We study the longstanding problem of semantics for input/output (I/O) expressed using side-e ects. Our vehicle is a small higher-order imperative language, with operations for interactive character I/O and based on ML syntax. Unlike previous theories, we present both operational and denotational semantics for I/O e ects. We use a novel labelled transition system that uniformly expresses both applicative and imperative computation. We make a standard de nition of bisimilarity. We prove bisimilarity is a congruence using Howe's method.
and PRINT in LISP 1.5 as \pseudo-functions," I/O e ects have been viewed with suspicion. LISP 1.5 was the original applicative language. Its core could be explained as applications of functions to arguments, but \pseudo-functions"|which e ected \an action such as the operation of input-output"|could not. Explaining pseudofunctions that e ect I/O is not a matter of semantic archaeology: although lazy functional programmers avoid unrestricted side-e ects, this style of I/O is pervasive in imperative languages and persists in applicative ones such as LISP, Scheme and ML. But although both the latter are de ned formally MTH90, RC86] neither de nition includes the I/O operations.
We address this longstanding but still pertinent problem by supplying both an operational and a denotational semantics for I/O e ects. We work with a call-byvalue PCF-like language, O, equipped with interactive I/O operations analogous to those of LISP 1.5. We can think of O as a tiny higher-order imperative language, with an applicative syntax making it a fragment of ML. In this paper we shall:
de ne a CCS-style labelled transition semantics for O;
show that the associated bisimilarity is a congruence;
de ne a domain-theoretic denotational semantics for O;
prove that denotational equality implies bisimilarity. Our aim is to present such an approach to I/O in detail for a simple language and to concentrate on small examples; let us discuss some motivation and detail:
Morris-style contextual equivalence is often adopted as operational equivalence for applicative languages without side-e ects, such as PCF. Two programs p and q are contextually equivalent i for any context C such that ;`C p] : bool and ;`C q] : bool, then C p] converges just when C q] does. This is also known as observational congruence. It is inappropriate for our calculus because (unlike in CCS, say) contexts cannot observe the side-e ects of a program. In fact, any two programs which are ready to engage in I/O are contextually equivalent because neither immediately converges to a value.
Thus, in order to set up a useful operational semantics and notion of equivalence of programs, we must seek a framework which can subsume the usual semantics of applicative languages, but at the same time provide a mechanism for the semantics of side-e ects. A suitable framework is a labelled transition system, with assertions of the form p ?! q meaning that program p performs action to become program q.
Using an appropriate labelled transition system, CCS-style bisimilarity provides the natural operational equivalence on O programs. Theorem 1 is that bisimilarity is a congruence. It follows that if two programs are bisimilar, they are also contextually equivalent. This is what we would hope: it would be disconcerting if bisimilarity equated two programs that were contextually distinct.
Another candidate for operational equivalence is trace equivalence. If s = 1 : : : n is a nite sequence of actions, we say that s is a trace of p i p 1 ?! n ?!. Two programs are trace equivalent i they have the same set of traces. As noted elsewhere Gor93, Mil89] in a deterministic calculus such as O trace equivalence coincides with bisimilarity; we prefer to use bisimilarity because it admits proofs by co-induction.
The denotational semantics is speci ed in two stages. First, we give a denotational semantics to a metalanguage M in the category CPPO of cppos and Scott continuous functions. Second, we give a formal translation of the types and expressions of O into those of M. M is based on the equational fragment of the FIX-logic of CP92], but contains a single parameterised recursive datatype which is used to model computations engaged in I/O, and does not (explicitly) contain a xpoint type. Following Plotkin's use of a metalanguage to study object languages Plo85] we equip the programs (closed expressions) of M with an operational semantics. Theorem 2 shows the`good t' between the domain-theoretic semantics of M and its operational semantics: we prove that the denotational semantics is sound and adequate with respect to the operational semantics.
To complete our study, we establish a close relationship between the operational semantics of each O program and that of its denotation. Hence we prove our third theorem: that if the denotations of two O programs are equal, the programs are in fact operationally equivalent. The proof is by co-induction: we can show that the relation between O programs of equal denotations is in fact a bisimulation, and hence contained in bisimilarity. We overcame two principal di culties in this study. First, although it is fairly straightforward to write down operational semantics rules for side-e ects, the essential problem is to develop a useful operational equivalence. Witness the great current interest in ML plus concurrency primitives: there are many operational semantics BMT92, Hol83] but few developed notions of operational equivalence. Holmstr om Hol83] pioneered a strati ed approach to mixing applicative and imperative features in which a CCS-style labelled transition system for the side-e ects was de ned in terms of a`big-step' natural semantics for the applicative part of the language. But Holmstr om's approach fails for the languages of interest here, in which side-e ects may be freely mixed with applicative computation. Instead, as we have described, we solve the problem of nding a suitable operational equivalence by expressing both the applicative and the side-e ecting aspects of O in a single labelled transition system, where the actions correspond to the atomic observations one can make of an O program. The classical de nition of (strong) bisimilarity from CCS Mil89] generates a natural operational equivalence, which subsumes both Abramsky's applicative bisimulation AO92] and the strati ed equivalences suggested by Holmstr om's semantics Gor94, Gor93] . The second main di culty was the construction of formal approximation relations in the proof of adequacy for M. Proof of their existence is complicated by the presence in M of a parameterised recursive type needed to model O computations engaged in I/O; our construction is based on recent work of Pitts Pit94b] for untyped languages, and uses the idea of minimal invariant objects due to Freyd.
Finally, some comments about notation. As usual, we identify phrases of syntax up to -conversion, that is, renaming of bound variables. We write to mean that phrases and are -convertible. In this section we de ne the (object) programming language O. First we give the types and expressions of O. Then we specify the programs and values, and use these to present a \single-step" operational semantics. Next we highlight certain O expressions which are able to engage in I/O; these are used to develop a labelled transition system semantics, in which some of the actions (labels) amount to I/O e ects. This labelled transition system induces a notion of program bisimilarity, which will be good for program reasoning provided bisimilarity is a congruence. We say a relation between O-expressions is a precongruence i it is preserved by all contexts, and a congruence if in addition it is an equivalence relation. We prove bisimilarity is a congruence by introducing a relation on O-expressions which is clearly a precongruence, and which can be shown equal to similarity; the result follows by showing that bisimilarity is the symmetric interior of similarity.
O is a call-by-value version of PCF, including constants for I/O. The types of O, ranged over by , consist of ground types unit, bool and int, together with function and product types; these types have the same intended meanings as in ML, and are speci ed by the grammar ::= unit j bool j int j -> 0 j * 0 : Let Lit, ranged over by`, be the set ftrue; falseg f: : : ; -2; -1; 0; 1; 2; : : :g of Boolean and integer literals, and let Rator, be the set f+; -; *; =; <g of arithmetic operators. It will be convenient to use the notations b (b 2 ftt; g), i ( write : int -> unit The intended meanings of expressions are those which the reader expects. For the sake of simplicity there is just one user-de nable constant, , which provides a recursive program declaration as described shortly. The expression is one whose evaluation diverges. This is a spartan programming language, but it su ces to illustrate the semantics of side-e ecting I/O.
The type assignment judgements are of the form ?`e: , where the environment, ?, is a nite set of (variable, type) pairs, f x: 1 ; : : : ; x: n g, in which the variables are required to be distinct. In such judgements, e will be an -equivalence class of expressions. The provable judgements are generated by the usual monomorphic typing rules for this fragment of ML, where ?`k : is provable just when k is a valid expression. We shall write e: instead of ;`e : . We assume there is a user-speci ed expression e , determining the behaviour of the constant , for which we assume that x: `e : 0 is provable. It would be routine to extend O to allow nitely many user-de nable constants, but for the sake of simplicity we allow just one.
We shall de ne the notions of program and value for O. A program is a closed expression e for which there is a type where e: . Each program has a unique type, given the type annotations on constants and lambda-abstractions, though for notational convenience we often omit these annotations. The metavariables p and q will range over programs. A value expression, ve, is an expression that is either a variable, a constant (but not ), a lambda-abstraction or a pair of value expressions. The set of values, ranged over by v, u or w, consists of the value expressions that are programs; so values are those programs which appear in the grammar v ::= k j x: e j (v; v) where k must be a valid expression and k is not .
In order to specify various operational semantics for O, we shall make heavy use of relationships between programs of the same type; with this in mind we shall introduce some notation. We shall write U for the largest binary relation on programs of type , that is U def = f e j e: g f e j e: g, and U is then de ned to be the union of these relations over all types: U def = S U .
Before de ning the labelled transition system that induces a behavioural equivalence on O, we need to de ne the applicative reductions of O. We de ne a call-byvalue`small-step' reduction relation between programs, !, by the rules in Table 1 The labelled transition system is a ternary relation whose relationships will be written p ?! p 0 where p and p 0 are programs, and is an action. The labelled transition system is inductively de ned by the rules in Table 2 .
The last rule allows messages|but not arbitrary actions|to be observed as side- q to be behaviourally equivalent i , for every action , every -derivative of p is behaviourally equivalent to some -derivative of q, and vice versa. We shall assume that the reader is familiar with these ideas, at least in the setting of concurrency theory and process calculi. However, it will be convenient to give a terse summary of the notions of (bi)simulations, presented within our own framework.
Given a relation S U we de ne S] U by deeming that p S]q i whenever p ?! p 0 , there is q 0 with q ?! q 0 and p 0 S q 0 . Note that this is well de ned; that S] really is a subset of U follows by inspecting the de nition of the labelled transition system. We can de ne functions s ; b : P(U) ! P(U) where s (S) If p . q we say that p is similar to q, and if p q we say that p is bisimilar to q. We shall soon see that similarity is a preorder and that bisimilarity is an equivalence. It is immediate that (bi)similarity is the greatest (bi)simulation; in fact appealing to the (proof of the) Knaster-Tarski theorem we have . = S f S j S s (S) g = S f S j S b (S) g The following principles of co-induction are corollaries of the de nitions of . and . Lemma 2.3 p . q i there is a simulation S with p S q; and p q i there is a bisimulation S with p S q.
The main objective of this paper is to give a denotational semantics of O so that our metalanguage M may be used to establish operational equivalences. Nonetheless, just as in CCS, the availability of co-induction means a great deal can be achieved simply using operational methods, provided that is a congruence. This is our rst main result, Theorem 1, which we shall prove via an adaptation of Howe's method; similar proofs can be found elsewhere Gor94, Gor95a, How89] .
The proof of this result is rather lengthy, involving a number of intermediate steps and de nitions. We begin by observing that in order to prove Theorem 2.10 we may deal simply with similarity, rather than bisimilarity.
Lemma 2.4 Bisimilarity is the symmetric interior of similarity, that is = . \ . This lemma fails in a nondeterministic calculus such as CCS, where the labelled transition system is not image singular. Now, in order to prove Theorem 2.10, all we need do is show that . is a precongruence; let us introduce some technical machinery in order to prove this.
We have given a de nition of . U. This gives relationships between programs (of the same type). We will now extend the de nition of . to provide relationships between expressions. The restriction of this relation to programs will amount to similarity, so we denote it also by .. We de ne a relation ., with relationships denoted by ?`e . e 0 : , and for which it will be implicit (by de nition) that both e and e 0 are assigned the type in the environment ?. We de ne ?`e . e 0 : i ?`e : , ?`e 0 : and if ? = f x 1 : 1 ; : : : ; x n : n g, then for all nite sets of values f v 1 : 1 ; : : : ; v n : n g we have e ṽ =x] . e 0 ṽ =x] where here . is similarity of programs as de ned above. Let us now de ne a relation . , analogous in form to ., using the rules in Table 3 . We call . Howe's relation. We have a lemma which gives some basic properties of Howe's relation, and (bi)similarity.
Lemma 2.5 (1) . is a preorder and is an equivalence; (2) This is immediate from the de nition of . plus rule (?) of Table 2 . (3) Use induction on the derivation of ?`e 1 . e 2 : . One needs to appeal to the transitivity of ., proved in (1).
(4) Use induction on the derivation of ?`e : .
(5) This follows from parts (3) and (4).
(6) Use induction on the derivation of ?; x: `e 1 . e 2 : , together with part (5). (7) This follows from the de nition of . , plus part (4). asserting a computational adequacy result for M. Next we outline some categorical methods which will be used to give a denotational semantics to M. These methods have their origins in Scott's work on models of the lambda-calculus, and also adapt the results of Freyd and Pitts on minimal invariant objects. Next we specify the denotational semantics, which is essentially quite standard|types are modelled by complete pointed partial orders, and proved expressions by Scott continuous functions. We prove that certain formal approximation relations exist using the properties of minimal invariant objects. Finally, we prove Theorem 2 using the formal approximation relations.
We outline a Martin-L of style type theory which will be used as a metalanguage, M, into which O may be translated and reasoned about|it is based on ideas from the FIX-Logic CP92, Cro92], though M does not explicitly contain a xpoint type. ? (thus the function types in the body of the recursive type are required to be partial). Note that the positive integer a is xed, as are each of the types i . However, a and the types i are essentially arbitrary, and have in fact speci ed a family of type systems|in Section 4, we shall choose a speci c type-system in which the recursive datatype U(X 0 ) is used to model I/O.
Informally, the (open) types are either a type variable, a unit type, Booleans, integers, products, exponentials, liftings, or a single, parameterised recursive datatype whose body consists of a ( nite) disjoint sum of (a) instances of the latter types.
These types will be used in the expected way when modelling the object types of O.
A closed type is one in which there are no occurrences of the type variable X 0 , and we omit the easy formal de nition, noting that there are no type variable binding operations, and indeed just one type variable. We shall make use of type substitution, and will write ( 0 ) for 0 =X 0 ], where the latter has the obvious de nition.
The collection of expressions of M is given by the grammar in We de ne a type assignment system for M which consists of rules for generating judgements of the form ?`E: , where is a closed type, and the environment ? is a nite set f x 1 : 1 ; : : : ; x n : n g of (variable, closed type) pairs in which the variables are required to be distinct. In such judgements, which we call proved expressions, E is formally an -equivalence class of expressions (the latter de ned in Table 4 ). Usual scope rules apply. Most of the rules for generating these judgements are fairly standard, though for completeness they are given in Table 5 . The type of an arithmetic expression is lifted so that its value can be forced using Drop. In the case that the environment ? is empty, we shall write E: for the type assignment.
We can equip M with a standard equational theory, which includes , and congruence rules. The judgements take the form ?`E = E 0 : , which we call theorems. Having given the full set of rules for type assignment, we omit the rules for deriving theorems. In the case that the environment ? is empty, we shall write a theorem as E = E 0 : , or even E = E 0 if no confusion is likely to occur.
An M program is a closed expression P for which there exists a (closed) type where P: . The set of M value expressions is given by the grammar V ::= () j blc j (E; E) j x: : E j Lift(E) j c(E);
and values are those V which are programs.
Finally, we equip the syntax of M with an operational semantics. This is specied by`small-step' reduction relations which take the form P 1 ! P 2 . The rules for Table 5 : Generation of proved expresssions in M generating the operational semantics appear in Table 6 . The operational semantics of M is lazy in the sense that constructors do not evaluate their arguments.
Given any program P, we write P+ to mean that there is a value V for which P ! + V . Note that M is deterministic: every program P which reduces to some value V , must reduce to a unique value V up to -equivalence.
In the rest of this section, our aim is to construct a domain-theoretic denotational semantics for M, assigning a denotation P] ] to each program P, and to prove the following theorem. Proof The essence of the proof boils down to Scott's original construction of a model for lambda-calculus Sco69]. We shall sketch out the important constructions in the proof, and leave detailed veri cations to the reader. One can show that these de nitions yield commutative diagrams of the form given on page 20, and that each (e n ; p n ) is an embedding-projection pair in Dom.
Using the square ( ) we can prove that e n p n = n (? D;D ) for each n < !, and thus 
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Let us now assign a denotational semantics to the closed types of M where we write T for the set of all closed types. We shall rst de ne a T -indexed family of We nish this section by noting that we have set up some machinery which caters for the possibility that the body of the recursive datatype contains a contravariant type variable. However, in our application to I/O, there is no such contravariance. We could slightly simplify both this section and the next by restricting attention to such recursive types; however, the simpli cation is not particularly signi cant.
Furthermore, the present formulation of M makes it suitable for other applications, such as a denotational semantics of a language with a store, where such contravariance is essential.
In this section we introduce some simple category theory that will play a key role in the proof of Theorem 3.1. We shall show that there is a T indexed family of The existence of the formal approximation relations can be proved by techniques which appear in Plotkin's CSLI notes Plo85]. However, it is more elegant to adapt Pitts' method of admissible actions on relational structures. We give an outline of the method. Set TyProgs def = fP: j P is a program of type g, regard the set TyProgs as a discrete cpo, and for any cppo X put R(X) def = fR 2 P(X TyProgs) j R is an !-chain complete subsetg: We de ne R(A) def = 2T (A ) where A is an object of Dom T . We shall use the letters R and S to range over elements of both R(A) and R(X). In the former case, R will denote the -th component of R.
Lemma 3.4 Both R(X) and R(A), where X is an object of Dom and A is an object of Dom T , are complete lattices. Proof Note that R(X) is a complete lattice with the inclusion order, where arbitrary meets are given by set-theoretic intersection. It follows that R(A) is a complete lattice with the product ordering.
2 Let 
in the lattice R(D).
We shall now set out to prove that R ? R + . This will involve some further machinery. We shall write e : R S to mean e 2 Dom T (D; D); R 2 R(D) and S 2 R(D); and for every (u ; P: ) 2 R we have (e (u ); P: ) 2 S . Lemma 3.5 If e : R S then (d; P: ) 2 F (S; R) implies (F (e; e)(d); P: ) 2 F (R; S): Proof The result follows from a simple induction on the closed type . We consider one simple case:
(Case is U( )) Let (r ; P:U( )) 2 F U( ) (S; R) = R . Recall that F U( ) (e; e) = e . We have (e (r ); P:U( )) 2 S = F U( ) (R; S) and so we are done.
2 Lemma 3.6 Whenever e : R S we have (e) : L(S; R) L(R; S). Proof Suppose that (u ; P: ) 2 L(S; R) . We wish to show that ( (e) (u ); P: ) 2 L(R; S) : If (e) (u ) = ? D we are done. If not, we know that u is non-bottom, and thus there is a non-bottom x 2 F(D; D) for which (e) (u ) = i F(e; e) (x ):
Thus it remains to show that (F (e; e) (x ); P: ) 2 F(R; S) (y) By induction, it follows that (x ; P: ) 2 F(R; S) and hence must be of the form U( ), P ! c j (P j ) : : : (1) and x = in j (d j )] where (d j ; P j : j ( )) 2 F j ( ) (S; R).
Using Lemma 3.5, we have (F j ( ) (e; e)(d j ); P j : j ( )) 2 F j ( ) (R; S) : : : (2) Thus (y) will follow from (1) and (2) using the following computation:
F(e; e) (x ) = LS((F 1 ( ) (e; e); : : : ; F a( ) (e; e)))( in j (d j )]) = (F 1 ( ) (e; e) + : : : + F a( ) (e; e))(in j (d j ))] = in j (F j ( ) (e; e)(d j ))]
where we have used the de nition of F(e; e), naturality of the unit of the lifting monad, and the universal property of coproducts. Thus we have proved the existence of the required family of formal approximation relations|it is very easy to see that the required properties hold. We shall need the following lemmas:
Lemma 3.7 Suppose that P: , P ! P 0 and d/ P 0 . Whenever we have these data,
Proof The proof is a simple induction on the structure of . 2
Lemma 3. The program Let has the following recursive de nition that roughly speaking stitches together the strings of I/O operations denoted by its two arguments. Here are the rules for expressions. Since value expressions, ranged over by ve, are also expressions, ranged over by e, there is overlap between the rules marked ( ) and some later rules. In case of overlap, a rule marked ( ) takes precedence over any later rule. By consolidating prior work on operational semantics, bisimulation equivalence and metalanguages for denotational semantics, we have presented the most comprehensive study yet of I/O via side-e ects. Previous work has treated denotational or operational semantics in isolation. Our study combines the two to admit proofs of programs based either on direct operational calculations (Theorem 1) or equality of denotations (Theorem 3). Williams and Wimmers WW88] are perhaps the only others to consider an equational theory for a strict functional language with what amounts to side-e ecting I/O, but they do not consider operational semantics. Similarly, the semantic domains for I/O studied in early work in the Scott-Strachey tradition of denotational semantics Mos90, Plo78] were not related to operational semantics. In his CSLI lecture notes, Plotkin Plo85] showed how Scott-Strachey denotational semantics could be reconciled with operational semantics by equipping his metalanguage (analogous to our M) with an operational semantics. He showed for a given object language (analogous to O) that the adequacy proof for the object language (analogous to Lemma 4.6) could be factored into an adequacy result for the metalanguage (analogous to Theorem 3.1) together with comparatively routine calculations about the operational semantics. Moggi Mog89] pioneered a monadic approach to modularising semantics. In an earlier study CG93] we reworked Plotkin's framework in a monadic setting, for a simple applicative language.
We have made two main contributions to Plotkin's framework. First, by adapting recent advances in techniques for showing the existence of formal approximation relations we have a relatively straightforward proof of computational adequacy for a type theory with a parameterised recursive type. This avoids the direct construction of formal approximation relations using the limit/colimit coincidence (see for example FP93]). Instead we use the minimal invariant property which characterises the (smallest) coincidence. Second, we use the adequacy result for O (Lemma 4.6) and co-induction to prove the soundness of denotational reasoning with respect to operational equivalence (Theorem 3).
The idea of using a labelled transition system for a functional language, together with co-inductively de ned bisimilarity, is perhaps the most important but the least familiar in this paper. It appears earlier in the concurrent -calculus of Boudol Bou89], but Boudol does not establish whether bisimilarity on his calculus is a congruence. Applicative bisimulation AO92] is another co-inductively de ned equivalence on functional languages but based on a`big-step' natural semantics. Labelled transitions better express I/O, and hence are preferable to natural semantics for de ning languages with I/O.
Since the work reported here was completed, Gordon Gor95b, Gor95a] has investigated a labelled transition system semantics for a variety of stateless functional languages, without I/O. A useful future project would be to extend the results of this paper to a language with nondeterminism and concurrency. Indeed, since this work was completed, Je rey has investigated monadic languages (analogous to our M) with nondeterminism Jef95a] and concurrency Jef95b]. Based on the presentation in Gor95b] of a labelled transition system form of Howe's congruence proof, Je rey showed that bisimilarity for his concurrent monadic language is a congruence. A useful next step would be to extend this result to a language, like our O, in which side-e ects are freely mixed with applicative computation.
Having worked through the details of both a classical denotational semantics for O and an entirely operational treatment of bisimilarity, we are in a position to compare the two approaches. Though we have not spelt out the details, both operational and denotational semantics can validate an equational theory for O.
Bisimilarity immediately o ers a co-induction principle, and a domain-theoretic semantics a xpoint induction principle. With more work co-induction can be derived from a denotational semantics Pit94a] and xpoint induction from an operational semantics MST, Smi91] . Finally, we found that the intermediate metalanguage M usefully modularised the denotational semantics of O; the details of sections 3 and 4
can be understood independently of one another.
