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1. Introduction
The remarkable theory of geodesics, presented, for instance, by Milnor in [15], is a very
deep and rich example of the close relationship between variational problems and differential
geometry. Motivated by this connection, Crouch and Silva Leite in [9] started the development
of an interesting geometric theory surrounding generalized cubic polynomials on a Riemannian
manifold (M, 〈· , ·〉). These curves are critical paths for the following second order variational
problem with Lagrangian given by the norm squared covariant acceleration, which can be
viewed as an extension of the minimizing acceleration problem in Euclidean space:
min
c∈M
1
2
∫ T
0
〈
D2c
dt2
,
D2c
dt2
〉
dt, (1)
subject to the boundary conditions
c(0) = p, c(T ) = q, dc
dt
(0) = v, dc
dt
(T ) = w. (2)
We point out that this problem can not be lifted to a geodesic problem on the tangent bundle
TM , as explained in detail in Camarinha [4]. However, this higher order variational problem
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may be formulated as the following optimal control problem:
min
u
1
2
∫ T
0
〈u, u〉 dt, (3)
subject to
dc
dt
= V, DV
dt
= u, (4)
and the boundary conditions (2).
The system (4) is a reduction to TM of a system which, when viewed in the Hamiltonian
setting, evolves in T ∗TM . Posed as an optimal control problem, our variational problem can be
analyzed through the Maximum Principle. However, one drawback of this approach is that the
extremal solutions will be projections of a Hamiltonian flow on T T ∗TM with corresponding
vector field in (T T ∗TM), giving rise to a very awkward situation. In Crouch, Silva Leite,
Camarinha [10] we have used connections in order to reduce the flow on T ∗TM to a flow on⋃
c∈M Tc M ⊕ T ∗c M ⊕ T ∗c M , but the results depend on a choice of a frame in TM .
Another difficulty is the underlying sub-Riemannian structure, which, in particular, has the
potential of giving rise to abnormal minimizers. This is a subject with an increasing interest in
the literature. Without being exhaustive we point out, for instance, the work of Agrachev and
Sarychev [1], Brockett [3], Baillieul [2], Jurdjevic [12], Faibusovich [11], Montgomery [13],
Strichartz [20] and Sussmann [21]. In spite of the sub-Riemannian nature of our problem, it is
possible to develop a geometric Riemannian theory for curves minimizing covariant accelera-
tion, which is richer than the classical theory of geodesics and gives rise to many interesting
questions. In general the definition of sub-Riemannian problems is applied to control systems
without drift. Here we apply the definition to a system with drift. The advantage of this approach
lies in the fact that Riemannian geometry is locally Euclidean, in contrast with the complicated
local behavior of the sub-Riemannian geometry. We note that although our main results are, in
many aspects, similar to firmly established results in the theory of geodesics, there are some
subtle differences and the corresponding proofs require much more elaborate constructions.
The main objective of this theory is to characterize the local minimizers amongst the gen-
eralized cubic polynomials. In this paper, we continue the work initiated by Crouch and Silva
Leite in [9] and present necessary and sufficient optimality conditions, related to the generalized
notions of Jacobi fields and conjugate points. This paper is an extended version of Camarinha,
Crouch, Silva Leite [5, 6].
The organization of the paper is as follows. In Section 2, we formulate the variational problem
and write down the corresponding Euler–Lagrange equation. The solutions of these equations
are the cubic polynomials in the Riemannian manifold. Then, we generalize the notions of
Jacobi fields and conjugate points which, together with the elegant representation of the Jacobi
equation derived in [9], will play an important role throughout the whole paper. Properties of
the Jacobi fields and the conjugate points are presented in Sections 3, 4 and 5. Based on the
concept of extremal field in the calculus of variations exploited originally by Morse [14], we
prove in Theorem 7.1 that the Jacobi fields along cubic polynomials are the solutions of the
Euler–Lagrange equation for the second variation formula. This result is essential in obtaining
necessary and sufficient optimality conditions for our problem based on the absence of conjugate
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points (Section 7). In Section 8 a sufficient optimality condition independent of the notions of
Jacobi fields and conjugate points is derived. Finally the index theorem for this situation is
proved (Section 9).
2. The variational formulation of cubic polynomials
In what follows M is an n-dimensional manifold equipped with a Riemannian metric 〈· , ·〉,
∇ denotes the Levi-Civita connection on M , which is the symmetric connection compatible
with the Riemannian metric 〈· , ·〉 and Tp M is the tangent space to M at p ∈ M . The covariant
derivative of a vector field X along a curve c in M is given by
DX
dt
(t) = ∇(dc/dt)(t)X(t)
and hereafter Di c/dti , i = 2, 3, . . . , denotes the covariant derivative of the vector field
Di−1c/dti−1 along c, where, for convenience, Dc/dt denotes the velocity vector field along c,
dc/dt . Moreover, R denotes the curvature tensor field and ∇ R the covariant differential of the
tensor field R. (See, for instance, [15, 17]).
Let (p, v) and (q, w) be points in TM and T a positive real number. We consider the set 

of all C1 piecewise smooth curves c : [0, T ] → M in M verifying the boundary conditions (2).
We define the functional J in 
 by
J (c) =
∫ T
0
〈
D2c
dt2
,
D2c
dt2
〉
dt.
This functional depends on the squared length of the covariant acceleration and may be seen
as the generalization of the functional
∫ T
0
∥∥∥∥d
2c
dt2
∥∥∥∥
2
dt, (5)
for a curve c in Rn .
We consider the second order variational problem (P)of minimizing the functional J among
the set 
. We want to find curves c ∈ 
 verifying J (c)  J (a), for all curves a ∈ 
 in a
C0-neighborhood of c. These curves c are called local minimizers of J . The following Euler–
Lagrange equation for the variational problem (P) was derived by Noakes, Heinzinger and
Paden [16] and also by Crouch and Silva Leite [8], in the context of dynamic interpolation
D3V
dt3
+ R
(
DV
dt
, V
)
V ≡ 0, (6)
where V = dc/dt is the velocity vector field along the curve c. The critical points of our
variational problem are the smooth curves satisfying the equation (6). These curves are called
the cubic polynomials on M by analogy with the problem of minimizing the functional (5) on
R
n
, which gives rise to the Euler–Lagrange equation d4c/dt4 = 0.
The Euler–Lagrange equation (6) only gives necessary conditions for c to be a local mini-
mizer. In order to obtain sufficient conditions Crouch and Silva Leite derived in [9] the second
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variation form of J at a cubic polynomial c. It is the symmetric bilinear form defined by
Ic(X, Y ) =
∫ T
0
[〈
D2 X
dt2
,
D2Y
dt2
〉
+ 〈X, F(Y, V )〉
]
dt, (7)
in the vector space Tc
 of all C1 piecewise smooth vector fields X along c satisfying the
boundary conditions
X(0) = 0, X(T ) = 0, DX
dt
(0) = 0, DX
dt
(T ) = 0, (8)
where V is the velocity vector field along c and F(X, V ) is given by the formula
F(X, V ) = (∇2V R)(X, V )V + (∇X R)(∇V V, V )V + R(R(X, V )V, V )V
+ R(X, ∇2V V )V + 2[(∇V R)(∇V X, V )V + (∇V R)(X, ∇V V )V ]
+ 2R(∇2V X, V )V + 3(∇V R)(X, V )∇V V
+ 3[R(X, V )∇2V V + R(X, ∇V V )∇V V ] + 4R(∇V X, V )∇V V .
(9)
The analogue of the Jacobi equation for this problem (or just the Jacobi equation for sim-
plicity) was also obtained in [9] as being the following equation
∇4V W + F(W, V ) ≡ 0, (10)
where W is a vector field along the cubic polynomial c. The smooth vector fields W , solutions
of the Jacobi equation (10), are called Jacobi fields along the cubic polynomial c.
In the following section, we present an interesting list of properties of Jacobi fields.
3. Properties of Jacobi fields along cubic polynomials
Since (10) is a linear fourth order differential equation, each Jacobi field is uniquely deter-
mined by the initial conditions
W (0),
DW
dt
(0),
D2W
dt2
(0),
D3W
dt3
(0) ∈ Tp M.
Thus, the Jacobi equation has 4n linearly independent, smooth solutions, each of which can be
defined throughout c and the set Jc of all the Jacobi fields along c is obviously a 4n-dimensional
vector space.
Every cubic polynomial c admits two Jacobi fields in a natural way: one is the velocity vector
field V = dc/dt ; the other is the vector field U given by U ( t) = tV ( t).
We now develop the general properties of the Jacobi fields somewhat further.
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Lemma 3.1. If W and Z are Jacobi fields along c, then
〈
D3W
dt3
, Z
〉
−
〈
D3 Z
dt3
, W
〉
+ 2
〈
R
(
DW
dt
, V
)
V, Z
〉
− 2
〈
R
(
DZ
dt
, V
)
V, W
〉
+
〈
DW
dt
,
D2 Z
dt2
〉
−
〈
DZ
dt
,
D2W
dt2
〉
+ 2
〈
R(W, V )
DV
dt
, Z
〉
− 2
〈
R(Z , V )
DV
dt
, W
〉
(11)
is constant along c.
Proof. If Z and W are Jacobi fields along c, then
〈
D4 Z
dt4
+ F(Z , V ), W
〉
−
〈
D4W
dt4
+ F(W, V ), Z
〉
≡ 0. (12)
Note now that some terms of 〈F(Z , V ), W 〉 are symmetric in Z and W . So that, the equation
(12) is reduced to
〈
D4 Z
dt4
, W
〉
−
〈
D4W
dt4
, Z
〉
+
〈
R
(
Z ,
D2V
dt2
)
V, W
〉
−
〈
R
(
W,
D2V
dt2
)
V, Z
〉
+ 〈(∇Z R)(∇V V, V )V, W 〉 − 〈(∇W R)(∇V V, V )V, Z〉
+ 2
〈
(∇V R)
(
DZ
dt
, V
)
V, W
〉
− 2
〈
(∇V R)
(
DW
dt
, V
)
V, Z
〉
+ 2
〈
(∇V R)
(
Z ,
DV
dt
)
V, W
〉
− 2
〈
(∇V R)
(
W,
DV
dt
)
V, Z
〉
+ 2
〈
R
(
D2 Z
dt2
, V
)
V, W
〉
− 2
〈
R
(
D2W
dt2
, V
)
V, Z
〉
+ 3
〈
(∇V R)(Z , V ) DVdt , W
〉
− 3
〈
(∇V R)(W, V ) DVdt , Z
〉
+ 3
〈
R(Z , V )
D2V
dt2
, W
〉
− 3
〈
R(W, V )
D2V
dt2
, Z
〉
+ 4
〈
R
(
DZ
dt
, V
)
DV
dt
, W
〉
− 4
〈
R
(
DW
dt
, V
)
DV
dt
, Z
〉
≡ 0.
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If we apply the properties of the curvature tensor, we see that
〈
D4 Z
dt4
, W
〉
−
〈
D4W
dt4
, Z
〉
+ 〈(∇Z R)(∇V V, V )V, W 〉 − 〈(∇W R)(∇V V, V )V, Z〉
+ 2
〈
(∇V R)
(
DZ
dt
, V
)
V, W
〉
− 2
〈
(∇V R)
(
DW
dt
, V
)
V, Z
〉
+ 2
〈
R
(
D2 Z
dt2
, V
)
V, W
〉
− 2
〈
R
(
D2W
dt2
, V
)
V, Z
〉
+
〈
(∇V R)(Z , V ) DVdt , W
〉
−
〈
(∇V R)(W, V ) DVdt , Z
〉
+ 2
〈
R(Z , V )
D2V
dt2
, W
〉
− 2
〈
R(W, V )
D2V
dt2
, Z
〉
+ 4
〈
R
(
DZ
dt
, V
)
DV
dt
, W
〉
− 4
〈
R
(
DW
dt
, V
)
DV
dt
, Z
〉
≡ 0.
Since the expression
〈
DV
dt
, (∇V R)(W, V )Z + (∇W R)(Z , V )V
〉
is symmetric in Z and W , we obtain the identity
〈
D4 Z
dt4
, W
〉
−
〈
D4W
dt4
, Z
〉
+ 2
〈
(∇V R)
(
DZ
dt
, V
)
V, W
〉
− 2
〈
(∇V R)
(
DW
dt
, V
)
V, Z
〉
+ 2
〈
(∇V R)(Z , V ) DVdt , W
〉
− 2
〈
(∇V R)(W, V ) DVdt , Z
〉
+ 2
〈
R
(
D2 Z
dt2
, V
)
V, W
〉
− 2
〈
R
(
D2W
dt2
, V
)
V, Z
〉
+ 2
〈
R(Z , V )
D2V
dt2
, W
〉
− 2
〈
R(W, V )
D2V
dt2
, Z
〉
+ 4
〈
R
(
DZ
dt
, V
)
DV
dt
, W
〉
− 4
〈
R
(
DW
dt
, V
)
DV
dt
, Z
〉
≡ 0.
From the definition of the covariant differentiation of the curvature tensor field R (see [18] for
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details), we see that〈
(∇V R)
(
DZ
dt
, V
)
V, W
〉
−
〈
(∇V R)
(
DW
dt
, V
)
V, Z
〉
+
〈
(∇V R)(Z , V ) DVdt , W
〉
−
〈
(∇V R)(W, V ) DVdt , Z
〉
= d
dt
[〈
R
(
DZ
dt
, V
)
V, W
〉
−
〈
R
(
DW
dt
, V
)
V, Z
〉
+
〈
R(Z , V )
DV
dt
, W
〉
−
〈
R(W, V )
DV
dt
, Z
〉]
−
[〈
R
(
D2 Z
dt2
, V
)
V, W
〉
−
〈
R
(
D2W
dt2
, V
)
V, Z
〉
+
〈
R(Z , V )
D2V
dt2
, W
〉
−
〈
R(W, V )
D2V
dt2
, Z
〉
+ 2
〈
R
(
DZ
dt
, V
)
DV
dt
, W
〉
− 2
〈
R
(
DW
dt
, V
)
DV
dt
, Z
〉]
.
Moreover,
〈
D4 Z
dt4
, W
〉
−
〈
D4W
dt4
, Z
〉
= d
dt
[〈
D3 Z
dt3
, W
〉
−
〈
D3W
dt3
, Z
〉
+
〈
DZ
dt
,
D2W
dt2
〉
−
〈
DW
dt
,
D2 Z
dt2
〉]
.
The result is an immediate consequence of the three previous equalities. 
The invariant (11) of Jacobi fields along c is the analogue for cubic polynomials of the
invariant 〈
DW
dt
, Z
〉
−
〈
DZ
dt
, W
〉
(13)
for Jacobi fields W and Z along geodesics, presented for instance in [18, p. 70, Proposition 2.5].
Of special interest to us are the Jacobi fields W such that W (0) = 0 and (DW/dt)(0) = 0.
Obviously, the set Jc(0) of all such vector fields is a vector subspace of the vector space Jc.
Since each Jacobi field W in Jc(0) depends uniquely on the tangent vectors (D2W/dt2)(0) and
(D3W/dt3)(0), the mapping
Jc(0) → (Tp M)2,
W →
(
D2W
dt2
(0),
D3W
dt3
(0)
)
is an isomorphism. So, the dimension of the vector space Jc(0) is 2n.
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Lemma 3.2. If W and Z are Jacobi fields in Jc(0), then〈
D3W
dt3
, Z
〉
−
〈
D3 Z
dt3
, W
〉
+ 2
〈
R
(
DW
dt
, V
)
V, Z
〉
− 2
〈
R
(
DZ
dt
, V
)
V, W
〉
+
〈
DW
dt
,
D2 Z
dt2
〉
−
〈
DZ
dt
,
D2W
dt2
〉
+ 2
〈
R(W, V )
DV
dt
, Z
〉
− 2
〈
R(Z , V )
DV
dt
, W
〉
≡ 0.
Proof. The result is an immediate consequence of the previous lemma and the definition of
Jc(0). 
The following result is another consequence of Lemma 3.1 and generalizes a similar result
[18, p. 69, Corollary 2.2] of the theory of geodesics to cubic polynomials.
Lemma 3.3. Any Jacobi field W along c verifies
〈
D2W
dt2
, V
〉
− 2
〈
DW
dt
,
DV
dt
〉
+ 3
〈
W,
D2V
dt2
〉
≡ αt + β, (14)
where
α =
〈
D3W
dt3
(0), V (0)
〉
−
〈
D2W
dt2
(0),
DV
dt
(0)
〉
+
〈
D2V
dt2
(0),
DW
dt
(0)
〉
− 3
〈
R
(
DV
dt
(0), V (0)
)
V (0), W (0)
〉 (15)
and
β =
〈
D2W
dt2
(0), V (0)
〉
− 2
〈
DW
dt
(0),
DV
dt
(0)
〉
+ 3
〈
D2V
dt2
(0), W (0)
〉
. (16)
Furthermore, if the equality
〈
D2W
dt2
, V
〉
− 2
〈
DW
dt
,
DV
dt
〉
+ 3
〈
W,
D2V
dt2
〉
= 0 (17)
holds at two distinct points, then it holds everywhere.
Proof. Replacing Z in Lemma 3.1 by the natural Jacobi field V , we see that
〈
D3W
dt3
, V
〉
+ 3
〈
D3V
dt3
, W
〉
+
〈
DW
dt
,
D2V
dt2
〉
−
〈
DV
dt
,
D2W
dt2
〉
≡ α, (18)
where α is given by (15). Integrating both sides of (18) we conclude that
〈
D2W
dt2
, V
〉
− 2
〈
DW
dt
,
DV
dt
〉
+ 3
〈
D2V
dt2
, W
〉
≡ αt + β, (19)
where β is given by (16). If the identity (17) holds for two distinct values of t , then α = β = 0,
which completes the proof. 
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Let us consider the natural Jacobi fields V and U ≡ tV along c. V and U verify the equality
(17) along c if and only if the velocity vector field V along c satisfies
〈
D2V
dt2
, V
〉
− 1
2
〈
DV
dt
,
DV
dt
〉
≡ 0. (20)
The left-hand side of (20) is an invariant along c, which plays in this theory a similar role to
the length of the velocity vector field in the theory of geodesics. So, this invariant is zero if and
only if V and U verifies the equality (17). Otherwise, we have the following decomposition.
Theorem 3.4. If the invariant along c
〈
D2V
dt2
, V
〉
− 1
2
〈
DV
dt
,
DV
dt
〉
(21)
is different from zero, then every Jacobi field W along c can be uniquely decomposed in the
form W = γ V + δU + Z , where γ , δ ∈ R and Z is a Jacobi field along c that verifies (17).
Proof. Let W be a Jacobi field along c and take Z = W − γ V − δU, γ, δ ∈ R. Z is also a
Jacobi field along c. If we apply Lemma 3.3 to Z the constants α and β are given by
α =
〈
D3W
dt3
(0), V (0)
〉
−
〈
D2W
dt2
(0),
DV
dt
(0)
〉
+
〈
D2V
dt2
(0),
DW
dt
(0)
〉
− 3
〈
R
(
DV
dt
(0), V (0)
)
V (0), W (0)
〉
+ 2δ
(〈
DV
dt
(0),
DV
dt
(0)
〉
− 2
〈
V (0),
D2V
dt2
(0)
〉)
,
β =
〈
D2W
dt2
(0), V (0)
〉
− 2
〈
DW
dt
(0),
DV
dt
(0)
〉
+ 3
〈
D2V
dt2
(0), W (0)
〉
+ 2γ
(〈
DV
dt
(0),
DV
dt
(0)
〉
− 2
〈
V (0),
D2V
dt2
(0)
〉)
.
If we choose
γ =
〈
D2W
dt2
(0), V (0)
〉
− 2
〈
DW
dt
(0),
DV
dt
(0)
〉
+ 3
〈
D2V
dt2
(0), W (0)
〉
4
〈
V (0),
D2V
dt2
(0)
〉
− 2
〈
DV
dt
(0),
DV
dt
(0)
〉
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and
δ =
〈
D3W
dt3
(0), V (0)
〉
−
〈
D2W
dt2
(0),
DV
dt
(0)
〉
+
〈
D2V
dt2
(0),
DW
dt
(0)
〉
4
〈
V (0),
D2V
dt2
(0)
〉
− 2
〈
DV
dt
(0),
DV
dt
(0)
〉
−
3
〈
R
(
DV
dt
(0), V (0)
)
V (0), W (0)
〉
4
〈
V (0),
D2V
dt2
(0)
〉
− 2
〈
DV
dt
(0),
DV
dt
(0)
〉 ,
then α = β = 0 and Z verifies (17).
In order to prove the uniqueness of the decomposition, let W = γ ′V + δ′U + Y be another
decomposition of W , where Y is a Jacobi field satisfying (17). Replacing W in
〈
D2W
dt2
, V
〉
− 2
〈
DW
dt
,
DV
dt
〉
+ 3
〈
W,
D2V
dt2
〉
by the two decompositions, we have γ + δt = γ ′ + δ′t , which implies γ = γ ′, δ = δ′ and
Z = Y . 
This result generalizes a result [18, p. 68, Proposition 2.1] in the theory of geodesics. However,
while in this theory the theorem is trivial when the invariant along a geodesic—the length of the
velocity vector field—is zero, the same does not happen with Theorem 3.4 when the invariant
along a cubic polynomial—(21)—is zero.
4. Jacobi variations of cubic polynomials
In this section we study an interesting class of variations of c, whose definition follows.
Definition 4.1. The map
α : (−, ) × [0, T ] → M, (r, t) → α(r, t) = αr (t)
is said to be a Jacobi variation of c, if α verifies
1. α0 = c,
2. α is smooth on (−, )× [a, b],
3. αr is a cubic polynomial, for each r ∈ (−, ).
The smooth vector field along c defined by
W (t) = ∂α
∂r
(0, t), t ∈ [a, b],
is called the variational vector field associated to the variation α.
The following theorem establishes the relationship between Jacobi fields and Jacobi varia-
tions and generalizes a result from the theory of geodesics [15, p. 80–81, Lemmas 14.3 and
14.4].
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Theorem 4.2. If α is a Jacobi variation of c, then the variational vector field W associated to
α is a Jacobi field along c. Conversely, every Jacobi field can be obtained in that way.
Proof. Let W be a variational vector field associated to a Jacobi variation α. If we apply the
symmetry of the Riemannian connection, we obtain
D4W
dt4
(t) = D
∂r
D4α
∂t4
(0, t) − R
(
∂α
∂r
(0, t),
∂α
∂t
(0, t)
)
D3α
∂t3
(0, t)
− D
∂t
[
R
(
∂α
∂r
(0, t),
∂α
∂t
(0, t)
)
D2α
∂t2
(0, t)
]
− D
2
∂t2
[
R
(
∂α
∂r
(0, t),
∂α
∂t
(0, t)
)
∂α
∂t
(0, t)
]
.
(22)
Since the curve αr is a cubic polynomial, the identity
D
∂r
D4α
∂t4
(r, t) = − D
∂r
[
R
(
D2α
∂t2
(r, t),
∂α
∂t
(r, t)
)
∂α
∂t
(r, t)
]
is valid, for each r ∈ (−, ) and t ∈ [0, T ]. Making use of the previous identity together with
properties of the curvature vector field, we simplify the right-hand side of (22) to obtain the
Jacobi equation. Thus, the variational vector field W is a Jacobi field along c.
Conversely, take a Jacobi field W along c. Let b : (−, ) → M be the cubic polynomial
satisfying
b(0) = c(0), db
dr
(0) = W (0), D
2b
dr2
(0) = DW
dt
(0),
D3b
dr3
(0) = D
2W
dt2
(0).
Take parallel vector fields X1, X2, Y1, Y2, Z1, Z2 along b such that
X1(0) = V (0), X2(0) = DWdt (0),
Y1(0) = DVdt (0), Y2(0) =
D2W
dt2
(0) + R(W (0), V (0))V (0),
Z1(0) = D
2V
dt2
(0), Z2(0) = D
3W
dt3
(0) + R(W (0), V (0)) DV
dt
(0)
+ D
dt
[R(W (t), V (t))V (t)]
∣∣∣∣
t=0
.
For r ∈ (−, )set X(r) = X1(r)+r X2(r), Y (r) = Y1(r)+rY2(r)and Z(r) = Z1(r)+r Z2(r)
and let α be the Jacobi variation defined by the cubic polynomials αr with initial conditions
α(r, 0) = b(r), ∂α
∂t
(r, 0) = X(r), D
2α
∂t2
(r, 0) = Y (r), D
3α
∂t3
(r, 0) = Z(r).
Making use of the first part of the proof, we see that the variational vector field J associated
to the Jacobi variation α is a Jacobi field along c. Applying again the identities for the tensor
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curvature R, it is easy to check that W and J satisfy the same initial conditions and so coincide.
This completes the proof. 
5. Conjugate points
In the previous section we showed that Jacobi fields can be obtained by moving cubic
polynomials around c. If there exists a family of cubic polynomials through c while also
satisfying the boundary conditions (2), then the points in TM which give rise to these boundary
conditions play an important role in the discussion of the problem.
Definition 5.1. The points t = t1 and t = t2, t1, t2 ∈ [0, T ], t1 = t2, are said conjugate along
c if there exists a non-zero Jacobi field W along c satisfying
W (t1) = 0, W (t2) = 0, DWdt (t1) = 0,
DW
dt
(t2) = 0.
The multiplicity of t = t1 and t = t2 as conjugate points is the dimension of the vector space
consisting of all such Jacobi fields. We may also say that the points (c( t1), (dc/dt)( t1)) and
(c( t2), (dc/dt)( t2)) are conjugate along c, if there is no ambiguity, that is, whenever these two
points do not coincide.
The following theorem shows the importance of the concept of conjugate points.
Theorem 5.2. If t = 0 and t = T are not conjugate along c, then any Jacobi field along c is
uniquely determined by its values and its covariant derivative values at t = 0 and t = T .
Proof. We want to show that, for each w0, z0, ∈ Tp M and w1, z1, ∈ Tq M , there exists one and
only one Jacobi field W along c such that
W (0) = w0, W (T ) = w1, DWdt (0) = z0,
DW
dt
(T ) = z1.
First, let us consider the linear map Jc(0) → (Tq M)2 that assigns to each Jacobi field X ∈ Jc(0)
the vector (X(T ), (DX/dt)(T )) ∈ (Tq M)2. The fact that the points t = 0 and t = T are not
conjugate means that this map is one-to-one. Hence, since the dimension of the vector spaces
Jc(0) and (Tq M)2 is equal, the mapping is an isomorphism. Consequently, for each vector
(x, y) ∈ (Tq M)2, there exists one and only one vector field X ∈ Jc(0) for which(
X(T ),
DX
dt
(T )
)
= (x, y).
Now, we consider w0, z0 ∈ Tp M and w1, z1 ∈ Tq M and denote by Y any arbitrary Jacobi
field satisfying
Y (0) = w0, DYdt (0) = z0.
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Then, any other Jacobi field W with this property is defined by the formula W = Y + X , where
X is some Jacobi field in Jc(0). If we now choose the field X in such a way that
Y (T ) = w1 − X(T ), DYdt (T ) = z1 −
DX
dt
(T ),
we shall have the desired Jacobi field W , and, since X(T ) and (DX/dt)(T ) define X uniquely,
then W is uniquely determined by w0, z0 ∈ Tp M and w1, z1 ∈ Tq M . 
6. Optimality conditions in terms of the second variation Ic
The second variation Ic defined in (7) is the main tool used to obtain necessary and sufficient
conditions for local minimizers of the functional J . We start by recalling the concepts of nullity
and index of Ic, which characterize the second variation Ic and describe the behavior of the
functional J in a neighborhood of c. The nullity ν is the dimension of the nullspace of Ic, which
is the subspace of Tc
 consisting of all the vector fields X ∈ Tc
 verifying Ic(X, Y ) = 0,
∀Y ∈ Tc
. The index λ is the maximal dimension of a subspace of Tc
 on which Ic is negative
definite.
The following theorem establishes the relationship between Jacobi fields and the nullspace
of the second variation and, consequently, the relationship between the nullity of the second
variation and the multiplicity of conjugate points. This result is analogous to a theorem in the
theory of geodesics [15, p. 78, Theorem 14.1] and was partially obtained in [9].
Theorem 6.1. The vector field W ∈ Tc
 belongs to the nullspace of Ic if and only if W is a
Jacobi field along c. Hence, Ic is degenerate if and only if t = 0 and t = T are conjugate along
c. The nullity ν of Ic is equal to the multiplicity of t = 0 and t = T as conjugate points.
Proof. Notice that (7) may be written in the form
Ic(X, Y ) = −
l−1∑
i=1
〈
DX
dt
(ti ),
D2Y
dt2
(t+i ) −
D2Y
dt2
(t−i )
〉
+
l−1∑
i=1
〈
X(ti ),
D3Y
dt3
(t+i ) −
D3Y
dt3
(t−i )
〉
+
∫ T
0
〈
X,
D4Y
dt4
+ F(Y, V )
〉
dt,
(23)
If W ∈ Tc
 is a Jacobi field, then W is smooth and satisfies equation (10). So, it follows
from (23) that Ic(X, W ) = 0, for each X ∈ Tc
, that is, W belongs to the nullspace of Ic.
Conversely, suppose that W belongs to the nullspace of Ic. Consider a partition of [0, T ],
0 = t0 < t1 < · · ·< tl = T , so that W is smooth on [ ti−1, ti ], i = 1, . . . , l. Let f : [0, T ] →
[0, T ]be a smooth function which verifies f ( ti ) = f ′( ti ) = 0 and f ( t) > 0, t ∈ ( ti−1, ti ), i =
1, . . . , l. Now, choose X ∈ Tc
 defined by X( t) = f ( t)(D4W/dt4 + F(W, V )). Then
Ic(X, W ) =
∫ T
0
f (t)
〈
D4W
dt4
+ F(W, V ), D
4W
dt4
+ F(W, V )
〉
dt.
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Since the previous expression is zero, it follows that W |[ti−1,ti ] is a Jacobi field for each i =
1, . . . , l. To complete the proof, we show that W is smooth on [0, T ]. Let Y ∈ Tc
 be a vector
field such that
Y (ti ) = D
3W
dt3
(t+i ) −
D3W
dt3
(t−i ) and
DY
dt
(ti ) = D
2W
dt2
(t−i ) −
D2W
dt2
(t+i ).
Thus,
Ic(Y, W ) =
l−1∑
i=1
∥∥∥∥ D
3W
dt3
(t+i ) −
D3W
dt3
(t−i )
∥∥∥∥
2
+
l−1∑
i=1
∥∥∥∥ D
2W
dt2
(t+i ) −
D2W
dt2
(t−i )
∥∥∥∥
2
=0.
Therefore D2W/dt2 and D3W/dt3 have no jumps on [0, T ]. Consequently, since a Jacobi field
along c|ti−1,ti ] is completely determined by the vectors
W (ti−1),
DW
dt
(ti−1),
D2W
dt2
(ti−1),
D3W
dt3
(ti−1),
it follows that the l Jacobi fields W |[ti−1, ti ], i = 1, . . . , l, fit nicely together to give a Jacobi
field W which is smooth along c. This completes the proof. 
Since there are only finitely many linearly independent Jacobi fields along c, it follows that
the nullity ν of I is always finite and, moreover, satisfies ν  2n. In fact, the vector space Jc(0)
has dimension precisely equal to 2n, so it is obvious that ν  2n.
The following theorems demonstrate the importance of the study of the second variation and
corresponding index.
Theorem 6.2. If c is a local minimizer of J , then the second variation Ic is positive semi-definite
in Tc
. Hence, the index λ is zero.
Theorem 6.3. If the second variation Ic is positive definite in Tc
 then c is a local minimizer
of J .
7. Optimality conditions in terms of conjugate points
Recall that if the cubic polynomial c is a local minimizer of J , then the minimum value of
the second variation Ic in Tc
 is zero. To find out the full consequences of this fact, it is natural
to consider the problem of minimizing Ic(X, X) on Tc
. Indeed, we will do more then that. We
consider the bilinear form already introduced,
Ic(X, Y ) =
∫ T
0
[〈
D2 X
dt2
,
D2Y
dt2
〉
+ 〈X, F(Y, V )〉
]
dt,
defined now for all C1 piecewise smooth vector fields X and Y along c and study the problem
of finding the C1 piecewise smooth vector fields W such that Ic(W, W )  Ic(X, X), for all C1
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piecewise smooth vector fields X along c verifying
W (0) = X(0), W (T ) = X(T ),
DW
dt
(0) = DX
dt
(0),
DW
dt
(T ) = DX
dt
(T ).
(24)
The following theorem demonstrates that the Euler–Lagrange equation corresponding to this
problem is exactly the Jacobi equation associated to c, as it happens in the theory of geodesics.
Theorem 7.1. If the C1 piecewise smooth vector field W along c verifies
Ic(W, W )  Ic(X, X), (25)
for all C1 piecewise smooth vector fields X along c verifying (24), then W is a Jacobi field
along c.
Proof. Let W be a C1 piecewise smooth vector field along c. We consider the variation of W ,
ϒs(t) = ϒ(s, t), s ∈ (−, ), t ∈ [0, T ], verifying
1. ϒ0 = W ;
2. ϒs(0) = W (0), ϒs(T ) = W (T );
3. (Dϒs/dt)(0) = (DW/dt)(0), (Dϒs/dt)(T ) = (DW/dt)(T );
4. ϒ is C1 on (−, )× [0, T ];
5. there is a partition 0 = t0 < t1 < · · · < tl = T of [0, T ] so that the map ϒ is smooth on
each strip (−, )× [ ti−1, ti ], i = 1, . . . , l.
Making use of local coordinates (x1, . . . , xn), we can express ϒ(s, t) in terms of its coordi-
nates relatively to the basis {(∂/∂xi )|c(t)}i=1,...,n of Tc(t)M by setting
ϒ(s, t) =
n∑
i=1
ϒ i (s, t)
∂
∂xi
∣∣∣∣
c(t)
.
The associated variational vector field A defined by
A(t) =
n∑
i=1
∂ϒ i
∂s
(0, t)
∂
∂xi
∣∣∣∣
c(t)
is a C1 piecewise smooth vector field along c verifying
A(0) = 0, A(T ) = 0, D A
dt
(0) = 0, D A
dt
(T ) = 0.
Because the vector field W verifies (25), we have (d/ds)Ic(ϒs, ϒs)|s=0 = 0. Since Ic(X, Y ) =
Ic(Y, X), for vector fields X and Y , at least one of which belongs to Tc
, we conclude that
Ic(A, W ) = 0.
Let Y be the vector field that satisfies the differential equation
D2Y
dt2
= F(W, V ),
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with initial conditions Y (0) = (DY/dt)(0) = 0. Then
〈A, F(W, V )〉 = d
dt
[〈
A,
DY
dt
〉
−
〈
D A
dt
, Y
〉]
+
〈
D2 A
dt2
, Y
〉
.
Hence,
Ic(A, W ) =
∫ T
0
〈
D2W
dt2
+ Y, D
2 A
dt2
〉
dt = 0. (26)
Now, let Z be the vector field that verifies the differential equation
D2 Z
dt2
= D
2W
dt2
+ Y, (27)
with initial conditions Z(0) = (DZ/dt)(0) = 0 and B the vector field that verifies the differ-
ential equation
D2 B
dt2
≡ 0, (28)
with initial conditions
B(T ) = − 6
T 2
Z(T ) + 4
T
DZ
dt
(T ),
DB
dt
(T ) = − 12
T 3
Z(T ) + 6
T 2
DZ
dt
(T ).
Consider the variational vector field
A(t) = Z(t) + t
3
3
DB
dt
(t) − t
2
2
B(t).
From (26) we know that∫ T
0
〈
D2W
dt2
+ Y, D
2W
dt2
+ Y − B
〉
dt = 0,
which implies
∫ T
0
〈
D2W
dt2
+ Y − B, D
2W
dt2
+ Y − B
〉
dt = −
∫ T
0
〈
B,
D2 Z
dt2
〉
dt +
∫ T
0
〈B, B〉 dt.
Integrating the first term in the previous expression twice by parts, we obtain
∫ T
0
〈
D2W
dt2
+ Y − B, D
2W
dt2
+ Y − B
〉
dt
= −
〈
B(T ),
DZ
dt
(T )
〉
+
〈
DB
dt
(T ), Z(T )
〉
+
∫ T
0
〈B, B〉 dt
= −T
3
3
〈
DB
dt
(T ),
DB
dt
(T )
〉
+ T 2
〈
B(T ),
DB
dt
(T )
〉
− T 〈B(T ), B(T )〉 +
∫ T
0
〈B, B〉 dt.
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Since D2 B/dt2 = 0, it follows that (d3/dt3)〈B(t), B(t)〉 = 0. So,
〈B(t), B(t)〉 =
〈
DB
dt
(T ),
DB
dt
(T )
〉
t2
+ 2
[〈
B(T ),
DB
dt
(T )
〉
− T
〈
DB
dt
(T ),
DB
dt
(T )
〉]
t
+ 〈B(T ), B(T )〉 − 2T
〈
B(T ),
DB
dt
(T )
〉
+ T 2
〈
DB
dt
(T ),
DB
dt
(T )
〉
,
which implies that
∫ T
0
〈B, B〉dt = T
3
3
〈
DB
dt
(T ),
DB
dt
(T )
〉
− T 2
〈
B(T ),
DB
dt
(T ) t
〉
+ T〈B(T ), B(T )〉.
Thus, ∫ T
0
〈
D2W
dt2
+ Y − B, D
2W
dt2
+ Y − B
〉
dt = 0
and we can conclude that
D2W
dt2
+ Y − B ≡ 0.
Hence,
D4W
dt4
+ F(W, V ) = D
2
dt2
[
D2W
dt2
+ Y − B
]
≡ 0. 
In what follows, we will characterize the local minimizers of J , making use of the concept
of conjugate points. The first result presented is analogous to the Jacobi necessary condition
for geodesics.
Theorem 7.2. If c is a local minimizer of J , then t = 0 and t = t0 cannot be conjugate along c,
for t0 ∈ (0, T ).
Proof. Suppose that t = 0 and t = t0 are conjugate along c, for some t0 ∈ (0, T ). Then there
is a non-zero Jacobi field W such that
W (0) = 0, W (t0) = 0, DWdt (0) = 0,
DW
dt
(t0) = 0. (29)
Under these conditions we will produce a vector field Ws such that Ic(Ws, Ws) < 0 and this
will complete the proof. Notice that ((D2W/dt2)( t0), (D3W/dt3)( t0)) = (0, 0), otherwise W
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would be identically zero. Now, take a smooth vector field X along c such that
X(t0) = D
3W
dt3
(t0) and
DX
dt
(t0) = − D
2W
dt2
(t0)
and a smooth function f on [0, T ] such that f (0) = f (T ) = 0, f ( t0) = 1, f ′(0) = f ′(T ) = 0
and f ′( t0) = 0. Set Y = f X and define a new vector field Ws by Ws( t) = W ( t) + sY ( t), if
t ∈ [0, t0] and Ws( t) = sY ( t), if t ∈ [ t0, T ]. This vector field is C1 but not smooth at t = t0.
Nevertheless it defines a C1 piecewise smooth vector field Ws along c, verifying
Ws(0) = 0, Ws(T ) = 0, DWsdt (0) = 0,
DWs
dt
(T ) = 0,
that is, Ws ∈ Tc
. If we use the notation
I a,bc (X, Y ) =
∫ b
a
[〈
D2 X
dt2
,
D2Y
dt2
〉
+ 〈X, F(Y, V )〉
]
dt,
and apply the “symmetry property” of Ic (Ic(X, Y ) = Ic(Y, X), when at least one of the vector
fields X or Y belongs to Tc
), we obtain
Ic(Ws, Ws) = I 0,t0c (W + sY, W + sY ) + I t0,Tc (sY, sY )
= I 0,t0c (W, W ) + 2s I 0,t0c (Y, W ) + s2 I 0,Tc (Y, Y ).
Since W is a Jacobi field satisfying (29), it follows from the Theorem 6.1 that I 0,t0c (W, W ) = 0.
On the other hand, if we integrate the first term by parts in the expression
I 0,t0c (Y, W ) =
∫ t0
0
[〈
D2Y
dt2
,
D2W
dt2
〉
+ 〈Y, F(W, V )〉
]
dt,
we have that
I 0,t0c (Y, W ) =
[〈
D2W
dt2
,
DY
dt
〉
−
〈
D3W
dt3
, Y
〉]t0
0
Thus,
Ic(Ws, Ws) = −2s
[〈
D2W
dt2
(t0),
D2W
dt2
(t0)
〉
+
〈
D3W
dt3
(t0),
D3W
dt3
(t0)
〉]
+ s2 I 0,Tc (Y, Y ).
Hence, for small enough s, we have Ic(Ws, Ws) < 0. Therefore, by Theorem 6.2, c is not a
local minimizer of J . 
Now, we would like to show that, in the absence of conjugate points, the cubic polynomial is
a local minimizer of J . According to the Theorem 6.3, it is enough to prove that Ic(X, X) > 0,
for all non-zero vector fields X ∈ Tc
. This result will be an immediate consequence of the
following theorem.
On the geometry of Riemannian cubic polynomials 125
Theorem 7.3. Suppose that t = 0 and t = t0 are not conjugate along c, for each t0 ∈ (0, T ].
Let X be a C1 piecewise smooth vector field along c and W be the unique Jacobi field such that
W (0) = X(0) = 0, DW
dt
(0) = DX
dt
(0) = 0,
W (T ) = X(T ), DW
dt
(T ) = DX
dt
(T ).
Then Ic(W, W ) Ic(X, X) and the equality holds only if W = X.
Proof. Let {vi }i=1,...,n be a basis of Tq M and consider the Jacobi fields {Wi }i=1,...,2n defined by
the boundary conditions
Wi (0) = 0, DWidt (0) = 0,
Wi (T ) = vi , DWidt (T ) = 0,


i = 1, . . . , n,
Wi (0) = 0, DWidt (0) = 0,
Wi (T ) = 0, DWidt (T ) = vi−n,


i = n + 1, . . . , 2n.
Since c has no conjugate points, Lemma 5.2 guarantees that these Jacobi fields are uniquely
defined and moreover, are linearly independent. Thus, the Jacobi fields {Wi }i=1,...,2n form a
basis of the vector space Jc(0). Let W be an arbitrary Jacobi field along c in Jc(0). Then
W = ∑2ni=1 ai Wi , for some real constants ai , i = 1, . . . , 2n.
For the same reason, (Wi ( t), (DWi/dt)( t)) ∈ [Tc( t)M]2, i = 1, . . . , 2n, are linearly inde-
pendent, for each t ∈ (0, T ]. Then {(Wi ( t), (DWi/dt)( t))}i=1,...,2n is a basis of [Tc(t)M]2, for
each t ∈ (0, T ]. Let X be a C1 piecewise smooth vector field along c verifying
X(0) = 0, DX
dt
(0) = 0,
X(T ) = W (T ), DX
dt
(T ) = DW
dt
(T ).
Then, (
X(t),
DX
dt
( t)
)
=
2n∑
i=1
fi ( t)
(
Wi ( t),
DWi
dt
( t)
)
, t ∈ [ 0, T ],
where fi : [0, T ] → R are C1 piecewise smooth functions verifying fi (T ) = ai , i = 1, . . . , 2n.
Note that the equality
∑2n
i=1 f ′i ( t)Wi ( t) = 0 is valid for each t ∈ [0, T ]. Now, it is possible to
write Ic(X, X) in the following way:
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Ic(X, X) =
∫ T
0
[〈 2n∑
i=1
f ′i
DWi
dt
,
2n∑
i=1
f ′i
DWi
dt
〉
+ 2
〈 2n∑
i=1
f ′i
DWi
dt
,
2n∑
i=1
fi D
2Wi
dt2
〉
+
〈 2n∑
i=1
fi D
2Wi
dt2
,
2n∑
i=1
fi D
2Wi
dt2
〉
+
〈 2n∑
i=1
fi Wi ,
2n∑
i=1
fi F(Wi , V )
〉
+ 2
〈 2n∑
i=1
fi Wi ,
2n∑
i=1
f ′i R
(
DWi
dt
, V
)
V
〉]
dt.
From the identities
∑2n
i=1 f ′i Wi = 0 and
〈 2n∑
i=1
fi D
2Wi
dt2
,
2n∑
i=1
fi D
2Wi
dt2
〉
= d
dt
[〈 2n∑
i=1
fi DWidt ,
2n∑
i=1
fi D
2Wi
dt2
〉
−
〈 2n∑
i=1
fi Wi ,
2n∑
i=1
fi D
3Wi
dt3
〉]
+
〈 2n∑
i=1
fi Wi ,
2n∑
i=1
f ′i
D3Wi
dt3
〉
+
〈 2n∑
i=1
fi Wi ,
2n∑
i=1
fi D
4Wi
dt4
〉
+
〈 2n∑
i=1
f ′i Wi ,
2n∑
i=1
fi D
3Wi
dt3
〉
−
〈 2n∑
i=1
f ′i
DWi
dt
,
2n∑
i=1
fi D
2Wi
dt2
〉
−
〈 2n∑
i=1
fi DWidt ,
2n∑
i=1
f ′i
D2Wi
dt2
〉
,
it follows that
Ic(X, X) =
〈 2n∑
i=1
fi (T ) DWidt (T ),
2n∑
i=1
fi (T ) D
2Wi
dt2
(T )
〉
−
〈 2n∑
i=1
fi (T )Wi (T ),
2n∑
i=1
fi (T ) D
3Wi
dt3
(T )
〉
+
∫ T
0
{〈 2n∑
i=1
f ′i
DWi
dt
,
2n∑
i=1
f ′i
DWi
dt
〉
+
2n∑
i, j=1
f ′i f j
[〈
D3Wi
dt3
, W j
〉
−
〈
D3W j
dt3
, Wi
〉
+ 2
〈
R
(
DWi
dt
, V
)
V, W j
〉
− 2
〈
R
(
DW j
dt
, V
)
V, Wi
〉
+
〈
DWi
dt
,
D2W j
dt2
〉
−
〈
DW j
dt
,
D2Wi
dt2
〉
+ 2
〈
R(Wi , V )
DV
dt
, W j
〉
− 2
〈
R(W j , V )
DV
dt
, Wi
〉]}
.
Since Wi , i = 1, . . . , 2n, belong to Jc(0), it follows from Lemma 3.2 that the last term above
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is zero and so,
Ic(X, X) =
〈 2n∑
i=1
ai
DWi
dt
(T ),
2n∑
i=1
ai
D2Wi
dt2
(T )
〉
−
〈 2n∑
i=1
ai Wi (T ),
2n∑
i=1
ai
D3Wi
dt3
(T )
〉
+
∫ T
0
〈 2n∑
i=1
f ′i
DWi
dt
,
2n∑
i=1
f ′i
DWi
dt
〉
dt  Ic(W, W ).
If the equality holds, then
∑2n
i=1 f ′i (DWi/dt) ≡ 0. Thus, from the identity
∑2n
i=1 f ′i Wi ≡ 0
and the boundary conditions fi (T ) = ai , i = 1, . . . , 2n, and making use of the basis
{(Wi (t), (DWi/dt)(t))}i=1,...,2n of [Tc(t)M]2, for each t ∈ (0, T ], we get immediately that the
functions fi are constant and equal to ai , ∀i = 1, . . . , 2n, which obviously implies that X = W .

This theorem establishes a sufficient optimality condition for the problem formulated at
the beginning of this section and generalizes a result in the theory of geodesics [18, p. 72,
Proposition 3.1].
Corollary 7.4. Suppose that t = 0 and t = t0 are not conjugate along c, for each t0 ∈ (0, T ].
Then Ic(X, X) 0, for all vector fields X ∈ Tc
 and the equality holds only if X ≡ 0. Also, c
is a local minimizer of J .
This result generalizes the Jacobi sufficient condition of geodesics theory.
8. Another sufficient optimality condition
Lemma 8.1. Let c be a curve in M defined on the interval [a, b]. Then, for every C0 and
piecewise smooth vector field X along c verifying X(a) = 0,
∫ b
a
〈X, X〉 dt  (b − a)2
∫ b
a
〈
DX
dt
,
DX
dt
〉
dt. (30)
Proof. Let us consider the equality
〈Y (t), X(t)〉 =
∫ t
a
〈
Y (t), tθ
DX
dt
(θ)
〉
dθ, t ∈ [a, b], (31)
proved by Postnikov in [19], where X is any C0 piecewise smooth vector field along the curve
c, verifying X(a) = 0, Y any vector field along c and tθ : Tc(θ)M → Tc(t)M the parallel
translation along the curve c. If we first apply (31) to the term 〈X(t), X(t)〉 and then to the term
〈tθ (DX/dt)(θ), X(t)〉, we obtain the equality
〈X(t), X(t)〉 =
∫ t
a
∫ t
a
〈
tθ
DX
dt
(θ), tµ
DX
dt
(µ)
〉
dθ dµ,
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for everyC0 piecewise smooth vector field X along the curve c verifying X(a) = 0. The inequal-
ity (30) follows from the previous equality after applying the Cauchy–Schwarz inequalities and
the isometry property of the parallel translation. 
In the following ‖X‖2 is a simplified notation for 〈X, X〉 and R(c(t)) (respectively, ∇ R(c(t)))
is the norm of the 4-linear form defined in Tc(t)M by R (respectively, the 5-linear form defined
in Tc(t)M by ∇ R).
Theorem 8.2. Let c ∈ 
 be a cubic polynomial. If c verifies the inequality
T 3 f (T ) + T g(T ) < 1,
where
f (T ) =
∫ T
0
[
R(c)
∥∥∥∥ DVdt
∥∥∥∥
(
4‖V ‖ +
∥∥∥∥ DVdt
∥∥∥∥
)
+ (∇ R)(c)‖V ‖2
(
‖V ‖ + 2
∥∥∥∥ DVdt
∥∥∥∥
)]
dt,
(32)
g(T ) =
∫ T
0
[
R(c)‖V ‖
(
2‖V ‖ + 4
∥∥∥∥ DVdt
∥∥∥∥
)
+ (∇ R)(c)‖V ‖3
]
dt, (33)
then Ic(X, X) 0, for all C1 piecewise smooth vector fields X along c, verifying the boundary
conditions (8) and the equality holds only if X = 0. Consequently, c is a local minimizer of J .
Proof. From (7) – (9), it follows that
Ic(X, X) 
∫ T
0
〈
D2 X
dt2
,
D2 X
dt2
〉
dt −
∫ T
0
|〈X, F(X, V )〉|dt, (34)
where
〈X, F(X, V )〉 =
〈
X, R
(
X,
DV
dt
)
DV
dt
〉
+ 2
〈
DX
dt
, 3R(X, V )
DV
dt
+ R
(
DX
dt
, V
)
V + R
(
X,
DV
dt
)
V
〉
+
〈
X, (∇V R)(X, V ) DVdt − (∇X R)
(
DV
dt
, V
)
V
+ 2(∇V R)
(
DX
dt
, V
)
V
〉
.
If we apply the inequality (31) twice to each term of 〈X, F(X, V )〉, using the properties of
the curvature tensor and its differential, and the Cauchy–Schwartz inequalities and, finally,
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integrate the obtained inequality, the following holds.
∫ T
0
|〈X, F(X, V )〉| dt
 T
∫ T
0
R(c)
∥∥∥∥ DVdt
∥∥∥∥
(
4‖V ‖ +
∥∥∥∥ DVdt
∥∥∥∥
)
dt
∫ T
0
∥∥∥∥ DXdt
∥∥∥∥
2
dt
+ T
∫ T
0
R(c)‖V ‖
(
2‖V ‖ + 4
∥∥∥∥ DVdt
∥∥∥∥
)
dt
∫ T
0
∥∥∥∥ D
2 X
dt2
∥∥∥∥
2
dt
+ T
∫ T
0
(∇ R)(c)‖V ‖2
(
‖V ‖ + 2
∥∥∥∥ DVdt
∥∥∥∥
)
dt
∫ T
0
∥∥∥∥ DXdt
∥∥∥∥
2
dt
+ T
∫ T
0
(∇ R)(c)‖V ‖3dt
∫ T
0
∥∥∥∥ D
2 X
dt2
∥∥∥∥
2
dt.
Therefore, from the inequality (30), we immediately get the following inequality for Ic.
Ic(X, X)  [1 − (T 3 f (T ) + T g(T ))]
∫ T
0
〈
D2 X
dt2
,
D2 X
dt2
〉
dt,
where f and g are defined by (32) and (33), respectively.
Now, the result follows from the condition 1 − T 3 f (T )− T g(T ) > 0 and since the integral
∫ T
0
〈
D2 X
dt2
,
D2 X
dt2
〉
dt
is obviously positive for a non-zero C1 piecewise smooth vector field X along c, verifying the
boundary conditions (8). 
This result is the analogous to the present situation of a result [19, p. 167, (4)] in the theory
of geodesics. However, the boundary conditions considered in [19] are more general, which
permits to apply that result to the study of a more general variational problem. For that problem
the boundary condition c(T ) = q is replaced by c(T ) ∈ N , where N is a submanifold of M
orthogonal to the geodesic c and its study leads to the notion of focal points along geodesics.
Notice that the analog of Theorem 7.3 in the theory of geodesics may also be formulated in
that context [7, p. 24].
The following result guarantees that small segments of cubic polynomials are local mini-
mizers of J .
Corollary 8.3. If T is sufficiently small, then c is a local minimizer of J .
Proof. It is enough to note that, as T decreases, f (T ) and g(T ) also decrease. Thus, for
sufficiently small T , the number 1 − (T 3 f (T )+ T g(T )) is positive.
Notice that, when M is the Euclidean space Rn , Theorem 8.2 establishes the known result
that every cubic polynomial in Rn is a local minimizer of J . On the other hand, if M is
a Riemannian manifold with sufficient small curvature, it is possible to choose sufficiently
long segments of cubic polynomials as local minimizers. This is not a surprise, since the
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behavior of such a manifold is very close to the behavior ofRn . Furthermore, note that the cubic
polynomial with small enough speed and covariant acceleration length satisfy the inequality
T 3 f (T ) + T g(T ) < 1 and form local minimizers of J . We may say that local minimizers of
J are a compromise between time, speed and the magnitude of covariant acceleration, in order
that the previous inequality holds.
Corollary 8.4. If t0 ∈ (0, T ) is sufficiently small, then t = 0 and t = t0 are not conjugate
along c.
9. Index theorem
The main objective in this section is to prove the analog of the index theorem in the theory
of geodesics, which characterizes the index of Ic. We recall that the index of Ic is the maximal
dimension of a subspace of Tc
 where Ic is negative definite. The following preliminary lemmas
are needed.
Given a partition 0 = s0 < s1 < · · · < sk = T of the interval [0, T ], we denote by 
i the
class of C1 piecewise smooth curves b : [si−1, si ] → M satisfying
b(si−1) = c(si−1), b(si ) = c(si ),
db
dt
(si−1) = dcdt (si−1),
db
dt
(si ) = dcdt (si )
and by I si−1,sic the second variation on Tc|[si−1,si ]
i corresponding to the cubic polynomial
c|[si−1,si ], for each i = 1, . . . , k. By Theorem 8.2, we can choose this partition 0 = s0 <
s1 < · · · < sk = T sufficiently fine so that the second variation I si−1,sic is positive definite and
consequently, t = si−1 and t = si are not conjugate along c|[si−1,si ].
Let χ1(s0, s1, . . . , sk) ⊂ Tc
 be the vector space consisting of the vector fields X ∈ Tc
 for
which
X(si ) = 0, DXdt (si ) = 0, i = 0, . . . , k,
and χ2(s0, s1, . . . , sk) ⊂ Tc
 be the vector space consisting of all the vector fields X ∈ Tc

such that X |[si−1,si ] is a Jacobi field along c|[si−1,si ], for all i = 1, . . . , k. We call these vector
fields X the broken Jacobi fields along c.
Lemma 9.1. The vector space χ2(s0, s1, . . . , sk) is isomorphic to (Tc(s1)M)2×· · ·×(Tc(sk−1)M)2
and has finite dimension equal to 2(k − 1)n, where n is the dimension of M.
Proof. To prove the result it is enough to note that each element X of χ2(s0, s1, . . . , sk) is
completely determined by the vectors
X(si ),
DX
dt
(si ) ∈ Tc(si )M, i = 1, . . . , k − 1. 
Lemma 9.2. The vector space Tc
 decomposes as the direct sum
χ1(s0, s1, . . . , sk) ⊕ χ2(s0, s1, . . . , sk)
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of subspaces which are orthogonal with respect to Ic.
Proof. Given any vector field X ∈ Tc
, let Z ∈ χ2(s0, s1, . . . , sk) denote the unique broken
Jacobi field such that
Z(si ) = X(si ), DZdt (si ) =
DX
dt
(si ), i = 0, 1, . . . , k.
It follows from Lemma 9.1 that Z exists and is unique. Clearly X − Z belongs to
χ1(s0, s1, . . . , sk). Thus, the two subspaces χ1(s0, s1, . . . , sk) and χ2(s0, s1, . . . , sk) generate
Tc
.
Furthermore, the subspaces χ1(s0, s1, . . . , sk) and χ2(s0, s1, . . . , sk) have only the zero vec-
tor field in common. Indeed, if X ∈ χ1(s0, s1, . . . , sk) ∩ χ2(s0, s1, . . . , sk), then X is a broken
Jacobi field verifying X(si ) = (DX/dt)(si ) = 0, i = 0, 1, . . . , k. Since si−1 and si are not
conjugate along c|[si−1,si ], it follows that X |[si−1,si ] = 0 for each i = 1, . . . , k.
Now, let Z ∈ χ2(s0, s1, . . . , sk) and Y ∈ χ1(s0, s1, . . . , sk). Then the only points where Z is
not smooth are t = si , i = 1, . . . , k and we have
Ic(Y, Z) = −
k−1∑
i=1
〈
DY
dt
(si ),
D2 Z
dt2
(s+i ) −
D2 Z
dt2
(s−i )
〉
+
k−1∑
i=1
〈
Y (si ),
D3 Z
dt3
(s+i ) −
D3 Z
dt3
(s−i )
〉
+
∫ T
0
〈
Y,
D4 Z
dt4
+ F(Z , V )
〉
dt,
which is zero, because Y (si ) = (DY/dt)(si ) = 0, i = 0, . . . , k, and Z is a Jacobi field on each
subinterval. Thus, the two subspaces are orthogonal with respect to Ic. 
Lemma 9.3. The second variation Ic restricted to χ1(s0, s1, . . . , sk) is positive definite.
Proof. For any X ∈ χ1(s0, s1, . . . , sk), X |[si−1,si ] ∈ Tc|[si−1,si ]
i and we know that the second
variation I si−1,sic defined on Tc|[si−1,si ]
i is positive definite. Then, since
Ic(X, X) =
k∑
i=1
I si−1,sic (X |[si−1,si ], X |[si−1,si ]), ∀X ∈ χ1(s0, s1, . . . , sk),
we see that Ic is positive definite in χ1(s0, s1, . . . , sk). 
An immediate consequence is the following result.
Corollary 9.4. The index (or the nullity) of Ic is equal to the index (or the nullity) of Ic
restricted to the vector space χ2(s0, s1, . . . , sk). In particular, since χ2(s0, s1, . . . , sk) is a finite
dimensional vector space, the index λ is always finite.
Now, let ct denote the restriction of c to the interval [0, t], t ∈ (0, T ]. Let λ( t) denote the
index of the second variation I 0,tc associated with ct . Thus, λ(T ) is the index which we are
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actually trying to compute. The index function has many interesting properties which we now
prove in the following four lemmas.
Lemma 9.5. The function t → λ( t) is nondecreasing.
Proof. If t < ξ then there exists a λ( t)-dimensional vector space V of vector fields X along ct
verifying
X(0) = 0, X(t) = 0, DX
dt
(0) = 0, DX
dt
(t) = 0,
such that I 0,tc is negative definite on this vector space. Each vector field X in V extends to a
vector field along cξ which vanishes identically between c( t) and c(ξ). Thus, we obtain a λ(t)-
dimensional vector space of vector fields along cξ on which I 0,ξc is negative definite. Hence,
λ( t) λ(ξ). 
Lemma 9.6. λ( t) = 0, for small values of t ∈ (0, T ].
Proof. If t is sufficiently small, then, by Theorem 8.2, I 0,tc is positive definite. Hence, λ( t) = 0.
Lemma 9.7. limt→ξ− λ( t) = λ(ξ), that is, λ is continuous from the left.
Proof. According to the Corollary 9.4 the number λ(T ) can be interpreted as the index of the
second variation I 0,Tc restricted to the finite dimensional vector space χ2(s0, s1, . . . , sk). We
may assume that the partition is chosen so that say si < ξ < si+1, for some i . Then the index
λ(ξ) can be interpreted as the index of the corresponding I 0,ξc restricted to the corresponding
vector space χ2(s0, s1, . . . , si , ξ) of broken Jacobi fields along cξ . This vector space is to be
constructed using the partition 0 = s0 < s1 < . . . < si−1 < si < ξ of [0, ξ ]. It follows, from
Lemma 9.1, that this vector space is isomorphic toU = (Tc(s1)M)2×(Tc(s2)M)2×. . .×(Tc(si )M)2.
Note that this vector spaceU is independent of ξ , that is, each broken Jacobi field is independent
of ξ . Then the restriction of I 0,ξc to the vector space χ2(s0, s1, . . . , si , ξ) depends on ξ , in the
following way:
I 0,ξc (X, Y ) = −
i∑
j=1
〈
DX
dt
(s j ),
D2Y
dt2
(s+j ) −
D2Y
dt2
(s−j )
〉
+
i∑
j=1
〈
X(s j ),
D3Y
dt3
(s+j ) −
D3Y
dt3
(s−j )
〉
+
∫ ξ
0
〈
X,
D4Y
dt4
+ F(Y, V )
〉
dt.
Evidently, I 0,ξc varies continuously with ξ on χ2(s0, s1, . . . , si , ξ).
Now, suppose that I 0,ξc is negative definite on a subspace V ⊂ U of dimension λ(ξ). For
each t = ξ −  < ξ , with  > 0 sufficiently small, it follows that I 0,tc is negative definite on V.
Therefore, λ(t)  λ(ξ). But, since t = ξ −  < ξ , we also have λ(t)  λ(ξ), by Lemma 9.5.
Hence, limt→ξ− λ(t) = λ(ξ). 
On the geometry of Riemannian cubic polynomials 133
Finally, we characterize the discontinuities of the index function λ.
Lemma 9.8. Let ν(t) be the nullity of I 0,tc . Then limt→ξ+ λ(t) = λ(ξ)+ ν(ξ).
Proof. First, we will prove that λ(ξ + )  λ(ξ) + ν(ξ), for all sufficiently small  > 0.
Let I 0,ξc and χ2(s0, s1, . . . , si , ξ) be as in the proof of Lemma 9.7. By Lemma 9.1, we know
that the dimension of χ2(s0, s1, . . . , si , ξ) is 2ni . On the other hand, χ2(s0, s1, . . . , si , ξ) can
be decomposed as the direct sum V− ⊕ V0 ⊕ V+, where V− (resp. V+) is the subspace of
χ2(s0, s1, . . . , si , ξ) on which I 0,ξc is negative (resp. positive) definite and V0 is the nullspace of
I 0,ξc . So that, the dimension ofV+ is 2ni −λ(ξ)−ν(ξ). For all t sufficiently close to ξ , it follows
that I 0,tc is positive definite on V+ (since I 0,ξc on χ2(s0, s1, . . . , si , ξ) varies continuously with
ξ ). Hence, for all sufficiently small  > 0, λ(ξ + )  dim χ2(s0, s1, . . . , si , ξ) − dimV+ =
λ(ξ)+ ν(ξ).
We now prove that λ(ξ +) λ(ξ)+ν(ξ), for all sufficiently small  > 0. Let X1, . . . , Xλ(ξ)
be the λ(ξ) linearly independent vector fields along cξ verifying
X j (0) = 0, X j (ξ) = 0,
DX j
dt
(0) = 0, DX j
dt
(ξ) = 0, j = 1, . . . , λ(ξ),
such that the matrix [I 0,ξc (Xi , X j )]i, j=1,...,λ(ξ) is negative definite. Let W1, . . . , Wν(ξ) be the ν(ξ)
linearly independent Jacobi fields along cξ verifying
Wh(0) = 0, Wh(ξ) = 0,
DWh
dt
(0) = 0, DWh
dt
(ξ) = 0, h = 1, . . . , ν(ξ).
Note that the ν(ξ) vectors
(
D2Wh
dt2
(ξ),
D3Wh
dt3
(ξ)
)
∈ (Tc(ξ)M)2, h = 1, . . . , ν(ξ)
are also linearly independent. Otherwise, W1, . . . , Wν(ξ) would be linearly dependent. Hence,
it is possible to choose ν(ξ) vector fields Y1, . . . , Yν(ξ) along cξ+ , verifying
Yk(0) = 0, Yk(ξ + ) = 0, DYkdt (0) = 0,
DYk
dt
(ξ + ) = 0,
〈
D2Wh
dt2
(ξ),
DYk
dt
(ξ)
〉
−
〈
D3Wh
dt3
(ξ), Yk(ξ)
〉
= δh,k, h, k = 1, . . . , ν(ξ).
Extend the vector fields X j and Wh over cξ+ by setting these vector fields equal to 0
for ξ  t  ξ + . Using the expression (23) of the second variation, we can easily
compute I 0,ξ+c (Wh, X j ), I 0,ξ+c (Wh, Yk) and I 0,ξ+c (Wh, Wr ), for each h, k = 1, . . . , ν(ξ),
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j = 1, . . . , λ(ξ). In fact,
I 0,ξ+c (Wh, X j ) = −
i∑
l=1
〈
DX j
dt
(sl),
D2Wh
dt2
(s+l ) −
D2Wh
dt2
(s−l )
〉
+
i∑
l=1
〈
X j (sl),
D3Wh
dt3
(s+l ) −
D3Wh
dt3
(s−l )
〉
+
∫ ξ+
0
〈X j (t), F(Wh(t), V (t))〉 dt
= 0,
I 0,ξ+c (Wh, Yk) = −
i∑
l=1
〈
DYk
dt
(sl),
D2Wh
dt2
(s+l ) −
D2Wh
dt2
(s−l )
〉
−
〈
DYk
dt
(ξ),
D2Wh
dt2
(ξ+) − D
2Wh
dt2
(ξ−)
〉
+
〈
DYk
dt
(ξ + ), D
2Wh
dt2
(ξ + )
〉
+
i∑
l=1
〈
Yk(sl),
D3Wh
dt3
(s+l ) −
D3Wh
dt3
(s−l )
〉
+
〈
Yk(ξ),
D3Wh
dt3
(ξ+) − D
3Wh
dt3
(ξ−)
〉
−
〈
Yk(ξ + ), D
3Wh
dt3
(ξ + )
〉
+
∫ ξ
0
〈Y (t), F(W (t), V (t))〉 dt
=
〈
DYk
dt
(ξ),
D2Wh
dt2
(ξ−)
〉
−
〈
Yk(ξ),
D3Wh
dt3
(ξ−)
〉
= δh,k,
and I 0,ξ+c (Wh, Wr ) = 0, for all h, k = 1, . . . , ν(ξ), j = 1, . . . , λ(ξ). Denote by a jk , bkr and
di j the expressions I 0,ξ+c (X j , Yk), I 0,ξ+c (Yk, Yr ) and I 0,ξ+c (Xi , X j ), respectively, for each
h, k, r = 1, . . . , ν(ξ), i, j = 1, . . . , λ(ξ). Consider the λ(ξ) + ν(ξ) vector fields X1, . . .,
Xλ(ξ), s−1W1 − sY1, . . ., s−1Wν(ξ) − sYν(ξ) along cξ+ , where s ∈ R− {0}. They span a vector
space of dimension λ(ξ)+ ν(ξ). We claim that the second variation I 0,ξ+c is negative definite
on this vector space, for some value of s. In fact, the matrix of I 0,ξ+c with respect to this basis
is
M =

 D s A
s At −I + s2 B

,
where A = [a j,k]j,k , B = [bk,r ]k,r and D = [di, j ]i, j . Since D is negative definite, if we choose
c sufficiently small, the matrix M is certainly negative definite. We proved that λ(ξ + ) 
λ(ξ)+ ν(ξ). Hence limt→ξ+ λ(t) = λ(ξ)+ ν(ξ). 
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Making use of the previous lemmas, we establish immediately the following result.
Theorem 9.9. The index λ of Ic is equal to the number of points t0 ∈ (0, T )which are conjugate
to t = 0 along c; each such conjugate point being counted with its multiplicity.
This theorem generalizes the index theorem [15, p. 83, Theorem 15.2] of the theory of
geodesics.
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