Accurate registration of multi-temporal remote sensing images is essential for various change detection applications. Mutual information (MI) has recently been used as a similarity measure for registration of medical images because of its generality and high accuracy. Its application in remote sensing is relatively new. There are a number of algorithms for the estimation of joint histogram to compute mutual information, but they may suffer from interpolation-induced artifacts under certain conditions. In this paper, we investigate the use of a new joint histogram estimation algorithm called generalized partial volume estimation (GPVE) for computing mutual information to register multi-temporal remote sensing images. The experimental results show that higher order GPVE algorithms have the ability to significantly reduce interpolation-induced artifacts. In addition, mutual information based image registration performed using the GPVE algorithm produces better registration consistency than the other two popular similarity measures namely mean squared difference (MSD) and normalized cross correlation (NCC) used for the registration of multi-temporal remote sensing images.
I INTRODUCTION
Temporal change detection study is based on the processing of data collected at different times (i.e., multi-temporal data) and is important in many applications that include land use land cover change detection, deforestation and environmental monitoring etc. A variety of change detection algorithms based on tools such as image differencing [1] , principal component analysis [2] , change vector analysis [3] , Markov Random Fields [4] and neural networks [5] may be used.
The basis of all these algorithms is, however, accurate registration of images taken at different times. For example, registration accuracy of less than one-fifth of a pixel is required to achieve a change detection error of less than 10% [6] .
The necessity of accurate image registration and geometric rectification arises due to the presence of a number of distortions (errors) in remote sensing images that occur as a result of variations in platform positions, rotation of earth and relief displacements etc. The behavior of most of these distortions is systematic and, thus, can be easily removed at data acquisition centers. It is also generally expedient to procure systematic-corrected images as these are already geometrically rectified to a map projection system such as universal transverse mercator (UTM).
However, systematic corrections are normally performed on the basis of the platform ephemeris data obtained from the header information, which may be relatively inaccurate. Therefore, some random distortions may still be present in the systematic-corrected data. This can be illustrated with the help of agency supplied Landsat thematic mapper (TM) images taken at two different times as shown in Fig. 1 . The images were systematically corrected and geometrically rectified to UTM at the data acquisition center. It can, however, be seen that the two points (marked by "+") having the same UTM coordinates in both the images are located at different positions indicating the presence of non-systematic registration errors. To perform change detection studies, these images have to be registered with each other to correct for non-systematic errors. This is typically done by selecting a few features, also known as ground control points (GCP), in both images (floating image taken at time I and reference image taken at time II). The GCP are matched by pair and used to compute transformation parameters to register the images. A resampling procedure is then followed to estimate the intensity values at the new locations of the floating image. The feature based registration technique via manual selection of GCP is, however, laborious, time intensive and a complex task. Some automatic algorithms have been developed to automate the selection of GCP to improve the efficiency [7, 8] . However, the extraction of GCP may still suffer from the fact that sometimes too few a points will be selected, and further the extracted points may be inaccurate and unevenly distributed over the image. This may lead to large registration errors. Hence, automatic intensity based registration techniques may be more appropriate than the feature based techniques.
In this paper, we adopt mutual information (MI) as the similarity measure for automatic registration of multi-temporal remote sensing images. The major requirement to compute the MI between two images is the accurate estimation of the joint histogram. A number of interpolation algorithms such as the linear and partial volume interpolation (PVI) may be used to estimate the joint histogram. However, we have found that the performance of the existing joint histogram estimation algorithms may be limited due to a phenomenon called interpolation-induced artifacts, which not only hampers the global optimization process but also limits the accuracy [9, 10] .
Typical artifact patterns resulting from linear [11] and partial volume interpolation [12] are shown in Fig. 2 (a) and 2(b). The multiple peaks in these figures are the result of artifacts. To overcome the problem of interpolation-induced artifacts, we have developed a new joint histogram estimation algorithm called generalized partial volume estimation (GPVE) [10] . Here, we investigate its application for multi-temporal remote sensing image registration. We also compare the performance of MI based registration that employs GPVE, with other intensitybased registration algorithms using mean square difference (MSD) and normalized crosscorrelation (NCC) as similarity measures. In Section II, we review the general intensity-based image registration approach and point out one common problem encountered when MSD and NCC are used as similarity measures. In Section III, we briefly review the MI based registration approach and describe the artifacts phenomenon. The 2D implementation of the GPVE algorithm is described in Section IV. In the absence of ground data (i.e., GCP), registration consistency [11] has been used as a measure to evaluate the performances of different registration algorithms, and is reviewed in Section V. Experimental results, their discussion and conclusions are provided in Sections VI and VII respectively.
II

REVIEW OF INTENSITY BASED IMAGE REGISTRATION APPROACH
The main principle behind any intensity based registration technique is to find a set of transformation parameters that globally optimizes a similarity measure. This can be expressed mathematically as,
where F is the floating image, R is the reference image, T α is the transformation model, α is the set of parameters involved in T α , and S represents the chosen similarity measure. From (1), we can observe that to register images F and R using a transformation model T α , we need to find the associated transformation parameters * α that optimize the selected similarity measure S.
Two commonly used similarity measures are MSD and NCC [13] . To use these as valid similarity measures, images are assumed radiometrically corrected. However, in some cases, even though accurate radiometric correction has been applied, the registration results using MSD In order to overcome this potential difficulty pertaining to MSD and NCC, a more robust similarity measure is required.
Mutual information (MI) has been proposed as a suitable similarity measure for many multi-modal image registration problems [12, 14] . Analogous to NCC, the objective now is to maximize the MI between the two images. Since its introduction, MI has been used widely in many medical image registration applications because of its high accuracy and generality [15, 16] . Only recently, some work has been initiated on MI based registration of remote sensing images [17] [18] [19] . Fig. 5 illustrates the 2D registration function using MI as the similarity measure for the registration of images shown in Fig. 3 . It is clear from Fig. 5 that the maximum occurs at the position (50,50) thereby demonstrating that MI is able to successfully register the two images, which was not the case with either NCC or MSD.
III COMPUTATION OF MUTUAL INFORMATION BETWEEN TWO IMAGES
MI of two random variables A and B, can be obtained as [20] ,
where
H(A) and H(B) are the entropies of A and B and H(A,B) is their joint entropy. Considering
A and B as two images, the MI based registration criterion states that the images shall be registered when I(A,B) is maximal. The entropies and joint entropy can be computed from,
are the marginal probability mass functions, and ) , ( . The probability mass functions can be obtained from,
where h is the joint histogram of the image pair. It is a 2D matrix of the following form:
, is the number of corresponding pairs having intensity value a in the first image and intensity value b in the second image. It can thus be seen from (2) to (8) that the joint histogram estimate is sufficient to determine the MI between two images.
Two commonly used algorithms to estimate the joint histogram of two images are linear interpolation [11] and PVI [12] . However, when the two images have the same spatial resolution along at least in one direction, both algorithms may suffer from interpolation-induced artifacts [9] . The reason is that, under this condition, the number of grid-aligned pixels may change abruptly when the displacement involved in the geometrical transformation along that direction changes. However, if a rotational difference is involved in the two images to be registered, artifacts will not appear even when displacements change. This is due to the fact that when a rotational difference is present (except for multiples of 90 degrees), the number of grid-aligned pixels is always small, no matter how the displacements change. An extensive discussion on the mechanisms causing the artifacts and the underlying theory may be found in [9, 10] . The artifact patterns may, however, be present while registering multi-temporal remote sensing images (see Fig. 2 ). To combat this problem, we use a new joint histogram estimation algorithm called GPVE, which we have successfully employed earlier for the registration of medical brain CT and MR images [10] . Its 2D implementation is described in the next section.
IV GENERALIZED PARTIAL VOLUME ESTIMATION (GPVE) ALGORITHM FOR JOINT HISTOGRAM ESTIMATION
Let T α be the transformation characterized by the parameter set α that will be applied to image A (see equation (1) 
where Z is the set of all integers and f is a real valued kernel function that satisfies the following two conditions,
, where x is a real number.
ii) 1 0 , integer an is where , 1 ) (
The first condition ensures that the joint histogram values are non-negative while the second condition makes the sum of the updated values equal to one for each corresponding pair of points in image A and image B. In this paper, we employ B-spline functions as the kernel functions. The details on B-spline functions can be found in [21, 22] . It may be noted that the PVI algorithm is a special case when the first order B-spline function is used as the kernel function. Fig. 7 shows the 2D MI registration function using the second order GPVE algorithm (second order B-spline function is used) for the same data as was used to produce Fig. 2 . Clearly the artifacts have been reduced significantly.
V REGISTRATION CONSISTENCY
In the absence of ground data, registration consistency [11] may be used as a measure to evaluate the performance of different intensity-based image registration algorithms. Defining, B A T , as the transformation obtained using image A as the floating image and image B as the reference image, the registration consistency (dp) of B A T , and A B T , can be formulated as, , where p is a pixel in image B. In general, it is expected that the two values from (12a) and (12b) will practically be the same. Similarly, a three-date registration consistency can be defined as, 
Similarly, the three-date registration consistency can be defined as,
VI. EXPERIMENTAL RESULTS AND DISCUSSION
Three multi-temporal image data sets are used in our experiments. These are Landsat TM We evaluate the performance of four algorithms to estimate the joint histogram to compute mutual information. These are linear interpolation, the first order GPVE algorithm, which is actually the PVI algorithm, and the second and third order GPVE algorithms. Simplex search procedure [23, 24] is used to find the global optimum in all cases. Since the simplex search procedure is just a local optimizer, there are instances when it may fail to find the position of the global optimum. Under those circumstances, we change the initial search points until the correct optimum is obtained. Tables 1-6 Tables 1 to 3 show these registration results in the form of transformation parameters (i.e., displacements in x and y directions) along with the corresponding two-date registration consistency. Table 4 shows the corresponding three-date registration consistencies of each algorithm to register these images.
A glance at the first four rows of tables 1-4 shows no significant difference between the performances of each algorithm as all of them perform fairly well with the linear interpolation resulting in the worst registration consistency. Further, on close inspection of transformation parameters for the four joint histogram estimation algorithms in Tables 1-3 , we notice that the PVI algorithm results in almost perfect registration consistency. However, if we plot the registration function of each algorithm for a pair of images to be registered, we can observe the differences in these algorithms because of interpolation-induced artifacts. One such illustration is provided in Fig. 9 (a to c) for the registration of Landsat TM images of 1995 and 1997. The artifact patterns can be clearly seen in these plots. In fact, the PVI algorithm, which has produced perfect registration consistency as observed from the transformation parameters also shows the presence of artifacts ( Fig. 10(a) and (b) ). In contrast, the second and higher order GPVE, do not result in any artifact patterns (see Fig. 10 (c) and (d), for second order as an example). Thus, higher order GPVE implementation clearly has an advantage over linear and PVI algorithms since the resultant registration function is very smooth.
Similar conclusions can be drawn from the registration result of IRS PAN images reported in Table 5 . Linear and PVI algorithms result in artifact patterns, which are significantly reduced on implementing higher order GPVE algorithms, as can be seen from plots of 1D registration function in y direction in Fig. 11 (a) to (c). In case of registration of Radarsat SAR images (Table 6 ), we did not observe any artifact patterns when linear and PVI algorithms are used. This is because of the rotational difference between the two images as described in Section III. In this case, the linear interpolation has again resulted in relatively poor registration consistency while PVI and higher order GPVEs have similar performance. Thus, joint histogram estimation using higher order GPVE algorithms produces more reliable registration results than using linear or PVI algorithms.
Further, in order to evaluate the performance of our MI based registration algorithm, the registration results of 3 rd order GPVE algorithm are compared with those obtained from image registration using MSD and NCC as similarity measures. Linear image interpolation is used when implementing the algorithms based upon these two measures. The registration results obtained via MSD and NCC are shown in the last two rows of Tables 1-6 . From our experiments, although, it is hard to determine which similarity measure results in better registration accuracy due to a lack of ground data. However, on the basis of registration consistency it can be clearly seen that MI based registration implemented through higher order GPVE algorithms outperforms the registration obtained with MSD and NCC as similarity measures.
VI. CONCLUSIONS
MI based image registration approach is investigated in this paper for three multitemporal remote sensing data sets. In cases when the images to be registered have the same spatial resolution and orientation, the application of MI based registration through conventional implementations like linear interpolation and partial volume interpolation may create problems due to the presence of artifacts, as shown by the results in this paper. We have introduced a new joint histogram estimation algorithm called GPVE to calculate the mutual information. By choosing the 2 nd order or the 3 rd order B-splines as the kernel functions involved in GPVE, we have shown that the artifacts can be reduced significantly thereby improving registration accuracy. Although, a precise evaluation of registration accuracy is not possible without the availability of accurate ground data, we have shown that MI based registration implemented through the higher order GPVE algorithm results in better registration consistency than the registration performed using MSD and NCC as the similarity measures. 
