We introduce in this paper a method to calcúlate the Hessenberg matrix of a sum of measures from the Hessenberg matrices of the component measures. Our method extends the spectral techniques used by G. Mantica to calcúlate the Jacobi matrix associated with a sum of measures from the Jacobi matrices of each of the measures.
Introduction
In a recent work [8] we have obtained a method to approximate the moment matrix of a selfsimilar measure using a flxed point theorem for moment matrices. The Cholesky factorization of this moment matrix allows us to obtain an approximation of the Hessenberg matrix of the measure.
In this paper we introduce a new method to calcúlate exactly the Hessenberg matrix of a sum of measures from the Hessenberg matrices of the component measures. This method extends the spectral techniques used by Mantica [17] to calcúlate the Jacobi matrix associated with a sum of measures from the Jacobi matrices of each of the measures (see also [5, 11] ).
Moreover, for the particular case of a self-similar measure /x, by iteratively applying the above method to a suitable system of measures approximating /x, we obtain a method to approximate the Hessenberg matrix associated with /x.
The study of the Hessenberg matrix associated with a self-similar measure might help to understand the structure of this measure. In [8, 14] , it was shown how geometric transformations of an iterated function system can be translated to transformations of moment matrices. Our method leads to similar transformations for the associated Hessenberg matrices. Our work is also related to the problem of Bernoulli convolutions [6, 13, 19] .
In the flrst section of the paper we recall the concepts of self-similar measure and iterated function system (IFS) and some results about moment matrices and Hessenberg matrices that we will need in the paper.
The new methods to calcúlate Hessenberg matrices introduced in this paper will be presented in Sections 2 and 3. In Section 4 we will illustrate our methods with some numerical experiments.
We thank the referee for comments and suggestions which have helped to improve the final versión of the paper.
Moments and Hessenberg matrices
Let /x(z) be a positive measure with compact support fl in the complex plañe. Let V be the space of polynomials. Then, there exists a unique orthonormal polynomials sequence (ONPS) {Pn{z)}™ = Q associated with the measure /x (see [3, 10] or [20] ). Given two polynomials Q(z), R(z) e V, the expression
defines an inner product. Recall that we can define a hermitian moment matrix M = (cjk)% =0 , where Cjk = ¡ n z^z k d/x, j, k e Z+.M is the matrix of the inner product in the canonical basis.
We denote by M n = (cy^)"~¿ 0 ^e «th-section of the matrix M. In the space P 2 (/x), closure of the polynomials space V, we consider the multiplication by z operator. Let D = (djk)f k=0 be the infinite upper Hessenberg matrix of this operator in the basis ofONPS{P"(z)}~0, henee
with Po(z) = 1 when coo = 1.
This Hessenberg matrix D is the natural generalization of the tridiagonal Jacobi matrix to the complex plañe. The matrices M and D are related by the formula D = T H SRT~H, where T is the infinite matrix whose «th-section is the lower triangular matrix, with real diagonal, obtained from the Cholesky factorization of the «th-section M n = T n T^ of the moment matrix M, the superscript H applied to a matrix denotes its conjúgate transpose matrix, and SR is the shift-right matrix which is nuil every where with the exception of a subdiagonal of ones.
For more information on this subject see the books [3, 20] by Chihara and Szego, respectively.
Self-similar measures
Given a family {<p¿ }™ =1 of contractive maps deflned on a complete metric space, there exists a unique compactum K satisfying K = UÍLi <Pi (^0-This compactum is obtained as a limit in the metric space of compacta with the Hausdorff metric, iterating the maps, taking as initial set any compactum of the space. We cali this family {<Pi}f =1 an Iterated Functions System (IFS) [2] . In all this work, the maps <pt (i = 1,..., m) are contractive similarities (<p is a contractive similarity when \<p(x) -<p(y)\=r\x -y\,0<r<í, for all x, y) and we will cali it an Iterated Functions System of Similarities (IFSS).
If we assign a probability pi > 0 to every <pi, with YT=i Vi = 1» there exists a unique probability measure \x invariant for the Markov operator T, deflned over the set of Borel regular probability measures as [12, 15] . For more information on this subject see the books [9, 18] by Falconer and Mattila, respectively.
Hessenberg matrix associated with a sum of measures
Throughout this work, we will consider a family of measures ÍM¿}¿Li with compact support Í2i C C and /x¿ (J?¡) = 1. Let \x be the sum measure, Le.,
Let {D^}™^ be the associated Hessenberg matrices, and let D = (djk)% =0 be the Hessenberg matrix associated with /x. We will give a technique to calcúlate D in terms of {D^}f_ v First, note that the matrices D^ are bounded as operators on i 2 = l 2 ({0, 1,2,...}) because the support of every /x¿ is compact. Second, remark that every matrix defines a subnormal operator in l 2 [1, 21, 23] . These two properties allow us to extend Mantica's spectral techniques [17] to the complex plañe.
We will need the following result from spectral theory for subnormal operators on l 2 , to establish our main result. 
Proof. We can express the recurrence formula (1) as follows
where, for n = 0, the sum J2k=o dk,oPk(z) is considered to be equal to 0.
Applying functional calculus for a normal operator N we have
k=0
The main idea of the proof is to use the minimal normal extensión of S, N = mne(S) [4] (given S, there exists a Hilbert space K D H and there exists a normal extensión N : K ->-K such that N\H = S). We can decompose K = H 0 H-1 , and the operator N can be expressed as a 2 x 2-block matrix in the following way
where the block 0 is due to N(H) c H and N\H = S. Therefore, we have
where the symbol D indicates some quantities that are not relevant for our goal. From identity (3), we have
Taking into account (4) we obtain Proof. Note that the matrices D^ are bounded in i 2 because the support of every /x¿ is compact and moreover every matrix defines a subnormal operator on i 2 . As a consequence, every matrix satisfies identity (2) . Applying this identity to the vector eo and taking into account the definition of v n 1 ' we obtain (5).
Identity (6) is obtained from the long recurrence formula (1) as follows. If we multiply by Pkiz) in both sides of (1), using the inner product induced by /x, since the polynomials {Pniz)}^= 0 are orthonormal with respect to this measure, we obtain that
where ü = Supp(/x).
On the other hand, we take the function Pkiz)zP"iz) and we apply the spectral theorem for the minimal normal extensión N^ of D^l\ This yields
where dE IM is the spectral measure. Using the matrix expression (4) we obtain
Multiplying by eo = (eo, 0), where 0 is the vector zero of (£ 2 )-L , and taking into account that 
Proof. We see flrst how to obtain ({{vi }"!. }?_ 0 , A¡+i) by induction. 
Hessenberg matrix associated with a self-similar measure
To apply the above result to self-similar measures, we will use the following result by Torrano [22] to obtain the Hessenberg matrix of the measure \x o cp~l obtained from the transformation of a measure \x by a similarity function <p. 
where U^ and a¿ are as in the above lemma and V^l ) is as in Corollary 5 for /x¿ = ynp i l .
Remark 9. Note that the transformation T<j is well defined because for every Hessenberg matrix D v associated with a measure v, the transformation T$ (D v )
is the Hessenberg matrix of the sum measure J2?=i Pi V( Pi 1 as we proved before.
Theorem 10. Let <P = {<PÍ(Z) = aiz + Pe, Pi] be an IFSS with probabilities, let \x be the corresponding self-similar measure and let T$ be as above. Then, for every Hessenberg matrix D v associated with a measure v, the sequence T£(D V ) converges element by element to the Hessenberg matrix D jX , where T£ denotes the nth-composition of T$.
Proof. For every Hessenberg matrix D v associated with ameasure v, the sequence T£(D V ) are the Hessenberg matrices corresponding to the moment matrices of the measures given by the iteration of Markov operator. We proved in an earlier work [8] that this sequence of moment matrices converges to the moment matrix of the self-similar measure \x (invariant for Markov operator). We can see the convergence in the following diagram
The speed of convergence and the numerical stability of the algorithm in Theorem 10 would be addressed in a future work. Nevertheless, the speed of convergence should be at least linear, since the order of convergence of the algorithm in [8] , depending on a contractive function, is at least linear. On the other hand, the stability of these computations could be deduced from the stability proved in [17] of Mantica's algorithm. These facts are observed in the experimental results showed in the examples in the next section.
Remark 11. The above theorem allows to obtain approximate valúes of the sections of the Hessenberg matrix of a self-similar measure. On the other hand, the recurrent formula for the moments of self-similar measures given in [16] (later generalized in [7] to measures with support in the complex plañe) allow to obtain, in an exact way, the moments of self-similar measures. Then, using Cholesky factorization we can obtain the «th-section of the desired Hessenberg matrix.
Even though the latter method allows to obtain the exact valué of the sections of the Hessenberg matrix, to obtain the exact valué, it must work symbolically and therefore it has a high computational cost.
As an illustration, we show how to obtain the flrst polynomials of the Cantor measure \xc on the Cantor set C in the interval [-1, 1] . This measure is self-similar for the following IFSS Using the expression for monic polynomials P"(z) = áti{M~lM' n -zl n ), we can obtain in an exact way the flrst monic orthogonal polynomials for Cantor measure 
Conclusions and examples
In Theorem 4 we have shown a method to obtain exactly flnite sections of the Hessenberg or Jacobi matrices associated with a sum of measures with compact support in C or R, respectively. We can apply this method to every measure given by the Markov operator to approximate Hessenberg or Jacobi matrices associated with self-similar measures (Theorem 10). We will cali this method Algorithm II.
On the other hand, we will cali Algorithm I the iterative process for moment matrices of self-similar measures described in [8] applying then Cholesky factorization to obtain an approximation of the Jacobi or Hessenberg matrix.
We will apply these two algorithms (with ten digits of precisión) to four examples of selfsimilar measures. We will use different number of iterations in each case, obtaining different degrees of approximation: for instance, in the flrst two examples we compute 30 iterations while in the third example we only compute 7, due to the lack of symmetry, which increases the computational cost. In this case the precisión is worse for both algorithms. It seems that it is due to the lack of symmetry of this measure, because the probabilities are different for every similarity.
Example IV. Let C be the plañe Cantor set.
Consider the uniform measure \i on this set. This measure is self-similar for the following IFSS These two matrices agree with 8 digits of precisión with the 5th order Jacobi matrix of this measure.
Note that both algorithms work for self-similar measures and allow to approximate the Hessenberg or Jacobi matrix associated with such measures with similar results. Using any of these methods we can approximate the flrst elements of the orthogonal polynomials sequence.
In the following two examples we consider sums of measures which are not self-similar. The flrst example corresponds to a sum of shifts and the second one to the sum of Chebyshev polynomials on different intervals. These examples serve to Alústrate the algorithm in Theorem 4. 
