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We are interested in the average behavior of interior-point methods
(IPMs) for linear programming problems (LPs). We use the rotation-
symmetry-model as the probabilistic model for the average case analysis. This
model had been used by Borgwardt in his average case analysis of the simplex-
method. IPMs solve LPs in three phases. First, one has to ﬁnd an appropriate
starting point, then a sequence of interior points is generated, which converges
to the optimal face. Finally, the optimum has to be calculated, as it is not an
interior point. We present upper bounds on the average number of iterations
in the ﬁrst and the third phase by looking at random ﬁgures of the
underlying polyhedron. These bounds show, that IPMs solve LPs in strongly
polynomial time in the average case, so only the dimension parameters and not the
encoding length of the problem determine the average behavior of IPMs. # 2002
Elsevier Science (USA)
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In 1984 Karmarkar [13] introduced a projective interior-point
method (IPM) with polynomial worst case complexity for linear
programming and a new ﬁeld of research was born}the ﬁeld of interior-
point methods. Moreover, Karmarkar announced a superior practical
performance on large problems compared to the simplex-method, but it
took a few years until efﬁcient implementations for IPMs could at least
partially conﬁrm Karmarkar’s announcement. In practice, it has been
observed that some variants of IPMs need a number of iterations that seems
to be almost independent of the problem dimensions. So, we are looking forwhom correspondence should be addressed.
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HUHN AND BORGWARDT834a theoretical explanation for this phenomenon. A chance to explain these
observations is a probabilistic analysis as it was done for the simplex-
method, where different authors proved a strongly polynomial average case
complexity (cf. Adler et al. [1, 2], Borgwardt [6, 8], Smale [17] and Todd
[18]). This would enable us to compare the average behavior of IPMs and of
the simplex-method.
This paper is concerned with the worst case and average case behavior of
IPMs. The algorithms presented in the paper are typical barrier function
methods adapted to a particular type of problems. So, the convergency
proofs and the worst case analysis are omitted and the reader can refer to
den Hertog [9] or other literature on IPMs ([22] a.o.). In fact, the parts of the
paper concerned with the average case analysis contain the major
contribution and results. As the main focus will be on the average case
behavior, we brieﬂy describe our approach to the probabilistic analysis of
algorithms.
We will consider the average running time of a deterministic
algorithm when it is applied to problem instances generated according
to some probability distribution. The average case analysis of IPMs
that we are going to present here is a part of a more extensive
project concerned with the probabilistic analysis of algorithms for
solving linear programming problems under the same probabilistic
model. So, we will use the so-called rotation-symmetry-model from
Borgwardt’s average case analysis of the simplex-method in [6, 8] as the
stochastic model for our average case analysis of IPMs. In the long term this
should lead to a fair comparison between simplex-methods and interior-
point-methods.
In this paper we analyze a phase-I algorithm and in phase-II a barrier
method with a special termination procedure for linear programming
problems (LPs).
A phase-I algorithm in the context of IPMs has a threefold purpose (cf.
[11]). In the case that the LP is feasible and bounded, the phase-I algorithm
should provide a suitable starting point for an IPM and otherwise}if the
LP is infeasible or unbounded}it should indicate the infeasibility, resp. the
unboundedness, because a further solution process is not needed in these
latter cases. Another possibility to provide starting points for an IPM is to
transform the problem such that a starting point is known after the
transformation. The major drawback of such an approach is that a
probabilistic analysis with transformed problems is overcomplicated and
hardly to do, as the data of the transformed problems are not distributed
according to the original stochastic model and most transformations cause
dependencies between different parts of the new data. To avoid the ‘‘starting
point problem’’ one can proceed as in Todd [19], where a stochastic model is
introduced, that provides starting points. But in Todd’s model the
INTERIOR-POINT METHODS 835right-hand side of the problem data is determined by the matrix of the
problem and the desired starting point and so the independency of the data
is lost again.
As we want to use the rotation-symmetry model and as we want
to work with the original problem data we apply a phase-I algorithm to our
LP. This algorithm (for phase-I) is a barrier function method
(in the notation of the IPM literature), adapted for approximating the
‘‘analytic center’’ of a polyhedron. After we have ensured the LP to be
bounded and after we have found a starting point, we start phase-II. There,
we employ a typical barrier-function method to generate interior points that
systematically reduce the duality gap. We combine this method with a
termination procedure which projects the current iterate (interior point)
onto the boundary and checks whether we have found an optimal point
or not.
The average case analysis of the IPM (phase-II) is based on the
guaranteed deterministic behavior of the reduction process and on this
stopping criterion, which depends on the difference in the objective function
values at the best and the second best vertices (cf. [12]). This approach is
somehow similar to the average case analysis in Anstreicher et al. [4, 3],
Todd et al. [20] and Ye [21], where IPMs are combined with other
termination procedures and bounds are given on the average running time
under a probabilistic model from Todd [19].
The paper is organized as follows. In Section 2.1, we give a brief
introduction to LPs, analytic centers, barrier functions and complexity
theory. The phase-I algorithm and its worst case analysis is presented in
Section 2.2. Section 2.3 is concerned with the average case analysis of the
phase-I algorithm. The next section discusses phase-II: we analyze a typical
barrier function method and a termination criterion and prove worst case
complexity results in Section 3.1. A detailed investigation of a special
distribution function is given in Section 3.2. This special distribution
function is used in Section 3.3 for the average case analysis of the phase-II
algorithm and the termination criterion.
We show that our phase-I algorithm has a polynomial worst case
complexity of OðmLÞ; where m is the number of constraints in a canonical
form problem (problem with inequality constraints and no sign-constraints)
and L is the encoding length of the problem data. The barrier function
method we use in phase-II has a worst case complexity of Oð
ﬃﬃﬃﬃ
m
p
LÞ; which is
polynomial, too.
In the average case analysis we prove under some weak asymptotic
conditions (‘‘asymptotic’’ usually means: n ﬁxed and m!1; and here
‘‘weak asymptotic’’ stands for: m5cn; where n is the number of variables in
the canonical form problem and c ¼ Oð1Þ is a speciﬁed constant) that both
algorithms have even a better average case complexity}they are strongly
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phase-I algorithm is Oðm
ﬃﬃﬃ
n
p
Þ and the average number of steps of the barrier
function method is at most Oð
ﬃﬃﬃﬃ
m
p
lnmÞ:
2. A PHASE-I ALGORITHM TO START INTERIOR-POINT
METHODS
2.1. Mathematical introduction
2.1.1. Basic notations for LPs
We look at linear programming problems of the following type:
maximize vT x subject to aT1 x41; . . . ; a
T
mx41; ðPÞ
where v; x; a1; . . . ; am 2 R
n and m5n; m; n 2 N:
The matrix A collects all the restriction vectors ai and e denotes the
vector of all ones in the appropriate dimension, i.e., AT ¼ ða1; . . . ; amÞ
and eT ¼ ð1; . . . ; 1Þ: We will use this vector of all ones in different
dimensions. To clarify the dimension of the respective vector e 2 Rm;
we will sometimes write eðmÞ: Note that we should distinguish this
from unit vectors in Rn; which will be denoted by ei; i 2 f1; . . . ; ng: In the
same way as the vector of all ones we will handle the notation of the null-
vector. So, we will denote the null-vector by 0 and if it is necessary
to emphasize the dimension the n-dimensional null-vector will be denoted by
0ðnÞ:
The program (P) will be seen as our primal problem}according to a dual
forthcoming problem (D). vT x is called its objective function, and XP ¼ fx 2
Rn j Ax4eg its feasible region. The interior of XP will be denoted by Int XP
and the boundary of XP by @XP:
Often it is convenient to embed (P) into a problem in Rnþm and to
reformulate (P) using slack variables:
maximize vT x subject to Axþ s ¼ e; s50; where s 2 Rm: ðPSÞ
Note that XP is the projection of the feasible region of (PS) on R
n; resp. the
set of all x; such that a feasible slack s exists. Obviously, such a slack s is a
function of the corresponding vector x 2 XP; namely s ¼ sðxÞ :¼ e Ax:
Often we shall omit this special emphasis on this dependency. Instead of
writing sðxÞ; we will only write s; as long as conﬂicts or misinterpretations
can be excluded.
Remark 2.1. The origin 0 is}in any case}a feasible, interior point of
XP and the point 0ðnÞeðmÞ
 
belongs to XPS :¼ xs
 
j Axþ s ¼ e; s50
 
:
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possible, we agree on the following assumption of nondegeneracy.2
Each n-elementic subset of fa1; . . . ; am; vg is linearly
independent and each ðnþ 1Þ-elementic subset of
fa1; . . . ; am;vg is in general position: ð1Þ
At a later point, it will become obvious that this assumption does in no way
inﬂuence the results of our study, because in the rotation-symmetry
model}which is the basis of our evaluation}the set of degenerate
problems (those not satisfying (1)) forms a set of probability null.
Remark 2.2. Since m5n; the assumption of nondegeneracy provides XP
and XPS to be pointed. If XP is unbounded, then there exists a direction
d 2 Rn=f0g such that Ad40; and because of nondegeneracy there is even a
direction d with Ad50:
Every LP is accompanied by another linear program, the so-called dual
problem. The dual problem of (P) is
minimize eT y subject to ATy ¼ v; y50: ðDÞ
XD ¼ fy 2 R
m j AT y ¼ v; y50g denotes the feasible region of (D).
Remark 2.3. From duality theory we know that XD=| if an optimal
solution for (P) exists, i.e., problem (D) cannot be unbounded (assumed to
be feasible) because there exists a primal feasible point.
2.1.2. Barrier Function and Analytic Center
For a point x 2 IntðXPÞ denote the barrier function of XP by
fðxÞ :¼ 
Xm
i¼1
lnð1 aTi xÞ ¼ 
Xm
i¼1
ln siðxÞ ¼ 
Xm
i¼1
ln si:
We want to mention some properties of this barrier function.
Lemma 2.1. 1. f is a strictly convex function of x in Int XP:
2. limx! %x2@XP fðxÞ ¼ 1:
3. If XP is unbounded, then infx2Int XP fðxÞ ¼ 1:
4. If XP is bounded, then fðxÞ is bounded from below and attains its
minimum in a unique point xac 2 Int XP: This point is called the analytic center
of XP:
2This is a slightly different condition of nondegeneracy compared to that in [6, 10], because we
want to guarantee a nondegenerate phase-I polyhedron (as it will be deﬁned in Section 2.1.3).
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want to measure the ‘‘distance’’ of an arbitrary point x 2 XP to xac:
For this purpose, we introduce some additional terms. In general, we use
S :¼ SðxÞ ¼ diagðsÞ ¼ diagðe AxÞ 2 Rmm
for the diagonal matrix bearing the components of s in its diagonal entries.
We will deal with some vectors and its ‘‘diagonal’’ counterparts in the same
way by switching from small letters to capitals and vice versa.
Now, we can deﬁne the gradient, the Hessian matrix of fðxÞ and the
Newton direction pðxÞ at x as
gðxÞ :¼ rfðxÞ ¼ AT ½SðxÞ1e ¼ AT S1e; ð2Þ
H ðxÞ :¼ r2fðxÞ ¼ AT ½SðxÞ2A ¼ AT S2A; ð3Þ
pðxÞ :¼ ½H ðxÞ1gðxÞ ¼ ðAT S2AÞ1AT S1e: ð4Þ
We deﬁne a measure dðxÞ for the distance of an interior point x to the
analytic center xac of XP as the Hessian norm of the Newton direction:
dðxÞ :¼ jjpðxÞjjH ðxÞ ¼ jjS
1ApðxÞjj: ð5Þ
jj:jj denotes the Euclidean norm and jj:jjH the Hessian norm.
Note, that dðxÞ ¼ 0 implies gðxÞ ¼ 0 and thus x ¼ xac:
Remark 2.4. Another, equivalent deﬁnition is
dðxÞ ¼ min
y2Rm
fjjSðxÞy  ejj j AT y ¼ 0g ¼ jjSyðsÞ  ejj; ð6Þ
where the minimizing y is given by
yðsÞ ¼ S1ðI  S1AðAT S2AÞ1AT S1Þe ¼ S1eþ S2ApðxÞ: ð7Þ
To verify the formulas in (7), note that this point yðsÞ satisﬁes the
Karush–Kuhn–Tucker conditions for the problem ‘‘minðSy  eÞT ðSy  eÞ
subject to AT y ¼ 0’’ which has a strictly convex objective function.
Definition 2.1. A point x 2 Int XP with dðxÞ51 is called an approximate
center; for t 2 ð0; 1Þ we call a point x 2 Int XP with dðxÞ4t51 a t-
approximate center.
Again, for a more detailed discussion see [9, 22].
2.1.3. Phase-I Problem and Phase-I Barrier Function
One purpose of our phase-I algorithm is to decide whether vT x is
unbounded on XP or not. In the negative case, we are supposed to provide
an initial point for a certain reduction process of the distance to the vT x-
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analytic centers, it would be helpful to have a tool which distinguishes
between unboundedness of XP and unboundedness of vT x on XP: This is
necessary, because no analytic center of XP exists if XP is unbounded.
Therefore any method determining an analytic center will fail anyway,
whether a vT x-optimal point exists or not.
For having such a tool, we deﬁne a polyhedron
%
XP :¼ fx 2 R
n j Ax5e;vT x41g; ð8Þ
which differs from XP by having one additional restriction, namely
vT x5 1: Based on this new polyhedron we introduce a linear program-
ming problem corresponding to (P) as
maximize vT x subject to aT1 x41; . . . ; a
T
mx41; v
T x41: ð
%
PÞ
Together with our assumption of nondegeneracy (1) the introduction
of
%
XP will give us the chance to treat the different cases in the appropriate
way.
Remark 2.5. If
%
XP is unbounded, then (see Remark 2.2) there
exists a direction d with vT d > 0 and Ad40 and thus we know, that the
objective function vT x of (P) resp. ðPÞ is unbounded from above on XP and
on
%
XP:
We will use the corresponding notation as in the previous section. The
slack variables are s ¼ e Ax and smþ1 ¼ 1þ vT x; where this additional
slack variable smþ1 corresponds to the additional constraint vT x41 in
%
XP:
For the augmented polyhedron the barrier function is
%
fðxÞ :¼ 
Xm
i¼1
lnð1 aTi xÞ  lnð1þ v
T xÞ ¼ 
Xmþ1
i¼1
ln si: ð9Þ
As in Section 2.1.2 we need the gradient, Hessian matrix and the Newton
direction of
%
f at x:
%
gðxÞ ¼ r
%
fðxÞ ¼ AT S1e s1mþ1v; ð10Þ
%
HðxÞ ¼ r2
%
fðxÞ ¼ AT S2Aþ s2mþ1vv
T ð11Þ
and
%
pðxÞ ¼ 
%
HðxÞ1
%
gðxÞ
¼  ðAT S2Aþ s2mþ1vv
T Þ1ðAT S1e s1mþ1vÞ: ð12Þ
Remark 2.6. We can make full use of Lemma 2.1 applied to
%
f and
%
XP:
If
%
XP is bounded, we will denote the analytic center of
%
XP by
%
xac:
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%
dðxÞ for the distance of a point x 2 Int
%
XP to the analytic
center
%
xac of
%
XP is deﬁned by
%
dðxÞ :¼ jj
%
pðxÞjj
%
HðxÞ ¼ jj
%
S1
%
A
%
pðxÞjj ð13Þ
using
%
s :¼
s
smþ1
 !
;
%
y :¼
y
ymþ1
 !
and
%
A :¼
A
vT
 !
: ð14Þ
Then we can formulate
%
dðxÞ corresponding to Remark 2.4 as
%
dðxÞ ¼ min
%
y2Rmþ1
fjj
%
S
%
y eðmþ1Þjj j ð
%
AÞT
%
y ¼ 0g ¼ jj
%
S
%
yð
%
sÞ  eðmþ1Þjj ð15Þ
with
%
yð
%
sÞ :¼
%
S1eðmþ1Þ þ
%
S2
%
A
%
pðxÞ: ð16Þ
%
g;
%
H and
%
p can be formulated analogously to (2)–(4) as
%
g ¼
%
AT
%
S1eðmþ1Þ;
%
H ¼
%
AT
%
S2
%
A ð17Þ
and
%
p ¼ 
%
H1
%
g ¼ ð
%
AT
%
S2
%
AÞ1
%
AT
%
S1eðmþ1Þ: ð18Þ
Finally, we repeat some results of deterministic complexity theory.
2.1.4. Complexity Theory
For deriving worst case complexity results we use a discrete complexity
model, which admits only rational data. In this context an algorithm is said
to be polynomial if the computational effort can be bounded from above
polynomially in the encoding length L of the speciﬁc problem instance.3
The worst case complexity analysis of our algorithm makes use of the
following facts (cf. [16]):
Lemma 2.2. 1. Each basic solution of the system aT1 x41; . . . ; a
T
mx41 has a
Euclidean norm less than 2L; resp. each vertex of XP is contained in a ball of
radius 2L (centered at the origin).
2. If there exists an optimal solution to (P), then there exists an optimal
solution xopt with jjxoptjj42L:
For the situation, where ðPÞ replaces (P) and the polyhedron
%
XP replaces
XP; we can deduce that:
3Here L gives the number of bits (resp. digits) which are necessary to store v; a1; . . . ; am
correctly.
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%
XP is at
most 2L:
2. If there exists a point x 2 Int
%
XP with jjxjj52L; then the objective function
vT x of ðPÞ resp. ðPÞ is unbounded (from above) on XP and
%
XP:
Remark 2.7. The bound 2L for the norm of vertices is a worst case
bound. If we look at a speciﬁc problem instance of ðPÞ; resp. at
%
XP; the
maximal norm of a vertex may be extremely smaller than 2L:
2.2. A Phase-I Algorithm
2.2.1. Properties of the Barrier Function
We will start by presenting some fundamental lemmata, which prepare for
the complexity proof of the algorithm. These lemmata and their proofs are
the result of adapting barrier function methods as described in [9] to the
phase-I problem ðPÞ for approximating the analytic center.
Throughout this section we will write
%
p;
%
g;
%
H and
%
d instead of
%
pðxÞ;
%
gðxÞ;
%
HðxÞ and
%
dðxÞ for the sake of simplicity of the formulas. This is done
whenever there is no doubt about the reference point x:
Lemma 2.3. For x 2 Int
%
XP and d 2 R
n with jjd jj
%
HðxÞ51 we have xþ d 2
Int
%
XP:
Lemma 2.4. 1. For
%
d ¼
%
dðxÞ50 define %a ¼ ð1þ
%
dÞ1; then we have
%
fðxÞ 
%
fðxþ %a
%
pÞ5
%
d lnð1þ
%
dÞ:
This means that a Newton step with step length %a decreases the barrier
function by an amount of
%
d lnð1þ
%
dÞ at least.
2. If
%
d ¼
%
dðxÞ51; then
%
fðxÞ > 1 for all x 2
%
XP; i.e.,
%
XP is bounded.
Lemma 2.5. Let T 2 R; T > 0 be fixed. The barrier function
%
fðxÞ is
bounded from below on the region
%
XP \ fx 2 R
n j jjxjj4T g; i.e., for all x 2
%
XP \ fx 2 R
n j jjxjj4T g we have
%
fðxÞ5
Xm
i¼1
lnð1þ jjaijjT Þ  lnð1þ jjvjjT Þ:
Proof. We get jaTi xj4jjaijjjjxjj4jjaijjT and jv
T xj4jjvjjjjxjj4jjvjjT for x 2
fx 2 Rn j jjxjj4T g by using the Cauchy–Schwarz inequality and therefore
%
fðxÞ ¼ 
Xm
i¼1
lnð1 aTi xÞ  lnð1þ v
T xÞ
5 
Xm
i¼1
lnð1þ jjaijjT Þ  lnð1þ jjvjjT Þ: ]
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2.5 and a special T ; called T ð
%
XPÞ; as follows:
%
LðT Þ :¼ 
Xm
i¼1
lnð1þ jjaijjT Þ  lnð1þ jjvjjT Þ ð19Þ
and
T ð
%
XPÞ :¼Maxfjjxjj j x is a vertex of
%
XPg: ð20Þ
The calculation of T ð
%
XPÞ is as difﬁcult as solving the LP (P), so we will
not try to calculate T ð
%
XPÞ: But we will use this ﬁgure and the insight of
Lemma 2.5 for some theoretical considerations implicitly in our
algorithm and for the probabilistic analysis. So, the theorem of Krein–
Milman and the convexity of the Euclidean unit ball provide the following
result.
Remark 2.8. If
%
XP is bounded, then
%
XP  fx j jjxjj4T ð
%
XPÞg: Otherwise,
if
%
XP is unbounded, then there exists a point x 2
%
XP with jjxjj > T ð
%
XPÞ:
2.2.2. Algorithm and Complexity Analysis
As our phase-I algorithm shall determine whether the phase-I poly-
hedron is unbounded or not, we can explore the iterates and the norm
of the iterates on being greater or smaller than T ð
%
XPÞ: Unfortunately,
we do not know the explicit value of T ð
%
XPÞ and so we cannot compare the
values jjxjj for an iterate x with T ð
%
XPÞ: But}given a point x 2
%
XP}we can try
to ﬁnd a vertex %x of
%
XP with jj %xjj5jjxjj: Our test-procedure (for ﬁnding such a
vertex) is working in a special way, so that we can guarantee the
unboundedness of
%
XP in those cases, where the procedure does not ﬁnd
such a vertex.
This kind of ‘‘test’’ can be done by Procedure Test, where we use the
following notation: Let
%
aTi denote the ith row of
%
A; then
IðxÞ :¼ fi j
%
aTi x ¼ 1g  f1; . . . ;mþ 1g
is the index set of those constraints, which are active at x: For an index set
I ¼ fi1; . . . ; ijg  f1; . . . ;mþ 1gðj51Þ we deﬁne
%
ATI :¼ ðai1 ; . . . ; aij Þ and
%
PI :¼ E 
%
ATI ð
%
AI
%
ATI Þ
1
%
AI :
PI is a projection matrix on the null space of
%
AI :
ALGORITHM 1 (Procedure Test)
Input: x 2 Int
%
XP
1. l :¼ 0; xl :¼ x; dl :¼ xl; finitializationg
2. IðxlÞ :¼ |; findex set of active constraintsg
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4. if dl ¼ 0 then
5. return false (exit); fA vertex x of
%
XP exists with jjxjj5jjx0jjg
6. else
7. if
%
Adl40 then
8. return true (exit); f
%
XP is unbounded in direction dlg
9. else
10. compute al ¼ maxfa j a50; xl þ adl 2
%
XPg;
11. xlþ1 :¼ xl þ aldl;
12. choose ilþ1 2 fi j i =2 Il;
%
aTi xlþ1 ¼ 1g;
13. Ilþ1 :¼ Il [ ilþ1;
14. compute PIlþ1 ; fprojection matrixg
15. dlþ1 :¼ PIlþ1dl;
16. l :¼ lþ 1;
17. endif
18. endif
19. until l ¼ n;
20. return false (exit); fxn is a vertex of
%
XP with jjxnjj5jjx0jjg
Output: true:
%
XP is unbounded or false: there exists a vertex %x of
%
XP with norm greater than jjxjj ¼ jjx0jj:
Theorem 2.1 (Complexity and Correctness of Algorithm 1).
1. Procedure Test terminates after at most n iterations.
2. The effort of each iteration is at most Oðmnþ n2Þ:4
3. For all n > l50 we have xlþ1 2
%
XP and jjxlþ1jj5jjxljj:
4. If Procedure Test returns true; then
%
XP is unbounded.
5. If Procedure Test returns false; then there exists a vertex %x of
%
XP with
jj %xjj5jjx0jj:
Proof.
Part 1. The variable l is initialized (in line 1) with the value 0,
incremented by 1 (in line 16) and we stop if l ¼ n (line 19) at the latest.
Part 2. Testing
%
Adl40 and computing %al raises OðmnÞ arithmetic
operations because we have to take into account mþ 1 constraints. The
computation of the projection matrix PIlþ1 can be done in Oðn
2Þ arithmetic
operations using update formulas. All other statements are done in at most
OðnÞ arithmetic operations.4We use the Landau-symbol OðÞ in the following way: Zðm; nÞ ¼ Oð%Zðm; nÞÞ means that there
exists a constant k 2 Rþ with jZðm; nÞj4kj%Zðm; nÞj and this constant k depends neither on n nor
on m:
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%
XP for
all l: Furthermore, we have
xlþ1 ¼ xl þ aldl; dl ¼ PIl1dl1 ¼ PIl1x0;
xl ¼ xl1 þ al1dl1 ¼ x0 þ
Xl1
i¼0
aidi ¼ x0 þ
Xl1
i¼0
aiPIix0
and can conclude that
xTlþ1xlþ1 ¼ðxl þ aldlÞ
T ðxl þ aldlÞ ¼ x
T
l xl þ 2alx
T
l dl þ a
2
l d
T
l dl
¼ xTl xl þ 2al x0 þ
Xl1
i¼0
aiPIix0
 !T
PIl1x0 þ a
2
l d
T
l dl
¼ xTl xl þ 2alx
T
0 PIl1x0 þ 2al
Xl1
i¼0
aix
T
0 P
T
Ii
PIl1x0 þ a
2
l d
T
l dl
5xTl xl;
because PIl1 and P
T
Ii PIl1 ¼ PIl1 (as i4l 1 and therefore Ii  Il1) are
projection matrices and positive semideﬁnite and hence, alx
T
0 PIl1x050 and
al
Pl1
i¼0 aix
T
0 P
T
Ii PIl1x050 as long as ai50; i ¼ 0; . . . ; l 1:
Part 4. If Procedure Test returns true, then the direction dl satisﬁes
%
Adl40: So, the ray fx j x ¼ xl þ ldl; l50g is contained in
%
XP:
Part 5. Procedure Test returns false, if the repeat-loop is completed
with l ¼ n or if a direction dl ð04l4nÞ happens to be 0.
In the ﬁrst case, we have #IðxnÞ ¼ n (n active constraints) and because of
nondegeneracy xn has to be a vertex. Using part 3 we get jjxnjj5jjx0jj and the
existence of such a vertex is shown.
For the second case, where dl ¼ 0 for some index l 2 f0; . . . ; ng we
distinguish between l ¼ 0 and l > 0:
If l ¼ 0 then we must have started at the point x0 ¼ 0: As the polyhedron
%
XP is pointed (because of nondegeneracy and m5n), obviously there exists a
vertex with norm greater than jjx0jj ¼ 0:
Now, if l > 0; we have reached a point xl on a face, where l constraints
(those of Il) are active. As we have dl ¼ 0; we know that 0 ¼ dl ¼ PIldl1 ¼
PIldl2 ¼    ¼ PIld0 ¼ PIlx0 and that in the movement from x0 to xl ¼
x0 þ
Pl1
i¼0 aidi every step uses a direction orthogonal to the face reached at
xl: Since
%
XP is pointed, every face of
%
XP is pointed too, in particular the face
under consideration. Let *x be a vertex on the face where the constraints in Il
are active and that contains xl: We can move from xl to the vertex *x
straightforward without leaving that face. So, we have *x ¼ xl þ *d with a
vector *d which is orthogonal to x0; d0; . . . ; dl1: The Euclidean norm
of *x is jj*xjj2 ¼ ðxl þ *dÞ
T ðxl þ *dÞ ¼ x
T
l xl þ *d
T *d5xTl xl; because *d
T xl ¼ *dT ðx0 þ
FIG. 1. Illustration of how the Phase-I Algorithm works. In the case of a bounded
polyhedron (left-hand side) the sequence of iterates x0; x1; . . . ; xk converges to the analytic center
xac of
%
XP and the algorithm stops at xk since this point is approximately centered. In the case of
an unbounded polyhedron (right-hand side) the sequence of iterates does not converge. But
ﬁnally (at the latest when the iterates leave the region fx j jjxjj4T ð
%
XPÞg \
%
XPÞ the algorithm stops
with the detection of unboundedness.
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1
i¼0 aidiÞ ¼ 0: This proves that there exists a vertex with norm larger than
jjxljj; and jjxljj5jjx0jj according to part 3. ]
Remark 2.9. If we invoke Procedure Test at a point x 2
%
XP with jjxjj >
T ð
%
XPÞ; then Procedure Test ðxÞ returns true.
Invoking this ‘‘test’’-procedure we can formulate the phase-I algorithm as
a method for minimizing the barrier function
%
f and to check for each iterate
whether there exists a vertex with greater norm or not (Fig. 1).
ALGORITHM 2 (Phase-I Algorithm)
Input: x 2 Int
%
XP
1. k :¼ 0; xk :¼ x; finitializationg
2. compute
%
dðxkÞ;
3. compute test ðxkÞ;
4. while
%
dðxkÞ51 and Test ðxkÞ ¼ false
5. compute
%
pðxkÞ ¼ 
%
HðxkÞ
1
%
gðxkÞ;
6. %ak :¼ ð1þ
%
dðxkÞÞ
1;
7. xkþ1 :¼ xk þ %ak
%
pðxkÞ;
8. compute
%
dðxkþ1Þ;
HUHN AND BORGWARDT8469. compute test ðxkþ1Þ;
10. k :¼ k þ 1;
11. endwhile
Output: xk with
%
dðxkÞ51 or Test ðxkÞ ¼ true:
Theorem 2.2 (Complexity and Correctness of Algorithm 2).
1. After k iterations the value of the barrier function is less than 0:3k:
2. After KT :¼ 0:31j
%
LðT Þj iterations we have jjxKT jj > T :
3. The Phase-I Algorithm terminates after at most Oðj
%
LðT ð
%
XPÞÞjÞ
iterations, i.e., after at most OðmLÞ iterations in the worst case (using
the complexity model of Section 2.1.4).
4. The effort of each iteration is at most Oðmn2Þ:
5. If the Phase-I Algorithm terminates with Procedure Test ðxkÞ ¼ true;
then the phase-I polyhedron
%
XP is unbounded and the objective function
vT x of problem (P) is unbounded on XP:
6. If the Phase-I Algorithm terminates with
%
dðxkÞ51; then xk is an
approximate center of
%
XP:
Proof.
Part 1. In each of the k iterations
%
dðxkÞ has been greater than 1 (and
Test has been false, otherwise we would have stopped before). So, using
Lemma 2.4 (part 1) and the monotonicity of the function w lnð1þ wÞ we
get
%
fðxk1Þ5
%
fðxkÞ þ
%
dðxk1Þ  lnð1þ
%
dðxk1ÞÞ
5
%
fðxkÞ þ 1 ln 25
%
fðxkÞ þ 0:3
)
%
fðxkÞ4
%
fðxk1Þ  0:3
4
%
fðx0Þ  0:3k ¼
%
fð0Þ  0:3k ¼ 0:3k: ð21Þ
Part 2. Assume, that jjxKT jj4T : Substitution of k in (21) by KT ¼
0:31j
%
LðT Þj delivers
%
fðxKT Þ4 0:3  0:3
1j
%
LðT Þj ¼ 
Xm
i¼1
lnð1þ jjaijjT Þ  lnð1þ jjvjjT Þ:
But this is a contradiction to Lemma 2.5, therefore jjxKT jj > T :
Part 3. Similar to part 2 we have fðxKT ð
%
XP Þ
Þ4
%
LðT ð
%
XPÞÞ after KT ð
%
XPÞ ¼
Oðj
%
LðT ð
%
XPÞÞjÞ iterations (assuming that the algorithm has not terminated in
one of the prior iterations). So, the iterate xKT ð
%
XP Þ
satisﬁes jjxKT ð
%
XP Þ
jj > T ð
%
XPÞ:
INTERIOR-POINT METHODS 847From the deﬁnition of T ð
%
XPÞ in (20) we conclude that there exists no vertex
of
%
XP with norm greater than T ð
%
XPÞ: Hence, Procedure Test cannot deliver
such a vertex. It is forced to stop and to return ‘‘true’’ and so the Phase-I
Algorithm has to stop, too. From complexity theory we know that in the
worst case
j
%
LðT ð
%
XPÞÞj ¼
Xm
i¼1
lnð1þ jjaijjT ð
%
XPÞÞ þ lnð1þ jjvjjT ð
%
XPÞÞ
4
Xm
i¼1
lnð1þ 2L  2LÞ þ lnð1þ 2L  2LÞ ¼ OðmLÞ:
Part 4. The computation of
%
HðxkÞ can be done in Oðmn2Þ arithmetic
operations and the effort of inverting this matrix is at most Oðn3Þ: All other
calculations can be done with less effort.
Part 5. Part 5 follows from Theorem 2.1 and Remark 2.5.
Part 6. If
%
dðxkÞ51; then xk is an approximate center of
%
XP by
deﬁnition. ]
To obtain a
%
t-approximate center with the Phase-I Algorithm we can
modify the algorithm in a way described in Remark 2.10. The approach is
based on the subsequent lemma, which shows locally quadratic convergence.
Lemma 2.6. If
%
dðxÞ51; then xþ :¼ xþ
%
pðxÞ 2 Int
%
XP and
%
dðxþÞ4
%
dðxÞ2:
Remark 2.10. To determine a
%
t-approximate center we can change line 4
of the Phase-I Algorithm to:
while
%
dðxkÞ50:95 and Test ðxkÞ ¼ false do:
Then the algorithm will output a point xk with
%
dðxkÞ50:95 or Test ðxkÞ ¼
true: In the case of
%
dðxkÞ50:95; we proceed by improving the proximity of
the approximate center according to Lemma 2.6.
This combination of the (modiﬁed) algorithm and of improving the
proximity of an approximate center terminates after at most
6:65j
%
LðT ð
%
XPÞÞj þ 1:5 lnð20jln
%
tjÞ iterations with a
%
t-approximate center.5
Proof. Analogously to the proof of Theorem 2.2 we have in each of the k
iterations dðxkÞ5t (and Test has been false, otherwise we would have% %
5Note, that this bound on the number of iterations is polynomial in h
%
ti; the encoding length of
%
t: This is important if we want to ﬁnd a
%
t-approximate center of
%
XP and consider
%
t as a part of
the input data. So, we are interested in a worst case bound, that is polynomial in h
%
ti:
HUHN AND BORGWARDT848stopped before). Using Lemma 2.4 (part 1) we get
%
fðxk1Þ5
%
fðxkÞ þ
%
dðxk1Þ  lnð1þ
%
dðxk1ÞÞ5
%
fðxkÞ þ
%
t lnð1þ
%
tÞ:
Using the Taylor-series representation for lnð1þ wÞ ¼
P1
i¼1ð1Þ
iþ1wi
i for
w 2 ð1; 1Þ we obtain lnð1þ
%
tÞ4
%
t %t
2
2
þ %t
3
3
and as
%
t 2 ð0; 1Þ we conclude
%
fðxk1Þ5
%
fðxkÞ þ
%
t2 1
2
 1
3%
t
 
5
%
fðxkÞ þ 16%
t2
)
%
fðxkÞ4
%
fðxk1Þ  16%
t24
%
fðx0Þ  16%
t2k ¼ 1
6%
t2k:
Proceeding as in parts 2 and 3 of the proof of Theorem 2.2 we see that after
KT ð
%
XPÞ ¼ 60:952j%
LðT ð
%
XPÞÞj iterations the value of the barrier function is
reduced to a value less than j
%
LðT ð
%
XPÞÞj: So the modiﬁed Phase-I Algorithm
has stopped after at most 6
0:952j%
LðT ð
%
XPÞÞj46:65j
%
LðT ð
%
XPÞÞj iterations with a
0.95-approximate center or with Test ðxkÞ ¼ true:
At this point we still have to ﬁnd a
%
t-approximate center. This is done as
described in Lemma 2.6, where we use the quadratic convergence. So,
starting at xk with
%
dðxkÞ40:95 we obtain after l applications of Lemma 2.6 a
point xkþl with
%
dðxkþlÞ4
%
dðxkÞ
2l ¼ 0:952
l
: To obtain a
%
t-approximate center it
is sufﬁcient to ﬁnd a number l with
0:952
l
4
%
t , 2l5
ln
%
t
ln 0:95
, l5
1
ln 2
ln
ln
%
t
ln 0:95
 
As 1
ln 2
41:5 and ln %tln 0:95 ¼
jln
%
tj
jln 0:95j420jln %
tj we ﬁnd that l ¼ 1:5 lnð20jln
%
tjÞ will
work. So the overall effort of the modiﬁed algorithm is at most
6:65j
%
LðT ð
%
XPÞÞj þ 1:5 lnð20jln
%
tjÞ: ]
2.2.3. Construction of a starting point for an IPM
Our original goal was to ﬁnd a starting point for an interior point method
for solving (P). But, up to now we only got an approximate center of
%
XP:
If we once have an approximate center, i.e., a point x 2 Int
%
XP with
%
dðxÞ51; we can use the Newton direction
%
pðxÞ to calculate a ‘‘better’’
approximation of the analytic center. Lemma 2.6 implies, that these iterates
will converge quadratically to the analytic center.
So, we can assume that we have a point
x 2 Int
%
XP with
%
dðxÞ4
%
t51 ð22Þ
for some ﬁxed
%
t 2 ð0; 1Þ: The parameter
%
t has to be chosen according to the
conditions, which have to be satisﬁed by the starting point for the IPM.
Here, we want to discuss the typical starting condition when we use a barrier
function method (now for solving (P)) as described in [9].
We only employ the IPM for solving (P), if the phase-I algorithm has
stopped with
%
dðxkÞ51 and we therefore know, that vT x is bounded from
above on XP: Moreover, in this case the barrier function fPðx;mÞ (deﬁned
INTERIOR-POINT METHODS 849below) achieves its minimum over XP at a unique point xðmÞ: This barrier
function is deﬁned by
fPðx;mÞ :¼ 
vT x
m

Xm
i¼1
lnð1 aTi xÞ; ð23Þ
where m is a positive parameter. The minimal point xðmÞ of fPðx; mÞ is
uniquely characterized by the KKT conditions:
Axþ s ¼ e; s50;
ATy ¼ v; y50;
Sy ¼ meðmÞ ð24Þ
and we will call the minimal point of fPðx; mÞ the analytic m-center. A
measure for the distance of an interior feasible point x to xðmÞ is
dðx; mÞ :¼ jjpðx;mÞjjH ðx;mÞ: ð25Þ
Again, gðx;mÞ denotes the gradient, H ðx;mÞ the Hessian matrix and pðx;mÞ
the Newton direction of fPðx;mÞ at x; i.e.,
gðx; mÞ ¼ rxfPðx;mÞ ¼ 
1
m
vþ AT S1e;
H ðx;mÞ ¼ r2xfPðx;mÞ ¼ A
T S2A ð26Þ
and
pðx;mÞ ¼ H ðx;mÞ1gðx;mÞ:
Again (cf. (7)), we can formulate dðx;mÞ in different ways:
dðx;mÞ ¼ jjS1Apðx;mÞjj ¼ min
y2Rm
Sy
m
 e




 AT y ¼ v
 
¼
Syðs; mÞ
m
 e



; ð27Þ
where
yðs;mÞ ¼ mðS1eþ S2Apðx;mÞÞ: ð28Þ
And we call a point x 2 Int XP an approximate m-center, if we have
dðx;mÞ51: Moreover, if we know that dðx;mÞ4t51 we call x 2 Int XP a
t-approximate m-center.
Now for starting phase-II, we need a point %x and a suitable parameter %m
such that dð %x; %mÞ51 at least. And}depending on the speciﬁc variant of a
phase-II algorithm}we are asked to provide a pair ð %x; %mÞ such that
dð %x; %mÞ5tvar51; where tvar is a speciﬁc closeness constant required for
starting that variant.
HUHN AND BORGWARDT850The question is whether we can manage to transform our point x 2 Int
%
XP
with
%
dðxÞ5
%
t into such a pair or derive such a pair from x:
Our strategy for constructing such a pair is as follows:
For a given x 2 Int
%
XP with
%
dðxÞ5
%
t51 and corresponding slack variables
%
s ¼ ð ssmþ1Þ ¼ eðmþ1Þ  %
Ax and the dual point
%
yð
%
sÞ ¼ yymþ1
 
¼
%
S1eðmþ1Þ þ
%
S2
%
A
%
pðxÞ we deﬁne
%x :¼ x; %s :¼ s; %y :¼ y1mþ1y and %m :¼
%sT %y
m
: ð29Þ
Lemma 2.7. The construction of %x; %s and %y from (29) out of a point
x 2 Int
%
XP with
%
dðxÞ51 assures that %x 2 Int XP; %y 2 Int XD:
The next question is which quality of the distance measure dðx;mÞ can be
achieved by this construction.
Theorem 2.3. Application of the transformation described in (29)
to x 2 Int
%
XP with
%
dðxÞ4
%
t51 provides that
dð %x; %mÞ4 %
tð1þ
%
tÞm
m
%
tð1þ
%
tÞ
:
Proof. First, we introduce
%
Z ¼
%
dðxÞ4
%
t: Then notice that
jj
%
S
%
yð
%
sÞ  eðmþ1Þjj ¼
%
Z51) jjSy  eðmÞjj2 þ ðsmþ1ymþ1  1Þ
2 ¼
%
Z2 ð30Þ
) 1
%
Z4smþ1ymþ141þ
%
Z ð31Þ
and (cf. (13)–(18) for relations between
%
yð
%
sÞ;
%
pðxÞ and
%
dðxÞ ¼
%
ZÞ
eTðmþ1Þ
%
S
%
yð
%
sÞ ¼ eTðmþ1Þ
%
Sð
%
S1eðmþ1Þ þ
%
S2
%
A
%
pðxÞÞ
¼mþ 1
%
pðxÞT
%
HðxÞ
%
pðxÞ ¼ mþ 1
%
Z2
) sT y þ smþ1ymþ1 ¼ mþ 1
%
Z2: ð32Þ
Deﬁning
m :¼
sT y
m
ð33Þ
INTERIOR-POINT METHODS 851and using (31) and (32) we conclude
m ¼
mþ 1
%
Z2  smþ1ymþ1
m
4mþ1%
Z21þ
%
Z
m ¼ 1þ %
Zð1
%
ZÞ
m ;
5
mþ1
%
Z21
%
Z
m ¼ 1 %
Zð1þ
%
ZÞ
m ;
8<
: ð34Þ
) %
Zð1
%
ZÞ
m
41 m4%
Zð1þ
%
ZÞ
m
: ð35Þ
Returning to the ﬁgures %s; %y and dð %x; %mÞ we obtain with (27):
%S %y ¼
1
ymþ1
Sy and %m ¼
sT y
ymþ1m
ð36Þ
) dð %x; %uÞ ¼
%Syð%s; %mÞ
%m
 eðmÞ




4
%S %y
%m
 eðmÞ



 ¼ Sym  eðmÞ



 ¼ 1mjjSy  meðmÞjj:
Using (30), (32), (33) and (35) we get
jjSy  meðmÞjj2 ¼ jjSy  eðmÞ þ ð1 mÞeðmÞjj2
¼
%
Z2  ðsmþ1ymþ1  1Þ
2 þ 2ð1 mÞðmm mÞ þ ð1 mÞ2m
¼
%
Z2 
%
Z4 þ 2ð1 mÞm
%
Z2  ð1 mÞ2mðmþ 1Þ
4
%
Z2 
%
Z4 þ 2m
%
Z2%
Zð1þ
%
ZÞ
m
 ð1 mÞ2mðmþ 1Þ
4
%
Z2ð1þ
%
ZÞ2:
On the other hand, it is clear from (34) that m51 %
Zð1þ
%
ZÞ
m ; so
dð %x; %mÞ4
1
m
jjSy  meðmÞjj4 %
Zð1þ
%
ZÞ
1 %
Zð1þ
%
ZÞ
m
¼ %
Zð1þ
%
ZÞm
m
%
Zð1þ
%
ZÞ
This upper bound for dð %x; %mÞ is strictly increasing in
%
Z and therefore we have
dð %x; %mÞ4 %tð1þ%tÞmm
%
tð1þ
%
tÞ for %
t5
%
Z: ]
Remark 2.11. The upper bound in Theorem 2.3 is strictly increasing in
%
t:
It starts at 0 for t ¼ 0 and grows to 2mm2 for t ¼ 1:% %
HUHN AND BORGWARDT852To obtain a point %x with dð %x; %mÞ51 choose
%
t such that %tð1þ%tÞmm
%
tð1þ
%
tÞ51; resp.
%
tð1þ
%
tÞ5 mmþ1: This is satisﬁed for %
t40:36 for all m51:
And if we want to achieve a point %x with dð %x; %mÞ4tvar then it is sufﬁcient
to satisfy the condition
%
tð1þ
%
tÞ5 mtvarmþtvar; which is possible if %
t41
2

 1þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 4 mtvarmþtvar
q 
:
So for every variant speciﬁc requirement tvar we have a positive region for
%
t: (Another way to achieve a point with dðx; mÞ4tvar is to obtain ﬁrst a point
%x with dð %x; %uÞ40:95; and then use the Newton direction pðx;mÞ to calculate a
better approximation of the analytic m-center. This can be done analogously
to Lemma 2.6.)
For the complexity of a forthcoming phase-II algorithm it may be helpful
to know something about the initial barrier parameter %m:
Remark 2.12. For %x; %s and %m deﬁned as in (29) we know that
%m4
1
1
%
Z
þ %
Z
m
 
ð1þ vT %xÞ4Oð2LÞ;
where
%
Z ¼
%
dð %xÞ:
If we assume jjxoptjj41q then we can give the following upper bound:
%m4
1
1
%
Z
þ %
Z
m
 
1þ
1
q
 
:
Proof. Using (36) and (33) we obtain %m ¼ s
T y
ymþ1m
¼ mymþ1: From the
inequalities in (31) and (35) and because of smþ1 ¼ 1þ vT x ¼ 1þ vT %x if
follows that
%m4
1þ %
Zð1
%
ZÞ
m
ymþ1
4 1þ %
Zð1
%
ZÞ
m
 
1þ vT %x
1
%
Z
:
Since
%
Z 2 ð0; 1Þ is ﬁxed and 1þ vT %x4Oð2LÞ the barrier function %m is at most
Oð2LÞ:
Assuming jjxoptjj41q we argue analogously, but we use smþ1 ¼ 1þ
vT x41þ vT xopt4 1þ 1q: ]
2.3. Probabilistic Analysis
2.3.1. The Rotation-Symmetry Model
We have seen that the upper bound on the number of iterations of the
phase-I algorithm depends on the encoding length L: But practical
experience suggests that this upper bound overestimates the usual number
INTERIOR-POINT METHODS 853of iterations. To explain this effect in a convincing theoretical way, we will
carry out a probabilistic analysis.
For that purpose one has to make assumptions on the distribution of the
data of (P); and one has to evaluate an expected value of iterations (or
corresponding moments) for the solution process under our distribution. As
mentioned in the introduction, we will base our probabilistic analysis on the
rotation-symmetry model (RSM). It demands that
a1; . . . ; am; v are distributed on R
n=f0g
identically; independently and symmetrically under rotations: ð37Þ
We specialize this model here to the uniform distribution on
the ððn 1Þ-dimensional) unit sphere on in R
n and refer to it as
uni-RSM.
a1; . . . ; am; v are distributed
identically; independently and uniformly on on: ð38Þ
Note that, in fact, this model gives to nondegeneracy (as in
(1)) the probability 1 and makes degeneracy ignorable in our average case
analysis.
2.3.2. The Average Number of Iterations (Part 1)
With these probabilistic settings we can consider T ð
%
XPÞ and
%
LðT ð
%
XPÞÞ as
random variables depending on a1; . . . ; am; v: From Theorem 2.2 (part 3) we
know that j
%
LðT ð
%
XPÞÞj is essentially the problem-speciﬁc number of iterations
of the Phase-I Algorithm and we can get the average number of iterations of
this algorithm by calculating E½j
%
LðT ð
%
XPÞÞj:
Recall the deﬁnition of
%
LðT ð
%
XPÞÞ ¼ 
Pm
i¼1 lnð1þ jjaijjT Þ  lnð1þ jjvjjT Þ
as in (19). Since jjvjj ¼ jjaijj ¼ 1 for i ¼ 1; . . . ;m in the uni-RSM, it follows
that
j
%
LðT ð
%
XPÞÞj ¼ ðmþ 1Þlnð1þ T ð
%
XPÞÞ ¼: *LðT ð
%
XPÞÞ ð39Þ
and for the expectation values we have6
E½j
%
LðT ð
%
XPÞÞj ¼ E½ *LðT ð
%
XPÞÞ: ð40Þ
The expectation value is evaluated with respect to the distribution of T ð
%
XPÞ:
So, we are interested in the distribution function of T ð
%
XPÞ; which will be
denoted by FT : But, an exact derivation of FT is overcomplicated and
6The ﬁgure *LðT ð
%
XPÞÞ :¼ ðmþ 1Þlnð1þ T ð
%
XPÞÞ is an upper bound on
%
LðT ð
%
XPÞÞ for all
distributions (of v; ai; i ¼ 1; . . . ;mÞ with On (unit ball in RnÞ as bounded support, for the
uniform distribution both ﬁgures are equal.
HUHN AND BORGWARDT854therefore we will derive and use an approximate distribution function #F with
the following property:
#F ðtÞ4FT ðtÞ; 8t 2 ð0;1Þ: ð41Þ
A distribution #F with this feature will put more weight on the large
values of t than the exact distribution FT and this variation of weights
leads to
EFT ½ *LðT ð
%
XPÞÞ4E #F ½ *LðT ð %
XPÞÞ; ð42Þ
where EFT ½: is the expectation value with respect to the exact distribution
function FT and E #F ½: is the expectation value with respect to the
approximate distribution function #F :
The next section deals with these distribution functions.
2.3.3. An Approximate Distribution Function
First, we look at the exact distribution function FT ðtÞ; i.e., it is the
probability that T ð
%
XPÞ is less than t:
FT ðtÞ ¼ P ðT ð
%
XPÞ4tÞ ¼ P ðjjxjj4t 8 vertices x of
%
XPÞ
¼ 1 P ðthere exists a vertex x of
%
XP with jjxjj > tÞ: ð43Þ
If we ﬁnd an upper bound on P ðthere exists a vertex x of
%
XP with jjxjj > tÞ;
we get a lower bound on FT ðtÞ and can use this lower bound to deﬁne the
approximate distribution function #F :
For the evaluation of the probability we use the polar interpretation in the
dual space as in [6]. The advantage is that the random events can be
explained directly by use of the random input vectors a1; . . . ; am and
amþ1 :¼ v: (The use of amþ1 instead of v will simplify the forthcoming
notation and formulas.)
We start by introducing the polar polyhedron. Let convð. . .Þ denote the
convex hull. Then the polar polyhedron (Fig. 2) corresponding to
%
XP is
deﬁned by
%
Y :¼ convð0; a1; . . . ; am; amþ1Þ: ð44Þ
Each vertex x of
%
XP is}because of nondegeneracy}the unique solution of a
system
aTD1x ¼ 1; . . . ; a
T
Dnx ¼ 1 with D ¼ fD
1; . . . ;Dng  f1; . . . ;mþ 1g
and it satisfies aTi x41 for all i 2 f1; . . . ;mþ 1g: ð45Þ
FIG. 2. Primal polyhedron
%
XP and corresponding dual polyhedron
%
Y: The vertex xD of
%
XP has
a dual counterpart, the simplex SðDÞ:
INTERIOR-POINT METHODS 855D is the index set of those constraints, which are active at the vertex x: To
distinguish between different vertices, we will label a vertex with its index set
and denote it by xD:
For the polar polyhedron
%
Y we deﬁne simplices SðDÞ as
SðDÞ :¼ convðai; i 2 DÞ ð46Þ
and we call SðDÞ a boundary simplex if SðDÞ  @
%
Y; i.e., if SðDÞ is a facet of
%
Y:
From [6] we know
Lemma 2.8 (Borgwardt [6, Lemma 1.7]). xD is a vertex of
%
XP if and only
if SðDÞ is a boundary simplex of
%
Y:
For further considerations we will use the following notations.
Given n linearly independent points x1; . . . ; xn 2 R
n we denote the
hyperplane through x1; . . . ; xn by H ðx1; . . . ; xnÞ and the distance between
H ðx1; . . . ; xnÞ and the origin by hðx1; . . . ; xnÞ: Hðx1; . . . ; xnÞ denotes the
halfspace which is bounded by H ðx1; . . . ; xnÞ and contains the origin. Using
these notations we have the following relation:
SðDÞ is a boundary simplex of
%
Y
, aj 2 Hðai; i 2 DÞ 8j 2 f1; . . . ;mþ 1g: ð47Þ
Moreover, we know that xD can be seen as the normal vector to the
hyperplane H ðai; i 2 DÞ and jjxDjj ¼ 1hðai;i2DÞ (Fig. 3).
Under our probabilistic model, the rotation-symmetry model, the
probability that a point x is lying in the halfspace Hðai; i 2 DÞ can be
described by a marginal distribution function G : ½1; 1 ! ½0; 1 which
FIG. 3. The sphere illustrates the support of the distribution and GðhÞ is the probability that
all points are lying in the halfspace Hða1; a2Þ which is bounded by the hyperplane H ða1; a2Þ:
HUHN AND BORGWARDT856depends on the height hðai; i 2 DÞ (cf. [6]). GðhÞ is deﬁned as P ðxn4hÞ; resp.
it is the marginal distribution function along one (the last) coordinate. In
our special case, the uni-RSM, this reads as
P ðx 2 Hðai; i 2 DÞÞ ¼:Gðhðai; i 2 DÞÞ
¼ 1
ln2ðon1Þ
ln1ðonÞ
Z 1
hðai ;i2DÞ
ð1 s2Þðn3Þ=2 ds; ð48Þ
where oi denotes the (ði 1Þ-dim.) unit sphere in R
i and li is the Lebesgue-
measure of dimension i:
In order to develop an integral formula for the probability
P ðthere exists a vertex x of
%
XP with jjxjj > tÞ ð49Þ
we will write F ðaiÞ for the distribution function of the vectors
ai; i ¼ 1; . . . ;mþ 1 (these vectors are distributed identically) and
we will use indicator functions If:g to formulate the fact that an event f:g
becomes true. For further considerations we remark, that all vertices x
satisfy jjxjj51 and therefore we can rely on the fact that t is greater than 1
and that
FT ðtÞ ¼ P ðT ð
%
XPÞ4tÞ ¼ 0; 8t41: ð50Þ
INTERIOR-POINT METHODS 857So, we can formulate, resp. approximate, the probability in (49) as follows:
P ðthere exists a vertex x with jjxjj > tÞ
¼
Z ðmþ1Þ
Rn
Ifthere exists a vertex x with jjxjj>tgðt; a1; . . . ; amþ1Þ dF ða1Þ    dF ðamþ1Þ
4
X
Df1;...;mþ1g
Z ðmþ1Þ
Rn
IfxD is a vertex with jjxD jj>tgðt; a1; . . . ; amþ1Þ dF ða1Þ    dF ðamþ1Þ
w:l:o:g: we can assume D ¼ f1; . . . ; n
¼
mþ 1
n
 !Z ðmþ1Þ
Rn
IfxD is a vertexgða1; . . . ; amþ1ÞIfjjxD jj>tgðt; a1; . . . ; anÞ
 dF ða1Þ    dF ðamþ1Þ
¼
mþ 1
n
 !Z ðnÞ
Rn
IfjjxD jj>tgðt; a1; . . . ; anÞ

Z ðmnþ1Þ
Rn
IfxD is a vertexgða1; . . . ; amþ1Þ
 dF ðanþ1Þ    dF ðamþ1Þ dF ða1Þ    dF ðanÞ: ð51Þ
We have (cf. (48))
Z ðmnþ1Þ
Rn
IfxD is a vertexgða1; . . . ; anÞ dF ðanþ1Þ    dF ðamþ1Þ
¼ Gðhða1; . . . ; anÞÞ
mnþ1:
Hence,
P ðthere exists a vertex x with jjxjj > tÞ
4
mþ 1
n
 !Z ðnÞ
Rn
Gðhða1; . . . ; anÞÞ
mnþ1IfjjxD jj>tgðt; a1; . . . ; anÞ dF ða1Þ    dF ðanÞ:
ð52Þ
Next, we apply a special transformation of coordinates to make (52)
evaluable. W.l.o.g. we may assume that F has a density function f :7 We are
going to replace the vectors a1; . . . ; an by vectors b1; . . . ; bn with bni ¼ h for
some h with 05h51 and for all i ¼ 1; . . . ; n: This transformation is
7 It is not necessary at this point to assume the existence of a density function. All calculations
can explicitly be done for the uniform distribution. But the arguments given above easily permit
to generalize the results to other (families of) distributions.
HUHN AND BORGWARDT858described in [6, Chap. 2.3]. The determinant of the Jacobian of this
transformation can be taken into account by ln1ðonÞjDetðBÞj; where
ln1ðonÞ denotes the Lebesgue measure of on and
B ¼
b11    b
n1
1 1
..
. ..
. ..
.
b1n    b
n1
n 1
0
BB@
1
CCA: ð53Þ
Furthermore, let %bi :¼ ðb1i ; . . . ; b
n1
i Þ for i ¼ 1; . . . ; n and let f ðbiÞ denote the
density of bi:
Now, jjxDjj ¼ 1=hða1; . . . ; anÞ can be formulated as jjxDjj ¼ 1=h > 1; because
by the transformation h is the distance between the origin and the
hyperplane H ðb1; . . . ; bnÞ: Hence
P ðthere exists a vertex x with jjxjj > tÞ
4
mþ 1
n
 !
ln1ðonÞ
Z 1
0
Z ðnÞ
Rn1
GðhÞmnþ1If1=h>tgðt; hÞ
 jDetðBÞjf ðb1Þ . . . f ðbnÞ d %b1 . . . d %bn dh
¼
mþ 1
n
 !
ln1ðonÞ
Z 1=t
0
GðhÞmnþ1

Z ðnÞ
Rn1
jDetðBÞjf ðb1Þ . . . f ðbnÞ d %b1 . . . d %bn dh: ð54Þ
For the uniform distribution on on the inner integral can be evaluated by
using the function gðhÞ; which is the density corresponding to GðhÞ; i.e.,
gðhÞ ¼
ln2ðon1Þ
ln1ðonÞ
ð1 h2Þðn3Þ=2 ð55Þ
and therefore (cf. [10])Z ðnÞ
Rn1
jDetðBÞjf ðb1Þ . . . f ðbnÞ d %b1 . . . d %bn
¼
ðn!Þln1ðOn1ÞG n2
1
2
 
G nðn
2
 1Þ
 
ð2pÞn1G n
2
 1
 
G nðn
2
 1Þ þ 1
2
  gðhÞð1 h2Þðn1Þðn=21Þ; ð56Þ
where ln1ðOn1Þ denotes the Lebesgue measure of the unit ball in R
n1:
Insertion of (56) into (54) delivers
INTERIOR-POINT METHODS 859P ðthere exists a vertex x with jjxjj > tÞ
4
mþ 1
n
 !
ln1ðonÞ
ðn!Þln1ðOn1Þ
ð2pÞn1
G n
2
 1
2
 
G nðn
2
 1Þ
 
G n
2
 1
 
G n n
2
 1
 
þ 1
2
 :
Z 1=t
0
GðhÞmnþ1gðhÞð1 h2Þðn1Þðn=21Þ dh
4
mþ 1
n
 !
2nﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
p Z 1=t
0
GðhÞmnþ1gðhÞð1 h2Þðn1Þðn=21Þ dh ð57Þ
40:8n
mþ 1
n
 !Z 1=t
0
GðhÞmnþ1ð1 h2Þnðn=21Þ2 dh ð58Þ
40:8n
mþ 1
n
 !
1
t
max
h2½0;1t 
fGðhÞmnþ1ð1 h2Þnðn=21Þ2g
40:8n
mþ 1
n
 !
1
t
G
1
t
 mnþ1
: ð59Þ
The inequality in (57) is valid because
ln1ðonÞ
ðn!Þln1ðOn1Þ
ð2pÞn1
¼
2pn=2
G n
2
 pðn1Þ=2
G nþ1
2
  ðn!Þ
ð2pÞn1
¼ 2n
and
G n
2
 1
2
 
G n n
2
 1
  
G n
2
 1
 
G n n
2
 1
 
þ 1
2
 4 n2 1 1=2
n n
2
 1
 
 1
2
 1=24 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃn 1p :
Inequality (58) follows from
gðhÞ ¼
ln2ðon1Þ
ln1ðonÞ
ð1 h2Þðn3Þ=24
ﬃﬃﬃﬃﬃﬃ
n1
2p
q
ð1 h2Þðn3Þ=2:
Now, we have approximated P (there exists a vertex x with jjxjj > t) as
follows:
P ðthere exists a vertex x with jjxjj > tÞ40:8n mþ1n
 
1
tG
1
t
 mnþ1
:
If we look at the term 0:8n mþ1n
 
1
tG
1
t
 mnþ1
we see that for t !1 this term
tends to 0 and for t ! 1 it tends to 0:8n mþ1n
 
> 1: Since the term is
monotonously decreasing with t; it is guaranteed that there exists a *t > 1
satisfying
0:8n
mþ 1
n
 !
1
*t
G
1
*t
 mnþ1
¼ 1: ð60Þ
HUHN AND BORGWARDT860Using *t we can specialize the upper bound on the probability to:
P ðthere exists a vertex x with jjxjj > tÞ
4
1 for all 14t4*t;
0:8n
mþ 1
n
 !
1
t
Gð1=*tÞmnþ1 for all t5*t;
8><
>:
where we have replaced G 1t
 
by its upper bound G 1*t
 
for simpliﬁcation.
2.3.4. The Average Number of Iterations (Part 2)
The upper bound just developed can be used to deﬁne a lower bound on
the distribution function FT ðtÞ via (43) and to deﬁne an approximate
distribution function #F in the same way
FT ðtÞ ¼ 1 P ðthere exists a vertex x of
%
XP with jjxjj > tÞ ð61Þ
5
0 for all 14t4*t;
1 0:8n
mþ 1
n
 !
1
t
Gð1=*tÞmnþ1 for all t5*t;
8><
>:
¼: #F ðtÞ: ð62Þ
#F satisﬁes #F ðtÞ ¼ 0 for t4*t and #F ðtÞ50 for all t; #F is monotonically
increasing and limt!1 #F ðtÞ ¼ 1:
Now, as we have an explicit formula for #F ; it becomes easy to calculate
E #F ½ *LðT ð %
XPÞÞ and this expectation value provides an upper bound on the
average number of iterations of the Phase-I Algorithm (by using (40) and
(42)).
E½j
%
LðT ð
%
XPÞÞj
¼ E½ *LðT ð
%
XPÞÞ4E #F ½ *LðT ð
%
XPÞÞ
¼ ðmþ 1ÞE #F ½lnð1þ T ð
%
XPÞÞ ¼ ðmþ 1Þ
Z 1
1
lnð1þ tÞ d #F ðtÞ
¼ 0:8nðmþ 1Þ
mþ 1
n
 !
G
1
*t
 mnþ1Z 1
*t
lnð1þ tÞ
1
t2
dt
¼ 0:8nðmþ 1Þ
mþ 1
n
 !
G
1
*t
 mnþ1
lnð1þ *tÞ
*t
þ ln
1þ *t
*t
  
¼ ðmþ 1Þ lnð1þ *tÞ þ *t ln
1þ *t
*t
  
ðcf : ð60ÞÞ
4ðmþ 1Þðlnð1þ *tÞ þ *t ln 2Þ: ð63Þ
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which depends on the parameters m; n only, we should ﬁnd the explicit value
of *t; resp. an upper bound for it.
Remembering the implicit deﬁnition of *t in (60) we ﬁnd that any t
with
0:8n
mþ 1
n
 !
1
t
G
1
t
 mnþ1
41 ð64Þ
delivers an upper bound on *t: So, we have to consider the left-hand side in
(64) and we start by having a look at the function G 1t
 
: According to the
mean value theorem there exists a *h 2 ½0; h such that
GðhÞ ¼ Gð0Þ þ hgð *hÞ4
1
2
þ h
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
p ﬃﬃﬃﬃﬃ
2p
p ð1 *h2Þðn3Þ=241
2
þ h
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
p ﬃﬃﬃﬃﬃ
2p
p
) G
1
t
 
4
1
2
þ
1
t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
p ﬃﬃﬃﬃﬃ
2p
p : ð65Þ
A simple upper bound on 0:8n ðmþ1n Þ can be derived with Stirling’s formula
as follows:
0:8n
mþ 1
n
 !
40:8
ðmþ 1Þn
ðn 1Þ!
40:2ðmþ 1Þn
e
n 1
 n1=2
: ð66Þ
Now, we use these approximations to bound the left-hand side of
(64) and we should seek for a value of t which is great enough to assure
that
0:2ðmþ 1Þn
e
n 1
 n1=21
t
1
2
þ
1
t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
p ﬃﬃﬃﬃﬃ
2p
p
 !mþ1n
41 ð67Þ
, 0:2ðmþ 1Þn
e
n 1
 n1=21
t
 1=ðmþ1nÞ
1
2
þ
1
t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
p ﬃﬃﬃﬃﬃ
2p
p
 !
41: ð68Þ
It is clear that *t4t; that means the value of t would bound *t from
above.
HUHN AND BORGWARDT862Let us, for simplicity of the representation, substitute t :¼ W
ﬃﬃﬃﬃﬃﬃ
n1
p ﬃﬃﬃﬃ
2p
p : Now
our inequality reads as follows:
0:2ðmþ 1Þn
e
n 1
 n1=2 ﬃﬃﬃﬃﬃ2pp
W
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
p
 !1=ðmþ1nÞ
1
2
þ
1
W
 
41:
Since there is no chance to satisfy the above inequality for all m; n with
values W42; we restrict our considerations to values W > 2: But still we want
to ﬁnd a W as small as possible.
The left-hand side has as an upper bound
0:51ðmþ 1Þn
en1=2
ðn 1Þn
 1=ðmþ1nÞ
1
W1=ðmþ1nÞ
Wþ 2
2W
 
and still it would be sufﬁcient to ﬁnd a W making this expression less
than 1. But this would be satisﬁed if and only if the following inequality
holds:
0:51ðmþ 1Þn
en1=2
ðn 1Þn
 1=ðmþ1nÞ
4
2W
Wþ 2
W1=ðmþ1nÞ ð69Þ
, 0:51
en1=2
ðn 1Þn
 1=ðmþ1nÞ
ðmþ 1Þn=ðmþ1nÞ4
2W
Wþ 2
W1=ðmþ1nÞ
If n is ﬁxed, and m gets large, (i.e., m!1) we ﬁnd that
0:51
en1=2
ðn 1Þn
 1=ðmþ1nÞ
! 1 and ðmþ 1Þn=ðmþ1nÞ ! 1:
For W > 2 the right-hand side of (69) is obviously greater than 1. So, we can
state for all W > 2 and suitable m n that
0:51
en1=2
ðn 1Þn
 1=ðmþ1nÞ
ðmþ 1Þn=ðmþ1nÞ4
2W
Wþ 2
W1=ðmþ1nÞ ð70Þ
Consequently, for ﬁxed n and m large enough *t can be chosen as close to
2
ﬃﬃﬃﬃﬃﬃ
n1
p ﬃﬃﬃﬃ
2p
p as desired (remembering the substitution t ¼ W ﬃﬃﬃﬃﬃﬃn1p ﬃﬃﬃﬃ
2p
p and (70)). Then
asymptotically, i.e., for ﬁxed n and m large enough, this *t is suitable for
INTERIOR-POINT METHODS 863insertion into (63). The result of that consideration is
E½j
%
LðT ð
%
XPÞÞj4 ðmþ 1Þðlnð1þ *tÞ þ *t ln 2Þ
¼ ðmþ 1Þ ln 1þ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
p ﬃﬃﬃﬃﬃ
2p
p
 !
þ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
p ﬃﬃﬃﬃﬃ
2p
p ln 2
 !
4 2ðmþ 1Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
p
and so the following theorem is proved.
Theorem 2.4. For arbitrary, but fixed n and m large enough ðm nÞ; we
have
E½j
%
LðT ð
%
XPÞÞj4const:
ﬃﬃﬃ
n
p
m;
where const: is a constant independent of n and m.
Remark 2.13. The theorem shows that E½j
%
LðT ð
%
XPÞÞj4Oð
ﬃﬃﬃ
n
p
mÞ: But as
we have considered the asymptotic case and assumed n to be ﬁxed we may
argue that the factor
ﬃﬃﬃ
n
p
is a constant and this result may also be stated as
E½j
%
LðT ð
%
XPÞÞj4OðmÞ:
We can prove something more than this asymptotic result. In particular,
we are interested in ﬁnding conﬁgurations of m and n; for which inequality
(69) is satisﬁed with some special value for W:
If we observe only values of m which are larger than %kn 1; i.e., m5 %kn
1 for a ﬁxed %k55 and n53 and if we restrict to W > 2; then we may argue as
follows and this will lead to a successful analysis.
Recall inequality (69), which would be sufﬁcient for bounding *t; resp. W:
This inequality is equivalent to
1
mþ 1 n
ln 0:51þ n ln
mþ 1
n 1
 
þ n
1
2
  
4ln
2W
Wþ 2
 
þ
1
mþ 1 n
ln W
,
ln 0:51W
 
þ n ln mþ1n1
 
þ ðn 1
2
Þ
mþ 1 n
4ln

2W
Wþ 2

: ð71Þ
If we choose W > 2 then the right-hand side of (71) is positive
ln 2WWþ2
 
> 0
 
: Moreover, the left-hand side is monotonically decreasing
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 1 we have
ln 0:51W
 
þ n ln mþ1n1
 
þ ðn 1
2
Þ
mþ 1 n
4
ln 0:51W
 
þ n lnð %k nn1Þ þ ðn
1
2
Þ
ð %k  1Þn
4
1
%k  1
1
n
ln
0:51
W
 
þ ln %k
n
n 1
 
þ 1
1
2n
 
¼:
1
%k  1
qð %k; nÞ:
An upper bound for qð %k; nÞ is ln %k þ 1; because for W > 2; n53 we have
1
n
ln
0:51
W
 
þ ln %k
n
n 1
 
þ 1
1
2n
4
1
n
þ ln %k þ ln
n
n 1
 
þ 1
1
2n
4ln %k þ 1þ
1
n 1

3
2n
4ln %k þ 1:
Now, the only thing we have to do is to choose and to ﬁnd a W > 2 such that
ln %kþ1
%k1
4ln 2WWþ2
 
: This is equivalent to ðe  %kÞ1=ð
%k1Þ4 2WWþ2: And we can easily
show that by setting
W ¼ Wð %kÞ :¼
2ðe  %kÞ1=ð
%k1Þ
2 ðe  %kÞ1=ð
%k1Þ
;
we have 2Wð
%kÞ
Wð %kÞþ2
¼ ðe  %kÞ1=ð
%k1Þ: Finally, we use this Wð %kÞ to bound *t by
*t4*tð %kÞ :¼ Wð %kÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
p ﬃﬃﬃﬃﬃ
2p
p : ð72Þ
This (and (63)) leads to an upper bound for the expected complexity
E½j
%
LðT ð
%
XPÞÞj4 ðmþ 1Þðlnð1þ *tÞ þ *t ln 2Þ
4 ðmþ 1Þ ln 1þ Wð %kÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
p ﬃﬃﬃﬃﬃ
2p
p
 !
þ Wð %kÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
p ﬃﬃﬃﬃﬃ
2p
p ln 2
 !
4 ðmþ 1Þ ln 1þ 48:04
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
p ﬃﬃﬃﬃﬃ
2p
p
 !
þ 48:04
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
p ﬃﬃﬃﬃﬃ
2p
p ln 2
 !
4 ðmþ 1Þð17
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
p
Þ ¼ Oðm
ﬃﬃﬃ
n
p
Þ:
As we are ready now, we can state the ﬁnal theorem.
Theorem 2.5. For n53; m55n 1 the average number of steps of the
Phase-I Algorithm is at most Oðm
ﬃﬃﬃ
n
p
Þ under the uni-RSM.
Theorem 2.5 gives explicit conﬁgurations of m and n; for which we can
calculate an upper bound on the average number of iterations in the
described way.
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For n53; %k55; m5 %kn 1 the term Wð %kÞ is well deﬁned. Wð %kÞ is
monotonically decreasing in %k and we have Wð %kÞ448:04 and lim %k!1 Wð
%kÞ ¼ 2;
and analogously we have *tð %kÞ419:2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
p
and lim %k!1 *tð
%kÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
pðn 1Þ
q
:
Remember, that *tð %kÞ represents an upper bound on *t}the value, where our
lower bound on the distribution function FT starts to be nontrivial.
3. A PHASE-II ALGORITHM AND A TERMINATION PROCEDURE
TO STOP INTERIOR-POINT METHODS
3.1. An Interior-Point Method for Phase-II
For completeness, we brieﬂy discuss a typical IPM using the barrier
function approach (cf. [9, 22]). In this section, we may assume the LP to
have an optimal solution, as it is guaranteed at the end of phase-I. (In the
case that the LP is unbounded we stop after phase-I and do not proceed with
phase-II.)
3.1.1. Properties of Newton-Steps
Some notations have already been introduced in Section 2.2.3. The barrier
function for the problem (P) is deﬁned as in (23) by
fPðx;mÞ :¼ 
vT x
m

Xm
i¼1
lnð1 aTi xÞ;
where m is a positive parameter. We know that the barrier function fPðx;mÞ
achieves its minimum over XP at a unique point xðmÞ; namely the analytic m-
center. The measure for the distance of an interior feasible point x to xðmÞ
was deﬁned in (25) as
dðx;mÞ ¼ jjpðx; mÞjjH ðx;mÞ ¼ jjS
1Apðx;mÞjj ¼
Syðs;mÞ
m
 e



;
where pðx;mÞ is the Newton direction, H ðx; mÞ is the Hessian matrix and
gðx;mÞ is the gradient of fPðx;mÞ at x and yðs;mÞ ¼ mðS
1eþ S2Apðx;mÞÞ (cf.
(27)), i.e.,
gðx;mÞ ¼ 
1
m
vþ AT S1e; H ðx;mÞ ¼ AT S2A
and
pðx;mÞ ¼ H ðx;mÞ1gðx;mÞ:
An approximate m-center x 2 Int XP is characterized by dðx;mÞ51:
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minimal point of the barrier function) for ﬁxed m and then reduce the barrier
parameter m and start again. For approximating the m-analytic center we
will use Newton-steps. But before presenting a corresponding algorithm we
recall some fundamental properties. For proofs of the subsequent lemmata
we refer to [9].
Lemma 3.1. 1. For x 2 Int XP and d 2 Rn with jjd jjH ðx;mÞ51 we have xþ d 2
Int XP:
2. If dðx;mÞ51; then xþ :¼ xþ pðx;mÞ 2 Int XP and dðxþ;mÞ4dðx;mÞ
2:
3. For mþ :¼ ð1 %ZÞm with %Z 2 ð0; 1Þ we have dðx; mþÞ4
1
1%Zðdðx;mÞ þ %Z
ﬃﬃﬃﬃ
m
p
Þ:
4. Let dðx; mÞ41
2
; Z ¼ 1
6
ﬃﬃﬃ
m
p ; xþ :¼ xþ pðx;mÞ and mþ :¼ ð1 ZÞm: Then we
have dðxþ; mþÞ4
1
2
:
Lemma 3.2. If dðx; mÞ41; then yðs; mÞ ¼ mðS1eþ S2Apðx; mÞÞ is a
feasible point for (D) and
mðm dðx; mÞ
ﬃﬃﬃﬃ
m
p
Þ4sT yðs;mÞ4mðmþ dðx;mÞ
ﬃﬃﬃﬃ
m
p
Þ:
Before we introduce the algorithm we want to discuss how to stop.
3.1.2. Stopping Interior-Point Methods
For a given point x 2 Int XP we try to ﬁnd a vertex %x of XP with an
improved objective function value, i.e., vT %x5vT x: And we can check whether
or not the vertex %x is the optimal vertex. The way to ﬁnd such a vertex is to
project the given point onto the boundary of XP using the objective vector v
as direction of the projection. So, again let
IðxÞ :¼ fi j aTi x ¼ 1g  f1; . . . ;mg
be the index set of active constraints and
ATI :¼ ðai1 ; . . . ; aij Þ and PI :¼ E  A
T
I ðAIA
T
I Þ
1AI :
PI is a projection matrix on the null space of AI :
ALGORITHM 3 (Procedure Rounding)
Input: x 2 Int XP
1. l :¼ 0; xl :¼ x; d0 :¼ v; finitializationg
2. Iðx0Þ :¼ |; findex set of active constraintsg
3. repeat
4. compute al ¼Maxfa j a50; xl þ adl 2 XPg;
5. xlþ1 :¼ xl þ aldl;
6. choose ilþ1 2 fi j i =2 Il; aTi xlþ1 ¼ 1g;
7. Ilþ1 :¼ Il [ ilþ1;
8. compute PIlþ1 ; fprojection matrixg
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10. l :¼ lþ 1;
11. until l ¼ n;
12. compute *yT :¼ vTA1In ;
13. if *y50 and *yT eðnÞ ¼ vT xn then
14. return true (exit); fxn is the optimal vertexg
15. else
16. return false (exit); fxn is a nonoptimal vertexg
17. endif
Output: false: xn is a nonoptimal vertex of XP with vTxn > vT x0 or
true: xn is the optimal vertex of XP:
Theorem 3.1 (Complexity and Correctness of Algorithm 3).
1. Procedure Rounding terminates after at most n iterations.
2. The effort of each iteration is at most Oðmnþ n3Þ:
3. For all n > l50 we have xlþ1 2 XP and vT xlþ15vTxl > vTx0:
4. If Procedure Rounding returns true; then xn is the optimal vertex of
XP:
5. If Procedure Rounding returns false; then xn is a nonoptimal vertex
of XP with vTxn > vT x0:
Proof.
Part 1. The variable l is initialized (in line 1) with the
value 0, incremented by 1 (in line 10) and we stop if l ¼ n (line 11) at the
latest.
Part 2. Computing %al raises OðmnÞ arithmetic operations because
we have to take into account m constraints. The computation
of the projection matrix PIlþ1 can be done in Oðn
2Þ arithmetic
operations using update formulas, but the calculation of *y may cost Oðn3Þ;
whereas all other statements are done in at most OðnÞ arithmetic
operations.
Part 3. Because of the input and line 4/5 it is clear, that xlþ1 2 XP for all
l: Furthermore, we have
xlþ1 ¼ xl þ aldl and dl ¼ PIl1dl1 ¼ PIl1v
and for l ¼ 0 we can conclude that vTx1 ¼ vT ðx0 þ a0d0Þ ¼ vT x0 þ a0vT v >
vT x0 because a0 > 0 as x0 2 Int XP and x1 2 @XP; and for l51 that vTxlþ1 ¼
vT ðxl þ aldlÞ ¼ vT xl þ alvT PIl1v5v
T xl > vTx0 because al50 and PIl1 are
projection matrices and positive semideﬁnite.
Part 4. If Procedure Rounding returns true, then *y satisﬁes ATIn *y ¼
v; *y50 and eTðnÞ *y ¼ v
Txn: The condition of nondegeneracy guarantees that
HUHN AND BORGWARDT868the matrix AIn is of full rank and therefore *y is well deﬁned. Deﬁning %x :¼ xn
and %y 2 Rm by
%yk :¼
*yj for k ¼ ij 2 In;
0 otherwise;
(
we see that %x 2 XP; %y 2 XD and vT %x ¼ eT %y: So, from duality theory we
conclude that %x and %y are optimal for (P) resp. (D). Moreover, as AInx ¼ eðnÞ
we have n active (and linearly independent) constraints at xn; this point xn
has to be a vertex of XP:
Part 5. Procedure Rounding returns false, then nevertheless xn is a
vertex of XP for the same reasons as in the proof of part 4 and vT xn > vTx0
because of part 3. Now assume that xn is optimal: Then xn satisﬁes together
with some dual optimal solution y the conditions of complementary
slackness, and the primal and dual objective function values at xn; resp. y;
are equal. As a result of nondenegeneracy we know that aTi x51 for all i =2 In
and so the condition of complementary slackness enforces yi ¼ 0 for all
i =2 In: Let yIn denote the reduced vector which contains those components yi
of y with i 2 In: Then v ¼ ATy ¼ ATInyIn ; yIn50 and v
Txn ¼ eTðmÞy ¼ e
T
ðnÞyIn
and the reduced vector yIn satisﬁes the conditions that we asked for *y in the
procedure and that would have forced the output true. This is a
contradiction as we assumed the output to be false and therefore xn could
not be the optimal solution of (P). ]
Remark 3.1. Let xopt denote the optimal vertex of (P) and xII the second
best vertex of (P). If we start Procedure Rounding with x 2 Int XP and vT x >
vT xII; then Procedure Rounding ends up with output true and xn ¼ xopt:
3.1.3. A Phase-II Algorithm
Now we use the information of the previous sections to formulate an
interior-point method for linear programming problems of type (P).
ALGORITHM 4 (Barrier Method)
Input: x;m > 0 with dðx;mÞ41
2
and Z :¼ 1
6
ﬃﬃﬃ
m
p :
1. k :¼ 0; xk :¼ x; mk :¼ m; sk :¼ e Axk; finitializationg
2. compute Rounding ðxkÞ;
3. while Rounding ðxkÞ ¼ false do
4. compute pðxk ;mkÞ :¼ 1mkðA
T S2k AÞ
1ðv mkA
T S1k eÞ;
5. xkþ1 :¼ xk þ pðxk ; mkÞ;
6. skþ1 :¼ e Axkþ1;
7. mkþ1 :¼ ð1 ZÞmk;
8. k :¼ k þ 1;
9. endwhile
Output
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1. After k iterations the duality gap sTk yðsk ;mkÞ is less than mkðmþ
ﬃﬃﬃﬃ
m
p
Þ:
2. Let U :¼ vT xopt  vT xII: After KU iterations with
KU :¼
0 if m0ðmþ
ﬃﬃﬃﬃ
m
p
Þ4U ;
6
ﬃﬃﬃﬃ
m
p
ðlnU þ lnðm0ðmþ
ﬃﬃﬃﬃ
m
p
ÞÞÞ if m0ðmþ
ﬃﬃﬃﬃ
m
p
Þ > U ;
(
ð73Þ
we have the following bound for the duality gap: sTKU yðsKU ;mKU Þ4U and the
Barrier Method stops.
3. The Barrier Method terminates after at most Oð
ﬃﬃﬃﬃ
m
p
ðLþ lnmÞÞ ¼
Oð
ﬃﬃﬃﬃ
m
p
LÞ iterations in the worst case (using the complexity model of 2.1.4).
4. The effort of each iteration is at most Oðmn2 þ n4Þ:
Proof.
Part 1. Due to Lemma 3.2 and dðxkmkÞ4
1
2
we have
sTk yðsk ; mkÞ4mkðmþ dðxkmkÞ
ﬃﬃﬃﬃ
m
p
Þ4mkðmþ
ﬃﬃﬃﬃ
m
p
Þ:
Part 2. According to Remark 3.1 the Barrier Method stops if vT xK >
vT xII or equivalently if vT xopt  vT xK5vT xopt  vT xII ¼ U at some iterate xK :
What we can ensure by Lemma 3.2 is
vT xopt  vT xK4sTKyðsK ;mK Þ4mK ðmþ
ﬃﬃﬃﬃ
m
p
Þ4ð1 ZÞKm0ðmþ
ﬃﬃﬃﬃ
m
p
Þ:
The last inequality holds because of line 7 of the Barrier Method. Now, for
termination it is sufﬁcient to choose K such that
ð1 ZÞKm0ðmþ
ﬃﬃﬃﬃ
m
p
Þ4U ; resp:; ð1 ZÞK4
U
m0ðmþ
ﬃﬃﬃﬃ
m
p
Þ
: ð74Þ
In the case that m0ðmþ
ﬃﬃﬃﬃ
m
p
Þ4U it follows that U
m0ðmþ
ﬃﬃﬃ
m
p
Þ
> 1 whereas the
right-hand side ð1 ZÞK of (74) is smaller than 1 for all K50: So the Barrier
Method stops immediately and the vertex calculated by Procedure Round-
ing is the optimal solution of (P). In the case of m0ðmþ
ﬃﬃﬃﬃ
m
p
Þ > U we obtain
from (74)
ð1 ZÞK4
U
m0ðmþ
ﬃﬃﬃﬃ
m
p
Þ
,K lnð1 ZÞ4ln
U
m0ðmþ
ﬃﬃﬃﬃ
m
p
Þ
 !
,K5
1
lnð1 ZÞ
ðlnU  lnðm0ðmþ
ﬃﬃﬃﬃ
m
p
ÞÞÞ:
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lnð1ZÞðlnU
lnðm0ðmþ
ﬃﬃﬃﬃ
m
p
ÞÞÞ: Because of lnð1 ZÞ4 Z and m0ðmþ
ﬃﬃﬃﬃ
m
p
Þ > U we have
1
lnð1 ZÞ
ðlnU  lnðm0ðmþ
ﬃﬃﬃﬃ
m
p
ÞÞÞ4
1
Z
ðlnU  lnðm0ðmþ
ﬃﬃﬃﬃ
m
p
ÞÞÞ
and it is sufﬁcient (for termination) to choose any K with
K5
1
Z
ðlnU  lnðm0ðmþ
ﬃﬃﬃﬃ
m
p
ÞÞÞ ¼ 6
ﬃﬃﬃﬃ
m
p
ðlnU þ lnðm0ðmþ
ﬃﬃﬃﬃ
m
p
ÞÞÞ:
Part 3. Using part 2 we see that the Barrier Method has to stop after at
most Oð
ﬃﬃﬃﬃ
m
p
ðlnU þ lnðm0ðmþ
ﬃﬃﬃﬃ
m
p
ÞÞÞÞ iterations. From complexity theory
we know that U5Oð2LÞ and m042
L in the worst case
K ¼Oð
ﬃﬃﬃﬃ
m
p
ðlnU þ lnðm0ðmþ
ﬃﬃﬃﬃ
m
p
ÞÞÞÞ
4Oð
ﬃﬃﬃﬃ
m
p
ðLþ Lþ lnðmþ
ﬃﬃﬃﬃ
m
p
ÞÞÞ ¼ Oð
ﬃﬃﬃﬃ
m
p
LÞ:
Part 4. The computation of H ðxk ; mkÞ can be done in Oðmn
2Þ arithmetic
operations and the effort of inverting this matrix and for Procedure
Rounding is at most Oðmn2 þ n4Þ: All other calculations can be done with
less effort. ]
We have seen that the complexity/number of iterations of the Barrier
Method depends on U (the difference between the optimal and the second
best vertex), resp. lnU : As we are interested not only in the worst case, but
also in the average-case analysis we will study the distribution of U :
3.2. Distribution of the Difference Between the Objective Values at the Best
and Second Best Vertex
In this section, we try to develop a distribution for the difference between
the objective values of the two best vertices.
We start by presenting the underlying geometry. Then we will derive an
exact integral representation of the distribution and continue with
approximations of different parts of this integral/distribution function. In
Section 3.2.4 we merge the results of the previous sections to derive the
desired distribution function and expectation values.
3.2.1. The Difference Between the Best and Second Best Vertex
Two adjacent vertices. To characterize two adjacent vertices, especially the
best and the second best vertex, we make use of two sequential coordinate
INTERIOR-POINT METHODS 871transformations. The ﬁrst transformation replaces the points a1; . . . ; am by
new points b1; . . . ; bm; such that bn1 ¼    ¼ b
n
n and that the basic simplex
convðb1; . . . ; bnÞ is fully located in the level of height h 2 ð0; 1Þ: So, we have
bn1 ¼ h; . . . ; b
n
n ¼ h:
And a second transformation maps b1; . . . ; bm to new points c1; . . . ; cm
with the property cn1 ¼ h; . . . ; c
n
n ¼ h and c
n1
1 ¼ y; . . . ; c
n1
n1 ¼ y; so the
ðn 1Þth coordinate of the ﬁrst n 1 points becomes equal. The remaining
degree of freedom in that transformation can be used to ascertain that

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
5cn1n 5y5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
: That means that we carry out a second
rotation of Rn1; which keeps the nth coordinate axis unchanged. So we
concentrate on the conﬁguration, where cn is ‘‘left’’ of aff ðc1; . . . ; cn1Þ;
which will in further applications be regarded as a certain rotation axis.
In our notation we use %ci for the vector ðc1i ; . . . ; c
n1
i Þ
T 2 Rn1 and %%ci for
ðc1i ; . . . ; c
n2
i Þ
T 2 Rn2: In the new space we have a basic simplex SðDÞ ¼
convðci; i 2 DÞ with the basic index set D ¼ f1; . . . ; ng and a basic solution
xD ¼ 1hen ¼ ð0; . . . ; 0; hÞ
T : xD is the unique solution of cT1 x ¼ 1; . . . ; c
T
n x ¼ 1:
It is clear that (according to Lemma 2.8) xD is a vertex of X if and only if
SðDÞ is a boundary simplex of Y ¼ convð0; c1; . . . ; cmÞ: And this means that
cnnþ1; . . . ; c
n
m4h:
In the following, we will work under the condition that xD is the optimal
vertex on X with respect to the objective vT x: From the Lemma of Farkas it
is then clear that in the dual space v 2 coneðc1; . . . ; cmÞ:
Now let us think about those vertices on X ; which are adjacent to xD: It is
known that one of these will be the second best vertex. And there is an edge
connecting xD with that second best vertex. Such an edge keeps n 1 of the
restrictions cT1 x41; . . . ; c
T
n x41 tight (as they are active in xD), but it loosens
one of those n restrictions. W.l.o.g. let the nth restriction be that to be
loosened. So the edge under consideration has the form fx 2 X j cT1 x ¼
1; . . . ; cTn1x ¼ 1g: This edge is on one side bounded by xD (where c
T
n x41 is
tight, too) and on the other side there are two options. Either this edge is
unbounded, which means that a move away from xD on our edge relaxes all
other restrictions cTn x41; . . . ; c
T
mx41: Or it is bounded, which means that
our move ends at another vertex xD0 ; where our move decreases some (at
least one) of the slacks 1 cTi x ði5nþ 1Þ: And xD0 is the point, where the
ﬁrst of these slacks becomes 0 (the ﬁrst of these restrictions becomes tight).
Again, w.l.o.g. let cTnþ1x41 be that critical restriction. In the dual space
that means that c1; . . . ; cn1 and cnþ1 span another basic simplex of Y : And
this is also a boundary simplex of Y ; if and only if cn; cnþ2; . . . ; cm lie ‘‘below’’
the hyperplane spanned by c1; . . . ; cn1 and cnþ1 (‘‘below’’ means in the same
halfspace as the origin).
We can formalize the alternative above in the following way:
1. fx 2 X j cT1 x ¼    ¼ c
T
n1x ¼ 1g is an inﬁnite edge of X starting at xD; if
and only if convð0; c1; . . . ; cn1Þ is a boundary simplex of Y :
HUHN AND BORGWARDT872This can also be characterized by the following condition:
For k ¼ n; nþ 1; . . . ;m it holds that
h
y
 !T
cn1k
cnk
 !
40 resp: cn1k h c
n
ky40:
2. fx 2 X j cT1 x ¼    ¼ c
T
n1x ¼ 1g is a bounded edge of X starting at xD
and ending at a vertex xD0 with D
0 ¼ f1; . . . ; n 1; nþ 1g if and only if
convðc1; . . . ; cn1; cnþ1Þ is a boundary simplex of Y :
In this case it is necessary that
h
y
 !T
cn1nþ1
cnnþ1
 !
> 0 ðresp: cn1nþ1h c
n
nþ1y > 0Þ
and that for all k ¼ n; nþ 2; . . . ;m it holds that
xn1D0
xnD0
 !T
cn1k
cnk
 !
41 resp:
ðh cnnþ1Þc
n1
k þ ðc
n1
nþ1  yÞc
n
k
cn1nþ1h c
n
nþ1y
41;
where
xD0 ¼
h cnnþ1
cn1nþ1h c
n
nþ1y
en1 þ
cn1nþ1  y
cn1nþ1h c
n
nþ1y
en:
This reﬂects the fact that xD0 is the normal vector on the afﬁne hull of
c1; . . . ; cn1; cnþ1 ð¼ aff ðc1; . . . ; cn1; cnþ1ÞÞ and that cT1 xD0 ¼    ¼ c
T
n1xD0 ¼
cTnþ1xD0 ¼ 1:
It will be useful to know that
h0 :¼
1
jjxD0 jj
¼
cn1nþ1h c
n
nþ1yﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðh cnnþ1Þ
2 þ ðcn1nþ1  yÞ
2
q and jjxD0 jj ¼ 1h0
and that this is the distance from the origin to H ðc1; . . . ; cn1; cnþ1Þ:
Now it is possible to deﬁne an index set Kh;y as follows:
Kh;y :¼ fk5nþ 1 j cn1k h c
n
ky > 0g:
This is the index set of restrictions, whose slacks are decreased when we
move away from xD on our edge with direction ð0; . . . ; 0; h;yÞ:
Our combination of two boundary simplices can also be interpreted
as a kink on the surface of Y : Therefore note that the two simplices
SðDÞ ¼ convðc1; . . . ; cn1; cnÞ and SðD0Þ; resp. convðc1; . . . ; cn1; cnþ1Þ;
have a common side simplex convðc1; . . . ; cn1Þ; which is the intersection
of these two sets. The afﬁne hull fx j xn1 ¼ y; xn ¼ hg of this intersection
FIG. 4. After the rotations we have the following situation: The vertices xD and xD0 are lying
in the ðen1; enÞ-plane, and the points c1; . . . ; cn1 are projected to ðy; hÞ; cn is projected to
ðcn1n ; hÞ on the same level, and cnþ1 is the point which determines the adjacent vertex, resp. the
adjacent boundary simplex SðD0Þ:
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mine the kink-angle j between the two hyperplanes H ðc1; . . . ; cn1; cnÞ and
H ðc1; . . . ; cn1; cnþ1Þ as j :¼ arcðxD; xD0 Þ: From this rotation axis we can
associate with every point 0; cnþ1; . . . ; cm such a rotation angle in ð0;pÞ
(Figs. 4 and 5)
j0 :¼ arcos
yﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h2 þ y2
p ð75Þ
and
jk :¼ arccos
cn1k  yﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðh cnkÞ
2 þ ðcn1k  yÞ
2
q for k5nþ 1:
It is immediate that convðc1; . . . ; cn1; cnþ1Þ is a boundary simplex of Y if and
only if
jnþ1 ¼Minfj0;jnþ1;jnþ2; . . . ;jmg:
FIG. 5. This ﬁgure illustrates the heights h; h0 and the angles j0;j ¼ jnþ1 according to the
situation of Fig. 4.
HUHN AND BORGWARDT874And there is no adjacent basic simplex as boundary simplex, resp. the xD-
incident edge is unbounded if and only if
j0 ¼Minfj0;jnþ1;jnþ2; . . . ;jmg:
In case of a boundary simplex convðc1; . . . ; cn1; cnþ1Þ it is easy to
calculate
h0 ¼
cn1nþ1h c
n
nþ1yﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðh cnnþ1Þ
2 þ ðcn1nþ1  yÞ
2
q ¼ h cos jnþ1 þ y sin jnþ1: ð76Þ
And we have
xD0 ¼
1
h cos jnþ1 þ y sin jnþ1
ðcos jnþ1en1 þ sin jnþ1enÞ:
INTERIOR-POINT METHODS 875Note that in our stochastic model (uni-RSM) the intersection of the unit
sphere on with the hyperplane H ðc1; . . . ; cn1; cnÞ is a sphere of radiusﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
and the intersection of on with the H ðc1; . . . ; cn1; cnþ1Þ is a sphere
of radius ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2 cos j2nþ1  y
2 sinj2nþ1  2hy sin jnþ1 cos jnþ1
q
:
The difference of objective values. We work under the assumption that xD is
the optimal vertex (which is equivalent to v 2 coneðc1; . . . ; cnÞ).
Incident to xD is the edge fx 2 X j cT1 x ¼    ¼ c
T
n1x ¼ 1g; which
turns out to be either a ray of the form xD þ Rð0; . . . ; 0; h;yÞ
T or a ﬁnite
line of the form ½xD; xD0 ; where xD0  xD is a positive multiple of
ð0; . . . ; 0; h;yÞT :
Now we try to analyze the behavior of the objective function vT x when we
leave xD and run along that edge. In both cases it is clear that vT x will
decrease, because xD had been optimal. This can also be seen from a
decomposition of v into three orthogonal components:
1. a multiple of ð0; . . . ; 0; y; hÞT called *v;
2. a vector of fx 2 Rn j xn1 ¼ xn ¼ 0g #¼Rn2 called %%v;
3. a vector orthogonal to fx 2 Rn j xn1 ¼ xn ¼ 0g and ð0; . . . ; 0; y; hÞT in
direction ð0; . . . ; 0;h; yÞT ; called #v (Fig. 6).
So we get v ¼ *vþ %%vþ #v:
Since the direction of our edge is ð0; . . . ; 0; h;yÞT and hence orthogonal
to fx 2 Rn j xn1 ¼ xn ¼ 0g; it is clear that %%vT ð0; . . . ; 0; h;yÞT ¼ 0 and so %%v
does not inﬂuence the level of decrement of the objective.
Now let us think about *vT ðxD  xD0 Þ: This scalar product is 0, because
xD  xD0 is a multiple of ð0; . . . ; 0; h;yÞ
T and *v is a multiple of
ð0; . . . ; 0; y; hÞT and these two vectors are orthogonal. We can determine *v
by measuring the distance of v to %H :¼ H ð0; c1; . . . ; cn1Þ:
distðv; %HÞ ¼
0ðn2Þ
h
y
0
B@
1
CA
T v1
..
.
vn
0
BB@
1
CCA

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h2 þ y2
p ¼ jhvn1  yvnjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h2 þ y2
p ¼ hðvn1  y vnh Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h2 þ y2
p :
So we know that
*v ¼
jhvn1  yvnjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h2 þ y2
p 0ðn2Þh
y
0
B@
1
CA:
FIG. 6. Decomposition of v: As the ﬁgure shows the projection onto the ðen1; enÞ-plane, we
cannot see v; but we do see v %%v; which corresponds to the orthogonal projection of v onto the
plane spanned by ðen1; enÞ:
HUHN AND BORGWARDT876If we apply the same distance measure to cn; we obtain (since cnn ¼ h and
using %%cT ¼ ðc1n; . . . ; c
n2
n Þ)
distðcn; %HÞ ¼
0ðn2Þ
h
y
0
B@
1
CA
T %%c
cn1n
h
0
B@
1
CA

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h2 þ y2
p ¼ jhcn1n  yhjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h2 þ y2
p ¼ hðcn1n  yÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h2 þ y2
p :
Now, we see that
distðv; %HÞ
distðcn; %HÞ
¼
vn1  y v
n
h
cn1n  y
¼
y vn1 hvn
y cn1n
vn
h
:
On the other hand, we can exploit the fact that v 2 coneðc1; . . . ; cnÞ
if and only if xD is optimal, resp. convðc1; . . . ; cnÞ; is the optimal boundary
INTERIOR-POINT METHODS 877simplex. But then it is clear that hvn v 2 convðc1; . . . ; cnÞ: Hence
h
vn v ¼ lcn þ
ð1 lÞc for a certain point c 2 coneðc1; . . . ; cn1Þ and l 2 ð0; 1Þ; or
equivalently v ¼ v
n
h lcn þ
vn
h ð1 lÞc; where the vector
vn
h c is an element of
%H: We see that
distðv; %HÞ ¼ dist
vn
h
lcn; %H
 
¼
vn
h
l distðcn; %HÞ;
because 0 2 %H: And now it is clear that
y vn1 hvn
y cn1n
vn
h
¼
vn
h
l resp: l ¼
y vn1 hvn
y cn1n
:
That means that this l is not only the internal coefﬁcient for the intersection
point of Rþv in terms of convðc1; . . . ; cnÞ; but also the share of the distance of
that point to %H compared with the maximal possible distance achievable in
convðc1; . . . ; cnÞ; namely distðcn; %HÞ: This maximal distance arises when l ¼
1; i.e., when we take v :¼ cn 2 on: Now we can evaluate vT ðxD  xD0 Þ as
follows (Fig. 7):
vT ðxD  xD0 Þ ¼ v
n 1
h
 vn1
h cnnþ1
cn1nþ1h c
n
nþ1y
 vn
cn1nþ1  y
cn1nþ1h c
n
nþ1y
¼
h cnnþ1
cn1nþ1h c
n
nþ1y
l
vn
h
ðy cn1n Þ
 
¼
h cnnþ1
cn1nþ1h c
n
nþ1y
distðv; %HÞ
distðcn; %HÞ
ðy cn1n Þ
and for further considerations we change the order of the factors and we can
use a fourth factor by writing ðy cn1n Þ ¼
ðycn1n Þﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 h2p ; so
vT ðxD  xD0 Þ ¼
distðv; %HÞ
distðcn; %HÞ
ðy cn1n Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 h2p h cnnþ1
cn1nþ1h c
n
nþ1y
: ð77Þ
The ﬁrst factor (quotient) describes a relative position of v; responsible for
the superiority of xD together with the factor ðy cn1n Þ which strengthens
that effect. As long as ðy; hÞ are ﬁxed, this explains in a certain sense the
deviation from convðc1; . . . ; cn1Þ in the ðn 1Þth coordinate. And the factor
hcnnþ1
cn1nþ1hc
n
nþ1y
does not depend on the location of v at all, but it reﬂects the
inﬂuence of the second facet with its augmenting point cnþ1: We call that the
‘‘kink-factor’’.
FIG. 7. Description of vT ðxD  xD0 Þ and distances to %H used in (77).
HUHN AND BORGWARDT878The kink-factor. Let us have a closer look at the factor
hcnnþ1
cn1nþ1hc
n
nþ1y
and the
analogous factors
hcnk
cn1k hc
n
ky
for the points ck with k ¼ nþ 2; . . . ;m:
In the case where cn1k h c
n
ky > 0 (and the corresponding factor is
positive), ck may replace cn in D and induce a new vertex xDn;k ; because
k 2 Kh;y: Here Dn;k denotes the index set D=fng [ fkg: We are going to
characterize the boundary simplex condition of convðc1; . . . ; cn1; cnþ1Þ this
time in terms of the kink-angle jnþ1 ¼Minfj0;jnþ1; . . . ;jmg; where jk is
deﬁned as in (75).
Since cn1k ¼ yþ ðh c
n
kÞ
cos jk
sin jk
the kink-factors can be described as
h cnk
cn1k h c
n
ky
¼
sin jk
y sin jk þ h cos jk
¼
sin jk
hk
;
INTERIOR-POINT METHODS 879where hk is deﬁned analogously to (76) as
hk :¼
1
jjxDn;k jj
¼ h sin jk þ y cos jk 2 ð0; 1Þ ðfor k 2 Kh;yÞ:
So the description of the kink-factor above leads to the following
estimation:
h cnk
cn1k h c
n
ky
¼
sin jk
hk
5sin jk5
2
p
jk : ð78Þ
The minimal difference. So far, we have studied the objective difference,
when we replace cn by another suitable point ðcnþ1Þ; which means that we
leave xD on the corresponding edge. But there are n different edges incident
to xD: Each of them results from replacing one of the generators of
convðc1; . . . ; cnÞ by another point ck ðk5nþ 1Þ}if possible.
The lowest objective difference will then be achieved at one of these
edges. Now we must generalize our notation: Let ci be the generator to be
replaced and ckðiÞ with kðiÞ5nþ 1 the point replacing ci; then the new basic
index set is Di;kðiÞ ¼ D=fig [ fkðiÞg and xDi;kðiÞ the corresponding vertex (if it
exists). And we write Ui for the corresponding difference of the objective
function, so
Ui ¼
vT ðxD  xDi;kðiÞ Þ if a vertex xDi;kðiÞ exists;
1 if no such vertex exists:
(
If a vertex xDi;kðiÞ exists then we have a formulation of v
T ðxD  xDi;kðiÞ Þ
as a product analogously to (77). And the minimal objective difference
results as Mini¼1;...;nUi: W.l.o.g. we may study Un and assume that kðnÞ ¼
nþ 1: This will lead to an estimation for the probability that
Mini¼1;...;n Ui4e 8e50:
3.2.2. The Distribution of the Objective Difference (Part 1)
An exact integral quotient for the distribution. In this section, we
try to analyze the three (resp. four) factors from a probabilistic point of
view.
We work under the guaranteed assumption that jjxoptjj ¼ jjxDjj41q
for a ﬁxed constant q 2 ð0; 1Þ: This assumption may not be true
for all constellations of the vectors ai; i ¼ 1; . . . ;m; and v but the proba-
bility that this condition is satisﬁed tends to one in the asymptotic
case. Remark 3.2 will give explicit bounds on that probability. But
it has a second useful implication. If we allow q to vary with the dimen-
sion pairs ðm; nÞ}and regard it as ﬁxed value only as long as we are in the
same ðm; nÞ-class}then we ﬁnd a sequence of qðm; nÞ values tending to
HUHN AND BORGWARDT8801 for m!1 and n ﬁxed such that even then the probability of our event
tends to 1.
We start our considerations in the original conﬁguration of the vectors
ai ði ¼ 1; . . . ;mÞ: Our interest is directed towards a conditional probability
of the following kind. For this, we want to derive an integral formula and we
set U ¼Mini2DUi and consider e > 0:
FU ðeÞ :¼ P U4e j xD is the optimal vertex ^ jjxDjj4
1
q
 
¼
P ðU4e^ xD is the optimal vertex ^ jjxDjj41qÞ
P ðxD is the optimal vertex ^ jjxDjj41qÞ
¼
Rmþ1
Rn
IfU4egIfxD is the optimal vertexgIfjjxD jj41=qgdF ðvÞ dF ða1Þ    dF ðamÞRmþ1
Rn
IfxD is the optimal vertexgIfjjxD jj41=qgdF ðvÞ dF ða1Þ    dF ðamÞ
:
Note that IfxD is the optimal vertexg ¼ IfxD is a vertexgIfv2coneðai; i2DÞg: Therefore,
FU ðeÞ ¼
Rmþ1
Rn
IfU4egIfxD is a vertexgIfv2coneðai; i2DÞgRmþ1
Rn
IfxD is a vertexgIfv2coneðai ; i2DÞg

I
fjjxD jj4
1
qg
dF ðvÞ dF ða1Þ    dF ðamÞ
I
fjjxD jj4
1
qg
dF ðvÞ dF ða1Þ    dF ðamÞ
:
Again, w.l.o.g. it is feasible to choose D ¼ f1; . . . ; ng: Our ﬁrst coordinate
transformation ai ! bi; bn1 ¼    ¼ b
n
n ¼ h delivers
FU ðeÞ ¼
R 1
0
R ðnÞ
Rn1
R ðmnÞ
Rn
R
Rn
Ifh5qg
Qm
k¼nþ1 Ifbnk4hgIfU4egIfv2coneðbi; i2DÞgR 1
0
R ðnÞ
Rn1
R
Rn
GðhÞmnIfh5qgIfv2coneðbi; i2DÞgf ðvÞ dv

f ðvÞ dv
Qm
k¼nþ1 f ðbkÞ dbnþ1    dbmjDetðBÞj
Qn
k¼1 f ðbkÞ d %b1    d %bn dh
jDetðBÞj
Qn
k¼1 f ðbkÞ d %b1    d %bn dh
;
where B is the same matrix as in (53) and ln1ðonÞDetðBÞ is the Jacobian of
this ﬁrst transformation and the marginal distribution function G was
introduced in (48). In the second transformation we replace the bi’s by ci’s
such that cn11 ¼    ¼ c
n1
n1 ¼ y and c
n1
n 5y and c
n
1 ¼    ¼ c
n
n ¼ h:
The Jacobian of that transformation is ln2ðon1ÞDetð %CÞ; where
%C :¼
c11    c
n2
1 1
..
. ..
. ..
.
c1n1    c
n2
n1 1
0
BB@
1
CCA:
INTERIOR-POINT METHODS 881The matrix B now turns into a matrix
C ¼
c11    c
n2
1 y 1
..
. ..
. ..
. ..
.
c1n    c
n2
n y 1
0
BB@
1
CCA:
And we know that
jDetðBÞj ¼ jDetðCÞj ¼ ln1ðconvðc1; . . . ; cnÞÞðn 1Þ!
¼ jy cn1n jln2ðconvðc1; . . . ; cn1ÞÞðn 2Þ!
jDetð %CÞj ¼ ln2ðconvðc1; . . . ; cn1ÞÞðn 2Þ!
)jDetð %CÞj jDetðCÞj
¼ jy cn1n jðln2ðconvðc1; . . . ; cn1ÞÞÞ
2ððn 2Þ!Þ2:
After changing the order of integrations (Fubini), we arrive at
FU ðeÞ ¼
R 1
q
R ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p R
Rn1
jy cn1n jIfcn1n 4yg
R ðmnÞ
Rn
Qm
k¼nþ1 Ifcnk4hg
R 1
q GðhÞ
mn R ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p R
Rn1
jy cn1n jIfcn1n 4yg

R ðn1Þ
Rn2
ln2ðconvðc1; . . . ; cn1ÞÞ
2
R
Rn
IfU4egIfv2coneðc1;...;cnÞgf ðvÞ dvR ðn1Þ
Rn2
ln2ðconvðc1; . . . ; cn1ÞÞ
2V ðc1; . . . ; cnÞ

Qn1
i¼1 f ðciÞ d %%c1    d %%cn1
Qm
k¼nþ1 f ðckÞ dcnþ1    dcmf ðcnÞ d %cn dy dhQn1
i¼1 f ðciÞ d %%c1    d %%cn1f ðcnÞ d %cn dy dh
;
where we use V ðc1; . . . ; cnÞ for
ln1ðconeðc1; . . . ; cnÞ \ onÞ
ln1ðonÞ
¼
Z
Rn
Ifv2coneðc1;...;cnÞgf ðvÞ dv:
This is the ﬁnal stage where we are able to give an exact formula for FU ðeÞ: In
the following, we shall deal with approximations of that distribution
function, resp. probability.
An estimation of FU in four separate factors. Let us estimate FU ðeÞ for
arbitrary values e 2 ð0; 1:
Our ﬁrst observation is that fU4eg ¼
Sn
i¼1 fUi4eg and therefore for the
indicator functions we have IfU4eg4
Pn
i¼1 IfUi4eg: The rotation symmetry
ascertains that the events fUi4eg are distributed identically and henceZ
Rn
IfU4egIfv2coneðc1;...;cnÞgf ðvÞ dv4n
Z
Rn
IfUn4egIfv2coneðc1;...;cnÞgf ðvÞ dv:
HUHN AND BORGWARDT882So we are allowed to concentrate on Un (and let cnþ1 be the replacing
vector). Remember that
fUn4eg ,
distðv; %HÞ
distðcn; %HÞ
ðy cn1n Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 h2p h cnnþ1
cn1nþ1h c
n
nþ1y
4e
( )
,
distðv; %HÞ
distðcn; %HÞ
ðy cn1n Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 h2p sin jnþ1
y sin jnþ1 þ h cos jnþ1
4e
( )
:
Now the validity of fUn4eg depends on four factors. And it is clear that for
any choice of a1; a2; a3; a450 such that a1 þ a2 þ a3 þ a441 we have the
following inequality:
IfUn4eg4 I distðv; %HÞ
distðcn; %HÞ
4ea1
n o þ I
ðycn1n Þﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p 4ea2
( )
þ I
f
ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p
4ea3g
þ I sin jnþ1
y sin jnþ1þh cos jnþ1
4ea4
n o:
This inequality is immediate: if all events on the right-hand side happen to
fail, then the event on the left-hand side happens to fail, too.
In the view of the role of Un corresponding to U it is clear that
FU ðeÞ4n
I1
I0
þ n
I2
I0
þ n
I3
I0
þ n
I4
I0
: ð79Þ
Here,
I0 :¼
Z 1
q
GðhÞmn
Z ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p Z
Rn1
jy cn1n jIfcn1n 4yg

Z ðn1Þ
Rn2
ln2ðconvðc1; . . . ; cn1ÞÞ
2V ðc1; . . . ; cnÞ

Yn1
i¼1
f ðciÞ d %%c1    d %%cn1f ðcnÞ d %cn dy dh;
recall that V ðc1; . . . ; cnÞ ¼ 1ln1ðonÞ
R
coneðc1;...;cnÞ\on
1 dv:
I1 :¼
Z 1
q
GðhÞmn
Z ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p Z
Rn1
jy cn1n jIfcn1n 4yg

Z ðn1Þ
Rn2
ln2ðconvðc1; . . . ; cn1ÞÞ
2
Z
v2coneðc1;...;cnÞ\on
I distðv; %HÞ
distðcn; %HÞ
4ea1
n o dv

Yn1
i¼1
f ðciÞ d %%c1    d %%cn1f ðcnÞ d %cn dy dh;
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Z 1
q
GðhÞmn
Z ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p Z
Rn1
jy cn1n jIfcn1n 4yg

Z ðn1Þ
Rn2
ln2ðconvðc1; . . . ; cn1ÞÞ
2V ðc1; . . . ; cnÞI
ðycn1n Þﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p 4ea2
( )

Yn1
i¼1
f ðciÞ d %%c1    d %%cn1f ðcnÞ d %cn dy dh;
I3 :¼
Z 1
q
GðhÞmnIf
ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p
4ea3g
Z ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p Z
Rn1
jy cn1n jIfcn1n 4yg

Z ðn1Þ
Rn2
ln2ðconvðc1; . . . ; cn1ÞÞ
2V ðc1; . . . ; cnÞ

Yn1
i¼1
f ðciÞ d %%c1    d %%cn1f ðcnÞ d %cn dy dh;
I4 :¼
Z 1
q
Z ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p Z
Rn1
jy cn1n jIfcn1n 4yg

Z ðmnÞ
Rn
Ym
k¼nþ1
Ifcnk4hgI Kh;y=| and Mink2Kh;y
sin jk
y sin jkþh cos jk
4ea4
n o

Z ðn1Þ
Rn2
ln2ðconvðc1; . . . ; cn1ÞÞ
2V ðc1; . . . ; cnÞ

Yn1
i¼1
f ðciÞ d %%c1    d %%cn1
Ym
k¼nþ1
f ðckÞ dcnþ1    dcmf ðcnÞ d %cn dy dh:
Remember that
I
Kh;y=| and Mink2Kh;y
sin jk
y sin jkþh cos jk
4ea4
n o ¼ I sin jnþ1
y sin jnþ1þh cos jnþ1
4ea4
n o;
as we have assumed that kðnÞ ¼ nþ 1 and that Un is the minimal objective
difference.
3.2.3. The Four Quotients
In this section, we will derive approximations for the distributions of the
four different quotients. As this requires various arguments from integration
HUHN AND BORGWARDT884and measure theory, the section will be quite technical. So, the reader may
skip this part and go on with Section 3.2.4, where the results of all the
approximations are summarized.
The relative distance. To study the distribution of the distance of v to
%H ¼ H ð0; c1; . . . ; cn1Þ under the condition that R
þv\ convðc1; . . . ; cnÞ=|;
we can employ results from [7] about the relation between the spherical
measures V ðc1; . . . ; cnÞ and W ðc1; . . . ; cn1Þ :¼
ln2ðconeðc1;...;cn1Þ\onÞ
ln2ðon1Þ
: Both ﬁg-
ures are spherical measures of the cones spanned by the corresponding set of
vectors.
If z is deﬁned as the normal vector on %H (positively directed towards cn),
then for any w 2 on \ %H and cn 2 on it is known that
V ðc1; . . . ; cnÞln1ðonÞ ¼ ln1ðconeðc1; . . . ; cnÞ \ onÞ
¼
Z
coneðc1;...;cnÞ\on
U ðcn; z;wÞln2ðdn1wÞ
with
U ðcn; z;wÞ ¼
ln2ðon1Þ
ln1ðonÞ
distðcn; %HÞ
ð1 ðcTn wÞ
2Þðn1Þ=2
Z 1
cTn w
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p n3
dh:
When we partition the ground area coneðc1; . . . ; cn1Þ \ on into small sets
MðwiÞ; where MðwiÞ denotes a neighborhood of wi; we induce a
corresponding partition of coneðc1; . . . ; cnÞ \ on into small spherical sets
coneðMðwiÞ; cnÞ \ on:
But to the latter set our formula can be applied, too.
Ignoring all the constants including the position of cn; %H and
w; the varying inﬂuence of the spherical effect is described in the last
integral.
This gives a chance to describe a sufﬁciently good internal distribution of
points on the ‘‘stripe’’ coneðMiðwÞ; cnÞ \ on:
First we note thatZ 1
cTn w
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p n3
dh ¼
Z b
0
sin gn2 dg;
where b ¼ ]ðcn;wÞ; resp. cosðcn;wÞ ¼ cTn w and h ¼ cos g:
This reﬂects the movement on a geodetic circle on the ball from w; ðZ ¼
0Þ to cn; ðZ ¼ bÞ: If we move on such a circle induced by w and cn; we
increase the distance to %H until an angle of p
2
is traversed. Afterwards we
decrease the distance symmetrically.
We are interested in the share of those points on our spherical stripe,
whose distance to %H is below a certain proportion of distðcn; %HÞ; e.g., less
than tdistðcn; %HÞ for a t 2 ð0; 1Þ:
INTERIOR-POINT METHODS 885Since in the case b5p
2
the maximal distance on our move is distðcn; %HÞ; and
since for b > p
2
it is even higher we should distinguish these two cases and
treat them separately.
1. Case b5p
2
: If we move away from w by an angle arcsinðt sin bÞ; then we
are exactly at the borderline, where we leave the region with distance less
than t distðcn; %HÞ: Afterwards, the distance still increases up to the angle b
and remains above the level in question.
So we are interested in the following proportion:
P ðdistðx; %HÞ4t distðcn; %HÞÞ ¼
R arcsinðt sin bÞ
0 sinðb ZÞ
n2 dZR b
0 sinðb ZÞ
n2 dZ
:
It is well known that sinðtbÞ5t sin b for t51; hence tb ¼
arcsinðsinðtbÞÞ5arcsinðt sin bÞ; which implies
P ðdistðx; %HÞ4t distðcn; %HÞÞ4
R tb
0 sinðb ZÞ
n2 dZR b
0 sinðb ZÞ
n2 dZ
:
If we replace the terms sinðb ZÞ by ðb ZÞ we multiply with a factor bZ
sinðbZÞ;
which is an increasing function of ðb ZÞ for b Z 2 ð0; p
2
Þ and a decreasing
function of Z for Z 2 ð0;bÞ: Hence such a transformation would strengthen
the critical region ðZ4tbÞ: Therefore,
P ðdistðx; %HÞ4t distðcn; %HÞÞ4
R tb
0 ðb ZÞ
n2 dZR b
0
ðb ZÞn2 dZ
¼
1
n1ðb ZÞ
n1
tb
0
1
n1ðb ZÞ
n1
b
0
¼
bn1  ðð1 tÞbÞn1
bn1
¼ 1 ð1 tÞn1:
2. Case b > p
2
: Exactly at arcsinðt sin bÞ we leave the critical region, then
the distance increases until we have an angle p
2
and after that it returns down
to the level distðcn; %HÞ at b:
But sin b ¼ sinðp bÞ ¼ sin %b with %b ¼ p b: So arcsinðsin bÞ ¼ %b5p
2
;
and it is clear that arcsinðt sin %bÞ4t %b: Our proportion is
P ðdistðx; %HÞ4t distðcn; %HÞÞ
¼
R arcsinðt sin bÞ
0 sinðb ZÞ
n2 dZR b
0 sinðb ZÞ
n2 dZ
4
R t %b
0 sinðb ZÞ
n2 dZR b
0 sinðb ZÞ
n2 dZ
:
HUHN AND BORGWARDT886Again, we replace sinðb ZÞ by ðb ZÞ; which strengthens the role of the
interval ½0; t sin %b: So we have
P ðdistðx; %HÞ4t distðcn; %HÞÞ4
R t %b
0 ðb ZÞ
n2 dZR b
0 ðb ZÞ
n2 dZ
¼
ðbn1  ðb t %bÞn1Þ
bn1
4
bn1  ðb tbÞn1
bn1
¼ 1 ð1 tÞn1:
This relation is true for every stripe of the partition of the spherical simplex
coneðc1; . . . ; cnÞ \ on; so it must be true for the total set, too.
We are allowed to exploit this insight when we evaluate the ﬁrst quotient
I1
I0
: This makes the estimation very simple and it means handling the
divergence of the two innermost integralsR
v2coneðc1;...;cnÞ\on
I distðv; %HÞ
distðcn; %HÞ
4ea1
n odv
R
v2coneðc1;...;cnÞ\on
1 dv
¼ 1 ð1 ea1 Þn1:
We conclude that
I1
I0
41 ð1 ea1 Þn14ðn 1Þea1 : ð80Þ
The relative extension of the simplex. Now we want to estimate the
quotient I2I0: The only difference between the numerator and denominator
lies in the indicator I
ðycn1n Þﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p 4ea2
( ) which appears in I2 but not in I0:
We should discuss some inner integrals in I2; resp. I0; and derive upper,
resp. lower, bounds. First, look atZ ðn1Þ
Rn2
ln2ðconvðc1; . . . ; cn1ÞÞ
2V ðc1; . . . ; cnÞ
Yn1
i¼1
f ðciÞ d %%c1    d %%cn1
which appears in I2 and in I0 as well.
An upper bound results from
V ðc1; . . . ; cnÞ ¼
lnðconvðc1; . . . ; cnÞ \ OnÞ
lnðOnÞ
4
lnðconvð0; 1hc1; . . . ;
1
hcnÞÞ
lnðOnÞ
¼
1
hn
lnðconvð0; c1; . . . ; cnÞÞ
lnðOnÞ
¼
1
hn
h
n
ln1ðconvðc1; . . . ; cnÞÞ
lnðOnÞ
¼
jy cn1n j
hn1nðn 1Þ
ln2ðconvðc1; . . . ; cn1ÞÞ
lnðOnÞ
:
INTERIOR-POINT METHODS 887So it is clear that the integral above is bounded from above by
jy cn1n j
hn1nðn 1ÞlnðOnÞ
Z ðn1Þ
Rn2
ln2ðconvðc1; . . . ; cn1ÞÞ
3
Yn1
i¼1
f ðciÞ d %%c1    d %%cn1:
And a lower bound results from
V ðc1; . . . ; cnÞ5
lnðconvð0; c1; . . . ; cnÞ \ OnÞ
lnðOnÞ
¼
hjy cn1n j
nðn 1Þ
ln2ðconvðc1; . . . ; cn1ÞÞ
lnðOnÞ
;
hence we have a lower bound for the inner integral of
hjy cn1n j
nðn 1ÞlnðOnÞ
Z ðn1Þ
Rn2
ln2ðconvðc1; . . . ; cn1ÞÞ
3
Yn1
i¼1
f ðciÞ d %%c1    d %%cn1:
Our bounds had produced a ‘‘pre-factor’’ of 1hn and the second quotient can
be bounded from above in the following way (after reducing the fraction by
the factor 1nðn1ÞlnðOnÞÞ:
I2
I0
4
R 1
q GðhÞ
mn R ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p R
Rn1
Ifcn1n 4ygjy c
n1
n jI
ðycn1n Þﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p 4ea2
( ) jycn1n j
hn1
R 1
q GðhÞ
mn R ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p R
Rn1
Ifcn1n 4ygjy c
n1
n j h jy cn1n j

R ðn1Þ
Rn2
ln2ðconvðc1; . . . ; cn1ÞÞ
3Qn1
i¼1 f ðciÞ d %%c1    d %%cn1 f ðcnÞ d %cn dy dhR ðn1Þ
Rn2
ln2ðconvðc1; . . . ; cn1ÞÞ
3Qn1
i¼1 f ðciÞ d %%c1    d %%cn1 f ðcnÞ d %cn dy dh
¼
R 1
q GðhÞ
mn 1
hn1
R ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p R
Rn1
Ifcn1n 4ygI
ðycn1n Þﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p 4ea2
( )jycn1n j2
R 1
q GðhÞ
mnh
R ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p R
Rn1
Ifcn1n 4ygjy c
n1
n j
2

ð1 h2  y2Þð1=2Þð3ðn2Þþðn1Þðn4ÞÞ
R ðn1Þ
Rn2
ln2

conv
%%c1
jj%%c1 jj
; . . . ;
%%cn1
jj%%cn1 jj
 3
ð1 h2  y2Þð1=2Þð3ðn2Þþðn1Þðn4ÞÞ
R ðn1Þ
Rn2
ln2

conv
%%c1
jj%%c1 jj
; . . . ;
%%cn1
jj%%cn1 jj
 3

Qn1
i¼1
%f ð%%cijy; hÞ d %%c1    d %%cn1f ðcnÞ d %cn dy dhQn1
i¼1
%f ð%%cijy; hÞ d %%c1    d %%cn1f ðcnÞ d %cn dy dh
:
The identity of these quotients of integrals can be explained as follows:
HUHN AND BORGWARDT888When h and y are ﬁxed, then %%c1; . . . ; %%cn1 are positioned on a sphere of
radius
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2  y2
p
and they are uniformly distributed, too (and
independently of h; y). The density function f ðciÞ can then be factorized
by the two-dimensional marginal density f ðy; hÞ ¼ ln3ðon2Þln1ðonÞ ð1 h
2 
y2Þð1=2Þðn4Þ and by the conditional densities %f ð%%cijy; hÞ in the form f ðciÞ ¼
f ðy; hÞ %f ð%%cijy; hÞ:
The insertion of this yields the above quotient.
The analogous factorization of the density f ðcnÞ and
ln2ðconvðc1; . . . ; cn1ÞÞ ¼ ln2ðconvð%%c1; . . . ; %%cn1ÞÞ
¼ð1h2y2Þð1=2Þðn2Þln2 conv
%%c1
jj%%c1jj
; . . . ;
%%cn1
jj%%cn1jj
  
makes a further simpliﬁcation of the quotient possible.
(The simpliﬁcation is the reduction of the quotient by the factors
depending on n only and by the factor
Z ðn1Þ
Rn2
ln2 conv
%%c1
jj%%c1jj
; . . . ;
%%cn1
jj%%cn1jj
  3 Yn1
i¼1
%f ð%%cijy; hÞ d %%c1    d %%cn1:
Note, that this factor, resp. integral, does not depend on y and h any longer.)
So we obtain
R 1
q GðhÞ
mn 1
hn1
R ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p R y

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p I
ðycn1n Þﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p 4ea2
( )jy cn1n j2
R 1
q GðhÞ
mnh
R ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p R y

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p jy cn1n j2
ð1 h2  y2Þð1=2Þð3ðn2Þþðn1Þðn4ÞÞð1 h2  ðcn1n Þ
2Þð1=2Þðn4Þ dcn1n dy dh
ð1 h2  y2Þð1=2Þð3ðn2Þþðn1Þðn4ÞÞð1 h2  ðcn1n Þ
2Þð1=2Þðn4Þ dcn1n dy dh
and for further considerations it is recommended to perform a
substitution
x :¼
cn1nﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p ; resp: cn1n ¼ x ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 h2p and dcn1ndx ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
;
z :¼
yﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p ; resp: y ¼ z ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 h2p and dy
dz
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
:
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R 1
q GðhÞ
mn 1
hn1ð1 h
2Þð1=2Þðn
2n2Þ R 1
1ð1 z
2Þð1=2Þðn
22n2ÞR 1
q GðhÞ
mnhð1 h2Þð1=2Þðn
2n2Þ R 1
1ð1 z
2Þð1=2Þðn
22n2Þ

R z
1 IfðzxÞ4ea2gjz xj
2ð1 x2Þð1=2Þðn4Þ dx dz dhR z
1 jz xj
2ð1 x2Þð1=2Þðn4Þ dx dz dh
and this is identical to
R 1
q GðhÞ
mn 1
hn1ð1 h
2Þð1=2Þðn
2n2Þ dhR 1
q GðhÞ
mnhð1 h2Þð1=2Þðn
2n2Þ dh

R 1
1ð1 z
2Þð1=2Þðn
22n2Þ R z
1 IfðzxÞ4ea2 gjz xj
2ð1 x2Þð1=2Þðn4Þ dx dzR 1
1ð1 z
2Þð1=2Þðn
22n2Þ R z
1 jz xj
2ð1 x2Þð1=2Þðn4Þ dx dz
;
because the inner integrals do not depend on h any longer. But this is the
same quotient as (because of symmetry)
R 1
q GðhÞ
mn 1
hn1ð1 h
2Þð1=2Þðn
2n2Þ dhR 1
q GðhÞ
mnhð1 h2Þð1=2Þðn
2n2Þ dh

R 1
0 ð1 z
2Þð1=2Þðn
22n2Þ R 1
1 Ifjzxj4ea2gjz xj
2ð1 x2Þð1=2Þðn4Þ dx dzR 1
0 ð1 z
2Þð1=2Þðn
22n2Þ R 1
1 jz xj
2ð1 x2Þð1=2Þðn4Þ dx dz
:
In the numerator we will estimate 1 x241; and in the denominator we
shall calculate jz xj2 ¼ z2  2zxþ x2 and recognize that the mixed term
2zx is redundant for integration as a result of odd symmetry. So we have
an upper bound of
R 1
q GðhÞ
mn 1
hn1ð1 h
2Þð1=2Þðn
2n2Þ dhR 1
q GðhÞ
mnhð1 h2Þð1=2Þðn
2n2Þ dh

R 1
0 ð1z
2Þð1=2Þðn
22n2Þ R zþea2
zea2 jz xj
2 dx dzR 1
0 ð1z
2Þð1=2Þðn
22n2Þðz2
R 1
1ð1 x
2Þð1=2Þðn4Þ dxþ
R 1
1 x
2ð1 x2Þð1=2Þðn4Þ dxÞ dz
ð81Þ
For the inner integral of the numerator we use
R ea2
ea2 k
2 dk ¼ 2
3
e3a2 and
the two inner integrals in the denominator are approximated in the
following way:
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0
ð1 z2Þ
ðn22n2Þ
2 z2
Z 1
1
ð1 x2Þ
ðn4Þ
2 dxþ
Z 1
1
x2ð1 x2Þ
ðn4Þ
2 dx
 
dz
¼
Z 1
0
ð1 z2Þð1=2Þðn
22n2Þ z2
G 1
2
 
G ðn4Þ
2
þ 1
 
G ðn4Þ2 þ
3
2
  þ G 32
 
G ðn4Þ
2
þ 1
 
G ðn4Þ2 þ
5
2
 
0
@
1
A dz
¼
Z 1
0
ð1 z2Þð1=2Þðn
22n2Þ dz

G 3
2
 
G 1
2
ðn2  2n 2Þ þ 3
2
 
G 1
2
 
G 1
2
ðn2  2n 2Þ þ 5
2
 G 12 G 12n 1 
G 1
2
n 1
2
  þ G 32 G 12n 1 
G 1
2
nþ 1
2
  !
¼
Z 1
0
ð1 z2Þð1=2Þðn
22n2Þ dz
ﬃﬃﬃ
p
p
2
G n
2
2
 nþ 1
2
 
G n
2
 1
 
G n
2
2
 nþ 3
2
 
G n
2
 1
2
  þ G n2 1
 
G n
2
þ 1
2
 
0
@
1
A
5
Z 1
0
ð1 z2Þð1=2Þðn
22n2Þ dz
ﬃﬃﬃ
p
p
2
1
n2
2
 nþ 1
2
þ
1
n
2
 1
2
 !
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
2
 1
p
¼
Z 1
0
ð1 z2Þð1=2Þðn
22n2Þ dz
ﬃﬃﬃﬃﬃ
2p
p
n
ðn 1Þ2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 2
p
5
Z 1
0
ð1 z2Þð1=2Þðn
22n2Þ dz
ﬃﬃﬃﬃﬃ
2p
p
ðn 1Þ3=2
:
These results can be inserted into the quotient at stage (81) and we
obtain
I2
I0
4
R 1
q GðhÞ
mn 1
hn1
ð1 h2Þð1=2Þðn
2n2Þ dhR 1
q GðhÞ
mnhð1 h2Þð1=2Þðn
2n2Þ dh

R 1
0 ð1z
2Þð1=2Þðn
22n2Þ R zþea2
zea2 jzxj
2 dx dzR 1
0
ð1z2Þð1=2Þðn
22n2Þðz2
R 1
1ð1x
2Þðn4Þ=2 dxþ
R 1
1 x
2ð1x2Þðn4Þ=2 dxÞ dz
4
R 1
q GðhÞ
mn 1
hn1ð1 h
2Þð1=2Þðn
2n2Þ dh
R 1
0 ð1 z
2Þð1=2Þðn
22n2Þ dz 2
3
e3a2R 1
q GðhÞ
mnhð1 h2Þð1=2Þðn
2n2Þ dh
R 1
0 ð1 z
2Þð1=2Þðn
22n2Þ dz
ﬃﬃﬃﬃﬃ
2p
p
1
ðn1Þ3=2
4
ﬃﬃﬃ
2
p
3
ﬃﬃﬃ
p
p e3a2 ðn 1Þ3=2
R 1
q GðhÞ
mn 1
hn1ð1 h
2Þð1=2Þðn
2n2Þ dhR 1
q GðhÞ
mnhð1 h2Þð1=2Þðn
2n2Þ dh
:
And this can (in the view of h5q) be simpliﬁed to
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I0
4
ﬃﬃﬃ
2
p
3
ﬃﬃﬃ
p
p e3a2 ðn 1Þ3=2 1
qn
) P
jy cn1n jﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p 4ea2
 !
4
ﬃﬃﬃ
2
p
3
ﬃﬃﬃ
p
p e3a2 ðn 1Þ3=2 1
qn
: ð82Þ
The radius of the spherical support. Since in the last quotient we have
developed bounds in terms of
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
; which is the radius of the ball we
meet in level h; it is now necessary to ask for the probability that this radius
itself will be small.
This can be expressed by
P ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
4ea2 Þ ¼
I3
I0
¼
R 1
q GðhÞ
mnI
f
ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p
4ea3 g
R ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p R
Rn1
jy cn1n jIfcn1n 4yg
R 1
q GðhÞ
mn R ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p R
Rn1
jy cn1n jIfcn1n 4yg

R ðn1Þ
Rn2
ln2ðconvðc1; . . . ; cn1ÞÞ
2V ðc1; . . . ; cnÞR ðn1Þ
Rn2
ln2ðconvðc1; . . . ; cn1ÞÞ
2V ðc1; . . . ; cnÞ

Qn1
i¼1 f ðciÞ d %%c1    d %%cn1f ðcnÞ d %cn dy dhQn1
i¼1 f ðciÞ d %%c1    d %%cn1f ðcnÞ d %cn dy dh
:
We are now allowed to replace V ðc1; . . . ; cnÞ by ln2ðconvðc1; . . . ; cn1Þ.
hjjycn1n jj
nðn1ÞlnðOnÞ
because every facet-area element is extended when we go to the
sphere. But this extension factor increases when we look at a lower level of h
and at the corresponding counterpart-element at the lower level. Note that
the internal structure in each level of h (the ‘‘internal distribution’’) is
identical for every level.
But when this extension is stronger for small values of h; then dropping
this extension will help the high values of h: And this will increase the value
of the high interval and the quotient.
Arguing and simplifying as in the section before leads to
I3
I0
4
R 1
q GðhÞ
mnhI
f
ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p
4ea3 g
R ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p R y

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p jy cn1n j2
R 1
q GðhÞ
mnh
R ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p R y

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p jy cn1n j2
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ð1 h2  y2Þð1=2Þð3ðn2Þþðn1Þðn4ÞÞð1 h2  ðcn1n Þ
2Þð1=2Þðn4Þ dcn1n dy dh
ð1 h2  y2Þð1=2Þð3ðn2Þþðn1Þðn4ÞÞð1 h2  ðcn1n Þ
2Þð1=2Þðn4Þ dcn1n dy dh
4
R 1 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ðea3 Þ2
p GðhÞmnhð1 h2Þð1=2Þðn2n2Þ R 11ð1 z2Þð1=2Þðn22n2ÞR 1
q GðhÞ
mnhð1 h2Þð1=2Þðn
2n2Þ R 1
1ð1 z
2Þð1=2Þðn
22n2Þ

R z
1 jz xj
2ð1 x2Þð1=2Þðn4Þ dx dz dhR z
1 jz xj
2ð1 x2Þð1=2Þðn4Þ dx dz dh
for q4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3 Þ2
q
¼
R 1 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ðea3 Þ2
p GðhÞmnhð1 h2Þð1=2Þðn2n2Þ dhR 1
q GðhÞ
mnhð1 h2Þð1=2Þðn
2n2Þ dh
:
We take into regard that
gðhÞ ¼
ln2ðon1Þ
ln1ðonÞ
ð1 h2Þðn3Þ=2;
g2ðhÞ ¼
ln2ðon1Þ
ðn 1Þln1ðonÞ
ð1 h2Þðn1Þ=2 ¼
ln2ðon1Þ
ln1ðonÞ
Z 1
h
ð1 s2Þðn3Þ=2s ds;
1 GðhÞ ¼
ln2ðon1Þ
ln1ðonÞ
Z 1
h
ð1 s2Þðn3Þ=2 ds:
And from [7] we know that g2ðhÞ41 GðhÞ and limh!1
g2ðhÞ
1GðhÞ ¼ 1 monotone,
and moreover ð1 GðhÞÞðhþ ð1 hÞ 2nþ1Þ4g2ðhÞ and g2ðhÞ4ð1 GðhÞÞðhþ
ð1 hÞ 2ln2ðon1Þðn1Þln1ðonÞÞ:
So we can modify the last quotient (after reducing factors depending on n
only) to R 1 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ðea3 Þ2
p GðhÞmnhgðhÞð1 h2Þð1=2Þðn22nþ1Þ dhR 1
q GðhÞ
mnhgðhÞð1 h2Þð1=2Þðn
22nþ1Þ dh
¼
R 1 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ðea3 Þ2
p GðhÞmnhgðhÞg2ðhÞn1 dhR 1
q GðhÞ
mnhgðhÞg2ðhÞ
n1 dh
:
Since
hð1 GðhÞÞ
g2ðhÞ
¼
R 1
h ð1 s
2Þðn3Þ=2h dsR 1
h ð1 s
2Þðn3Þ=2s ds
¼
R 1
h ð1 s
2Þðn3Þ=2 dsR 1
h ð1 s
2Þðn3Þ=2sh ds
is an increasing function of h; we can strengthen the inﬂuence of the
interval
& ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3Þ2
q
; 1
'
by a replacement of g2 by hð1 GðhÞÞ: So we know
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I3
I0
4
R 1 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ðea3 Þ2
p GðhÞmnhngðhÞð1 GðhÞÞðn1Þ dhR 1
q GðhÞ
mnhngðhÞð1 GðhÞÞðn1Þ dh
4
1
qn
R Y ð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1ðea3 Þ2p Þ
0 ð1 Y Þ
mnY n1 dYR Y ðqÞ
0 ð1 Y Þ
mnY n1 dY
; ð83Þ
by substituting Y ¼ 1 GðhÞ and where Y ðqÞ ¼ 1 GðqÞ and Y
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3Þ2
q 
¼ 1 G
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3 Þ2
q 
:
For a random variable *Y on ½0; Y ðqÞ let us deﬁne a probability *Pð *Y5rÞ
by R r
0 ð1 *yÞ
mn *yn1 d *yR Y ðqÞ
0 ð1 *yÞ
mn *yn1 d *y
:
For an estimation of that probability we can employ Markov’s inequality in
the following form for r ¼ 1 G
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3Þ2
q 
*P

*Y51G
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ðea3 Þ2
q 
¼ *P
1
*Y
>
1
1 G
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3Þ2
q 
0
BB@
1
CCA
4
R Y ðqÞ
0 ð1 *yÞ
mn *yn11 d *yR Y ðqÞ
0 ð1 *yÞ
mn *yn1 d *y

1G
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ðea3Þ2
q 
:
If we can rely onZ Y ðqÞ
0
ð1 *yÞmn *yn1 d *y5
1
2
Z 1
0
ð1 *yÞmn *yn1 d *y; ð84Þ
then we can conclude (using (83) and taking Y by *Y ):
qn
I3
I0
qnP
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
4ea3
 
4 *P

Y51 G
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3Þ2
q 
4 2
R 1
0 ð1 *yÞ
mn *yn2 d *yR 1
0 ð1 *yÞ
mn *yn1 d *y

1 G
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3 Þ2
q 
¼ 2
m
n 1

1 G
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3 Þ2
q 
:
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 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
4ea3

4 2qn
m
n1

1 G
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3 Þ2
q 
:
We should evaluate G
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3 Þ2
q 
as good as possible.
Let %h ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3 Þ2
q
: Then
1 Gð %hÞ4
g2ð %hÞ
%hþ ð1 %hÞ 2nþ1
¼
ð1 %h2Þðn1Þ=2
%hþ ð1 %hÞ 2nþ1
ln2ðon1Þ
ðn 1Þln1ðonÞ
4
ðea3Þn1
2
nþ1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3 Þ2
q
n1
nþ1
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðn 1Þ2p
p :
Hence, under assumption (84)
I3
I0
4
2
qn
m
n 1
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðn 1Þ2p
p ðea3 Þn1
2
nþ1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3 Þ2
q
n1
nþ1
:
Let us now derive a sufﬁcient condition for assumption (84) namelyZ 1GðqÞ
0
ð1 *yÞmn *yn1 d *y5
1
2
Z 1
0
ð1 *yÞmn *yn1 d *y:
To satisfy this, q has to be small enough. Again, we use the Markov-
inequality to proveR 1
1GðqÞð1 *yÞ
mn *yn1 d *yR 1
0
ð1 *yÞmn *yn1 d *y
4
1
2
for a suitable q:
For another random variable #Y we deﬁne the probability #Pð #Y51 GðqÞÞ
by
R 1
1GðqÞ
ð1 #yÞmn #yn1 d #yR 1
0
ð1 #yÞmn #yn1 d #y
; then
#Pð #Y51 GðqÞÞ4
R 1
0
ð1 #yÞmn #yn1þ1 d #yR 1
0 ð1 #yÞ
mn #yn1 d #yð1 GðqÞÞ
¼
n
mþ 1
1
ð1 GðqÞÞ
:
So it is sufﬁcient that the q in question satisﬁes 2 nmþ141 GðqÞ; resp.
GðqÞ41 2nmþ1: This can be satisﬁed for a ﬁxed q > 0 if
2n
mþ14
1
2
or equivalently
4n4mþ 1: So, as 2nmþ141 GðqÞ is sufﬁcient, and since 1 GðqÞ5g2ðqÞ also
g2ðqÞ5 2nmþ1 is sufﬁcient. This means q should satisfy
2n
mþ 1
4
ln2ðon1Þ
ðn 1Þln1ðonÞ
ð1 q2Þðn1Þ=2
or equivalently
2n
mþ 1
ðn 1Þln1ðonÞ
ln2ðon1Þ
4ð1 q2Þðn1Þ=2:
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2nðn 1Þ
mþ 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2p
n 2
r
4ð1 q2Þðn1Þ=2 and
23=2
ﬃﬃﬃ
p
p
n3=2
mþ 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
n 2
r
4ð1 q2Þðn1Þ=2
and therefore
23=2
ﬃﬃﬃ
p
p
n3=2
mþ 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
n 2
r !2=ðn1Þ
4ð1 q2Þ
, q4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
23=2
ﬃﬃﬃ
p
p
n3=2
mþ 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 1
n 2
r !2=ðn1Þvuut ¼: *qðm; nÞ:
Note that the borderline *qðm; nÞ increases monotonically to 1,
if mþ1
4n increases to inﬁnity, because G
1 is a monotonically increasing
function.
In other cases, namely where mþ 144n; we simply calculate the bound
for mþ 1 ¼ 4n and use this for an estimate of the corresponding interval.
This is feasible because increasing m leads to a support for low values ofﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
:
Our result is now
P
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
4ea3

4
2m
qnðn1Þ

1 G
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3 Þ2
q 
if mþ 154n;
2ð4n1Þ
qnðn1Þ

1 G
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3 Þ2
q 
if mþ 154n:
8>><
>>: ð85Þ
Recall that
1 G
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3Þ2
q 
4
ðea3Þn1
2
nþ1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðea3Þ2
q
n1
nþ1
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðn 1Þ2p
p : ð86Þ
The kink factor. The numerator in the fourth quotient is
I4 :¼
Z 1
q
Z ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p Z
Rn1
jy cn1n jIfcn1n 4yg

Z ðmnÞ
Rn
Ym
k¼nþ1
Ifcnk4hgIfKh;y=| and Mink2Kh;y sin jky sinjhþh cos jk4ea4g

Ym
k¼nþ1
f ðckÞ dcnþ1    dcm
Z ðn1Þ
Rn2
ln2ðconvðc1; . . . ; cn1ÞÞ
2V ðc1; . . . ; cnÞ

Yn1
i¼1
f ðciÞ d %%c1    d %%cn1f ðcnÞ d %cn dy dh:
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IfKh;y=| and Mink2Kh;y sin jky sin jkþh cos jk4ea4g
:
Let us study the situation, where c1; . . . ; cn and consequently h; y are ﬁxed.
The varying part of the integrals is thenZ ðmnÞ
Rn
Ym
k¼nþ1
Ifcnk4hgIfKh;y=| and Mink2Kh;y
sin jk
y sin jkþh cos jk
4ea4g
Ym
k¼nþ1
f ðckÞ dcnþ1    dcm:
From a geometric point of view we should introduce a rotation angle for a
movement around the point ðyhÞ (two-dimensional) associated with that
angle. Note that for j ¼ 0 means that we take the direction of en1 (resp. e1)
and j ¼ p would lead in the opposite direction en1:
We deal with such rotations only as long as j4jh;y; where jh;y is the
angle of the direction to the origin, induced by y sin jh;y þ h cos jh;y ¼ 0:
From (78) we know that
sin jk
y sinjk þ h cos jk
5sin jk5
2
p
jk ;
where the ﬁrst quotient is an increasing function of jk as long as the
denominator is positive (resp. as long as we are in the region of Kh;y) and we
have the upper bound
I
fKh;y=| and Mink2Kh;y
sin jk
y sin jkþh cos jk
4ea4 g
4I
fMink2Kh;y
2
pjk4e
a4 g
¼ 1 I
fMink2Kh;y
2
pjk5e
a4g
¼ 1
Y
k2Kh;y
I 2
pjk5e
a4
 
41
Ym
k¼nþ1
I 2
pjk5e
a4
 :
Hence we have for the partial integral
Z ðmnÞ
Rn
Ym
k¼nþ1
Ifcnk4hgIfKh;y=| and Mink2Kh;y
sin jk
y sin jkþh cos jk
4ea4 g

Ym
k¼nþ1
f ðckÞ dcnþ1    dcm
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Z ðmnÞ
Rn
Ym
k¼nþ1
Ifcnk4hg 1
Ym
nþ1
I 2
pjk5e
a4
  ! Ym
k¼nþ1
f ðckÞ dcnþ1    dcm
¼ GðhÞmn 
Z
Rn
I
fcnk4h^
2
pjk5e
a4g
f ðcnþ1Þ dcnþ1
 mn
:
Note that we can treat each vector ck ðk > nÞ separately and that for
symmetry reasons cnþ1 may replace each ck : Let us deﬁne
*GðZ; h; yÞ :¼
Z
Rn
Ifcnnþ14h^jnþ15Zgf ðcnþ1Þ dcnþ1:
Then the proof of the following lemma is immediate.
Lemma 3.3. Suppose that h 2 ð0; 1Þ; y 2


ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p 
;
Z 2 ð0;pÞ: Then
1. *GðZ; h; yÞ is monotonically decreasing with Z for fixed ðh; yÞ and
monotonically increasing with y for fixed ðZ; hÞ:
2. *G

Z; h;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p 
¼ GðhðZÞÞ with hðZÞ ¼ h cos Z
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
sin Z:
3. GðhÞmn  *GðZ; h; yÞmn4GðhÞmn  GðhðZÞÞmn4
ﬃﬃ
2
p
ln2ðon1Þ
ln1ðonÞ
Zðm nÞGðhÞmn142
ﬃﬃﬃﬃﬃﬃp
n2
p
Zðm nÞGðhÞmn1:
Proof.
Part 1. The ﬁrst monotonicity is trivial, because we have even the
monotonicity in the inclusion relation.The second part is also simple,
because for ﬁxed Z; h; y the bound for our feasible region is given by a certain
hyperplane. If we increase y and keep Z; h ﬁxed, then we use a corresponding
parallel hyperplane. And the stripe between the two hyperplanes has become
feasible, too. So also this relation relies on monotonicity in the inclusion
relation.
Part 2. If we use a kink-angle Z at 
ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p
h
 
then this induces a
hyperplane through 
ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p
h
 
; which has a distance to the origin of
h cos Z
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
sin Z ¼ hðZÞ: This new hyperplane (taken as a restriction)
makes the restriction cnnþ14h redundant, because of
xn1 sin Zþ xn cos Z4h cos Z
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
sin Z
,

xn1 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p 
sin Z4ðh xnÞ cos Z:
Since Z 2 ð0; p
2
Þ we have sin Z > 0; cos Z > 0 and therefore
sin Z
cos Z
ðxn1 þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
Þ4ðh xnÞ:
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15
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
the right-hand side of the inequality
above is nonnegative and it follows that xn4h: The case that xn15

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
and xn5h cannot occur as all points are lying inside of the unit
sphere. This means that the region below the new hyperplane is the feasible
region and that *G

Z; h;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p 
¼ GðhðZÞÞ:
Part 3.
GðhÞmn  *GðZ; h; yÞmn4GðhÞmn  *G

Z; h;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p mn
4GðhÞmn  GðhðZÞÞmn:
If we identify GðhðZÞÞ with ð1 rÞGðhÞ for some r 2 ð0; 1Þ (recall that
hðZÞ5Z), then it is clear (with Bernoulli’s inequality) that
GðhÞmn  GðhðZÞÞmn ¼ GðhÞmnð1 ð1 rÞmnÞ
4GðhÞmnð1 ð1 ðm nÞrÞÞ ¼ GðhÞmnðm nÞr:
As we see that
GðhÞmn  *GðZ; h; yÞ4GðhÞmn  GðhðZÞÞmn
¼GðhÞmn 1
GðhðZÞÞ
GðhÞ
 
|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
mn
¼1r
0
BBB@
1
CCCA
4GðhÞmnðm nÞ 1
GðhðZÞÞ
GðhÞ
 
¼GðhÞmn1ðm nÞðGðhÞ  GðhðZÞÞÞ:
We know that
GðhÞ  GðhðZÞÞ ¼
ln2ðon1Þ
ln1ðonÞ
Z h
hðZÞ
ð1 s2Þðn2Þ=2 ds
4
ln2ðon1Þ
ln1ðonÞ
ð1 hðZÞ2Þðn3Þ=2ðh hðZÞÞ
¼
ln2ðon1Þ
ln1ðonÞ
ð1 hðZÞ2Þðn3Þ=2

hð1 cos ZÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
sin ZÞ

4
ln2ðon1Þ
ln1ðonÞ
1

hZþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
Z

4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2p
n 2
r ﬃﬃﬃ
2
p
Z ¼ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p
n 2
r
Z:
This is a uniform result for all locations of ðh; yÞ and proves the
lemma. ]
INTERIOR-POINT METHODS 899Now return to the analysis of the partial integral.Z ðmnÞ
Rn
Ym
k¼nþ1
Ifcnk4hgIfKh;y=| and Mink2Kh;y
sin jk
y sin jkþh cos jk
4ea4 g

Ym
k¼nþ1
f ðckÞ dcnþ1    dcm
4GðhÞmn  *G
p
2
ea4 ; h; y
 mn
4GðhÞmn1ðm nÞ2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p
n 2
r
p
2
ea4 :
So we have to compare the upper bound for I4
I44 ðm nÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p
n 2
r
pea4

Z 1
q
GðhÞmn1
Z ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p Z
Rn1
jy cn1n jIfcn1n 4yg

Z ðn1Þ
Rn2
ln2ðconvðc1; . . . ; cn1ÞÞ
2V ðc1; . . . ; cnÞ

Yn1
i¼1
f ðciÞ d %%c1    d %%cn1f ðcnÞ d %cn dy dh
with the denominator
I0 ¼
Z 1
q
GðhÞmn
Z ﬃﬃﬃﬃﬃﬃﬃﬃ1h2p

ﬃﬃﬃﬃﬃﬃﬃﬃ
1h2
p Z
Rn1
jy cn1n jIfcn1n 4yg

Z ðn1Þ
Rn2
ln2ðconvðc1; . . . ; cn1ÞÞ
2V ðc1; . . . ; cnÞ

Yn1
i¼1
f ðciÞ d %%c1    d %%cn1f ðcnÞ d %cn dy dh:
Now assume that we have a ﬁxed conﬁguration of c1; . . . ; cn and h; y: Then
the pointwise quotient of the two integrals is less than
ðm nÞ
ﬃﬃﬃﬃﬃﬃp
n2
p
pea4
GðhÞ
42ðm nÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p
n 2
r
pea4 ð87Þ
since GðhÞ > 1
2
:
This is the desired upper bound for I4I0:
HUHN AND BORGWARDT9003.2.4. The Distribution of the Objective Difference (Part 2)
After the geometric discussion of the difference between the best and the
second best vertex in Section 3.2.1 and the technical estimation of different
quotients in Sections 3.2.2 and 3.2.3 we return to the estimation of the
distribution function FU :
An estimation for the distribution function. Let us summarize what we
know about our four quotients from (80), (82), (85), (86) and (87)
I1
I0
¼ P
distðv; %HÞ
distðcn; %HÞ
4ea1
 
4ðn 1Þea1 ;
I2
I0
¼ P
y cn1nﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p 4ea2
 !
4
ﬃﬃﬃ
2
p
3
ﬃﬃﬃ
p
p ðn 1Þ3=2 1
qn
e3a2 ;
I3
I0
¼ P ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 h2
p
4ea3 Þ4
2
qn
m
n 1

1 Gð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 e2a3 Þ
p 
4
2
qn
m
n 1
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pðn 1Þ
p 1
2
n 1
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 e2a3
p
n1
nþ1
eðn1Þa3
4
ﬃﬃﬃ
2
pﬃﬃﬃ
p
p m
ðn 1Þð3=2Þ
1
qn
1
2
n1þ q
n1
nþ1
eðn1Þa3
ðas we assume q5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 e2a3
p
Þ;
I4
I0
¼ P Min
k2Kh;y
sin jk
y sin jk þ h cos jk
4ea4
 
42ðm nÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p
n 2
r
pea4 :
Altogether we have
I1
I0
þ
I2
I0
þ
I3
I0
þ
I4
I0
4ðn 1Þea1 þ
ﬃﬃﬃ
2
p
3
ﬃﬃﬃ
p
p ðn 1Þð3=2Þ 1
qn
e3a2
þ
ﬃﬃﬃ
2
pﬃﬃﬃ
p
p m
ðn 1Þð3=2Þ
1
qn
1
2
n1þ q
n1
nþ1
eðn1Þa3 þ 2ðm nÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p
n 2
r
pea4
and for the distribution function FU follows
FU ðeÞ ¼ P ðU4e j xD is optimal vertex ^ jjxDjj41qÞ
4 n
I1
I0
þ
I2
I0
þ
I3
I0
þ
I4
I0
 
INTERIOR-POINT METHODS 9014 nðn 1Þea1 þ
ﬃﬃﬃ
2
p
nðn 1Þ3=2
3
ﬃﬃﬃ
p
p 1
qn
e3a2
þ
ﬃﬃﬃ
2
pﬃﬃﬃ
p
p mn
ðn 1Þ3=2
1
qn
1
2
n1þ q
n1
nþ1
eðn1Þa3 þ ðm nÞ
2np3=2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 2
p ea4
¼ s1ðnÞea1 þ s2ðn; qÞe3a2 þ s3ðm; n; qÞeðn1Þa3 þ s4ðm; nÞea4
where
s1ðnÞ :¼ nðn 1Þ; s2ðn; qÞ :¼
ﬃﬃﬃ
2
p
nðn 1Þ3=2
3
ﬃﬃﬃ
p
p 1
qn
;
s3ðm; n; qÞ :¼
ﬃﬃﬃ
2
pﬃﬃﬃ
p
p mn
ðn 1Þ3=2
1
qn
1
2
n1þ q
n1
nþ1
and
s4ðm; nÞ :¼ ðm nÞ
2np3=2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 2
p :
Now, we want to maximize the region of validity in terms of e; where this
upper bound is smaller than 1 (via variation of a1; a2; a3 and a4). That
means we have to solve a nonlinear optimization problem:
min e ð, max eÞ
s:t: s1ea1 þ s2e3a2 þ s3eðn1Þa3 þ s4ea441;
a1 þ a2 þ a3 þ a441; ai50; 04e41:
Here and in the following discussion we use s1; . . . ; s4 for
s1ðnÞ; s2ðn; qÞ; s3ðm; n; qÞ and s4ðm; nÞ for abbreviation. In general good
candidates for (local) minima are points ða1; a2; a3; a4; e) that satisfy the
Karush–Kuhn–Tucker condition for this problem. It is easy to verify that
the KKT-point is
%e ¼ s1ð3s2Þ
1=3ððn 1Þs3Þ
1=ðn1Þs4
7
3
þ
1
n 1
 7=3þ1=ðn1Þ !1
;
%a1 ¼ 
1
ln %e
ln s1
7
3
þ
1
n 1
  
; ð88Þ
HUHN AND BORGWARDT902%a2 ¼ 
1
3 ln %e
ln 3s2
7
3
þ
1
n 1
  
;
%a3 ¼ 
1
ðn 1Þln %e
ln ðn 1Þs3
7
3
þ
1
n 1
  
;
%a4 ¼ 
1
ln %e
ln s4
7
3
þ
1
n 1
  
:
Moreover it is easy to verify that this point ð%a1; %a2; %a3; %a4; %eÞ satisﬁes some
second order conditions (cf. [5, p. 573]) that will guarantee the KKT-point
to be a local minimum.
So we have proven the following upper bound for FU ðxÞ:
FU ðeÞ ¼ P U4e j xD is optimal vertex ^ jjxDjj4
1
q
 
4 s1e%a1 þ s2e3%a2 þ s3eðn1Þ%a3 þ s4e%a4 ð89Þ
for 05q5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 %e2%a3
p
; resp., for 05q5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 2m2=ðn1Þ
p
(as %e2%a3 can be
bounded by Oðm2=ðn1ÞÞ for any q 2 ð0; 1Þ although %e and %a3 depend on q
itself, cf. (93)). And we can interpret
*F ðeÞ :¼
0 8e50;
s1e%a1 þ s2e3%a2 þ s3eðn1Þ%a3 þ s4e%a4 8e 2 ½0; %e;
1 8e > %e;
8><
>: ð90Þ
as a distribution function and obviously we have FU ðeÞ4 *F ðeÞ for all e:
3.3. The Average Number of Iterations until Stopping
In this section, we want to calculate the average number of iterations until
stopping.
As a probabilistic model we use again specialization (38) of the rotation-
symmetry model. From Theorem 3.2 we know that (cf. (73))
KU4
0 if m0ðmþ
ﬃﬃﬃﬃ
m
p
Þ4U ;
6
ﬃﬃﬃﬃ
m
p
ðlnU þ lnðm0ðmþ
ﬃﬃﬃﬃ
m
p
ÞÞÞ if m0ðmþ
ﬃﬃﬃﬃ
m
p
Þ > U ;
(
where m0 is the barrier parameter corresponding to the starting point, is an
upper bound on the number of iterations for the Barrier Method and
therefore an upper bound on the average number of iterations can be
calculated as E½KU :
If we would know the exact distribution function FU ðeÞ of U we could
simply calculate the expectation value as E½KU  ¼
R
KU dFU : Unfortunately,
we only know an upper bound (89) on the distribution function FU ðeÞ and
this upper bound is restricted to the condition that jjxoptjj41q for a (so far not
speciﬁed) parameter q 2 ð0; 1Þ:
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to use the approximate distribution function *F as deﬁned in (90).
One advantage is that we can derive an upper bound on m0 if jjxoptjj4
1
q;
namely m043ð1þ
1
qÞ; by using Remarks 2.11 and 2.12 with tvar ¼
1
2
and
%
Z ¼
%
t ¼ 0:36: This leads to an upper bound on KU ; denoted by %KU :
KU 4 %KU
:¼
0 if 3ð1þ 1qÞðmþ
ﬃﬃﬃﬃ
m
p
Þ4U ;
6
ﬃﬃﬃﬃ
m
p
ðlnU þ lnð3ð1þ 1qÞðmþ
ﬃﬃﬃﬃ
m
p
ÞÞÞ if 3ð1þ 1qÞðmþ
ﬃﬃﬃﬃ
m
p
Þ > U
(
and we conclude E½KU 4E½ %KU ; where the expectation value is still
calculated with respect to the exact distribution function FU : But we can
use any approximate distribution function *F with the property FU ðeÞ4 *F ðeÞ
for all e50 to derive an upper bound on the expectation value.
Such an approximate distribution function *F puts more weight on the
small values of U than the exact distribution function and this variation of
weights leads to
EFU ½ %KU 4E *F ½ %KU 
as the small values of U cause a large number of iterations. Analogously to
Section 2.3.2 EFU ½: denotes the expectation value with respect to the exact
distribution function FU and E *F ½: is the expectation value with respect to the
approximate distribution function *F :
Before we start to calculate E *F ½ %KU  we introduce %uðq;mÞ :¼ 3ð1þ
1
qÞðmþﬃﬃﬃﬃ
m
p
Þ for abbreviation. So, we obtain
E *F ½ %KU  ¼
Z %uðq;mÞ
0
6
ﬃﬃﬃﬃ
m
p
ðln eþ lnð %uðq;mÞÞÞ d *F ðeÞ
¼ 6
ﬃﬃﬃﬃ
m
p Z %uðq;mÞ
0
ln
%uðq;mÞ
e
 
d *F ðeÞ
¼  6
ﬃﬃﬃﬃ
m
p
ln
e
%uðq;mÞ
 
*F ðeÞ
  %uðq;mÞ
0
þ6
ﬃﬃﬃﬃ
m
p Z %uðq;mÞ
0
e1 *F ðeÞ de
¼  6
ﬃﬃﬃﬃ
m
p
ln 1 *F ð %uðq;mÞÞ  lim
e!0
ln
e
%uðq;mÞ
 
*F ðeÞ
 
þ 6
ﬃﬃﬃﬃ
m
p Z %uðq;mÞ
0
e1 *F ðeÞ de:
With the rules of l’Hospital we obtain lime!0 ln
e
%uðq;mÞ
 
*F ðeÞ ¼ 0 and since
*F ðeÞ ¼ 1 for all e > %e; resp. *F ðeÞ ¼ s1e%a1 þ s2e3%a2 þ s3eðn1Þ%a3 þ s4e%a4 for
HUHN AND BORGWARDT904e 2 ½0; %e; and %uðq;mÞ515%e; we can proceed in the following way:
E *F ½ %KU 46
ﬃﬃﬃﬃ
m
p Z %e
0
e1 *F ðeÞ deþ 6
ﬃﬃﬃﬃ
m
p Z %uðq;mÞ
%e
e11 de
¼ 6
ﬃﬃﬃﬃ
m
p Z %e
0
e1ðs1e
%a1 þ s2e3
%a2 þ s3eðn1Þ
%a3 þ s4e
%a4Þ deþ 6
ﬃﬃﬃﬃ
m
p
ln ej %uðq;mÞ%e
¼ 6
ﬃﬃﬃﬃ
m
p s1
%a1
%e%a1 þ
s2
3%a2
%e3%a2 þ
s3
ðn 1Þ%a3
%eðn1Þ%a3 þ
s4
%a4
%e%a4
 
þ 6
ﬃﬃﬃﬃ
m
p
ðln %uðq;mÞ  ln %eÞ:
At this point we could stop, as we have found an upper bound on the
average number of steps. But we are interested in an upper bound in terms
of n and m; the dimensions of the optimization problem. So, we go on and
we will prove the following upper bound:
E *F ½ %KU 4O
 ﬃﬃﬃﬃ
m
p
ðnjln qj þ ln nþ lnmÞ

:
Therefore, we conclude from (88) that
%e%a1 ¼ s1
7
3
þ
1
n 1
  1
; %e3%a2 ¼ 3s2
7
3
þ
1
n 1
  1
;
%eðn1Þ%a3 ¼ ðn 1Þs3
7
3
þ
1
n 1
  1
and %e%a4 ¼ s4
7
3
þ
1
n 1
  1
ð91Þ
and
s1
%a1
%e%a1 ¼
ln %e
7
3þ
1
n1
 
lnðs1 73þ
1
n1
 
Þ
;
s2
3%a2
%e3%a2 ¼
ln %e
7
3
þ 1n1
 
3 lnð3s2 73þ
1
n1
 
Þ
;
s3
ðn 1Þ%a3
%eðn1Þ%a3 ¼
ln %e
7
3
þ 1n1
 
ðn 1Þlnððn 1Þs3 73þ
1
n1
 
Þ
;
s4
%a4
%e%a4 ¼
ln %e
7
3
þ 1n1
 
lnðs4 73þ
1
n1
 
Þ
:
For q 2 ð0; 1Þ and assuming m > n53 we easily obtain lower bounds on some
of the ﬁgures which appear in the denominators of the quotients above,
especially
s1
7
3
þ
1
n 1
 
¼ nðn 1Þ
7
3
þ
1
n 1
 
53  2 
7
3
þ 3 ¼ 17;
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7
3
þ
1
n 1
 
¼ 3
ﬃﬃﬃ
2
p
nðn 1Þ3=2
3
ﬃﬃﬃ
p
p 1
qn
7
3
þ
1
n 1
 
¼
ﬃﬃﬃ
2
p
nðn1Þ1=2ﬃﬃﬃ
p
p
qn
7ðn1Þ
3
þ 1
 
5
ﬃﬃﬃ
2
p
 3 
ﬃﬃﬃ
2
pﬃﬃﬃ
p
p
1n
7:2
3
þ1
 
519;
ðn 1Þs3
7
3
þ
1
n 1
 
¼ ðn 1Þ
ﬃﬃﬃ
2
pﬃﬃﬃ
p
p mn
ðn 1Þ3=2
1
qn
1
2
n1þ q
n1
nþ1
7
3
þ
1
n 1
 
5
ﬃﬃﬃ
2
pﬃﬃﬃ
p
p mn
ðn 1Þ1=2
 1 
1
2

7
3
5
ﬃﬃﬃ
2
pﬃﬃﬃ
p
p  4  3ﬃﬃﬃ
2
p  7
6
57:5;
s4
7
3
þ
1
n 1
 
¼ ðm nÞ
2np3=2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 2
p 7
3
þ
1
n 1
 
5 1 
2  3p3=2
1
7
3
577:
It follows that s1
%a1
%e%a14 ðln %eÞ= 73 ln 17
 
; s23%a2%e
3%a24 ðln %eÞ=ð7 ln 19Þ; s3%e
ðn1Þ%a3
ðn1Þ%a3
4
 ðln %eÞ= 14
3
ln 7:5
 
and s4
%a4
%e%a44 ðln %eÞ= 7
3
ln 77
 
; and therefore
E *F ½ %KU 4 6
ﬃﬃﬃﬃ
m
p
ðln %eÞ
1
7
3
ln 17
þ
1
7 ln 19
þ
1
14
3
ln 7:5
þ
1
7
3
ln 77
 !
þ 6
ﬃﬃﬃﬃ
m
p
ðln %uðq;mÞ  ln %eÞ
4 9
ﬃﬃﬃﬃ
m
p
jln %ej þ 6
ﬃﬃﬃﬃ
m
p
ln %uðq;mÞ: ð92Þ
To derive an upper bound that depends on m; n and q only we will
approximate jln %ej and ln %uðq;mÞ: Remembering q 2 ð0; 1Þ we obtain
ln %uðq;mÞ ¼ ln 3 1þ
1
q
 
ðmþ
ﬃﬃﬃﬃ
m
p
Þ
 
4 ln
6
q
ðmþ
ﬃﬃﬃﬃ
m
p
Þ
 
¼ ln 6þ jln qj þ lnðmþ
ﬃﬃﬃﬃ
m
p
Þ
and
jln %ej ¼ ln nðn 1Þ 3
ﬃﬃﬃ
2
p
nðn 1Þ3=2
3
ﬃﬃﬃ
p
p 1
qn
 !1=30@
 ðn 1Þ
ﬃﬃﬃ
2
pﬃﬃﬃ
p
p mn
ðn 1Þ3=2
1
qn
1
2
n1þ q
n1
nþ1
 !1=ðn1Þ
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 ðm nÞ
2np3=2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 2
p 7
3
þ
1
n 1
 ð7=3þ1=ðn1ÞÞ!
¼ ln
21=6n4=3ðn 1Þ3=2
p1=6qn=3
21=2ðn1Þm1=ðn1Þn1=ðn1Þðn 1Þ1=2ðn1Þ
p1=2ðn1Þqn=ðn1Þð2þ qðn1Þ
2
nþ1 Þ
1=ðn1Þ
0
@

2p3=2nðm nÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 2
p 7
3
þ
1
n 1
 ð7=3þ1=ðn1ÞÞ!
4 ln
27=6p4=333
qn=3þn=ðn1Þ
n7=3þ1=ðn1Þðn 1Þ3=2þ1=2ðn1Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n 2
p m1=ðn1Þðm nÞ
 !
4 ln
813
qn=3þn=ðn1Þ
n10=3m1=ðn1Þðm nÞ
 
¼ ln 813þ
n
3
þ
n
n 1
 
jln qj þ
10
3
ln nþ
1
n 1
lnmþ lnðm nÞ:
Insertion of these upper bounds on jln %ej and ln %uðq;mÞ into (92) delivers
E *F ½ %KU 4 9
ﬃﬃﬃﬃ
m
p
jln %ej þ 6
ﬃﬃﬃﬃ
m
p
ln %uðq;mÞ
4 9
ﬃﬃﬃﬃ
m
p 
ln 813þ
n
3
þ
n
n 1
 
jln qj
þ
10
3
ln nþ
1
n 1
lnmþ lnðm nÞ

þ 6
ﬃﬃﬃﬃ
m
p
ðln 6þ jln qj þ lnðmþ
ﬃﬃﬃﬃ
m
p
ÞÞ
¼Oð
ﬃﬃﬃﬃ
m
p
ðnjln qj þ ln nþ lnmÞÞ:
Finally, we have to prove an upper bound on %e2%a3 as announced in addition
to (89). This is to verify that there is a nonempty region in ð0; 1Þ for the
parameter q with 05q5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 %e2%a3
p
:
e2%a3 ¼ ðeðn1Þ%a3Þ2=ðn1Þ ¼ ðn 1Þs3
7
3
þ
1
n 1
  2=ðn1Þ
ðusing ð91ÞÞ
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 1Þ
ﬃﬃﬃ
2
pﬃﬃﬃ
p
p mn
ðn 1Þ3=2
1
qn
1
2
n1þ q
n1
nþ1
7
3
þ
1
n 1
  !2=ðn1Þ
¼
ﬃﬃﬃ
p
pﬃﬃﬃ
2
p ðn 1Þ1=2qn
mn
2
n1þ q
n1
nþ1
7
3
þ 1n1
  !2=ðn1Þ
4
ﬃﬃﬃ
p
pﬃﬃﬃ
2
p ðn 1Þ1=21
mn
2
n1þ
n1
nþ1
7
3þ
1
n1
  !2=ðn1Þ
4
11
10
1
mn1=2
 2=ðn1Þ
42m2=ðn1Þ (93)
This proves the following theorem.
Theorem 3.3. For n53; m > n and q 2 ð0; 1Þ with jjxoptjj41q the average
number of steps of the Barrier Method under the uni-RSM is at most
Oð
ﬃﬃﬃﬃ
m
p
ðnjln qj þ ln nþ lnmÞÞ:
Remark 3.2. We want to point out that the condition jjxoptjj41q
may not be satisﬁed for all problems (P), but the probability that
this condition is satisﬁed tends to 1 for m!1 and an appropriate choice
for q:
The probability of the complementary event, i.e., P ðjjxoptjj51q) can be
bounded from above by 0:8nðmnÞGðqÞ
mn (analogously to (59)). If q 2 ð0; 1Þ is
a constant independent of n and m; then it is easy to see that
limm!1 P ðjjxoptjj51qÞ ! 0: But we can also choose q as a function of n and
m: Let
%qðZÞ :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
ln1ðonÞðn 1Þ
ln2ðon1Þ
Z
 2=ðn1Þs
;
%q is well deﬁned for Z 2 ð0; 4
5
ﬃﬃ
n
p Þ and n53: For %qðZÞ we have Gð %qðZÞÞ41
g2ð %qðZÞÞ ¼ Z and limZ!0 %qðZÞ ¼ 1: Now we look at %Z ¼ 2n ln mmn ; which is a
proper choice for Z if m n; and get Gð %qð%ZÞÞmn4ð1 %ZÞmn4m2n:
Therefore
P ðjjxoptjj51qÞ40:8n
m
n
 !
m2n ! 0 for m!1; n fixed:
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Finally, we want to discuss the results of our average case analysis.
We have seen that the complexity of the phase-I algorithm is Oðm
ﬃﬃﬃ
n
p
Þ in
the average case with m n: And the result of the average complexity of
phase-II can be simpliﬁed to Oð
ﬃﬃﬃﬃ
m
p
lnmÞ in the case m n: So we have an
(overall) average case complexity of Oðm
ﬃﬃﬃ
n
p
Þ þ Oð
ﬃﬃﬃﬃ
m
p
lnmÞ:
Looking at the result for phase-I we want to remark that the factor m in
Oðm
ﬃﬃﬃ
n
p
Þ is caused by a rather crude estimation of the phase-I barrier
function values via the Cauchy–Schwarz inequality in Lemma 2.5. So this
bound may be improvable. In phase-II the average number of steps is at
most Oð
ﬃﬃﬃﬃ
m
p
lnmÞ: Here, the factor
ﬃﬃﬃﬃ
m
p
depends only on the worst case
reduction rate Z of the IPM. If we would use a long-step method with
reduction rate Z ¼ Oð1Þ then we get an average number of steps of at most
Oðm lnmÞ:
Our phase-II result of the average number of steps until termination with
our termination Procedure Rounding can be compared to the results in
Anstreicher et al. [4], Todd et al. [20] and Ye [21] which were based on a
probabilistic model in Todd [19]. Ye proves an average number of steps of at
most Oð
ﬃﬃﬃﬃ
m
p
lnmÞ (in our notation) with high probability, using the ﬁnite
termination scheme (with projections) as described in Mehrotra and Ye [14].
Anstreicher et al. [4] showed that an upper bound of Oðm lnmÞ for the
average number of steps of an infeasible interior-point method combined
with the same termination scheme holds. So we see that all the results are of
the some order although they were based on different probabilistic models
and different termination schemes.
What is not done yet, is the average case analysis of a single step of IPMs.
There is only one approach to this kind of analysis by Mizuno et al. [15].
They assumed some distributions on internal ﬁgures in each iteration
and assumed independence between different iterations. But these
assumptions are inconsistent with the assumption of a distribution for the
original problem data. So, their probabilistic analysis is not rigorous. The
main difﬁculty of such a ‘‘single step’’}average case analysis is the
dependency between successive iterations. The rigorous handling of the
dependency will play a leading part in the average case analysis of a single
step. And this part of the analysis will hopefully complete the average case
analysis of IPMs.
Evidently, the behavior in both phases is signiﬁcantly better than our so-
far ensured results show. And a potential analysis of the ‘‘average
reduction’’ may demonstrate the reason why this reduction could be much
more effective in reality than in the worst case. The usage of the ‘‘worst case
reduction rate’’ had been sufﬁcient to prove the strong polynomiality, but
there is still a gap to the real behavior. Such an efﬁcient analysis of the
INTERIOR-POINT METHODS 909reduction rate will give us a chance to compare the behavior of interior-
point methods with that of the simplex-method and to show that IPMs
perform very well in that comparison.
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