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We show that a popular convective open boundary condition (OBC) is unsuitable in the direct simulation
of incompressible turbulent jets and plumes, because (1) the boundary condition modiﬁes their spread-
ing rate; (2) the results are domain dependent; and (3) the boundary condition is liable to cause instabil-
ity and therefore requires domains that are much larger than the area of interest. We demonstrate the
accuracy of new axisymmetric OBCs compared to the standard OBC by conducting direct numerical
simulation (DNS) of a turbulent plume and a turbulent jet. The new OBCs conform to the fundamental
features of statistically axisymmetric turbulent ﬂows, regardless of the computational domains on which
they are imposed. They do not contain tunable parameters and are dynamical, accounting for the strength
and extent of a ﬂow at a given time, which eliminates the need for calibration to particular cases. The
implementation presented herein is computationally efﬁcient and robust in the vicinity of turbulent
ﬂows.
 2013 The Authors. Published by Elsevier Ltd. Open access under CC BY license.1. Introduction
There is often a mismatch between the natural domain of a ﬂuid
ﬂow and the computational domain imposed by a numerical code
with which it is simulated. Natural domains of effectively inﬁnite
extent arise frequently in nature and are usually truncated when
they are represented as a ﬁnite set of points by a computer. It is
the role of open boundary conditions (OBCs) to faithfully account
for the behaviour of the ﬂuid outside the computational domain
and its interaction with the ﬂuid inside the computational domain.
The inﬂow OBC (IOBC) and the outﬂow OBC (OOBC) play differ-
ent roles. The IOBC guides the ﬂow into the domain, ensuring that
it has a magnitude and direction that are consistent with the ﬂow
that would have occurred on a domain of inﬁnite extent. The OOBC,
on the other hand, must allow the ﬂuid to leave the domain with-
out being disturbed by the presence of the boundary. The IOBC is
therefore a physical OBC that is deﬁned by known features of the
ﬂow outside the computational domain, whereas the OOBC is a
computational OBC that must appeal to interior points to establish
how it should behave [1]. Such a speciﬁcation exempliﬁes the dif-
ferent roles fulﬁlled by inﬂow and outﬂow OBCs.Signiﬁcant progress has been made in this ﬁeld for situations in
which the ﬂow is compressible [2]. The hyperbolic nature of such
systems ensures that they have real-valued characteristics, which,
with the knowledge of outwardly propagating information, can be
used to obtain non-reﬂecting boundary conditions. Thompson [2]
extended the original one-dimensional solution by Hedstrom [3]
by accounting for multi-dimensions in non-rectangular coordinate
systems, before generalising the work to all boundary conditions
[4]. However, the incompressible case remains problematic due
to its elliptic character and warrants further attention. The most
popular approach in the case of time-dependent problems is to
specify a convective boundary condition [5]. The convective OBC
and other incompressible OBCs will be given a detailed review in
the next section.
We focus on incompressible, statistically axisymmetric ﬂows
with localised turbulence, such as turbulent jets, plumes and foun-
tains. Although such ﬂows are of considerable practical interest,
they are particularly difﬁcult to simulate with OBCs due to their
unsteadiness, which can cause instability, and the signiﬁcant effect
that OBCs can have on the ﬂow that is induced in the ambient. Spe-
ciﬁcally, we consider a high-Reynolds-number plume driven by a
horizontal source of buoyancy that develops vertically by entrain-
ing ﬂuid from its surrounding ambient. In this application the pres-
ence of temperature as an active scalar is responsible for further
complexity, affecting the pressure ﬁeld and giving rise to destabil-
ising forces. However, we will also demonstrate that the proposed
treatment of OBCs generalises to a problem not involving buoyancy
with simulations of a turbulent jet. Above the source in vertically
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Fig. 1. Vertical (top row) and horizontal (bottom row) slices through a large closed domain, XINF; a small domain employing classical convective OBCs, XC3; and a small
domain employing OBCs that account for the statistical axisymmetry of the ﬂow, XA3. The slices indicate regions that exceed an instantaneous normalised temperature
threshold, # > 0.005 [ ]; an instantaneous threshold of normalised enstrophy, 12 kr  uk2 > 0:005 [ ]; and, in the bottom ﬁgures only, isolines of absolute
normalised horizontal velocity,
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ v2p [—]. The horizontal slice was taken at z = 5 [–––]. An animation of this ﬁgure is available online as Supplementary material.
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region of predominantly vertical motion that is highly turbulent.
As the ﬂuid inside this region rises its eddies entrain ﬂuid from
their surrounding ambient and decelerate. The ﬂow in the sur-
rounding ambient is approximately irrotational [6].
Before discussing the relevant literature, a demonstration is gi-
ven of the importance of correctly accounting for the natural,
unconﬁned behaviour of the ﬂows described above on the bound-
aries of a computational domain. Fig. 1 displays data from a direct
numerical simulation (DNS) of a statistically axisymmetric turbu-
lent plume on a closed domain XINF, and on two smaller domains,
XC3 =XA3 XINF, with OBCs. The domain of XINF is much larger
than the window displayed in Fig. 1, which therefore provides a
good representation of the ﬂuid in an unconﬁned domain. Simula-
tion C3 employs a classical convective OBC (e.g. [7,5]) that will be
described in detail in the next section. It is clear from Fig. 1 that a
failure to account for the localised nature and statistical axisym-
metry of the ﬂow results in severe disturbance and the spurious
transport of temperature and enstrophy into the ﬂow’s ambient,
which slowly accumulates as time progresses. These non-physical
effects are particularly pronounced near the top of the domain and
close to the corners, where they are liable to interfere with the
IOBCs. The interaction of turbulent ﬂuid with the IOBCs is undesir-
able because it tends to destabilise the simulation. Mitigation of
the risk of this interaction requires wider domains, on which it is
more expensive to simulate. In addition, the classical convective
OBCs can modify the ﬂow rates into and out of the domain, thereby
altering important physical properties such as the entrainment
rate. Perhaps the most compelling shortcoming of classical OBCs
for these ﬂows is that they produce simulation results that depend
on the domain size, which we will demonstrate in the following
sections.
In this paper we describe robust and accurate OBCs (simulation
A3 in Fig. 1) that do not suffer from the aforementioned shortcom-
ings. In order to retain the computational efﬁciency of Poisson
solvers employing Fast Fourier Transforms (FFTs), an important
design criterion was that the OBCs must not require sophisticated
boundary conditions for pressure. In addition, we required that thecomputed ﬂow satisﬁes the continuity equation at each point in
the domain to within machine precision, which is a crucial require-
ment of all simulations of incompressible ﬂows. A further criterion
was that the OBCs should respond dynamically to the ﬂow without
relying on inﬂexible case-speciﬁc input parameters. After provid-
ing a summary of relevant previous work in Section 2, in Section 3
we provide details of the DNSs that were conducted for this inves-
tigation. In Section 4 we deﬁne the proposed OBCs and in Section 5
we compare their performance to that of classical convective OBCs
on domains of different aspect ratio. Before drawing conclusions in
Section 6, we demonstrate in Section 5.4 and Section 5.5 that the
proposed OBCs are robust when they are applied in a simulation
of a high-Reynolds-number plume and jet, respectively.2. Background
There are many alternative combinations of velocities and gra-
dients of velocities that can be prescribed at an OBC [8], the most
common of which are summarised in Table 1. A popular choice is
to specify the passive condition that wall normal gradients of a sca-
lar term / are equal to zero, @//@n = 0 [9,10,5]. The advantage of
this approach over the more stringent Dirichlet condition,
/ = f(x,y), is in the elimination, to ﬁrst order, of an artiﬁcial bound-
ary layer [5]. However, when it is applied to the wall normal veloc-
ity in a time-dependent ﬂow, the Neumann condition @u/@n = 0 has
been found to cause signiﬁcant non-physical ﬂuctuations in the
pressure ﬁeld upstream of an OOBC [11] and is therefore liable to
cause instability. In time-dependent ﬂows this problem appears
to be typical of OBCs that require a condition to be satisﬁed instan-
taneously, rather than providing a prognostic equation which tol-
erates and responds to deviations from a desired condition. It is
therefore on convective OBCs, which provide this prognostic equa-
tion and are the appropriate choice for convection dominated ﬂows
[5], that the present work focuses.
Without providing a recipe for how the condition should be
imposed in practice, Sommerfeld [12] proposed a convective
condition of this kind. He argued that waves emanating from a
Table 1
A summary of some of the possible choices for an OOBC and IOBC. Boundary conditions (BCs) marked ‘⁄’ will be deﬁned in Section 4. The symbols f and F are used to denote
generic functions over a spatial domain.
Form (name) Comments
OOBCs
(a) @//@z = 0, (Neumann). Produces erroneous disturbance in pressure ﬁeld. Not suitable for turbulent ﬂows [11,7].
(b) / = f(x), (Dirichlet). Not suitable for turbulent ﬂows. Creates an artiﬁcial boundary layer [5] and produces erroneous disturbance
in pressure ﬁeld [8]. Correct selection of f(x) not possible.
(c) p = p1, (Pressure). Physically unrealistic for localised turbulent outﬂows and unstable.
(d) @//@t = Un@//@z, (Classical convective). Prognostic and generally stable. Not representative of local accelerations, causing a disturbance in the
pressure ﬁeld.
(e)⁄ @//@t = C(x)@//@z, (Axisymmetric convective). Prognostic and stable. Improved representation of local accelerations compared to (d).
IOBCs
(a) @//@n = f(x) (=0), [Neumann (homogeneous)]. Not axisymmetric in general unless speciﬁed in f(x). Can produce disturbances in the pressure ﬁeld. Not
robust.
(b) / = f(x), (Dirichlet). Stringent condition, enforced instantaneously, that may not be physically realistic.
(c) pþ 12 kuk ¼ 0, (Total pressure). Ideal for irrotational ﬂows [9]. Requires speciﬁcation of ﬂow direction to achieve axisymmetry. Unstable in
the presence of vorticity. Problematic in stratiﬁed environments.
(d) pn + m@u/@n + mrun = F(x), (Traction). Axisymmetry can be achieved if F(x) speciﬁed correctly. In general leads to an inhomogeneous pressure BC.
Likely to be unstable in the presence of vorticity because of similarity with (a) and (c). See [9,28].
(e) @//@t = Un@//@n, (Classical convective). Prognostic and stable, but not axisymmetric in general. Is equivalent to homogeneous (a) in steady state.
(f)⁄ @//@t = Un[@//@n  f(x)], (Axisymmetric convective). Prognostic and stable, forces axisymmetry in a steady state through f (x). Is equivalent to inhomogeneous (a)
in a steady state.
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wards, towards inﬁnity. Orlanski [13] subsequently presented an
implementation of this condition to describe the propagation of a
single wave, with phase velocity C in the scalar ﬁeld /:
@/
@t
þ C @/
@n
¼ 0 on C; ð1Þ
in which n represents a coordinate that is an outward directed nor-
mal to a boundary surface C. Orlanski [13] demonstrated that the
solution deﬁned by the use of Eq. (1) was free from reﬂection.
Although this and much of the early work studying non-reﬂecting
OBCs (e.g. [14,15]) examined equations which are hyperbolic in nat-
ure, Orlanski [13] himself foresaw the utility of this approach to
parabolic and elliptic problems. Indeed, Han et al. [16] later demon-
strated its effectiveness when applied to parabolic equations in
examining a laminar wake.
In the spirit of Orlanski’s original work several investigations
have employed a local approximation to a one-dimensional phase
velocity [17,18] for use in (1), using the values of variables at a pre-
vious time step close to the boundary. An extension of this ap-
proach that is able to describe waves propagating obliquely to
the boundary was proposed by Raymond and Kuo [19] but has sub-
sequently been reported as being unstable [20]. In that case the
practical problems resulting from a theoretically more reﬁned
OBC are typical of the difﬁculties that this area of work presents.
Hattori et al. [20] found that, among schemes utilising a local
approximation of the phase velocity, the scheme by Stevens [17]
provides the most accurate description of a plume. In the work
of Stevens [17], C is deﬁned using a local velocity that is corrected
by an approximate phase velocity, allowing waves to leave the do-
main even when ﬂuid is entering the domain. This idea was used
previously in the work of Klemp and Lilly [21] in which the correc-
tion was estimated as the speed of a typical gravity wave. Both ap-
proaches indicate the importance of correctly describing the speed
with which disturbances propagate across an OBC. In all of these
schemes C must be clipped to upper and lower bounds to ensure
the CFL stability criterion is satisﬁed and the spatial differencing
scheme remains upwind. The results of the comparative study by
Hattori et al. [20] also indicate that for jets and plumes the aspect
ratio of a domain plays an important role in determining the
robustness of a simulation and the duration for which it can be
successfully run.Application of Eq. (1) to turbulent ﬂows that involve a wide
range of velocities at an OOBC necessitates a pragmatic choice of
C. A popular choice [22,11,23] is to use the average wall-normal
velocity, Un = hu  ni over the OOBC:
@/
@t
þ Un @/
@n
¼ 0 on C: ð2Þ
Following the early work there have been many subsequent
investigations resulting in an extensive literature on the subject
[23,24], but unfortunately no agreement on the most suitable ap-
proach; the OBC Mini-symposium in 1991 is reported to have been
an ‘‘exercise in frustration’’ [23]. OOBCs are considered to be
among the most difﬁcult types of BC [9], because they are not de-
ﬁned by any particular natural condition. For turbulent ﬂows this is
particularly problematic; the speciﬁcation of correct OOBCs re-
quires a priori knowledge of the solution that the simulation was
intended to provide in the ﬁrst place [25]. This situation is indica-
tive of the fact that there are no perfect OOBCs [23], at least for
fully turbulent ﬂow, and suggests that effort should be concen-
trated on ﬁnding the most innocuous OBCs.
With C = 0, Eq. (1) speciﬁes a Dirichlet BC for all components of
velocity at an OOBC, which was found to cause a large error in the
pressure ﬁeld close to the OOBC [8], in addition to oscillations
which extended far upstream. Ol’shanskii and Staroverov [8] and
Miyauchi et al. [11] both found that the use of instantaneous local
velocities from a previous time step to deﬁne C yields poor results.
The investigations of Ol’shanskii and Staroverov [8] suggest that a
sensible choice of the spatial variation of C = C(x,y), if available,
provides the best form of Eq. (1), suppressing the upstream inﬂu-
ence of the BC. The fact that Eq. (2) is still a popular choice of OOBC
[7] is testimony to the fact that the problem of specifying robust
OOBCs is of a practical as much as a theoretical nature [23]; a sim-
ple, accurate and robust OOBC is more desirable than a theoreti-
cally perfect OOBC that is extremely sensitive and requires
careful calibration.
IOBCs serve a different purpose from OOBCs and therefore re-
quire separate consideration. The most common IOBCs are summa-
rised in Table 1. Free-slip BCs have been applied to conﬁning walls
in the simulation of jets [26], although large domains such as XINF
are required to prevent overturning motions [27]. Boersma et al.
[28] applied traction-free IOBCs to avoid this problem, allowing
the passage of ﬂuid through the walls of their domain. Other stud-
ies of jets have employed homogeneous Neumann IOBCs [29],
Table 2
Index of simulations.
Simulation U H/D Cells N/D Re Pr Fr
INF 2 16 10242  512 32 500 1 1
C1 1/2 8 1282  256 32 500 1 1
C2 3/4 8 1922  256 32 500 1 1
C3 1 8 2562  256 32 500 1 1
C4 2 8 5122  256 32 500 1 1
A1 1/2 8 1282  256 32 500 1 1
A2 3/4 8 1922  256 32 500 1 1
A3 1 8 2562  256 32 500 1 1
A4 2 8 5122  256 32 500 1 1
CR 1 8 7682  768 96 1700 1 1
AR 1 8 7682  768 96 1700 1 1
CRJ 1 8 7682  768 96 5000 1 1
ARJ 1 8 7682  768 96 5000 1 1
A3J 1 8 2562  256 32 2000 1 1
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OBCs. On domains that do not conform with the symmetry of a
ﬂow the application of traction IOBCs is not always convenient,
in general requiring the speciﬁcation of a spatially varying stress
distribution. Even on domains that do conform with the symmetry
of a ﬂow, without a correctly formulated inhomogeneous term, the
Neumann condition will not, in general, describe the unbounded
domain correctly.
When the ambient can be assumed to be approximately irrota-
tional, total pressure IOBCs (Table 1, IOBCs (c)) are an attractive
alternative [30], in which a domain’s geometry can be accounted
for by specifying the direction of the inﬂow. However, total pres-
sure BCs are liable to instability in the vicinity of rotational ﬂows
with a high Reynolds number (see Section 5.4) and as a result re-
quire larger domains than the IOBCs proposed in the present work.
The restriction of total pressure IOBCs to either large domains or
ﬂows of low Reynolds number makes them less attractive for the
ﬂows considered in this study. We have found that newly devel-
oped IOBCs (Table 1, IOBCs (f)), discussed in detail in Section 4,
are much more tolerant to unsteadiness in the ﬂow ﬁeld compared
to IOBCs that are enforced instantaneously. In Appendix A we show
that with the speciﬁcation of a local wall-normal inﬂow velocity
gradient a prognostic IOBC can be used to produce a velocity ﬁeld
that is identical to that obtained using total pressure IOBCs. In Sec-
tion 5.4 we show that, unlike total pressure IOBCs, the prognostic
IOBC is robust for ﬂows with a high Reynolds number.
3. Simulation details
3.1. Governing equations
To investigate the behaviour of OBCs we used DNS to approxi-
mate the Navier–Stokes equations in the Boussinesq limit to de-
scribe the behaviour of a turbulent plume or jet. Here, a
uniformly spaced orthogonal coordinate system is used, described
by the variables x and y in the lateral directions and z in the vertical
direction. The point (0,0,0) is central to the horizontal domain and
is the location of a circular source of buoyancy with diameter D and
integral buoyancy ﬂux B, where [D] = L, and [B] = L4T3. In addition
to the material properties of the ﬂuid, D and B are the only dimen-
sional parameters of the system. In dimensionless form the equa-
tions describing the conservation of momentum, volume and
relative temperature are given by, respectively
@u
@t
þ u  ru ¼ rpþ Fr2#e^z þ 1Rer
2u; ð3Þ
r  u ¼ 0; ð4Þ
@#
@t
þ u  r# ¼ 1
Pr Re
r2#: ð5Þ
The dimensionless dependent variables u, p and # are a vector of
velocities, kinematic pressure and relative temperature, respec-
tively. The parameter Re = B1/3D2/3/m is a Reynolds number based
on B, D and the kinematic viscosity, m. The Prandtl number is deﬁned
as Pr = m/j, where j is the thermal diffusivity and the Froude
number Fr is deﬁned as Fr = (bg)1/2B1/3D5/6, where g is gravita-
tional acceleration and b is the coefﬁcient of thermal expansion.
The relative temperature is # = T  T0, where T is absolute
temperature and T0 is a reference temperature. We assume that
the pressure is independent of temperature and density and that
the function relating these last two variables is a linear equation
of state, q(#)/q0 = 1 b#, deﬁning b ¼ q10 ð@q=@TÞT¼T0 . The vector
e^z is a unit vector in the vertical direction and the integral buoyancy
ﬂux is deﬁned as
B ¼ bgj
Z
C0
r#  ndA; ð6ÞwhereC0 is the bottom face of the domain, and n is an outward-fac-
ing normal. For jets # = 0, Fr2#e^z ¼ 0, B = 0 and Re = w0D/m, where
w0 is the characteristic velocity at the source.
3.2. Numerical method
All spatial derivatives are approximated to second order accu-
racy over a staggered grid. Symmetry preserving central differenc-
ing was used throughout the computational domain, preventing
the discrete advection operator from erroneously contributing to
the production or dissipation of the variance of a dependent vari-
able [31]. The prognostic equations were integrated in time using
a second order adaptive Adams–Bashforth scheme. At each time
step a pressure correction method is used to ﬁnd the pressure ﬁeld
that will enforce a solenoidal velocity ﬁeld. The Poisson equation
for pressure is efﬁciently solved by employing an FFT over the
two uniformly discretised horizontal directions to ﬁnd eigenvec-
tors in x and y, thereby reducing the problem to a tridiagonal sys-
tem in z for each wavenumber. The use of the FFT in solving the
Poisson equation requires that either pressure is periodic in
x and y, equal to zero on CV or has a wall-normal gradient equal
to zero on CV. The later two cases reduce the space of eigenfunc-
tions to either sines or cosines, respectively. For more details see
[32,33].
3.3. Computational domain, initial and boundary conditions
In each simulation the domain, X, is a square cuboid of height
H, and base area (UH)2, where U is the domain’s aspect ratio.
The boundary surface of X is comprised of a bottom face C0, a
top face C1 and vertical facesCV. The coordinate system has its ori-
gin in the centre of C0.
The sets of simulations INF, Cn and An, where n = 1, 2, 3 or 4,
were used to investigate both OOBCs and IOBCs on domains of dif-
ferent aspect ratios. We designed the height and aspect ratio of
XINF such that, over an interrogation window of height 8D and
width 8D, it was able to provide us with an accurate picture of
how the ﬂuid would behave in an unconﬁned domain. In the
remaining sets we tested different aspect ratios but kept the do-
main height, H = 8D, constant. The discretised domains used in
these simulations are each subsets of the domain used for the ref-
erence simulation: XC1 =XA1  . . . XC4 =XA4 XINF, each
employing N = 32 computational cells per source diameter, D,
uniformly in x, y and z. The simulations {CR,AR} and {CRJ,ARJ}
are used in a comparison to establish whether the proposed axi-
symmetric OBCs are robust enough to support a high-Reynolds-
number ﬂow in plumes and jets, respectively. Accordingly, they
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these details can be found in Table 2.
For simulations of a plume a constant buoyancy ﬂux B was pre-
scribed over an approximately circular heat source of diameter D
located in the centre of C0. For simulation of jets {A3J,ARJ,CRJ} a
velocity proﬁle of the form
w ¼ w0
2
1 tanh 2r  D
4 Dx
  
ð7Þ
was speciﬁed on C0, where Dx is the constant grid spacing in the
x-direction. The boundary C0 was impermeable and employed
free-slip conditions, @ ()/@n = 0, for the tangential components of
velocity. The closed domain of the reference simulation INF was de-
ﬁned by applying these conditions on velocity to its entire boundary.
The classical OBCs used in Cn and the axisymmetric OBCs used in An
are the central topic of this paper and will be described in detail in
Section 4. In all simulations plume theory [34] was used to obtain
sensible initial conditions for u and # and the transients arising from
this condition were discarded before statistics were obtained.
4. Open boundary conditions (OBCs)
4.1. Outﬂow open boundary condition (OOBC)
In the set of simulations Cnwe followed convention and applied
Eq. (2) on C1 to all components of velocity and all dependent scalar
variables, which collectively will be denoted /. To the right hand
side (RHS) of Eq. (2) we added the viscous stresses in x and y, as
recommended by Miyauchi et al. [11]. This classical convective
OOBC is discretised as
d/ijk
dt
¼ Un d/dn
 
ijk
þ fij on C1; ð8Þ
where the subscripts i; j; k 2 N are used to denote a point, (xi,yj,zk),
in the numerical domain. Horizontal diffusion is approximated to
second order in fij and (d//dn)ijk is a ﬁrst order upwind approxima-
tion to the wall-normal (vertical) gradient of / at (xi,yj,zk) adjacent
to, or on, C1. If the variable / is cell-centred in z, (i.e. u, v, p, or #)
then the point (xi,yj,zk) is located in the ghost cell, half a cell above
C1. For the vertical velocity, w, the boundary condition is applied at
a level coincident with that of C1. The use of the average outﬂow
velocity Un in Eq. (8) is problematic, not least because it depends
on the area of the outﬂow. Indeed, a plume will produce a ﬁxed vol-
ume ﬂow rate at the level of the outﬂow such that Un? 0 as
U?1, and the OBC would then not permit any subsequent change
in / at the boundary. It is more desirable to use a speciﬁcation of C
that does not depend on the size of the domain and provides a more
accurate description of the spatial variation of outﬂow velocities.
Walchshofer et al. [29] obtained good results from simulations
of a buoyant jet by deﬁning C(x,y) using a Gaussian proﬁle, which
agrees well with experimental data for the mean vertical velocity
in jets and plumes [35]. In the simulations Anwe applied an exten-
sion of the approach of Walchshofer et al. [29], allowing the radial
spread of the Gaussian proﬁle to vary in time:
Cðx; y; tÞ ¼ Q1ðtÞ
prgðtÞ2
exp  rðx; yÞ
2
rgðtÞ2
" #
; ð9Þ
where r(x,y) = (x2 + y2)1/2, rg(t) is a dimensionless length scale
describing the width of the plume and Q1(t) is the dimensionless
volume ﬂux in the unbounded domain. The relation between
Q1(t) and the actual dimensionless volume ﬂux, QðtÞ ¼
R
C1
wdA, is
Q1 ¼ prgðtÞ2QðtÞ
Z
C1
exp  rðx; yÞ
2
rgðtÞ2
" #
dA
( )1
: ð10ÞWalchshofer et al. [29] used a ﬁxed rg = (6a/5)(H/D + zv), where
a is the entrainment coefﬁcient, which was estimated from exper-
imental data [36] and zv deﬁnes the location of a virtual source. The
disadvantage of using a ﬁxed rg is that it is not appropriate for
ﬂows whose discharge at the outﬂow is of a different horizontal ex-
tent to that on which rg is based. A ﬁxed rg also neglects temporal
variation in the spread of the vertical velocity proﬁle at the outﬂow
and variation of zv. To partially alleviate the problem of uncertainty
in the estimation of a ﬁxed rg an intentionally narrow (small a)
proﬁle can be imposed, which as Walchshofer et al. [29] point
out, is more stable because it reduces the non-physical spreading
at the outﬂow. For the present work we generalise their approach
by allowing the ﬂow to determine rg(t) dynamically and therefore
extend the applicability of the method to a wider class of problems.
The ratio of the ﬁrst to the zeroth moment of the Gaussian dis-
tribution provides a simple means of estimating rg(t) at each time
step of a simulation:
rgðtÞ ¼ 2ﬃﬃﬃpp
P
C1
rij max½wijkðtÞ;0P
C1
max½wijkðtÞ;0 ; ð11Þ
where rij ¼ x2i þ y2j
 1=2
. We exclude negative values of wijk in Eq.
(11) to prevent spurious inﬂow on C1 from having an unduly large
inﬂuence in the determination of rg(t). The modiﬁed OOBC is more
general than Eq. (8); the uniform convective velocity Un can be
recovered from Eq. (9) in the limit rg(t)?1. It should be noted that
there are several sources of error in the approximation in Eq. (11).
Even if the velocities in the plume are exactly Gaussian in form,
both the truncation error of the numerical integration and the
assumption that w  0 outside the domain render Eq. (11) inexact.
More importantly, the instantaneous velocities in a plume are not,
in general, Gaussian in form and are neither axisymmetric nor dis-
tributed centrally over the domain. However, compared to C = Un,
the Gaussian form is a signiﬁcant improvement, relative to
which the aforementioned sources of approximation are small. In-
deed, the outﬂow’s most important attributes, namely its velocity
and integral length scale, are captured dynamically by the OOBC.
Although the OOBC uses a prescribed velocity proﬁle, Eq. (9), the
precise form of this proﬁle is only likely to be responsible for effects
that are of higher order than those considered here.
In addition to providing an improved representation of the con-
vecting velocities at the OOBC, the dynamic speciﬁcation of rg(t)
has the advantage of not depending on parameters that must be
speciﬁed a priori. This means, for example, that to within the
approximation provided by Eq. (11), representative vertical veloc-
ities can be obtained for both jets and plumes, whose spreading
rates are known to differ [37].
The proposed modiﬁcations to Eq. (1) result in the following
semi-discrete ﬁnite difference scheme:
d/ijk
dt
¼  Q1ðtÞ
prgðtÞ2
exp  r
2
ij
rgðtÞ2
" #
d/
dn
 
ijk
þ fij on C1: ð12Þ
In order to avoid an inﬁnitely stiff response of the ﬂuid at the
OOBC, both Eq. (8) and Eq. (12) require that non-zero vertical
velocities on C1 are speciﬁed at t = 0. If this requirement is not sat-
isﬁed then u will remain zero throughout the simulation.
4.2. Inﬂow open boundary condition (IOBC)
The entrainment caused by a localised patch of turbulence
developing in the vertical direction will drive an axisymmetric ﬂow
in its ambient. From the perspective of the ambient, the turbulence
can be modelled as a vertical line sink. The fully irrotational ﬂow
induced by the line sink is a unique solution to Laplace’s equation
(see e.g. [6]). The gradual vertical variation of the strength of the
line sink ensures that vertical velocities in the ambient are small.
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plies that the horizontal velocities in the ambient are
ðu;vÞ ¼ qðz; tÞ
2pr
ðcos h; sin hÞ; ð13Þ
where h = arctan (y/x) and q(z, t) is the entrainment ﬂux (the two-
dimensional volume ﬂux). At each height this solution is consistent
with the unique two-dimensional axisymmetric incompressible
ﬂow induced by a point sink. In principle q could be coupled to
the outﬂow, resulting in q(t) = Q(t)/H. However, this is not realistic
for plumes in which the entrainment ﬂux varies in z. In Appendix A
we show that both under- and over-estimation of q leads to signif-
icant deviations from axisymmetry in the induced ﬂow ﬁeld. To ac-
count for its vertical variation q(z, t) can be found by integrating Eq.
(4) over a horizontal slice, Xh, which results in
qðz; tÞ ¼ @
@z
Z
Xh
wðx; y; z; tÞdA: ð14Þ
We can deﬁne an inhomogeneous Neumann boundary condi-
tion on CV that ensures that the horizontal velocities uh = (u,v) will
be consistent with Eq. (13):
duh
dn
¼ f ijk on CV : ð15Þ
Here fijk is the wall-normal gradient of horizontal velocity ob-
tained from the two-dimensional axisymmetric solution (Eq. (13)):
f ijk ¼ 
qkðtÞ
2p
@
@n
cos h
r
;
sin h
r
  
ijk
: ð16Þ
Without any tolerance for deviations from axisymmetry the
IOBC Eq. (15) is not robust. Therefore, whilst ensuring axisymme-
try in the steady-state, we allow temporary departures from axi-
symmetry by setting
duh
dt
 
ijk
¼ C f ijk 
duh
dn
 
ijk
" #
on CV : ð17Þ
The relaxation velocity CP 0 in Eq. (17) determines the rate
at which the wall normal gradients converge to those speciﬁed
in fijk and makes Eq. (17) an upwind discretisation. Although the
role of C here is the same as its role on the OOBC, the nature of
the ﬂow on the IOBC suggest that its inﬂuence should be given
a different interpretation. For OOBCs a sensible speciﬁcation of
C is essential due to the unsteady, inhomogeneous nature of
the ﬂow on C1. For IOBCs however, which admit an approxi-
mately steady ﬂow into the domain, it is the correct speciﬁca-
tion of the inhomogeneous Neumann condition fijk, to which
the solution tends, that is most important. For this work we
set C = jUnj, where Un is the average wall-normal velocity on
CV, which means that all points on CV respond to a departure
from the imposed gradient fijk at the same rate. It is possible
to exploit the more artiﬁcial role of C on the IOBC by setting
it to a higher value than jUnj, which allows the IOBCs to modify
the velocity ﬁeld over much shorter timescales. Ultimately how-
ever, the value used to deﬁne C will be restricted by a criterion
for numerical stability. Even beneath this limit, we observed
that a high value of C can cause problems if the IOBCs must
occasionally allow turbulence to leave the domain, because C
then admits a more physical interpretation as the convecting
velocity.
Under the assumption that vertical velocities in the ambient
are small, the correct speciﬁcation qk(t) = q(zk, t) at every vertical
level is crucial for attaining axisymmetry. If the vertical depen-
dence of q is neglected and a spatially uniform distribution is
used, the steady state implied by Eq. (17) will not, in general,
be axisymmetric. The reason for this is that in two dimensionsEq. (13) is the unique solution to the incompressible, axisym-
metric ﬂow induced by a sink of strength q(z, t). The incorrect
speciﬁcation of q on the boundary can only yield a solution if
the condition of axisymmetry is violated. Indeed, an under- or
over- speciﬁcation of the magnitude of q(z, t) at a given height
will result in ﬂuid being drawn into the domain predominantly
through the middle of each face or through the corners of the
domain, respectively. We demonstrate this effect in Appendix A
using data from simulations of a sink in a quasi-two-dimen-
sional domain. In three dimensions an incorrect speciﬁcation
will cause a departure from axisymmetry or a divergence/con-
vergence in the horizontal velocity ﬁeld.
In Cn and CR we did not supply any axisymmetric information
to the IOBC, setting fijk = 0 uniformly over CV in Eq. (17). Therefore,
in Cn and CR the OOBC and the IOBC are identical, deﬁned using the
face average normal velocity Un and its absolute value jUnj,
respectively.
4.3. Pressure
The relationship of pressure to the IOBCs and OOBCs devel-
oped in the previous sections requires further explanation. The
fact that pressure does not appear explicity in the OBCs consid-
erably simpliﬁes its treatment because there is no need to devi-
ate from the standard FFT-based pressure solver, which we will
describe below for completeness. In order to solve the Poisson
equation we impose a homogenous Neumann condition to pres-
sure over all boundaries, with the exception of the plane-aver-
age pressure over C1, which we set to zero to render the
problem well-posed. This condition allows ﬂuid to enter or
leave the domain in the event of the global divergence of the
ﬂow being different from zero, which is a requirement for the
existence of a solution to the Poisson equation. It is equivalent
to applying a uniform correction to the velocities at the outﬂow
to ensure zero global divergence.
Although the standard pressure solver enforces a solenoidal
velocity ﬁeld the dominant processes at the IOBC require a more
direct coupling, for reasons explained below. Indeed, if a Neumann
boundary condition is applied to pressure on the side walls at the
pressure correction step, then, if required, extra ﬂuid can be drawn
into or out of the domain only via the outﬂow face. In that scenario
the sides play a passive role. Such behaviour is not consistent with
the ﬂow that is induced in unconﬁned domains; in reality the in-
duced ﬂow is driven by regions of low pressure within the jet or
plume and does not have an intrinsic preference for entering the
domain through a particular face. In order that the induced ﬂow
ﬁeld is correctly established, it is important that the treatment of
pressure reﬂects this fact. Application of a Dirichlet boundary con-
dition to pressure on the side walls at the pressure correction step
allows the sides to play an active role. In that scenario the pressure
ﬁeld can draw ﬂuid into the domain via both the sides and the top
of the domain to eliminate a global divergence, which is consistent
with the behaviour of unconﬁned domains. In this manner, active
side boundary conditions allow turbulent entrainment into the
jet or plume to determine the magnitude of velocities on the
side walls in a natural way; pressure is dominant in determining
the magnitude of the inﬂow whilst the IOBCs applied to velocity
steer the ﬂow in the correct direction.
For the active approach the Dirichlet condition is only applied
to pressure on the side walls at the pressure correction step; a Neu-
mann condition is applied to pressure prior to the pressure correc-
tion step. This means that in a steady state the pressure ﬁeld will
have zero wall normal gradients. However, as explained in the par-
agraph above, the boundary condition applied at the pressure cor-
rection step is crucial in determining the route the ﬂow takes to a
steady state.
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5.1. General observations
In this and the following sub-sections we analyse data from
DNS to quantify the effects that OBCs and domain aspect ratio have
on a simulated ﬂow ﬁeld. In particular the data allows us to iden-
tify the origin of the disturbances seen in Fig. 1. OBCs that behave
correctly should be independent of their domain size and, in the
interests of accuracy and computational efﬁciency, we would like
to know which OBCs most closely satisfy this stipulation.
Qualitatively, Fig. 1 indicates the form and location of the dis-
turbances caused by classical OBCs. At the top ofXC3 regions of rel-
atively warm rotational ﬂow have spread across the horizontal
extents of the domain. On the horizontal slice it is clear that the
classical OBCs have caused a signiﬁcant departure from axisymme-
try. In fact, the vertical slice taken at y = 0 does not capture the full
extent of the three dimensional problems in C3; the horizontal
slice shows that in the corner regions of XC3 warm ﬂuid is trans-
ported into the ambient, far beneath the level of the OOBC. Com-
pared to INF and A3 the contours of horizontal velocity in C3
indicate that the ﬂuid enters XC3 predominantly through the cen-
tre of each face, rather than through the corners. The contours of
horizontal velocity in C3 are similar to those obtained from a sim-
ulation employing classical OBCs on a quasi-two-dimensional do-
main in Appendix A, in which the departure from axisymmetry is
clearly evident.
In contrast, the horizontal velocities in A3 show close agree-
ment with the reference INF. They exhibit axisymmetry and a com-
parison with INF suggests that the correct volume of ﬂuid is being
entrained into the plume. Indeed, the horizontal velocities in A3
appear to exhibit greater axisymmetry than those of the reference
simulation INF. The reason for this is the small inﬂuence that the
square geometry of INF has on the sensitive ambient ﬂow ﬁeld,
which highlights a further advantage of being able to specify
appropriate OBCs.
The disturbances in Fig. 1 indicate that at the top of the domain
the plume in C3 is not entraining ﬂuid correctly. If the OOBC in C3
was behaving correctly then anomalies in the temperature ﬁeld
would be entrained into the plume and ejected from the domain
via the OOBC. Moreover, the IOBCs in C3 prevent the ﬂuid from
entering the domain axisymmetrically, although evidence of their
inﬂuence in Fig. 1 is combined with disturbances arising from
the OOBC. The cause of the underlying departure from axisymme-
try is the homogenous Neumann condition to which the boundary
conditions imposed on Cn tend in the steady state. It can be shown
that a Neumann IOBC produces vertical vorticity when applied to a
ﬂat, vertical boundary in the vicinity of a singularity in the ﬂow0 50 100 1
0
0.5
1
1.5
2
Fig. 2. Evolution of instantaneous outﬂow parameter rg(t) in plume A3 [	] andﬁeld. This is a highly undesirable feature of any ﬂow ﬁeld that is
known to be approximately irrotational in its far-ﬁeld ambient.
The rotational force applied at the boundary in these situations
has the effect of squeezing a given inﬂow into a smaller portion
of the face through which it enters the domain. This effect was evi-
dent in the velocity ﬁeld of quasi-two-dimensional simulations,
which are discussed in Appendix A, that were conducted to isolate
the effects of the IOBCs from those of the OOBCs (Fig. 8).
5.2. Pressure gradient and entrainment
Fig. 2 depicts the evolution of the dynamically determined rg(t)
in A3 and A3J. This clearly demonstrates the response of rg(t) to
changes in the length scale of the ﬂow at the OOBC. In this case,
the changes can arise due to the different spreading rates of jets
and plumes [37], differences in the length of the region over which
the ﬂow develops and ﬂuctuations in time, which appear to be
more signiﬁcant in the plume than the jet. Whilst it appears that
rg(t) for the jet steadily decreases, examination of rg(t) beyond
t = 300 reveals that this is a transient effect, and that rg(t)  0.7.
Fig. 2 clearly shows that the new OOBC responds dynamically to
high intensity entrainment events [38], which account for a varia-
tion in rg(t) in A3 of approximately 40% on C1. In this section we
quantify how the ability of the new OBCs to appropriately charac-
terise the instantaneous convecting velocities (OOBCs) and their
wall-normal gradients (IOBCs) alleviates a spurious pressure gradi-
ent on C1 and allows the plume to entrain ﬂuid correctly.
One can understand the poor performance of the standard
OOBCs, and in particular the cause of the large spreading of the
plume at the top of XC3, by comparing the centreline pressure gra-
dients in Cn to those in An and INF. Fig. 3 shows that the classical
OOBCs produce an adverse pressure gradient on C1 that is at least
an order of magnitude larger than the pressure gradient at this
location in An and INF. It is clear that both the magnitude of this
anomaly and the distance that it extends into the domain’s interior
are dependent on aspect ratio: the anomaly is over twice as large in
C4 as it is in C2.
Following Gresho [9] we reveal the origin of this non-physical
force by subtracting the governing equation for the wall-normal
velocity, Eq. (3), from the wall-normal component of Eq. (8):
@p
@z
¼ ðUn  wÞ @
w
@z
 fz on C1; ð18Þ
where the over-bar denotes a time average and fz accounts for hor-
izontal advection of vertical momentum, diffusion of momentum in
the vertical direction and the turbulent transport of vertical
momentum. Eq. (18) demonstrates the inﬂuence on p implied by
the classical OOBC, Eq. (8). The ﬁrst term on the RHS indicates that50 200 250 300
jet A3J [4]. The variable rg(t) is determined dynamically at each time step.
C1, A1 (Φ = 1/ 2)
C2, A2 (Φ = 3/ 4)
C3, A3 (Φ = 1)
C4, A4 (Φ = 2)
z
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Fig. 3. Time averaged, normalised vertical pressure gradient, @p=@z, on the centreline r = 0. Data from simulation INF [ ] is compared to data from simulations
employing uniform convective OBCs, Cn, [h] and axisymmetric OBCs, An, [	], each employing domains of different aspect ratio U. The vertical extent of the domain has been
truncated for clarity.
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 0 and the local vertical velocity deviates from Un a pressure
gradient must exist, proportional to @ w=@z, to balance the forces
in the vertical direction. It is in this term that there is a dependence
on the domain of a simulation. Far from the axis of the plume,
where @ w=@z 
 0, these deviations will have little effect on the
pressure ﬁeld. Close to the axis of the plume however, where on
average w Un and @ w=@z < 0, we expect a large adverse pressure
gradient. The consequence of this pressure gradient is a horizontal
divergence in the ﬂow just beneath C1, whose effect is evidenced
in the accumulation of enstrophy and temperature at the top of
the domain of C3 in Fig. 1. It is important to acknowledge that
the discrepancy arises from both spatial and temporal inhomogene-
ity in the convecting velocity.
The dependence of Cn on aspect ratio is highly problematic. In
the limit U?1, Un? 0 and @p=@z 
  w@ w=@z on C1 so that the
OOBC becomes inﬁnitely stiff in response to convected perturba-
tions in the ﬂow ﬁeld which are supposed to be transported across
C1. This is particularly unfortunate because it means that an at-
tempt to improve the accuracy of a simulation by increasing its as-
pect ratio in such circumstances could result in enhanced
inaccuracy. Despite being limited to a relatively small vertical re-
gion, the elliptic nature of pressure is able to communicate distur-
bances throughout the entire domain instantaneously. In contrast,
the simulations employing axisymmetric OOBCs do not develop a
signiﬁcant adverse pressure gradient on C1 and in this respect are
independent of aspect ratio. Unlike the classical OOBCs, the dynam-
ically speciﬁed outﬂow proﬁle only appeals to the ﬂow for informa-
tion and therefore accords with the proﬁle that would be observed
on an unconﬁned domain. As a result, C 
 w everywhere on C1 and
the magnitude of non-physical effects is dramatically reduced.
One of the deﬁning properties of a turbulent plume is that its
vertical volume ﬂux increases with height owing to radial entrain-
ment. It is therefore crucial that numerical simulations reproducethis process accurately. To assess this we look at how the plume’s
volume ﬂux varies over the height of a domain and how this de-
pends on the OBCs employed and on the aspect ratio of the
domain.
Fig. 4 displays the vertical variation in the azimuthal and tem-
poral mean radial inﬂow hurih, at r = 2. By continuity 4phurih at
r = 2 is equal to the vertical rate of change of volume ﬂux over a
disc of radius 2 units. The data indicates a dependence of hurih on
domain aspect ratio when classical OBCs are used. In particular,
unless an aspect ratio of U = 2 is used, there is a signiﬁcant differ-
ence between Cn and INF when z ’ 5. Although these inaccuracies
arise from the combined inﬂuence of the IOBC and OOBC, it is
believed that those arising from the OOBC are dominant. The ad-
verse pressure gradient, evident in Fig. 3, forces the plume to
spread outwards at the OOBC which results in a signiﬁcant reduc-
tion in the rate at which its volume ﬂux increases. However, just
below this region inﬂow velocities increase signiﬁcantly compared
to those in INF. This correlation suggests that below the OOBC the
ﬂow is dominated by large scale overturning motions. Although
they are limited to the top of the domain, it is these rotational
events that appear to cause instability when a total pressure IOBC
is applied on CV.
In contrast to Cn, for all but the smallest aspect ratio under con-
sideration, the axisymmetric OBCs are in close agreement with INF
and approximately independent of U. At a given height, if axisym-
metric IOBCs are adopted instead of classical convective IOBCs, a
comparatively smaller aspect ratio is sufﬁcient to attain a given le-
vel of approximation to INF. Furthermore, compared to Cn, the
agreement with INF in An is over a larger vertical extent, permit-
ting more efﬁcient use of the computational domain. This is extre-
mely signiﬁcant for the computational cost of simulations of
plumes, in which additional vertical space is also required at the
base of the domain to allow the ﬂow to develop.
C1, A1( Φ = 1/ 2)
C2, A2(Φ = 3/ 4)
C3, A3( Φ = 1)
C4, A4( Φ = 2)
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Fig. 4. Time and azimuthally averaged, normalised radial velocity, hurih on a vertical shell on which r = 2. Data from the simulation INF [ ] is compared to data from
simulations employing uniform convective OBCs, Cn [h] and axisymmetric OBCs, An [	], on domains of different aspect ratio U.
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Fig. 5 quantiﬁes the axisymmetry of the ﬂow ﬁeld over a cylin-
drical shell of dimensionless radius r = 4 in C3 and A3 over (t,z)
space. We deﬁne an indicator for the axisymmetry of the ﬂow on
the shell as
Sðz; tÞ ¼
R 2p
0 urdh
 2
R 2p
0 u
2
r dh
2
64
3
75
r¼4
: ð19Þz
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Fig. 5. Isolines of the axisymmetry parameter, S(z, t), on a vertical shell with r = 4, i
axisymmetry, red) to 1 (full axisymmetry, white) in increments of 0.05. Upper limit beyo
the velocities in the ambient [–––]. (For interpretation of the references to color in thisIf the ﬂow is perfectly axisymmetric over the shell at a given
height then S(z, t) = 1. In the limit in which all the ﬂow enters the
shell at the midpoint of each face S(z, t) = 0. The use of (t,z) space
allows us to understand not only the temporal rate with which a
ﬂow ﬁeld converges to a particular distribution of radial velocities,
but also how this convergence depends on vertical location in a
domain.
Isolines of S(z, t) in Fig. 5 show that in C3 the ﬂow ﬁeld is far
from being axisymmetric. The departures from axisymmetry in
this case are non-uniform in space and time. In space the most sig-F
3
t
3
.5 0.6 0.7 0.8 0.9 1
50 200 250 300
n simulation INF (top), C3 (middle) and A3 (bottom). Isolines range from 0 (no
nd which the closed box geometry in simulation INF starts to signiﬁcantly inﬂuence
ﬁgure legend, the reader is referred to the web version of this article.)
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top of the domain. In time the axisymmetry progressively deterio-
rates. Apart from small discrepancies at the base of the domain, the
axisymmetry of simulation A3 is excellent in comparison. The nor-
malised form of S(z, t) and the very small velocities that occur in
the ambient at the base of the domain, suggest that the discrepan-
cies in A3 are insigniﬁcant. Unlike C3, the axisymmetry in A3 does
not show obvious signs of deterioration over time and agrees well
with the reference simulation INF when t / 200. When t ’ 200 it is
evident that the geometry of the closed domain of INF starts to sig-
niﬁcantly inﬂuence the velocities in the ambient and INF no longer
provides an adequate approximation of an unconﬁned domain.
Fig. 5 allows us to infer several things about the way in which
deviations in axisymmetry engulf the domain. The ﬁrst
disturbances to axisymmetry appear to occur close to C0. These
are not large disturbances, but they are signiﬁcant relative to the
small radial ﬂux of radial momentum entering the domain at that
level. After a time which is comparable to the time it takes for a
ﬂuid parcel to travel the entire height of the domain, t 
 16, devi-
ations in axisymmetry beneath C1 appear. These are due to the
horizontal divergence in the ﬂow ﬁeld beneath C1 and its subse-
quent interaction with the sides of the domain. Following this
interaction, signiﬁcant departures from axisymmetry propagate
downwards at a constant rate. From t 
 160 the ﬂow ﬁeld is highly
non-axisymmetric at the top of the domain and in the region
0 / z / 4, which one may infer correspond to the regions in which
the effects of the OOBC and IOBC are likely to dominate, respec-
tively. In the region 5 / z / 7 at large times C3 exhibits moderate
axisymmetry in comparison to the rest of its domain. Therefore,
the undesirable blocking effect of the classical OOBC results inFig. 6. Top: vertical slice through instantaneous (LHS) and time averaged (RHS) tempera
[ ]. Each sub-window displays instantaneous isolines of normalised absolute horizo
[–––]. Bottom: evolution of global axisymmetry, H1
RH
0 Sðz; tÞdz in simulation CR [h] an
t = 36, at which point instability occurred [].the re-entrainment of ﬂuid into the plume some distance beneath
C1 that is apparently more axisymmetric that the ﬂuid that is
either entrained through the IOBC or disrupted immediately be-
neath C1.
Most importantly, the transition to an approximately steady
state in C3 occurs over a time scale that is comparable to the time
interval over which statistics for such ﬂows are normally obtained
[38], which places an onerous requirement on the total duration of
such simulations. If classical convective OBCs are employed the
simulation will either exhibit large scale transients over a moder-
ately axisymmetric ﬁeld (t / 80), a steady state over a predomi-
nantly non-axisymmetric ﬁeld (t ’ 240), or a combination of the
two. The large time scales that are characteristic of the ﬂow in
the ambient make the selection of appropriate OBCs imperative.
5.4. High-Reynolds-number plume
In order to demonstrate the robustness of the new OBCs in this
section we subject them to a more stringent test by simulating a
high-Reynolds-number plume. For these simulations we chose a
single aspect ratio of U = 1, as it is typical of the aspect ratio that
is likely to be employed in practice.
Fig. 6 displays results for a simulation with classical convective
OBCs (left window) and the new axisymmetric OBCs (right win-
dow). The left hand side and right hand side of each window con-
tains instantaneous and time averaged results, respectively. Also
shown are isolines of the stream function w, deﬁned by
rur ¼ @w
@z
; rw ¼  @w
@r
: ð20Þture ﬁeld for simulations CR and AR, and isolines of normalised stream function w
ntal velocity
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ v2p [—] and temperature over the horizontal slice on which z = 7
d AR [	]. Results from a simulation employing total pressure BCs on CV until time
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Compared to AR, simulation CR exhibits signiﬁcant non-physi-
cal effects that are likely to be dependent on aspect ratio. It is vis-
ible from Fig. 6 that the plume in CR has a larger horizontal spread
at a given height than in AR. This, once again, indicates that inap-
propriate OBCs cause a fundamental change in important plume
properties, such as the rate with which they entrain ﬂuid from
their ambient. The streamlines in CR show that ﬂuid is drawn into
the domain near the edges of the outﬂow face, which results in a
counter-ﬂow throughout the height of the domain. Furthermore,
the prescription of zero vertical velocities on CV indicates that this
disturbance is non-axisymmetric, taking place predominantly in
the corner regions. Therefore, the approximately horizontal ambi-
ent streamlines in AR provide an indirect indication of axisymme-
try. In contrast with CR, the vertical velocities in the corners of the
outﬂow face in AR are small, which is consistent with the physics
of the unconﬁned problem. This difference can be attributed to
the proﬁle of convecting velocity, C(x,y), employed at the outﬂow.
In AR the negligible convecting velocity applied to the corners of
the outﬂow results in a stiff response, which prevents the non-
physical development of vertical velocities that are seen in CR.
Although very mild distortion in the mean temperature ﬁeld
can be observed in AR it is limited to a region of small vertical ex-
tent and, unlike CR, does not appear to interact with the sides of
the domain. In addition, the use of a non-uniform convective out-
ﬂow velocity was found to signiﬁcantly reduce the occurrence of
non-physical oscillations just beneath C1, which were regularly
observed in equivalent simulations employing classical convective
OOBCs due to steep gradients in the vertical velocity near the OBC.Fig. 7. Top: vertical slice through instantaneous (LHS) and time averaged (RHS) vertical v
w [ ]. Each sub-window displays instantaneous isolines of normalised absolute hor
z = 7 [–––]. Bottom: evolution of global axisymmetry, H1
R H
0 Sðz; tÞdz in simulation CRJIn the lower half of Fig. 6 we show how the vertical integral of
S(z, t) evolves over time in simulations CR and AR. The results indi-
cate that AR remains almost 100% axisymmetric throughout the
duration of the simulation, whereas CR degenerates into a strongly
non-axisymmetric ﬁeld when t ’ 60. It should be noted in the
interpretation of Fig. 6 that the duration over which statistics are
normally obtained corresponds to approximately 60 units of
dimensionless time. It is therefore impossible to obtain both statis-
tically stationary and axisymmetric data from CR.
The lower half of Fig. 6 includes incomplete data obtained from
a simulation that was identical to AR with the exception of
employing total pressure BCs on CV (Table 1, IOBCs (c)). The total
pressure BCs become unstable after a certain time (t 
 36 in this
case), which is typical behaviour when simulating turbulent
plumes on domains with a small aspect ratio. The instability ap-
pears to originate at the top of the domain, where patches of high
vorticity are most likely to interact with the sides of the domain.
Because the total pressure BCs do not account for vorticity, the
presence of vorticity close to the boundary results in very large
pressure gradients. Although the simulation of lower Reynolds
number ﬂows or the use of larger domains can mitigate, or at least
postpone, such instabilities, these approaches are at odds with the
reasons for employing DNS and its viability, respectively.5.5. High-Reynolds-number jet
Fig. 7 displays data obtained from the simulation of a high-
Reynolds-number jet, with Re = 5000. Both the vertical and hori-
zontal slice through CRJ suggest that the performance of theelocity ﬁeld for simulations CRJ and ARJ, and isolines of normalised stream function
izontal velocity
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ v2p [—] and vertical velocity over the horizontal slice on which
[h] and ARJ [	].
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from the problem. Although it could be argued that buoyancy is
able to help the ﬂow exit from the domain, our experience has
indicated that the problems arising from its presence far outweigh
any advantages. These problems include the need to correctly re-
move buoyancy from the domain; inﬂow through the OOBC can re-
sult in the non-physical transport of either relatively dense or
relatively buoyant ﬂuid into the domain. The possibility of either
of these events is greatly increased when classical convective
boundary conditions are employed, in which the uniform convect-
ing velocity ensures that the periphery of the OOBC plays an active
role. In spite of the absence of these complications, the streamlines
in the environment in CRJ indicate that approximately half of the
vertical extent of the jet is entraining ﬂuid via the OOBC rather
than the IOBC, which is evidently non-physical. The lower half of
Fig. 7 shows that axisymmetry in CRJ gradually deteriorates, result-
ing in a poor representation of an unconﬁned domain in addition to
large-time unsteadiness. Simulation ARJ is statistically steady and
provides a more accurate representation of the induced ﬂow in
the environment. Also noteworthy is the apparently larger region
of ﬂow development in jets (Fig. 7) compared to plumes (Fig. 6).
A useful feature of the proposed OBCs is that these differences
are accommodated for automatically. Owing to the vertical varia-
tion of entrainment close to the source, it is likely that the region
of ﬂow development is responsible for the inclination of the
streamlines in the ambient in simulation ARJ, compared to AR.
6. Conclusions
We have presented OBCs whose behaviour conforms with the
most important features of physically unconﬁned, statistically axi-
symmetric turbulent ﬂows. The OBCs are dynamic and conse-
quently do not require speciﬁcation of the magnitude or extent
of a statistically axisymmetric ﬂow. The OBCs have been applied
to a high-Reynolds-number jet and plume, and provide a signiﬁ-
cant improvement over classical OBCs for these ﬂows.
The OOBC described in this paper allows ﬂuid to leave a compu-
tational domain without causing signiﬁcant disturbance by
accounting for spatial and temporal variation in the velocity with
which ﬂuid is convected across a boundary. The IOBC forces ﬂuid
to enter the domain in the correct manner by accounting for the
strength of the entraining axisymmetric ﬂow at each vertical level
in the domain. Most importantly, the new OBCs are independent of
the computational domain. In contrast, classical convective bound-
ary conditions are not invariant with aspect ratio for the ﬂows un-
der consideration, giving rise to serious disturbances when both
large and small aspect ratios are employed. The prognostic form
of the new OBCs allows the ﬂow to adjust innocuously to depar-
tures from axisymmetry and transient turbulent events. Although
the necessity of this feature is not immediately apparent at the
IOBC, where the ﬂow is approximately steady and irrotational, it
provides a safeguard against transient events that would otherwise
cause instability.
The new OBCs require very few additional computations at each
time step and do not require complex boundary conditions for
pressure. Of primary beneﬁt is their ability to support computa-
tional domains that are not signiﬁcantly bigger than the diameter
or height of the jet or plume under consideration. In addition, com-
pared to the classical OBCs, the new OBCs substantially reduce the
vertical extent of contamination beneath the outﬂow and therefore
use the computational domain more efﬁciently. They are able to
faithfully reproduce ﬂow induced in an unconﬁned ambient and
do not contaminate the process of entrainment as much as classical
OBCs. However, even when axisymmetry preserving OBCs are
adopted the results indicate that it is important to use a sufﬁciently
large aspect ratio, which we estimate must be such that U > 3/4.The basic principle outlined in this paper can be readily ex-
tended to other problems. Any localised turbulence that is trans-
ported in a direction that is predominantly normal to an outﬂow
boundary can be treated using this approach. It is not necessary
for the ﬂow to be statistically stationary; the dynamic OOBC will
naturally adjust to the scale of a ﬂow at each time step. This means
that for problems in which the ﬂuxes of buoyancy or momentum at
the source are time dependent (see e.g. [39]) an OOBC can be
implemented using the method described in this paper without
alteration. The OOBC in simulations of planar jets and plumes is
amenable to a simpliﬁed version of the treatment discussed here.
Furthermore, we have successfully applied the technique in simu-
lations of a turbulent fountain, for which an OBC at the level of the
source must support both inﬂow and outﬂow. For that purpose we
impose an outﬂow proﬁle for the convecting velocity that is annu-
lar and scaled dynamically to suit the most important features of
the outﬂow. The method presented applies equally well to non-
rectangular domains because it does not depend on the geometry
or size of a computational domain. In situations where the simula-
tion of multiple sources of buoyancy or momentum is required
[40] the basic form of the OOBC and IOBC described in this paper
can still be used. To describe multiple sources both the convecting
velocity proﬁle and the inhomogeneous condition applied at the
IOBC would need to contain a contribution from each source and
a dependence on their location. The dynamic determination of
such an offset would avoid the need to make a priori speciﬁcations
and could also be used to account for the meandering of a plume.
Whilst there is room to improve the methods described here, com-
plicated reﬁnements such as the use of higher order moments of
the ﬂow, are unlikely to bring substantial beneﬁts.
A more reﬁned determination of the convecting velocity C, used
to determine the rate with which the IOBCs are enforced, warrants
further attention. Here, a balance between the computational ben-
eﬁts of rapidly enforcing the correct distribution of inﬂow and
robustness must be sought. In this regard it would be worth con-
sidering a deﬁnition of C whose relatively large initial value decays
to C = Un before statistics are obtained. In theory, this would allow
a correct inﬂow to be established quickly without exposing the
simulation to the risk of instability at later times.Acknowledgements
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for their support.Appendix A. Two-dimensional simulations
In order to isolate the effects of the IOBC in a simpliﬁed context
we conducted simulations of the quasi-two-dimensional ﬂow in-
duced by a sink with a dimensional volume ﬂux w0pD2/4 in the
centre of a shallow rectangular domain. The governing equations
used in these simulations were those described in Section 2. The
analytic solution of this problem (ANA), in terms of the dimension-
less variables ur and r, is given by
ur ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ v2
p
¼  D
8H
1
r
: ð21Þ
The normalised height of the rectangular domains was H/D = 1/2,
where D is the sink diameter, and their aspect ratio was U = 64.
Fig. 8. Uniformly spaced isolines of normalised instantaneous absolute horizontal velocity,
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ v2p , [—] and instantaneous threshold of normalised enstrophy
1
2 kr  uk2 > 3:0 107 [ ]. Each window shows a horizontal slice at z = 1/4 through the domain of a simulation.
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diameter.
On each cell over the volume sink, located in the centre of C0,
we speciﬁed a constant negative vertical velocity, w0, to give
Re = w0D/m = 250. All dependent variables are non-dimensionalised
using w0 and D. On the vertical inﬂow faces, CV, we implemented
ﬁve different IOBCs. In C2D we applied a classical convective IOBC
by setting fijk = 0 in (17). In P2D we speciﬁed total pressure IOBCs
(Table 1, IOBCs (c)). The remaining simulations A2D, AL2D and
AH2D all employ the axisymmetric IOBC (Eq. (17)) described in
Section 4.2. However, for simulations A2D, AL2D and AH2D we de-
ﬁned the two-dimensional volume ﬂux at a given height, z = zk:
qkðtÞ ¼ k
d
dz
X
ij
wijkðtÞdA
 !
k
; ð22Þ
where k = 1 in A2D, such that qk(t) accords with the actual two-
dimensional volume ﬂux. To demonstrate the effects of incorrectly
specifying qk(t), in AL2D and AH2D we intentionally under- and
over-speciﬁed the two-dimensional volume ﬂux, adopting k = 1/2
and k = 2, respectively.
The effects of applying a boundary condition that does not ac-
count for a problem’s continuous axisymmetry are evident in
Fig. 8. Whilst in all cases the ﬂow is seen to have a discrete axisym-
metry, continuous axisymmetry is only attained by P2D and A2D.
The results from P2D and A2D are almost indistinguishable, in
spite of their different boundary conditions. Both total pressure
IOBCs and the axisymmetric IOBCs admit the solution for the ﬂow
induced by the sink on an unconﬁned domain. However, this cor-
respondence is only true in a steady state. Unlike the axisymmetric
IOBCs, the total pressure IOBCs are not prognostic and it is to this
fact that small differences between either ANA and A2D or P2D and
A2D can be attributed. In the absence of an unsteady forcing A2D
attains full axisymmetry in the limit t?1.
In simulation C2D most of the ﬂow enters the domain through
the middle of each vertical face. The contours showing an enstro-
phy threshold reveal that the IOBCs in C2D produce vorticity either
side of the centre of each vertical face. The results from AL2D and
AH2D help to explain the departure from axisymmetry seen inC2D. In AL2D and AH2D the ﬂow predominantly enters the domain
through the middle of each vertical face and the corner regions,
respectively. In the steady state the boundary condition used in
C2D is equivalent to the homogeneous Neumann condition @uh/
@n = 0 and as such illustrates a limiting case: no account is made
of the volume ﬂux (qk = 0) and the ﬂow is constrained to enter
through the middle of each vertical face.
The steady-state IOBC implied by Eq. (17) forces the ﬂow to at-
tain a speciﬁed wall-normal gradient, whose amplitude is con-
trolled by qk(t). When qk(t) is speciﬁed to differ from the value
that accords with the unconﬁned axisymmetric solution it causes
a departure from continuous axisymmetry. Such ﬂows are a legit-
imate solution of the boundary value problem, although they rep-
resent a different balance of the terms in the governing equation.
In such cases viscous stresses diffuse a non-zero vorticity that is
produced at the boundary by the artiﬁcial torque that is required
to force the ﬂow through the middle or corner of each face.
Appendix B. Supplementary material
Supplementary data associated with this article can be found, in
the online version, at http://dx.doi.org/10.1016/j.compﬂuid.2013.
06.026.
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