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a b s t r a c t
We present a method for analysing the deviation in transient behaviour between two parameterised
families of nonlinear ODEs, as initial conditions and parameters are varied within compact sets over
which stability is guaranteed. This deviation is taken to be the integral over time of a user-specified,
positive definite function of the difference between the trajectories, for instance the L2 norm. We use
sum-of-squares programming to obtain two polynomials, which take as inputs the (possibly differing)
initial conditions and parameters of the two families of ODEs, and output upper and lower bounds to this
transient deviation. Equality can be achieved using symbolic methods in a special case involving Linear
Time Invariant Parameter Dependent systems. We demonstrate the utility of the proposed methods in
the problems of model discrimination, and location of worst case parameter perturbation for a single
parameterised family of ODE models.
© 2015 The Authors. Published by Elsevier Ltd.
This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
A key property of any controlled system is asymptotic
convergence to a desired equilibrium, for all system initialisations
likely to be encountered. Accordingly, much work has been
devoted to assessing the regions of stability and attraction for ODE
models of such systems. In the case that dynamics are nonlinear,
and parametric uncertainty is incorporated into the model, this
is not trivial. While many approaches have been followed in the
literature, recent methods based on the sum-of-squares (SOS)
relaxation have proved particularly fruitful in the case that
nonlinearities are polynomial (Anderson & Papachristodoulou,
2013; Chesi, 2011; Tan & Packard, 2008; Topcu, Packard, Seiler, &
Balas, 2010; Valmorbida & Anderson, 2014).
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synthesised, interest concentrates on questions of performance.
Typical performancemeasures considered in the literature include
L2 → L2, L2 → L∞-induced norms, input to state and
state to output properties. Model nonlinearity and uncertainty,
the latter of which we will take to be time-invariant for the
remainder of this paper, again complicate matters. To deal with
uncertainty, it is customary to construct a performance guarantee
valid over the entire parameter range considered, as in Anderson
and Papachristodoulou (2013), Chesi, Garulli, Tesi, and Vicino
(2009), Topcu and Packard (2009a), Wu and Prajna (2005).
While qualitative guarantees on system dynamics over an
entire uncertainty set are useful, they do not consider the
manner in which system dynamics vary quantitatively within the
uncertainty set. For instance, it may be desirable to find those
regions of parameter space eliciting poor transient responses,
rather than just bound the quality of transient response over
the whole set. Refinement of the uncertainty model, through
experimental invalidation or controller redesign, could then
concentrate on these regions. Note that initial conditions also play
an important role in the transient response, and these regions may
be dependent on them.
Another circumstance in which quantitative information on
system dynamics within an uncertainty set is of particular interest
is in gain scheduled control (Packard, 1994). Here, a family of
LTI controllers is constructed from the linearisations of the open-
loop system on a grid of operating points. A scheduling algorithm
le under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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value of the scheduling variables that determine the operating
point (Bianchi, 2006). Poor transient response for a region in the
space of scheduling variables imply that an additional operating
point should be added in this region, or that the region is tied to a
suboptimal operating point.
Related questions arise in the model discrimination problem.
Here, one typically considers two parameterised systems mod-
elling the same process. Mechanistic models often incorporate
parameters of physical significance. This means that some of the
parameters of twodifferingmodels are often functionally related, if
not identical. For instance, any model of a turbine in a wind tunnel
will incorporate windspeed as a parameter. In this case, it is natu-
ral to consider which choices of shared parameters result in maxi-
mally differing trajectories for the two systems. These parameters
can then be incorporated in the physical system, increasing the dis-
criminatory capacity of consequent data. Indeed, there is a long
history of experimental design for model discrimination in the
statistics literature based on this principle (Buzzi-Ferraris &
Forzatti, 1983; Hunter & Reiner, 1965). More recently, these
design algorithms have been extended to deal with nonlinear
dynamic processes (Chen & Asprey, 2003; Kremling, Fischer, &
Gadkar, 2004). However, existing algorithms suffer from the ne-
cessity of optimisation over spaces of dynamic processes: each
cost function evaluation requires numerical simulation of a system
model. Note that algorithms of the form outlined are undertaken
prior to the generation of experimental data. (In)validation of com-
petingmodel structures, given existing experimental data, has also
been approached in the literature (Anderson & Papachristodoulou,
2009; Newlin & Smith, 1998; Rumschinski, Borchers, Bosio, Weis-
mantel, & Findeisen, 2010; Rumschinski, Streif, & Findeisen, 2012;
Smith & Doyle, 1992).
The aim of this paper is to construct two-sided bounds on a
quantity that reflects the extent to which the trajectories of two
parameterised system models differ. These bounds are rational
functions of both the initial conditions and parameters, and thus
meaningful with regards to the problems previously outlined.
Computation of trajectory deviation, given initial conditions
and parameters, thereby requires only an algebraic evaluation
rather than a computationally intensive simulation of a system
model. Finding the parameters and initial conditions which result
in maximally diverging trajectories, as required in the model
discrimination problem described, is furthermore a tractable
algebraic optimisation problem. In the context of gain scheduling,
regions in the space of scheduling variables and initial conditions
where the transient response deviates highly from the nominal
trajectory can be expressed through algebraic inequalities.
We consider pairs of dynamical systems taking the form
x˙(t) = f (x(t), θ), y = h1(x(t), θ) (1)
z˙(t) = g(z(t), θ), r = h2(z(t), θ) (2)
where x(t) ∈ Rnx and z(t) ∈ Rnz are the state vectors of (1)
and (2) respectively. The trajectory of (1) at time t , with initial
condition x0 and parameterisation θ is denoted x(t; θ, x0), and
analogous notation is used for (2). Note that we do not require
nx = nz , but the dimensions of the outputs must be identical,
hence we take y(t), r(t) ∈ Rm. The two systems share the same
compact, predefined uncertainty setΘ ⊆ Rq, from which we take
θ . Both systems have parameter-dependent state equilibria: x∗(θ)
and z∗(θ), such that f (x∗(θ), θ) and g(z∗(θ), θ) are 0. Themethods
of this paper are amenable to systemswithmultiple equilibria, but
we only consider a single equilibrium, as described subsequently.
However we allow this equilibrium to be parameter-dependent.
We take
ν(x, z, θ) = ∥h1(x, θ)− h2(z, θ)∥22as the instantaneous difference between output trajectories. Our
aim, in this paper, is to produce functions Vu and Vl satisfying:
Vu(x0, z0, θ) ≥
 ∞
0
ν(x(t; θ, x0), z(t; θ, z0), θ) dt (3)
Vl(x0, z0, θ) ≤
 ∞
0
ν(x(t; θ, x0), z(t; θ, z0), θ) dt. (4)
Of course, a necessary condition for the above integrals to be finite
is that both output maps converge to the same equilibrium point.
As such, validity of (3) and (4) is restricted to the subset of Θ on
which this is true, which we denote Θ˜ . In fact, sufficiency also
generally holds. For linear systems this is simple to prove, and the
Hartmann theorem (Perko, 1991) can be used to extend sufficiency
to the case in which f , g are C2 continuous and the linearised
dynamics around steady state are nonzero.
It is important to note that Vu in (3) is a storage function with
respect to the supply rate −∥y(t; θ, x0) − r(t; θ, z0)∥22 (Willems,
1972). Construction of storage function/supply rate pairs for non-
linear systems analysis has been approached previously in the lit-
erature (Anderson & Papachristodoulou, 2013; Papachristodoulou
& Prajna, 2005; Prajna & Sandberg, 2005; Prescott & Pa-
pachristodoulou, 2012; Topcu & Packard, 2009a; Wu & Prajna,
2005). Recent consideration has been given to the additional com-
plication of parameter-varying equilibria (Hines, Arcak, & Packard,
2011). In some cases, one optimises over a restricted space of pos-
sible supply rates in order to elucidate a qualitative aspect of the
system, such as a bound on the input to state gain. In this paper,
the supply rate is given, and optimisation occurs over the space of
storage functions in order tominimise the conservatism in the dis-
sipation inequality. Thus tight approximations are provided to the
RHS of (3) and (4). Previous examples of this type of optimisation
exist, c.f. (Prajna & Sandberg, 2005; Prescott & Papachristodoulou,
2012). In these, the objective is a functional of the storage func-
tion. This functional is only defined where the storage function is
an SOS polynomial. In particular, it is the trace of the matrix Q de-
fined subsequently in (6).
We provide an optimisation routine that operates on the space
of general (rather than SOS) polynomial storage functions. Having
a larger space of feasible storage functions is likely to yield a less
conservative approximation to (3). In fact our optimisation routine
has theoretical optimality guarantees highlighted in Theorem 2.
It is also empirically tight, as shown in the Examples section (see
Table 2), while the SOS routine required to synthesise the storage
function requires only a single SOS constraint (see Program 3).
Finally, this method of optimisation allows for construction of a
lower bound of the type (4). Two sided bounds to dissipation
inequalities based on SOS programming are extremely useful from
a quantitative perspective.
Thus far we have considered nonlinear systems, but it would be
useful to understand the problems posed in the linear case first.
In particular, we deal with finding regions of initial conditions
and parameters that result in large transient response deviations,
and express these algebraically, for a class of linear systems. We
provide an analytic result, where (1) is a Linear Time Invariant
ParameterDependent (LTIPD) system, and g(z, θ) = f (z, 0). In this
case, we can find a symbolic function Ve satisfying:
Ve(x0, z0, θ) =
 ∞
0
ν(x(t; θ, x0), z(t; 0, z0), θ) dt, (5)
i.e. Ve is exact and not a bound as in the polynomial case. This result
is derived in Section 3. The nonlinear problem is subsequently
dealt with in Section 4. Finally, numerical examples, provided in
Section 5, conclude the paper.
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Let Rn denote n-dimensional Euclidean space, and Nn the set
of n-tuples of natural numbers. The boundary of a set R ⊆ Rn
is denoted ∂R. The lp-norm of a vector v ∈ Rn is defined to ben
i=1 v
p
i
 1
p , and is denoted by ∥v∥p. The operator vec : Rn×m →
Rnm×1 stacks the columns of a matrix on top of one another, such
that vec(A)(j−1)n+i = Aij. The operator ⊗ denotes the Kronecker
product. In ∈ Rn×n denotes the identity matrix of dimension n. For
j ∈ Rn, we define the (symmetric) hyper-rectangle specified by j as
{x ∈ Rn : xi ∈ (−ji, ji) ∀i ∈ {1, . . . , n}}.R+ is the positive real line.
We use the symbol • to denote a choice of element from
a discrete set without numerical indices, e.g. {+,−}. So the
expression a • b, with • ∈ {+,−} is equivalent to either a + b
or a− b.
We will subsequently create mathematical objects that are
defined with respect to a particular dynamical system. Since, in
general, we will be dealing with two systems, (1) and (2), we
will append a superscripted x, or z, to specify which of these a
given object is defined with respect to. So if R was defined as
the region of attraction (ROA) for a dynamical system equilibrium
point, we would writeRx andRz to denote the ROA of (1) and (2)
respectively.
We will denote by R[x] the commutative ring of real-valued,
multivariable polynomials in x. We define Σ[x] ⊂ R[x] to be the
subring of SOS polynomials. By definition, a polynomial p(x) is SOS
of degree 2d if it admits a decomposition, for some K ∈ N, of the
form:
p(x) =
K
i=1
q2i (x), qi(x) ∈ R[x] ∀i ∈ {1, . . . , K}
where the polynomials {qi} have maximal degree d. An equivalent
condition for p(x) to be SOS is that it admits a decomposition of the
form
p(x) = Z(x)TQZ(x), (6)
where Z(x) is a vector containing all monomials in x with de-
gree less than or equal to d, and Q is a positive semidefinite ma-
trix (Parrilo, 2000). Note that some SOS polynomials may only
require Z(x) to contain a subset of the monomials described. Thus,
SOS decompositions can be computed using semidefinite program-
ming (Parrilo, 2003). We use the freely available SOSTOOLS (Pa-
pachristodoulou et al., 2013), a MATLAB toolbox, throughout this
paper. SOSTOOLS converts classes of polynomial optimisation and
feasibility problems concerning SOS polynomials into semidefi-
nite programs (SDPs), which are then solved by the SDP solver
SeDuMi (Sturm, 1999). Any such problem is referred to as an SOS
program in the sequel. We take ζ (x, k), for x ∈ Rn and k ∈ Np, to
denote the set of multivariate monomials in x including all terms
with degree ki. This is analogous to the ‘monomials’ command in
the SOSTOOLS package.
Given vectors x ∈ Rn, v ∈ Nn, we take xv to be the monomialn
i=1 x
vi
i . Given a selection of vectors v = v(1), . . . , v(l), v(i) ∈
Nn, we take Rv[x] to be the vector space of polynomials of the
form
l
i=1 cixv
(i)
, for undetermined, real-valued constants ci. Given
a domain Ω ∈ Rn, we define Pv,Ω [x] to be the semigroup of
polynomials in Rv[x] that are non-negative overΩ . Any set that is
the intersection of a finite number of polynomial equations and/or
inequalities is referred to as semialgebraic.
3. Trajectory deviation in LTIPD systems
We commence our discussion by considering the trajectory
deviation of LTIPD systems over the space of initial conditions andparameters. We provide a computable quadratic form in the initial
conditions, with rational dependence on the parameters, that
exactly quantifies this deviation (see (5)). Thus, the output of this
quadratic form exactly determines the deviation in performance
between the two systems, for a given (static) parameter and initial
condition. As mentioned previously, it is customary to construct
robust performance guarantees that hold for all parameters
within a compact, pre-specified set. This has a rich literature,
particularly with regards to Linear Matrix Inequality (LMI) based
methods (Becker & Packard, 1994; Chesi et al., 2009; Packard &
Becker, 1995; Peaucelle & Arzelier, 2001). Our methods provide
parameter-dependent performance quantification. This makes it
possible to find the areas of parameter space whose inclusion in
themodelmost degrade overall performance properties. Improved
model/component design could then concentrate on eliminating
inclusion of such areas.
Note that a pre-requisite to our methods is the guaranteed sta-
bility of both systems over the parameter domain considered. This
can be achieved using themethods of e.g. (Bliman, 2004a; Gahinet,
Apkarian, & Chilali, 1996; Zhang, 2003). Our quadratic form is con-
structed symbolically by solving multiple Sylvester equations. The
symbolic solution of the related algebraic Riccati Equations for con-
troller analysis and synthesis, has been considered previously (Ka-
men & Khargonekar, 1984; Shahruz & Behtash, 1992). Here we
solve a parametrically dependent linear matrix equation, yield-
ing a solution rational in the parameters. In Bliman (2004b), it is
shown that continuously parameter-dependent LMIs always admit
a branch of polynomially parameter-dependent solutions. In our
computation, we make use of the following, well-known lemma,
found, for example, in Zhou, Doyle, and Glover (1996).
Lemma 1. The solution to the equation AX + XB = C, for matrices
A, B, C, X ∈ Rn×n, where X is unknown, is unique if and only if
A and −B share no common eigenvalues. In this case, the matrix
(In ⊗ A + BT ⊗ In) is non-singular, and X is given by vec(X) =
(In ⊗ A+ BT ⊗ In)−1vec(C).
Eq. (5) can be calculated symbolically using Lemma 1, and takes
the form of a ratio of polynomials. We deal with a special case of
the set of systems described in (1) and (2):
A(θ) = A0 +
q
i=1
θiAi
x˙(t) = A(θ)x(t) z˙(t) = A0z(t) (7)
h1(x(t), θ) = C1x(t) h2(z(t), θ) = C2z(t).
Thus, in the notation of (1) and (2), f (x(t), θ) = A(θ)x(t), and
g(z(t), θ) = f (z(t), 0). Note that {Ci} and {Ai} are constant
matrices. We restrict attention to the case that A(θ) is Hurwitz for
all θ ∈ Θ . Recall that θ is time-invariant throughout the paper.
Theorem 1. For a system of the form (7), we can express (5) as:
Ve(x0, z0, θ) = xT0W1(θ)x0 + 2zT0W2(θ)x0 + zT0W3z0 (8)
where Wi(θ) are the unique solutions to the following Sylvester
equations:
A(θ)TW1(θ)+W1(θ)A(θ) = −CT1 C1
AT0W2(θ)+W2(θ)A(θ) = CT2 C1
AT0W3 +W3AT0 = −CT2 C2.
(9)
Moreover, Ve takes the form of a ratio of polynomials in its arguments
(i.e. is a rational function). These polynomials can be explicitly
constructed.
268 D.V. Raman et al. / Automatica 63 (2016) 265–273Proof. First observe that, due to linearity of an LTIPD system for
any fixed parameterisation, (5) can be written
Ve(x0, z0, θ) =
 ∞
0
∥C1eA(θ)tx0 − C2eA0tz0∥22 dt.
If we define
W1(θ) =
 ∞
0
eA(θ)
T tCT1 C1e
A(θ)tdt
W2(θ) = −
 ∞
0
eA
T
0 tCT2 C1e
A(θ)tdt
W3 =
 ∞
0
eA
T
0 tCT2 C2e
A0tdt,
(10)
then Eq. (8) follows by straightforward expansion. Differentiation,
with respect to time, of the equalities of (10) results in the Sylvester
equations (9). Each of these equations can be solved symbolically in
turn. Uniqueness of the solutions follows from Lemma 1, using the
fact that, by assumption, all eigenvalues of both A0 and A(θ) have
negative real part for all θ ∈ Θ , since both matrices are Hurwitz.
In particular, each solution takes the form of a ratio of polynomials
in the elements of θ . To see this for the function W1, note that its
explicit solution isW1(θ) =

In⊗A(θ)T+A(θ)T⊗In
−1
vec(−CTC).
The linearity of thematrix In⊗A(θ)T+A(θ)T⊗In in θ assures us that
its adjugatematrix is composed of polynomial entries in θ , while its
determinant is a polynomial in θ . Expressibility of elements of the
matrixW1(θ) as ratios of polynomials then follows from Cramer’s
rule. This rule also provides bounds on themaximal degree of these
polynomials: n2x − 1 for the numerator polynomial, and n2x for the
denominator (recall that nx is the dimension of the state space).
A similar result can be gained for W2(θ) and W3, which, together
with Eq. (8), implies that Ve too is a ratio of polynomials in its
arguments. 
Note that Theorem 1 is taken with respect to a system of the
form (7), in which the systemmatrices have only linear parameter
dependence. However the results can be easily generalised to
polynomial dependence. Note that this would however make
the symbolic manipulations involved much more computationally
intensive. In Section 5.1 a wind turbine model of LTIPD form from
the literature is presented, for which the function Ve described in
this section was constructed.
4. Trajectory deviation between pairs of nonlinear systems
The aim of this section is to construct algebraic bounds Vu and
Vl satisfying (3) and (4). Sufficient conditions for the existence of
these bounds are provided in Lemma 2, and SOS programs whose
feasibility results in their construction are provided (Programs 3
and 4). Several intermediate steps are, however, required. In
order to make the bounds as tight as possible, an objective
function is added to the SOS program. The formulation of this
objective requires some preliminary theory, with which we
commence the section. Next, we face the issue that the bounds
are valid on an invariant subset of the state space with particular
properties. Sufficient conditions for these properties to hold are
given in Theorem 3, and semialgebraic inner approximations are
constructed using the SOS program provided in Program 1.
First we define a functional on the space of polynomials, which
takes a polynomial, discards all monomials with odd degree terms
(and their associated coefficients), and sums a weighted form of
the coefficients of the remaining monomial terms. Weights are
proportional to the integral of the relevantmonomial over a hyper-
rectangle.Consider a polynomial p ∈ Rv[x], with p = li=1 cixv(i) . Let vˆ
be the subsequence of v consisting of vectors containing only even
terms. Given an arbitrary k ∈ Rn, let us define cˆ ∈ Rl such that:
cˆi =
2ci

j
(v
(i)
j + 1)−1kv
(i)+1 if v(i) ∈ vˆ
0 otherwise.
(11)
Then we define SqC(p, k) = li=1 cˆi. Notice that cˆi = ci Ω xv(i)dx,
whereΩ is the hyper-rectangle specified by k.
As an example, consider p(x) = 3x41x22 + 5x1x32. Let k = [1, 1].
Then SqC(p, k) = 3  1−1  1−1 x41x22 dx1dx2.
Theorem 2. For some k ∈ Rn, let Ω ⊂ Rn be the hyper-rectangle
specified by k. Take an arbitrary set of polynomialsP conv,Ω [x], such that
P conv,Ω [x] ⊆ Pv,Ω [x]. As before, v is an arbitrary l-length sequence of
vectors in Nn. Then
arg min
p∈P conv,Ω

Ω
p(x)dx = arg min
p∈P conv,Ω
SqC(p, k) ≥ 0.
Proof. The symmetry in Ω implies that any monomial with odd
degree terms integrates to 0 over the domain. Thus, if we take
arbitrary p ∈ P conv,Ω [x] and decompose it to get p(x) =
l
i=1 cixv
(i)
,
we have:
Ω
l
i=1
cixv
(i)
dx =
l
i=1
ci

Ω
xv
(i)
dx = SqC(p, k).
Equality of the integral with SqC(p, k) ensures that they have the
same minimiser. Positivity of all p ∈ Pv,Ω [x] over the domain Ω
ensures non-negativity of the integral. 
Remark 1. Note that SqC(p, k) is linear in the coefficients of p.
Therefore it can be added as an objective within an SOS program
without affecting convexity.
We now provide the assumptions placed on systems (1) and
(2) for the remainder of the paper. All assumptions except A3 are
formulated with respect to system (1) for notational clarity, but
also apply to system (2).
Assumptions:
A1 The initial conditions and parameters considered both belong
to compact hyper-rectangles. These are denoted Rx (for initial
conditions) andΘ (for parameters).
A2 f (x, θ) and h1(x, θ) are polynomial in their arguments. For each
θ ∈ Θ , there is only a single x ∈ Rx such that f (x, θ) = 0. This
is denoted x∗(θ).
A3 We can construct a non-negative polynomial C : Θ → Rd,
for some d ∈ N, such that C(θ) = 0 ⇒ h1(x∗(θ), θ) =
h2(z∗(θ), θ).
We translate the states and parameters of the system such that Rx
andΘ are both symmetric around 0, without loss of generality.
Note that A2 does not forbid additional equilibria x˜ such that
f (x˜, θ) = 0, if x˜ ∉ Rx.
In the case of equilibrium outputs that do not vary with
the parameters (i.e. h1(x∗(θ), θ) and h2(z∗(θ), θ) are equal and
constant overΘ), we can take C(θ) := 0.
Definitions:
D1 Θ˜ = {θ ∈ Θ : C(θ) = 0}. Θ˜ specifies parameters for which
(3) and (4) will be valid, as discussed in the introduction.
D2 Let Rx(θ) ⊆ Rx to be the maximal positively invariant set
in Rx, for θ ∈ Θ˜ . That is, given x0 ∈ Rx(θ), we have that
x(t; θ, x0) ∈ Rx(θ), for all t ∈ R+.
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respectively. Thenwe define polynomials Jxi (x) = (xi− jxi )(xi+
jxi ), for i ∈ {1, . . . , nx}. Similarly, Jθi (θ) = (θi − jθi )(θi + jθi ) for
i ∈ {1, . . . , q}.
Note that for θ ∈ Θ and x ∈ Rx, we necessarily have that Jθi (θ) ≤ 0
and Jxi (x) ≤ 0.
We add a further condition on the system:
*A4 For all x0 ∈ Rx(θ) and θ ∈ Θ such that C(θ) = 0:
limt→∞ x(t; θ, x0) = x∗(θ).
This is starred as it is not necessary to verify a priori. Feasible
solution of Program 1 verifies this assumption.
4.1. Approximation of constrained regions of attraction
Definition D2 definesRx(θ) as themaximal positively invariant
subset of the ROA of x∗(θ) within Rx. This set is important as
the bounds (3) and (4) we construct will only hold for x0 ∈
Rx(θ). The same is true ofRz(θ), with respect to initial conditions
z0 of (2). Feasible solution of Programs 1 or 2 result in an
explicit semi-algebraic inner approximation to Rx(θ). This semi-
algebraic approximation is parameter-dependent, thusminimising
conservatism. It takes the form of a parameterised sublevel set
of a parameterised Lyapunov function. Similar approaches have
been taken in Tan and Packard (2008), Topcu and Packard (2009b),
Topcu et al. (2010), for constant sublevel sets. Computation, in
these cases, requires use of the SOS decomposition alongwith non-
convex, bilinear, matrix inequalities. These formulations do not
carry the constraint that the positively invariant subsets must be
restricted to a pre-specified portion of the state space. In our case,
this constraint holds, as Rx(θ) is confined to Rx. This allows for
convex computation, taking the formof an SOSprogram that can be
expressed as an SDP (Program 1). In Program 2, we further provide
a linear objective that heuristically minimises the conservatism of
the sublevel sets as inner approximations toRx(θ) andRz(θ), by
pushing their shape, for all θ ∈ Θ˜ , towards that of Rx and Rz .
Theorem 3. Consider a system of the form (1), satisfying Assump-
tionsA1 andA2. TakeΓ as an arbitrary subset of Θ . If there exist func-
tions γ : Θ → R+ and continuously differentiable E : Rnx×Rq → R
that satisfy:
(1) E˙(x, θ) ≤ 0 ∀(x, θ) ∈ Rx × Γ
(2) E(x, θ) > γ (θ) ∀x ∈ ∂Rx, θ ∈ Θ˜
(3) E(x∗(0), 0) ≤ 0.
Then, for any θ ∈ Γ , the following inclusion is satisfied:
{x ∈ Rx : E(x, θ) < γ (θ)} ⊆ Rx(θ). (12)
Assumption A4 is additionally guaranteed to hold if:
(4) E˙(x, θ) = 0⇒ x = x∗(θ) ∀(x, θ) ∈ Rx × Γ .
Proof. Define Dθ = {x ∈ Rx : E(x, θ) ≤ γ (θ)}. Note that
Condition (3) ensures thatD0 is nonempty, but this is not the case
for arbitrary θ ∈ Γ . Fix θ ∈ Γ and assume Dθ is nonempty.
Dθ is contained within the interior of Rx due to Condition (2). It
is also positively invariant: if a trajectory x(t; θ, x0) leaves the set,
then there exist t1, t2 such that t1 < t2 and E(x(t1; θ, x0)) <
E(x(t2; θ, x0)). However, this contradicts Condition (1). Finally,
asymptotic stability to x∗(θ) holds on Dθ due to strict negativity
of E˙(x, θ) on x ≠ x∗(θ) (Condition (4)). This verifies Assumption
A4. Wenowprovide notation used in a subsequent computational rou-
tine that produces functions satisfying the assumptions Theorem3.
Suppose that we have a function: E : Rnx × Rq → R, where
Rx ⊂ Rnx is the hyper-rectangle specified by jx ∈ Rnx . ∂Rx consists
of 2n faces. We enumerate the faces by taking ∂Rxi,+ and ∂R
x
i,− to
be the subsets of vectors in Rx for which the ith component is
restricted to be jxi or−jxi respectively. Thus:
n
i=1

•∈{+,−}
∂Rxi,• = ∂Rx.
Wedefine functions {E•i } to be the restrictions of the first argument
of E to each of the faces of ∂Rx. Notice that we obtain an explicit
form for a function E•i by substituting ±jxi into the ith component
of the unknown in the function E.
To guarantee strict negativity of E˙ outside equilibrium (Condi-
tion (4) of Theorem 3) we require a polynomial D(x, θ) satisfying:
D(x, θ) ≥ 0;D(x, θ) = 0⇔ x = x∗(θ) ∀x ∈ Rx, θ ∈ Θ˜.
Wemay trivially take D(x, θ) = ∥f (x, θ)∥22. However lower degree
choices of D, if they exist, reduce the computational complexity of
subsequent algorithms.
The following program establishes a function pair E ∈ R[x, θ]
and γ (θ) ∈ Σ[θ ] satisfying the assumptions of Theorem 3, for
a system of the form (1). In particular we take the set Γ of the
theorem as the zero set of a positive polynomial C . C can be chosen
arbitrarily, but we take it to be as defined in Assumption A3. This
means that Γ = Θ˜ .
Program 1. Consider a system of the form (1) obeying Assump-
tions A1 to A3. If A4 does not hold, pick a small constant ϵ > 0,
else set ϵ = 0. Search for a polynomial:
E ∈ R[x, θ]
E(x∗(0), 0) = −1
and SOS polynomials:
{Si}nxi=1 ∈ Σ[x] {Si}nx+qi=nx+1 ∈ Σ[θ ]
{Qi}di=1 ∈ Σ[θ ] {Uij}i=d,j=nxi,j=1 ∈ Σ[θ ]
{Tij•}i=nx−1,j=nxi,j,•∈{+,−} ∈ Σ[x] {Rij•}i=q,j=nxi,j,•∈{+,−} ∈ Σ[θ ]
γ ∈ Σ[θ ]
such that the following are SOS polynomials:
(a)
−E˙(x, θ)+
nx
i=1 J
x
i (x)Si(x)+
q
i=1 J
θ
i (θ)Snx+i(θ)
+
d
i=1 Ci(θ)Qi(θ)+ ϵD(x, θ)
(b)
E•j (x, θ)+
nx
i=1,i≠j J
x
i (x)Tij•(x)+
q
i=1 J
θ
i (θ)Rij•(θ)+d
i=1 Ci(θ)Uij(θ)− γ (θ) ∀j ∈ {1, . . . , nx}, • ∈ {+,−}.
Condition (a) of Program 1 ensures that Condition (1) of Theorem 3
is satisfied by E. To see this, note that each function Ci(θ) takes a
value of 0 within Θ˜ , each product Jxi (x)Si(x) is non-positive within
Rx, and each product Jθi (θ)Si(θ) is non-positive in Θ . Condition
(4) is fulfilled where ϵ > 0 as the term ϵD(x, θ) is then zero
for x ∈ Rx if and only if x = x∗(θ), due to uniqueness of
the equilibrium (Assumption A2). Condition (2) in Theorem 3 is
implied by Condition (b) of the program, since each summation
term in Condition (b) is negative over Rx×Θ˜ . Thus all assumptions
of Theorem 3 are satisfied and so (12) holds.
Ideally the set inclusion (12) should approach equality, in
order that a minimally conservative semialgebraic approximation
of Rx(θ) is synthesised. Program 1 does not account for this.
Therefore we provide Program 2, which adds an objective function
for this purpose to Program 1. Justification of the objective is given
subsequently.
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A1–A4. Define
O(x, θ) =
 nx
j=1

•∈{+,−}

E•j (x, θ)− γ (θ)

+
nx
j=1
d
i=1
Ci(θ)Uij(θ). (13)
Add the following to Program 1, while setting ϵ = 0:
Minimise SqC(O(x, θ), [jx, jθ ]). (14)
Recall that [jx, jθ ] specifies the hyper-rectangle formed by the
Cartesian product of Rx withΘ .
The following inequalities motivate the objective function:
O(x, θ) ≥ E•j (x, θ)− E•k (x, θ) (15)
O(x, θ) ≥ E•j (x, θ)− γ (θ) (16)
∀(x, θ) ∈ Rx × Θ˜; j, k ∈ {1, . . . , nx}; • ∈ {+,−}. (17)
Theorem 2 ensures that Program 2 minimises the volume integral
Rx×Θ O(x, θ). Positivity of O(x, θ) on R
x × Θ is guaranteed due to
Condition (b) of Program 1. Thus Program 2 pushes the values of
O(x, θ) on Rx ×Θ towards zero, which is desirable as it would en-
sure, through (15), that ∂Rx is a level set of E. It would additionally
ensure, through (16), that this sublevel set was defined by γ (θ).
These in turn would imply equality of the set inclusion (12).
To see that (15) and (16) hold true, note first that each term of
the form E•j (x, θ) − γ (θ) in the summation on the RHS of (13) is
positive over the domain (17), thanks to Condition (b) of Program1.
This implies (16). We recover (15) as, over the domain (17), we
have
E•j (x, θ)− E•k (x, θ) =

E•j (x, θ)− γ (θ)

−

E•k (x, θ)− γ (θ)

≤

E•j (x, θ)− γ (θ)

+

E•k (x, θ)− γ (θ)

≤
 nx
j=1

•∈{+,−}

E•j (x, θ)− γ (θ)

≤ O(x, θ).
Running Programs 1 and 2 twice, with respect to both dynamical
systems (1) and (2), provides us with function pairs (Ex(θ), γ x(θ))
and (Ez(θ), γ z(θ)), such that inner approximations to Rx(θ) and
Rz(θ) are algebraically specified through the inequality (12).
4.2. Construction of bounds on the transient deviation between
systems
We now provide theory related to the construction of the
bounds (3) and (4) themselves. A computational routine whose
successful completion results in these bounds is then provided.
Lemma 2. Given systems (1) and (2) obeying Assumptions A1–A4,
suppose there exist continuously differentiable functions Wu, Wl such
that:
W• : Rnx × Rnz × Rq → R • ∈ {u, l}
−W˙u(x, z, θ) ≥ ν(x, z, θ) (18)
−W˙l(x, z, θ) ≤ ν(x, z, θ)
∀(x, z, θ) ∈ Rx(θ)×Rz(θ)× Θ˜. (19)
Then take
V•(x, z, θ) = W•(x, z, θ)−W•(x∗(θ), z∗(θ), θ).We then have that
Vu(x0, z0, θ) ≥
 ∞
t=0
ν

x(t; θ, x0), z(t; θ, z0), θ

dt (20)
Vl(x0, z0, θ) ≤
 ∞
t=0
ν

x(t; θ, x0), z(t; θ, z0), θ

dt
where (x0, z0, θ) ∈ Rx(θ)×Rz(θ)× Θ˜ .
Proof. The result follows straightforwardly for Wu by integration
of (18) over time. Note that invariance of (1) and (2) withinRx(θ)
andRz(θ) respectively, ensures that the trajectory remains in the
domain (19), and the inequality (18) therefore holds over all time
points. An analogous argument can be usedwith respect toWl. 
The next two programs constructively establish a Vu and Vl
satisfying the specifications of Lemma 2.
Program 3. Search for a polynomial
Wu ∈ R[x, z, θ]
and SOS polynomials:
{Si}nxi=1 ∈ Σ[x] {Si}nx+nzi=nx+1 ∈ Σ[z]
{Si}nx+nz+qi=nx+nz+1 ∈ Σ[θ ] {Qi}di=1 ∈ Σ[θ ]
that minimise
SqC(Ba(x, z, θ), [jx, jz, jθ ]) (21)
subject to
Bb(x, z, θ) ∈ Σ[x, z, θ].
Here, [jx, jz, jθ ] specifies the hyper-rectangle Rx × Rz × Θ , and we
define
(a) Ba(x, z, θ) := −W˙u(x, z, θ)− ν(x, z, θ)+
d
i=1 Ci(θ)Qi(θ)
(b)
Bb(x, z, θ) := Ba(x, z, θ)+
nx
i=1 J
x
i (x)Si(x)
+
nz
i=1 J
z
i (z)Snx+i(z)+
q
i=1 J
θ
i (θ)Snx+nz+i(θ)

.
As in Lemma 2, we take
Vu(x, z, θ) = Wu(x, z, θ)−Wu(x∗(θ), z∗(θ), θ),
and note that Vu satisfies the inequality (20).
Since (b) is SOS, the inequality Ba(x, z, θ) ≥ 0 holds on Rx × Rz ×
Θ˜ , as all summation terms in the condition are zero or negative
within this space. Thus Wu fulfils the assumptions of Lemma 2,
implying that Vu satisfies (20). Note that the conservatism of
(20) at a point (x0, z0, θ) is expressed as the line integral∞
0 B
a(x(t; θ, x0), z(t; θ, z0), θ) dt , by straightforward integration.
The path this line integral will take is dependent on initial
conditions and parameters. Therefore, in order to minimise all
line integrals of the form described, we minimise the volume
integral

Rx×Rz×Θ B
a(x, z, θ) dx dz dθ . Theorem 2 provides us with
the objective function necessary to carry this out, motivating the
choice of minimiser.
Note that only a single SOS constraint is required in the entire
Program.We are guaranteed through Theorem 2 that our objective
is necessarily positive. Nullity of the objective would indicate
equality of (3).
Program 4. This program follows Program 3. However, replace Wu
with Wl, and the term −W˙u(x, z, θ) − ν(x, z, θ), which appears in
(a), with: W˙l(x, z, θ) + ν(x, z, θ). This has the effect of producing a
lower bound of the form (4).
D.V. Raman et al. / Automatica 63 (2016) 265–273 271Remark 2. Anypolynomialp in an SOSprogram that is constrained
to be SOS, requires a decomposition of the form (6). While Q
is returned as the output of the program, the monomial vector
Z(x) must be pre-specified. Providing high-dimensional vectors
Z(x) with monomials of higher maximal degree results in a
program that is less conservative. However, the resulting program
is more computationally intensive and prone to numerical error.
Determining optimal monomial choices is an ongoing research
topic (Peet & Papachristodoulou, 2012; Permenter & Parrilo, 2012).
Our heuristic for choosing monomial sets for Lyapunov/Storage
functions (i.e. those denoted E orW in the programs of the paper)
was to fix parameters at nominal values, and find a parameter
independent Lyapunov function for the consequent system, using
the SOS techniques of e.g. (Anderson & Papachristodoulou, 2013;
Papachristodoulou & Prajna, 2005). Denoting by M the set of
monomials fromwhich such a Lyapunov function is comprised, we
typically tookM∪ (M⊗ζ (θ, [1, . . . , w])) as the set of monomials
for our desired parameterised Lyapunov/Storage function, where
w was set to be 2 or 3. Those SOS polynomials directly attached to
the indicator functions defined in D3, which were denoted R,Q , S
or T , were given a monomial vector Z(x) (see (6)) with terms of up
to degree 2 in the relevant variables.
5. Examples
5.1. Wind energy conversion system dynamics
We now provide numerical examples. The first example
describes dynamics of a fixed-pitch wind energy conversion
system (WECS) derived in Bianchi (2006). We ignore short time-
scale, noisy fluctuations of windspeed from its steady state. The
closed loop nonlinear model is of the form:
x˙(t) = a(x(t), θ)+ Bu(t) (22)
x(t) = [θˆs, Ωˆr , Ωˆg ]T , θ = [V¯ , Ω¯]T , u(t) = Ωz .
Here x, θ , and u denote the state, uncertain parameter vector and
control input respectively, while the drift dynamics are
0 1 −1
−Ks
Jr
−Bs
Jr
Bs
Jr
Ks
Jg
Bs
Jg
−Bs + Bg
Jg

 θˆsΩˆr
Ωˆg
+

0
Tr(λ)− Tr(λ¯)
Jr
0
 ,
  
a(x,θ)
where λ = (Ω¯+Ωˆr )R
V¯
denotes the tipspeed–windspeed-ratio for
the turbine and CQ (λ) = CQmax − kQ (λ − λQmax)2 is a quadratic
approximation of the torque coefficient. The aerodynamic torque
is defined as Tr(λ) = 12ρπR3CQ (λ)V¯ 2 and finally the control
matrix is B =

0, 0, BgJg
T
. In the above model, an overbar on
a variable indicates steady state for that variable, while a hat
indicates deviation from steady state. From now on, we assume
that the first state, θˆs has been rescaled by a factor of 100, so that
x1 = 0.01θˆs. Additional model nomenclature is summarised in
Table 1. Values for the above constants are collected from Bianchi
(2005), Bianchi (2006).
In Bianchi (2006), (22) is converted to an LTIPD form through
the first-order Taylor approximation:
Tr(λ)− Tr(λ¯) ≈ Ωˆr ∂Tr
∂Ωˆr
(λ¯),Table 1
Variable Units Meaning
Ks Tm2/s2 Drivetrain stiffness
Jg kg m2 Generator inertia
Jr kg m2 Rotor inertia
Bs kg m2 Drivetrain damping
Bg kg m2 Generator damping
Br kgm/s Intrinsic rotor damping
ρ kg/m3 Density of air
R m Rotor radius
CQmax 1 Maximum torque coefficient
λQmax 1 Tip–windspeed ratio at CQmax
kr,V 1 Rotor torque/Windspeed gain
Ωˆr rad/s Rotor speed variation
Ωˆg rad/s Generator speed variation
θs rad Torsion angle:Ωr −Ωg
V¯ m/s Steady state windspeed
Ω¯ rad/s Steady state rotor speed
Ωz rad/s Zero torque generator speed
which induces linearity of the model with respect to both the
parameters (V¯ , Ω¯), and the state Ωˆr . Thus the LTIPD system can
be described as:
z˙(t) = A(θ)z(t)+ Bu(t). (23)
In order to obtain the closed loop dynamics, we added a simple,
nominal, state feedback controller of the form u = −Kx. K
was chosen using Ackermann’s formula so as to ensure that the
eigenvalues of the linearised system were well inside the left half
plane.
The steady states of both models describing WECS dynamics
have a parametrically invariant steady state of 0. We used
Program 1 to verify that the sets:Θ = [−0.5, 0.5]2, Rx = [−1, 1]3,
Rz = [−1, 1]3 satisfy Assumption A4 imposed in Section 4.
Program 2 constructed function pairs {Ex, γ x} and {Ez, γ z}, each
satisfying (12). The sizes of the SDPs described, as represented
through the dimensions of the constraint matrix, were no more
than 14 841× 2437.2
The relative volume of our approximations toRx(θ) andRz(θ)
within Rx and Rz was then assessed. 10000 random triples (x, z, θ)
were drawnuniformly fromRx×Rz×Θ . Of these, 43.21%of doubles
(x, θ) satisfied (12), and 43.56% of doubles (z, θ) satisfied the
corresponding inequality for system (2). Without incorporation of
the objective function provided in Program2, only 3.74%of doubles
(x, θ) and 4.06% of doubles (z, θ) satisfied (12). This demonstrates
the utility of the objective function provided in Program 2. Note
that the true volume of Rx(θ) and Rz(θ) within Rx and Rz
respectively, is a property of the system rather than our algorithm.
Programs 3 and 4 were then run with respect to the systems
(22) and (23), resulting in upper and lower bounds of the form (3),
(4). The functions h1 and h2, defined in (1) and (2), were both the
identity functions. The sizes of the SDPs solved by these programs,
as represented through the dimensions of the constraint matrix,
were both equal to 29 457 × 3003. To test the conservatism of Vu
and Vl with respect to the integral they approximate, 1000 triples
(x0, z0, θ)were drawn uniformly from the set Rx(θ)× Rz(θ)×Θ .
For each triple, the true value of the gain (i.e. the RHS of (3)) was
calculated numerically, and compared to the corresponding values
of the functions Vu and Vl. Results are summarised in Table 2.
Numerical results are displayed with accuracy to 4 decimal places.
We see that both Vu and Vl are highly accurate, being on average
within one decimal place of the numerical solution. In relative
terms, the lower bound Vl attains on average 95.66% of the upper
bound Vu.
2 An SDP is of the form: min cT x subject to Ax = b and x is in the cone of positive
semidefinite matrices. The size given is that of the matrix A.
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Upper Numerical Lower
bound bound
Average magnitude 6.6372 6.3932 6.3494
Least accurate point: 0.1107 0.0190 0.0039
upper bound (relative)
Least accurate point: 0.1107 0.0190 0.0039
lower bound (relative)
Least accurate point: 53.5159 51.2330 51.2082
upper bound (absolute)
Least accurate point: 55.4051 54.2410 53.0904
lower bound (absolute)
Finding a parameterisation that maximises the L2 deviation
between (22) and (23), for given initial conditions xˆ0 and zˆ0, can
now be relaxed to finding: maxθ∈Θ V•(xˆ0, zˆ0, θ), • ∈ {u, l}. Areas
ofRx(θ)×Rz(θ)×Θ in which the twomodels are guaranteed to
correspond poorly can be expressed as {(x0, z0, θ) : Vl(x0, z0, θ) >
λ}, for someuser-definedλ. This could be useful in gain scheduling.
Here, one has a single nonlinear model, and several competing
linearised models at different operating points. Storage functions
of the form (3) can be repeatedly constructed with respect to the
nonlinear model, and each of the linearised models in turn, with
Θ denoting the space of scheduling variables. At a given value
of the system state and scheduling variables (x, z, θ), the storage
function with the lowest value would then determine the ideal
operating point.
Theorem 1 was applied to the LTIPD system (23), to construct a
function Ve satisfying (5). Ve, as stated in Theorem 1, took the form
of a sum of quadratic forms in the initial conditions, with rational
parameter dependence. The maximal degree of the numerator
polynomial over all the rationalmatrix elements of these quadratic
forms was 7. The corresponding value for the denominator was 6.
Completion of the symbolic computations necessary to construct
Ve took 4.64 s on a PC with Intel Core i7 3.40 GHz processor and
16Gb RAM. Therefore, finding ‘worst case’ parameterisations θ ∈
Θ maximising theL2 norm of the output transient is converted to
a nonlinear algebraic optimisation.
5.2. Guaranteed boundedness of the SqC operator
The objective function of optimisation routines throughout the
paper (Programs 2–4) has been the output of the SqC operator
applied to a polynomial. The SqC functional takes a weighted
sum of the coefficients of the polynomial. In this section we
demonstrate the importance of this weighting.
Consider the objective function (21), in Program 3. Here, the
argument of SqC is a polynomial that is constrained to be positive
in a hyper-rectangle. Therefore its integral is also positive, and
Theorem 2 then guarantees that the objective to be minimised
is positive. The theorem also provides optimality guarantees on
the integral. Suppose we now modified the SqC functional to take
an unweighted sum of monomial coefficients. Using the notation
introduced immediately prior to Theorem 2, wewould change (11)
to:
cˆi =

ci if v(i) ∈ vˆ
0 otherwise.
Guaranteed positivity of the objective is now lost, as are the
optimality guarantees of Theorem 2. Note that the existence of a
feasible solution with negative objective results in an unbounded
optimisation routine: we could iteratively scale the expression:
−W˙u(x, z, θ) +di=1 Ci(θ)Qi(θ), as found in definition (a) of the
Program, by two. This would not affect feasibility, but would
reduce the value of the objective (21). Indeed, application ofPrograms 2–4, with this modified SqC functional, to Example 5.1
results in optimisation routines that all have unbounded objective,
resulting in infeasibility.
5.3. Parameter-dependent equilibria
We now compare two models of forced mass–spring systems
with highly nonlinear springs. This highlights the applicability of
our approach in the case of parameter-dependent equilibria. Take
the following system:
x˙1 = x2 z˙1 = z2 (24)
mx˙2 = θ1 − cx2 − θ22 x51 mz˙2 = θ1 − cz2 − θ2z31
h1(x) = x1 h2(z) = z1.
Here,m and c denotemass and damping coefficients, θ1 represents
a constant forcing term, and θ2 alters the behaviour of the springs.
Each model has a single equilibrium, which takes the form of
a rational function in the parameters. Moreover, the polynomial
C(θ) = (θ2θ21 − 1)2 satisfies Assumption A3. We took Rx =[0.5, 1.5] × [−0.5, 0.5], Rz = [0.2, 1.2] × [−0.5, 0.5], and Θ =
[0.6, 1] × [1, 2].
Program 1 was run twice with respect to the x and z-systems,
yielding a feasible solution to verify Assumption A4. Program 2
was then performed, resulting in function pairs {Ex, γ x} and
{Ez, γ z}, with each pair satisfying (12). This resulted in inner
approximations to Rx(θ) and Rz(θ). 1000 triples (x, z, θ) were
randomly sampled from Rx × Rz × Θ˜ . Of these, the inner
approximations guaranteed that 41.92% of pairs (x, θ)werewithin
Rx(θ), and 73.59% of pairs (z, θ)were withinRz(θ).
Programs 3 and 4, were further run, resulting in bounds of the
form (3) and (4). Accuracy of the boundswas checked by numerical
calculation of the RHS of (3) and (4) at 1000 sample points. These
values were checked against those of the bounds Vu and Vl. Vu
yielded a value on average 11.69% larger than that of the numerical
value, while Vl was on average 15.16% smaller. At none of the
samples were the bounds (3) and (4) broken.
Monomials for the programs were chosen as in Remark 2. The
polynomialsWu andWl of Programs 3 and 4 were of degree 8. The
sizes of the consequent SDPs, as represented by the dimensions
of the constraint matrix were no greater than 30 894 × 2991 for
Program 2, and were equal to 71 835× 6314 for Programs 3 and 4.
6. Conclusion
In this paper we have first considered LTIPD systems, and
provided an exactmethod for quantifying the effect of perturbation
in parameters and initial conditions on transient dynamics. This
converts regional sensitivity analysis of such a system into an
algebraic problem. A convex SOS program was then provided
that constructed a parametrically dependent, invariant subset of
the ROA for a polynomial system. In particular, this subset was
guaranteed to lie within a pre-specified set, and was optimised
to take up as large a proportion of the pre-specified set as
possible. Existence of such a subset was necessary for the final
part of our paper, which generalised our exact LTIPD related
results to the comparison of separate, polynomial, parameterised
systems. A convex optimisation routine was constructed resulting
in algebraic upper and lower bounds to trajectory deviation
between the systems, over time. These bounds were dependent
on parameters and initial conditions of the two systems. The
optimisation routine came with theoretical optimality guarantees
on the conservatism of the bounds. Examples were provided
demonstrating the methods of the paper and quantifying their
efficacy.
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