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Abstract—This paper proposes a novel purely measurement-
based method for estimating dynamic load parameters in near
real-time when stochastic load fluctuations are present. By lever-
aging on the regression theorem for the Ornstein-Uhlenbeck pro-
cess, the proposed method can provide highly accurate estimation
without requiring any information about the power system model.
Furthermore, by exploiting recursion, an online algorithm is
developed to estimate the dynamic load parameters in near real-
time. Simulation studies on the IEEE 39-Bus system demonstrate
the accuracy of the model-free method, its robustness against
measurement noise, as well as its satisfactory performance in
tracking real-time changes of the load parameters.
Index Terms—load identification, Ornstein-Uhlenbeck process,
phasor measurement units, stochastic load fluctuations
I. INTRODUCTION
Dynamic load modeling plays an important role in power
system stability. Traditionally, load dynamics have been con-
sidered as the driving parameters towards voltage instabil-
ity [1]. Inaccurate load models may lead to misconceptions
regarding the stability limits and control decisions [2]. To
ensure reliability in power system operation and to avoid costly
system controller design, it is essential that the load dynamic
behavior is accurately captured and load characteristics are
properly identified. However, load identification remains a
challenging issue due to the large number, the complexity and
the time variability of the different load components as well
as the uncertainty brought about by poor measurements and
customer behavior [3].
To address load parameter estimation, different approaches
have been used in the literature. According to the component-
based approach [4], load models are built up based on the
true inventory of typical loads. Nevertheless, such information
may not be always available. On the other hand, measurement-
based methods [3], [5]– [10] can provide direct information
about the load parameters through systematic monitoring [5].
The weighted least squares method has been applied in [5] to
derive the load model. In [6], the nonlinear least square (NLS)
technique is used to identify the parameters of a dynamic
recovery load in the presence of voltage changes due to load
tap changer operation. An improved NLS method is proposed
in [7], however, an initial guess on parameter values is required
for the estimation. A hybrid learning technique that combines
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the Genetic Algorithm and the Levenberg-Marquard algorithm
for load parameter estimation has been proposed in [3]. How-
ever, the implementation of the aforementioned optimization-
based methods leads to high computational burden, making
the real-time application prohibitive [8].
Limited work has been done on real-time measurement-
based load parameter estimation. An unscented Kalman Filter
for online estimation of load parameter values is implemented
in [8]. Multiple model estimation algorithm is used in [9]
for a composite load parameter estimation. However, a priori
information has to be assumed to determine the possible ranges
of the parameter values. Also, enough system excitation is
required to estimate the dominant parameters, whereas estima-
tion results may not be responsive enough for less sensitive
parameters, reducing the overall accuracy. In [10], a hybrid
measurement-based method has been developed to estimate
dynamic load parameters by combining the load modeling
and the statistical properties of states’ measurements. Yet, the
proposed algorithm requires the static load characteristics and
the variance of the stochastic load fluctuations to be known.
In this paper, we propose a novel real-time measurement-
based method for load parameter estimation based on the
regression theorem for the Ornstein-Uhlenbeck process. The
main contributions of the paper are as follows:
1) The proposed approach is completely model-free without
the need of knowing any information about the static and
statistical characteristic of loads (as apposed to [10]), or
parameter values of the network model.
2) The proposed method is computationally efficient and can
be implemented online by exploiting recursion.
3) The variation of dynamic load parameters can be accu-
rately captured and identified in near real-time.
The remainder of the paper is organized as follows: Section
II introduces the dynamic load model. Section III reviews the
regression theorem for the multivariate Ornstein-Uhlenbeck
process and describes the proposed methodology for online
load parameter estimation. Section IV provides a complete
numerical study on the IEEE 39-bus system that demonstrates
the effectiveness of the method. Section V presents the con-
clusions and perspectives.
II. THE STOCHASTIC DYNAMIC POWER SYSTEM MODEL
Although load dynamics are the main focus, generator
dynamics are also modelled in the simulation for a more
realistic set-up. In particular, we number the load buses as
k = 1, 2, ..m and the generator buses as i = m + 1, ..., N .
The generators are described by the classical swing equations
as follows:
δ˙i = ωi (1)
Miω˙i = Pmi − PGi(δi, θi, Vi)−Diωi (2)
PGi(δi, θi, Vi) =
N∑
j=1
|Vi||Vj |(Gij cos θij +Bij sin θij) (3)
QGi(δi, θi, Vi) =
N∑
j=1
|Vi||Vj |(Gij sin θij −Bij cos θij) (4)
where
δi generator rotor angle
ωi generator rotor angular speed
Mi inertia constant
Pmi mechanical power input
PGi active power injection
QGi reactive power injection
Di damping coefficient
N total number of buses
|Vi| i-th bus voltage magnitude
Gij conductance between bus i and j
Bij susceptance between bus i and j
θij difference between i-th and j-th bus voltage angles
As for the dynamic loads, we apply the dynamic load model
proposed in [11], which has been shown to be able to naturally
characterize a wide range of loads (e.g. induction motors,
thermostatic loads). For the k-th load, we have:
g˙k = −
1
τgk
(Pk − P
s
k ) (5)
b˙k = −
1
τbk
(Qk −Q
s
k) (6)
Pk = gkV
2
k =
N∑
j=1
|Vk||Vj |(−Gkj cos θkj −Bkj sin θkj) (7)
Qk = bkV
2
k =
N∑
j=1
|Vk||Vj |(−Gkj sin θkj +Bkj cos θkj) (8)
where
gk effective load conductance
bk effective load susceptance
τgk active load power time constant
τbk reactive load power time constant
Pk active load power demand
Qk reactive load power demand
P sk steady-state active load power demand
Qsk steady-state reactive load power demand
Note that the instant real and reactive power consumed
by the dynamic load can be described by the effective
conductance and susceptance as shown in (5)-(6). Also, the
authors of [11] show that distinction between different types
of loads mainly lies in the parameter values of time constants
τgk and τbk.
To describe the natural random variation of loads, we follow
similar approaches as in [10], [12], [13] to add Gaussian noises
to the steady-state power:
g˙k = −
1
τgk
[Pk − P
s
k (1 + σ
p
kξ
p
k)] (9)
b˙k = −
1
τbk
[Qk −Q
s
k(1 + σ
q
kξ
q
k)] (10)
where σ
p
k, σ
q
k describe the intensity of the stochastic load
variation and
∫ t
0
ξ
p
k(u)du,
∫ t
0
ξ
q
k(u)du are Brownian motions. It
is worth noting that stochastic load variations have been com-
monly modeled to follow Gaussian distribution [14], since the
stochastic fluctuation is the aggregate behavior of thousands
of individual devices acting independently.
By linearizing (9)-(10) and representing them in the vector
form, we have:[
g˙
b˙
]
=
[
−T−1g
∂P
∂g
−T−1g
∂P
∂b
−T−1b
∂Q
∂g
−T−1b
∂Q
∂b
][
g
b
]
+
[
T−1g P
sΣp 0
0 T−1b Q
sΣq
] [
ξp
ξq
]
(11)
where
g =
[
g1, ..., gm
]T
, b =
[
b1, ..., bm
]T
,
Tg = diag
[
τg1, ..., τgm
]
, Tb = diag
[
τb1, ..., τbm
]
,
P =
[
P1, ..., Pm
]T
, Q =
[
Q1, ..., Qm
]T
,
P s = diag
[
P s1 , ..., P
s
m
]
, Qs = diag
[
Qs1, ..., Q
s
m
]
,
Σp = diag
[
σ
p
1 , ..., σ
p
m
]
, Σq = diag
[
σ
q
1 , ..., σ
q
m
]
,
ξp =
[
ξ
p
1 , ..., ξ
p
m
]T
, ξq =
[
ξ
q
1 , ..., ξ
q
m
]T
Let x =
[
g, b
]T
, A =
[
−T−1g
∂P
∂g
−T−1g
∂P
∂b
−T−1b
∂Q
∂g
−T−1b
∂Q
∂b
]
, B =[
T−1g P
sΣp 0
0 T−1b Q
sΣq
]
, ξ =
[
ξp, ξq
]T
, then (11) can be
written in the following compact form:
x˙ = Ax+Bξ (12)
which is a vector Ornstein-Uhlenbeck process [15]. Particu-
larly, Pk = gkV
2
k , Qk = bkV
2
k and thus:
∂Pk
∂gj
=
{
V 2k + 2gjVk
∂Vk
∂gj
≈ V 2k if j = k
2gjVk
∂Vk
∂gj
≈ 0 if j 6= k
(13)
∂Qk
∂bj
=
{
V 2k + 2bjVk
∂Vk
∂bj
≈ V 2k if j = k
2bjVk
∂Vk
∂bj
≈ 0 if j 6= k
(14)
∂Pk
∂bj
= 2gjVk
∂Vk
∂bj
≈ 0 (15)
∂Qk
∂gj
= 2bjVk
∂Vk
∂gj
≈ 0 (16)
as ∆Vk ≈ 0 in ambient conditions.
Therefore, we have the following approximation for matrix A:
A ≈
[
−T−1g V
2
0
0 −T−1b V
2
]
=
[
ATg 0
0 ATb
]
(17)
where V = diag
[
V1, ..., Vm
]
, ATg = −T
−1
g V
2 and ATb =
−T−1b V
2.
III. THE PROPOSED PMU-BASED METHOD FOR
ESTIMATING DYNAMIC LOAD PARAMETERS
A. The Theoretical Basis of the Method
As shown in (12), the stochastic dynamic load equations
can be represented as a vector Ornstein-Uhlenbeck process.
The stationary covariance matrix Cxx is described by:
Cxx =
〈
[x(t)− µx][x(t)− µx]
T
〉
=
[
Cgg Cgb
Cbg Cbb
]
(18)
where µx is the mean of the process. The τ -lag autocorrelation
matrix is:
G(τ) =
〈
[x(t+ τ) − µx][x(t)− µx]
T
〉
(19)
According to the regression theorem of the vector Ornstein-
Uhlenbeck process [16], if the system matrix A is stable, that
is typically satisfied in the normal operating state of a power
system, the τ -lag autocorrelation matrix satisfies:
d
dτ
[G(τ)] = −AG(τ) (20)
Hence, the dynamic system state matrix A can be obtained
from:
A =
1
τ
log
[
G(τ)C−1
]
(21)
Equation (21) ingeniously relates the statistical properties
of PMU measurements with the physical model of power
systems. We will leverage on (21) to develop a novel
measurement-based method to estimate A, and further to
estimate Tg and Tb from (17). It is worth noting that the
proposed method is purely measurement-based and requires no
other information concerning the system model to effectively
estimate matrix A, Tg and Tb. Specifically, the proposed
method requires no knowledge about the static characteristics
of the dynamic loads (P sk and Q
s
k in (9)-(10)) and the
intensities of stochastic load variations (σ
p
k and σ
q
k in (9)-(10)),
which, conversely, have to be known in [10].
B. Estimating the Load Parameters from PMU measurements
In practice, the sample mean x¯, the sample covariance
matrix Cˆ and the sample τ -lag correlation matrix Gˆ can be
estimated from a finite number of PMU measurements. Firstly,
the available PMU measurements are used to estimate the
sample mean V¯ = diag
[
V¯1, ..., V¯m
]
and xi =
[
gi, bi
]T
, i =
1, ..., n as below:
V¯k =
1
n
n∑
i=1
Vki (22)
gki = Re {
Iki
Vki
} (23)
bki = Im {
Iki
Vki
} (24)
where n is the number of samples and Iki, Vki are the i-th
current and voltage phasor measurements at bus k. Then, x¯,
Cˆ and Gˆ are calculated as follows:
x¯ =
1
n
n∑
i=1
xi (25)
Cˆ =
1
n− 1
(F − x¯1Tn )(F − x¯1
T
n )
T (26)
Gˆ(∆t) =
1
n− 1
(F1+κ:n − x¯1
T
n−κ)(F1:n−κ − x¯1
T
n−κ) (27)
where F =
[
x1, ...,xn
]
is a m × n matrix with the states’
measurements, 1n is a n × 1 vector of ones, ∆t is the time
lag, Fi:j denotes the submatrix of F from the i-th to the j-th
column, κ is the number of samples that correspond to the
selected time lag. The estimated dynamic system state matrix
Aˆ can be obtained as:
Aˆ =
1
∆t
log
[
Gˆ(∆t)Cˆ−1
]
≈
[
AUL 0
0 ALR
]
(28)
where AUL is a diagonal matrix, whose diagonal components
are equal to those of the upper left submatrix of Aˆ. Similarly
ALR is a diagonal matrix, whose diagonal components are
equal to those of the lower right submatrix of Aˆ. Therefore,
according to (17), we can estimate AT g and AT b as follows:
AˆT g = AUL (29)
AˆT b = ALR (30)
The load parameters Tg and Tb can also be estimated:
Tˆg = −V¯
2Aˆ−1T g (31)
Tˆb = −V¯
2Aˆ−1T b (32)
C. The Online Recursive Estimation Algorithm
For online implementation, it is desirable to conduct the
estimation recursively for the sake of computational efficiency.
Once the statistics (i.e., the sample mean, the sample covari-
ance matrix and the sample τ -lag aucorrelation matrix) are
estimated from a pre-defined length of PMU data, they can
be updated recursively. Assuming that PMUs are deployed at
the substations where the (aggregated) loads of interest are
connected, then the following algorithm can estimate the load
parameters Tg and Tb online from PMU data:
Step 1. Given PMU data of size n from pre-defined window
length, estimate the sample mean V¯ (22) and calculate
g and b using (23)-(24).
Step 2. For j = 0, compute the initial values of x¯0, Cˆ0 and
Gˆ0(△t) using (25)-(27) and Aˆ0, Tˆg0 and Tˆb0 using
(28)-(32).
Step 3. For j = 1, 2, ... update as follows [17]:
a)
x¯j = (1− α)x¯j−1 + αxj
Gˆj(∆t) = (1 − α)[Gˆj−1 + α(xj − x¯j)(xj−1 − x¯j−1)
T ]
Cˆ−1j =
1
1− α
[Cˆ−1j−1 − α
Cˆ−1j−1zjz
T
j Cˆ
−1
j−1
1 + αzTj Cˆ
−1
j−1zj
]
(33)
where zj = (xj − x¯j−1).
b)
Aˆj =
1
∆t
log
[
Gˆj(∆t)Cˆ
−1
j
]
(34)
c) Estimate Tˆgj , Tˆbj using (29)-(32).
Particularly, Step 3-a updates the statistics recursively given
the new sample, based on which the dynamic system state
matrix and the time constants can be updated recursively in
Step 3-b,c. Sherman-Morrison formula [17] is used to update
the inverse of Cˆj recursively without calculating the inverse
of the matrix directly. It can be observed that the online
algorithm is computationally efficient, since it relies on simple
mathematical operations. Note that the performance of the
online algorithm may be affected by the pre-defined window
length as well as the parameter α [17]. Intuitively, the larger
the pre-defined window length is, the more accurate estimation
results one may achieve. In addition, even though α = 1
n
in
steady state, α can be termed as a smoothing parameter to
adjust the weight of observations during transient conditions.
Hence, if a load parameter drift is detected, a larger α can
be used to give more weight to the new samples, whereas α
could be decreased back to α = 1
n
once the new steady state
estimation results are reached.
IV. NUMERICAL RESULTS
The IEEE 39-Bus 10-Generator test system has been used
to validate the effectiveness of the proposed method and the
online recursive algorithm. Particularly, 10 stochastic dynamic
loads described as (9)-(10) with time constants varying from
0.1s to 5s have been added to the system. Gaussian stochastic
load variations with a mean of zero and σ
p
k = σ
q
k = 1 in
(9)-(10) have been considered in the load model, where k =
1, ...,m. A time lag of ∆t = 0.2s has been selected, i.e. κ =
10 in (27) given that the integration step size is 0.02s. All
simulations were implemented in PSAT-2.1.10 [18].
A. Validation of the Proposed Method
To validate the proposed algorithm described in Section
III-B, 500s PMU measurements are used. The sample size of
500s is selected so that a balance between accuracy and data
length is achieved. Fig. 1 illustrates how the estimation error,
in terms of the normalized Frobenius norm
‖A−Aˆ‖
F
‖A‖
F
, changes
with the length of PMU data. The estimated time constants
τˆgk, τˆbk and their corresponding error with respect to their
true values τgk, τbk, are shown in Table I. It can be observed
that the proposed data-driven method can well estimate the
dynamic load parameters in the whole range of time constants.
B. Impact of Measurement Noise
In practical application, PMU measurements may be con-
taminated by noise. Since the proposed method is purely
measurement-based, its robustness against measurement noise
should be tested. Following the approach in [19], [20], high
noise levels with standard deviation of 10% of the largest
state changes between time steps have been added to the 500s
PMU measurements of g, b. Noise with standard deviation
of 10−3 has also been added to the measurements of the
voltage magnitudes V [20]. The estimated load time constants
when measurement noise is present are shown in Table II.
As can be observed, the accuracy of the algorithm remains
satisfactory, indicating that the proposed method is robust
against measurement noise.
Fig. 1. The estimation error as the sample size changes.
TABLE I
THE ESTIMATED LOAD PARAMETERS τˆgk, τˆbk USING 500S PMU DATA
Time constant Real value (s) Estimated value (s) Error
τg1 0.1 0.1043 4.2536%
τg2 0.6 0.6023 0.3825%
τg3 1.1 1.2073 9.7512%
τg4 1.6 1.4821 -7.3682%
τg5 2.1 2.0868 -0.6270%
τg6 2.6 2.4621 -5.3030%
τg7 3.1 3.2216 3.9233%
τg8 3.6 3.5127 -2.4243%
τg9 4.1 3.8587 -5.8857%
τg10 4.6 4.7184 2.5729%
τb1 0.5 0.4869 -2.6287%
τb2 1 1.0460 4.6042%
τb3 1.5 1.7968 19.7851%
τb4 2 1.9515 -2.4225%
τb5 2.5 2.5685 2.7397%
τb6 3 2.7340 -8.8658%
τb7 3.5 3.4069 -2.6591%
τb8 4 3.8727 -3.1813%
τb9 4.5 4.2547 -5.4512%
τb10 5 4.8617 -2.7668%
TABLE II
THE ESTIMATED LOAD PARAMETERS τˆgk, τˆbk USING 500S PMU DATA
WITH MEASUREMENT NOISE
Time constant Real value (s) Estimated value (s) Error
τg1 0.1 0.1033 3.3358%
τg2 0.6 0.5923 -1.2818%
τg3 1.1 1.1937 8.5215%
τg4 1.6 1.4551 -9.0541%
τg5 2.1 2.0523 -2.2738%
τg6 2.6 2.4070 -7.4241%
τg7 3.1 3.1590 1.9026%
τg8 3.6 3.4383 -4.4927%
τg9 4.1 3.8022 -7.2628%
τg10 4.6 4.7184 2.5729%
τb1 0.5 0.4813 -3.7415%
τb2 1 1.0268 2.6797%
τb3 1.5 1.7638 17.5836%
τb4 2 1.9135 -4.3237%
τb5 2.5 2.5217 0.8667%
τb6 3 2.6890 -10.3673%
τb7 3.5 3.3085 -5.4718%
τb8 4 3.8109 -4.7264%
τb9 4.5 4.1904 -6.8794%
τb10 5 4.8617 -2.7668%
C. Validation of the Online Recursive Estimation Algorithm
In this Section, we implement the online recursive esti-
mation algorithm to evaluate its effectiveness with respect
to real-time changes in the load parameters. Following a
similar approach in [8], we assume that the system experiences
two scenarios of sudden load parameter changes. In the first
scenario, we consider a small change where the time constant
τg1 is increased by 20%, i.e. from 0.1 to 0.12, at t=400s. The
results of the online estimation using a pre-defined window
length of 300s PMU data and α = 1
n
are shown in Fig. 2 and
3. It can be seen that the online algorithm is able to accurately
Fig. 2. The estimated values τˆg1 and the actual values τg1 in real-time.
Fig. 3. The estimation error
|τg1−τˆg1|
τg1
in real-time.
Fig. 4. The estimated values τˆg4 and the actual values τg4 in real-time.
Fig. 5. The estimation error
|τg4−τˆg4|
τg4
in real-time.
detect the real-time change of the load parameter.
In the second scenario, a more severe change is considered.
Particularly, the time constant τg4 is decreased by 50%, i.e.,
from 1.6 to 0.8, at t=400s. Fig. 4 and 5 present the estimated
values and the corresponding errors in real-time using a pre-
defined window length of 300s PMU data and α = 1
n
. The
results show that the performance of the online algorithm
remains satisfactory despite the severe time constant change.
It is worth noting that, if 5% is chosen to be the threshold for
the estimation error, the algorithm requires approximately 200s
new PMU data to reach the new steady state estimation in both
scenarios. The results are reasonable, considering the 300s pre-
defined window length. As discussed in Section III-C, faster
convergence to the new load parameter values may be reached,
in case that a load parameter drift is detected and α is adjusted
to increase the weight of the new samples accordingly.
V. CONCLUSIONS AND PERSPECTIVES
This paper proposes a novel measurement-based method
for estimating dynamic load parameters in near real-time.
By leveraging on the regression theorem developed for the
Ornstein-Uhlenbeck process, the proposed method can provide
accurate estimation for the dynamic load parameters without
any model information. By exploiting recursion, an online
algorithm has been developed to track real-time changes of
the load parameters. Numerical results in the IEEE 39-bus
system demonstrate the accuracy of the method, its robustness
against measurement noise and its capability of tracking real-
time changes of the load parameters in near real-time. Future
work will focus on further validation with the use of real PMU
data.
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