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ABSTRACT One of the main concerns of telecommunications operators is related to network coverage.
A weak coverage can lead to a performance decrease, not only in the user experience, when using the
operators’ services, such as multimedia streaming, but also in the overall Quality of Service. This paper
presents a novel cloud-based framework of a semi-empirical propagation model that estimates the coverage
in a precise way. The novelty of this model is that it is automatically calibrated by using drive test
measurements, terrain morphology, buildings in the area, configurations of the network itself and key
performance indicators, automatically extracted from the operator’s network. Requirements and use cases
are presented as motivations for this methodology. The results achieve an accuracy of about 5 dB, allowing
operators to obtain accurate neighbour lists, optimise network planning and automate certain actions on the
network by enabling the Self-Organising Network concept. The cloud implementation enables a fast and easy
integration with other network management and monitoring tools, such as the Metric platform, optimising
operators’ resource usage recurring to elastic resources on-demand when needed. This implementation was
integrated into the Metric platform, which is currently available to be used by several operators.
INDEX TERMS Cloud implementation, coverage estimation, drive tests, measurements, propagation model.
I. INTRODUCTION
Nowadays, there is an increasing demand of mobile users,
which also increases the use of telecommunication services,
making network coverage estimation a concern for operators.
According with [1], in 2018 75% of world population was
covered by 4G technology and with a predicted increase to
90% in 2025. In 2025 it is also expected that about 65% of
world population will be covered by 5G technology. A cor-
rect estimation allows operators, not only the guarantee of
a better network coverage delivery to its users, but also to
perform an efficient optimisation of their resources. This
The associate editor coordinating the review of this manuscript and
approving it for publication was Danping He .
estimation can be done by using several tools, from various
vendors [2], [3], that are commercially available. These tools
have important features that are very useful to telecommu-
nication operators. However, most of these tools, like [4],
require local installation on the operator’s machine, and the
network planning configuration tasks can be difficult and
time-consuming.
To simplify the planning process of a network, this paper
presents a novel cloud-based framework of a semi-empirical
propagation that using Drive Test (DT) measurements, ter-
rain morphology, buildings information and configurations
of the network itself to estimate the coverage in a precise
way. This optimised propagation model uses a cloud-based
implementation, which allows its integration into a tool for
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monitoring and management of telecommunications net-
works, called Metric.
Several studies [5], [6] combine propagation models with
DT measurements in order to define a realistic propagation
model, each time the telecommunications operator wants.
We observe that these studies use propagation models that
are only applicable to specific macro or micro cells sce-
narios. In the literature we can also find adaptive systems
capable of performing automatic selection of the propagation
model according to the scenario (micro and macro cells) [7].
We observe that these different propagation models can only
be used under specific conditions, also specifying antenna
distance or height. The proposed propagation model intends
to overcome these situations and to be generally applicable,
regardless of the scenario or antenna properties, for example.
In addition, the main novelty of this propagation model is
that it is automatically calibrated with drive tests as well
as network Key Performance Indicators (KPIs), providing
a realistic estimation of path loss without the need for this
calibration to be triggered by the user.
This work extends the ideas presented in [8]–[10], where
the cell reach value and the handover distance were consid-
ered in the calibration of the model. These authors, namely
in [9] and [10], include the terrain morphology but they omit
the possibility of a Line of Sight (LoS) between the Mobile
Terminal (MT) and the Base Station (BS). Despite the cloud
implementation, using Amazon Web Services (AWS), has
already been used in [10], this proposed work presents fur-
ther enhancements that generalise and increase its precision,
mostly related with fine-tuning of our propagation model.
Several aspects, such as the reuse of previous DT measure-
ments and the application of LoS between the Mobile Ter-
minal (MT) and the Base Station (BS) were also considered.
One of the novelties of this work is the inclusion of an eval-
uation metric that allows to estimate the performance of the
proposed propagation model. A very important feature of our
propagationmodel is that it fully automates network coverage
estimation, while maintaining a simple user intervention, and
all aspects of it are carefully detailed. This model can be
used by telecommunication operators not only for coverage
estimation based in new DT measurements, but also for cell
and KPI configurations.
Proposed semi-empirical propagation model, named Auto-
matically Calibrated SPM (ACSPM) presents several innova-
tions. This model integrates various types of KPIs, network
configurations, different propagation models, terrain mor-
phology data (as accurate as possible) and the LoS between
the Mobile Terminal (MT) and Base Station (BS). The grid is
dynamically created. In this paper, the implementation with
cloud services, the integration in the Metric platform and the
various application for this work, like the network coverage
estimation, the crossed sectors identification, the 2G, 3G and
4G planning and the traffic prediction, are presented.
The cloud implementation of the ACSPM enables the
Metric platform to have several users to access resources
simultaneously, such as the coverage of an antenna. It is also
possible to execute multiple tasks at the same time, allowing
the user to perform other actions while, e.g. the platform
is computing a cell coverage. After the model is integrated
into the Metric platform it is possible for telecommunications
operators, not only to visualise the realistic area that a given
cell covers, but also to optimise the entire network, namely in
the establishment of neighbouring cells list.
The main contribution of this paper is the creation of a
novel generalised and new semi-empirical propagationmodel
that can be applied simultaneously in micro and macro cell
scenarios. This propagation model introduces the innovation
of being automatically calibrated with DTs as well as net-
work KPIs, providing a realistic estimation of path loss each
time data related to the antenna (tilt, azimuth, KPIs, DTs)
is added or changed. The automation of the calibration pro-
cess follows the Self-Organising Network (SON) paradigm,
makes it possible to reduce the human effort, which results
in a financial impact on the management of these networks.
The overall accuracy achieved by using this ACSPM model,
through the use of newmeasurements and the constant update
and storage of results in the cloud, allows telecommunica-
tions operators to efficiently plan and optimise their 2G, 3G
and 4G and 5G networks and to identify possible problems
within their network configurations. The implementation of
this methodology is based on cloud-services, efficiently pro-
viding elastic, on-demand and pay-per-use computation and
storage resources. The resulting work pattern proves to be
effective in the integration of various inputs and in the provi-
sion of realistic estimations of received signal levels around
antennas, essential for network planning and optimisation.
The paper has the following structure: In Section II motiva-
tion for the use of cloud-based software as a service solutions,
is presented, highlighting the tool Metric where this method-
ology is implemented and integrated. Key aspects related to
the estimation of coverage in cellular networks are presented
in Section III. In Section IV a unified coverage estimation
methodology and use cases are presented, being the coverage
estimation detailed in Section V. In Section VI, the imple-
mentation using AWS and its integration in Metric plat-
form is presented. To test and evaluate the proposed model,
Section VII presents a reference scenario and performance
evaluation results are shown in Section VIII. Section IX
highlights several applications where the proposed ACSPM
is currently used and the conclusion of this paper is presented
in Section X.
II. PLANNING AND OPTIMISATION TOOLS, PARADIGMS
AND CLOUD-SERVICES
This section presents an overview of the tools, paradigms and
services related or useful for the management of telecommu-
nication networks.
There is currently a growing demand for services accessed
through mobile devices, which represents a problem for
telecommunications operators due to the excessive usage
of network resources. This demand, which is in constant
growing, makes mobile networks more complex and dense,
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resulting also in a more complex planning and optimisation
requirements.
As each operator seeks to provide the best service for
its customers, there is a major concern for proper planning
and optimisation of mobile networks. Several vendors like
Nokia [2] and Huawei [3], associated with the equipment
they sell, provide planning and optimisation software. Each
vendor has associated an Operations Support System (OSS),
which congregates configuration parameters as well as KPIs.
Still, these software products are proprietary, vendor-specific.
Telecommunications operators must recur to these expensive
tools from various vendors, not being able to have a unified
vision of their network. Vendor-agnostic tools, like Atoll [4],
installed on a local machine, enable the planning and optimi-
sation of their network, independently of the vendor, as long
as these follow the standards of each technology - Global Sys-
tem for Mobile Communications (GSM), Universal Mobile
Telecommunication System (UMTS), or Long Term Evolu-
tion (LTE). These can be also associated to theOSS, although,
this process requires additional configurations.
Besides the vendors’ heterogeneity, telecommunications
operators have heterogeneous networks as well. Within the
same network, technologies such as 2G, 3G and 4G coexist
and interact, each one with different specificities. The net-
works’ densification, the increasing number of users, and
the quality assurance demand for telecommunication opera-
tors force networks to continuously generate a huge amount
of information per cell and per user. One way to monitor
the network’s performance is through the several available
KPIs which results from a mathematical manipulation of
several counters (component information). To increase the
network’s quality, it is possible to optimise the various cell’s
configuration parameters to reach the optimal configura-
tion and the consequent optimal performance, required by
operators.
Once there is a considerable amount of information per
cell and per user through time, the generated data can be
analysed through a big data approach. The concept of big
data considers the volume and the variety of data, the value
generated through analysis, the velocity at which the data is
generated and processed. An example of big data application
is to acquire dynamic data from different sources, in different
formats [11]. Big data methods have been used in recent
studies to implement Self-Organising Network [12]–[14].
SON aims to reduce operational costs, investment costs and
offers a better Quality of Service (QoS) to users [15]. The
description of some use cases related to SON is present in [16]
and some of these implementations are presented below:
• Self-Planning - When a node is added to the network,
the site location and hardware settings are selected;
• Self-Deployment - This implementation receives the
data from Self-Planning and performs the installation
and validation of the node;
• Self-Optimisation - Using data obtained from network
users, such asMT, the network settings are automatically
adjusted;
• Self-Healing - A set of preventive actions keeps the
network operational and prevents disruptive network
problems from arising.
These four use cases can associate the use of SONnetworks
as networks with the ‘‘plug & play’’ feature. This feature
can be useful for telecommunication operators, since it can
simplify the implementation andmaintenance of the network.
Whenever an incident is detected, the network can minimise
its effect until a permanent resolution decision is made.
With the advance of SON networks, the volume of data
useful for the correct operation of the network has increased,
and this data may no longer require human intervention in
its handling. Ideally, the information should be collected and
automatically made available to the SON algorithms [17].
In this paper, in order for this automation to be easily imple-
mented, all the adjacent computing processes were migrated
to a cloud-based implementation. This migration presents
the advantages of a cloud-based implementation being very
scalable and ready for big data manipulation. This implemen-
tation provide users with storage and processing services.
Cloud services are a solution based on a flexible, scalable
and abstract infrastructure for the user. One of the main
advantages of using cloud-based services is that the user
can explore all the available resources and is only charged
on the applications used in a per-second price basis, which
corresponds to the effective running time of processing nodes.
Another advantage of these services is that they are always
available and accessible through any device connected to
Internet. There are many public cloud providers such as Ama-
zonWeb Services (AWS) [18], Google Cloud [19], Microsoft
Azure [20].
However, in order to be able to migrate the management
of the telecommunications network to the cloud, it is neces-
sary to make some changes to the core of the network. The
functions performed by the Radio Access Network (RAN),
namely the management of base stations, are now performed
in a centralised component with a cloud-based architecture,
called C-RAN or RAN-as-a-Service (RANaaS). This change
allows for Network Functions Virtualisation (NFV) and scal-
ability that was previously non-existent [21]. With C-RAN,
the management of telecommunications networks can now
move to a cloud environment and thus the concept of SON
can be applied.
A Software-as-a-Service (SaaS) is a web-based application
that does not require any local installation on any computer or
server. This avoids machine limitations and constraints, and
other operating system related restrictions. A SON solution
for telecommunications networks, Metric [22], was devel-
oped by Multivision [23]. It is a web-based SaaS application
that can be accessed by any browser on any device, enabling
the monitoring and maintenance of a network, allowing SON
implementation and quick access to information on the cur-
rent status of the network. Being one of the main objectives
the aggregation of data in a single platform, Metric platform
is based on a set of modules. These modules allow the upload
of data, regardless of the hardware vendors or network data
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source. A subsequent manipulation of the data allows them
to be visualised on a map, in the form of a table or even in
the form of a report. This analysis allows critical situations
to be immediately identified in the network, namely crossed
feeders, cell in overshooting, missing neighbours and consis-
tency checks. Finally, this platform allows the scheduling of
network validation tasks that, depending on the input data,
can trigger correction/improvement actions in the network.
III. ESTIMATION OF COVERAGE IN CELLULAR NETWORKS
The estimation of coverage is of key importance in cellular
networks planning. These wireless networks must rely in
realistic predictions of coverage of their antennas to effi-
ciently provide service within specific geographical areas,
taking into account service requirements and offered traffic
load predictions. Several methodologies and procedures are
available to estimate coverage in cellular networks and are
presented and detailed in this section.
A. WIRELESS COVERAGE
Wireless coverage allowsMTs to access services and features
provided by BSs cells. The aggregation and control of these
BS is the responsibility of the RAN. The coverage area of a
cell depends on several parameters. Among these parameters
are those that defines the transmitted signal such as the posi-
tion of the antenna, its radiation diagram, the azimuth, the tilt,
and the transmission power. The signal received by the MT
is the result of the transmitted signal by BS and the path loss
attenuation. The location vector p, identifying a position with
its latitude, longitude and height, the received signal level
from antenna a operating at frequency f is given by [24]:
Prx[dBm](f , a,p) = Ptx[dBm](a)+ Gtx(ϕp − ϕa, θp − θa)[dB]
−L(f , a,p)[dB], (1)
where,
• Ptx [dBm]: Transmitted power;
• Gtx [dB]: Transmitted antenna gain, considering the
antenna’s vertical and horizontal diagrams, for the ver-
tical θ and horizontal ϕ direction between antenna loca-
tion vector a (antenna latitude, longitude and height,
ha), and position p, using the deviation of the antenna
azimuth ϕa and tilt θa;
• L [dB]: Path loss attenuation between a and p (x, y, z)
positions.
In order to simply the process, it is considered that the gain
of the receiving antenna is 0 dB.
For an antenna located at vector location a its coverage
area Ca is given by the set of points of the service area A that
satisfy the condition:
Ca = {p ∈ A : Prx [dBm](f , a,p) ≥ Prxmin [dBm]}, (2)
where Prxmin is the system’s sensitivity, i.e., the minimum
received signal level required to establish a connection with
a terminal.
In order for telecommunication operators to provide their
services to customers, a preliminary study is carried out on
the locations where the antennas should be placed to obtain a
large coverage area. These antennas can be divided according
to their function, having macro-cells that are responsible for
the coverage, the micro-cells responsible for the capacity and
the femto-cells that provide the capacity to specific zones.
A weak cellular planning can lead to gaps in coverage and
the proper provision of services to users is impossible. It is
therefore essential to correctly estimate coverage in order to
allow a correct configuration of parameters such as identifica-
tion of neighbouring cells and identification of overshooting
or crossed sectors problems.
B. PROPAGATION MODELS
A propagation model attempts to represent how an
electromagnetic signal propagates, and has two types of
application [25]:
1) Plan, design, test and validate a wireless system;
2) Optimisation of wireless systems. Operators use these
models, which represent reality accurately as possible,
to simulate the impact in the network when certain
parameters are modified.
According to [26], [27], propagation models can be classi-
fied according to the type of information used. They can be
classified as:
• Empirical: Empirical models are created through field
measurements, while not considering the terrain infor-
mation. They represent a particular propagation environ-
ment. This has the advantage that these models are sim-
ple and efficient to use. However, it has the disadvantage
that it cannot be used in another environment without
being updated.
• Semi-Empirical: While empirical models are specific
to a particular propagation environment, semi-empirical
models use terrain information such as the elevation and
height of buildings, which makes these models much
more specific to a particular region.
• Deterministic: Deterministic models combine the laws
of electromagnetic wave propagation with terrain infor-
mation. These models present more realistic results but
have strong computational requirements.
In general, telecommunication operators use Empiri-
cal models for the design and comparison of systems
and the Semi-Empirical and Deterministic models for
network planning and deployment. Some of the most
well-known propagationmodels are empirical models such as
Okumura-Hata [28], Mishra [29] and Mishra [29] applied to
macro and micro-cells, respectively. There are other models
that extend these like Standard PropagationModel (SPM) [4].
In order to make propagation models more realistic,
it is possible to calibrate them using real data. These cal-
ibrations can be performed through Artificial Neural Net-
works (ANNs) and they are strongly discussed in [30]–[32].
Despite the use of ANNs, the limitations of the propaga-
tion models still exist. For example, on an Okumura-Hata
implementation (using ANNs or not), can only be applied
at distances greater than 1 km, for a given frequency and
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TABLE 1. Conditions under which the models are applicable.
for a given propagation environment. For heterogeneous net-
works, where several technologies working simultaneously at
different frequencies, the calibrated models cannot be used.
In order to reduce the limitation presented above, a calibrated
propagation model was presented in [33], whose main dis-
advantage is that it requires the type of environment and its
specifications in the calibration process.
In order to generate a propagation model that can be used
in heterogeneous networks regardless of the type of propaga-
tion environment, this research uses the Walfish-Ikegami and
SPM propagation models, used in micro cell and macro cell
scenarios, respectively.
One propagation model typically used in micro cell sce-
narios is the Walfish-Ikegami model [29]. Table 1 presents
the conditions under which it is applicable.
For this research, in the distance where the model is
applied, considering LoS, its path loss is given by:
LWalfish[dB] = 42.6+ 26log(dBS[km] )+ 20log(f[MHz]), (3)
where dBS is the distance between BS and the MT and f is
the frequency.
A macro cell model is the SPM [4]. The SPM is an
extension of the Okumura-Hata propagation model and its
extension COST 231-Hata. The validity intervals, Table 1,
must be observed.
The SPM [4] is an extension of the Okumura-Hata prop-
agation model and its extension COST 231-Hata, being a
macro cell model. The validity intervals, Table 1, must be
observed. The path loss calculation of the SPMmodel is given
by:
LSPM[dB] = K1 + K2log(dBS[m] )+ K3log(hBS[m] )
+K4Ldif + K5log(dBS[m] )log(hBS[m] )
+K6(hMT[m] )+K7log(hMT[m] )+Kclutter f (clutter),
(4)
where,
• K1 [dB]: Constant offset;
• K2: Coefficient for log(dBS );
• dBS [m]: Distance between BS and the MT;
• K3: Coefficient for log(hBS );
• hBS [m]: Height of BS;
• K4: Coefficient for diffraction calculation;
• Ldif [dB]: Loss due to diffraction over an obstructed
path;
• K5: Coefficient for log(dBS )log(hBS );
• K6: Coefficient for hMT ;
• hMT [m]: Height of MT;
TABLE 2. Typical values for the SPM coefficient parameters.
• K7: Coefficient for log(hMt );
• Kclutter : Coefficient for Kclutter ;
• f (clutter): Average of weighted losses due to clutter;
The coefficients parameters explained above are limited
to the presented in Table 2. Although the frequency of the
antenna and the attenuation coefficient is not present in 8, this
is considered in the K1 factor.
Although this model is based from the Okumura-Hata
model, the SPM allows values of elevation, diffraction loss,
among other parameters in the calculation of path loss, mak-
ing the model more accurate and realistic.
C. COVERAGE MONITORING
In order to enable telecommunications operators to collect
data with network quality information, some field measure-
ments, called Drive Tests (DT), are made. As a rule, these
DTs are collected using a vehicle with radio equipment that
travels along a predefined route, collecting data from a certain
area and each geolocatedmeasuring point. The analysis of the
DTs allows operators to understand network failures, such as
areas with weak coverage, making it possible for operators
to perform corrective measures (like the placement of a new
base station). The reception signal suffers some effects like
shadowing, slow and fast fading [25]. When working with
discrete areas, each one of the sub-areas considered, the sig-
nal suffers from fast fading. The use of DTs measurements
allows the neutralisation of this effect.
Despite the precise information revealed by the DTs, their
execution can be expensive and requires allocation of human
resources. The information collected only refers to areas with
roads, which limits the true perception of the entire network.
In order to make use of DTs data more efficiently, a stan-
dardisation was proposed. This would reduce the costs asso-
ciated with their execution, allowing them to be made by
a MT. This standardisation is called Minimisation of Drive
Tests (MDT) and in addition to the objectives mentioned
above for DTs, these are triggered whenever there is the
implementation of a new base station, the construction of
new roads or buildings and if there are complaints from
customers [34]. MDT is available in the vast majority of
devices, and it is operators’ decision to activate this func-
tionality. For the user, the only drawback is the additional
power consumption. However, and if the measurements are
geolocated, it is possible to create a realistic view of the signal
at various points in a cell. By using this data in the proposed
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model, signal estimation over an entire cell area will become
more precise and accurate.
D. AVAILABLE NETWORK PERFORMANCE INDICATORS
RELATED TO COVERAGE
In the OSS are available, for the operators, performance
indicators, KPIs. These indicators, such as Cell Reach can
help in estimating coverage. When an MT connects to a BS,
the BS estimates the propagation delay of the communication
and sends this value to MT allowing for adjustment in the
transmission time ensuring that all communications from
different MTs in different places and at different times arrive
at BS at the same time. This setting in the transmissions
allows the minimisation of interference in the uplink signals
of MTs.
Depending on the technology used, the propagation delay
presents different denominations. For 2G is referred to the
timing advance indicator and for 3G and 4G the propagation
delay indicator. These indicators are discrete values defined
by each of the vendors. After the information is collected, it is
stored and made available in the OSS in the form of counters,
which registers the number of occurrences within a given
time period [35], allowing an understanding overview of the
geographical distribution of MTs within rings of specific
ranges.
The propagation delay can be used to estimate the distance
between the BS andMT. Considering that an electromagnetic
signal propagates at the speed of light, c, and the propagation
delays, tprop, the distance is given by:
dprop[m] = c× tprop[s] (5)
When network planning is performed, telecommunications
operators combine some configuration parameters in order
to obtain a certain cell size or a planned cell size. This size
can be considered as the maximum range of the cell where
communications can occur.
IV. NOVEL CELLS COVERAGE ESTIMATION WORK
PATTERN
Several methodologies currently used by operators related to
cell coverage estimation were presented in the former section.
The present work aims to propose a unified methodology to
integrate them all and reach a realistic estimation of cov-
erage for any antenna, based on a varied set of informa-
tion: terrain information, antenna configurations, propagation
models, DT measurements, and KPIs. To present it, first
a motivation is presented, highlighting the identified needs
as requirements for a new methodology. Then, a small use
case that exemplifies the way the proposed methodology
can be used. Finally, the overall architectural framework is
presented, its components being detailed in later sections.
A. MOTIVATION AND REQUIREMENTS
In this section, a motivation and requirements for a unified
coverage estimation methodology are presented, based on
current practices of operators.
Within the planning and optimisation activities of a
telecommunication operator, a key task is the estimation of
the coverage area of the cells of its network. For exam-
ple, given a cell of, e.g., expected 7 km range, the receive
power level within the surrounding geographical area of
the antenna must be estimated in order to evaluate how it
fits with the neighbouring cells. For it, considering the cur-
rently used models, the operator will need to apply two dis-
tinct propagation models, as the range of micro-cell models
(Walfish-Ikegami) only applies up to 5 km, while a macro
cell model (SPM) only applies from 1 km on. In this sense,
a unified model capable of predicting coverage would be very
useful for operators.
To achieve a more realistic estimation of the signal level,
the operator recurs to DTs. Still, the criteria to determine
the specific areas for the measurement campaign is many
times random, whichmay question from the start the usability
of such campaigns. These measurements, once collected,
are manually processed by the engineers following arbitrary
procedures. They aim at manually fitting certain parameters
of the propagation models in order to adapt the model’s
prediction to the real measurements. This curve fitting is
time consuming and erroneous, as statistical indicators of
DT measurements (average, standard deviation of measure-
ments) are used, still not taking into account the specific
geographic location of them. In fact, propagation conditions
of a geographical area where DTs are done may not be
representative for another area. Some operators tend to regu-
larly do extensive and expensive DT campaigns to evaluate
the quality of the network. Still, they do not have tools to
process this large amounts of data nor integrate them in their
planning and optimisation tools. In this sense, a coverage
prediction model automatically calibrated with available DT
measurements would be of key value. A model that would
take into consideration the geographical position of each DT,
using these geolocatedmeasurements to weight a propagation
model to build a complete map of estimated coverage (to
estimate coverage in a given position, DTs that would be
nearby, in similar propagation conditions, would have more
weight than farther DTs). This model would be able to easily
integrate MDT measurements, enabling to build a realistic
picture of the received signal level around any antenna. This
would require an efficient infrastructure for the storage and
processing of DT measurements, and computation of prop-
agation grids for each antenna. We think that the use of
cloud-services enables an elastic and efficient storage and
processing of resources on-demand.
The operator also has available several KPIs. In partic-
ular, as formerly discussed, the availability of propagation
delay measurements for every connection of each cell is of
precious value, enabling to characterise the spatial statistical
distribution of users using the cell. In particular, it enables to
determine the cell reach. Combined with signal level config-
urations that trigger handover procedures, these are important
indicator that should be integrated in a realistic coverage
estimation model of a given cell.
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On the other side, one of the challenges for an operator is
the variety of infrastructure providers (Nokia, Huawei, Eric-
sson) and technologies (2G, 3G, 4G, 5G) that compose their
network. Each having its specific OSS, with specific KPIs.
Manufacturers tend in fact to have different ways of comput-
ing KPIs, resulting in incompatible indicators, if we want to
have a common view. In this sense, a unified view of KPIs
and configuration parameters is essential. It shall be available
in a single platform. Ideally, cloud-based, enabling to be
available anywhere, and recurring to elastic and on-demand
computation and storage resources.
B. USE CASES
Three use cases are presented below to illustrate the advan-
tages of the proposed methodology, illustrated in Fig. 1.
Consider an operator of a large cellular network with thou-
sands of cells of various technologies and vendors. He has
available detailed terrain elevation and building data, as well
as a large variety of DT measurement campaigns of its cells.
He has also available, from each manufacturer’s OSS, infor-
mation of antennas’ configuration as well as numerous KPIs,
as represented in Fig. 1 as inputs. The proposed methodology
is capable of integrating transparently all this data and use
it to calibrate automatically a propagation model capable of
building with great precision, for each cell, geo-referenced
attenuation orPrx grids, as illustrated in Fig. 1. Each time new
DT measurements are uploaded, or when configuration or
KPI changes occur, the computation of new grids is automat-
ically triggered thanks to a work pattern based on on-demand
elastic cloud processing and storage resources. In this way,
the operator has always available updated information of its
network, without the need of human intervention.
A simple use case is when an operator receives a report
specifying that a given geographic area has coverage prob-
lems. The available grids of antennas from the area of interest
can be easily combined in a heatmap to identify with preci-
sion the zones with poor signal.
Another use case is related to a typical situation where
the increase of traffic in a site requires the swap from
a single omni-directional antenna to a tri-sectorized site.
For it, each antenna must be configured (Ptx , azimuth and
tilt). Several DT measurements are available for the orig-
inal omni-directional antenna, as well as terrain data. The
proposed methodology is capable of creating a realistic Prx
grid for each antenna, and build heatmaps of coverage for
various antenna configurations. This large amount of data can
be easily processed thanks to cloud on-demand processing
resources. Based on these, the operator can manually choose,
or use an automatic methodology to select the best configu-
ration (taking, e.g., into account neighbouring cells).
Finally, consider an operator that has activated MDT,
where mobile terminals report to the OSS geo-located exten-
sive measurements of Prx levels from neighbouring antennas.
Although representing a very large amount of data, the pro-
posed cloud-based methodology can automatically calibrate
a unified propagation model (for distances from tenths of
FIGURE 1. A new cell coverage estimation architectural framework
composed by four layers for the cloud-based management of radio
resources.
meters to tenths of kilometers) with great precision, recurring
to elastic cloud-based processing resources. This results in
realistic heatmaps of received signal levels for each antenna,
enabling to easily identify regions with interference as well
as poorly covered ones.
All these use cases illustrate the proposed propagation
model and supporting methodology, detailed in the following
sections.
C. OVERVIEW
A novel cloud-based cell coverage estimation architectural
framework is proposed, as presented in Fig. 1. It represents a
vision of a cellular network composed by four layers, which
clearly identifies what is done and implemented in the cloud
and also what are the resources used at the telecommunica-
tions operator premises.
The bottom Users layer represents the cellular network
users equipped MTs communication devices. These devices
use services provided by the RAN layer, generating traffic
that is exchanged between these two layers. The RAN layer
is composed by all the BSs. BSs are responsible for covering
a certain service area (called cell) with wireless connectivity
in order for users to establish connection to services.
One of the most important layers for our research is OSS.
This layer congregates monitoring counters, performance
data of each of the elements, and allows to manage the
configuration of these elements through various parameters
available. From the OSS, the proposed framework Extracts,
Transforms and Loads (ETL) specific data that is used in the
coverage estimation model.
The Automatic Coverage Estimation Framework is divided
in three main modules: Inputs, Processing and Output. Each
of these modules contains one or more submodules.
The Inputs module uses as input data from the OSS,
the Configuration and Performance Management, terrain
morphology and DTs values that comes directly from the
Metric server. The DT data is loaded directly by the user on
the Metric server.
Once all of the input data is obtained, the processing of
the all information is performed by the novel propagation
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processing module, which is the most relevant element in the
proposed framework, namely the generation of the Propaga-
tionModel. In theOutput module, for a given cell the received
signal power grid is stored on the Metric server and becomes
available to the user.
In the following section, the various components of the pro-
cessing module represented in the architectural framework
are detailed.
V. MODULES OF THE AUTOMATIC COVERAGE
ESTIMATION FRAMEWORK
In this section, a semi-empirical propagationmodel that accu-
rately represents reality is detailed. It details and largely
extends initial ideas drafted over [8]–[10].
A. INPUTS MODULE
This subsection describes in detail each of the Input submod-
ules of the architectural framework depicted in Fig. 1.
The Drive Tests submodule is an important input in the
presented architecture. DTs in this context are used to cal-
ibrate the propagation model to a particular geographical
area allowing the propagation model to accurately represent
reality. DTs data comes directly from the Metric server and
is made available to an antenna at a given time for certain
antenna characteristics over a given time period. The DT for
a given position provides the receiving power, being repre-
sented as PrxDT [dBm].
There are configurable network parameters, which are
received through the OSS and serve to calibrate the model.
These parameters are aggregated in the Configuration Man-
agement module. Some of these parameters are related to
the antenna such as its model, the height (hBS ), the mechan-
ical and electrical tilt (θmecBS and θeleBS ), the azimuth (ϕBS ),
the position and the transmitting power (Ptx). Other param-
eters are related to the technology, frequency, the MT sensi-
tivity (Prxmin) and the geohash length, Geohash. The geohash
is a encoder that transforms coordinates in a unique hash,
where each length of geohash is associated with a certain cell
size [36]. Due to the projection systems considered, the geo-
hash has different cell size values depending on the location
on the globe. After choosing the length of the geohash and
depending on the antenna location, pixel size is definedwhich
is used in the grid construction. For example, if an antenna is
located near the Equator line, the cell size is smaller in terms
of height when compared to an antenna located in northern
Europe.
This information is essential for describing the charac-
teristics of the BS. The handling of this data needs special
attention since it is manually entered by the user. This may
cause problems if it is not entered correctly.
The Planning Management submodule corresponds to
counters collected by the OSS which monitors the operation
of various aspects. An example of this data type is the cell
reach which allows obtaining the Prxho value.
The Terrain Data submodule is divided into two steps.
Initially, information on the terrain morphology of a given
TABLE 3. Parameters used in the propagation model.
work area is requested through the Application Programming
Interface (API) provided byOpenTopography [37]–[39]. This
API returns elevation information for the considered area in
raster format 30m by 30m pixels. This information is then
integrated into the architecture displayed according to the
size of the pixel, defined by the user in the grid genera-
tion. For each of the pixels created, the elevation value is
searched in the API result. The next step is to add informa-
tion about buildings and large structures that are requested
through the Overpass API [40]. This API returns information
from OpenStreetMap [41], where data is available under the
Open Database License (ODbL), and for a given workspace,
it returns the height information of the existing buildings.
For each of the pixels of the generated grid, the average of
the heights of the buildings in that pixel is calculated. These
two steps allow to obtain data similar to Light Detection
and Ranging (LiDAR) data and thus realistically portrays the
propagation environment.
Table 3 shows some of the parameters used in the propa-
gation model.
B. PROCESSING MODULE
The core module of our framework is the novel Propaga-
tion Model implemented in the cloud where, for a given
cell, based on available inputs, it automatically estimates the
cell’s path loss within an area of interest. It results from
the combination of various aspects. In Fig. 2 it is possible
to verify the basic idea of the proposed propagation model,
ACSPM. The ACSPM is calibrated with theWalfish-Ikegami
model, power level at the handover distance. This calibration
allows adjusting SPM to a distance of less than 1 km and
adjust to the reality of the antenna, using not only the han-
dover information, but also the DT information. In Fig. 2,
dmax corresponds to the maximum distance returned by the
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FIGURE 2. Illustration of the combination of various aspects for the
construction of the ACSPM.
free space attenuation expression for a given power consid-
ered. The remaining variables are defined in Table 3.
The needed inputs to obtain the propagation loss grid
are listed in Table 3. Many of these are obtained along the
steps detailed in Section V-A. Taking as input the parame-
ters discussed in Section V-A and presented in the Table 3,
the calibration of the propagation model and computation of
propagation loss grids follows the methodology illustrated
in Fig. 3, which is detailed furthermore.
1) DIMENSIONING THE GRID
The proposed methodology aims to estimate propagation loss
around a given cell. For that estimation, a rectangular area of
interest around the cell area must be identified. Within this
area, a grid of pixels is defined. For each pixel the path loss
from the antenna shall be estimated.
The maximum communication range, dmax , is computed
for the antenna. Using the free space propagation model,
it corresponds to the distance where, for the antenna’s Ptx
andGtx , the received power reaches theMT sensitivity,Prxmin .
This range will define the initial size of the grid, centred in
the antenna position. The grid dimensions are then reduced
following a binary search iterative procedure for each of the
borders of the grid. In each step, once there is no terrain
elevation information, the SPM model, with no diffraction is
used to evaluate Prx along the border, determining if, in the
next step of the binary search, one should search nearer or
farther from the current border. If for a given position the
received power is equal to aminimumpowerPrxmin it becomes
one of the grid limits. This procedure is applied to each border
of the grid.
Once the dimension of the grid of the cell is defined,
it is filled with geolocated pixels. The size of the pixels is
specified by the Geohash. Each of the geolocated pixel in
the grid will be used to store various information useful to
the model and specific for its position. This information is
obtained throughout the process illustrated in Fig. 3 and is
detailed in the next sections. For each pixel, the following
information shall be obtained:
• Terrain height information, hMT , of the pixel and the
distance to the BS, dBS ;
• Existence of LoS, expressed as diffraction losses, Ldif ;
• Gain introduced by the antenna in that pixel, G(p);
• Power information received from DTs, PrxDT ;
• Specific SPM calibration parameters, K1 and K2;
• Estimated path loss value for that pixel.
2) INCLUSION OF TERRAIN MORPHOLOGY INFORMATION
The terrain morphology and the building heights are added to
each pixel. In order to validate if line of sight exists between
the pixel and the BS, the Bresenham’s line algorithm [42] is
initially used to find all pixels, in a straight line, between the
pixel and the pixel where the BS is located, depicted in Fig. 3.
3) COMPUTATION OF DIFFRACTION LOSS FOR EACH PIXEL
The Knife-Edge Diffraction model [43], [44] is used for each
pixel of the line between the antenna and the pixel, to esti-
mate the diffraction losses in that path. For each pixel in the














where h is the obstruction height, i.e., height from the obstacle
top to the Tx-Rx axis (straight line between transmitter and
receiver antennas), λ is the wavelength and d1 and d2 is the
distance between each side of the path and the obstacle. After
calculating the parameter ν for each pixel of the line, the pixel
with the highest value of ν is the pixel with the highest
diffraction loss. So if the value of ν < −0.78, Ldif = 0 dB
FIGURE 3. Steps for the computation of a propagation grid.
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else the Ldif is given by [43]:
Ldif = 6.9+ 20 log
(√
(ν − 0.1)2 + 1+ ν − 0.1
)
(7)
For each pixel, the Ldif value is stored in the grid, depicted
in Fig. 3, and this value is considered into the ACSPM
algorithm.
4) INCLUSION OF BS ANTENNA GAIN FOR EACH PIXEL
According to Fig. 3, other information that is stored in each
pixel is the antenna gain perceived at the position of each
pixel, Gtx(ϕp − ϕBS , θp − θmecBS ) according to its radia-
tion pattern and its azimuth. This information is relevant
to make the estimation of path loss independent of the
characteristics of the antennas, when DT measurements are
available and used to estimate the path loss for that pixel.
In fact, by removing to PrxDT the Ptx and Gtx , a path loss,
L(dt), independent of the antenna configuration is obtained
from (1).
5) ESTIMATION OF PATH LOSS IN PIXELS OF CELL EDGES
By knowing the antenna’s operating frequency, from OSS
information it is possible to estimate, using (3), the value
of path loss, L(dwal), for distance, dwal from the antenna,
according to Fig. 3.
In a scenario where the cells are placed side by side,
in order to cover a large area, the cell reach may be associ-
ated with the handover power, (Prxho). Prxho is a parameter
defined by the operator in the planning phase of a network,
where is considered that handover shall occur and it is related
to the distance between cells. It is a minimum received
power that the network shall guarantee in the service area.
A handover to a new cell is triggered when signals are below
the Prxho. The cell reach information identifies dis-
tance ranges within which communicating MTs are mon-
itored/recorded by the OSS. The last ring represents the
farthest area where MTs are connected to the BS, where
Prx = Prxho.
Combining this two aspects, it is possible to calculate at a
distance, dho, the path loss, L(dho), using (1) and the Prxho
value. For each pixel that is at dho distance from the antenna,
the value of L(dho) is considered.
6) ESTIMATION OF PATH LOSS IN PIXELS WITH DTs
The next step, according Fig. 3, is to register Prx from
DT measurements in the corresponding pixels. If, for a given
pixel, there is more than one DT, then the value considered is
the mean value of DTs in that pixel. The DT values consid-
ered are obtained from the Metric platform and are used to
calibrate the propagation model.
Once the DTs are registered in the corresponding pixels,
it is possible to compute and store for each of these pixels
the corresponding perceived path loss, through (1), removing
the antenna gain for that pixel as well as the Ptx of the
antenna.
7) CALIBRATION OF PROPAGATION PARAMETERS
OF EACH PIXEL
Initially, theK2 parameter is estimated for all pixels, using the
information, L(dwal) and L(dho), calculated in V-B.5. Then,
once path loss is registered in pixels with DTs or in cell edges,
values of K1 SPM parameter are estimated as follows:
• Pixels with estimated path loss: For each of these
pixels, (4) is used to extrapolate values ofK1 parameters,
taking for the remaining parameters of the equation the
values presented in Table 2. If a pixel already has a value
for K1 (e.g., previous DT), then the average is taken
between the two.
• Pixels without estimated path loss: Equation (8) is










weighted by the N pixels with estimated path loss,
K1(m). The parameter α(p,m) uses the distance between





If the antenna has been characterised before, a file con-
taining a list of all DTs previously converted to K1 values is
available. These values are distributed over the grid pixels the
same way DTs are distributed.
8) ESTIMATION OF PATH LOSS FOR EVERY PIXEL
After calculating a value of K2 and a value of K1 for each
pixel, it is possible to obtain the path loss value for each pixel
using (4) and the remaining parameters presented on Table 2.
C. OUTPUT MODULE
After the processing task, some output files are generated
with diversified information that can have many uses.
• Path Loss File: This JSON file is created directly from
the antenna grid information without further processing.
This filemaps the path loss value to each of the grid pixel
coordinates. The created text file is later represented in
the Metric platform.
• Receive Power File: From the information present in
the antenna grid, it is possible to convert the path loss
values of each pixel into received power values, using (1)
and the antenna gain values for that same pixel. This
information is stored in this JSON file and can later be
represented in the Metric platform.
• K1 File: This JSON file stores the information regarding
the used DTs. For each DT, the geographical location
and the calculated K1 values are stored. In this way,
information related to the DT is stored, regardless of the
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characteristics of the scenario under study. This infor-
mation can later be reused for the same antenna.
D. EVALUATION METRICS
To evaluate the ACSPM, a common metric used in estimation
models was applied. This metric allows not only to quantify
the accuracy of the model but also to validate the improve-
ment in signal estimation.
One way to visualise the performance of the model is to
make a direct comparison between the SPM estimated values
and the proposed model values. This analysis can be done
visually by representing the coverage estimation by each
model and comparing it or, for a more precise comparison,
for a location where there are DT values.
In order to evaluate the proposed model estimation against
the SPMmodel, a performancemetric can be used to calculate
the error between real values, yi, and estimated ones, ŷi.
The Mean Absolute Error (MAE) metric was applied in both






|yi − ŷi|, (10)
where N refers to the number of considered values.
To calculate the accuracy of the model, for a certain point
where DTs exist, DT value is ignored at the time of model
calibration and its value is then compared with the value
estimated by the model, by using the absolute error. This
process is called ‘‘blind calibration’’.
VI. IMPLEMENTATION AND INTEGRATION OF A
COVERAGE ESTIMATION WORK PATTERN
After an exhaustive presentation of all the elements and
mechanisms of the proposed propagation model, this section
discusses the microservices provided by AWS used in the
implementation of the architectural framework. The imple-
mentation and integration in the Metric platform is also pre-
sented and detailed.
A. METRIC SaaS PLATFORM
As previously mentioned, the Metric platform allows bring-
ing together in a single platform all the management of
telecommunications networks. The Metric platform collects
KPIs from the OSS of various manufacturers and technolo-
gies, presenting a unified view of network performance.
Several features of the Metric platform were implemented
in the cloud using AWS microservices. An example of these
features is the processing of performance indicators and DTs.
Another example of using AWS microservices is when the
data from multiple operators is received and integrated into
the platform to make it available in the ETL process.
Using the AWS microservices allows the Metric platform
to automatically respond to user actions, such as processing
cell information. The Metric platform shows the character-
istics of each of the cells, like the antenna model, azimuth
and other information. Whenever the user uploads a file with
FIGURE 4. Drive Test to a given cell, obtained through the Metric platform.
new cell information, a microservice on AWS is triggered
and allows to validate the cells with changed information and
make it available through the platform.
Multivision company is currently migrating the services
available on the Metric platform to an implementation using
AWS. The new features developed will provide the platform
with new services using AWS microservices. Using AWS
cloud microservices allows Multivision to expand scalability
and speed of the product developed to any device, in particu-
lar in the processing of data through the ETL process.
In Fig. 4 a search result to a given cell, obtained through
the Metric platform is presented. The search result includes
the DTs in a given time period.
B. AMAZON WEB SERVICES
The AWS provides services for performing computing tasks,
such as Amazon Elastic Compute Cloud (Amazon EC2) and
AWS Lambda. For database and storage purposes, microser-
vices like Amazon Relational Database Service (Amazon
RDS), Amazon DynamoDB, or Amazon Simple Storage Ser-
vice (Amazon S3) can be used.
Amazon EC2 is a product that was developed with the
aim of simplifying web-scale cloud computing. However, its
actions cannot be triggered in response to an event, which
makes this product unattractive to the solution to be imple-
mented, since it is intended that the presentedmodels run each
time there is new cell information in a particular repository.
This feature is supported by AWS Lambda which is a service
that executes code in response to multiple events and supports
multiple programming languages. It runs only when needed,
which allows being automatically scalable. It can be used
whenever the computing time is less than 15 minutes and the
virtual memory required is less than 500 MBytes. In terms of
memory, Lambda only provides 3 GBytes.
For database and storage purposes, AWS provides the
Amazon RDS, which is a relational database that supports
different commercial and open-source products, and does
not require users to install, configure, and manage them.
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FIGURE 5. Mobile network monitoring and optimisation architecture, with work pattern using AWS services that implements the ACSPM.
In case of non-relational databases, Amazon also offers a
user-friendly service, called Amazon DynamoDB. A storage
service provided by AWS is Amazon S3, which allows users
to store files regardless of their size (each file can have a
maximum of 5 TBytes), and is highly scalable. The internal
management of Amazon DynamoDB and Amazon S3 is done
by AWS without the need for user intervention.
To implement the architectural framework presented
in Fig. 1, the microservices AWS Lambda and Amazon
S3 were used. Amazon S3 has an internal function that
triggers whenever a new cell configuration file is received,
starting the whole process.
The system architecture developed and implemented in
AWS is depicted in Fig. 5.
C. IMPLEMENTATION OF THE SYSTEM ARCHITECTURE
A new model for estimating coverage, that combines various
types of information present in the architecture, is shown
in Fig. 1. A proof of concept of this architecture and its imple-
mentation using AWS is presented in Fig. 5. This figure also
identifies the functions that are performed in the cloud and the
resources used at the telecommunications operator premises.
This subsection explains the details of each of the components
of the proposed system architecture.
1) OVERVIEW
Using AWS, a proof of concept for a coverage estimation
model was implemented. This implementation of the model
was performed in Java [46] programming language.
The function of each element of the architecture is
explained below.
The implementation of this proof of concept allows adding
a new dimension in the scope of SON technology to the
Metric platform, specifically for planning purposes. The use
of this technology allows the decrease of overall operational
costs, due to the reduction of human resources allocated to
network planning tasks.
2) AMAZON S3
This implementation uses 6 independent Amazon S3 storage
location. Each location stores distinct information, which
may be used in the various stages of the process, or final
information to be made available to the user. This location
is also called a bucket.
• Antennas Diagram’s Repository - For each antenna
model, frequency and tilt, an ‘‘.msi’’ file containing the
vertical and horizontal gain of that antenna are stored.
This information is provided by the suppliers of the
various antennas.
• Cell Information - For each cell of the network there
is a JSON file that contains various information neces-
sary for the process. Examples of this information are
the technology, the location and model of the antenna,
the electric and mechanical tilt, the Ptx[dBm] among
others. The presence of a file in this Amazon S3 bucket
triggers the process.
• Grid Service Area - Stores a JSON file with a precom-
puted grid for a cell. This grid contains for each pixel
ground elevation and building information, antenna
gain, antenna distance and the diffraction loss value.
• DTs - Cell DTs, whenever processed by Metric, are sent
in form of a JSON file to this Amazon S3 bucket, and
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they can be used whenever necessary, allowing calibra-
tion of the propagation model.
• K1 Information - For each of the studied cells, a JSON
file that compiles all the DTs performed for that cell is
stored. Also the information of their coordinates and the
value of the corresponding K1 factor are stored. This file
have the same usage as the DT file.
• Propagation Grids - In this Amazon S3 bucket,
the propagation grids of each of the studied cell are
stored in a JSONfile. This bucket directly serves as input
to Metric platform, making it possible to represent the
propagation of a cell.
3) AWS LAMBDA FUNCTIONS
For processing purposes, AWS Lambda features the execu-
tion of code. This independent code executions are called
AWS Lambda functions. For this implementation, 2 AWS
Lambda functions are used and makes use of the data stored
in the different Amazon S3 buckets as inputs. After the pro-
cessing, the resulting information is stored in another bucket
for later use.
• Antenna Grid Construction - From the information
file present in Cell Information bucket, a AWS Lambda
function creates a grid with the maximum propaga-
tion distance of the cell. Each pixel of the grid has
user-defined dimensions, and for each one, the antenna
gain considering the Antennas Diagram’s Repository
bucket files, antenna azimuth and tilts are calculated and
stored. Elevation information requested from an external
server is added to the grid, as explained in the module
terrain data detailed in V-A. Once the elevation for each
pixel is obtained, it is possible to calculate the existence
or nonexistence of a LoS and the corresponding diffrac-
tion loss between a given pixel and the antenna. This
information is also stored in the pixel. When all these
computations are completed, the grid is stored in a JSON
file in Grid Service Area bucket for later use.
• Propagation Grid Construction - For each JSON files
in Cell Information bucket the corresponding JSON file
is searched in Grid Service Area bucket. When the file
is found, all the information is loaded as well as the
existing DTs for that cell. If that cell has already been
analysed before, processed information from oldDT val-
ues can be found inK1 Information bucket. This function
uses all these information to fine tune the propagation
model in order to generate a JSONfile with the path loss.
This file is stored in Propagation Grids bucket.
D. INTEGRATION WITH METRIC
In order to proceed with the integration in the Metric plat-
form, AWS services were used, as explained above.
When a user wants to obtain the propagation of a certain
cell through the Metric platform, the user must input ‘‘Prop-
agation’’ in the search box (represented in red in Fig. 6).
This action will show the propagation grid for the given cell.
If the propagation grid does not exist, the process shown
FIGURE 6. Cell coverage estimation module integrated in the Metric
platform.
in Fig. 5 will be triggered, and after process completion,
the propagation grid will be shown to the user. An example
of this situation is shown in Fig. 6, where the propagation of
a cell is presented to the user. This representation is the result
of an initial implementation.
This integration in the Metric platform provides it with
new features and allows users to explore, visualise and detect
problems in their networks. These features can be categorised
into three sets:
• Planning - With the propagation analysis, it is possible
to perform the planning of Broadcast Control Chan-
nel (BCCH), Scrambling Codes (SC) and Physical Cell
ID (PCI).
• Evaluation and Optimisation - Each time a new cell
is implemented, it is possible to validate the coverage
of this cell and the interference with the existing cells.
To implement a new cell, it is necessary to initially
generate the propagation grid of that cell, place this
antenna in a map with the other antennas, and validate
the impacts on the network already implemented. It is
also possible through the analysis of coverage to opti-
mise the network.
• Malfunction Detection - It is possible to detect some
failures in the functioning of the network related to plan-
ning. These failures can be the identification of cross
sectors and overshooting.
VII. REFERENCE SCENARIO
In order to test the presented architecture, a test scenario
was chosen. In this scenario, a macro cell with a 4G antenna
implemented in a northern European country is chosen. This
antenna has a transmission power, Ptx , of 46 dBm and an
azimuth value of 150◦. The chosen antenna is from Kathrein
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FIGURE 7. Horizontal and vertical radiation pattern of the reference
antenna.
brand and the model is 80010665v01 configured with the
mechanical and electrical tilt of 0◦. The horizontal and ver-
tical radiation patterns are depicted in Fig. 7. The E-UTRA
Absolute Radio Frequency Channel Number (EARFCN) of
the antenna is 6200, that corresponds to a downlink frequency
of 796 MHz.
For this scenario, a Geohash parameter of 8 was chosen
due to the fact that the reference scenario is located in a
northern European region, where latitude presents higher
values. This parameter allows the pixels of the generated
grid to have the dimensions of 38.2 m ×19.1 m (width ×
height, approximately 2 : 1 pixel ratio) instead of using
1 : 1 pixel ratio (square pixels), which represents a more
accurate approximation for geographic representation.
In Fig. 8 it is possible to visualise the scenario under study
represented in the Metric platform. It is also represented
in Fig. 8 the distance of the cell reach, which in this case
is about 12 km, and the DTs associated with this antenna.
The distance from the cell reach is associated with a certain
receiving power that, in this case, was −85 dBm and up to
this distance is where more than 95% of the cell activity is
performed, that is, after this distance, the activity that involves
the cell is practically residual.
For the scenario under study, the DTs performed over a
6 month period were considered, which contains a total of
248 measurement points. During these 6 months, the antenna
configurations were not changed.
The grid generated, also represented in Fig. 8, covers an
area of approximately 625 km2 and the terrain elevation is
depicted in Fig. 9. The antenna and its azimuth is represented
as well.
VIII. PERFORMANCE RESULTS
This section presents the results obtained with the propaga-
tion model proposed in Fig. 3 and implemented as detailed
in Fig. 5.
FIGURE 8. Propagation of a cell represented in the Metric platform.
FIGURE 9. Terrain elevation of the reference scenario, with indication of
the antenna’s azimuth.
A. CELL COVERAGE
Following the model depicted in Fig. 3 and once the grid
has been calculated, the attenuations due to obstacles and
the gain for each of the pixels are calculated. Later, the DTs
are distributed among the various pixels of the grid. The
248 DTs were distributed over 247 pixels, where one pixel
contains 2 DTs.
Through the analysis of Fig. 8, it is perceptible that as the
distance to the antenna increases, the value of the received
power decreases.
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FIGURE 10. Estimated received signal level using the proposed
propagation model.
With the tuning of the propagation model, either through
cell reach or through the DTs, the result is depicted in Fig. 10.
It is possible to verify that there are areas strongly influ-
enced by DTs, which is the case of the lower zone where
this influence can be seen. In this zone, the region between
−102 dBm and −110 dBm (represented in yellow color),
there is an area with a higher power signal received between
−96 dBm and −102 dBm (represented in dark blue). This
influence is due, not only by the values obtained with DTs,
but also by themorphology of the terrain, which clearly shows
that, in this area, there is an terrain elevation.
Although the SPM model is used for distances bigger
than 1 km, in order to establish a comparison between the
proposed model and a classical model, the SPM model was
applied, with the parameters presented on Table 2. For the
same scenario, the result of the coverage estimation is pre-
sented in Fig. 11.
For each pixel built with data fromDTs, the received power
value is compared with the estimated power value for the
proposed model for the SPM model as explained in V-D.
Since the proposed model is calibrated with DT values,
the MAE between the estimated values and the DT values
is zero for that pixel. However, there may be some small
oscillations for pixels with more than one DT, since the mean
value for the received power is considered.
The comparison of the proposed ACSPM with the SPM
can also be calculated. To simplify the process, for each
propagation model, the MAE between the estimated values
and the DT values is calculated and shown in Table 4.
The results of ‘‘blind calibration’’, present in V-D, is also
depicted in Table 4.
As already mentioned, the absolute error between the val-
ues estimated through the proposed model and the DT values
FIGURE 11. Estimated received signal level using the SPM model.
TABLE 4. Absolute error between estimated values and DT values for the
247 DT pixels.
is zero. When looking at a SPM model, the situation is
different. The absolute error between the value estimated by
the SPM and the DTs is quite variable and the MAE value is
about 14 dB. The maximum error can reach 30 dB.
For the accuracy of the proposed model, is visible that the
MAE value, 5 dB is about 8 dB lower when compared with
the SPM model. The maximum value is also lower, almost
one-third the value of SPM model.
B. IMPACT OF DT ON THE PROPOSED MODEL
Since the proposed model is calibrated using DTs values,
it is important to validate the impact on the number of DTs
used in the model calibration. Not only the amount of DTs
is important but also their distribution around the antenna
as the propagation conditions are variable even for the same
distance due to the different angles.
Fig. 12 depicts the MAE values, between the values esti-
mated through the proposed model and the DT values, for
the set used for evaluation of the methodology. A second
order polynomial regression is also shown to visualise MAE
trend when DTs measurements increase. As expected, MAE
values decrease when more DTs are considered. The increase
of available DT measurements, namely with MDT, make
the proposed model more robust to outliers, automatically
improving the quality of the achieved coverage predictions.
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FIGURE 12. Polynomial regression for MAE values.
Once the various network measures are integrated into
this model, if mobile phones had the option of monitoring
the active network quality by reporting such data, network
knowledge would be more realistic as well as its estimation.
C. PLATFORM PERFORMANCE
By splitting the computational effort into two distinct Lambda
functions, the waiting time for the end-user when making the
request is drastically reduced. Initially, the Lambda function
that needs more computational power is calculated for further
reuse. Then, after user request, that information is used to
generate the final propagation grid.
The computation of these tasks in a cloud environment
allows quick access to the files, fast processing of the
pre-defined tasks through computational parallelization. The
result of this process can be further accessed simultaneously
by several users.
Considering a network with 3 304 cells, the implementa-
tion in AWS of the proposed propagation model was tested.
Table 5 refers to the computation times using AWS imple-
mentation and ‘‘No AWS’’ implementation, of each of the
Lambda functions as well as the total elapsed time.
The results achieved by the AWS implementation are due
to the parallelization feature that AWS services provide in
their Lambda function execution. The case where paralleliza-
tion is not considered, being the calculations sequential, was
considered to be ‘‘No AWS’’ implementation.
In the case of Lambda function, Antenna Grid Construc-
tion, each cell needs on average 9minutes and 8 seconds to be
computed and in the case of Lambda function, Propagation
Grid Construction, only 62 seconds are needed, being the
time that user, in the worst case scenario, can expect to obtain
propagation results from a cell.
TABLE 5. Computing time of the ACSPM, for 3 304 cells, on the AWS and
not on the AWS. The format of the values is hh:mm:ss.
In the scenario where the user wants to get the propagation
information for 3 304 cells, the use of AWS implementation
allows a 89.7% time reduction when compared with not using
AWS implementation.
IX. MECHANISMS OF METRIC IMPROVED BY THE
PROPOSED METHODOLOGY
The proposed work pattern for estimation of signal level
around any cell simplifies the process of planning and opti-
misation of telecommunication networks, making the process
simpler, faster and more accurate. The grids generated have
been integrated in several mechanisms that have been devel-
oped, implemented and integrated in Metric platform:
• Network (Cells Deployment) Coverage: One of the
applications where the information from the ACSPM is
used is when it is intended to have a coverage overview
in a given region. For each of the antennas in the region,
a propagation grid is generated, and then all this infor-
mation is combined. An example of the coverage of
a given area is depicted in Fig. 13. This mechanism
has been implemented in Metric platform [47]. Through
the analysis of this area, it is possible to identify, for
example, areas with weak coverage, as discussed in
Section IV-B.
• Cells Neighbourhood List: The list of neighbouring
cells is essential in the operation of the network, helping
in the handover of mobile users, as well as in the plan-
ning of the 2G, 3G and 4G network resources. Through
the superposition of grids, within the coverage area of a
cell are calculated the amount of pixels covered by each
neighbouring cell. This results in a list of neighbouring
cells sorted by estimates of shared coverage, a mech-
anism that has been implemented in Metric platform,
as detailed in [47].
• Crossed Sectors identification: When an anomaly
occurs in the installation of the transmission cables sup-
plying a certain cell, the signal emitted by that cell is not
as planned. These situations can be easily identified by
comparing the estimated signal with the DT data taken
from the study area. The generation of a path loss grid for
a given cell is transparent to the antenna characteristics,
so the proposed model is used to estimate the signal with
the planned characteristics. This mechanism has been
implemented in Metric platform.
• Overshooting solution: One problem that also exists in
telecommunication networks is the overshooting cells.
This type of problems means that the cell in ques-
tion has a signal outside its normal area of coverage.
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FIGURE 13. Signal received in a certain area.
FIGURE 14. Carrier to Interference ratio in a certain area.
This problem drastically reduces the quality of the
network. The analysis between the planned area of
propagation and the DT quickly detects this prob-
lem. This mechanism has been implemented in Metric
platform.
• Planning: With the generation of the received power
grids, it is possible not only to elaborate a coverage map
for an area but also amapwith the interference of the var-
ious antennas, represented in Fig. 14. This information
allows the planning of BCCHs and is detailed in [48].
This mechanism has been implemented in Metric plat-
form. On the other side, through the power grids per cell,
the lists of neighbors are then created, which are then
used for SC and PCI planning (presented in [49]).
• Energy Efficient Management of Resources: Based
on traffic predictions per cell, the cellular coverage area
can be energy-efficiently optimised by a novel mech-
anism, as detailed in [24], [50], [51]. This proposed
mechanism starts with grids of Prx for each of the
cells. This mechanism has been implemented in Metric
platform.
X. CONCLUSION
This paper presents a cloud-based framework of a novel
semi-empirical propagation model that portrays, as accu-
rately as possible, the propagation of an antenna. This model
uses samples and antenna configuration data to automatically
calibrate the model, making it more accurate. The automation
of the calibration process makes it possible to reduce the
human effort, which results in a financial impact on the
management of these networks. This implementation, allows
greater flexibility in the use of this model. This flexibility
is related, not only to the ease of integration of the model
in the Metric platform, for management and monitoring of
telecommunications networks, but also to the features given
by cloud services, namely in terms of processing andmemory
usage, and the availability of elastic resources on-demand,
when needed.
TheACSPMwas implemented and tested for a telecommu-
nications network located in the northern European region,
specifically, in a scenario where an antenna and its DTs were
considered. The results obtained present about 13 dB gain
when compared with SPM, and a MAE of about 5 dB in
terms of model accuracy, which is about 8 dB lower than that
obtained by SPM.
This work also shows what happens to the accuracy of the
model when the number of DTs used for calibration changes.
In fact, our model shows that, as the number of DTs used
for model calibration increases, the MAE decreases, which
makes our model more accurate, realistic and more robust to
outlier samples.
This paper also highlights the importance of a precise
propagation model for the correct implementation and opti-
misation of a telecommunications network. This has been
integrated and implemented with other algorithms previously
available in the tool, and is now in use allowing to build a
neighbours list for a given cell, to plan resources of a 2G, 3G
and 4G network and change configurations (overshooting or
crossed sectors), as well as for more refined energy efficient
mechanisms of radio resources.
The implementation and model described in this paper
shows that the integration of MDT, to obtain more data
describing the propagation environment, can be done in
a fully automatic way, provided that operators make
the data available, as it increases the responsiveness of
the proposed model to the propagation environment. For
future work, it would be interesting to explore a sce-
nario with available MDT data for the calibration of
the model, since it allows an even more realistic signal
estimation.
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