Uniform words  by Carpi, Arturo & de Luca, Aldo
Advances in Applied Mathematics 32 (2004) 485–522
www.elsevier.com/locate/yaama
Uniform words ✩
Arturo Carpi a,b and Aldo de Luca c,d,∗
a Dipartimento di Matematica e Informatica dell’Università di Perugia, Via Vanvitelli 1, 06100 Perugia, Italy
b Istituto di Cibernetica “E. Caianiello” del CNR, 80078 Pozzuoli, Italy
c Dipartimento di Matematica dell’Università di Roma “La Sapienza”, piazzale Aldo Moro 2, 00185 Roma,
Italy
d Centro Interdisciplinare “B. Segre”, Accademia dei Lincei, via della Lungara 10, 00100 Roma, Italy
Received 15 July 2002
Abstract
A word w over the alphabet A is called uniform if for any two words u and v of the same length,
the numbers of occurrences of u and v in w differ at most by 1. In particular, a uniform word contains
as factors all the words of length Gw , where Gw is the maximal length of a repeated factor of w.
Some characterizations of uniform words are given. A lower bound for the number of uniform words
of length N is determined in some special cases. The main result of the paper is the proof that on each
alphabet A there exist uniform words of any length. Moreover, an efficient algorithm to construct for
any N a uniform word of length N is given. Finally, we give a characterization of a uniform word of
length N as a minimum of two different quasi-order relations defined in AN and as a maximum of
suitable entropy functionals.
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1. Introduction
Words are sequences of symbols, called letters, on a finite alphabet. The study of
combinatorial and structural properties of words is a subject which becomes more and
more interesting both from the theoretical and applicative points of view. As regards the
applications we mention here, for instance, the problems of ‘data compression’ and ‘pattern
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assembly’ which is a problem of fundamental importance in molecular biology (see, for
instance, [5,6,10,12]).
In the analysis of the structure of a word repetitions play an essential role (see, for
instance, [2]). In fact, the existence of repeated factors of quite large length is unavoidable
in sufficiently long words over alphabets of small size. Therefore, in combinatorics on
words it is very useful for many purposes to deal with the number of occurrences ‖u‖w of
any word u in a given word w. The word u is a factor of w if ‖u‖w  1 and a repeated
factor of w if ‖u‖w > 1.
The point of view that we follow in this paper is to get information on the structure
of a word w by considering some suitable conditions on the number of occurrences in w
of any other word u. In this framework two notions are very natural and of great interest:
fullness and uniformity of a word.
A word is called n-full if all words of length n occur in it at least once. In the special
case in which any word of length n occurs exactly once, the word is called a de Bruijn
word of order n. These words have a great interest in different fields and have been widely
studied by many authors (cf. [8]).
A word is called n-uniform if the difference of the numbers of occurrences in it of any
two words of length n is at most 1. A word is called uniform if it is n-uniform for all
n 0. The structure of uniform words of given length N is complex since, as it will appear
clear in the last section of the paper, they are words of maximal ‘entropy’ so that uniform
words are in a certain sense the most ‘random’ elements in the population of all words of
length N .
We observe that the notion of uniform word is quite different from the notion of
balanced word (see [14], for example). We recall that a word w is balanced if the difference
of the numbers of occurrences of any letter in any two factors of w having the same length,
is at most 1. The word abbaa is uniform but it is not balanced whereas abaab is balanced
but it is not uniform.
In Sections 3 and 4 we introduce n-full and n-uniform words. Several characterizations
of n-uniform words are given. In particular, it is shown that a uniform word is Gw-full,
where Gw is the maximal length of a repeated factor of w. Moreover, it is shown that a
uniform word of length dm +m− 1 on a d-letter alphabet, is a de Bruijn word of order m.
One proves also the existence of arbitrarily long uniform words on any alphabet.
In Section 5 we consider the problem of counting uniform words. As shown in Table 1
in the case of a binary alphabet, the distribution of uniform words is quite irregular with
several points of local maximum and minimum. By using techniques of combinatorics on
words, we obtain lower bounds for the number DU(d,N) of uniform words of length N
on a d-letter alphabet in the cases N = dm and N = dm + 1. Moreover, we are able to
compute the exact value of DU(d,N) for infinitely many values of N . It is also shown that
if d > 1, the fraction DU(d,N)/dN tends to 0 when N tends to infinity.
In Section 6 we prove that on any alphabet there exists at least one uniform word of each
length. The proof is quite complicate and requires several technical lemmas. Moreover,
it suggests an efficient procedure to construct for any N a uniform word of length N .
One derives also a new method for constructing for any m a de Bruijn word of order m.
Moreover, we prove that DU(d,N) diverges with N .
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two different quasi-order relations defined in AN and as a minimum of some functionals.
These quasi-orders are introduced by using the majorization relation defined on suitable
vectors containing the numbers of occurrences in any w ∈ AN of words of lengthN ; the
functionals are (strictly) Schur-convex functions naturally associated with the majorization
orders.
In Section 8 we give an interpretation of these results in terms of ‘entropy,’ ‘repetitivity,’
and ‘recurrence.’ More precisely, we characterize uniform words of given length N as
the words of length N which maximize the entropy as well as minimize the repetitivity.
Moreover, a uniform word minimizes the recurrence even though the converse is not
generally true.
We mention that a short abstract of this paper, without proofs, was presented at the
International Conference “Mathematical Logic, Algebra and Set Theory” (Moscow, 2001)
dedicated to the 100th anniversary of P.S. Novikov [4].
2. Preliminaries
Let A be a finite non-empty set, or alphabet, and A∗ the set of all finite sequences
of elements of A, including the empty sequence, denoted by . The elements of A are
usually called letters and those of A∗ words. The word  is called empty word. We set
A+ = A∗ \ {}.
A word w ∈ A+ can be written uniquely as a sequence of letters as
w = a1a2 · · ·an,
with ai ∈ A, 1 i  n, n > 0. The integer n is called the length of w and denoted by |w|.
By definition, the length of  is equal to 0. For any n 0 we set An = {w ∈ A∗ | |w| = n}
and A[n] = {w ∈ A∗ | |w| n}.
A word u is a factor, or subword, of a word w if there exist words r and s such that
w = rus. If w = us, for some word s (respectively w = ru, for some word r), then u is
called a prefix (respectively a suffix) of w. We shall denote by Fact(w) the set of factors
of w.
Let u be a factor of the word w. A right (respectively left) extension of u in w is any
factor of w of the kind ux (respectively xu) with x ∈ A.
Two words u,v ∈ A∗ are conjugate if there exist words r, s ∈ A∗ such that u = rs and
v = sr . If r, s ∈ A+, then u and v are said to be strictly conjugate. The conjugacy relation
is an equivalence relation in A∗.
For any word w, we shall denote by [w] the conjugacy class of w. A conjugacy class is
sometimes called circular word since one can represent the conjugacy class of a word w
disposing the letters of w along a circle in a fixed direction; each word of the class is then
obtained reading |w| consecutive letters on the circle in the fixed direction.
A word is said to be primitive if it is not strictly conjugate to itself. As is well known
(see [13] for example), any word conjugate to a primitive word is primitive. Moreover,
a word w is primitive if and only if it cannot be written as w = ur with u =  and r > 1.
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as:
w = us = tu with u, s, t ∈ A∗ and |s| = |t| = p.
The word u satisfying the previous equation is also called a border of w. The minimal
period of a word w will be denoted by πw . We remark that the maximal length of a border
of w is equal to |w|−πw . A word w is said to be unbordered if its only border is the empty
word.
Let u ∈ Fact(w). Any pair (λ,µ) ∈ A∗ ×A∗ such that w = λuµ is called an occurrence
of u in w. For any u ∈ A∗, we denote by ‖u‖w the number of all distinct occurrences of u
in w, i.e.,
‖u‖w = Card
({
(λ,µ) ∈ A∗ × A∗ | w = λuµ}).
Trivially, a word u ∈ A∗ is a factor of w if and only if ‖u‖w > 0.
We give here two useful lemmas concerning the number of occurrences of words of
a fixed length in a given word.
Lemma 2.1. Let w be a word and n an integer such that 0 n |w|. One has
∑
u∈An
‖u‖w = |w| − n+ 1.
Proof. The total number of occurrences of factors of length n in w is given by
∑
u∈An
‖u‖w = Card
({
(λ,µ) ∈ A∗ × A∗ | ∃u ∈ An, w = λuµ}).
This number equals the number of prefixes λ of w such that 0  |λ|  |w| − n, namely,
|w| − n+ 1. 
Lemma 2.2. Let w = λsµ, with λ, s,µ ∈ A∗, and set n = |s| + 1. For all u ∈ A[n] one has
‖u‖w =
∑
v∈uA∗∩An
‖v‖λs + ‖u‖sµ.
In particular, for all u ∈ An one has
‖u‖w = ‖u‖λs + ‖u‖sµ. (1)
Proof. We prove the result by induction on the length of λ. If |λ| = 0, the result is trivial.
Then let us suppose |λ| > 0. In this case one can write
λ = xλ′, w = xw′, w′ = λ′sµ,
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‖u‖w′ =
∑
v∈uA∗∩An
‖v‖λ′s + ‖u‖sµ.
If u is a prefix of λs, then it is also a prefix of w so that
‖u‖w = ‖u‖w′ + 1 and
∑
v∈uA∗∩An
‖v‖λs =
∑
v∈uA∗∩An
‖v‖λ′s + 1.
If, on the contrary, u is not a prefix of λs, then
‖u‖w = ‖u‖w′ and
∑
v∈uA∗∩An
‖v‖λs =
∑
v∈uA∗∩An
‖v‖λ′s .
In both cases one reaches the conclusion. 
A factor u of a word w is said to be repeated if ‖u‖w > 1. Any unordered pair (λ1,µ1),
(λ2,µ2) of distinct occurrences of a repeated factor u of w is called a repetition of u in w.
Trivially, the number of all repetitions of a word u in w is given by
‖u‖w(‖u‖w − 1)
2
.
For instance, in the case of the word w = aabaabbabab, the numbers of repetitions of the
words a, ab, and aaa are respectively 15, 6, and 0.
For any m 0 we consider the function Km :A∗ → N defined by
Km(w) = 12
∑
u∈Am
‖u‖w
(‖u‖w − 1). (2)
Thus, for any w ∈ A∗, Km(w) counts the total number of repetitions in w of the words
of length m. We call Km(w) repetitivity of order m of w. We also denote by K(w) the
number of all repetitions in w, i.e.,
K(w) =
|w|∑
m=0
Km(w). (3)
We call K(w) the total repetitivity of w.
For any word w one can introduce the subword complexity of w which is the map
λw :N→ N defined for all n 0 by
λw(n) = Card
(
Fact(w) ∩ An).
In other terms, for any n, λw(n) counts the number of (distinct) factors of w of length n.
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We recall [1] that the subword complexity λw of any word w is non-decreasing for
0 nGw + 1 and is strictly decreasing for Gw + 1 n |w|, having in this interval
λw(n + 1) = λw(n) − 1. (4)
Thus, λw reaches in Gw + 1 its maximum value. Since λw(|w|) = 1, from Eq. (4) one
obtains that
λw(Gw + 1) = |w| − Gw. (5)
We observe that for 0 n |w|,
λw(n)
∑
u∈An
‖u‖w = |w| − n+ 1,
where the equality holds if and only if n > Gw .
From the behavior of λw one easily derives that for 1 n < |w|, λw(n) > 1 unless w is
a power of a letter.
Lemma 2.3. For any non-empty word w one has
Gw  |w| − πw.
Proof. The word w has a border of maximal length equal to |w| − πw . Since a border of
w is a repeated factor of w, the result follows. 
Let w ∈ A∗ be a word. For any u ∈ Fact(w), the quantity ‖u‖w − 1 represents the
number of times that u reoccurs in w. For any n 0 we set
Pn(w) =
∑
u∈Fact(w)∩An
(‖u‖w − 1). (6)
We call Pn(w) the recurrence of factors of w of length n or, simply, recurrence of order n
of w. Moreover, we shall consider the total recurrence of w, defined by
P(w) =
|w|∑
n=0
Pn(w). (7)
By Lemma 2.1, one derives that for 0 n |w| one has
Pn(w) = |w| − n+ 1 − λw(n). (8)
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P(w) =
( |w| + 2
2
)
− Card(Fact(w)). (9)
3. Full and de Bruijn words
In the sequel A will denote a d-letter alphabet. Let w be a word on the alphabet A and
n a non-negative integer. The word w will be called n-full if
An ⊆ Fact(w).
We remark that if a word w is n-full, then, trivially, w is m-full for all m n. Moreover, if
w ∈ A+ is an n-full word, then
nGw + 1. (10)
Indeed, if a ∈ A and n > 0, then an is a factor of w and therefore an−1 is repeated in w.
This implies that Gw  n − 1.
For instance, the word w = aaababaabbba on the alphabet {a, b} is 3-full and Gw = 3.
However, it is not 4-full since, e.g., a4 is not a factor of w.
Let w ∈ A∗ be an m-full word with m = Gw + 1. Then any word of Am occurs exactly
once in w, since any factor of w of length m is unrepeated. An m-full word w with
m = Gw + 1 is usually called a (linear) de Bruijn word of order m (cf. [7,8]).
For instance, the words aabba and aaabbbabaa are de Bruijn words on the alphabet
{a, b} of order 2 and 3, respectively. The word aaccbcabba is a de Bruijn word on the
alphabet {a, b, c} of order 2.
The following lemma was proved in [3]. We report the proof here for the sake of
completeness.
Lemma 3.1. A word w ∈ A∗ is a de Bruijn word of order m if and only if
|w| = dm + m − 1 and Gw = m − 1.
Proof. If w ∈ A∗ is a de Bruijn word of order m, then Gw = m − 1. Moreover, in view of
Lemma 2.1,
dm =
∑
u∈Am
‖u‖w = |w| − m + 1,
so that |w| = dm + m − 1.
Conversely, suppose that |w| = dm + m − 1 and Gw = m − 1. Then, by Eq. (5),
λw(m) = λw(Gw + 1) = |w| −Gw = dm.
Therefore, w is m-full, with m = Gw + 1, i.e., w is a de Bruijn word of order m. 
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Bruijn word of order m if and only if it is m-full.
Proof. If w is a de Bruijn word of order m, then it is m-full. Conversely, if w is an m-full
word of length |w| = dm + m − 1, then
λw(m) = dm = |w| − m + 1,
which implies m > Gw . Since w is m-full, by Eq. (10) one has m  Gw + 1. Thus,
Gw = m − 1; by Lemma 3.1, w is a de Bruijn word of order m. 
For any positive integers N and d , we define
GN,d = min
v∈AN
Gv.
In the sequel we shall denote GN,d simply by GN when no confusion arises.
Lemma 3.3. For any positive integer N , one has
GN = max
{
n ∈N | dn + nN}.
Proof. Let w ∈ AN be a word such that Gw = GN and set p = max{n ∈N | dn + nN}.
By Lemma 2.1,
∑
u∈Ap
‖u‖w = N − p + 1 > dp.
Therefore, w has a repeated factor of length p that implies GN = Gw  p.
By definition of p, one has N  dp+1 + p so that we can consider a factor v of length
N of a de Bruijn word of order p + 1. Since v has no repeated factor of length p + 1, one
has GN Gv  p. Hence, GN = p. 
By the preceding lemma, one derives immediately the following relation:
dGN + GN − 1 < N  dGN+1 +GN. (11)
Corollary 3.1. Let d > 1 and N be a positive integer. If dm  N  dm + m − 1 with
m > 0, then GN = 
logd N − 1 = m − 1. If dm + m N  dm+1 − 1 with m > 0, then
GN = 
logd N = m. In any case, one has

logd N − 1GN  
logd N.
Proof. One has
max{n ∈ N | dn + nN} =
{
m − 1 if dm N  dm + m − 1,
m m+1m if d +mN  d − 1.
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logd N, the first part of the statement follows from the previous lemma. Since
for any positive integer N there exists an m 0 such that either dm N  dm + m− 1 or
dm + mN  dm+1 − 1, the result follows. 
Proposition 3.1. Let w ∈ AN be a Gw-full word. Then Gw = GN . In particular, if d > 1,
then
Gw  
logd N.
Proof. Since w is Gw-full, by Eq. (5) one has
dGw = λw(Gw) λw(Gw + 1) = N − Gw.
Thus, by Eq. (11) one derives
dGw + Gw N < dGN+1 +GN + 1
and, therefore, Gw < GN + 1 that implies Gw = GN . The remaining part of the proof is
a consequence of Corollary 3.1. 
The following proposition shows that the words w which are Gw-full are the words
which minimize the recurrence of order n for all n > 0.
Proposition 3.2. A word w ∈ AN is Gw-full if and only if for all n 0,
Pn(w) = min
v∈AN
Pn(v). (12)
Proof. Let w ∈ AN be a Gw-full word. For any v ∈ AN , one has λw(n) = dn  λv(n) for
0 nGw . By Eq. (8), one derives Pn(w) Pn(v) for 0 nGw . For n > Gw one has
Pn(w) = 0 Pn(v), so that Eq. (12) is satisfied.
Conversely, suppose that Eq. (12) is satisfied for all n > 0. We first prove that Gw = GN .
Indeed, if v ∈ AN is a word such that Gv = GN , by Eq. (12) one has
PGN+1(w) PGN+1(v) = 0,
so that any factor of w of length GN + 1 is unrepeated. This implies GN  Gw . Since
Gw  GN , it follows Gw = GN . If Gw = 0 the result is trivial, so that suppose that
Gw > 0.
Let u ∈ A∗ be a de Bruijn word of order Gw = GN . By Eq. (11), one has
|u| = dGN + GN − 1 < N.
Let u′ ∈ AN be any word of length N having u as a factor. By Eq. (12), one has
PGw(u
′) PGw(w) so that by Eq. (8), λw(Gw) λu′ (Gw). Since u′ is trivially Gw-full,
we conclude that w is Gw-full. 
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equivalent:
(1) w is a de Bruijn word (of order m),
(2) w is Gw-full,
(3) Gw = GN .
Proof. (1) ⇒ (2), trivial; (2) ⇒ (3), by Proposition 3.1.
(3) ⇒ (1). If Gw = GN , then by Lemma 3.3 one has Gw = GN = m − 1 so that, by
Lemma 3.1, w is a de Bruijn word of order m. 
As is well known (see [8]), a de Bruijn word w of order m over a d-letter alphabet A
has a border of length m− 1, which will be denoted by βw . This is the longest border of w
since any factor of w of lengthm is unrepeated. This implies that the minimal period πw
is equal to dm. Thus, one can write w = uβw , with u primitive word. The following lemma
on de Bruijn words will be useful in the sequel.
Lemma 3.4. Let v ∈ A∗ be a de Bruijn word of order m and set w = vs, with s ∈ A∗. For
all nm and all u ∈ An, one has
‖u‖w = dm−n +‖u‖βvs .
In particular,
‖u‖v = dm−n + ‖u‖βv .
Proof. Let us write v as v = λβv so that w = λβvs and m = |βv| + 1. By Lemma 2.2, for
any u ∈ An one has
‖u‖w =
∑
f∈uA∗∩Am
‖f ‖v +‖u‖βvs .
Since v is a de Bruijn word of order m, one has
∑
f∈uA∗∩Am
‖f ‖v = Card
(
uA∗ ∩ Am)= dm−n,
from which the conclusion follows. 
It is well known (see [8]) that for any word v ∈ Am, the number of de Bruijn words of
order m on the alphabet A having v as a prefix (or suffix) is given by
D(d,m) = (d − 1)!dm−1ddm−1−m. (13)
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dmD(d,m).
Let w = uβw be a de Bruijn word of order m over the alphabet A. The conjugacy class
[u] of u will be called a circular de Bruijn word of order m. This definition is motivated
by the fact that by reading dm + m − 1 consecutive letters on the circular word [u],
independently from the starting point, one obtains a de Bruijn word (cf. [8], for example).
More formally, one can state the following lemma, a proof of which we report for the sake
of completeness.
Lemma 3.5. Let α be a circular de Bruijn word of order m, v an element of α, and v′ the
prefix of v of length m − 1. Then the word vv′ is a de Bruijn word of order m.
Proof. Let w = uβw be a de Bruijn word of order m such that u ∈ α. By Lemma 3.2,
w is m-full. Since u and v are conjugate, w is a factor of vvv′ . Hence, vvv′ is m-full.
Clearly, any factor of length m of vvv′ is a factor of vv′ , so that vv′ is m-full. Thus, since
|vv′| = |w|, by Lemma 3.2 one derives that vv′ is a de Bruijn word of order m. 
One can easily realize that the number of circular de Bruijn words of order m on the
alphabet A is equal to the number of de Bruijn words of order m starting with any fixed
word of Am, i.e., D(d,m).
4. Uniform words
Let n be a non-negative integer. A word w over a d-letter alphabet A will be called
n-uniform if for all u,v ∈ An one has
∣∣‖u‖w − ‖v‖w∣∣ 1.
For instance, on the alphabet {a, b}, the word aaababbbb is 1-uniform but it is not 2-
uniform whereas the word babbaabb is 2-uniform but is not 1-uniform. On a one-letter
alphabet, any word is trivially n-uniform for all n.
We remark that any word w ∈ A∗ is trivially n-uniform for all n > Gw . Indeed, any
word of length n occurs at most once in w, so that |‖u‖w − ‖v‖w | 1 for all u,v ∈ An.
We observe that if ϕ :A∗ → A∗ is an automorphism or an antiautomorphism of A∗, then
for all u,w ∈ A∗ one has
‖ϕ(u)‖ϕ(w) = ‖u‖w.
From this, one easily derives that a word w is n-uniform (respectively n-full) if and only if
ϕ(w) is n-uniform (respectively n-full).
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⌊
N − n+ 1
dn
⌋
 ‖u‖w 
⌈
N − n+ 1
dn
⌉
. (14)
Proof. If n > N , the result is trivial since (N − n + 1)/dn = 0. Thus, we assume
0 nN . If Eq. (14) holds for all u ∈ An, then for all u,v ∈ An one has
∣∣‖u‖w − ‖v‖w∣∣
⌈
N − n + 1
dn
⌉
−
⌊
N − n + 1
dn
⌋
 1,
so that w is n-uniform.
Conversely, if w is n-uniform, then by Lemma 2.1 for all u ∈ An one has
∣∣∣∣‖u‖w − N − n+ 1dn
∣∣∣∣= 1dn
∣∣∣∣dn‖u‖w − ∑
v∈An
‖v‖w
∣∣∣∣
 1
dn
∑
v∈An\{u}
∣∣‖u‖w − ‖v‖w∣∣ dn − 1
dn
< 1,
from which Eq. (14) follows. 
Proposition 4.1. If w is n-uniform with nGw , then w is n-full.
Proof. Since n  Gw , there exists a repeated factor v of w of length |v| = n. As w is
n-uniform, for all u ∈ An one has
‖u‖w  ‖v‖w − 1 1.
Therefore, An ⊆ Fact(w). 
The following two propositions concern some interesting relations existing between de
Bruijn words of order m and n-uniform words with nm.
Proposition 4.2. Let v ∈ A∗ be a de Bruijn word of order m and βv be its longest border.
For any nm, the word w = vs is n-uniform if and only if βvs is n-uniform. In particular,
for any nm, v is n-uniform if and only if βv is n-uniform.
Proof. By Lemma 3.4, if nm for all u,u′ ∈ An one has
∣∣‖u‖w − ‖u′‖w∣∣= ∣∣‖u‖βvs − ‖u′‖βvs ∣∣,
so that the conclusion follows. 
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βv is trivially (m − 1)-uniform since |βv| = m − 1, and the conclusion follows by
Proposition 4.2.
Proposition 4.3. Let w ∈ A∗ be a word of length N = dm + m − 1, with m > 1, and write
w = vx with x ∈ A. The word w is a de Bruijn word of order m if and only if the following
conditions are satisfied:
(1) v ∈ Am−2xA∗,
(2) Gv m − 1,
(3) v is (m − 1)-uniform.
Proof. If d = 1 the result is trivial. Let us suppose d > 1. If w = vx is a de Bruijn word of
order m, then x is the last letter of βw . Since βw is a prefix of v, Condition (1) is satisfied.
By Lemma 3.1 one has Gw = m − 1 so that Condition (2) is satisfied. For all u ∈ Am−1
one has ‖u‖v = ‖u‖w − ‖u‖βw . By Lemma 3.4, ‖u‖w = d +‖u‖βw , so that one obtains
‖u‖v = d,
and Condition (3) is satisfied.
Conversely, suppose that v satisfies Conditions (1)–(3) and let s be the suffix of v of
length m − 1. Since v is (m − 1)-uniform, by Lemma 4.1 one derives ‖s‖v = d . Thus, s
has at most d−1 distinct right extensions in v, i.e., there exists at least one letter y such that
sy /∈ Fact(w). Hence, sy is an unrepeated factor of vy so that by Condition (2) one derives
Gvy  m − 1. In view of Corollary 3.1, one obtains Gvy = GN = m − 1. Therefore, by
Lemma 3.1, vy is a de Bruijn word of order m. Consequently, vy has a border of length
m − 1 and by Condition (1), y = x . Thus, w = vx is a de Bruijn word of order m. 
A word w is said to be uniform if it is n-uniform for all n 0. For instance, the word
w = aaababbba on the alphabet {a, b} is uniform.
We remark that by Proposition 4.1 a uniform word w of length N is Gw-full so that, by
Proposition 3.1, Gw = GN .
Lemma 4.2. Let w ∈ AN . The following conditions are equivalent:
(1) w is uniform,
(2) w is n-uniform for all nGN + 1,
(3) w is n-uniform for all nGw .
Proof. The implication (1) ⇒ (2) is trivial.
Now, let us prove the implication (2) ⇒ (3). Since w is (GN + 1)-uniform, by
Lemma 4.1 and Eq. (11) one has that for all u ∈ AGN+1,
‖u‖w 
⌈
N − GN
GN+1
⌉
 1,d
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w is n-uniform for all nGw .
The implication (3) ⇒ (1) follows from the fact that w is n-uniform for all n > Gw . 
Optimality of the bounds given in the previous lemma is shown by the following:
Example 4.1. Consider the word w = abbaabb on the binary alphabet A = {a, b}. In this
case, N = |w| = 7 and Gw = 3. Moreover, by Lemma 3.3 one derives GN = 2. The word
w is n-uniform for 0  n  2 but it is not 3-uniform since abb has 2 occurrences in w
whereas aba has none.
Proposition 4.4. Let w ∈ A∗ be a uniform word of length |w| = dm + m − 1, with m 1.
Then w is a de Bruijn word of order m.
Proof. If w is uniform, then by Proposition 4.1, w is Gw-full, so that by Proposition 3.3
the result follows. 
We observe that a de Bruijn word is not necessarily uniform. For instance, the de Bruijn
word aaababbbaa of order 3 on the alphabet {a, b} is not uniform.
Proposition 4.5. Let v be a de Bruijn word of order m and βv be its longest border. The
word v is uniform if and only if βv is uniform.
Proof. By Lemma 3.1, Gv = m− 1. Hence, by Lemma 4.2, v is uniform if and only if it is
n-uniform for all nm − 1. By Proposition 4.2, this occurs if and only if βv is n-uniform
for all nm − 1, that is, if and only if βv is uniform. 
From the previous proposition one has that on any alphabet there exist arbitrarily long
uniform de Bruijn words. Indeed, any de Bruijn word of order 1 is trivially uniform. If w is
any uniform word, then a de Bruijn word v such that βv = w is a longer uniform de Bruijn
word.
5. Counting uniform words
In this section we consider the problem of counting uniform words. In Table 1 we report
the numbers of uniform binary words of length  20.
Table 1
Numbers of uniform binary words of length  20
Length 1 2 3 4 5 6 7 8 9 10
Uniform words 2 2 6 4 4 12 34 20 16 8
Length 11 12 13 14 15 16 17 18 19 20
Uniform words 68 100 144 314 668 360 288 128 192 400
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and minimum. By using some technical lemmas and propositions on circular de Bruijn
words and the ‘critical point theorem,’ we obtain lower bounds for the number DU(d,N)
of uniform words of length N on a d-letter alphabet, in the cases N = dm and N = dm +1.
Moreover, we prove a recursive formula on DU which allows one to compute DU(d,N)
for infinitely many values of N . Finally, we show that if d > 1 the fraction DU(d,N)/dN
tends to 0 when N tends to infinity.
Lemma 5.1. Let w = uu′ be a word with u unbordered and u′ a prefix of u. Then there do
not exist two occurrences (λ1, λ2) and (λ′1, λ
′
2) of a same non-empty factor f of w, with
|λ1| < |λ′1| < |u| < |λ1f |. (15)
Proof. By contradiction, suppose that there exist two occurrences (λ1, λ2) and (λ′1, λ′2) of
a non-empty factor f of w, satisfying Eq. (15). We can write
w = λ1f λ2 = λ′1f λ′2.
By Eq. (15),
u = λ1f1 = λ′1f ′1, u′ = f2λ2 = f ′2λ′2, and f = f1f2 = f ′1f ′2,
with 0 < |f ′1| < |f1|. One derives that there exists ξ = ε such that
f1 = f ′1ξ and ξf2 = f ′2,
so that
u = λ1f ′1ξ and u′ = ξf2λ′2.
Since u′ is a prefix of u, ξ is a border of u, which gives a contradiction. 
Proposition 5.1. Let w = uβw be a de Bruijn word with u unbordered and x be the first
letter of w. Then u and ux are uniform words.
Proof. Let w = uβw ∈ A∗ be a de Bruijn word of order m. If m = 1 the result is trivial.
Thus we suppose m 2.
Let f ∈ An with nm − 1. Then
‖f ‖w = ‖f ‖u + δf + ‖f ‖βw,
where
δf = Card
({
(λ,µ) ∈ A∗ × A∗ ∣∣ λfµ = w, |λ| < |u| < |λf |}).
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‖f ‖w = dm−n + ‖f ‖βw ,
so that
‖f ‖u = dm−n − δf ∈ {dm−n − 1, dm−n}. (16)
As Gu Gw = m − 1, by Lemma 4.2 it follows that u is uniform.
We recall that, as βw is a prefix of w, x is the first letter of βw . Now, let g be the suffix
of ux of length nm − 1. Then δg = 1. Thus, by Eq. (16) one has
‖g‖ux = ‖g‖u + 1 = dm−n − δg + 1 = dm−n,
and, for all f ∈ An such that f = g,
‖f ‖ux = ‖f ‖u ∈ {dm−n − 1, dm−n}.
Since Gux Gw = m − 1, by Lemma 4.2 it follows that ux is uniform. 
Example 5.1. Consider a de Bruijn word w = uβw of order m ending by abm−1, with
a, b ∈ A and a = b. We can write w as w = vabm−1. In this case, βw = bm−1 and u = va.
The word u is unbordered since a non-empty prefix of βw cannot be a suffix of va.
Therefore, by using the preceding proposition the words u and ub are uniform. Since there
are D(d,m) de Bruijn words ending by abm−1, one can construct, by considering all the
possible choices of a, b ∈ A, d(d − 1)D(d,m) uniform words of length dm and of length
dm + 1.
In order to develop more powerful counting arguments for uniform words, we need to
recall some definitions and results on local periods of a word.
Let w be a word over A. Any pair (w1,w2) of words such that w = w1w2 is called
a point of w. A word uu, with u = ε, is called a local repetition of w in the point (w1,w2)
if the following two conditions are satisfied:
A∗u ∩ A∗w1 = ∅ and uA∗ ∩w2A∗ = ∅.
If uu is the shortest local repetition in the point (w1,w2), then the length of u is called the
local period of w in the point (w1,w2) and it is denoted by p(w1,w2). If one has
πw = p(w1,w2),
then (w1,w2) is called a critical point of w.
The following important theorem (cf. [13]) relates the local periods and the minimal
period of a word.
Theorem 5.1. Any non-empty word w has a critical point (w1,w2) with w1 = .
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G[w] = max
u∈[w]Gu.
Lemma 5.2. Let w be a non-empty word. If one has
w = λvµ with |v| = 2G[w] + 1,
then for any critical point (v1, v2) of v the word
w′ = v2µλv1
is unbordered.
Proof. By contradiction, let s be a non-empty border of w′. One easily verifies that ss is
a local repetition of v in the critical point (v1, v2). Therefore, one has |s| p(v1, v2) = πv .
Since v is a factor of w, one has Gv Gw G[w]. By Lemma 2.3 and the fact that w′ is
conjugate to w,
πv  |v| − Gv G[w] + 1Gw′ + 1.
Thus, |s| > Gw′ which is a contradiction, since s is repeated in w′. 
Proposition 5.2. Let w be a primitive word and set
r =
⌈ |w|
2G[w] + 1
⌉
.
Then the number of unbordered conjugates of w is at least r .
Proof. We can suppose, with no loss of generality, that w is unbordered (for instance, one
can replace w with its Lyndon-conjugate, cf. [13]). If r = 1 the result is trivial. Therefore,
suppose r > 1 and factorize w as
w = v1 · · ·vr−1w′
with |vi | = 2G[w] + 1, i = 1, . . . , r − 1, and w′ ∈ A+. For any i = 1, . . . , r − 1, let (v′i , v′′i )
be a critical point of the word vi such that v′i = ε. Let us set for i = 1, . . . , r − 1,
wi = v′′i vi+1 · · ·vr−1w′v1 · · ·vi−1v′i .
By the previous lemma, these words are unbordered. Moreover, w,w1, . . . ,wr−1 are
pairwise strictly conjugates. Thus, since w is primitive, they are pairwise distinct. 
As an example consider the word w = aabaabbabb. One has G[w] = 4 and r =
|w|/(2G[w] + 1) = 2. The word w′ = bbabbaabaa is the only other unbordered word
conjugate to w.
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⌈
dm
2m− 1
⌉
uniform words.
Proof. Let [u] be a circular de Bruijn word of order m. Then u is a primitive word and
G[u] m− 1 since any word of [u] is a factor of a de Bruijn word of order m. Thus, since
|u| = dm one has
⌈ |u|
2G[u] + 1
⌉

⌈
dm
2m − 1
⌉
= q.
By Proposition 5.2, there exist at least q distinct unbordered conjugates of u
u1, . . . , uq.
By Lemma 3.5, any of these words gives rise to a de Bruijn word wi = uiβwi , i = 1, . . . , q ,
where, for any i = 1, . . . , q , βwi is the prefix of ui of length m− 1. By Proposition 5.1, the
words ui are uniform. 
Corollary 5.2. Let d > 1 and m 1. The numbers of uniform words of length N = dm and
N = dm + 1 are greater than
(d!)N/d
2 logd N
and
(d!)(N−1)/d
2 logd (N − 1)
,
respectively.
Proof. By Corollary 5.1, for any m > 0 any circular de Bruijn word of order m contains
at least dm/(2m − 1) uniform words. Since the number of distinct de Bruijn circular
words of order m is D(d,m) and they are pairwise disjoint, there will exist at least
D(d,m)dm/(2m − 1) uniform words of length dm. Moreover, since these words are
unbordered elements of de Bruijn circular words, by Proposition 5.1 each of them can be
extended into a uniform word of length dm + 1. By Eq. (13) one derives
D(d,m)
⌈
dm
2m − 1
⌉
>
(d!)dm−1
2m
.
Thus, after setting N = dm and N = dm + 1, respectively, the result follows. 
For any N  0 we denote by DU(d,N) the number of uniform words of length N on
a d-letter alphabet.
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f1 = 0, fn = dfn−1+1 + fn−1, n > 1.
Proposition 5.3. For any n > 1 one has
DU(d, fn) = dD(d,fn−1 + 1)DU(d, fn−1) = dn−1
n−1∏
k=1
D(d,fk + 1).
Proof. Since fn = dfn−1+1 + fn−1, by Proposition 4.4 if w ∈ A∗ is a uniform word of
length fn, then it is a de Bruijn word of order fn−1 + 1. Moreover, by Proposition 4.5
any de Bruijn word v of order fn−1 + 1 is uniform if and only if its longest border βv is
uniform. Since βv is the suffix of v of length fn−1, DU(d, fn) equals the number of de
Bruijn words of order fn−1 + 1 having a uniform suffix of length fn−1.
Since the number of uniform words of length fn−1 is DU(d, fn−1) and the number of de
Bruijn words of order fn−1 +1 ending by a fixed suffix of length fn−1 is dD(d,fn−1 +1),
for all n > 1 the following relation holds:
DU(d, fn) = dD(d,fn−1 + 1)DU(d, fn−1).
As DU(d, f1) = DU(d,0) = 1, by iteration of the preceding formula one easily derives
the result. 
Let us denote by D(1)U (d,N) the number of 1-uniform words of length N on a d-letter
alphabet. The following holds:
Proposition 5.4. Let N = dq + r with 0 r < d . Then
D
(1)
U (d,N) =
(
d
r
)
N !
q!d (q + 1)r .
Proof. Since N = dq + r , by Lemma 4.1 one derives that a word w ∈ AN is 1-uniform if
and only if there are r letters a ∈ A such that
‖a‖w =
⌈
N
d
⌉
, (17)
while for the remaining d − r letters b ∈ A one has
‖b‖w =
⌊
N
⌋
. (18)d
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r
)
different ways. For any such
a choice, by a classical result of combinatorial analysis, one obtains
N !
q!d−r (q + 1)!r =
N !
q!d (q + 1)r
distinct words satisfying Eqs. (17) and (18), i.e., 1-uniform words. Since there are ( d
r
)
such
choices, the result follows. 
By using Stirling’s approximation of logN ! (see, for instance, [9]) and making some
algebraic manipulations, one derives,
1
dN
D
(1)
U (d,N) c
1
(
√
2πN)d−1
,
where c is a suitable constant.
Since for all N  0, DU(d,N)D(1)U (d,N) it follows that if d > 1, then DU(d,N)/dN
tends to 0 when N tends to infinity.
6. Constructing uniform words
The main result of this section is that over a d-letter alphabet there exist uniform words
of any length. The proof, even though it is based on some rather technical lemmas and
propositions, is constructive. In particular, Lemma 6.2, called Exchange Lemma, gives the
key result from which, with the help of other auxiliary results, one derives an efficient
procedure to construct for any N a uniform word of length N . We also obtain a new method
for constructing for any m a de Bruijn word of order m. Finally we show that DU(d,N)
tends to infinity with N .
Lemma 6.1. Let w = λxsyµ with x, y ∈ A, s, λ,µ ∈ A∗ and set n = |xsy|. Then for all
u ∈ An one has
‖u‖w =
{‖u‖λxs + ‖u‖syµ + 1 if u = xsy,
‖u‖λxs + ‖u‖syµ otherwise.
Proof. By using Eq. (1) one has
‖u‖w = ‖u‖λxs + ‖u‖xsyµ and ‖u‖xsyµ = ‖u‖xsy + ‖u‖syµ.
From this, the result follows. 
Lemma 6.2 (Exchange Lemma). Let w ∈ A∗ be such that
w = λixisyiµi, i = 1,2,3, (19)
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there exists a word w′ such that for all u ∈ A[n] one has
‖u‖w′ = ‖u‖w + δu12 + δu23 + δu31 − δu11 − δu22 − δu33, (20)
where
δuij =
{1 if u = xisyj ,
0 otherwise.
Proof. Since |λ1| < |λ2| < |λ3|, by Eq. (19) there are α1, α2 ∈ A∗ such that
λ2x2s = λ1x1sy1α1, λ3x3s = λ2x2sy2α2. (21)
Let us set
w′ = λ1x1sy2α2y1α1y3µ3
(see Fig. 1) and verify Eq. (20). We first suppose |u| = n. By Eq. (21), x2s and x3s are
suffixes of sy1α1 and sy2α2, respectively. Hence, there exist words λ′2 and λ′3 such that
λ1x1sy2α2 = λ′2x3s, λ′2x3sy1α1 = λ′3x2s. (22)
Consequently, we can write
w′ = λ′3x2sy3µ3. (23)
As w = λ3x3sy3µ3 and |u| = |x3sy3|, by Lemma 6.1 one has
‖u‖w = ‖u‖λ3x3s + ‖u‖sy3µ3 + δu33. (24)
Still by Lemma 6.1, using Eqs. (21)–(23), one obtains
Fig. 1. Exchange Lemma.
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‖u‖λ2x2s = ‖u‖λ1x1s + ‖u‖sy1α1 + δu11,
‖u‖w′ = ‖u‖λ′3x2s + ‖u‖sy3µ3 + δu23,
‖u‖λ′3x2s = ‖u‖λ′2x3s + ‖u‖sy1α1 + δu31,
‖u‖λ′2x3s = ‖u‖λ1x1s + ‖u‖sy2α2 + δu12.
By the preceding equations and Eq. (24) one easily derives Eq. (20).
Now, suppose |u| < n and denote by t the common suffix of length n − 1 of w and w′.
By Lemma 2.2, applied in the case µ = , one derives
‖u‖w =
∑
v∈uA∗∩An
‖v‖w + ‖u‖t and ‖u‖w′ =
∑
v∈uA∗∩An
‖v‖w′ + ‖u‖t .
Since by the previous result for all v ∈ An one has
‖v‖w′ − ‖v‖w = δv12 + δv23 + δv31 − δv11 − δv22 − δv33,
one derives
‖u‖w′ − ‖u‖w =
∑
v∈uA∗∩An
(δv12 + δv23 + δv31 − δv11 − δv22 − δv33). (25)
Notice that the sum
∑
v∈uA∗∩An δvpq is equal to 1 if xpsyq ∈ uA∗ ∩ An, i.e., u is a prefix
of xps, while it is equal to 0 in the opposite case. One derives
∑
v∈uA∗∩An
δvpq =
∑
v∈uA∗∩An
δvpq ′, p, q, q
′ = 1,2,3,
so that by Eq. (25) one has ‖u‖w′ − ‖u‖w = 0 from which Eq. (20) follows. 
Proposition 6.1. Let w, s ∈ A∗ and set n = |s| + 2. If x, y, x ′, y ′ are letters such that
x = x ′, y = y ′, x ′sy ′ ∈ Fact(w) and xsy is a repeated factor of w, then there exists a word
w′ such that
‖xsy‖w′ = ‖xsy‖w − 1, ‖x ′sy ′‖w′ = ‖x ′sy ′‖w − 1,
‖x ′sy‖w′ = ‖x ′sy‖w + 1, ‖xsy ′‖w′ = ‖xsy ′‖w + 1,
and for all u ∈ A[n] \ {xsy, x ′sy ′, x ′sy, xsy ′}
‖u‖w′ = ‖u‖w.
A. Carpi, Aldo de Luca / Advances in Applied Mathematics 32 (2004) 485–522 507Proof. We apply the Exchange Lemma taking two of the pairs (xi, yi), i = 1,2,3, equal
to (x, y) and the third one equal to (x ′, y ′). As one verifies, in all cases one has
δu12 + δu23 + δu31 =
{
1 if u = xsy or u = x ′sy or u = xsy ′,
0 otherwise,
and
δu11 + δu22 + δu33 =
{2 if u = xsy,
1 if u = x ′sy ′,
0 otherwise.
By using Eq. (20), the conclusion follows. 
Proposition 6.2. Let w ∈ AN be an n-uniform word with n 1 such that
N  dn+1 + n− 1.
Then there exists a word w′ ∈ AN such that Gw′  n and for all u ∈ A[n],
‖u‖w′ = ‖u‖w.
Proof. The proof is obtained by induction on the value Kn+1(w), where the function Kn+1
is the repetitivity of order n + 1 as defined by Eq. (2). The base of the induction is trivial
since if Kn+1(w) = 0, then w has no repeated factor of length n + 1 so that one can take
w′ = w. Let us suppose Kn+1(w) > 0. This implies that there exists at least one repeated
factor f of w of length n + 1. We can write
f = xsy, x, y ∈ A, s ∈ An−1.
Since the number of occurrences in w of the left extensions of sy in w is less than or equal
to the number of the occurrences of sy in w, one has
∑
z∈A
‖zsy‖w  ‖sy‖w.
Since w is n-uniform, by Lemma 4.1 and the assumption that N  dn+1 + n − 1,
‖sy‖w  d.
Since f = xsy is repeated in w, one has
∑
‖zsy‖w  2 +
∑
‖zsy‖w.
z∈A z∈A\{x}
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∑
z∈A\{x}
‖zsy‖w  d − 2.
This implies the existence of at least one letter x ′ = x for which ‖x ′sy‖w = 0, i.e.,
x ′sy /∈ Fact(w). We distinguish two cases.
Case 1. x ′s is not a suffix of w. Since the number of occurrences in w of the right extensions
of xs in w is less than or equal to the number of the occurrences of xs in w, one has
∑
z∈A
‖xsz‖w  ‖xs‖w.
Moreover, since x ′s is not a suffix of w, the number of occurrences in w of the right
extensions of x ′s in w is equal to the number of the occurrences of x ′s in w, i.e.,
∑
z∈A
‖x ′sz‖w = ‖x ′s‖w.
Since w is n-uniform, by the previous relations one derives
∑
z∈A
(‖xsz‖w − ‖x ′sz‖w) ‖xs‖w − ‖x ′s‖w  1.
As ‖xsy‖w  2 and ‖x ′sy‖w = 0, one obtains
∑
z∈A\{y}
(‖xsz‖w − ‖x ′sz‖w)−1.
Thus, there exists at least one letter y ′ = y such that
‖xsy ′‖w < ‖x ′sy ′‖w.
This implies that ‖x ′sy ′‖w > 0, i.e., x ′sy ′ ∈ Fact(w). By Proposition 6.1, there exists
a word v ∈ AN such that
‖xsy‖v = ‖xsy‖w − 1, ‖x ′sy ′‖v = ‖x ′sy ′‖w − 1,
‖x ′sy‖v = ‖x ′sy‖w + 1 = 1, ‖xsy ′‖v = ‖xsy ′‖w + 1
and, for all u ∈ A[n+1] \ {xsy, x ′sy ′, x ′sy, xsy ′},
‖u‖v = ‖u‖w.
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Kn+1(w) −Kn+1(v) = ‖xsy‖w + ‖x ′sy ′‖w − ‖xsy ′‖w − 2.
Since ‖xsy‖w  2 and ‖x ′sy ′‖w > ‖xsy ′‖w , one obtains Kn+1(v) < Kn+1(w).
Case 2. x ′s is a suffix of w. We consider the word α = wy ′ where y ′ /∈ A is an extra
symbol. Since xsy is repeated in α and x ′sy ′ ∈ Fact(α), by Proposition 6.1 there exists
β ∈ (A ∪ {y ′})∗ such that
‖xsy‖β = ‖xsy‖α − 1, ‖x ′sy ′‖β = ‖x ′sy ′‖α − 1,
‖x ′sy‖β = ‖x ′sy‖α + 1, ‖xsy ′‖β = ‖xsy ′‖α + 1
and, for all u ∈ (A ∪ {y ′})[n+1] \ {xsy, x ′sy ′, x ′sy, xsy ′},
‖u‖β = ‖u‖α.
From this latter equation one has, in particular, ‖y ′‖β = ‖y ′‖α = 1 and for all z ∈ A∪ {y ′},
‖y ′z‖β = ‖y ′z‖α = 0. This implies that
β = vy ′
for a suitable v ∈ A∗. It is trivial to verify that for all u ∈ A∗,
‖u‖w = ‖u‖α and ‖u‖v = ‖u‖β .
By the preceding equations one obtains
‖xsy‖v = ‖xsy‖w − 1, ‖x ′sy‖v = ‖x ′sy‖w + 1 = 1
and, for all u ∈ A[n+1] \ {xsy, x ′sy},
‖u‖v = ‖u‖w.
Since ‖x ′sy‖w = 0 and ‖x ′sy‖v = 1, one derives
Kn+1(w) − Kn+1(v) = ‖xsy‖w − 1 1.
In both Cases 1 and 2, we have obtained a word v such that Kn+1(v) < Kn+1(w) and
for all u ∈ A[n], ‖u‖v = ‖u‖w . Since w is n-uniform, so will be v. Therefore, by the
induction hypothesis, there exists a word w′ ∈ AN such that Gw′  n and for all u ∈ A[n],
‖u‖w′ = ‖u‖v = ‖u‖w . This concludes the proof. 
We observe that Proposition 6.2 is not true in general if one supposes that N = dn+1 +n.
This is shown, in the case d = 2, by the following example. The word w = aabbbbabaa
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such that ‖u‖w′ = ‖u‖w for all u ∈ A[2] and Gw′  2. Indeed, such a word w′ would be a
uniform word. By Proposition 4.4, w′ is a de Bruijn word of order 2 and by Proposition 4.2,
βw′ has to be a uniform word of length 2. Hence, βw′ = bb, so that, by Lemma 3.4 one has
‖bb‖w′ = 2 + ‖bb‖βw′ = 2 = ‖bb‖w = 3.
We remark that proofs of the Exchange Lemma and of Propositions 6.1 and 6.2 are
constructive, so that they furnish an algorithm which receiving in input an n-uniform word
w on the alphabet A of length |w| dn+1 + n− 1, produces a word w′ such that Gw′  n
and ‖u‖w′ = ‖u‖w for all u ∈ A[n]. In particular, w′ is n-uniform and |w′| = |w|. We give
here an example showing how such an algorithm works. A more detailed description of
such a procedure is given by the algorithm EliminateRepetitions reported in Appendix A.
Example 6.1. Consider the 3-uniform word
w = aaabbbabaab bab
on the alphabet {a, b}. This word has two repeated factors of length 4, namely aabb and
bbab. In order to ‘eliminate’ the repetition aabb, we note that babb is not a factor of w and
bab is a suffix of w. Thus, according to the proofs of Proposition 6.2 and of the Exchange
Lemma, one has to ‘exchange the order’ of the underlined factors, obtaining the word
w1 = aaabbabbba baab
whose only repeated factor of length 4 is bbab. To ‘eliminate’ also this repetition, observe
that abab is not a factor of w1 and ‖abaa‖w1 = 1 > ‖bbaa‖w1 . This leads to ‘exchange
the order’ of the underlined factors, obtaining the word
w′ = w2 = aaabbababbbaab.
One easily checks that, as expected, ‖u‖w = ‖u‖w′ for all u ∈ A[3] and Gw′ = 3.
We observe that one can use Proposition 6.2 to construct for any m a de Bruijn word of
order m on a d-letter alphabet. Indeed, let v = βvu be a de Bruijn word of order m− 1. For
any i  0 the word βvui is (m − 1)-uniform. In fact, this is trivial for i = 0. Inductively,
if one supposes that βvui−1 is (m − 1)-uniform, then by Proposition 4.2 one derives that
vui−1 = βvui is (m − 1)-uniform. In particular, w = βvud is an (m − 1)-uniform word of
length dm + m − 2. By Proposition 6.2, starting from w one can effectively construct a
word w′ which is (m − 1)-uniform with Gw′ m − 1 and |w′| = |w|. Thus, denoted by x
the (m−1)-th letter of w′, by Proposition 4.3 the word w′x is a de Bruijn word of order m.
Theorem 6.1. For any non-negative integer N there exists a uniform word of length N on
a d-letter alphabet.
A. Carpi, Aldo de Luca / Advances in Applied Mathematics 32 (2004) 485–522 511Proof. The proof is by induction on the integer N . The result is trivial for N  d . Thus,
we suppose N > d . Let n be the unique positive integer such that
dn + n − 1N  dn+1 + n− 1.
By the induction hypothesis, there exists a uniform word t of length |t| = N − dn  n− 1
on a d-letter alphabet A. Let λ be the prefix of t of length n− 1. Then t = λs, with s ∈ A∗
and |λ| = n − 1. Let v be a de Bruijn word of order n such that βv = λ and set w = vs.
One has
|w| = |v| + |s| = dn + n− 1 + |t| − |λ| = dn + |t| = N.
Since the word t = βvs is uniform, by Proposition 4.2 one has that for any m n the word
w is m-uniform. By Proposition 6.2, there exists a word w′ ∈ AN such that Gw′  n and
for all u ∈ A[n], ‖u‖w′ = ‖u‖w . Therefore, w′ is m-uniform for all m n. By Lemma 4.2,
w′ is a uniform word of length N . 
The previous theorem furnishes an effective procedure to construct uniform words
of any length on any alphabet. A description of such a procedure is given by the
algorithm UniformWord reported in Appendix A. We give here an example to illustrate
such a procedure.
Example 6.2. Let us consider the case d = 2 and N = 14. One has that n = 3. A uniform
word of length N − dn = 6 is, for instance, t = aabbab. For such a choice of t , one has
λ = aa and s = bbab. A de Bruijn word v of order 3 such that βv = aa is, for instance,
v = aaabbbabaa. Thus
w = vs = aaabbbabaabbab
is m-uniform for m 3. As shown in Example 6.1, starting from w one obtains the uniform
word w′ = aaabbababbbaab of length 14.
By analyzing the algorithm UniformWord one can derive that for d > 1 the number of
uniform words of length N diverges with N .
Indeed, let n1 > · · · > nkN be the distinct values taken by the variable n in the
recursive calls of the Algorithm UniformWord. If we fix in an arbitrary way the letters
a1 > · · · > akN ∈ A, in Step 4 of the algorithm we can choose the de Bruijn word v having
the prefix βvai , whenever n = ni . Since Algorithm EliminateRepetitions does not modify
prefixes of length n, we will obtain a word w whose ni -th letter is equal to ai , 1 i  kN .
In other terms, we are able to construct dkN distinct uniform words of length N . As the
number of recursive calls diverges with N and the variable n cannot assume the same value
in more than d consecutive calls, one derives that kN diverges with N . Thus we can state
the following proposition.
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lim
N→+∞DU(d,N) = +∞.
7. Uniformity and majorization
In this section we introduce in AN two different quasi-order relations by using the
majorization quasi-order relation defined on suitable vectors containing the numbers of
occurrences in any word w ∈ AN of words of lengthN . We characterize a uniform word
of length N as a minimum of these two quasi-order relations. A further characterization
can be done in terms of the minimality of functionals belonging to a large class of (strictly)
Schur-convex functions naturally associated with the majorization orders.
For any m > 0, let Nm be the set of all vectors
x = (x1, . . . , xm)
with xi ∈ N, i = 1, . . . ,m. For x ∈ Nm, we denote by x[1], . . . , x[m] the sequence of the
components of x ordered in a non-increasing way, i.e.,
x[1]  · · · x[m].
As is well known [15], one can introduce in Nm the quasi-order relation , called
majorization, defined as follows: For any x, y ∈ Nm one sets x  y if
k∑
i=1
x[i] 
k∑
i=1
y[i], for all k = 1, . . . ,m − 1, and
m∑
i=1
xi =
m∑
i=1
yi.
If x  y and y  x , one writes x ∼ y . It is clear from the definition that x ∼ y if and only
if for all i = 1, . . . ,m, x[i] = y[i]. Hence, ∼ is an equivalence relation in Nm. We set x ≺ y
if x  y and x ∼ y .
A real valued function φ :Nm → R is said to be Schur-convex (on Nm) if for all
x, y ∈ Nm one has:
x  y ⇒ φ(x) φ(y).
If, in addition, φ(x) < φ(y) whenever x ≺ y , then φ is called strictly Schur-convex. We
recall [15] that if q :R+ →R is a continuous strictly convex function, then
Qm(x) =
m∑
q(xi) (26)
i=1
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1
2
m∑
j=1
xj (xj − 1) and
m∑
j=1
xj logxj , (27)
where we define 0 log0 = 0.
Let A be a d-letter alphabet and n  0. We fix a total order of An (for instance, the
lexicographic order induced by a total order of A, cf. [13]). With each w ∈ A∗ we associate
the vector w(n) with dn components in N defined as
w(n) = (‖u‖w)u∈An,
where the order of components of w(n) is induced by the order of An. Let N be any positive
integer and n 0. We introduce in AN the quasi-ordern defined as: For all w,v ∈ AN ,
w n v if w(n)  v(n).
We shall write w ∼n v if w(n) ∼ v(n).
For all w ∈ A∗ and n  0, we shall denote simply by w(n)j , j = 1, . . . , dn, the
components of the vector w(n), ordered in a non-increasing way, i.e., w(n)j = w(n)[j ] . By
Lemma 2.1, for 0 nN one has
dn∑
j=1
w
(n)
j = N − n+ 1. (28)
Let us explicitly observe that there can be words in AN which are not comparable with
respect ton. For instance, in the case of the alphabet {a, b}, take the words w = abababa
and v = aabbbbb. One has v 2 w and w 2 v. Indeed, w(2)1 = w(2)2 = 3, w(2)3 = w(2)4 = 0,
and v(2)1 = 4, v(2)2 = v(2)3 = 1, v(2)4 = 0.
Let q :R+ → R be a continuous strictly convex function. For any positive integer m,
consider the function Qm defined by Eq. (26). For any n  0, we introduce the function
Hn :A
N →R defined, for all w ∈ AN , by
Hn(w) = Qdn
(
w(n)
)
.
Since Qdn is strictly Schur-convex, one has for all w,v ∈ AN ,
w n v ⇒ Hn(w)Hn(v), (29)
whereas Hn(w) < Hn(v) if w ≺n v.
Proposition 7.1. Let N  1, n 0, and w ∈ AN . The following conditions are equivalent:
(1) w is n-uniform,
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(3) Hn reaches its minimum in w.
Proof. If n > N , the result is trivial. Indeed, in this case, all words of AN are n-uniform,
for all u,v ∈ AN one has u ∼n v, and Hn is constant. Let us then suppose nN .
First we prove (1) ⇒ (2). Let w ∈ AN be an n-uniform word. By Lemma 4.1 one has⌊
N − n + 1
dn
⌋
w(n)j 
⌈
N − n+ 1
dn
⌉
, 1 j  dn. (30)
Let us prove that for all v ∈ AN one has w n v. Since
N − n + 1 =
dn∑
k=1
v
(n)
k  d
nv
(n)
1 ,
one derives
v
(n)
1 
N − n+ 1
dn
.
Let i be the greatest integer such that v(n)r  (N−n+1)/dn, r = 1, . . . , i . Thus, by Eq. (30)
for i < r  dn one has
v(n)r 
⌊
N − n+ 1
dn
⌋
w(n)r . (31)
Let 1 k  dn. If k  i , then
k∑
s=1
v(n)s 
k∑
s=1
⌈
N − n+ 1
dn
⌉

k∑
s=1
w(n)s .
If, on the contrary, k > i , in view of Eq. (31) one has
dn∑
s=1
v(n)s =
dn∑
s=1
w(n)s 
k∑
s=1
w(n)s +
dn∑
s=k+1
v(n)s ,
so that, again,
k∑
s=1
v(n)s 
k∑
s=1
w(n)s .
In view of Eq. (28), this implies that in all cases wn v.
Now, we prove that (2) ⇒ (3). Indeed, since w n v for all v ∈ AN , by Eq. (29) one has
Hn(w)Hn(v), so that Hn reaches its minimum in w.
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v ∈ AN . By implication (1) ⇒ (2), the word v is a minimum of n. Hence, v n w. If
one had v ≺n w, then one would derive Hn(v) < Hn(w) which contradicts the minimality
of Hn(w). Thus, the only possibility is v ∼n w which implies that w is n-uniform. 
We define in AN the quasi-order relation =⋂n0n. Hence for all w,v ∈ AN one
has
w  v if ∀n 0, w n v.
Proposition 7.2. Let N  1. For all w,v ∈ AN if w  v, then Gw Gv .
Proof. Let us set Gw = n and suppose, by contradiction, that Gv < n. Thus there exists
a word u ∈ An such that ‖u‖w > 1. Since all the factors of length n of v are unrepeated
in v, one has that for all s ∈ An, ‖s‖v  1. Hence, one has w(n)1 > v(n)1 which contradicts
the fact that wn v. 
We can consider in AN a further quasi-order relation  defined as follows. For each
w ∈ AN we consider the vector
w′ = (‖u‖w)u∈A[N]
of dimension m = (dN+1 − 1)/(d − 1). For any w,v ∈ AN we set
w v if w′  v′,
where in the right-hand side of the previous equation  is the majorization relation in
the set of vectors of dimension m with components in N. We introduce the function
H :AN → R defined for all w ∈ AN by
H(w) = Qm(w′),
where Qm is defined by Eq. (26). One easily verifies that for all w ∈ AN ,
H(w) =
N∑
n=0
Hn(w). (32)
We remark that
w  v ⇒ H(w)H(v), (33)
since Qm is Schur-convex.
Lemma 7.1. Let N  1. For all w,v ∈ AN if v w, then v w.
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majorization (see [15, Chapter 5, Proposition A.7]) one derives
(v(0), . . . , v(N)) (w(0), . . . ,w(N))
which implies v′ w′, i.e., v w. 
Remark 7.1. Let us observe that the converse of the above lemma is not true in general.
This is shown by the following example: take w = aaabaaaa and v = aabbaabb. One
has v w but v w. Indeed, as one easily checks, v 4 w.
Proposition 7.3. Let N  1 and w ∈ AN . The following conditions are equivalent:
(1) w is uniform,
(2) w is a minimum of the quasi-order,
(3) w is a minimum of the quasi-order,
(4) H reaches its minimum in w.
Proof. (1) ⇒ (2). Since w is uniform, it is n-uniform for all n 0. By Proposition 7.1, w
is a minimum of n for all n 0 and therefore, it is a minimum for .
(2) ⇒ (3), trivial by Lemma 7.1.
(3) ⇒ (4). If w is a minimum of the quasi-order , then by Eq. (33) it is a point of
minimum of H .
(4) ⇒ (1). By Theorem 6.1 there exists a uniform word v ∈ AN . Since v is n-uniform
for all n 0, by Proposition 7.1 one has
Hn(v)Hn(w).
Since, by hypothesis, H(v) = ∑Nn=0 Hn(v) ∑Nn=0 Hn(w), one derives that for all n,
0 nN , one has Hn(v) = Hn(w). By Proposition 7.1 one concludes that w is n-uniform
for all n 0, i.e., w is uniform. 
Proposition 7.4. Let w ∈ AN and 1 n < N . The following conditions are equivalent:
(1) w = aN , with a ∈ A,
(2) w is a maximum of the quasi-order n,
(3) Hn reaches its maximum in w.
Proof. (1) ⇒ (2). Let w = aN , with a ∈ A. One has w(n)1 = ‖an‖w = N − n + 1 and
w
(n)
i = 0 for 1 < i  dn. Let v ∈ AN . For 1 k  dn one has
k∑
i=1
w
(n)
i = w(n)1 = N − n+ 1
k∑
i=1
v
(n)
i .
Since for k = dn the equality holds, one has v n w.
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reaches its maximum in w.
(3) ⇒ (1). We have already shown that for any a ∈ A, aN is a maximum for n.
Let w be a word such that Hn(w) is maximum. One has w n aN but one cannot
have w ≺n aN , as this would imply Hn(w) < Hn(aN) which is a contradiction. Hence,
w ∼n aN . This implies that w has only one factor of length n, i.e., it is a power of a letter
(cf. Section 2). 
Proposition 7.5. Let w ∈ AN with N  1. The following conditions are equivalent:
(1) w = aN , with a ∈ A,
(2) w is a maximum of the quasi-order ,
(3) w is a maximum of the quasi-order ,
(4) H reaches its maximum in w.
Proof. (1) ⇒ (2). From the preceding proposition, for any w ∈ AN one has w n aN ,
n = 1, . . . ,N − 1. Moreover, trivially, w ∼n aN for all nN as well as for n = 0. Thus,
w  aN .
(2) ⇒ (3) follows from Lemma 7.1; (3) ⇒ (4) follows from Eq. (33).
(4) ⇒ (1). The implication is trivial if N = 1. Let us suppose N > 1 and, by
contradiction, that w is not the power of a letter. Let a ∈ A. By Proposition 7.4 one has
Hn(w) < Hn(a
N) for 1  n < N . Since, moreover, HN(w) = HN(aN) and H0(w) =
H0(aN), by Eq. (32) one derives H(w) < H(aN), which is a contradiction. 
8. Entropy, repetitivity, and recurrence
In the previous section, we have characterized n-uniform and uniform words by a prop-
erty of minimality of some functionals which belong to a large class of functions which
are strictly Schur-convex functions naturally associated with majorization orders. In this
section we wish to interpret these results by specifying some of these functionals. We shall
obtain an interesting structural information on uniformity of a word expressed in terms
of ‘entropy,’ ‘repetitivity,’ and ‘recurrence.’ More precisely, we show that a word of given
length is uniform if and only if it maximizes the entropy and if and only if it minimizes the
repetitivity. Moreover, a uniform word minimizes the recurrence even though the converse
is not true in general.
A Bernoulli distribution of order m is an m-vector p = (p1, . . . , pm) of non-negative
real numbers such that
m∑
pi = 1.i=1
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H(p) = −
m∑
i=1
pi logpi.
As is well known [11], if for 1 i m, pi is interpreted as the probability of a certain event
Ei and one supposes that the events Ei are disjoint (i.e., mutually exclusive), then H(p)
measures the average uncertainty about the prevision of the result of a random experiment
described by p.
Let w ∈ AN . For any n  0 one can consider the Bernoulli distribution of order dn
defined by the dn-vector ( ‖u‖w
N − n+ 1
)
u∈An
= 1
N − n+ 1w
(n).
We shall set
En(w) =H
(
w(n)
N − n + 1
)
and call En(w) the entropy of order n of w. For any w ∈ AN , En(w) represents the average
uncertainty in making the prevision on the factor which is ‘read’ in the word w of length
N by sliding in w in a random way a window of length n.
By simple manipulations one has
En(w) = log(N − n+ 1) − 1
N − n + 1Hn(w), (34)
where
Hn(w) =
∑
u∈An
‖u‖w log‖u‖w.
One can also introduce the vector(
2‖u‖w
(N + 1)(N + 2)
)
u∈A[N]
= 2
(N + 1)(N + 2)w
′,
which is a Bernoulli distribution of order m = (dN+1 − 1)/(d − 1). We set
E(w) =H
(
2
(N + 1)(N + 2)w
′
)
,
and call E(w) the entropy of w. The entropy E(w) can be interpreted as the average
uncertainty in making the prevision on the factor of w obtained by taking in a random
way any possible occurrence of one factor.
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E(w) = log (N + 1)(N + 2)
2
− 2
(N + 1)(N + 2)H(w), (35)
where
H(w) =
N∑
n=0
Hn(w). (36)
By Eqs. (34)–(36), one obtains the following relation:
E(w) = c + 2
(N + 1)(N + 2)
N∑
n=0
(N − n + 1)En(w), (37)
where c is a constant given by
c = log (N + 1)(N + 2)
2
− 2
(N + 1)(N + 2)
N∑
n=0
(N − n + 1) log(N − n + 1).
If w = aN with a ∈ A, one has En(aN) = 0 for 0  n  N , so that by Eq. (37) one has
c = E(aN).
Now let us consider for any word w ∈ AN the repetitivity Kn(w) of order n of w and
the total repetitivity K(w) defined by Eqs. (2) and (3), respectively.
Since functions defined by Eq. (27) are strictly Schur-convex, from Eq. (34) and
Proposition 7.1 one derives:
Proposition 8.1. Let N  1, n 0, and w ∈ AN . The following conditions are equivalent:
(1) w is n-uniform,
(2) w maximizes the entropy of order n,
(3) w minimizes the repetitivity of order n.
From Eq. (35) and Proposition 7.3 one derives:
Proposition 8.2. Let w ∈ AN with N  1. The following conditions are equivalent:
(1) w is uniform,
(2) w maximizes the entropy,
(3) w minimizes the total repetitivity.
By Propositions 7.4 and 7.5 one derives also that the entropies En, 1  n < N , and
E reach their minimal values in w if and only if w = aN with a ∈ A. Moreover, the
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in w if and only if w = aN with a ∈ A.
Now let us consider, for any word w ∈ AN , the recurrence Pn(w) of order n and the
total recurrence P(w) as defined by Eqs. (6) and (7), respectively.
Proposition 8.3. A word w ∈ AN with N  1 is Gw-full if and only if
P(w) = min
v∈AN
P(v). (38)
Proof. Let w ∈ AN be Gw-full. By Proposition 3.2, for any v ∈ AN and all n 0 one has
Pn(v) Pn(w) so that P(v) P(w) and Eq. (38) is satisfied.
Conversely, suppose that Eq. (38) is satisfied. By Theorem 6.1 there exists a uniform
word v ∈ AN . By Proposition 4.1, v is Gv-full. Hence, by Proposition 3.2, one has
Pn(w) Pn(v)
for all n 0 and, by Eq. (38),
P(v) P(w).
This can occur if and only if, for all n  0, Pn(w) = Pn(v). By Proposition 3.2, w is
Gw-full. 
Since a uniform word w ∈ AN is Gw-full, from the preceding proposition one derives
that a uniform word minimizes the total recurrence. However, the converse is not generally
true. Indeed, there exist Gw-full words which are not uniform (cf. Section 4).
A further consequence of Proposition 8.3 is the following corollary, which was proved
in the case d = 2 in [16] with a different technique.
Corollary 8.1. Let d > 1. For any N  1,
max
v∈AN
Card
(
Fact(v)
)= dGN+1 − 1
d − 1 +
(
N − GN + 1
2
)
.
Proof. By the preceding proposition and Eq. (9) a word w ∈ AN is Gw-full if and only if
Card
(
Fact(w)
)= max
v∈AN
Card
(
Fact(v)
)
.
If w is Gw-full, then by Proposition 3.1, Gw = GN . Moreover, λw(n) = dn for 0 
nGN and λw(n) = N − n + 1 for GN + 1 nN . Therefore,
Card
(
Fact(w)
)= N∑λw(n) = dGN+1 − 1
d − 1 +
(
N − GN + 1
2
)
.n=0
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consequently Gw-full, the assertion is proved. 
Appendix A
Algorithm EliminateRepetitions
Requires: an integer n > 0 and an n-uniform word w ∈ A∗ of length |w| dn+1 + n − 1.
Ensures: for all u ∈ A[n], ‖u‖w remains unchanged and Gw  n.
Step 1. search for a pair of distinct occurrences (λi ,µi), i = 1,2, of a same factor f of w
of length n+ 1; if such a pair is not found, then terminate;
Step 2. write f = xsy , with x, y letters;
Step 3. find a letter x ′ ∈ A such that x ′sy is not a factor of w;
Step 4. if x ′s is not a suffix of w, then find a letter y ′ such that ‖x ′sy ′‖w > ‖xsy ′‖w and
an occurrence (λ3,µ3) of x ′sy ′; else set w = λ3x ′s;
Step 5. factorize w = w1w2w3w4 with {w1,w1w2,w1w2w3} = {λ1xs,λ2xs,λ3x ′s};
Step 6. replace w by w1w3w2w4;
Step 7. go to Step 1.
Algorithm UniformWord
Requires: an integer N > 0.
Ensures: w is a uniform word of length N on the alphabet A.
Step 1. if N  d , then set w equal to the concatenation of n distinct letters and terminate;
Step 2. set n = max{k ∈ N | dk + k − 1N};
Step 3. by recursion, produce a uniform word w of length N − dn;
Step 4. produce a de Bruijn word v of order n such that its longest border βv is equal to
the prefix of w of length n − 1;
Step 5. set v = uβv and replace w by uw;
Step 6. run algorithm EliminateRepetitions.
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