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Abstract
LetM(1) be the vertex operator algebra with the Virasoro element
ω associated to the Heisenberg algebra of rank 1 and let M(1)+ be the
subalgebra of M(1) consisting of the fixed points of an automorphism
of M(1) of order 2. We classify the simple weak M(1)+-modules with
a non-zero element w such that for some integer s ≥ 2, ωiw ∈ Cw
(i = ⌊s/2⌋ + 1, ⌊s/2⌋ + 2, . . . , s − 1), ωsw ∈ C
×w, and ωiw = 0 for
all i > s. The result says that any such simple weak M(1)+-module
is isomorphic to some simple weak M(1)-module or to some θ-twisted
simple weak M(1)-module.
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1 Introduction
Let V be a vertex operator algebra and G a finite automorphism group of
V . One of the main problems about V G is to describe the V G-modules in
terms of V and G. It is conjectured that under some conditions on V , every
simple V G-module is contained in some simple g-twisted V -module for some
g ∈ G (cf. [5]). Let M(1) be the vertex operator algebra associated to
the Heisenberg algebra of rank 1 and let M(1)+ be the subalgebra of M(1)
consisting of the fixed points of an automorphism θ of M(1) of order 2 (see
(2.12)). The conjecture above is confirmed for many examples including
M(1)+ (cf. [1, 9, 10, 11, 22, 23]). In those examples, they classify the simple
V G-modules directly by investigating the Zhu algebra, which is an associative
C-algebra introduced in [24], since [24, Theorem 2.2.1] says that for a vertex
operator algebra V there is a one to one correspondence between the set
of all isomorphism classes of simple N-graded weak V -modules and that of
simple modules for the Zhu algebra associated to V , where we note that an
arbitrary V -module is automatically an N-graded weak V -module.
We now turn to non-N-graded weak V -modules. The conjecture makes
sense even for non-N-graded weak V -modules, however it has not been con-
firmed for any example so far since no useful tool like the Zhu algebras is
known for these modules. In this paper we confirm this conjecture for a class
of simple non-N-graded weak M(1)+-modules defined by using Whittaker
vectors for the Virasoro algebra as explained below.
Whittaker modules (Whittaker vectors) are non weight modules defined
over various Lie algebras, first appeared in [3] for sl2. They are defined
and studied for all semisimple finite-dimensional complex Lie algebras in
[16], for the Virasoro algebra in [21] and [20], and for the affine Kac–Moody
algebra A
(1)
1 in [2]. Whittaker modules for the Virasoro algebra also appear
in the study of two-dimensional conformal field theory in physics(cf. [14],
[15]). Whittaker modules for a vertex operator algebra V are not defined
in general, however, we note that for the Virasoro element (the conformal
vector) ω of V , ωn+1 = L(n), n ∈ Z satisfy the Virasoro algebra relations
(cf. [17, (1.3.4)]). Thus, based on the definition of Whittaker vectors for
the Virasoro algebra in [20, 21], it is natural to define Whittaker vectors
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for ω as follows: for a weak V -module M , a non-zero element w of M is
called a Whittaker vector for ω if there exists an integer s with s ≥ 2 and
λ = (λ⌊s/2⌋+1, λ⌊s/2⌋+2, . . . , λs) ∈ C
s−⌊s/2⌋ with λs 6= 0 such that
ωiw =
{
λiw, i = ⌊s/2⌋+ 1, ⌊s/2⌋+ 2, . . . , s.
0, if i > s
(1.1)
where ⌊s/2⌋ = max{i ∈ Z | i ≤ s/2}. We call λ the type of w.
The following is the main result of this paper, which implies that any
simple weak M(1)+-module with at least one Whittaker vector is isomorphic
to some simple weak M(1)-module or to some θ-twisted simple weak M(1)-
module. Namely, the conjecture holds for such simple weak M(1)+-modules.
Theorem 1.1. Let M be a non-zero weak M(1)+-module generated by a
Whittaker vector for ω. Then, M is simple. The following is a complete set
of representatives of equivalence classes of simple weak M(1)+-modules with
at least one Whittaker vector for ω:
(1) M(1, ζ) ∼= M(1,−ζ), ζ ∈ Cr × C×, r = 1, 2, . . ..
(2) M(1, ζ)(θ) ∼= M(1,−ζ)(θ), ζ ∈ Cr−1 × C×, r = 1, 2, . . ..
Here,M(1, ζ) are simple weakM(1)-modules defined in (2.7) andM(1, ζ)(θ)
are simple θ-twisted weak M(1)-modules defined in (2.17). Let us explain
the basic idea briefly. It is shown in [6, Theorem 2.7 (2)] that M(1)+ is
generated by the Virasoro element ω and homogeneous J ∈M(1)+ of weight
4. For these ω and J , we first find two relations on M(1)+ with the help of a
computer algebra system Risa/Asir. Using these relations and the Borcherds
identity, we show that an arbitrary weak M(1)+-module M generated by a
Whittaker vector w for ω as in the theorem is generated by w as a module for
the Virasoro algebra associated to ω, and the actions of J onM are uniquely
determined by the actions of ω on M . Thus, M is a Whittaker module for
the Virasoro algebra in the sense of [20, 21], and it follows by [21, Corollary
4.2] and [20, Theorem 7] that M is simple and is uniquely determined by
the type of a Whittaker vector in M . Therefore M is isomorphic to one of
the weak M(1)+-modules listed in the theorem which contains a Whittaker
vector of the same type.
The organization of the paper is as follows. In Section 2 we recall some
basic properties of the vertex operator algebraM(1) associated to the Heisen-
berg algebra of rank 1 and its weak modules. In Section 3 we give a proof of
Theorem 1.1.
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2 Preliminary
We assume that the reader is familiar with the basic knowledge on vertex
algebras as presented in [4, 13, 17].
Throughout this paper, N denotes the set of all non-negative integers,
C× = {z ∈ C | z 6= 0} and (V, Y, 1, ω) is a vertex operator algebra. Recall
that V is the underlying vector space, Y (−, x) is the linear map from V ⊗CV
to V ((x)), 1 is the vacuum vector, and ω is the Virasoro element. A weak
V -moduleM (cf. [18, p.157]) is called N-graded ifM admits a decomposition
M = ⊕∞j=0M(j) such that
akM(j) ⊂M(wt a + j − k − 1) (2.1)
for homogeneous a ∈ V , j ∈ N, and k ∈ Z. For i ∈ Z, define
Z<i = {k ∈ Z | k < i} and Z>i = {k ∈ Z | k > i}. (2.2)
In this section, we recall the vertex operator algebra M(1) associated to
the Heisenberg algebra of rank 1, its automorphism θ defined in (2.12), the
subalgebraM(1)+ ofM(1) consisting of the fixed points of θ, and (θ-twisted)
weakM(1)-modules. Let H be a one dimensional vector space equipped with
a nondegenerate symmetric bilinear form 〈−,−〉. We take h ∈ H such that
〈h, h〉 = 1. Set a Lie algebra
Hˆ = H ⊗ C[t, t−1]⊕ CK (2.3)
with the Lie bracket relations
[α⊗ tm, β ⊗ tn] = m〈α, β〉δm+n,0K, [K, Hˆ] = 0 (2.4)
for α, β ∈ H and m,n ∈ Z. For α ∈ H and n ∈ Z, α(n) denotes α⊗ tn ∈ Ĥ .
Set two Lie subalgebras of Ĥ:
Ĥ≥0 =
⊕
n≥0
H ⊗ tn and Ĥ<0 =
⊕
n≤−1
H ⊗ tn. (2.5)
Let r be a non-negative integer. For an r+1-tuple ζ = (ζ0, . . . , ζr) ∈ C
r+1,
Cuζ denotes a one dimensional Ĥ≥0-module uniquely determined by
h(i) · uζ =
{
ζiuζ for i = 0, . . . , r,
0 for i > r
and K · uζ = uζ . (2.6)
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We take an Ĥ-module
M(1, ζ) = U (Ĥ)⊗
U (Ĥ≥0)
Cuζ ∼= U (Ĥ<0)⊗C Cuζ (2.7)
where U (g) is the universal enveloping algebra of a Lie algebra g. Then,
M(1) =M(1, (0)) has a vertex operator algebra structure with the Virasoro
element
ω =
h(−1)21
2
(2.8)
and M(1, ζ) is a simple weak M(1)-module for any ζ ∈ Cr+1. The vertex
operator algebra M(1) is called the vertex operator algebra associated to the
Heisenberg algebra ⊕06=n∈ZH⊗ t
n⊕CK. If r = 0, then M(1, (λ0)) is a simple
M(1)-module. Since for i = r + 1, r + 2, . . . , 2r + 1,
ωiuζ =
1
2
∑
j,k∈N
j+k=i−1
h(j)h(k)uζ =
1
2
∑
j,k∈N
j+k=i−1
ζjζkuζ ∈ Cuζ, (2.9)
uζ is a Whittaker vector of type (
∑
j,k∈N
j+k=i−1
ζjζk/2)
2r+1
i=r+1 for ω. If r ≥ 1 and
ζr 6= 0, then w is an eigenvector for ω2r+1 with eigenvalue ζ
2
r /2 and hence
M(1, ζ) is not an N-graded weak M(1)-module by (2.1). We also note that
the map
Cr × C× → Cr × C×
(ζ0, . . . , ζr) 7→ (
1
2
∑
j,k∈N
j+k=i−1
ζjζk)
2r+1
i=r+1 (2.10)
is onto and the images of ζ, ζ ′ ∈ Cr × C× under this map are equal if and
only if ζ = ±ζ ′ since
1
2
∑
j,k∈N
j+k=i−1
ζjζk
=


1
2
ζ2r if i = 2r + 1,
ζrζi−1−r +
1
2
r−1∑
j=i−1−r+1
ζjζi−1−j if r + 1 ≤ i < 2r + 1,
(2.11)
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for i = r + 1, r + 2, . . . , 2r + 1.
Let θ be an automorphism of M(1) of order 2 determined by
θ(h(−i1) · · ·h(−in)1) = (−1)
nh(−i1) · · ·h(−in)1. (2.12)
Set a Lie algebra
Hˆ[−1] = H ⊗ t1/2C[t, t−1]⊕ CK (2.13)
with the Lie bracket relations
[K, Hˆ[−1]] = 0 and [α⊗ tm, β ⊗ tn] = m〈α, β〉δm+n,0K (2.14)
for α, β ∈ H and m,n ∈ 1/2 + Z. For α ∈ H and n ∈ 1/2 + Z, α(n) denotes
α⊗ tn ∈ Ĥ . Set two Lie subalgebras of Hˆ [−1]:
Ĥ[−1]>0 =
⊕
n∈1/2+N
H ⊗ tn and Ĥ [−1]<0 =
⊕
n∈1/2+N
H ⊗ t−n. (2.15)
Let r be a positive integer. For an r-tuple ζ = (ζ1/2, ζ1/2+1, . . . , ζr−1/2) ∈ C
r,
Cuζ denotes a unique one dimensional Ĥ[−1]>0-module such that
h(i) · uζ =
{
ζiuζ for i = 1/2, 1/2 + 1, . . . , r − 1/2,
0 for i > r − 1/2
and
K · uζ = uζ . (2.16)
We take an Ĥ[−1]-module
M(1, ζ)(θ) = U (Ĥ [−1])⊗
U (Ĥ[−1]>0)
Cuζ ∼= U (Ĥ[−1]<0)⊗C Cuζ. (2.17)
We define for α ∈ H ,
α(x) =
∑
i∈1/2+Z
α(i)x−i−1 (2.18)
and for u = α1(−i1) · · ·αk(−ik)1 ∈M(1),
Y0(u, x) =
◦
◦
1
(i1 − 1)!
(
di1−1
dxi1−1
α1(x)) · · ·
1
(ik − 1)!
(
dik−1
dxik−1
αk(x))
◦
◦. (2.19)
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Here, for β1, . . . , βn ∈ H and i1, . . . , in ∈ 1/2+Z, we define
◦
◦β1(i1) · · ·βn(in)
◦
◦
inductively by
◦
◦β1(i1)
◦
◦ = β1(i1) and
◦
◦β1(i1) · · ·βn(in)
◦
◦ =
{
◦
◦β2(i2) · · ·βn(in)
◦
◦β1(i1) if i1 ≥ 0,
β1(i1)
◦
◦β2(i2) · · ·βn(in)
◦
◦ if i1 < 0.
(2.20)
We define cmn ∈ Q for m,n ∈ Z≥0 by
∞∑
m,n=0
cmnx
myn = − log(
(1 + x)1/2 + (1 + y)1/2
2
) (2.21)
and set
∆x =
∞∑
m,n=0
cmnh(m)h(n)x
−m−n. (2.22)
Then, for u ∈M(1) we define a vertex operator YM(1,ζ)(θ) by
YM(1,ζ)(θ)(u, x) = Y0(e
∆xu, x). (2.23)
The same argument as in [13, Theorem 9.3.1] and [19, Section 4.2] shows that
(M(1, ζ)(θ), YM(1,ζ)(θ)) is a simple θ-twisted weak M(1)-module. If r = 1 and
λ1/2 = 0, then M(1, (0))(θ) is a simple θ-twisted M(1)-module. Since for
i = r + 1, r + 2, . . . , 2r,
ωiuζ =
1
2
∑
j,k∈1/2+N
j+k=i−1
ζjζkuζ ∈ Cuζ, (2.24)
uζ is a Whittaker vector of type (
∑
j,k∈1/2+N
j+k=i−1
ζjζk/2)
2r
i=r+1 for ω. As in the
case of M(1, ζ), the map
Cr−1 × C× → Cr−1 × C×
(ζ1/2, . . . , ζr−1/2) 7→ (
1
2
∑
j,k∈1/2+N
j+k=i−1
ζjζk)
2r
i=r+1 (2.25)
is onto and the images of ζ, ζ ′ ∈ Cr × C× under this map are equal if and
only if ζ = ±ζ ′.
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We take the subalgebra M(1)+ of M(1) consisting of the fixed points of
θ:
M(1)+ = {u ∈M(1) | θ(u) = u}. (2.26)
It is shown in [6, Theorem 2.7 (2)] that M(1)+ is generated by the Virasoro
element ω and homogeneous
J = h(−1)41− 2h(−3)h(−1)1+
3
2
h(−2)21 ∈M(1)+ (2.27)
of weight 4. It is shown in [9, (3.3)] that ω and J satisfies
[ωi, Jj] = (3i− j)Ji+j−1, i, j ∈ Z. (2.28)
We also have the following commutator formula for Ji and Jj (i, j ∈ Z) by
using a computer algebra system Risa/Asir:
[Ji, Jj] =
7∑
k=0
(
i
k
)
(JkJ)i+j−k
= (−
1392
5
ω−61−
2784
5
ω−4ω−11+ 120ω−3ω−21+
1632
5
ω−2ω
2
−11
−
56
5
ω−2J−11−
56
5
ω−1J−21+
6
5
J−41)i+j
+
(
i
1
)
(−
1856
5
ω−51−
2384
5
ω−3ω−11 +
1316
5
ω2−21+
1088
5
ω3−11
−
112
5
ω−1J−11−
46
5
J−31)i+j−1
+
(
i
2
)
(−48ω−41+ 336ω−2ω−11− 30J−21)i+j−2
+
(
i
3
)
(−72ω−31+ 336ω
2
−11− 60J−11)i+j−3
+ 216
(
i
4
)
(ω−21)i+j−4 + 432
(
i
5
)
(ω−11)i+j−5 + 54
(
i
7
)
1i+j−7. (2.29)
For uζ ∈ M(1, ζ) (resp. M(1, ζ)(θ)), we have
Jiuζ =
∑
i1,i2,i3,i4∈N (resp. 1/2+N)
i1+i2+i3+i4=i−3
ζi1ζi2ζi3ζi4uζ ∈ Cuζ (2.30)
for i = 3r + 3, 3r + 4, . . . , 4r + 3 (resp. i = 3r − 1, 3r + 4, . . . , 4r − 2) and
Jiw = 0 for i > 4r + 3 (resp. 4r − 2).
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Lemma 2.1. For ζ ∈ Cr×C×, M(1, ζ) is a simple weak M(1)+-module and
for ζ ∈ Cr−1×C×, M(1, ζ)(θ) is a simple weak M(1)+-module. In particular,
for any λ ∈ Cs−⌊s/2⌋−1 × C×, s ≥ 2, there exists a weak M(1)+-module with
a Whittaker vector of type λ for ω.
Proof. We only show that M(1, ζ) is simple. The same argument shows that
M(1, ζ)(θ) is simple. The last statement follows from (2.9),(2.10), (2.24),
and (2.25). Note that by (2.7), M(1, ζ) is spanned by
h(−i1) · · ·h(−in)uζ, n ∈ N, i1, . . . , in ∈ Z>0. (2.31)
For p, q ∈ N and n ∈ Z, we have
(h(−p− 1)h(−q − 1)1)n+1 =
∑
i,j∈Z,
i+j=n
(
−i− 1
p
)(
−j − 1
q
)
◦
◦h(i)h(j)
◦
◦ (2.32)
where ◦◦h(i)h(j)
◦
◦ is defined to be
◦
◦h(i)h(j)
◦
◦ =
{
h(i)h(j) if j ≥ 0,
h(j)h(i) if j < 0.
(2.33)
Let u ∈ M(1, ζ) and let m ∈ N such that h(i)u = 0 for all i > m. Then,
(2.32) can be written as
(h(−p− 1)h(−q − 1)1)n+1u
=
∑
i,j≥0,
i+j=2m−n
(
i−m− 1
p
)(
j −m− 1
q
)
◦
◦h(−i+m)h(−j +m)
◦
◦u. (2.34)
Let n ∈ N and set S = {(i, j) ∈ N2 | i + j ≤ n}. Since the square matrix
(
(
i−m−1
p
)(
j−m−1
q
)
)(i,j),(p,q)∈S is non-singular by Lemma 2.3 below, for any pair
of i, j ∈ Z with i ≤ j, h(i)h(j)u is a linear combination of (h(−p− 1)h(−q−
1)1)nu, p, q ∈ N, n ∈ Z. Since for all i, j, k ∈ Z>0 with i 6= j,
[h(i)2, h(−i)k] = i2k(k − 1)h(−i)k−2 + 2ikh(−i)k−1h(i),
[h(i)2, h(−j)k] = 0,
[h(i)2, h(−i)h(−j)] = 2ih(−j)h(i), (2.35)
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and
[h(i)h(j), h(−i)h(−j)k]
= ijkh(−j)k−1 + jkh(−i)h(−j)k−1h(i) + ih(−j)kh(j), (2.36)
an inductive argument shows that M(1, ζ) is simple.
Remark 2.2. Lemma 2.1 also follows from Theorem1.1.
The following result says that the matrix in the proof of Lemma 2.1 above
is non-singular.
Lemma 2.3. Let n ∈ N and let x0, . . . , xn, y0, . . . , yn be indeterminants. Set
S = {(i, j) ∈ N | i + j ≤ n} and a square matrix A = (
(
xi
k
)(
yj
l
)
)(i,j),(k,l)∈S of
size (n+ 1)(n+ 2)/2. Then
detA =
∏
0≤i<i′≤n
(xi − xi′)
n+1−i′
∏
0≤j<j′≤n
(yj − yj′)
n+1−j′
∏
0≤i<i′≤n
(i− i′)n+1−i′
∏
0≤j<j′≤n
(j − j′)n+1−j′
. (2.37)
Proof. Let i, i′ ∈ N with i < i′ ≤ n. Since j = 0, 1, . . . , n − i′ satisfies
0 ≤ i+ j ≤ n and 0 ≤ i′ + j ≤ n, (xi − xi′)
n+1−i′ is a factor of detA. By the
same reason, (yj−xj′)
n+1−j′ is a factor of detA for any pair of j, j′ ∈ N with
j < j′ ≤ n. Thus, detA is divisible by∏
0≤i<i′≤n
(xi − xi′)
n+1−i′
∏
0≤j<j′≤n
(yj − yj′)
n+1−j′. (2.38)
Since the degrees of detA and (2.38) are equal to n(n+1)(n+2)/3, detA is
a scalar multiple of (2.38). Since the matrix obtained by substituting xi = i
and yi = i, i = 0, 1, . . . n, in A is an upper triangular matrix with all diagonal
elements 1, we have (2.37).
For i ∈ Z, let M(1)+i be the subspace ofM(1)
+ consisting of the elements
with weight i. Since the dimensions of M(1)+i are obtained by [6, Theorem
2.7], we know there are relations for ω and J in M(1)+9 andM(1)
+
10. We have
the following two relations P (9) of weight 9 and P (10) of weight 10 for ω and
J in M(1)+ by using a computer algebra system Risa/Asir.
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Lemma 2.4. The following two elements of M(1)+ are zero:
P (9) = 30J−61− 30ω−1J−41+ 27ω−2J−31− 39ω−3J−21
+ 16ω2−1J−21+ 52ω−4J−11− 32ω−2ω−1J−11 and
P (10) =
8192
525
ω5−11−
2048
525
ω3−1J−11
+ J2−21−
13856
105
ω2−2ω
2
−11−
22528
105
ω−3ω
3
−11
−
45624
175
ω−3ω
2
−21−
2304
175
ω2−3ω−11−
134224
525
ω−4ω−2ω−11
−
60848
525
ω2−41−
2176
75
ω−5ω
2
−11−
576
175
ω−5ω−31
+
117664
175
ω−6ω−21 +
436416
175
ω−7ω−11 +
252832
175
ω−91
+
24184
1575
ω2−2J−11+
65024
1575
ω−3ω−1J−11−
150176
1575
ω−5J−11
+
152
525
ω−2ω−1J−21 +
17102
1575
ω−4J−21+
1024
315
ω2−1J−31
+
2544
175
ω−3J−31+
382
525
ω−2J−41−
1088
525
ω−1J−51.
3 Weak M(1)+-modules with Whittaker vec-
tors.
In this section, we will show Theorem 1.1. Thus, any simple M(1)+-module
with at least one Whittaker vector for ω is isomorphic to one of the simple
M(1)+-modules listed in Lemma 2.1. For a weak V -module M and w ∈ M ,
〈ω〉w denotes the set of linear span of the following elements:
ωi1 · · ·ωinw (n ∈ N, i1, . . . , in ∈ Z). (3.1)
By (2.28), an inductive argument shows the following result.
Lemma 3.1. LetM be a weakM(1)+-module and w ∈ M . Let p ∈ N, s1, . . . , sp ∈
Z>0, j ∈ Z, and i1, . . . , ip ∈ N such that ik ≤ sk for all k = 1, . . . , p. Set
e =
∑p
k=1(sk − ik). Then
Jj+eωip · · ·ωi1w ∈
∑
i≥j
〈ω〉Jiw. (3.2)
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The following result will be used to compute P
(9)
i w and P
(10)
i w, i ∈ Z, for
a Whittaker vector w in a weak M(1)+-module in the proof of Lemma 3.3.
Lemma 3.2. Let s, t ∈ Z with 2 ≤ t ≤ s. Let M be a weak M(1)+-module
and w ∈M such that ωiw = 0 for all i > s.
(1) Let p, q, i1, . . . , ip, ip+1, . . . , iq ∈ Z such that 0 ≤ p ≤ q, i1, . . . , ip ≥
0, ip+1, . . . , iq < 0, and sq ≤ i1 + · · · + iq. If p < q or there exists
l ∈ {1, . . . , p} such that il 6= s, then
ωiq · · ·ωip+1ωip · · ·ωi1w = 0. (3.3)
(2) Let p, q, i1, . . . , ip, ip+1, . . . , iq, n ∈ Z such that 0 ≤ p ≤ q, i1, . . . , ip ≥
0, ip+1, . . . , iq < 0 and set
j = n− i1 − · · · − iq + s(q − 1) + t. (3.4)
If p < q or there exists l ∈ {1, . . . , p} such that il 6∈ {t, t+1, . . . s}, then
ωiq · · ·ωip+1Jjωip · · ·ωi1w ∈
∑
i≥n+1
〈ω〉Jiw. (3.5)
Proof. We will show (2) by induction on p. The same argument shows (1).
If p = 0 and 0 = p < q, then i1, . . . , iq < 0 and hence j > n by (3.4). Thus,
(3.5) holds. Let p = 1. If i1 > s, then (3.5) clearly holds. Assume i1 ≤ s and
1 = p < q. Then, i2, . . . , iq < 0 and therefore
j = (s(q − 1)− i1) + t+ n− i2 − · · · − iq > n and
i1 + j − 1 = s(q − 1) + t + n− i2 − · · · − iq − 1 > n. (3.6)
By (2.28), we have
ωiq · · ·ωi2Jjωi1w = ωiq · · ·ωi2((−3i1 + j)Ji1+j−1 + ωi1Jj)w
∈
∑
i≥n+1
〈ω〉Jiw. (3.7)
Suppose that p = q = 1 and i1 < t. Then j = t+n− i1 > n and i1+ j− 1 =
t+ n− 1 > n. The same argument as above shows that (3.5) holds.
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Let p > 1. Suppose that there exists l ∈ {1, . . . , p} such that il > s. Since
ωil · · ·ωi1w
=
l−1∑
k=1
ωil−1 · · ·ωik+1[ωil, ωik ]ωik−1 · · ·ωi1w + ωip−1 · · ·ωi1ωilw
=
l−1∑
k=1
(il − ik)ωil−1 · · ·ωik+1ωil+ik−1ωik−1 · · ·ωi1w, (3.8)
it is sufficient to show that
ωiq · · ·ωip+1Jjωip · · ·ωil+1ωil−1 · · ·ωik+1ωil+ik−1ωik−1 · · ·ωi1w
∈
∑
i≥n+1
〈ω〉Jiw (3.9)
for all k ∈ {1, 2, . . . , l}. Let k ∈ {1, 2, . . . , l}. Since
il + ik − 1 > s+ ik − 1 > ik ≥ 0 (3.10)
and
j = (n+ s− 1)−
∑
1≤m≤q
m6=k,l
−im − (il + ik − 1) + s(q − 2) + t, (3.11)
if one of i1, . . . , ik−1, il + ik − 1, ik+1, . . . , ip is greater than s, then the left-
hand side of (3.9) is an element of
∑
i≥n+s〈ω〉Jiw ⊂
∑
i≥n+1〈ω〉Jiw by the
induction hypothesis. Suppose that i1, . . . , ik−1, il+ ik − 1, ik+1, . . . , ip are all
at most s. Since j can be written as
j = (n+ 1) +
∑
1≤m≤p
m6=k,l
(s− im) + (s− (il + ik − 1))
−
q∑
m=p+1
im + s(q − p) + t− 2, (3.12)
(3.9) holds by Lemma 3.1.
Suppose that i1, . . . , ip ≤ s. If p < q, then since
j = (n+ 1) +
p∑
k=1
(s− ik)−
q∑
k=p+1
ik + s(q − p− 1) + t− 1, (3.13)
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(3.5) holds by Lemma 3.1. If p = q and there exists l ∈ {1, . . . , p} such that
il < t, then since
j = (n+ 1) +
∑
1≤k≤p,k 6=l
(s− ik) + (t− 1− il), (3.14)
(3.5) holds by Lemma 3.1.
For p1, p2, p3 ∈ Z>0 and n ∈ Z, by using [17, (3.8.9)] we have
(ω−p1J−p21)n =
∑
i<0,j∈Z
i+j=n+1−p1−p2
(
−i− 1
p1 − 1
)(
−j − 1
p2 − 1
)
ωiJj
+
∑
i≥0,j∈Z
i+j=n+1−p1−p2
(
−i− 1
p1 − 1
)(
−j − 1
p2 − 1
)
Jjωi (3.15)
and
(ω−p1ω−p2J−p31)n
=
∑
i1<0,i2<0,j∈Z
i1+i2+j=n+1−p1−p2−p3
(
−i1 − 1
p1 − 1
)(
−i2 − 1
p2 − 1
)(
−j − 1
p3 − 1
)
ωi1ωi2Jj
+
∑
i1<0,i2≥0,j∈Z
i1+i2+j=n+1−p1−p2−p3
(
−i1 − 1
p1 − 1
)(
−i2 − 1
p2 − 1
)(
−j − 1
p3 − 1
)
ωi1Jjωi2
+
∑
i1≥0,i2<0,j∈Z
i1+i2+j=n+1−p1−p2−p3
(
−i1 − 1
p1 − 1
)(
−i2 − 1
p2 − 1
)(
−j − 1
p3 − 1
)
ωi2Jjωi1
+
∑
i1≥0,i2≥0,j∈Z
i1+i2+j=n+1−p1−p2−p3
(
−i1 − 1
p1 − 1
)(
−i2 − 1
p2 − 1
)(
−j − 1
p3 − 1
)
Jjωi2ωi1. (3.16)
The following is a key result to show Theorem 1.1.
Lemma 3.3. Let s, t ∈ Z such that 2 ≤ t ≤ s and let λ = (λt, . . . , λs) ∈
Cs−t+1 with λs 6= 0. Let M be a weak M(1)
+-module and w ∈ M such that
ωiw = λiw for i = t, . . . , s and ωiw = 0 for all i > s. Then for an arbitrary
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i ∈ Z, Jiw is an element of 〈ω〉w and therefore the submodule of M generated
by w is equal to 〈ω〉w. Moreover for i ∈ Z, we have
Jiw =


4λ2sw, if i = 2s+ 1,
0, if i > 2s+ 1, and
µiw if s+ t+ 1 ≤ i ≤ 2s+ 1
(3.17)
where µi is a polynomial in λi−s−1, . . . , λs for each i = s + t + 1, s + t +
2, . . . , 2s+ 1.
Proof. Let n ∈ Z. Applying Lemma 3.1 with p = 1, s1 = s, and j = n+s−1,
we have
Jn+2s−1−iωiw ∈
∑
j≥n+1
〈ω〉Jjw (3.18)
for i = 0, 1, . . . , s. Thus, for positive integers p1 and p2 with p1 + p2 = 5, it
follows from (3.15) that
(ω−p1J−p21)n+2s+3w ∈
∑
j≥n+1
〈ω〉Jjw. (3.19)
For i1 ∈ N and i2 ∈ Z<0, applying Lemma 3.2 (2) with q = 2, p = 1 and
t = s, we have
ωi2Jn+2s−i1−i2ωi1w ∈
∑
j≥n+1
〈ω〉Jjw. (3.20)
For i1, i2 ∈ N such that at least one of i1, i2 is not s, applying Lemma 3.2 (2)
with q = p = 2 and t = s, we have
Jn+2s−i1−i2ωi2ωi1w ∈
∑
j≥n+1
〈ω〉Jjw. (3.21)
Thus, by (3.16) we have
(ω2−1J−21− 2ω−2ω−1J)n+2s+3w
≡ (−n− 1)Jnω
2
sw − 2(−s− 1)Jnω
2
sw (mod
∑
j≥n+1
〈ω〉Jjw)
= (−n+ 2s+ 1)λ2sJnw. (3.22)
Simple weak modules and Whittaker vectors 16
It follows from (3.19) and (3.22) that
0 =
1
16
P
(9)
n+2s+3w ≡ (−n + 2s+ 1)λ
2
sJnw (mod
∑
j≥n+1
〈ω〉Jjw). (3.23)
Since M(1)+ is simple by [8, Theorem 4.4], it follows from [7, Proposition
11.9] that there exists m ∈ Z such that Jmw 6= 0 and Jjw = 0 for all j > m.
By (3.23) we have m = 2s+ 1. By (2.28) and (3.23), an inductive argument
shows
Jnw ∈ 〈ω〉J2s+1w (3.24)
for all n ∈ Z. Applying the same argument as above, by (2.29) and Lemma
3.2 we have
(J2−21)5s+4w =
∑
i<0,j∈Z
i+j=5s+1
(−i− 1)(−j − 1)JiJjw +
∑
i≥0,j∈Z
i+j=5s+1
(−i− 1)(−j − 1)JjJiw
=
2s+1∑
i=0
∑
j∈Z
i+j=5s+1
(−i− 1)(−j − 1)([Jj, Ji] + JiJj)w
= 0 (3.25)
and
0 = P
(10)
5s+4w = (
8192
525
ω5−11−
2048
525
ω3−1J−11)5s+4w =
2048
525
(4λ5s − λ
3
sJ2s+1)w.
(3.26)
Thus
J2s+1w = 4λ
2
sw (3.27)
and therefore Jnw ∈ 〈ω〉w for all n ∈ Z by (3.24).
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Applying the same argument as above, by Lemma 3.2 (2) we have
0 =
1
16
P
(9)
3s+t+4w = (ω
2
−1J−21− 2ω−2ω−1J)3s+t+4w
=
∑
j∈Z
∑
t≤i1,i2≤s,
i1+i2+j=s+t+(2s+1)
(−j + 2i1 + 1)Jjωi1ωi2w
=
2s+1∑
j=s+t+1
∑
t≤i1,i2≤s,
i1+i2+j=3s+t+1
(−j + 2i1 + 1)Jjλi1λi2w
= (s− t)Js+t+1λ
2
sw +
2s+1∑
j=s+t+2
∑
t≤i1,i2≤s,
i1+i2+j=3s+t+1
(−j + 2i1 + 1)Jjλi1λi2w.
(3.28)
An inductive argument on t = s, s − 1, . . . shows that for each i ∈ {s + t +
1, s+ t + 2 . . . , 2s+ 1}, µi is a polynomial in λi−s−1, . . . , λs.
Now we give a proof of Theorem 1.1.
(Proof of Theorem 1.1). Let s ∈ Z with s ≥ 2 and λ = (λ⌊s/2⌋+1, λ⌊s/2⌋+2, . . . , λs) ∈
Cs−⌊s/2⌋−1 × C×. Taking a quotient space of the tensor algebra of M(1)+ ⊗
C[t, t−1] by the two sided ideal generated by the Borcherds identity, J⊗ti (i >
2s+ 1), ω ⊗ ti (i > s), and ω ⊗ ti − λi(1⊗ 1) (⌊s/2⌋+ 1 ≤ i ≤ s), we obtain
a pair (N, v) of a weak M(1)+-module N and a Whittaker vector v ∈ N of
type λ such that YN(J, x)v ∈ x
−2s−2N [[x]] with the following universal prop-
erty: for any pair (U, u) of a weak M(1)+-module U and a Whittaker vector
u ∈ U of type λ such that YU(J, x)u ∈ x
−2s−2U [[x]], there exists a unique
weak M(1)+-module homomorphism N → U which maps v to u. By Lem-
mas 2.1 and 3.3, we have N = 〈ω〉v 6= 0, namely, N is a Whittaker module
for the Virasoro algebra in the sense of [20, 21], and therefore N is a simple
module for the Virasoro algebra by [21, Corollary 4.2] and [20, Theorem 7].
In particular, N is a simple weak M(1)+-module.
Let M be a non-zero weak M(1)+-module generated by a Whittaker vec-
tor w of type λ for ω. By (3.17), M is isomorphic to a quotient weak module
of N and, moreover, N ∼= M since N is simple. Thus, M is simple and
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by the last statement in Lemma 2.1, M is isomorphic to one of the weak
M(1)+-modules listed in (1) and (2). Since any Whittaker vector of type λ
for ω in M is a non-zero scalar multiple of w by [21, Proposition 3.2] and
[12, Theorem 2.3], the proof is complete.
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