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Resumen 
La computación en la nube es indudablemente una de las innovaciones tecnológicas más 
importantes que han aparecido en este siglo. No es útil solamente para organizaciones o 
empresas, sino que gracias a la aparición de ordenadores y dispositivos móviles con acceso 
Internet, la computación en la nube se ha convertido en algo que aparece en el día a día de 
todas las personas de nuestra sociedad. Las ventajas que nos ofrece son prácticamente  
innumerables 
 
Sin embargo, con la aparición de nuevas tecnologías, como el 5G, aparecen un nuevo 
conjunto de servicios que tienen unos requerimientos (en términos de ancho de banda, 
latencia, disponibilidad…) muy exigentes, y que hoy en día, las infraestructuras de 
computación en la nube que conocemos, tendrían muy complicado entregar (debido que para 
poder satisfacer esta gran variedad de requisitos, se hace insostenible desde un punto de vista 
económico para el proveedor de servicios en la nube).  
 
Por este motivo, en los últimos años ha cobrado importancia la idea de la federación de 
proveedores de servicios en la nube o cloud, a través de la cual se puede lograr a alcanzar 
una computación federada en la nube (Federated cloud computing). Por lo tanto, la 
federación de proveedores cloud es un conjunto de proveedores que trabajan juntos en una 
federación. Esto es, cuando un proveedor cloud recibe un servicio y, o bien no tiene recursos 
disponibles en ese momento, o con sus recursos no puede satisfacer los requisitos de ese 
servicio, el proveedor cloud puede federar el servicio a otro proveedor (que se encuentre 
dentro de la federación) en el cual sí se pueda desplegar. Por lo tanto, el cliente desconoce 
que finalmente el servicio que había solicitado se está ejecutando en un proveedor distinto 
al que había acudido. Justamente, este ejemplo se conoce como SlaaS (Slice-as-a-Service), 
en el cual un proveedor puede ofrecer a otro un segmento de su red virtual dedicada, el cual 
posee unos recursos determinados que permiten una funcionalidad o servicio específico. Este 
segmento de red es lo que se conoce como una network slice. 
 
Con el fin de analizar desde un punto de vista técnico y económico este tipo de sistemas y 
sus servicios, en este Trabajo Fin de Máster se realizan dos estudios. Por un lado, se plantea 
un estudio analítico que  establece una relación entre las principales variables involucradas 
en la provisión de segmentos de red en una federación de proveedores cloud con el fin de 
garantizar la sostenibilidad del sistema. Por otro lado, se propone un estudio experimental 
realizado a través de una herramienta desarrollada en MATLAB. Dicho análisis se realiza a 
través de distintas simulaciones variando ciertos parámetros del sistema para estudiar cómo 
estos cambios afectan a su rentabilidad. 
 
 
Palabras clave 
Cloud, federación, segmento de red, SlaaS, proveedor cloud, 5G, computación en la nube, 
beneficios, ingresos, costes 
  
  
Abstract 
Cloud computing is definitely one of the most important technological innovations that 
emerged in this century. This technology is not only suitable for big organizations or 
companies, but also, thanks to the appearance of computers and phones with Internet access, 
cloud computing has become in an essential element for everybody in our society. The cloud 
computing advantages are practically countless. 
 
Nevertheless, in recent years new technologies arose, such as 5G, which bring a new set of 
services with very demanding requirements (in terms of bandwidth, latency, availability…). 
Cloud computing infrastructures that currently exist do not have any opportunity of satisfy 
the wide range of requirements (mainly because of satisfying all these specifications, for a 
single cloud provider, is totally unaffordable from an economic point of view). 
 
For this reason, lately the idea of a cloud providers federation has become important. 
Through this federation, a federated cloud computing can be achieved. Therefore, a cloud 
providers federation is a set of cloud providers that work together in a federation. This is, 
when a cloud provider receives a service and it cannot deploy it in its infrastructure (because 
of all its resources are occupied), it can federate this service to another cloud provider (this 
provider must be part of the federation). Hence the client ignores that the service that requires 
is deployed in a different provider. This case is known as SlaaS (Slice-as-a-Service), in 
which a provider can offer to another provider of its federation a slice of his network. This 
network slice have specific resources that allow a specific functionality. 
 
With the purpose of analyzing from a techno-economic point of view these kind of systems, 
two studies have been developed in this Master Thesis. First, an analytical study is exposed. 
This analysis establishes a relation between the main variables involved in the provision of 
network slices in a cloud providers federation, in order to guarantee the sustainability of the 
system. Second, an experimental study is carried out through a tool developed in MATLAB. 
This analysis is performed through different simulations by varying certain system 
parameters to study how these changes affect their profitability.  
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1 Introducción 
1.1 Motivación 
La computación en la nube es, sin lugar a dudas, una de las innovaciones tecnológicas más 
importantes que han surgido en los últimos años. Desde su aparición, no han parado de surgir 
nuevos servicios que pueden ser desplegados en la nube y, con ello, el número de usuarios 
de este tipo de topología ha aumentado exponencialmente. La computación en la nube se ha 
convertido en una necesidad no sólo para organizaciones o empresas, sino que, gracias a la 
llegada de los dispositivos móviles con acceso a Internet, su uso es indispensable para 
muchas personas en la realización de sus actividades cotidianas. Esto es debido a que ofrece 
un abanico enorme de ventajas [1]: permite ejecutar programas sin instalarlos en nuestros 
dispositivos, permite almacenar y acceder a contenido multimedia a través de Internet sin la 
necesidad de tenerlo almacenado localmente en el dispositivo, permite desarrollar y probar 
programas sin tener servidores propios, etc. Gracias a todas estas facilidades, la computación 
en la nube se ha convertido en un elemento imprescindible en, prácticamente, todas las 
actividades de nuestro día a día.  
 
Por otro lado, ha aparecido una nueva tecnología que está empezando a afectar en gran 
medida a la computación en la nube. Este tipo de tecnología es la quinta generación de 
tecnologías de telefonía móvil, más conocido como el 5G. Esta nueva generación promete 
tener un ancho de banda entre 10 y 20 veces más rápido que las conexiones móviles que 
conocemos actualmente. De igual manera, también promete mejorar sustancialmente otros 
KPIs [2], como la latencia, disponibilidad… Por este motivo, está apareciendo un nuevo 
conjunto de servicios que tienen unos requisitos muy exigentes, los cuales las 
infraestructuras cloud actuales tienen muy difícil satisfacer [3] (debido a que satisfacer esta 
gran variedad de requerimientos se hace insostenible desde un punto de vista económico 
para el proveedor de servicios en la nube). 
 
Por este motivo, en los últimos años ha cobrado importancia la idea de la federación de 
proveedores de servicios en la nube o cloud, a través de la cual se puede alcanzar una 
computación federada en la nube (Federated cloud computing) [4]. Por lo tanto, la federación 
de proveedores cloud es un conjunto de proveedores que trabajan juntos en una federación. 
Esto es, cuando un proveedor cloud recibe un servicio y, o bien no tiene recursos disponibles 
en ese momento, o con sus recursos no puede satisfacer los requisitos de ese servicio, el 
proveedor cloud puede federar el servicio a otro proveedor (que se encuentre dentro de la 
federación) en el cual sí se pueda desplegar. En consecuencia, el cliente desconoce que 
finalmente el servicio que había solicitado se está ejecutando en un proveedor distinto al que 
había acudido. Justamente, este ejemplo se conoce como SlaaS (Slice-as-a-Service) [5], en el 
cual un proveedor puede ofrecer a otro un segmento de su red virtual dedicada, el cual posee 
unos recursos determinados que permiten una funcionalidad o servicio específico. Este 
segmento de red es lo que se conoce como una network slice. 
 
Este Trabajo Fin de Máster va a proporcionar un primer análisis desde un punto de vista 
técnico y económico de este sistema de federación de computación en la nube y del nuevo 
modelo SlaaS. A través de estudios analíticos y experimentales, se desea obtener cierta 
información sobre la rentabilidad y sostenibilidad de estos sistemas. 
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1.2  Objetivos 
El objetivo final de este Trabajo Fin de Máster es el análisis tecno-económico de una 
federación de proveedores cloud para la provisión de SlaaS (Slice-as-a-Service). Para 
lograrlo, se plantean dos tipos de estudio. Un estudio analítico que pretende proporcionar 
una visión teórica acerca de la rentabilidad y sostenibilidad del sistema, y un estudio 
experimental a través de la creación de una herramienta en MATLAB que permite llevar a 
cabo simulaciones. 
 
Para lograr este objetivo final, se deben alcanzar los siguientes hitos parciales: 
 Comprensión de la federación de proveedores cloud (arquitecturas, metodología…) 
 Familiarización con el modelo SlaaS (Slice-as-a-Service) 
 Estudio entre los principales proveedores cloud con el objetivo de fijar un ingreso 
parecido al precio actual. 
 Estudio entre los principales proveedores de infraestructura hardware para modelar 
los costes con precios reales del mercado. 
 Desarrollo de un análisis para obtener una visión teórica del problema. 
 Desarrollo de una herramienta (en MATLAB) que permita realizar simulaciones de 
llegadas de servicios en una infraestructura cloud. 
 Realización de varias simulaciones, variando el número de servicios y sus 
requisitos, la cantidad de recursos en el proveedor y en la federación, etc. 
 Extracción de resultados y conclusiones del estudio analítico y del estudio 
experimental (de las simulaciones). 
 
1.3  Organización de la memoria 
La memoria consta de los siguientes capítulos: 
 
 Introducción: como se acaba de leer, en esta sección se exponen la motivación, los 
objetivos del proyecto, y la organización de esta memoria. 
 
 Estado del arte: a lo largo de este capítulo se expone una base teórica que anima a la 
realización de este proyecto. Se presentan las principales ideas de la computación en 
la nube, la nueva tecnología 5G y la idea de una federación de proveedores cloud, 
llamada computación federada en la nube. 
 
 Diseño: en esta sección se explica el diseño previo que se realizó de los dos estudios 
realizados en este proyecto. Por un lado, se explica la arquitectura cloud tomada como 
referencia y el proceso diseñado, y por otro lado, se explica la metodología adoptada. 
 
 Desarrollo: a lo largo de este capítulo se expone el desarrollo de los dos estudios 
realizados en este Trabajo Fin de Máster: el estudio analítico y el estudio 
experimental. 
 
 Integración, pruebas y resultados: en esta sección se exponen todas las simulaciones 
realizadas en el estudio experimental y las gráficas resultantes. Estas pruebas se 
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realizaron desde tres puntos de vista distintos: proveedor cloud de la entrada, 
proveedor cloud federado, y federación de proveedores cloud. 
 
 Conclusiones y trabajo futuro: en esta última sección se exponen las conclusiones 
finales de este Trabajo Fin de Máster, a la vez que se presentan las posibles líneas de 
trabajo a las que se las puede dar continuidad. 
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2 Estado del arte 
2.1 Introducción 
En este capítulo se presenta la base teórica que motiva y apoya la realización de este Trabajo 
Fin de Máster. En primer lugar se exponen el concepto y las principales ideas de la 
computación en la nube, caracterizando los servicios que ofrece, los tipos de cloud que 
existen y sus beneficios. En segundo lugar, se sintetizan las principales características de la 
quinta generación de redes móviles, comúnmente conocida como 5G, ahondando en el 
asunto de cómo afecta la aparición de esta tecnología a la computación en la nube. Por último 
se estudiará el hecho de cómo el 5G obliga a los proveedores de servicios cloud a unirse en 
una federación y el servicio que se dan entre sí, el servicio SlaaS (Slice-as-a-Service). 
 
2.2 Cloud Computing 
La computación en la nube es la entrega de servicios bajo demanda a través de Internet, es 
decir, es el conjunto de procedimientos que permiten proporcionar recursos y capacidades 
de procesamiento escalables a múltiples clientes a través de Internet. Al igual que las nubes 
reales podemos decir que son una colección de moléculas de agua, el término cloud (en el 
contexto de computación en la nube) hace referencia a una colección de redes informáticas 
interconectadas.  
 
En vez de tener que configurar su propia infraestructura física, cualquier usuario puede 
ejecutar procesos, desarrollar y almacenar datos desde su ordenador sin tener necesariamente 
esa información/software almacenado en su dispositivo [6]. El usuario puede beneficiarse de 
todos los servicios de la computación en la nube siempre que lo solicite, y pagará sólo por 
aquellos que haya utilizado. Cuando un usuario ejecuta una aplicación o un servicio en la 
nube, dicho procedimiento se desplegará en los servidores del proveedor de servicios cloud, 
por lo que no es necesario tener siquiera la aplicación almacenada en el ordenador del 
usuario, desde ahí solo se realizará la solicitud. Es por esto que los requisitos tanto hardware 
como software desaparecen para el usuario; lo único que necesitará será un navegador web. 
 
Tal y como se puede observar en la figura 2-1, se diferencian tres componentes dentro de la 
arquitectura de cloud computing: 
 Ordenadores de los usuarios: los usuarios finales interactúan con la nube a través de 
sus ordenadores y, como ya se ha comentado, los únicos requisitos que deben tener 
es conexión a Internet y un navegador web. 
 
 Servidores distribuidos: son los servidores que ofrece el proveedor de servicios cloud 
con el fin de que los usuarios los pueden utilizar para lo que deseen. Debido a que 
aquí será donde se desplieguen los servicios, estas máquinas sí deben tener todos los 
requisitos necesarios para que se realice correctamente. Estos servidores están 
distribuidos físicamente en distintos sitios, pero actúan como uno. 
 
 Centros de datos: al igual que los servidores sirven para procesar y ejecutar lo que 
los clientes quieran, los centros de datos sirven para almacenar. 
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Figura 2-1: Arquitectura cloud 
Dentro de todas las ventajas que ofrece la computación en la nube, destacan [7]: 
 
 Eficiencia/Reducción de costes: usando la infraestructura de la nube, el usuario no 
se tiene que gastar grandes cantidades de dinero en comprar y mantener equipos. Esto 
reduce drásticamente los costes, ya que no se tiene que invertir en hardware, 
mantenimiento, instalaciones o construir un centro de datos. De hecho, no hace falta 
ni grandes equipos para manejar las operaciones, porque se desplegarán en otro 
servidor. 
 
 Seguridad: una de las principales preocupaciones de empresas y particulares es la 
seguridad de su información. La computación en la nube ofrece muchas funciones 
avanzadas que garantizan que los datos se almacenan y manejen de forma segura. 
 
 Escalabilidad: las soluciones basadas en la nube son ideales para empresas o 
particulares con demandas de ancho de banda que pueden fluctuar. Si por ejemplo se 
tiene un negocio, y sus demandas aumentan, se puede ampliar fácilmente su 
capacidad sin tener que cambiar la infraestructura. Además, esta escalabilidad 
minimiza los riesgos asociados con los problemas operativos internos y el 
mantenimiento. 
 
 Movilidad: los recursos en la nube se pueden almacenar, recuperar, recuperar o 
procesar fácilmente con solo un par de clics. Los usuarios pueden obtener acceso a 
sus datos sobre la marcha, las 24 horas, los 7 días de la semana, a través de los 
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dispositivos que elijan, en cualquier rincón del mundo, siempre y cuando permanezca 
conectado a Internet. 
 
 Recuperación de datos: la pérdida de información es una de las preocupaciones más 
importantes para todas las personas o empresas. Almacenar los datos en la nube 
garantiza que los datos siempre van a estar disponibles, incluso si los equipos locales 
con los que se suele trabajar están dañados. Los servicios basados en la nube 
proporcionan una recuperación rápida de datos para todo tipo de escenarios, desde 
desastres naturales hasta cortes de energía. 
 
 Control: la nube permite tener un control total sobre los datos. Se puede decidir 
fácilmente qué usuarios tienen qué nivel de acceso a qué datos.  
 
2.2.1 Servicios del cloud computing 
Actualmente nos encontramos en un escenario en el que el número de servicios en la nube 
aumenta diariamente. Todos los días aparecen nuevas funcionalidades, nuevas aplicaciones 
que hasta ahora se hacían en el ordenador local de los usuarios y que se trasladan a la nube. 
Por lo tanto, resulta imposible hablar de todos los servicios en la nube.  
 
Sin embargo, lo que sí se han definido son agrupaciones de servicios que dependen 
directamente del grado de libertad (en términos de administración) que se le otorga al cliente 
en la nube. Existen servicios que simplemente sirven para almacenar archivos, y servicios 
que te permiten gestionar tu propia infraestructura, pudiendo instalar o actualizar lo que se 
desee. 
 
Dichos tipos de servicios son los siguientes [8]: 
 
 Software-as-a-Service (SaaS): representan el mercado de computación en la nube 
más importante. SaaS usa los navegadores web para entregar aplicaciones que son 
administradas por un proveedor externo. Debido a esto, se elimina la necesidad de 
instalar y ejecutar aplicaciones en los ordenadores de los usuarios. También supone 
una ventaja para numerosas empresas, ya que se simplifica mucho su mantenimiento 
y soporte. Todo puede estar administrado por proveedores: aplicaciones, tiempo de 
ejecución, datos, SSOO, virtualización, etc. 
 
 Platform-as-a-Service (PaaS): este tipo de servicios ofrecen un entorno de trabajo 
sobre el que los desarrolladores puedan crear y personalizar sus aplicaciones. Gracias 
a PaaS, el desarrollo, las pruebas y la implementación se convierten en procesos 
mucho más rápidos, simples y rentables. De esta manera, se consigue que toda la 
administración de sistemas operativos, servidores y almacenamiento, sea realizado 
por un proveedor externo. Mientras que los usuarios finales (los desarrolladores), 
sólo se tengan que preocupar de sus aplicaciones.  
 
 Infrastructure-as-a-Service (IaaS): este tipo de servicios son modelos de autoservicio 
para acceder, monitorizar y administrar infraestructuras de centros remotos. En lugar 
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de tener que comprar el hardware directamente, los usuarios pueden contratar un IaaS 
en función de su consumo, al igual que se hace con la electricidad o el agua. En 
comparación con SaaS y PaaS, los usuarios de IaaS son los responsables de 
administrar sus aplicaciones, datos, middleware, sistemas operativos… Por lo tanto, 
lo que se obtiene es la infraestructura sobre la cual instalar cualquier plataforma que 
se desee. 
 
2.2.2 Tipos de cloud en cloud computing 
Al igual que se pueden clasificar los servicios que se despliegan en la computación en la 
nube, también se pueden clasificar los distintos tipos de cloud. Dependiendo del carácter de 
los datos con los que se trabajen, los usuarios deberán decidir usar cloud pública, privada o 
híbrida. De esta manera, se tienen distintos niveles de seguridad y de gestión. En 
consecuencia, se tienen tres tipos de cloud [9]: 
 
 Cloud pública: es la forma más común de implementar la computación en la nube. 
Los recursos de la nube son y están administrados por un proveedor de servicios 
cloud. En este tipo de cloud, todos los usuarios comparten el mismo hardware, 
almacenamiento y dispositivos de red. 
 
 Cloud privada: consiste en un tipo de infraestructura cloud en la cual todos los 
recursos informáticos son exclusivamente utilizados por sólo una empresa u 
organización, es decir, tanto los servicios y la infraestructura siempre se mantienen 
en una red privada y tanto hardware como software se dedican solamente a una 
organización. De esta manera, una nube privada puede facilitar que una empresa 
personalice sus recursos para cumplir con unos requisitos específicos. Este tipo de 
cloud a menudo es utilizado por agencias gubernamentales, instituciones financieras 
o cualquier otra organización de tamaño mediano o grande con operaciones críticas 
para el negocio que buscan un mayor control sobre su entorno. La nube privada puede 
estar físicamente ubicada tanto en la propia organización como en otro lugar.  
 
 Cloud híbrida: las nubes híbridas combinan infraestructura local o nubes privadas 
con nubes públicas para que el usuario puede aprovechar las ventajas de las dos 
tipologías. En este tipo de cloud, los datos y las aplicaciones pueden moverse entre 
nubes públicas y privadas con el fin de conseguir una mayor flexibilidad y más 
opciones de implementación. Normalmente, las empresas utilizan la nube pública 
para necesidades de alto volumen y menor seguridad, y la nube privada para 
operaciones sensibles y críticas para el negocio.  
 
Por todos estos motivos, el cloud computing se ha convertido en una de las innovaciones 
tecnológicas más importantes de los últimos años. Se ha convertido en una herramienta 
imprescindible tanto para particulares como empresas, que lo utilizan constantemente en 
muchas de las actividades que realizan diariamente.  
 
  11 
Sin embargo, ante nosotros se presenta un escenario totalmente nuevo. En los siguientes 
años y de manera progresiva, la nueva tecnología 5G irá creciendo y el entorno actual de la 
computación en la nube cambiará por completo. 
 
2.3 Tecnología 5G 
El 5G es la quinta generación de la tecnología de redes móviles que permitirá aumentar el 
ancho de banda, el número de dispositivos conectados a la red, la disponibilidad, disminuir 
la latencia…  Comúnmente se suele decir que más que la invención de un nuevo acceso 
radio, el 5G es la integración de técnicas, escenarios y casos de uso.  
A lo largo de los últimos años, se han dado varios escenarios que han acelerado la llegada 
de esta nueva tecnología [10]: 
 El tráfico de datos está aumentando diariamente y a un ritmo cada vez mayor, sobre 
todo en la transmisión de vídeo. 
 Cada usuario tiene un número cada vez más alto de conexiones a Internet. 
 La aparición del Internet de las cosas (IoT, Internet of Things) requerirá que la red 
sea capaz de gestionar billones de dispositivos conectados a la red. 
 Con este número cada vez mayor de móviles y este incremento del tráfico de datos, 
tanto las redes como los móviles necesitan aumentar la eficiencia energética. 
 La tecnología de comunicación móvil puede habilitar nuevos casos de uso (como por 
ejemplo, casos de latencia ultra baja o alta confiabilidad) y nuevas aplicaciones para 
muchos sectores, abriendo nuevas fuente de ingresos también para los operadores. 
En lo referido a las ventajas que nos entregará el 5G, es difícil hablar de números específicos 
de ancho de banda, latencia o conectividad, debido a que dependiendo del escenario y de sus 
condiciones, estos números pueden variar mucho. Lo que sí se ha realizado es una 
comparación de algunos requisitos técnicos, entre su valor actual con el 4G y a lo que se va 
a alcanzar gracias al 5G [11]:  
 Volumen datos móviles 1000 veces mayor. 
 Velocidad de datos de usuario (ancho de banda) de 10 a 100 veces mayor. 
 Entre 10 y 100 veces más de dispositivos conectados al mismo tiempo en la misma 
cell. 
 Baterías 10 veces más duraderas en dispositivos de baja potencia. 
 Latencia de extremo a extremo 5 veces menor. 
Gracias a todas estas mejoras, esta tecnología ofrece a los operadores de red el potencial de 
ofrecer nuevos servicios a un nuevo mercado de usuarios. De hecho la ITU (International 
Telecommunication Union) ha clasificado los nuevos servicios 5G en tres categorías 
principales [12]: 
 Enhanced Mobile Broad Band (eMBB): servicios de ancho de banda mejorada, es 
decir, servicios que necesitan velocidades de datos enormemente elevadas, una 
capacidad del tráfico muy alta para escenarios de puntos críticos.  
 
 Massive Machine-Type Communications (mMTC): servicios de comunicaciones de 
dispositivos masivas, es decir, servicios que requieren un bajo consumo de energía y 
bajas velocidades de datos para un gran número de dispositivos conectados. 
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 Ultra-Reliable and Low Latency Communications (URLLC): servicios de 
comunicaciones muy seguros y de latencia muy baja, es decir, servicios que no 
puedan quedarse sin conexión nunca (por una cuestión de seguridad) y sin sufrir 
ningún retardo. 
 
2.3.1 Nuevo escenario para la computación en la nube 
Sin lugar a dudas, todo el entorno de computación en la nube que conocemos hoy en día 
cambiará por completo cuando el 5G aparezca. Tener la posibilidad de contar con una 
conexión a Internet del orden de 100 veces más rápida, con mayor disponibilidad y 
prácticamente sin latencia, proporciona un escenario para los servicios y aplicaciones en la 
nube sin precedentes.  
 
Como ya se ha comentado anteriormente, todos los servicios que nos ofrece la nube 
dependen totalmente de la conexión a Internet, por lo que cuando esta conexión esté al nivel 
que permite el 5G, se va a producir un cambio de paradigma. Con la aparición de esta nueva 
tecnología, todas las personas que tengan cierta reticencia a usar algún servicio cloud debido 
a que tarda mucho en desplegarlo/descargarlo, cambiarán de opinión. En un futuro no tan 
lejano, ni empresas ni particulares tendrán la necesidad de disponer de memorias, discos 
duros o servidores para el almacenamiento de datos o el uso de aplicaciones. Todo se llevará 
a la nube por todos los motivos que se ya han explicado y por un motivo más que viene de 
la mano de la nueva tecnología 5G: que los servicios cloud serán muchos más rápidos que 
cualquier infraestructura local o de oficina. 
 
Por lo tanto, en los próximos años aparecerán nuevos servicios en la nube (o se actualizarán 
los actuales) que tendrán unos requisitos técnicos muy altos, muy por encima de los 
requisitos técnicos que tienen los actuales servicios cloud (confiabilidad, disponibilidad, 
ancho de banda muy altos, latencia muy baja, etc.). Con la infraestructura que tienen hoy en 
día los proveedores de servicios cloud (tanto hardware como software), será imposible 
alcanzar los requerimientos que los nuevos servicios necesitarán. De igual manera, este 
problema no se solucionará invirtiendo en nueva infraestructura, debido a que la cantidad de 
usuarios que se espera se conecten a la nube (cada uno solicitando servicios con requisitos 
técnicos muy exigentes) va a ser muy alta y se hará inviable desde un punto de vista de 
rentabilidad para el proveedor de servicios cloud. 
 
Por este motivo, últimamente ha cobrado importancia la idea de la federación de proveedores 
de servicios en la nube, a través de la cual se puede lograr a alcanzar una computación 
federada en la nube (Federated Cloud Computing). 
 
2.4 Federated Cloud Computing 
Una federación en la nube (Cloud federation) consiste en la interconexión de los entornos 
informáticos en la nube de dos o más proveedores de servicios cloud con el fin de equilibrar 
el tráfico de carga y satisfacer los picos de demanda, es decir, es un conjunto de proveedores 
de la nube que trabajan juntos en una federación. La federación en la nube requiere que un 
proveedor alquile o venda al por mayor recursos informáticos a otro proveedor de servicios 
cloud. Dicha infraestructura se convierte en una extensión temporal o permanente del 
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entorno de computación en la nube del comprador, dependiendo del acuerdo de federación 
que exista entre estos proveedores. 
 
En la figura 2-2 se puede observar un caso típico de computación federada en la nube: 
 
Figura 2-2: Caso típico de computación federada en la nube 
1. El proveedor de servicios cloud A recibe una petición de que un cliente desea recibir 
un servicio. 
2. El proveedor A observa los requisitos que necesita ese servicio para ser desplegado 
y comprueba si él tiene disponible esos recursos. 
3. Al tener todos sus recursos ocupados, decide federar este servicio al proveedor de 
servicios cloud B, con el que trabaja juntos en una federación en la nube. 
4. El proveedor B recibe el servicio, comprueba que sí tiene disponible esa 
infraestructura, y despliega el servicio en sus recursos. 
5. El proveedor B entrega el servicio al proveedor A. 
6. El proveedor A entrega el servicio al cliente. 
Nótese que en ningún momento el cliente sabe que su servicio no ha sido desplegado en la 
infraestructura del proveedor al que se lo había pedido. Para él, es indiferente si el servicio 
se despliega en un proveedor o en otro, debido que al cliente lo que realmente le importa es 
que se le entregue el servicio que había solicitado. 
 
Principalmente, la federación en la nube ofrece dos ventajas sustanciales que le convierten 
en una opción muy a tener en cuenta por parte de los proveedores de servicios cloud: 
 
 Permite obtener ingresos adicionales por los recursos informáticos que se alquilen, 
que de otro modo estarían sin utilizarse. 
 Permite a los proveedores de la nube expandir su negocio y acomodar picos 
repentinos en la demanda, sin tener la necesidad de desechar algún servicio que no 
puedan realizar por falta de recursos. 
  14 
 
2.4.1 Slice-as-a-Service 
Por lo tanto, todo este sistema de la federación estará compuesto por proveedores que tendrán 
sus redes segmentadas, con el fin de poder prestar estos segmentos de red (network slices) a 
otros proveedores. Este es lo que se conoce como Network Slicing o segmentación de la red, 
mientras que el servicio de prestar segmentos de la red se denomina Slice-as-a-Service 
(SlaaS). 
 
El concepto de Network Slicing está cogiendo cada vez más importancia en el entorno de los 
operadores de redes móviles, y se espera que sea una pieza clave en el asentamiento de la 
tecnología 5G. La segmentación de la red permitirá a los operados móviles manejar y operar 
múltiples redes virtuales sobre una infraestructura de red física común, es decir, permitirá 
ofrecer redes virtuales a través de la misma red móvil física utilizada por las demás personas, 
mejorando su rendimiento en términos de capacidad, ancho de banda, latencia y 
disponibilidad. 
 
En consecuencia, y tomando esta idea en nuestra federación, ésta estará compuesta por un 
conjunto de múltiples proveedores de servicios cloud, los cuales podrán ofrecerse entre ellos 
segmentos de sus redes virtuales dedicadas. Dichos segmentos de red poseen unos recursos 
estimados determinados que permiten una funcionalidad o servicio específico. Este servicio 
es el que se conoce como SlaaS. 
 
2.4.2 Federated Cloud Computing con 5G 
Después de explicar en qué consiste la computación federada en la nube y retomando el tema 
de la importancia que tendrá con la nueva tecnología 5G, se hace fácil imaginar el por qué. 
Los proveedores de servicios cloud no podrán desplegar por sí mismos (con sus recursos) 
todos los servicios que reciben, ya que el disponer de toda esa infraestructura es algo, 
económicamente hablando, insostenible. En lugar de eso, los proveedores de servicios cloud 
se unirán y formarán una federación, con el fin de que todas las demandas de servicios que 
reciba la federación puedan ser entregados. 
 
Pensando un poco más en un futuro no tan lejano, se espera que cada proveedor se 
especialice en desplegar servicios que cumplan necesidades comunes. Tal y como se ha visto 
antes, hay servicios que demandan un ancho de banda muy alto (eMBB), servicios que serán 
solicitados por muchos dispositivos a la vez (mMTC) y servicios que demandan una latencia 
muy baja y una disponibilidad muy alta (URLLC). Por lo tanto, se espera que cada proveedor 
de la federación obtenga recursos que estén especializados en uno de estos servicios con el 
fin de que no todos los servicios pueden ser desplegados en todos los proveedores, pero sí 
en toda la federación. En consecuencia, aunque un cliente solicite un servicio eMBB a un 
proveedor que está especializado en servicios URLLC, pueda ser entregado correctamente. 
 
 
2.5 Conclusiones 
Como se ha observado con todo lo explicado en este capítulo, el escenario de la computación 
en la nube cambiará drásticamente con la aparición de la nueva tecnología 5G. Los requisitos 
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que tendrán que satisfacer los servicios en la nube serán tan exigentes que sólo se alcanzarán 
si los proveedores de servicios cloud trabajan juntos, como una federación, 
proporcionándose entre sí segmentos de sus redes como servicio (SlaaS). 
 
En consecuencia, este Trabajo Fin de Máster proporciona una primera aproximación sobre 
la economía de una federación de proveedores de servicio cloud a través de estudios tanto 
analíticos como experimentales, con el fin de obtener cierta orientación sobre la rentabilidad 
y la sostenibilidad de este tipo de sistemas. 
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3 Diseño 
3.1 Introducción 
En esta sección se explica cómo ha sido el diseño de los dos estudios que se han desarrollado 
en este Trabajo Fin de Máster. En primer lugar, se explica la arquitectura cloud de la 
federación que se tomará como referencia para realizar los análisis, y el proceso que se 
realiza desde que un proveedor recibe la solicitud de un servicio y su posterior despliegue. 
En segundo lugar se explica la metodología adoptada en estos estudios, como la 
caracterización de ingresos, costes, servicios, etc. 
 
3.2 Arquitectura de la federación de proveedores cloud 
Tanto el estudio analítico como el estudio experimental están basados en una arquitectura 
cloud como la que se observa en la siguiente figura. 
 
Figura 3-1: Arquitectura de la federación de proveedores cloud 
En este diagrama se diferencian varios actores principales: 
 
- Cliente: solicita un servicio a un proveedor de servicios cloud. Dicho cliente puede 
ser, desde una persona particular, hasta una empresa que entregue servicios a sus 
clientes y quiere desplegarlos en la nube.  
 
- Proveedor cloud de la entrada: este es el proveedor de la federación que recibe el 
servicio desde el exterior. 
 
- Federación de proveedores cloud: compuesta por los demás proveedores de servicios 
cloud, los cuales pueden recibir el servicio si el proveedor de la entrada desea 
federarlo. 
El proceso que se sigue en los estudios desarrollados es siempre el mismo: un cliente solicita 
un servicio a un proveedor de servicios cloud, el cual está dentro de una federación de 
proveedores. Por lo tanto, este cliente lo que solicita son unos recursos específicos para 
desplegar algo, por lo que realmente solicita es una slice, un segmento de red. Este proveedor 
de la entrada observa los requisitos que tiene que satisfacer para poder desplegar este servicio 
en su infraestructura (en términos de recursos, cuántas CPUs va a necesitar para poder 
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realizarlo) y al observar su propia infraestructura existen dos opciones. Por un lado, que sí 
tenga disponibilidad y pueda desplegar el servicio. De esta manera, el proveedor cloud 
recibiría el servicio, lo despliega y se lo entrega al cliente. Por otro lado, si no tiene esa 
disponibilidad, debe ceder el servicio a la federación. En esta situación, el proveedor de la 
entrada recibiría el servicio, se lo entregaría a la federación, se desplegaría en algún 
proveedor cloud de la federación, éste se lo entregaría al proveedor de la entrada y por 
último, se entregaría al cliente. Por lo tanto, la federación permite un intercambio de recursos 
entre diferentes proveedores para la provisión dinámica de servicios.  
 
Los dos escenarios son totalmente indiferentes para el cliente. De hecho, él no sabrá qué 
situación es la que ha sucedido, no será algo importante. Solicitó un servicio a un proveedor 
de servicios cloud y se lo entregaron, y no tiene transcendencia que su servicio se desplegase 
en la infraestructura del proveedor al que se lo solicitó o en otra. 
 
3.3 Metodología adoptada 
Con el fin de analizar este tipo de arquitecturas, se estudian siguiendo dos aproximaciones. 
Por un lado, se realiza un estudio analítico de algunas variables para limitar en qué medida 
la federación puede generar beneficios para los proveedores que la componen. Por otro lado, 
se desarrolla una herramienta de simulación en MATLAB que permite entender el 
comportamiento de estos sistemas con diferentes tasas de llegadas de servicios. 
En ambos casos el enfoque seguido ha sido un análisis basado en el coste del segmento de 
red como servicio (SlaaS) dentro de un entorno federado. La figura 4 ilustra el concepto: 
 
 
Figura 3-2: Cost-Based Model 
Todos estos estudios, tanto el analítico como el experimental, están basados en la siguiente 
ecuación: 
 
  19 
𝐵𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝑠 = 𝐼𝑛𝑔𝑟𝑒𝑠𝑜𝑠 − 𝐶𝑜𝑠𝑡𝑒𝑠 
(1) 
En esta ecuación, los ingresos es el dinero que ingresará la federación por desplegar los 
servicios solicitados por los clientes, los costes es el dinero que la federación desembolsará 
por conseguir la infraestructura que sea capaz de desplegar todos los servicios y, por último, 
los beneficios es el dinero que la federación ganará realmente, restando los costes a los 
ingresos. 
 
3.3.1 Caracterización de ingresos y costes 
Para completar este análisis, se han tomado algunas referencias tanto para los ingresos (en 
el precio que ganaría la federación) y en los costes (como costes de infraestructura): 
 
 Ingresos: se asume que el precio que cobrará la federación a los clientes será similar 
al de los proveedores cloud existentes en el mercado actualmente. Se realizó una 
búsqueda entre los principales proveedores más importantes de la actualidad con el 
fin de encontrar alguna cuota que fuese flexible tanto en el volumen de recursos 
utilizados como en la cantidad de tiempo que el cliente quiera utilizarlos. Por estos 
motivos, se tomó un precio similar al de [13] para modelar los ingresos. 
 
 Costes: otro asunto importante es cómo modelar el coste de la infraestructura. 
Generalmente en estos análisis se han considerado el uso de servidores con 24 cores 
cada uno, centrándose mayoritariamente en el impacto del uso del CPU. Esto es 
debido a que otros parámetros, como la memoria RAM, parece ser mucho menos 
relevante en el tema de coste de la infraestructura, como se describe en [14]. 
Realizando una búsqueda entre los principales vendedores hardware, el precio medio 
de servidores con 24 cores es de 4000€, por lo que ese es el precio escogido. 
Adicionalmente, se ha considerado que el tiempo de amortización de un servidor sea 
5 años (valor sugerido en [15]), por lo que será el tiempo total de simulación. De esta 
manera, el coste total de la infraestructura se asume por simplificación, que será el 
coste total de los servidores. 
 
3.3.2 Caracterización de servicios 
En el estudio experimental se generará una demanda total de servicios que será recibida por 
el proveedor de servicios de la entrada. Dicha demanda será un conjunto de servicios que 
tendrá distintas características en términos de duración, número de recursos necesarias, 
tiempo de llegada, etc. Por lo tanto, para llevar a cabo una correcta caracterización del 
comportamiento de esta federación de proveedores dependiendo del tipo de servicio, los 
servicios recibidos por el proveedor de la entrada se dividen en diferentes tipos según los 
recursos que necesiten para ser desplegados. De esta manera, se espera caracterizar el 
comportamiento de este sistema en función a los tipos de servicios admitidos. Tal y como se 
puede observar en [16], esta manera de segmentar la demanda en entornos cloud es algo muy 
habitual. 
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Siguiendo con esta línea se crean distintos grupos de servicios con distintas características. 
Estos servicios tendrán dos características que son las que varían en función al grupo: CPUs 
necesitadas (número de CPUs que necesita el servicio para ser desplegado) y duración (el 
tiempo en días que tarda el servicio). Por lo tanto, los servicios se separan en seis tipos de 
servicios, los cuales se pueden observar en la siguiente tabla: 
 
 
Servicios 
Uso de CPUs 
(# CPUs) 
Duración (días) 
Servicio 1 2 15 
Servicio 2 4 15 
Servicio 3 8 15 
Servicio 4 2 120 
Servicio 5 4 120 
Servicio 6 8 120 
Tabla 1: Caracterización de los servicios 
 
3.3.3 CPUs de gestión 
Además, se impone que cada servicio requiere que se le asignen algunas CPUs por asuntos 
de control y administración del servicio. Esta suposición se ha implementado agregando dos 
CPUs al número de núcleos que el servicio necesita para ser realizado, y afecta a todos los 
servicios por igual, independientemente de sus características. Por lo tanto, estos núcleos 
adicionales no generarán ingresos para la federación pero sí aumentarán el consumo de 
recursos, por lo que sí aumentarán los costes. 
 
Con el fin de entender la funcionalidad de estas CPUs se propone el siguiente ejemplo. En 
la figura 3-3, se muestra la distribución en el uso de CPUs en la federación durante cinco 
años. Cabe mencionar que en esta simulación se cuenta con el número mínimo de servidores 
que se deben de tener para no denegar ningún servicio por falta de recursos. En este ejemplo 
se pueden observar los tres tipos de CPUs: CPUs de servicios, las cuales son los recursos 
que necesita cada servicio para ser desplegado y por las cuales sí se obtienen ingresos 
directamente; CPUs de gestión, las cuales son los núcleos reservados por tema de gestión y 
control (dos adicionales por cada servicio) y CPUs libres, las cuales son las que no se están 
utilizando. Cabe destacar que estos dos últimos tipos de CPUs no generan ningún ingreso, 
pero, sin embargo, deben emplearse para que no se deniegue ningún servicio. Cada barra 
representa las cantidades acumuladas de CPUs en un intervalo de dos meses, por lo que la 
suma de los tres tipos de uso de CPU da como resultado el número total de núcleos 
disponibles que los servidores ponen a disposición diariamente. Como resultado, la figura 
ilustra el porcentaje de cada tipo de CPU. 
 
 
  21 
 
Figura 3-3: Distribución de uso de CPUs 
 
 
3.4 Conclusiones 
En esta sección se ha explicado el diseño que se realizó antes de desarrollar los dos estudios 
que se explican en la siguiente sección. De esta manera, se ha afianzado la arquitectura cloud 
que se va a utilizar, y se ha propuesto la metodología que se va a adoptar en el desarrollo de 
estos análisis.  
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4 Desarrollo 
4.1 Introducción 
En esta sección se explica el desarrollo tanto del estudio analítico como el estudio 
experimental. En primer lugar se expone la parte analítica, en la que al comienzo se entrega 
una explicación de las principales variables que se usarán en el desarrollo de las ecuaciones. 
A continuación se proyecta el análisis desde tres puntos de vista diferentes, con el fin estudiar 
la sostenibilidad desde todas las partes interesadas. Por último, se explica el desarrollo de la 
parte experimental, en la cual se expondrán los resultados en el siguiente capítulo. 
 
4.2 Estudio analítico 
Este estudio tiene como objetivo establecer una relación entre las principales variables 
involucradas en la provisión de segmentos de red en una federación de proveedores cloud. 
En consecuencia, se plantea la idea de si es posible fijar algunas de estas variables y 
determinar el valor de otras para garantizar la sostenibilidad de este conjunto de proveedores. 
 
Las principales variables consideradas en este análisis son las siguientes: 
 
 SPCE (Servicios en el Proveedor Cloud de la Entrada): número de peticiones de 
servicios (demandas de segmentos de red) recibidos y desplegados en la 
infraestructura del propio proveedor de la entrada. 
 
 SF (Servicios Federados): número de peticiones de servicios recibidos en el 
proveedor de la entrada pero desplegado en un proveedor distinto (perteneciente a la 
federación) debido a la falta de disponibilidad en los recursos del proveedor de la 
entrada en el momento en el que recibe la petición. 
 
 ST (Servicios Totales): número total de peticiones de servicios recibidos en el 
proveedor de la entrada (ST = SPCE + SF). 
 
 PPS (Precio Por Servicio): es el precio que está dispuesto a pagar el cliente por 
satisfacer su solicitud de servicio. Tal y como se explicó en la sección anterior, en 
este análisis se han considerado los precios de los proveedores cloud actuales (basado 
en [13] y expresados en euros): 
𝑃𝑃𝑆 = (18.24 + 6.48 ∙  # 𝐶𝑃𝑈𝑠) 
𝐷𝑢𝑟𝑎𝑐𝑖ó𝑛 (𝑑í𝑎𝑠)
30
 
(2) 
 
 CI (Coste de la Infraestructura): es el precio que cada proveedor cloud perteneciente 
a la federación paga por sus recursos. Por una cuestión de simplicidad, se considera 
el mismo coste para todos los participantes en la federación. 
 
 CS (Coste del Servidor): es el coste de cada servidor individual. 
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 NS (Número de Servidores): es el número de servidores que cada proveedor tiene: 
𝐶𝐼 = 𝐶𝑆 ∙ 𝑁𝑆 
(3) 
 
 K: es el porcentaje sobre el PPS (que paga el cliente) que el proveedor cloud de la 
entrada gana cuando envía el servicio a otro proveedor de la federación. 
 
 (1 - K): es el porcentaje sobre el PPS que otro proveedor de la federación gana por 
aceptar y desplegar el servicio recibido por el proveedor de la entrada. 
 
 NTS (Número total de Servidores): es el número mínimo de servidores totales en la 
federación con el fin de no denegar ningún servicio, es decir, de satisfacer todos los 
servicios que llegan. 
Este análisis se ha realizado desde tres puntos de vista diferentes: el del proveedor cloud de 
la entrada, el de un proveedor cloud perteneciente a la federación y desde la visión general 
de toda la federación como conjunto. Este estudio proporciona un alto grado de libertad para 
comprender el impacto de diferentes parámetros del sistema. Por ejemplo, en este Trabajo 
Fin de Máster se entrega una ecuación que indica la duración mínima (mínimo número de 
días) que debe durar un servicio para que las partes interesadas no tengan un beneficio 
negativo, es decir, para que no pierdan dinero. Esta ecuación depende del número total de 
servicios que se llevan a cabo, el número de servidores que tiene el proveedor 
correspondiente, el coste por servidor, el número de CPUs que necesita ese servicio para ser 
desplegado y en función del parámetro K, que es el porcentaje de PPS que gana el proveedor 
de la entrada si federa el servicio. 
 
4.2.1 Proveedor Cloud de la Entrada (PCE) 
El beneficio del proveedor cloud de la entrada está compuesto por los ingresos al desplegar 
servicios en su infraestructura y los ingresos que recibe cuando federa un servicio que había 
recibido a otro proveedor debido a que el de la entrada no tiene disponibilidad para poder 
desplegarlo por sí mismo. 
 
El ingreso que el proveedor de la entrada gana por federar servicios será siempre un 
porcentaje sobre el PPS que éste ingresa por el hecho de gestionar el servicio y mandárselo 
a otro proveedor. Y de igual manera, será un porcentaje que el proveedor que reciba 
finalmente el servicio perderá debido a que no fue él quien recibió este servicio. Por lo tanto, 
al que nunca afectará el hecho de federar servicios será al cliente, que incluso puede no ser 
necesariamente consciente de la federación ni de dónde realmente se despliega su servicio. 
 
El beneficio del proveedor cloud de la entrada se define como: 
 
𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝑃𝐶𝐸 =  𝑖𝑛𝑔𝑟𝑒𝑠𝑜𝑠𝑃𝐶𝐸 −  𝑐𝑜𝑠𝑡𝑒𝑠𝑃𝐶𝐸  → 
 
→  𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝑃𝐶𝐸 =  𝑆𝑃𝐶𝐸 ∙ 𝑃𝑃𝑆 + 𝐾 ∙ 𝑆𝐹 ∙ 𝑃𝑃𝑆 − 𝐶𝐼𝑃𝐶𝐸 
(4) 
 
Para que este sistema sea sostenible económicamente hablando, es obligatorio que el 
beneficio sea siempre positivo: 
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𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝑃𝐶𝐸 > 0 → 
 
→  𝑆𝑃𝐶𝐸 ∙ 𝑃𝑃𝑆 + 𝐾 ∙ 𝑆𝐹 ∙ 𝑃𝑃𝑆 − 𝐶𝐼𝑃𝐶𝐸 > 0 →  𝑆𝑃𝐶𝐸 ∙ 𝑃𝑃𝑆 + 𝐾 ∙ 𝑆𝐹 ∙ 𝑃𝑃𝑆 >  𝐶𝐼𝑃𝐶𝐸  → 
 
→ 𝑃𝑃𝑆 (𝑆𝑃𝐶𝐸 + 𝐾 ∙ 𝑆𝐹) > 𝐶𝑆 ∙ 𝑁𝑆𝑃𝐶𝐸  →  𝑃𝑃𝑆 >  
𝐶𝑆 ∙ 𝑁𝑆𝑃𝐶𝐸
𝑆𝑃𝐶𝐸 + 𝐾 ∙ 𝑆𝐹
 → 
 
→  (18.24 + 6.48 ∙  # 𝐶𝑃𝑈𝑠) 
𝐷𝑢𝑟𝑎𝑐𝑖ó𝑛 (𝑑í𝑎𝑠)
30
 >  
𝐶𝑆 ∙ 𝑁𝑆𝑃𝐶𝐸
𝑆𝑃𝐶𝐸 + 𝐾 ∙ 𝑆𝐹
 → 
 
→  𝐷𝑢𝑟𝑎𝑐𝑖ó𝑛 (𝑑í𝑎𝑠) >  
𝐶𝑆 ∙ 𝑁𝑆𝑃𝐶𝐸 ∙ 30
(𝑆𝑃𝐶𝐸 + 𝐾 ∙ 𝑆𝐹) ∙ (18.24 + 6.48 ∙  # 𝐶𝑃𝑈𝑠) 
 
(5) 
 
4.2.2 Proveedor Cloud Federado (PCF) 
Los proveedores cloud de la federación o federados recibirán solicitudes de segmentos de 
red (servicios) cuando el PCE no tenga suficientes recursos para satisfacer por sí mismo el 
servicio. El PCF no ganará todo el pago que el cliente desembolsará por el servicio 
solicitado, sino que el PCE retendrá cierta cantidad de dinero por el hecho de mediar entre 
la solicitud del servicio y su despliegue. Nótese que en un caso extremo en el que el PCE no 
tiene infraestructura, éste se comportará como un orquestador, el cual sólo conseguirá 
beneficios gestionando solicitudes de servicios y sus despliegues. 
 
El beneficio de un proveedor cloud de la federación se define como: 
 
𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝑃𝐶𝐹 =  𝑖𝑛𝑔𝑟𝑒𝑠𝑜𝑠𝑃𝐶𝐹 −  𝑐𝑜𝑠𝑡𝑒𝑠𝑃𝐶𝐹  → 
 
→  𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝑃𝐶𝐹 =  (1 − 𝐾) ∙ 𝑆𝐹 ∙ 𝑃𝑃𝑆 − 𝐶𝐼𝑃𝐶𝐹 
(6) 
Para que este sistema sea sostenible económicamente hablando, es obligatorio que el 
beneficio sea siempre positivo: 
 
𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝑃𝐶𝐹 > 0 → 
 
→  (1 − 𝐾) ∙ 𝑆𝐹 ∙ 𝑃𝑃𝑆 − 𝐶𝐼𝑃𝐶𝐹 > 0 →  (1 − 𝐾) ∙ 𝑆𝐹 ∙ 𝑃𝑃𝑆 >  𝐶𝐼𝑃𝐶𝐹  → 
 
→ (1 − 𝐾) ∙ 𝑆𝐹 ∙ 𝑃𝑃𝑆 > 𝐶𝑆 ∙ 𝑁𝑆𝑃𝐶𝐹  →  𝑃𝑃𝑆 >  
𝐶𝑆 ∙ 𝑁𝑆𝑃𝐶𝐹
(1 − 𝐾) ∙ 𝑆𝐹
 → 
 
→  (18.24 + 6.48 ∙  # 𝐶𝑃𝑈𝑠) 
𝐷𝑢𝑟𝑎𝑐𝑖ó𝑛 (𝑑í𝑎𝑠)
30
 >  
𝐶𝑆 ∙ 𝑁𝑆𝑃𝐶𝐹
(1 − 𝐾) ∙ 𝑆𝐹
 → 
 
→  𝐷𝑢𝑟𝑎𝑐𝑖ó𝑛 (𝑑í𝑎𝑠) >  
𝐶𝑆 ∙ 𝑁𝑆𝑃𝐶𝐹 ∙ 30
(1 − 𝐾) ∙ 𝑆𝐹 ∙ (18.24 + 6.48 ∙  # 𝐶𝑃𝑈𝑠) 
 
(7) 
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Las ecuaciones (6) y (7) son equivalentes para todos los proveedores de la federación. En 
estas fórmulas se describe en términos generales como si hubiera sólo un PCF en la 
federación, pero los resultados son equivalentes si se considera más de uno (en esa situación, 
si todos los PCF comparten los mismos parámetros, el resultado para cada PCF es el mismo 
dividido por el número de proveedores que tengamos). 
 
4.2.3 Federación de proveedores cloud (FED) 
Una vez calculado el beneficio tanto del PCE y del PCF, es fácil calcular el beneficio global 
de todo el sistema, de toda la federación, sumando los dos beneficios. 
El beneficio total de toda la federación viene dado por: 
 
𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝐹𝐸𝐷 =  𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝑃𝐶𝐸 +  𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝑃𝐶𝐹  → 
 
→ 𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝐹𝐸𝐷 = 𝑆𝑃𝐶𝐸 ∙ 𝑃𝑃𝑆 + 𝐾 ∙ 𝑆𝐹 ∙ 𝑃𝑃𝑆 − 𝐶𝐼𝑃𝐶𝐸 + (1 − 𝐾) ∙ 𝑆𝐹 ∙ 𝑃𝑃𝑆 − 𝐶𝐼𝑃𝐶𝐹 → 
 
→ 𝑏𝑒𝑛𝑒𝑓𝐹𝐸𝐷 = 𝑃𝑃𝑆 ∙ (𝑆𝑃𝐶𝐸 + 𝑆𝐹) + 𝐾 ∙ 𝑆𝐹 ∙ 𝑃𝑃𝑆 − 𝐾 ∙ 𝑆𝐹 ∙ 𝑃𝑃𝑆 − 𝐶𝐼𝑃𝐶𝐸 − 𝐶𝐼𝑃𝐶𝐹 → 
 
→  𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝐹𝐸𝐷 =  𝑃𝑃𝑆 ∙ (𝑆𝑃𝐶𝐸 + 𝑆𝐹) − (𝐶𝐼𝑃𝐶𝐸 + 𝐶𝐼𝑃𝐶𝐹) →  
 
→  𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝐹𝐸𝐷 =  𝑃𝑃𝑆 ∙ 𝑆𝑇 −  𝐶𝐼𝐹𝐸𝐷 
(8) 
 
Para que este sistema sea sostenible económicamente hablando, es obligatorio que el 
beneficio sea siempre positivo: 
𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝐹𝐸𝐷 > 0 → 
 
→  𝑃𝑃𝑆 ∙ 𝑆𝑇 − 𝐶𝐼𝐹𝐸𝐷 > 0 →  𝑃𝑃𝑆 ∙ 𝑆𝑇 >  𝐶𝐼𝐹𝐸𝐷  → 
 
→ 𝑃𝑃𝑆 ∙ 𝑆𝑇 > 𝐶𝑆 ∙ 𝑁𝑆𝐹𝐸𝐷  →  𝑃𝑃𝑆 >  
𝐶𝑆 ∙ 𝑁𝑆𝐹𝐸𝐷
𝑆𝑇
 → 
 
→  (18.24 + 6.48 ∙  # 𝐶𝑃𝑈𝑠) 
𝐷𝑢𝑟𝑎𝑐𝑖ó𝑛 (𝑑í𝑎𝑠)
30
 >  
𝐶𝑆 ∙ 𝑁𝑆𝐹𝐸𝐷
𝑆𝑇
→ 
 
→  𝐷𝑢𝑟𝑎𝑐𝑖ó𝑛 (𝑑í𝑎𝑠) >  
𝐶𝑆 ∙ 𝑁𝑆𝐹𝐸𝐷 ∙ 30
𝑆𝑇 ∙ (18.24 + 6.48 ∙  # 𝐶𝑃𝑈𝑠) 
 
(9) 
 
4.3 Estudio experimental 
El análisis experimental se ha llevado a cabo utilizando una herramienta desarrollada en 
MATLAB. Como ya se ha explicado anteriormente en esta memoria, el período total de 
simulación se fija en 5 años, para que de esa manera coincida con el período de depreciación 
habitualmente utilizado en estos análisis de los servidores. 
Igual que en el estudio analítico, se han llevado a cabo simulaciones considerando el punto 
de vista de las diferentes partes interesadas en el sistema, como el proveedor cloud de la 
entrada, proveedor cloud de la federación, así como la visión general de toda la federación. 
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De esta manera, se espera analizar la sostenibilidad del sistema desde todos los puntos de 
vista. Todas las simulaciones se han realizado con K = 0.1, lo que significa que el proveedor 
de la entrada retiene un 10% de los ingresos debido a la solicitud de segmento de red 
(servicio) que transmite a los otros proveedores de la federación. 
 
Igualmente, en estas simulaciones se han utilizado distintos tipos de servicios. 
Concretamente, se han utilizado los tipos de servicios correspondientes a la Tabla 1. Para 
marcar la tasa de llegada de estas solicitudes, se ha utilizado una distribución de Poisson. 
Cada solicitud de servicio o segmento de red es estático en el sentido de los recursos 
solicitados a la llegada, es decir, no varían a lo largo del tiempo. 
 
Finalmente, en caso del que el proveedor cloud de la entrada no tenga suficientes recursos 
para cumplir con la solicitud del servicio al completo, dicha solicitud se pasa completamente 
a otro proveedor de la federación. Esto es, cuando un servicio se federa, el servicio no se 
divide y se despliega en diferentes proveedores, sino que se realiza en uno. 
 
4.4 Conclusiones 
En esta sección se han expuesto el desarrollo tanto de la parte analítica (el cual se ha visto 
desde tres puntos de vista diferentes) y de la parte experimental. En el siguiente capítulo 
podremos ver los resultados de este último estudio. 
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5 Integración, pruebas y resultados 
5.1 Introducción 
En esta sección se muestran todas las simulaciones del estudio experimental realizadas con 
la herramienta desarrollada en MATLAB. Al igual que en el estudio analítico explicado en 
el capítulo anterior, estas simulaciones se harán desde tres puntos de vista distintos: el 
proveedor cloud de la entrada, los proveedores cloud de la federación y desde el punto de 
vista de toda la federación. 
 
5.2 Proveedor cloud de la entrada 
Desde la perspectiva del proveedor cloud de la entrada, se realizan dos tipos de simulaciones. 
Por un lado, el primer bloque de simulaciones trata de estudiar como la infraestructura del 
PCE (Proveedor Cloud de la Entrada) se ocupa en función a la demanda recibida de 
diferentes cargas de trabajo. Con este propósito e igualmente con el fin de entender el 
comportamiento de cada una de las clases de servicio, se utiliza el mismo número de 
demandas de servicio para cada servicio. En consecuencia, lo que varía en esta simulación 
es el número de servidores disponibles que tiene el PCE en su propia infraestructura, los 
cuales suponen ingresos directos para la entidad (más servidores supondrán más servicios 
que podrán desplegar, consecuentemente menos servicios que tendrán que federar, pero 
aumentarán los costes). 
 
En primer lugar, se realizó un análisis de la sensibilidad del sistema con respecto al número 
de demandas de servicio (o de segmento de red) recibidas por el PCE, con el objetivo de 
comprender cuál es su comportamiento y cuáles son sus dependencias en relación a los 
problemas de escalabilidad. Los resultados se muestran en la figura 5-1. 
 
Figura 5-1: Transcendencia en el número de servicios recibidos 
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Como se puede observar en esta imagen, cuanto mayor sea el número de solicitudes de 
servicio, mayor será el número de servidores necesarios en el PCE para conseguir alcanzar 
el máximo beneficio. Sin embargo, lo que se observa es que la tendencia es similar 
(prácticamente idéntica) independientemente del número de servicios que se reciban. En 
todas las gráficas se observa que el beneficio aumenta hasta el punto en el que el número de 
servidores en el PCE es tan grande que empiezan a no utilizarse todos, por lo que aumentan 
los costes de infraestructura pero no los beneficios. De igual manera, también se observa que 
el número de servidores necesarios para obtener el máximo beneficio es ligeramente menor 
que el número de servidores necesarios para no pasar ningún servicio a otro proveedor de la 
federación. En ese punto, los beneficios se reducen porque ya se comienza a tener servidores 
que se utilizan. Debido a que el comportamiento de los beneficios y la relación entre los 
distintos tipos de servicio es siempre la misma, en las siguientes simulaciones se considera 
siempre una demanda de 5000 servicios. Una demanda de 5000 servicios en un periodo de 
5 años equivale a una media de 2.7 demandas de servicio recibidas al día. 
 
Utilizando la caracterización de los servicios mostrada en la Tabla 1, el siguiente paso es 
estudiar mediante los gráficos de la figura 5-2 cuál es el servicio más rentable para el 
proveedor cloud de la entrada bajo las mismas circunstancias, bajo el mismo número de 
demandas de servicio. Al principio, con un número bajo de servidores, éstos estarán siempre 
ocupados y parte de la demanda de servicios recibida que no se pueda completar se traslada 
a otros proveedores de la federación. A medida que la cantidad de servidores aumente, el 
número de servicios federados disminuirá. De igual manera, hay que tener en cuenta que en 
esta simulación todos los servicios son realizados, es decir, no se deniega ningún servicio. 
Debido a esto, se supone que los otros proveedores de la federación tienen la disponibilidad 
suficiente como para aceptar toda la demanda que no pueda aceptar el proveedor de la 
entrada. La figura 5-2 representa cómo se comporta el PCE con cada tipo de servicio y con 
un número de servidores mínimo.  
 
 
Figura 5-2: Rentabilidad de los tipos de servicios con pocos recursos 
Se puede extraer algunas conclusiones de este gráfico. En primer lugar, se observa que el 
servicio número 4 es el más rentable para el PCE. Esto significa que los servicios con un 
menor uso de CPUs y con larga duración son los más rentables. En segundo lugar, los peores 
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servicios son los servicios número 3 y 6, que son los que más CPUs necesitan. Esta 
deducción parece ser un poco contradictoria, debido a que en la Figura 6, el servicio número 
6 parece ser el tipo de servicio con el que el PCE consigue un beneficio mayor. Esta 
contradicción se debe a que bajo un número igual de servidores, los segmentos de red 
(servicios) que requieren muchas CPUs implican la necesidad de usar muchos servidores por 
servicio. En consecuencia, se pueden obtener las siguientes dos conclusiones: 
 
 Fijando el número de servicios a desplegar, el mayor beneficio se consigue con 
servicios de larga duración y con un gran número de CPUs para ser realizados 
(segmentos de red largos y pesados computacionalmente), como el servicio 6. Sin 
embargo, esto implica que hay que hacer un gran desembolso en infraestructura. 
 
 Fijando el número de servidores, el mayor beneficio se obtiene con servicios de larga 
duración y con un número pequeño de CPUs para ser realizados (segmentos de red 
largos y ligeros computacionalmente) como los servicios 4 y 5. Sin embargo, esto 
implica tener que pasar servicios a otros proveedores de la federación 
 
En el segundo bloque de simulaciones se ha calculado previamente el número exacto de 
servidores (en toda la federación, es decir, sumando los servidores en el PCE y los servidores 
en los otros proveedores de la federación) necesarios para no denegar ningún servicio para 
una demanda dada. Basándonos en eso, varía el porcentaje de servidores que tiene el PCE y, 
como consecuencia de esto, también varía el porcentaje de servidores que tienen los otros 
proveedores de la federación. En consecuencia, es posible calcular el beneficio del PCE y 
compararlo con el beneficio de toda la federación que, como en la federación siempre hay el 
mismo número de servidores y la demanda es la misma, es constante. 
 
En las siguientes cuatro figuras (una para cada número de servicios), se pueden observar seis 
líneas (una para cada tipo de servicio) que son los beneficios del PCE, al igual que se puede 
observar una línea roja que es el beneficio total de toda la federación (que, como se ha 
comentado anteriormente, es constante). 
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o 5000 servicios 
 
Figura 5-3: Beneficios del PCE en función a sus recursos – 5000 servicios 
o 10000 servicios 
 
Figura 5-4: Beneficios del PCE en función a sus recursos – 10000 servicios 
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o 15000 servicios 
 
Figura 5-5: Beneficios del PCE en función a sus recursos – 15000 servicios 
o 20000 servicios 
 
Figura 5-6: Beneficios del PCE en función a sus recursos – 20000 servicios 
  34 
La conclusión que se puede extraer en estas gráficas es que en algunas ocasiones, el PCE es 
capaz él sólo de generar más beneficio que toda la federación. Esto es debido a que cuando 
el PCE es capaz de satisfacer la mayoría de los servicios, sólo una pequeña de cantidad de 
servicios se pasa a los otros proveedores de la federación, los cuales tienen que asignar una 
infraestructura dedicada (con su coste correspondiente) para un pequeño volumen de 
servicios. Adicionalmente, por aquellos servicios federados a otros proveedores, el PCE 
también retiene un margen, lo que implica que los ingresos de los proveedores de la 
federación se reducen más aún. 
 
Por otro lado, parece más beneficioso para el PCE que sólo tome servicios de corta duración, 
independientemente del número de CPUs necesario para ese servicio. Además, a medida que 
aumenta el número de solicitudes de servicio recibidas, más cerca está el beneficio máximo 
del PCE y el beneficio máximo de toda la federación. 
 
5.3 Proveedor cloud de la federación 
Como se ha explicado anteriormente, el beneficio de toda la federación viene dado por la 
ecuación: 
 
𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝐹𝐸𝐷 =  𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝑃𝐶𝐸 + 𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝑃𝐶𝐹 
(10) 
 
Por lo tanto, si algunas veces el beneficio del proveedor de la entrada es mayor que el 
beneficio de toda la federación es porque el beneficio de los proveedores de la federación es 
negativo, lo que quiere decir que estos proveedores cloud están perdiendo dinero. 
Para confirmar esta suposición, se realizó una simulación específica, en la cual se puede 
observar los beneficios de todas las partes interesadas (por simplicidad, sólo se considera un 
proveedor al que se pueda federar). Se puede observar esta comparación en la figura 5-7. 
 
 
Figura 5-7: Simulación para estudiar la rentabilidad del PCF  
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Por lo tanto, observando esta simulación se confirma que en algunas situaciones y bajo 
algunas circunstancias, el beneficio de los proveedores de la federación puede ser negativos. 
Para extraer en qué escenarios se puede dar esta situación, se realiza un nuevo estudio 
analítico, partiendo de que no sea desea que el beneficio de los proveedores de la federación 
sea alguna vez negativo: 
 
𝑏𝑒𝑛𝑒𝑓𝑖𝑐𝑖𝑜𝑃𝐶𝐹 > 0 → 
 
→ (1 − 𝐾) ∙ 𝑆𝐹 ∙ 𝑃𝑃𝑆 −  𝐶𝐼𝑃𝐶𝐹 > 0 →  (1 − 𝐾) ∙ 𝑆𝐹 ∙ 𝑃𝑃𝑆 >  𝐶𝐼𝑃𝐶𝐹  → 
 
→ 𝑆𝐹 >  
𝐶𝑆 ∙  𝑁𝑆𝑃𝐶𝐹
(1 − 𝐾) ∙ 𝑃𝑃𝑆
 →  𝑆𝑇 ∙  %𝑆𝑒𝑟𝑣.  𝐹𝑒𝑑𝑒𝑟𝑎𝑑𝑜𝑠  >  
𝐶𝑆 ∙  𝑁𝑆𝑃𝐶𝐹
(1 − 𝐾) ∙ 𝑃𝑃𝑆
  → 
 
→  %𝑆𝑒𝑟𝑣.  𝐹𝑒𝑑𝑒𝑟𝑎𝑑𝑜𝑠  >  
𝐶𝑆 ∙  𝑁𝑇𝑆 ∙  %𝑆𝑒𝑟𝑣𝑖𝑑𝑜𝑟𝑒𝑠 𝑒𝑛 𝑃𝐶𝐹
(1 − 𝐾) ∙ 𝑃𝑃𝑆 ∙ 𝑆𝑇
 → 
 
→  
%𝑆𝑒𝑟𝑣.  𝐹𝑒𝑑𝑒𝑟𝑎𝑑𝑜𝑠
%𝑆𝑒𝑟𝑣𝑖𝑑𝑜𝑟𝑒𝑠 𝑒𝑛 𝑃𝐶𝐹
 >  
𝐶𝑆 ∙  𝑁𝑇𝑆
(1 − 𝐾) ∙ 𝑃𝑃𝑆 ∙ 𝑆𝑇
 
 
(11) 
 
Si esta inecuación se cumple, el beneficio de los proveedores cloud de la federación nunca 
será negativo. 
 
Tomando esta ecuación con servicios de tipo 3 (segmentos de poca duración y ligero en 
número de CPUs), los valores de este índice para los cuatro escenarios son: 
 
%𝑆𝑒𝑟𝑣.  𝐹𝑒𝑑𝑒𝑟𝑎𝑑𝑜𝑠
%𝑆𝑒𝑟𝑣𝑖𝑑𝑜𝑟𝑒𝑠 𝑒𝑛 𝑃𝐶𝐹
 5000 𝑆𝑒𝑟𝑣𝑖𝑐𝑖𝑜𝑠 3 = 0.8 
(12) 
 
%𝑆𝑒𝑟𝑣.  𝐹𝑒𝑑𝑒𝑟𝑎𝑑𝑜𝑠
%𝑆𝑒𝑟𝑣𝑖𝑑𝑜𝑟𝑒𝑠 𝑒𝑛 𝑃𝐶𝐹
 10000 𝑆𝑒𝑟𝑣𝑖𝑐𝑖𝑜𝑠 3 = 0.7 
(13) 
 
%𝑆𝑒𝑟𝑣.  𝐹𝑒𝑑𝑒𝑟𝑎𝑑𝑜𝑠
%𝑆𝑒𝑟𝑣𝑖𝑑𝑜𝑟𝑒𝑠 𝑒𝑛 𝑃𝐶𝐹
 15000 𝑆𝑒𝑟𝑣𝑖𝑐𝑖𝑜𝑠 3 = 0.66 
(14) 
 
%𝑆𝑒𝑟𝑣.  𝐹𝑒𝑑𝑒𝑟𝑎𝑑𝑜𝑠
%𝑆𝑒𝑟𝑣𝑖𝑑𝑜𝑟𝑒𝑠 𝑒𝑛 𝑃𝐶𝐹
 20000 𝑆𝑒𝑟𝑣𝑖𝑐𝑖𝑜𝑠 3 = 0.63 
(15) 
 
Observando los resultados tanto de las figuras anteriores como de estas cuatro operaciones, 
se puede concluir que a medida que este índice aumenta, las posibilidades de que los 
beneficios del PCF sean negativos aumentan también. Esto implica que el PCF requiere un 
importante porcentaje de servicios recibidos por el PCE para que le sea rentable. De igual 
manera, este porcentaje podría ser disminuido (sigue siendo rentable para el PCF) si la 
demanda total de servicios aumenta, es decir, si es alta. 
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Observando las variables en la ecuación 11, las únicas que varían son el NTS y ST. En 
consecuencia, si el número de servicios aumenta, este ratio decrece. Sin embargo, la relación 
entre NTS y ST no es lineal. El ST crece más rápido que el NTS, es decir, los servicios 
totales crecen más rápido que el número total de servidores que se necesitan para poder 
realizar estos servicios. Por esta razón, siempre será más conveniente para los proveedores 
de la federación que haya una mayor cantidad de servicios totales. 
 
Por otro lado, si este índice es 1, quiere decir que al menos debe haber el mismo porcentaje 
de servicios federados sobre el total de servicios recibidos que servidores en los proveedores 
de la federación sobre el total de servidores en la federación. Para estudiar este escenario 
específico, se realiza una simulación concreta. Para este caso, se considera un total de 5000 
servicios tipo 3, y se varía la K. 
 
Adicionalmente, la relación de la ecuación 11 también depende de K. Cuanto mayor sea el 
margen retenido por el PCE (K), mayor será el porcentaje de servicios federados necesarios 
para alcanzar la rentabilidad. Además, a partir de esta ecuación también podemos determinar 
el margen máximo para aplicar en la federación. Cuando el coste total de los servidores es 
igual a los ingresos correspondientes de federar servicios desde el PCE a los PCF. El 
beneficio de los PCF es 0. Menos ingresos (debido a un mayor margen de beneficio) impacta 
directamente en la sostenibilidad de los PCF. En consecuencia, 
 
𝐶𝑆 ∙ 𝑁𝑇𝑆
(1 − 𝐾)  ∙  𝑃𝑃𝑆 ∙ 𝑆𝑇
= 1 →  𝐾 = 1 −  
𝐶𝑆 ∙ 𝑁𝑇𝑆
𝑃𝑃𝑆 ∙ 𝑆𝑇
 
(16) 
 
Resolviendo esta ecuación para la simulación anteriormente mencionada, se tiene K = 0.28. 
En consecuencia, si el PCE retiene más del 28% del precio que el cliente paga, el PCF tendrá 
un beneficio negativo. Observando la ecuación 16, cuanto más pague el cliente por el 
servicio o cuanto más grande sea el número de servicios totales recibidos, más grande podrá 
ser el parámetro K. 
 
Como consecuencia, se pueden obtener las siguientes consideraciones: 
 
 Cuanto más grande sea el número de solicitudes de servicio recibidas, menor será el 
número de servicios requeridos para que el PCF sea rentable. 
 
 En cualquier caso, el PCF requiere una gran cantidad de servicios federados por parte 
del PCE para ser rentable. Tendrá complicada su rentabilidad si sólo se dedica a 
recibir servicios federados. Es decir, dicho PCF deberá ser a su vez también un PCE 
si quiere conseguir muchos más beneficios. 
 
5.4 Federación de proveedores cloud 
En las simulaciones previas, se han analizado las perspectivas tanto del PCE como de los 
PCF. Para hacerlo, se ha calculado previamente el número exacto de servidores requeridos 
para evitar denegar alguna petición de servicio. 
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En este nuevo análisis se considera el porcentaje de servidores que tiene todo la federación 
(es decir, servidores en el PCE y servidores en los PCF) sobre el número de servidores 
necesarios para no denegar ningún servicio, por lo que esto implica que en estas simulaciones 
el sistema nunca niega servicios. Con respecto a esto, se calculan los beneficios, ingresos y 
costes generales de toda la federación. 
 
En las siguientes ocho figuras (dos por cada número de servicios), hay seis líneas diferentes 
(una por cada servicio) que representan los beneficios totales de la federación (normalizados 
y no normalizados, respectivamente). 
 
o 5000 servicios 
 
Figura 5-8: Beneficios de la federación no normalizados – 5000 servicios 
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Figura 5-9: Beneficios de la federación normalizados – 5000 servicios 
o 10000 servicios 
 
Figura 5-10: Beneficios de la federación no normalizados – 10000 servicios 
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Figura 5-11: Beneficios de la federación normalizados – 10000 servicios 
 
o 15000 servicios  
 
Figura 5-12: Beneficios de la federación no normalizados – 15000 servicios 
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Figura 5-13: Beneficios de la federación normalizados – 15000 servicios 
o 20000 servicios 
 
Figura 5-14: Beneficios de la federación no normalizados – 20000 servicios 
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Figura 5-15: Beneficios de la federación normalizados – 20000 servicios 
A primera vista, se puede observar en los gráficos no normalizados que los servicios que 
generan mayores beneficios son los de larga duración (para el mismo número de servicios). 
Del mismo modo, otra conclusión de estos gráficos es que la federación puede lograr un 
mayor beneficio negando servicios y teniendo menos infraestructura que el escenario en la 
que no se niega ningún servicio (por ejemplo, con 5000 servicios se obtienen mayores 
beneficios con los servicios de poca duración con sólo un 70% de los recursos que serían 
necesarios para no negar ninguna petición). También se puede observar que este 
comportamiento se minimiza al aumentar el número de servicios. 
 
En consecuencia, se pueden extraer las siguientes conclusiones: 
 
 Los servicios de larga duración generan más beneficios a la federación. 
 
 Con servicios de igual duración, generan más ingresos los servicios que necesitan un 
mayor número de CPUs. 
 
 Los servicios que necesitan pocas CPUs para ser realizados alcanzan el máximo de 
sus beneficios con un porcentaje menor de recursos con respecto al número total de 
servidores para no denegar ningún servicio, que los servicios que necesitan un mayor 
número de CPUs. 
 
 El porcentaje de recursos necesarios para alcanzar el beneficio máximo con respecto 
al número total de recursos para no denegar ningún servicio, aumenta si también lo 
hace el número de peticiones de servicio recibidas. 
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5.5 Conclusiones 
En esta sección se han visto todas las simulaciones que se han llevado a cabo en la 
herramienta desarrollada en MATLAB. Este estudio se ha desarrollado desde el punto de 
vista de todas las partes interesadas, y se han mostrado las conclusiones extraídas para cada 
uno de los escenarios. 
 
 
 
 
  
  43 
6 Conclusiones y trabajo futuro 
6.1 Conclusiones 
El objetivo de este Trabajo Fin de Máster era realizar un primer análisis tecno-económico 
de una federación de proveedores cloud para la provisión de SlaaS (Slice-as-a-Service). Para 
conseguirlo, se han propuesto dos tipos de estudios. Por un lado, se ha explicado un estudio 
analítico con el fin de entregar una visión teórica acerca de la rentabilidad y sostenibilidad 
del sistema. Por otro lado, se ha mostrado un estudio experimental realizado a través de una 
herramienta desarrollada en MATLAB. 
 
En consecuencia, se ha realizado una primera caracterización de un sistema de proveedores 
cloud que trabajan conjuntamente en una federación a través de estos estudios. Igualmente, 
se deseaba comprender el comportamiento de esta federación cuando se solicitan varios 
servicios (segmentos de red) de diferente tipo.  
 
Las principales conclusiones de este Trabajo Fin de Máster son las siguientes: 
 
 Fijando el número de servicios (segmentos de red) recibidos, se obtiene el mayor 
beneficio con los servicios de larga duración y que necesitan un número alto de CPUs 
para ser desplegados, como los servicios de tipo 6. Sin embargo, esto requiere asumir 
un gran coste en infraestructura. 
 
 Fijando el número de servidores, se obtiene el mayor beneficio con los servicios de 
larga duración. Pero en este caso y al contrario que en la conclusión anterior, se 
consigue una mayor ganancia con los servicios que necesitan un número menor de 
CPUs. Por lo que lo mejor son los servicios largos y ligeros, como los servicios 4 y 
5.  
 
 A medida que aumenta el número total de servicios, menor es el número de servicios 
requeridos por el PCF para ser rentable. 
 
 En cualquier caso, los PCF requieren una gran cantidad de servicios federados para 
ser rentables si únicamente en su modelo de negocio cuenta con los ingresos que 
recibe por estos servicios. 
 
 Los servicios de larga duración generan un beneficio mucho más alto para la 
federación. 
 
 Entre servicios de misma duración, los servicios que necesitan un mayor número de 
CPUs generan más beneficios que los que necesitan pocos recursos. 
 
 Los servicios que necesitan pocas CPUs alcanzan su máximo beneficio con un menor 
porcentaje de recursos sobre el total necesario para no denegar ningún servicio, que 
los servicios que necesitan más recursos. 
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 El porcentaje de recursos necesarios para alcanzar el máximo beneficio con respecto 
al número exacto de recursos para no denegar ningún servicio aumenta a medida que 
aumenta el número de servicios totales. 
Con todas estas conclusiones extraídas, se toman las siguientes consideraciones de negocio: 
 
 Los PCFs necesitan complementar su negocio de aceptar servicios del PCE con 
convertirse por otro lado en un PCE, es decir, con tener contacto directo con clientes 
por otro lado, con el fin de asegurar su sostenibilidad.  
 
 Para los PCE parece más conveniente centrarse en servicios que tengan una larga 
duración como primera fuente de negocio. 
 
 Pueden surgir dos tipos de PCE, uno especializado en servicios que necesiten muchas 
CPUs para ser desplegados, y otro tipo que se especialice en servicios que necesiten 
pocas CPUs. 
Por lo tanto, parece que una federación con entornos de ejecución de diferentes capacidades 
parece sostenible, con un enfoque principal en los servicios de larga duración que garanticen 
unos beneficios altos. 
 
6.2 Trabajo futuro 
La federación de proveedores cloud es un asunto muy novedoso y que está prácticamente en 
sus orígenes, todavía hay mucho trabajo por hacer. Realmente se puede analizar cualquier 
otro aspecto tecno-económico que no se haya analizado en este Trabajo Fin de Máster, 
porque siempre va a proporcionar información adicional. Una cosa que se ha demostrado en 
este proyecto es que no todas las conclusiones son tan intuitivas y obvias como pueden 
parecer, y siempre todos los análisis realizados han entregado nueva información. 
 
Con respecto a este trabajo y siguiendo en esta línea, sí hay unos cuantos aspectos en los que 
se podría seguir trabajando y que proporcionarían información realmente útil: 
 
 Por simplicidad, en este proyecto se ha tomado un servicio como un segmento de red 
(network slice) el cual no se podía descomponer. Se podría ampliar esta idea y 
considerar cada servicio como un conjunto de VNFs (Virtualized Network Function) 
las cuales cada una es un segmento de red. De esta manera, se podría descomponer 
el servicio y considerar que las VNFs puedan ser desplegadas cada una en un 
proveedor distinto. 
 
 En este trabajo, el precio que pagaban los clientes al proveedor era siempre el mismo. 
La nueva consideración que se propone es que el precio sea dinámico en función de 
la disponibilidad que tenga ese proveedor en sus recursos. Esto es, si un proveedor 
tiene todos sus recursos libres, que el cliente pague un precio base por el servicio. 
Sin embargo, si el cliente solicita el servicio cuando el proveedor tiene muchos de 
sus recursos ocupados, que el cliente tenga que pagar algo más por ese servicio. Este 
tipo de estrategia de negocio es muy habitual en este tipo de escenarios. 
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Glosario 
 
KPI Key Performance Indicator 
SlaaS Slice-as-a-Service 
SaaS   Software-as-a-Service 
SSOO   Sistemas operativos 
PaaS   Platform-as-a-Service 
IaaS   Infrastructure-as-a-Service 
IoT   Internet of Things 
ITU   International Telecommunications Union 
eMBB   enhanced Mobile Broad Band 
mMTC  massive Machine Type Communications 
URLLC  Ultra-Reliable Low Latency Communications 
PCE   Proveedor Cloud de la Entrada 
PCF   Proveedor Cloud Federado 
VNF   Virtualized Network Function
  
 
 
 
  
 
 
 
 
