Abstract-Image resizing is to change an image size by upsampling or downsampling of a digital image. Most still images and video frames are given in a compressed domain on digital media. Image resizing of a compressed image can be performed in a spatial domain via decompression and recompression. In general, resizing of a compressed image in a compressed domain is much faster than that in a spatial domain. In this paper, we propose a novel approach to resize images with resizing ratio in the discrete cosine transform (DCT) domain, which exploits the multiplication-convolution property of DCT (the multiplication in spatial domain corresponds to the symmetric convolution in DCT domain). When an image is given in terms of its 8 8 block-DCT coefficients, its resized image is also obtained in 8 8 block-DCT coefficients. The proposed approach is computationally fast and produces visually fine images with high PSNR.
I. INTRODUCTION
W ITH the expansion of digital media, digital images are becoming widely available in compressed forms such as JPEG, MPEG, and H.263 [1] - [3] . This has aroused much interest in developing image manipulation techniques that can be applied directly to the compressed image. In addition, most image compression uses a transform domain technique, in particular, the discrete cosine transform (DCT). Hence, the manipulation of an image in the DCT domain has been required.
Most images or video frames are stored in a compressed format. However, the user often requires images with different resolution for many applications. For example, it would be efficient to send a low-resolution version of an image to a remote client and then, if the client has interests in the image, the full-resolution image could be transferred later. Changing the size of the video frame would be required to convert between various digital TV standards like standard TV and HDTV, and also to fit the incoming video frame onto the user's screen. Therefore, image resizing is a fundamental and important operation of image manipulation.
A simple method for image resizing is to perform downsampling or upsampling in the spatial domain via decompression and recompression of the compressed image. However, due to high computational cost of the simple method, there have been great efforts in recent years to develop fast algorithms Manuscript received September 12, 2001 ; revised April 7, 2003 . The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Yucel Altunbasak.
The that perform image resizing directly in the transform domain, thereby avoiding the need for decompression and recompression [4] - [10] . Many approaches for image resizing have been developed in the transform domain. In general, downsampling in the DCT domain can be implemented by truncating high frequency DCT coefficients, whereas upsampling is implemented in the transform domain by padding zero coefficients to the high frequency side. The recent approaches [4] , [5] for image resizing in the transform domain showed good results in both computational complexity and image quality. Their image resizing processes are performed in DCT domain by the low-pass truncated approximation [4] and the subband approximation [5] , respectively, both of which show good PSNR performance. However, these approaches lack flexibility for arbitrary image resizing. To improve the flexibility for arbitrary image resizing, we use the multiplication-convolution property of DCT [11] and the spatial relationships of DCT coefficients [12] . Our approach can also resize a compressed image in the DCT domain with an arbitrary resizing ratio. The resized image quality of our approach is better than that of the previous methods.
In this paper, a new image resizing method using symmetric convolution is developed to reduce processing time and to improve PSNR. The multiplication-convolution property of DCT is described in Section II. Section III describes our downsampling and upsampling methods in the DCT domain. Experimental results are shown in Section IV. Finally, Section V presents conclusions.
II. MULTIPLICATION-CONVOLUTION PROPERTY OF DISCRETE COSINE TRANSFORM
To represent an efficient method of image resizing in the transform domain, we need to show the relation of filtering operations in the spatial and transform domains. Notable multiplication-convolution properties of DCT can be found in [6] , [11] . The 16 members of discrete trigonometric transforms (DTT) were introduced and multiplication-convolution properties for the entire family of DTT's were developed in [11] . Among the 16 members of the DTT's, the type-2 DCT of a sequence with size is defined as 1057-7149/03$17.00 © 2003 IEEE (1) where the weighting function is defined as
The orthogonal form of the type-2 DCT of the sequence is the one usually used for image and video compression, which is defined as follows: (3) where the superscript "or" denotes the orthogonal DCT, and the weighting function is defined as .
The type-2 DCT has a multiplication-convolution property [11] described as (5) where denotes the symmetric convolution, and and are the spatial domain sequences. The multiplication-convolution property of the type-2 DCT follows the well-known convolution theorem of the Discrete Fourier Transform (DFT). Thus, the appropriate type of the above symmetric convolution is the skew-circular convolution after anti-symmetric extension of the sequences. Details of the symmetric convolution are described in Appendix I of this paper. The anti-symmetric extension of the DCT coefficients , is given as follows:
.
Then, the symmetric convolution is implemented by the skewcircular convolution of the extended sequences as follows:
where is the anti-symmetric extension of the DCT coefficients, . In the orthogonal form, (5) can be rewritten as follows: (8) where and are given as , .
Our image resizing in the DCT domain is based on the above multiplication-convolution property written in (5) and (8) .
III. DOWNSAMPLING AND UPSAMPLING IN DCT DOMAIN

A. Two-Fold Downsampling
This paper describes the downsampling and upsampling algorithms in one dimension. Since DCT is a separable transform, the 2-D image resizing can be performed by applying the 1-D operations consecutively in the two dimensions. Most image compression standards have adopted an 8 8 block DCT. Thus, the 1-D sequence has a length of eight in this paper.
Let and denote the consecutive 8-sample sequences in the spatial domain and denote the 16-sample sequence that is the consecutively combined sequence of and in the spatial domain as follows, .
Also, , and are the type-2 DCT coefficients of , , and , respectively. If we directly obtain from and in the transform domain, a two-fold downsampled image is easily obtained by truncating the eight high frequency coefficients of . The question then arises of how we can get directly in the transform domain. Fig. 1 shows a conceptual diagram to obtain from and in the spatial and DCT domains.
Let be the symmetric extended signal of , and be the shifted symmetric extended signal of as follows, .
(
Their 16-point DCT coefficients are and , respectively, given as, . (12) The relations of (11) and (12) are provided in general form of -fold symmetric extended signal in Appendix II. Then, the 16-sample sequence of can be obtained by windowing and with the window functions of and , respectively, as follows: (13) where the window functions are given as follows:
The multiplication operation for windowing in the spatial domain corresponds to the symmetric convolution in the DCT domain as described in (5) . Consequently, we can obtain from and in the DCT domain as follows,
where and are the type-2 DCT coefficients of and , respectively, which are the symmetric convolution filters in the DCT domain given in Table I . Finally, two-fold downsampled DCT coefficients are obtained by truncating the high frequency coefficients of , i.e., . Since and are obtained from and , respectively in (12), the two-fold downsampled signal in DCT domain is directly obtained from and by applying (12) and (15). (17), shown at the bottom of the page. In (17), is the transpose of the vector, and is the filter matrix to implement the symmetric convolution in matrix form. Because and have the same coefficients except for sign, we can represent with the coefficients of by using a matrix defined as Then, the second term of (15) can be described in matrix form as follows: (18) where and are defined in (19), shown at the bottom of the next page. Therefore, the downsampled DCT coefficients vector can be given in matrix form as shown in (20) shown at the bottom of the next page. If we consider the orthogonal DCT rather than the type-2 DCT, then (20) requires some scaling operations as follows: (21) where , and and are the scaling matrices as follows: (22) From definition of the matrix , (21) can be efficiently implemented as follows: (23) where and are the 4 8 matrices with even and odd rows of , respectively.
We analyze the computation amount required for our two-fold downsampling. In our downsampling method, the required computations of additions and multiplications are for the symmetric convolution operation. Since , , , and have some zero values, we can save the computation amount for the symmetric convolution in (15). The total computation amount for (23) is 40 additions and 36 multiplications (17) for the two-fold downsampling from two 8-sample DCT coefficients to one 8-sample DCT coefficients. In the 2-D case, the total computation amount to generate a downsampled 8 8 block is 864 multiplications and 960 additions. As a result, the required computation amount for the 2-D case is 3.375 multiplications and 3.75 additions per pixel of the original image.
B. Three-Fold or Higher Downsampling
We will briefly show the three-fold or higher downsampling method. The overall method is the same as the above two-fold downsampling. The differences are on the symmetric convolution filters and the shifted symmetric extended signal of . Fig. 2 shows a conceptual diagram for three-fold downsampling. We need to obtain three filters for three-fold downsampling. If we take the -fold downsampling of an image, we need symmetric convolution filters.
In order to generalize our downsampling method, this paper briefly describes how to extend the concept of two-fold downsampling to three-fold downsampling. As the two-fold downsampling, let , and denote the consecutive 8-sample sequences in the spatial domain and denote the combined 24-sample sequence of , and . Let , and be the symmetric extended signal of , and respectively, as follows:
Their 24-point DCT coefficients are , and , respectively, given as (25) shown at the bottom of the next page. DCT of the -fold symmetric extended signal is derived in Appendix II, and (25) is the special case of the three-fold extended signal. The 24-sample sequence of can be obtained by windowing , and with the window functions of , and , respectively, as follows: (26) where the three windows in the spatial domain are given as follows:
(27) Namely, the above windows can be generally expressed for -fold downsampling as follows:
The filter coefficients of , and are the type-2 DCT's of , and , respectively, which are shown in Table II . Since the filters have some symmetry, the filter coefficients in the DCT domain greatly resemble each other. In three-fold downsampling, the filter matrices of , and are obtained from which are described in (29), shown on the next page.
The results of three-fold downsampling in DCT domain are expressed with the filter matrices as follows: 
where and are the same scaling matrices as two-fold downsampling. The computation amount for three-fold downsampling in (30) requires 43 multiplications and 66 additions. Therefore, the computation amount for the 2-D case is 2.39 multiplications and 3.67 additions per pixel of the original image.
(29) If an -fold image downsampling is required in the DCT domain, the appropriate filter matrices, for , can be easily generated in the same way.
C. Two-Fold Upsampling
In general, upsampling in the DCT domain can be implemented by padding zero coefficients to the high frequency side [5] . As the video sequence is typically stored in a compressed format (8 8 block DCT), the upsampled image should have the same format in the transform domain, namely 8 8 block-DCT coefficients. Therefore, the two-fold upsampling in the DCT domain generates four 8 8 blocks from one 8 8 block of the original image. As described in Sections III-A and B, we describe our upsampling method for the 1-D signal, which can be easily expanded to 2-D image resizing.
In Fig. 3 , let denote an 8-sample sequence in the spatial domain and is the type-2 DCT of . Then, we can obtain by performing zero padding to the high frequency side of, i.e., . is the upsampled coefficients in the DCT domain. However, we must split the 16-sample DCT coefficients into two 8-sample DCT coefficients of the compressed image format. This approach is similar to the downsampling approach. To obtain two split sequences, we perform pixel-wise multiplication in the spatial domain, which corresponds to the symmetric convolution in transform domain. Similar to (15) in downsampling, it can be represented as follows: (31) We can see that the difference between the first and second equations in (31) is only on the window function. The window functions are the same as those for downsampling. The two 8-sample sequences in the spatial domain are given as follows:
(32) Therefore, two 8-sample DCT coefficients of and are obtained as follows [11] : (33) Relations of and are provided in general form for -fold upsampling in Appendix III. As shown in (21) for downsampling, the two-fold upsampling processes can be described in matrix-vector form as follows:
where , and are the scaling matrices for the orthogonal DCT as defined in (22), and the filter matrices and are defined from the symmetric convolution filter in the DCT domain as shown in (36) on page 1025.
The computation amount for two-fold upsampling of 1-D, 8-sample sequence requires 36 multiplications and 32 additions. Therefore, the computation amount for the 2-D case is 3.375 multiplications and 3 additions per pixel of the upsampled image.
D. Three-Fold or Higher Upsampling
In this section, we also show the three-fold or higher upsampling method briefly. The overall method is the same as the two-fold upsampling. For three-fold upsampling, we can obtain by performing zero padding to the high frequency side of . If we take the -fold upsampling of an image, the amount of zero padding is . After that, we split the zero-padded sequence into three 8-sample sequences for three-fold upsampling as follows: (37) where the upsampling windows of , and can be obtained from (27). As described in the two-fold upsampling in (33), three 8-sample DCT coefficients are given as follows: (38) These relations of (38) are the three-fold cases of the general description in Appendix III. The results of three-fold upsampling are expressed in matrix-vector form as follows: (39) where the filtering matrices of , , and are defined from the symmetric convolution filter of as shown in (40) on page 1026.
The computation amount for three-fold upsampling in (39) requires 43 multiplications and 46 additions. Therefore, the computation amount for the 2-D case is 2.39 multiplications and 2.56 additions per pixel of the upsampled image.
If higher upsampling is required, the appropriate matrices, for can be easily generated using the same methods.
E. -Fold Resizing
In some applications, it is necessary to change the image size with an arbitrarily fractional ratio [13] . Also, -fold image resizing can be performed by our method in the DCT domain. Fig. 4 shows a simple method that is used for this purpose. For example, if we want to perform 2/3-fold image resizing, our approach is easily applied to this fractional rate resizing by sequential operations of two-fold upsampling and then three-fold downsampling, i.e., it is the sequential combination of (34), (35) and (30).
IV. EXPERIMENTAL RESULTS
We compare the computation amount of multiplications and additions for various image resizing methods. It is also shown that the simple spatial domain approach using the fast DCT algorithm requires 3.44 multiplications and 9.81 additions per pixel [4] and the fast scheme of [4] In the proposed method, the modified filter matrices for two-fold downsampling and upsampling can be used to save computation amount, which are obtained by truncating small components in our basic two-fold filter matrices. The modified two-fold downsampling filter matrix is truncated from as shown in (41), and the modified two-fold upsampling filter matrix is also truncated from as shown in (42). See (41) and (42) on page 1027.
If we apply the modified filter matrices instead of the original filter matrices, we need only 22 multiplications and 24 additions to obtain one 1-D, 8-sample DCT coefficients from two 8-sample DCT coefficients. Therefore, the computation amount for two-fold downsampling in 2-D is 1.89 multiplications and 2.06 additions per pixel of the original image, which is comparable to fast scheme of the previous work [4] . In the two-fold upsampling with the modified filter matrix, we need 22 multiplications and 20 additions to obtain two 1-D 8-sample DCT coefficients. Thus, two-fold upsampling in 2-D requires 1.72 additions and 1.89 multiplications per pixel of the upsampled image. If we truncate more components in the modified filter matrices, the computation time can be saved whereas image quality is degraded. This paper suggested the modified filter matrices in consideration of both computation time and PSNR. Tables III and IV show that our approach is more efficient in computation amount than the spatial domain approach. Although a greater amount of computation is required for our basic filters than the fast scheme [4] , we present generic methods for the generation of resizing filters and flexibility of arbitrary image resizing. Moreover, using the modified filter matrices can reduce computation amount.
We also present the subjective quality and PSNR of images obtained by downsampling and upsampling using our approach.
(36) Table V shows the PSNR of two-fold upsampled images after two-fold downsampling using the bilinear interpolation, the previous fast scheme [4] , the Mukherjee's method, and our scheme. Table VI shows the PSNR of three-fold upsampled images after three-fold downsampling using bilinear interpolation and our scheme. In the PSNR comparison, the Mukherjee and Mitra's method [5] is about 0.2 dB better than the fast scheme [4] , whereas our approach is about 0.5 dB better than the fast scheme. The PSNR of our approach is improved in comparison to the previous approaches for various images. Our (40) approach using the modified filter matrices also has higher PSNR than the previous method [4] , even though its image quality is slightly degraded from our original method. Fig. 5 shows the Lena images that are two-fold upsampled after two-fold downsampling from the bilinear interpolation and our scheme, and their difference images from the original Lena image, respectively. Fig. 6 also shows the Lena images that are three-fold upsampled after three-fold downsampling from the bilinear interpolation and our scheme, and their difference images from the original Lena image, respectively. Figs. 5 and 6 show that our approach obtains visually better image quality. Fig. 7 shows the 2/3-fold resized image using our scheme.
V. CONCLUSIONS
We proposed a novel approach to resize images in the transform domain. Our approach is based on the multiplication-convolution property of DCT. We showed that the multiplications of the window functions in the spatial domain turn into the symmetric convolutions in the DCT domain. According to our approach, the filter for image resizing with an arbitrary ratio can easily be obtained in the transform domain. Also, the modified filter matrices were developed for reducing the computational complexity. The proposed approach is computationally faster and produces visually finer images than bilinear interpolation in the spatial domain.
APPENDIX
A. Symmetric Convolution and DCT
It is well-known that the multiplication of two sequences in the spatial domain corresponds to the circular-convolution of two sequences in discrete Fourier transform (DFT) domain. Type-2 DCT of a sequence is derived from the DFT of its symmetric extended sequence as follows [14] :
Let be a sequence with length . Then, the symmetric extended sequence is defined as TABLE III  COMPUTATION AMOUNT PER PIXEL OF THE ORIGINAL IMAGE FOR TWO-FOLD  DOWN-SAMPLING AND THOSE PER PIXEL OF THE UPSAMPLED IMAGE FOR  TWO-FOLD UPSAMPLING   TABLE IV  COMPUTATION AMOUNT PER PIXEL OF THE ORIGINAL IMAGE FOR THREE-FOLD  DOWN-SAMPLING AND THOSE PER PIXEL OF THE UPSAMPLED IMAGE FOR  THREE-FOLD UPSAMPLING DFT of about the point of symmetry is described as (A.1-2) From (A.1-2), the type-2 DCT, , is defined as follows:
(A.1-3) In (A.1-2), we can see interesting properties of as follows.
Anti-symmetric property within a period (A.1-4) Anti-periodic property with a period of (A.1-5) Then, convolution theorem of DFT that has anti-periodic property is given as follows, (A.1-6) where denotes the skew-circular convolution defined as
Also, the result of skew-circular convolution is anti-symmetric about , and is symmetric about and . Therefore, following multiplication-convolution property of the type-2 DCT is derived from (A.1-7).
(A.1-8) In conclusion, (A. [1] [2] [3] [4] [5] [6] [7] [8] shows that multiplication of two sequences in the spatial domain corresponds to the skew-circular convolution of the anti-symmetric extended sequences in the DCT domain.
APPENDIX
A. Symmetric Extended Signal and Its DCT
This appendix derives DCT of the symmetric extended signal for -fold downsampling. Let the -fold symmetric extended signal of be for even number as shown in (A.2-1) on the bottom of the page where is the block index number. Then, the type-2 DCT of with a length of is described as follows:
(A.2-1) for odd number can be described with as shown in (A.2-8) on the bottom of the page.
APPENDIX
A. Zero-Padded Signal and Its DCT
Now consider the type-2 DCT of the zero-padded signal as shown in Fig. 3(d) 
