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Abstract
Let mn(G) denote the number of maximal subgroups of G of index n.
An upper bound is given for the degree of maximal subgroup growth of all
polycyclic metabelian groups G (i.e., for limsup logmn(G)
logn
, the degree of
polynomial growth of mn(G)). A condition is given for when this upper
bound is attained.
For G = Zk ⋊ Z, where A ∈ GL(k,Z), it is shown that mn(G) grows
like a polynomial of degree equal to the number of blocks in the rational
canonical form of A. The leading term of this polynomial is the number
of distinct roots (in C) of the characteristic polynomial of the smallest
block.
1 Introduction
Let G be a f.g. (finitely generated) group, and let an(G) denote the number of
subgroups of G of index n. A highlight in subgroup growth is the theorem that
gives an algebraic characterization of what it means for the function an(G) to be
bounded above by a polynomial in n, the so-called “PSG Theorem” (polynomial
subgroup growth), which was proved by Lubotzky, Mann, and Segal. See [6]
and the references there at the end of Chapter 5.
Much progress has been made in the area of subgroup growth, but there
is no known general formula for calculating deg(G), the degree of polynomial
growth of a given PSG (polynomial subgroup growth) group. In [14] however,
Shalev gives formulas for certain metabelian groups and also for all f.g. virtually
abelian groups. Here,
deg(G) = inf{α∣an(G) ≤ n
α for all large n} = lim sup
logan(G)
logn
.
When it comes to maximal subgroup growth, much progress also has been
made. See for example [8], where Mann relates polynomial maximal subgroup
growth in profinite groups to having a positive probability of topologically gen-
erating the group by picking a finite subset at random. See also the more recent
[3], where Jaikin-Zapirain and Pyber give a “semi-structural characterization”
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of polynomial maximal subgroup growth. However, just as in subgroup growth,
there are only a few groups for which we know the exact degree of maximal sub-
group growth. It is known for free prosolvable groups of finite rank; this was
determined by Lucchini, Menegazzo and Morigi in [7] together with Morigi’s
work in [9].
Inspired by the progress Shalev made for calculating deg(G) in [14], I have
worked on calculating the degree of maximal subgroup growth. Notation:
mn(G) = the number of maximal subgroups of G of index n
mdeg(G) = inf{α∣mn(G) ≤ n
α for all large n} = lim sup
logmn(G)
logn
How can we determine mdeg(G), for given G in some nice class of groups? How
is mdeg(G) determined by the algebraic structure of G? This paper answers
these question for certain metabelian groups.
One of the two main results in this paper is the following theorem, which
gives an upper bound for mdeg(G) for all polycyclic metabelian groups. This
theorem also gives a condition for when the upper bound is attained:
Theorem. Let G be a group with f.g. abelian normal subgroup N . Suppose G/N
is an abelian, ℓ0-generated group of torsion-free rank ℓ. After choosing a gener-
ating set for G/N , N becomes a Z[x1, . . . , xℓ0 ]-module. Let R = Z[x1, . . . , xℓ0].
Let I = (x1−1, x2 −1, . . . , xℓ0 −1)R. Let t be the torsion-free rank of (the abelian
group) N/IN , and let d = dQ⊗ZR(Q ⊗Z N) (the minimal number of generators
of Q⊗Z N as a Q⊗Z R-module). Then
mdeg(G) ≤max{ℓ + t − 1, d},
with equality if both G ≅ N ⋊G/N and ℓ ≥ 1.
This is Theorem 81 below.
Of course, mdeg(G) is just an approximation of how fast mn(G) grows as
n→∞. Sometimes, we can be more precise than just giving mdeg(G). For f.g.
groups of the form
G = (arbitrary abelian) ⋊Z,
the growth type (see Definition 1) of mn(G) is given in Proposition 78.
When we specialize to groups of the form
G = (f.g. abelian) ⋊ Z =N ⋊ Z,
we can be even more precise than giving the growth type of mn(G). Note that
as N is a normal subgroup of G, N becomes a Z[x]-module. So Q ⊗Z N is a
f.g. module over the PID Q[x]. In this case, we have the following theorem, the
other main result of this paper:
Theorem. Let G = N ⋊ Z, with N f.g. as an abelian group. Let
Q⊗Z N = d⊕
j=1
Q[x]/(aj),
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where a1∣a2∣⋯∣ad as provided by the structure theorem of f.g. modules over PIDs
(so with a1 not a unit). So d = dQ[x](Q ⊗Z N). Also, let ρ1 be the number of
(distinct) roots of a1 in C. Then
mn(G) ≤ ρ1nd +O(nd−1) for all large n, and
mn(G) ≥ ρ1nd for infinitely many n.
This is Theorem 72. The result stated in the second paragraph of the ab-
stract is Corollary 74.
The general method used here for finding the maximal subgroup growth of
metabelian groups N ⋊A naturally falls into two parts:
• find the maximal Z[A]-submodules of N
• count derivations (1-cocycles) from A to simple quotients of N
See Lemma 5.
The idea of reducing subgroup growth questions of metabelian groups to
commutative algebra is not new. See Chapter 9 in [6]. Also, submodule growth
has been considered by Segal before in [13] and [12]. Further, the use of deriva-
tions in counting subgroups is well established in subgroup growth; see the first
page of Chapter 1 in [6] as well as Section 1.3.
Section 1.1 gives notation (most but not all standard) which is used through-
out the paper. Section 2 shows how derivations can be counted and used for
counting maximal subgroups in metabelian groups. It also contains several mis-
cellaneous results (mostly known) that will be needed later. The goals of Sec-
tion 3 are to describe the maximal submodule growth of (a) all ZD[x]-modules
(with D finite) which are finitely generated as ZD-modules and (b) all finitely
generated Z[x]-modules. Section 4 shows how to count the maximal submodules
of Z[x1, x2, . . . , xℓ]-modules, which are finitely generated as abelian groups. Sec-
tion 5 contains the main results of the paper, on the maximal subgroup growth
of certain metabelian groups. It also works out the exact maximal subgroup
growth of an example.
Finally, note that most of the work presented in this paper was done while
I was a graduate student at Binghamton University and is from [4], my disser-
tation.
1.1 Notation and Terminology
an(G): the number of subgroups of G of index n
mn(G): the number of maximal subgroups of G of index n
m˜n(N): the number of maximal submodules of N of index n
m˜S(N): See Definition 13
m˜trivn (N), m˜nontrn (N): See Definition 68
Der(G,A): the set of derivations (see below) from G to A
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H ≤n G: H is a subgroup of G of index n
H ≤f G (H ⊴f G): H is a subgroup of G of finite index (resp. and is normal)
I ⊲max R: I is a maximal ideal of R
M ≤max N : M is a maximal submodule
1 of N(a1, . . . , ak)R ∶ the ideal of R generated by a1, . . . , ak ∈ R
mdeg(G): the degree of maximal subgroup growth2 of a group G:
mdeg(G) = inf{α∣mn(G) ≤ nα for all large n}.
m˜deg(N): the degree of maximal submodule growth3 of an R-module N :
m˜deg(N) = inf{α∣m˜n(N) ≤ nα for all large n}.
N ≅R M : N and M are isomorphic as R-modules
dR(N): the minimal size of an R-module generating set for N
QN : Q⊗Z N
ZD: the localization of Z at the (finite) set of primes D
Suppose G acts on the abelian group A on the left. Recall that a derivation
(also called a 1-cocycle, or crossed homomorphism) is a function δ ∶ G→ A that
satisfies4 δ(gh) = δ(g) + g ⋅ δ(h) for all g, h ∈ G.
Almost all groups that appear in this document as groups (except Q which
is a field. . .) will be finitely generated (f.g.).
In the following definition, the (increasing and eventually positive) function
g has domain a subset of the positive integers of the form {k, k + 1, k + 2, . . .}.
Definition 1. Let f ∶{1,2,3, . . .}Ð→ R. We say that f has growth type. . .
. . . at most g, if f(n) = O(g(n)) (using “Big O” notation5).
. . . at least g, if f(n) = Ω(g(n)): that is, there exists some constant C > 0
such that Cg(n) ≤ f(n) for infinitely many n.
And if f has growth type at most g and at least g, we say it has growth
type g.
Note that just like an analogous definition in [6] (Section 0.1), this notion of
“has growth type” is not symmetric.
1Occasionally, the symbols ‘≤max’ will mean ‘maximal subgroup of’. Hopefully, the usage
will be clear from context.
2This is exactly what Mann denotes by s∗(G) on page 449 of [8]. Assuming mn(G) ≥ 1
for infinitely many n, then this also equals what Mann denotes by s(G) on page 448 of that
paper: lim sup((logmn(G))/ log n) =
inf{s∣mn(G) ≤ Cns, for some C}.
Note that this differs from what Lubotzky defines on page 2 of [5] as the “ ‘polynomial
degree’ of the rate of growth of mn(G)”: M(G) ∶= supn≥2((logmn(G))/ logn).
3Of course, this depends on the ring R (which is implicit, given N). Hence, though the
notation m˜degR(N) would be appropriate, we will not use the subscript R, especially since it
is understood from the context.
4If A is not assumed to be abelian, and if G instead acts on the right, the condition changes
to δ(gh) = δ(g)h ⋅ δ(h) for all g, h ∈ G.
5This means that for some constant C, we have ∣f(n)∣ ≤ Cg(n) for all large n.
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2 Preliminary results
We begin with an easy observation:
Lemma 2. Let G be a finitely generated group with N ⊴ G. Then
mn(G) =mn(G/N)+ “the complement type”
where “the complement type” is the number of index n maximal subgroups M of
G with MN = G.
Proof. Either M contains N or it does not. The former case is equivalent to
MN =M , and the latter is equivalent to MN = G.
So how do we count “the complement type”? It turns out that if N is abelian
and itself has a complement in G (a subgroup K ≤ G such that N ∩K = {1} and
KN = G) then the answer to this question (Lemma 3) is particularly nice.
We now recall that a group B acting on an abelian group A gives us a Z[B]-
module structure for A. As such, A is called a B module. And so for a group G
with an abelian normal subgroup N , for any N0 ≤N with N0 ⊴ G we have that
G acts on N/N0 by conjugation. But since N is abelian, G/N acts on N/N0 by
conjugation, and so N/N0 is a Z[G/N]-module.
Lemma 3. Let N be an abelian normal subgroup of G. Suppose M is a proper
subgroup of G with MN = G. Then M ≤max G iff M ∩N is a maximal Z[G/N]-
submodule of N . Also, [G ∶M] = [N ∶M ∩N].
Proof. This is just Result 5.4.2 from [11] reworded. Let N0 =M ∩N . Indeed, N0
being a maximal Z[G/N]-submodule of N precisely means that N0 is maximal
among all the proper subgroups of N which are normal in G, and this means
that N/N0 is a minimal normal subgroup of G/N0.
Recall that of course a submodule N0 of N is maximal iff N/N0 is a simple
module.
Before continuing, we make another comment about group rings. If A is a
free abelian group of rank ℓ, then the group ring Z[A] is just the Laurent poly-
nomials in ℓ variables with integer coefficients: Z[x1, x−11 , x2, x−12 , . . . , xℓ, x−1ℓ ].
2.1 Using derivations
The following is well known:
Lemma 4. Suppose
N ↪ G
π
↠ G/N
is exact and that σ is a splitting of π. Then there is a one-to-one correspondence
between the set of complements to N and Der(G/N,N) where the action of G/N
on N is defined by g¯n ∶= σ(g¯)nσ(g¯)−1.
5
For a proof, see for example Corollary 2.13 in [4].
The idea of using derivations to count subgroups is well established. See
[6], pages 11, 15. Another reference is [14]. In fact, the origin of this section
was wondering what Lemma 2.1 (iii) in [14] reduced to when counting maximal
subgroups; the analogous result here is Lemma 5.
Lemma 5. Let G be a f.g. group with N ⊴ G and N abelian. Then
mn(G) ≤mn(G/N) +∑
N0
∣Der(G/N,N/N0)∣ (*)
where the sum is taken over all N0 such that N0 ⊴ G, N0 ≤ N and such that
N/N0 is a simple Z[G/N]-module with ∣N/N0∣ = n. When we have G ≅ N⋊G/N ,
then the inequality in (*) is an equality.
Proof. For the inequality, by Lemma 2, we only need to show that the num-
ber of maximal subgroups M of G such that MN = G is bounded above by
∑N0 ∣Der(G/N,N/N0)∣.
Let M ≤max G with MN = G and [G ∶ M] = n. Let N0 = M ∩N . Then
by Lemma 3, N/N0 is a simple Z[G/N]-module with ∣N/N0∣ = n. We have the
exact sequence
N/N0 ↪ G/N0↠ G/N. (*1)
By Lemma 4, M is counted by the term ∣Der(G/N,N/N0)∣, and we have that
distinct M1,M2 ≤max G with Mi ∩G = N0 for i = 1,2, correspond to different
derivations. This proves (*).
Next, suppose G = N ⋊G/N . Let N0 be a maximal Z[G/N]-submodule of
N with ∣N/N0∣ = n. LetM be the set of maximal subgroups M of G (of index
n) that have MN = G and M ∩ N = N0. By Lemma 3, M “is” (or rather,
corresponds to) the set of complements to N/N0 in G/N0. Because G/N0 is
just N/N0⋊G/N , the short exact sequence (*1) splits. Therefore, by Lemma 4,
M has cardinality ∣Der(G/N,N/N0)∣.
2.2 Counting derivations
In order to actually use derivations to count maximal subgroups, we need to be
able to count derivations.
We begin by stating a slightly weaker version of Lemma 2.5 from [14]. In
the lemma here, notice that A is a module over the group ring Z[⟨x⟩].
Lemma 6. Suppose a cyclic group ⟨x⟩ acts on a finite abelian group A. Also,
suppose
(i) ⟨x⟩ is the infinite cyclic group, or
(ii) x has order k and (1 + x + x2 +⋯+ xk−1) ⋅ a = 0 for all a ∈ A.
Then ∣Der(⟨x⟩,A)∣ = ∣A∣.
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Note: In Shalev’s paper, instead of A, he has an arbitrary finite group F .
The main reason why the lemma is not stated in that generality here is to use
additive notation for A. Also, instead of the second point, the lemma could
instead say
∣Der(⟨x⟩,A)∣ = ∣{a ∈ A ∶ (1 + x + x2 +⋯+ xk−1) ⋅ a = 0}∣.
At this point, we could state Lemma 71 (and prove it in one line). Readers
may want to read that before continuing this section.
While Lemma 6 tells us how to count derivations if the domain is a cyclic
group, we will have need to count derivations when the domain is not cyclic.
To do so, we prove that derivations factor through quotients, just as homomor-
phisms factor through quotients.
Let G be a group acting on the (abelian) group A. Suppose N ⊴ G and
that N acts trivially6 on A. Recall that this gives us an action of G/N on A.
Further, suppose N is normally generated by {a1, . . . , ak}.
Lemma 7. With the above notation, suppose δ∶G Ð→ A is a derivation and
that δ(ai) = 0 for all i. Then
(i) δ(g) = 0 for all g ∈ N , and therefore
(ii) δ factors through G/N .
Notes: (1) This basically is exercise 4(a) in [1] (pg. 90). (2) The hypothesis
that A is abelian is not needed, but it simplifies the notation slightly; further,
in what follows, the lemma is applied only in the case that A is abelian.
Proof. We have that N is generated (as a subgroup) by the set of all gaig
−1
such that g ∈ G and 1 ≤ i ≤ k. It is immediate from the definition of derivations
that to prove (i), we only need to show δ(gaig−1) = 0 for all g and ai. So pick g
and ai.
We have (explanations following the equations)
δ(ga1g−1) = δ(g) + gδ(aig−1) (1)
= δ(g) + g(δ(ai) + aiδ(g−1)) (2)
= δ(g) − gaig−1δ(g) (3)
= δ(g) − δ(g) = 0 (4)
Equations (1) and (2) follow from the definition of derivation; for (1), we asso-
ciated gaig
−1 as g(aig−1). For equation (3), besides distributing g, we are using
the hypothesis that δ(ai) = 0 for all i, and we are also using the general fact7
that δ(x−1) = −x−1δ(x) (where here x = g). Equation (4) follows from (3) by
using the fact that gaig
−1 ∈ N , and recalling that N acts trivially on A. And so
combining (1) - (4) gives δ(ga1g−1) = 0, which proves part (i) of this lemma.
6By this we mean that g ⋅ a = a for all g ∈ N and a ∈ A.
7This fact can be easily checked by applying the definition of derivation to δ(xx−1) = 0.
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For part (ii), we first claim that since δ(N) = {0}, we get a well-defined
function δ¯∶G/N Ð→ A via δ¯(gN) = δ(g). Indeed, take g ∈ G and n ∈ N . Then
δ(gn) = δ(g) + gδ(n), but this equals δ(g), since δ(n) = 0 by part (i). What
remains to be shown is that the function δ¯ is a derivation.
Take g, h ∈ G. Then δ¯(gNhN) = δ¯(ghN) = δ(gh), but since δ is a derivation,
δ(gh) equals δ(g) + gδ(h), which equals δ¯(gN)+ gNδ(hN), since the coset gN
acts on A the way g acts on A.
We prove the universal property (of free groups) for derivations. This is
analogous to homomorphisms. Let Fd be the free group on X = {x1, x2, . . . , xd}.
(Fd is abelian if and only if d = 1.) Suppose Fd acts on A. Note that A is
assumed8 to be an abelian group.
Lemma 8. With the above notation, any map δ∶{x1, x2, . . . , xd} Ð→ A gives a
unique derivation δ∶Fd Ð→ A.
Note: This is exercise 3(a) in [1] (pg. 90).
Proof. Let x ∈ X . Define δ(x−1) ∶= −x−1δ(x). Next, for y1, y2, . . . , yk ∈ X±1, let
y = y1y2⋯yk, and assume y is a reduced word. We will then define δ(y) to be
δ(y1) +∑k−1j=1 y1⋯yjδ(yj+1); written out, this says
δ(y1⋯yk) ∶= δ(y1) + y1δ(y2) +⋯ + y1y2⋯yk−1δ(yk).
Let ǫ denote the identity of Fd; so ǫ is the empty word. So far, we have defined
δ(y) for any y except ǫ. We define δ(ǫ) ∶= 0. We now have a well-defined function
δ∶Fd Ð→ A, and it is straightforward to check that δ is indeed a derivation:
Let y, z ∈ Fd. If y or z (or both) are the identity, then δ(yz) = δ(y) + yδ(z).
So suppose that neither y nor z is ǫ, the identity.
Case 1. Suppose that yz is a reduced word.
It is easy to see that δ(yz) = δ(y) + yδ(z); indeed, let y = y1y2⋯yk and z =
z1z2⋯zℓ, where y1, . . . , yk, z1, . . . , zℓ ∈ X±1. To simplify notation, for j ∈ {1,2, . . . , k},
let yˆj denote y1y2⋯yj and similarly for zˆj if j ∈ {1,2, . . . , ℓ}. (So y = yˆk and
z = zˆℓ.) Then
δ(yz) = δ(y1 . . . ykz1 . . . zℓ)
= δ(y1) +⋯ + yˆk−1δ(yk) + yδ(z1) + yz1δ(z2) +⋯+ yzˆℓ−1δ(zℓ)
= δ(y) + y(δ(z1) + z1δ(z2) +⋯+ zˆℓ−1δ(zℓ))
= δ(y) + yδ(z),
and this is what we wanted to show, finishing this case.
Case 2. There is cancellation in the product yz.
To show this case, we use induction on the amount of cancellation. Our base
8The reasons for this are (a) to simplify notation slightly and (b) because the author intends
to use it only in the case that A is abelian.
8
case is the previous case, that there is no cancellation. Note that y and z are
each, individually, assumed still to be reduced words. Suppose y = ux and
z = x−1w for some x ∈ X±1 and u,w ∈ Fd. Assume that δ(uw) = δ(u) + uδ(w).
So since yz = uxx−1w = uw, by our inductive hypothesis, we need only show
that δ(ux) + uxδ(x−1w) = δ(u)+ uδ(w). We have (explanations following)
δ(ux) + uxδ(x−1w) = δ(u) + uδ(x) + ux(δ(x−1) + x−1δ(w))
= δ(u) + uδ(x) + ux(−x−1δ(x) + x−1δ(w))
= δ(u) + uδ(x) − uxx−1δ(x) + uxx−1δ(w)
= δ(u) + uδ(x) − uδ(x) + uδ(w)
= δ(u) + uδ(w)
The first equality is by Case 1 applied to the reduced words ux and x−1w. The
second equality just uses our definition of δ(x−1). Besides distributing ux, the
third equality follows since the action of Fd on A is, of course, by automorphisms,
and hence we may pull the -1 in front. This finishes Case 2 and the lemma.
For the rest of this section, we write Zℓ = ⟨x1, . . . , xℓ∣[xi, xj]for all i, j⟩ for
the free abelian group of rank ℓ (written multiplicatively).
Lemma 9. Let S be a simple Zℓ-module. There is a one-to-one correspon-
dence between the set Der(Zℓ, S) and the set of functions δ∶{x1, . . . , xℓ} Ð→ S
satisfying (1 − xi)δ(xj) = (1 − xj)δ(xi) for all i, j. (*)
Proof. Step 1. Let δ∶Zℓ Ð→ S be a derivation. Fix i, j. Because xixj = xjxi, we
have δ(xixj) = δ(xjxi) Therefore, δ(xi)+xiδ(xj) = δ(xj)+xjδ(xi). Rearranging
and factoring yields (*).
Step 2. Let δ∶{x1, . . . , xℓ} Ð→ S satisfy (*). By Lemma 8, we get a unique
derivation δ∶Fℓ Ð→ S, where the action of Fℓ on S is the induced action. Fix
i, j. We claim that δ([xi, xj]) = 0. Indeed,
δ(xixjx−1i x−1j ) = δ(xi) + xiδ(xj) − xixjx−1i δ(xi) − xixjx−1i x−1j δ(xj)
= δ(xi) + xiδ(xj) − xjδ(xi) − δ(xj),
where last equality is by the induced action.9 Notice that this last expression
is 0 precisely because (*) holds. Therefore, Lemma 7 gives us a derivation from
Zℓ to S.
Because Steps 1 and 2 are inverses of each other, we are finished.
Lemma 10. Let S be a simple Zℓ-module. Then
∣Der(Zℓ, S)∣ = ⎧⎪⎪⎨⎪⎪⎩
∣S∣ℓ if the action is trivial
∣S∣ otherwise.
9Indeed, xixjx
−1
i = xixjx
−1
i x
−1
j xj = [xi, xj]xj . We then twice use the fact that [xi, xj]
acts trivially on S.
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Proof. If the action is trivial, then Der(Zℓ, S) = Hom(Zℓ, S).
Assume the action is not trivial, and let xi ∈ {x1, . . . , xℓ} be a generator10 of
Zℓ that acts non-trivially on S. Then the action of (1−xi) on S is invertible.11
Though there is no element (1 − xi)−1 in Z[x1, . . . , xℓ], for s0 ∈ S, we denote by(1 − xi)−1s0 the image of s0 under the image of the inverse automorphism of(1 − xi)⋅ ∈ Aut(S).
Fix j ≠ i. The equation (1 − xi)δ(xj) = (1 − xj)δ(xi) is equivalent to the
equation δ(xj) = (1 − xi)−1(1 − xj)δ(xi). Hence, by Lemma 9 we may pick a
derivation simply by picking δ(xi) to be any element of S and then defining
δ(xj) to be (1 − xi)−1(1 − xj)δ(xi).
Our next goal is Lemma 12, which extends Lemma 10 to the case that the
domain is any f.g. abelian group.
Lemma 11. Let S be a simple Zℓ-module. Assume that the action is non-
trivial. Let x ∈ Zℓ be such that the automorphism x⋅ ∈ Aut(S) has finite order
dividing some integer n. Let δ∶Zℓ Ð→ S be a derivation. Then
δ(xn) = 0.
Proof. Let y ∈ Zℓ be such that y⋅ ∈ Aut(S) is non-trivial. We know (similarly to
Step 1 of Lemma 9) that
(1 − y)δ(xn) = (1 − xn)δ(y).
But because S is a simple module and y⋅ is non-trivial, we get12 that the endo-
morphism (1 − y)⋅ is invertible. Therefore, δ(xn) = (1 − y)−1(1 − xn)δ(y), but
since the automorphism x⋅ has order dividing n, we have that xn⋅ is the identity
function on S. Therefore, δ(xn) = (1 − y)−1(1 − xn)δ(y) = 0.
The following is a generalization of Lemma 10.
Lemma 12. Let H be a f.g. abelian group. Let S be a simple H-module. Then
∣Der(H,S)∣ = ⎧⎪⎪⎨⎪⎪⎩
∣Hom(H,S)∣ if the action is trivial
∣S∣ otherwise.
Proof. If the action is trivial, then Der(H,S) = Hom(H,S). So suppose the
action is non-trivial.
Let H be ℓ-generated, and let G = Zℓ, the free abelian group of rank ℓ.
Let the action of G on S be the induced action. By Lemma 10, we know
10The free abelian group is still written multiplicatively.
11Of course, S is a module over the ring R = Z[x1, . . . , xℓ]. Since S is a simple R module,
then S really is a 1-dimensional vector space. In this case, the function xi ⋅ is just multiplication
by some (non-identity) element of the field.
12Just like (1 − xi) in the proof of Lemma 10. . .
10
that ∣Der(G,S)∣ = ∣S∣. To prove this lemma, it is sufficient to show that each
derivation from G to S gives a derivation (via Lemma 7) from H to S.13
Let δ ∈ Der(G,S). Let π∶G Ð→ H be a surjection with kernel N . Let x ∈ G
be such that π(x) has order n. (So xn is an arbitrary element of N .) In order
to apply Lemma 7, it is sufficient to show that δ(xn) = 0 (for any such xn).
We have x⋅ ∈ Aut(S) has order dividing n, since N acts trivially on S. Thus
δ(xn) = 0 by Lemma 11.
2.3 Submodules counted by isomorphism type of quotient
Let R be ring, and let N be an R-module. It is well known that for every
maximal submodule M of N , we have N/M ≅R R/I for some maximal left ideal
I ⊲ R.14
In order to organize all the maximal submodules of N of a given index by the
R-module isomorphism type of the quotient, we give the following definition:
Definition 13. Let S be a (finite) simple R-module. Then
m˜S(N)
denotes the number of submodules M of N such that N/M ≅R S.
We now state the following lemma:
Lemma 14. Let N be a f.g. R-module. Then
m˜n(N) =∑
S
m˜S(N),
where the sum is taken over all simple R-modules of cardinality n. If R is
commutative, then also
m˜n(N) =∑
I
m˜R/I(N)
where the sum is taken over all maximal ideals I of R that have ∣R/I ∣ = n.
Proof. The first equality holds because we can partition the set of maximal
submodules by the R-module isomorphism type of their quotient.
The second equality then follows by the well-known fact mentioned in the
first paragraph of this section together with one other well-known fact: Because
R is now assumed to be commutative, if we have two maximal ideals I1, I2 ⊲ R
with I1 ≠ I2 but ∣R/I1∣ = ∣R/I2∣ finite, then R/I1 and R/I2 are not isomorphic
R-modules,15 (even though they are isomorphic fields).
13The following is clear: Let δ1 and δ2 be different derivations from G to A that satisfy
the hypotheses of Lemma 7 (for some given N ⊴ G). Then the lemma produces different
derivations from G/N to A.
14If R is commutative, then I is the annihilator ofN/M . If R is not necessarily commutative,
then we may take any element a ∈ N/M , with a ≠ 0. Let I be the kernel of the map r ↦ ra.
Since N/M is simple, the map is surjective (because it is nonzero). We conclude N/M ≅R R/I.
15This is because their annihilators (namely I1 and I2 respectively) are different.
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Note: Recall that if R is not commutative, then it is possible for R/I1 ≅R
R/I2 as R-modules, even if I1 ≠ I2.16
2.4 Codimension 1 subspaces
Let R be a commutative (unital) ring, and let I ⊲ R be maximal with ∣R/I ∣ = n.
Lemma 15. With the notation from Definition 13,
m˜R/I(N) = m˜R/I(N/IN).
Proof. It is immediate that m˜R/I(N) ≥ m˜R/I(N/IN). Let M be a maximal
submodule of N with N/M ≅R R/I. We have AnnR(N/M) = AnnR(R/I) = I.
Thus IN is 0 mod M , i.e., IN ⊆M . Therefore m˜R/I(N) ≤ m˜R/I(N/IN).
The following is very well known.
Lemma 16. With the above notation,
R/I ⊗R N ≅R N/IN.
Lemma 17. Recall that n = ∣R/I ∣. We have
m˜R/I(N) = 1 + n + n2 +⋯+ ns−1,
where s = dimR/I(R/I ⊗R N).
Proof. Lemma 15 gives m˜R/I(N) = m˜R/I(N/IN), which itself is equal to
m˜R/I(R/I ⊗N) by Lemma 16. Note that R/I ⊗N is an R/I-vector space, and
that its maximal submodules are codimension 1 subspaces, the number of which
is the number of dimension 1 subspaces. Thus
m˜R/I(R/I ⊗R N) = ns − 1
n − 1
,
where s = dimR/I(R/I ⊗R N) as desired.
We get the following consequence of Lemma 17:
Corollary 18. Recall I ⊲max R, with ∣R/I ∣ = n. Suppose N1, . . . ,Nr are cyclic
R-modules, and let s = ∣{Ni ∶ m˜R/I(Ni) = 1}∣. Then
m˜R/I(N1 ⊕N2 ⊕⋯⊕Nr) = 1 + n + n2 +⋯+ ns−1.
16For example, let R = M2(Fp). Let I1 = ( 0 ∗0 ∗ ) and I2 = (
∗ 0
∗ 0 ). Then R/I1 and R/I2 are
both isomorphic to the unique (up to iso.) simple R-module.
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2.5 Miscellaneous
We collect here a few more results (almost all well known) that we will use later.
How does passing to quotients affect the maximal subgroup growth? The fol-
lowing lemma shows that if we mod out by a finite subgroup, then the maximal
subgroup growth remains unchanged. (The question was inspired by Lemma
2.3 from [14].)
Lemma 19. Let G be a f.g. group and F ⊴ G finite. Let n ∈ Z≥1. If n > ∣F ∣,
then
mn(G) =mn(G/F ).
Proof. We will show that if a maximal subgroup does not contain F , then it
has index at most ∣F ∣. Let M ≤n G be maximal and suppose that F ⊈M . Since
F ⊴ G, we get that FM is a subgroup of G. Since FM properly contains M ,
we conclude that FM = G. Therefore,
[G ∶M] = [FM ∶M] = [F ∶ F ∩M] ≤ ∣F ∣.
A similar statement works for maximal submodule growth. Let R be a
(unital) ring.
Lemma 20. Let N be an R-module and F ≤ N a finite submodule. Let n ∈ Z≥1.
If n > ∣F ∣, then
m˜n(N) = m˜n(N/F ).
Proof. This is similar to our proof of Lemma 19. Let M ≤n N be a maximal.
Suppose F ⊈M . Then n ≤ ∣F ∣ because
N/M = (M +F )/M ≅R F /M ∩F.
—————————————
The following will be used without comment throughout this document. For a
proof, see for example Result 5.4.3 (iii) in [11].
Lemma 21. Let G be a solvable group, and let M be a maximal subgroup of G
of finite index. Then [G ∶M] is a power of a prime.
—————————————
Let S be a G module. Following [2] (page 798), we will denote by SG the
set of all elements of S that are fixed by G: SG = {s ∈ S ∶ gs = s for all g ∈ G}.
If SG ≠ ∅, we say that S has a fixed point. We now make an easy observation:
Lemma 22. Let S be a simple (finite) G module that has a fixed point. Then
S = SG and ∣S∣ is prime.
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Proof. The set SG is a submodule of S. Since it is non-empty and S is simple,
we get S = SG. Since the action is trivial, a simple G module is the same thing
as a simple abelian group.
—————————————
Our next goal is the well-known Lemma 24. We first prove the main part of
that lemma.
Lemma 23. Let D be an integral domain and F its field of fractions. Fix d ≥ 1.
Suppose A is a D-submodule of F d that is isomorphic (as a D-module) to Dd.
Let v ∈ F d. Then there exists c0 ∈D with c0 ≠ 0 such that c0v ∈ A.
Proof. The case when d = 1 is clear.
Let X = {x1, . . . , xd} be a D-module generating set for A. We claim that
the F -span of X is F d. By contradiction, suppose that X is linearly dependent
over F . So there exist a1, . . . , ad ∈ F (not all zero) such that
a1x1 +⋯+ adxd = 0.
By clearing the denominators we get
a˜1x1 +⋯+ a˜dxd = 0
for some a˜1, . . . , a˜d ∈D (not all zero) a contradiction; this proves our claim. The
claim tells us that there exist α1, . . . , αd ∈ F such that
α1x1 +⋯ + αdxd = v.
Again, clearing the denominators finishes the proof.
Lemma 24. Fix d ≥ 1. Suppose A and B are Z-submodules of Qd both isomor-
phic (as Z-modules) to Zd. Then there exists c ∈ Z such that cB ≤f A.
Proof. Let X = {y1, . . . , yd} be a Z-module generating set for B. We then apply
Lemma 23 to each yi to get nonzero constants c1, . . . , cd ∈ Z such that ciyi ∈ A.
Then c = Πd1ci works.
Corollary 25. Let A, B be f.g. subgroups of Qd such that B ≤ A and that
QB = Qd. Then [A ∶ B] is finite.
Proof. This follows from Lemma 24. Notice that as Z-modules, A and B are
both isomorphic to Zd. We are done because cB ≤f A for some c, implies that
B ≤f A too.
—————————————
If we start with a non-constant polynomial f ∈ Z[x], does f split mod p for
infinitely many primes p? It turns out that slightly more is true, as the following
lemma states.
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Lemma 26. Let f ∈ Z[x] be a non-constant polynomial. Consider f¯ ∈ Fp[x].
Let ρp be the number of distinct roots of f¯ in Fp, and let ρ be the number of
distinct roots of f in C. Then ρp = ρ for infinitely many primes p.
For a proof, see [10], the answer Igor Rivin gave at MathOverflow to the
author’s question. (Or see Keith Conrad’s answer to the same question.)
Lemma 27. Let f ∈ Z[x] be a non-constant polynomial. Consider f¯ ∈ Fp[x].
Let ρ¯p be the number of distinct roots of f¯ in Fp, and let ρ be the number of
distinct roots of f in C. Then ρ¯p ≤ ρ for all large primes p.
For a proof, see the answer Eric Wofsey gave to the author’s question at
https://math.stackexchange.com/q/2753743.
—————————————
Definition 28. Let k ∈ Z≥1. For a function
f ∶{k, k + 1, k + 2, . . .}→ R≥0
which is bounded above by a polynomial, define
deg(f) ∶= inf{α ∣ f(n) ≤ nα for all large n}.
Notes: (1) If f itself is a polynomial, then this agrees with the normal use
of the term “degree”. (2) We have that mdeg(G) = deg(mn(G)).
Lemma 29. Let k ∈ Z≥1, and let
f, g, h∶{k, k + 1, k + 2, . . .}→ R≥0
each be bounded above by a polynomial. Then
deg(f + g) =max{deg(f),deg(g)}, and
deg(f + g + h) =max{deg(f),deg(g),deg(h)}.
Proof. We prove the first equality, and then the second follows by applying the
first equality twice.17
Certainly deg(f +g) ≥ deg(f) because f(n)+g(n) ≥ f(n) for all n. Similarly,
deg(f + g) ≥ deg(g). Hence, deg(f + g) ≥max{deg(f),deg(g)}.
Let α ∶= deg(f) and β ∶= deg(g). Let ε > 0. Then
f(n) ≤ nα+ε/2 and g(n) ≤ nβ+ε/2 for all large n.
Thus for all large n,
f(n) + g(n) ≤ nα+ε/2 + nβ+ε/2
≤ 2nmax{α,β}+ε/2
≤ nmax{α,β}+ε,
where in the last inequality, n is large enough such that 2 ≤ nε/2. The in-
equalities give us that deg(f + g) ≤ max{deg(f),deg(g)}. Hence deg(f + g) =
max{deg(f),deg(g)}.
17We could use induction to prove a more general lemma about the sum of n functions.
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3 Finitely generated Z[x]-modules
The goals of this section are to describe the maximal submodule growth of
• all ZD[x]-modules (with D finite) which are finitely generated as ZD-
modules
• all finitely generated Z[x]-modules.
For the latter, the cyclic case is about finding maximal ideals in R = Z[x] and
in quotients R/I of R. The general case is handled by looking at f.g. modules
over Fp[x] (or over Q[x]) and applying the well known structure theorem for
f.g. modules over principal ideal domains. At that point, we need only appeal
to §2.3.
3.1 Cyclic Z[x]-modules
Let R = Z[x]. As is well-known, a cyclic R module is just (isomorphic to) R/I
where I is an ideal of R; I would be the annihilator of a chosen generator.
We first review what the maximal ideals of R are:
Lemma 30. The maximal ideals of R = Z[x] are precisely the ideals of the form(p, f) where p is a prime number and f ∈ R is a polynomial that is irreducible
mod p.
Proof. Though this is very well known, an argument is given here. (A reference
is example 3(d) in [2] in the section titled “The prime spectrum of a ring”.)
Let I ⊲ R be maximal. Since R itself is not a field, I is not the zero ideal.
So there is an a ∈ I with a ≠ 0. We claim that I contains a prime number.
Indeed, if a ∈ Z, then, then the characteristic of the field R/I is finite and hence
prime. On the other hand, if a is a non-constant polynomial, then R/I is finitely
generated as an abelian group, and in this case, Q cannot be a subgroup of R/I.
So in this case, we also know that the characteristic of R/I is finite. Hence I
does contain a prime number.
So since R/I is a quotient of Fp[x], the lemma follows.
We next note that maximal ideals of Z[x,x−1] correspond exactly with the
maximal ideals of Z[x] except for (p, x), which are not maximal in Z[x,x−1]
because x is a unit there. See for example, Proposition 38 in [2] in the section
titled “Localization”. We easily get the following observation:
Lemma 31. We have
m˜n(Z[x,x−1]) =
⎧⎪⎪⎨⎪⎪⎩
m˜n(Z[x]) − 1 when n is prime
m˜n(Z[x]) when n is not prime.
In the following well-known result, µ is the mo¨bius function.
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Lemma 32. We have
m˜pk(Fp[x]) = 1
k
∑
a∣k
µ(k
a
)pa.
For a proof, see for example the last two pages of the section titled “Finite
Fields” in [2].
Corollary 33. The growth type of m˜n(Fp[x]) is n/ log(n).
Note that m˜deg(Fp[x]) = 1 even though m˜n(Fp[x]) grows sublinearly.
Lemma 34. We have m˜n(Z[x]) has growth type n. In fact, m˜n(Z[x]) ≤ n for
all n and m˜n(Z[x]) = n when n is prime.
Proof. We know already that m˜p(Z[x]) = p, and therefore m˜n(Z[x]) has at
least linear growth. To show that it has at most linear growth, we may appeal
to Lemma 32 or make the following simpler observation:
The number of monic polynomials in Fp[x] of degree k is exactly pk. But
since m˜pk(Fp[x]) is the number of irreducible, monic polynomials of degree k,
we conclude that m˜n(R) ≤ n for all n.
Let R = Z[x], and let I ⊲ R, so that R/I is an “arbitrary” cyclic R module.
Recall that the content of a polynomial in R is the greatest common divisor of
its coefficients.
Lemma 35. Let f ∈ I be a non-constant polynomial. Then for all primes p
which do not divide content(f) we have that for all k,
m˜pk(R/I) ≤ deg(f).
Proof. Let p be a prime that does not divide content(f). Then f¯ in Fp[x] is
not zero. Note that m˜pk(R/I) = m˜pk(R/(p, I)). Since R/(p, I) is a quotient
of Fp[x]/(f¯), we get that m˜pk(R/(p, I)) ≤ m˜pk(Fp[x]/(f¯)). Next, recall that
Fp[x] is a PID, and the maximal ideals of Fp[x]/(f¯) are exactly the ideals of
the form (g), where g is an irreducible factor of f¯ . Just note that f¯ has at most
deg(f¯) ≤ deg(f) irreducible factors.
Lemma 36. Fix a prime p. Let J ⊲ Fp[x], and let g ∈ J be nonzero. Then for
all k ≥ 1, we have
(a) m˜pk(Fp[x]/J) ≤ ⌊deg(g)
k
⌋.
(b) m˜pk(Fp[x]/J) ≤ r, where r is the number of distinct roots of g in Fp.
Proof. This is similar to the proof of Lemma 35. For (a), we simply note that
g has at most ⌊deg(g)
k
⌋ irreducible factors of degree k. (If g is constant, then it
has 0 irreducible factors.)
For (b), notice that the number of distinct irreducible factors of g is bounded
above by r.
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Again, let R = Z[x], and let I ⊲ R.
Lemma 37. Let I ≠ {0}. Suppose that for some prime p, we have that I ⊆ (p).
Then m˜n(R/I) has growth type n/ log(n).
Proof. We get that Fp[x] is a quotient of R/I. Therefore, by Corollary 33, the
growth type of R/I is at least n/ log(n). We next just need to prove that the
maximal submodule growth can be no larger; this uses the fact that I must
contain a nonzero element.
It is easy to see that I contains a non-zero polynomial; indeed, let 0 ≠ a ∈ I,
and let 0 ≠ g(x) ∈ R. Hence ag(x) ∈ I, since I is an ideal of R. So let f be any
non-constant polynomial in I. Then by Lemma 35, we get m˜n(R/I) ≤ deg(f)
for all n that are powers of some prime p that does not divide content(f). And
to finish, for the primes q which do divide content(f), we may yet again appeal
to Corollary 33.
Lemma 38. Suppose that for every prime p, we have that I ⊈ (p). Then there
is a constant c such that m˜n(R/I) ≤ c for all n.
Proof. Just as in the proof of Lemma 37 (first sentence of second paragraph), we
have that I must contain a non-constant polynomial f (because I ≠ {0}, for oth-
erwise I ⊆ (p) for all primes p). For primes not dividing content(f), just apply
Lemma 35. And for primes dividing content(f), just use other polynomials:
Let X = {p1, p2, . . . , pt} be the primes dividing content(f). Since piR ⊉ I,
we find that I contains polynomials f1, f2, . . . , ft such that f¯i in Fpi[x] is not
zero. Hence we may apply Lemma 35 again (for each fi) to get bounds for the
finitely many primes not included in the first paragraph. Taking the maximum
of all the bounds finishes the proof.
Corollary 39. Let M = Zd be a cyclic Z[x]-module. Then m˜n(M) ≤ d for all
n.
Proof. We have that M ≅R R/I for some I ⊲ R. Then I contains the charac-
teristic polynomial of x (considered as a Q-linear transformation). The result
follows by Lemma 35 since the characteristic polynomial is monic.
We get the following:
Corollary 40. If N is a cyclic Z[x]-module and G = N ⋊ Z = Zd ⋊ Z, then
mn(G) has growth type n and hence mdeg(G) = 1.
Proof. Just apply Lemma 71 (which could have been proved in §2.2) together
with Corollary 39 to get that mn(G) has at most linear growth.
For the lower bound, notice that characteristic subgroups of the normal
subgroup N of G must necessarily be normal in G. Note that the subgroups pN
(if the group operation in N is written additively) or Np (if the group operation
in N were written multiplicatively), where p is prime, are characteristic in G.
Therefore m˜n(N) ≥ 1 for infinitely many n, and hence mn(G) ≥ n for infinitely
many n (again by Lemma 71).
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3.2 Finitely generated modules over PIDs
The PIDs considered in this section are all of the form F[x], where F is either
Fp or Q.
We first outline the main idea of this section. Let N be a f.g. Z[x] module.
Any maximal submodule of N of index power of a prime p will contain pN and
so corresponds to a maximal Fp[x]-submodule of N/pN . But since Fp[x] is
a PID, we can apply the structure theorem for f.g. modules over PIDs. If we
only cared about the prime p (and no other primes), then we could immediately
jump to §3.4. However, we do not care about only one specific prime. Rather,
we want to know what happens for all (large) primes.
It would be computationally advantageous if we did not need to apply the
structure theorem infinitely many times—once for each prime. Indeed, one
major goal of §3.3 is to prove Lemma 41, which says that for all but finitely
many primes, the decomposition of N/pN afforded by the structure theorem
(applied to the PID Fp[x]) “comes from” the decomposition of Q⊗N as a Q[x]-
module. The other major goal is to prove Lemma 42, a slight generalization of
Lemma 41.
3.3 Global to local: From Q to Fp
The goal of this section is to prove Lemma 41 (and its slight generalization). It
is possible that everything in this section is already known; certainly some of it
is.
Until Lemma 42, let N be a f.g. Z[x]-module. Denote Q⊗ZN by QN . Since
Q[x] is a PID, we have by the fundamental theorem of f.g. modules over PIDs
that
QN ≅Q[x] ( s1⊕
j=1
Q[x]/(aj))⊕Q[x]s2 (*)
for some aj ∈ Q[x] that are not units and such that a1 ∣ a2 ∣ . . . ∣ as1 .
Let a ∈ Q[x]. Then it is easy to see that for all large primes, we may speak
of a mod p and state that a¯ ∈ Fp[x]. Indeed, there exists a finite set of primes
D such that a ∈ ZD[x]. Of course, ZD[x] is a subring of Q[x], and for p /∈D we
have the surjection ZD[x]↠ Fp[x].
What we need is to prove the following.
Lemma 41. Suppose N and QN are as above. Then for all large primes p,
N/pN ≅Fp[x] (
s1
⊕
j=1
Fp[x]/(aj))⊕ Fp[x]s2 .
We first give a high-level sketch of the basic idea. Then we state a slight
generalization which we will need later. We then show how to give a proof by
using Lemma 43 via Corollary 44 (whose proofs are deferred to the end of this
section).
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Sketch of proof idea. When doing the computation required in finding the de-
composition of Q ⊗N , the only thing keeping us from doing this computation
to N itself (as a Z[x]-module) is that we may need to divide by finitely many
integers.
So if p is large enough, then in Fp we can divide by all those integers (i.e.
their residues mod p). For such p, the steps of the algorithm would be the same
for N/pN as for Q⊗N . The way we fill out the details is to first pass from Q[x]
to a localization ZD[x] of Z[x], where D is finite. We then mod out by p.
Lemma 42. Suppose N is a f.g. ZD0[x]-module, where D0 is a finite set of
primes. Also, suppose that
QN ≅Q[x] ( s1⊕
j=1
Q[x]/(aj))⊕Q[x]s2
for some aj ∈ Q[x] that are not units and such that a1 ∣ a2 ∣ . . . ∣ as1 . Then for
all large primes p,
N/pN ≅Fp[x] (
s1
⊕
j=1
Fp[x]/(aj))⊕ Fp[x]s2 .
We next show how to prove Lemma 42, quoting a couple results which will
be proved later.
Denote dQ[x](QN) by n. So there exists a surjection πQ∶Q[x]n ↠ QN (which
is a Q[x]-homomorphism). So ker(πQ) is a Q[x]-submodule of the free module
Q[x]n. Because Q[x] is a PID we conclude that ker(πQ) is a free module, and
in fact we know that Q[x]n has a basis y1, y2, . . . , yn such that ker(πQ) has basis
b1y1, b2y2, . . . , bmym for some m ≤ n such that b1 ∣ b2 ∣ . . . ∣ bm.
Claim 1: No bj is a unit. The reason is that because dQ[x](QN) = n, there
is no surjective Q[x]-module homomorphism from Q[x]n−1 to QN .
Claim 2: We therefore have m = s1, n −m = s2, and for all j = 1, . . . ,m,
bj = ujaj for uj a unit. The reason is that we have
QN ≅Q[x] Q[x]n/(b1y1, . . . , bmym), and
Q[x]n/(b1y1, . . . , bmym) ≅Q[x] ( m⊕
j=1
Q[x]/(bj))⊕Q[x]n−m.
Claim 2 then follows by the uniqueness of the decomposition afforded by the
structure theorem. So from now on, we will write aj instead of bj .
We can make D ⊇D0 large enough (and yet keep it finite) such that πQ(yi) ∈
ND. In this case, there is a map πD satisfying the following commutative
diagram:
(ZD[x])n _
ι1

πD
// // ND _
ι2

Q[x]n πQ // // QN
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Note that if we have such πD and diagram for given D, then the same
diagram holds (for a similar πD) if we make D any larger.
Our main step in proving Lemma 42 is Lemma 43 which gives our main
reduction, Corollary 44.
Lemma 43. With the above notation, we can make D large enough yet finite
such that a1y1, a2y2, . . . , amym ∈ (ZD[x])n and form a ZD[x]-basis of ker(πD).
Once we prove this lemma, we will then get the following corollary, which
tells us that our decomposition for QN given at the beginning of the section
passes to a decomposition of the ZD[x]-module ND.
Corollary 44. For the above D, we have
ND ≅ZD[x] (
s1
⊕
j=1
ZD[x]/(aj))⊕ (ZD[x])s2 .
Once we have this corollary, it will be straightforward to complete the proof
of Lemma 42. Indeed, let p /∈D. Then
N/pN ≅ZD[x] D−1(N/pN) ≅ZD[x] ND/pND.
Let A denote the right-hand side of the isomorphism in Corollary 44. We have
ND/pND ≅ZD[x] A/pA ≅ZD[x] (
s1
⊕
j=1
Fp[x]/(aj))⊕ Fp[x]s2 .
Combining the above two sequences of isomorphisms yields
N/pN ≅ZD[x] (
s1
⊕
j=1
Fp[x]/(aj))⊕ Fp[x]s2
which passes to an isomorphism as Fp[x]-modules, giving Lemma 42 (and 41).
The only thing that remains is to prove Lemma 43 (and Corollary 44).
Proof of Lemma 43:
To give a proof, we have to do some preliminaries first. Recall that a norm N
on an integral domain S is a function N ∶ S → Z≥0 with N (0) = 0.
Definition 45. Let S be an integral domain with norm N . Let 0 ≠ b ∈ S. We
say that we can always divide by b in S if for all a ∈ S, there exist q, r ∈ S such
that
a = qb + r with r = 0 or N (r) < N (b).
Lemma 46. Let R be an integral domain and let b(x) ∈ R[x]. Then we can
always divide by b(x) in R[x] if leadcoeff(b)−1 ∈ R.
Sketch of proof. This is clear by looking at the division algorithm in F[x], where
F is the field of fractions of R.
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We know that in a Euclidean domain, every ideal is principal. In the process
of showing that, we can extract a little more, namely Lemma 47.
Lemma 47. Let R be an integral domain with norm N . Suppose I ⊲ R and
that there exists d ∈ I such that
1. N (d) =min0≠α∈I{N (α)} and
2. We can always divide by d in R.
Then I = (d).
Proof. We know I ⊇ (d) since d ∈ I.
Showing I ⊆ (d): Suppose that a ∈ I. Because we can divide by d, we know
there exist q, r ∈ R such that a = qd+ r with r = 0 or N (r) < N (d). But a, d ∈ I
implies that r ∈ I also. Therefore, by minimality of N (d), we conclude that
r = 0. So a ∈ (d).
Lemma 48. Let y1, y2, . . . , yn be a Q[x]-basis of Q[x]n. Then there exists a
finite D (containing D0) such that y1, y2, . . . , yn form a ZD[x]-basis of ZD[x]n.
Proof. Let e1, e2, . . . , en be a ZD[x]-basis of ZD[x]n. Thus e1, e2, . . . , en is a
Q[x]-basis of Q[x]n. For i ∈ [n], let πi∶Q[x]n → Q[x] be the projection onto
the i-th coordinate: πi(∑j rjej) ∶= ri. Fix k ∈ [n]. Then yk ∈ ZD[x]n iff for all
i ∈ [n], we have πi(yk) ∈ ZD[x].
Therefore, there exists a finite D (containing D0) such that yk ∈ ZD[x]n for
all k, but this is not sufficient.
We have that y1, y2, . . . , yn is a basis for ZD[x]n iff the map ei ↦ yi ∀i ∈ [n]
is an isomorphism. We note that this map (ei ↦ yi) is given by a matrix; indeed,
for given j, let yj = ∑
n
i=1 aijei, and form the n × n matrix A ∶= (aij). Of course,
the entries of A are all in ZD[x].
The matrix A is invertible in the ring Mn(ZD[x]) (of all n × n matrices
over ZD[x]) iff the map A⋅ from ZD[x]n to ZD[x]n “multiply on the left by
A” is an isomorphism. Also, the map A⋅ is an isomorphism iff y1, y2, . . . , yn is
a ZD[x]-basis of ZD[x]n. We have that A is an invertible matrix iff det(A) is
a unit in ZD[x]. Because y1, y2, . . . , yn is a Q[x]-basis of Q[x]n, we have that
0 ≠ det(A) ∈ Q. Therefore, we can make D large enough (while keeping it finite)
so that det(A)−1 ∈ ZD[x].
Lemma 49. Let QM denote some Q[x]-submodule of Q[x]n, and denote QM∩
ZD[x]n by MD. Let yi ∈ Q[x]n, ai ∈ Q[x] be such that y1, y2, . . . , yn is a Q[x]-
basis of Q[x]n and a1y1, . . . , amym is a Q[x]-basis of QM . Then there exists a
finite D ⊇D0 such that a1y1, . . . , amym is a ZD[x]-basis of MD.
Proof. We will show that there exists a finite D such that for all c ∈MD, there
exist unique r1, . . . , rm ∈ ZD[x] such that c = r1a1y1 +⋯+ rmamym.
Suppose by Lemma 48 that D ⊇ D0 is large enough (yet finite) such that
y1, . . . , yn is a ZD[x]-basis of ZD[x]n. (So ZD[x]n =⊕ni=1 ZD[x]yi.) For i ∈ [n],
let πi∶Q[x]n → Q[x] be given by πi(∑j rjyj) ∶= ri.
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We know πi(QM) ⊲ Q[x] is a principal ideal (since Q[x] is a PID), but
more, we have πi(QM) = (ai)Q[x] ∶= the ideal of Q[x] generated by ai.
Add if necessary, finitely many primes to D such that for all i, ai ∈ ZD[x]
and such that leadcoeff(ai)−1 ∈ ZD. Consequently, Lemma 46 tells us we can
always divide by ai in ZD[x]. Since πi(QM) = (ai)Q[x] we have that ai has
minimal degree in πi(QM), and hence ai also has minimal degree in πi(MD).
Therefore, we conclude by Lemma 47 that πi(MD) = (ai)ZD[x] ∶= the ideal of
ZD[x] generated by ai. We now have D picked.
Let c ∈ MD. We know that since c ∈ QM and since a1y1, . . . , amym is a
Q[x]-basis of QM , there exist unique c1, . . . , cm ∈ Q[x] such that
c = c1a1y1 +⋯+ cmamym. (*)
We have that πi(c) ∈ πi(MD) = (ai)ZD[x]. Therefore, for all i, there exist
di ∈ ZD[x] such that πi(c) = diai. But we know from (*) that πi(c) = ciai. Thus
ciai = diai. Since ZD[x] is an integral domain, we conclude that ci = di for all
i. Hence ci ∈ ZD[x], and they are unique.
Proof of Lemma 43. Notice that in the notation of the commutative diagram
preceding Lemma 43 that
ker(πD) = ker(ι2 ○ πD) = ker(πQ ○ ι1) = ker(πQ) ∩ (ZD[x])n.
Let MQ = ker(πQ) and MD = ker(πQ) ∩ (ZD[x])n, and apply Lemma 49.
Proof of Corollary 44. We have πD ∶ZD[x]n ↠ ND from the commutative dia-
gram preceding Lemma 43. Therefore,
ND ≅ZD[x] ZD[x]n/ker(πD). (*1)
We have by Lemma 43 that
ZD[x]n/ker(πD) ≅ZD[x] ZD[x]n/(a1y1, . . . , amym). (*2)
Since y1, . . . , yn form a basis of ZD[x]n (as Lemma 48 says), we get that
ZD[x]n/(a1y1, . . . , amym) ≅ZD[x] (
m
⊕
j=1
ZD[x]/(aj))⊕ (ZD[x])n−m (*3)
By Claim 2 (which follows the statement of Lemma 42) we have m = s1 and
n −m = s2. Thus, combining (*1), (*2), and (*3) gives Corollary 44.
This completes our proof of Lemma 42 and hence of Lemma 41 too.
Let N be a f.g. ZD0[x]-module (for some finite set of primes D0). Denote
the Fp[x]-torsion-free rank of N/pN by r(p) and write
QN ≅Q[x]
⎛
⎝
s(0)
⊕
j=1
Q[x]/(aj)⎞⎠⊕Q[x]r(0).
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Corollary 50. With the notation from the previous paragraph, there exists a
constant C (depending on N) such that n = pk > C implies
(a) m˜n(N) = m˜n(Fp[x]r(p)) or
(b) m˜n(N) = m˜n ⎛⎝
s(0)
⊕
j=1
Fp[x]/(aj)⊕ Fp[x]r(0)⎞⎠.
Proof. By Lemma 42, for all large primes p we have
N/pN = ⎛⎝
s(0)
⊕
j=1
Fp[x]/(aj)⎞⎠⊕ Fp[x]r(0).
Let the exceptions, if any, be {p1, p2, . . . , ps}. Let p be any such prime. We
know that the Fp[x]-torsion part of N/pN is finite; say its cardinality is pcp .
Thus for k > cp, we have m˜pk(N) = m˜pk(Fp[x]r(p))
Let c = max{cp ∶ p ∈ {p1, p2, . . . , ps}}, and let C = pcs (assuming ps is the
biggest among p1, p2, . . . , ps). Then this C works. (If there were no exception
primes pi, then of course (b) always holds.)
3.4 Direct sums with each term a quotient of the next
This subsection is a continuation of Section 2.4. However, it fits naturally here
because a finitely generated module over a PID can be written in the form
described in the next paragraph.
Let R be a commutative (unital) ring. Let A = A1⊕A2⊕⋯⊕At, where each
Aj is a cyclic R-module such that Aj is a quotient of Aj+1 for j = 1,2, . . . , t − 1.
Fix a positive integer n, and let SQn be any set of simple quotients of A1 of
index n.
Lemma 51. Using the notation from the preceding paragraph, we have
∑
S∈SQn
m˜S(A) = ∣SQn∣(1 + n +⋯ + nt−1).
Proof. Let S ∈ SQn. Because A1 is a quotient of Aj for all j ∈ {2,3, . . . , t},
we conclude that ∣{Aj ∶ m˜S(Aj) = 1}∣ = t. Therefore, Corollary 18 says that
m˜S(A) = 1 + n +⋯+ nt−1.
Corollary 52. Let A be as in Lemma 51. Fix j ∈ {1,2, . . . , t}. Let SQnj be a
set of simple quotients of Aj of index n such that m˜S(Ai) = 0 for i < j. Then
∑
S∈SQn
j
m˜S(A) = ∣SQnj ∣(1 + n +⋯ + nt−j).
Proof. Let S ∈ SQnj . Then m˜S(A) = m˜S(Aj ⊕Aj+1 ⊕⋯⊕At). The result then
follows from Lemma 51 by reindexing (by subtracting (j − 1) from each index
in Aj ,Aj+1, . . . ,At).
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We fix a little more notation for the following lemma. Let A0 be the zero
R-module. For an R-module B, let SQ(B,n) be the set of all simple quotients
of B of index n.
Corollary 53. Using the notation from the paragraph preceding this corollary
and the paragraph before Lemma 51, we have
m˜n(A) = t∑
j=1
(m˜n(Aj) − m˜n(Aj−1))(1 + n +⋯+ nt−j).
Proof. The idea is just to write SQ(A,n) as a disjoint union as follows (which
we can do since it is assumed that Aj is a quotient of Aj+1 for all j):
SQ(A,n) = t⊔
j=1
(SQ(Aj , n) ∖ SQ(Aj−1, n)). (*)
Let SQnj ∶= SQ(Aj , n) ∖ SQ(Aj−1, n). We have (with explanations following)
m˜n(A) = ∑
S∈SQ(A,n)
m˜S(A)
=
t
∑
j=1
∑
S∈SQn
j
m˜S(A)
=
t
∑
j=1
(m˜n(Aj) − m˜n(Aj−1))(1 + n +⋯ + nt−j).
The first equality is by Lemma 14. The second equality is by equation (*). For
the third equality, recall that in a cyclic module B, two maximal submodules
M1 and M2 of B are equal iff B/M1 ≅R B/M2. In other words, for a cyclic
module B, we have ∣SQ(B,n)∣ = m˜n(B). Thus ∣SQnj ∣ = m˜n(Aj) − m˜n(Aj−1)
because each Ai is cyclic (and since SQ(Aj−1, n) ⊆ SQ(Aj , n)). Thus the third
equality follows by Corollary 52.
Corollary 54. Using the notation from the paragraph proceeding Lemma 51 we
have for all n,
m˜n(A) ≤ m˜n(At)(1 + n +⋯ + nt−1) and
m˜n(A) ≥ m˜n(A1)(1 + n +⋯ + nt−1).
Proof. For the second inequality, the lower bound for m˜n(A), just note that the
first term in the sum in Corollary 53 is m˜n(A1)(1+ n +⋯+ nt−1); of course, all
the other terms in the sum of that corollary are non-negative.
For the first inequality, the upper bound for m˜n(A), we use Corollary 53
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again to get
m˜n(A) = t∑
j=1
(m˜n(Aj) − m˜n(Aj−1))(1 + n +⋯+ nt−j)
≤
t
∑
j=1
(m˜n(Aj) − m˜n(Aj−1))(1 + n +⋯+ nt−1)
= m˜n(At)(1 + n +⋯+ nt−1).
Note that this corollary does not give us the maximal submodule growth of
such a module A because A itself may be finite; in case A is finite, we would
have m˜n(A) = m˜n(A1) = 0 for all large n.
3.5 ZD[x]-modules which are f.g. as ZD-modules
Let R = ZD[x] (for some finite D), and let N be an R-module which is finitely
generated as a ZD-module. Suppose
Q⊗N =
d
⊕
j=1
Q[x]/(aj),
where a1∣a2∣⋯∣ad as provided by the structure theorem with a1 (and hence each
ai) not a unit. We have then that d = dQ⊗R(Q⊗N) is the minimal size of a Q⊗R
generating set for the module Q⊗N . The following lemma extends Lemma 41:
We now state how Corollary 50 simplifies since N is assumed to be f.g. as a
ZD-module.
Corollary 55. Using the above notation, there exists a constant C (depending
on N) such that n = pk > C implies either
(a) m˜n(N) = 0 or
(b) N/pN = d⊕
j=1
Fp[x]/(aj).
Proof. This follows from Corollary 50. Because N is f.g. as a ZD-module, then
for all primes p, Fp[x] is not a quotient of N/pN .
Although the following could be taken as a corollary to Theorem 57, we
include a proof of this simpler result because it is easier.
Proposition 56. With the above notation, m˜n(N) has growth type nd−1, where
still d = dQ⊗R(Q⊗N).
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Proof. Let C be as in Corollary 55. Fix n = pk > C, such that m˜n(N) ≠ 0. Then
by Corollary 55, we conclude that N/pN = d⊕
j=1
Fp[x]/(aj).
We show that m˜n(N) ≤ deg(ad)(1+n+⋯+nd−1) for all large n: By Corollary
54, we get
m˜n(N/pN) ≤ m˜n(Fp[x]/(ad))(1 + n +⋯ + nd−1). (*)
But by Lemma 36, we get that m˜n(Fp[x]/(ad)) ≤ deg(ad) ≤ deg(ad). Notice
that the constant deg(ad) does not depend on which (large) p we pick. This
gives us the desired upper bound.
For the lower bound, by Corollary 54 we get:
m˜n(N/pN) ≥ m˜n(Fp[x]/(a1))(1 + n +⋯+ nd−1).
Conclude by noting that since a1 is a non-constant polynomial, we get that
m˜pk(Fp[x]/(a1)) ≥ 1 for some k.
We can be a bit more precise than simply stating the growth type of m˜n(N).
Theorem 57. Let N , d, and aj be as in the beginning of Section 3.5, and let
ρj be the number of distinct roots of aj in C. Then
m˜n(N) ≤ ρ1nd−1 +O(nd−2) for all large n, and
m˜n(N) ≥ ρ1nd−1 for infinitely many n.
Proof. Upper bound:
Fix a large n = pk, such that m˜n(N) ≠ 0; by Corollary 55, we conclude that
N/pN = d⊕
j=1
Fp[x]/(aj).
We first show
m˜n(N) ≤ d∑
j=1
ρj(1 + n +⋯ + nd−j). (*)
Indeed, we just use Corollary 53 together with Lemma 36 part (b): Let Ai =
Fp[x]/(ai). We have,
m˜n(Aj) − m˜n(Aj−1) ≤ m˜n(Aj),
and by Lemma 36, m˜n(Aj) is bounded above by the number of roots of aj in
Fp, which by Lemma 27, is bounded above by ρj . This shows (*). Let ‘RHS’
denote the right hand side of (*). Then
RHS =
d−1
∑
k=0
⎛
⎝
d−k
∑
j=1
ρj
⎞
⎠nk
= ρ1n
d−1 +
d−2
∑
k=0
⎛
⎝
d−k
∑
j=1
ρj
⎞
⎠nk.
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Combining these equalities with (*) completes the upper bound.
Lower bound:
By Lemma 26, there are infinitely many primes p such that m˜p(A1) = ρ1,
where A1 = Fp[x]/(a1) as above. We conclude by using Corollary 54.
3.6 General f.g. Z[x]-modules
Again, let R = Z[x]. In this subsection, we do not assume that our modules are
f.g. as abelian groups. We begin by stating a result that could have been given
in Section 3.4:
Corollary 58. Let A be a cyclic R-module, and let d ∈ Z≥1. Then
m˜n(Ad) = m˜n(A)(1 + n +⋯+ nd−1).
Proof. This follows immediately from Corollary 53 (or Corollary 54).
Corollary 59. Fix d ∈ Z≥1. Still R = Z[x]. Then m˜n(Rd) has growth type nd.
In fact, m˜n(Rd) ≤ nd + nd−1 +⋯+ n for all n, with equality when n is prime.
Proof. This follows from Lemma 34 and Corollary 58.
We give another consequence of Corollary 58:
Corollary 60. Fix d ∈ Z≥1. Then
m˜pk(Fp[x]d) = 1
k
∑
a∣k
µ(k
a
)pa(1 + pk + p2k +⋯+ p(d−1)k).
Thus m˜pk(Fp[x]d) has growth type nd/ log(n).
Proof. This follows from Lemma 32 and Corollary 58. (For the “growth type,”
the reader may also want to recall Corollary 33.)
Let N be an R-module. For any prime p, we will use the notation from
Corollary 50 to denote the Fp[x]-torsion-free rank of N/pN by r(p), and recall
QN ≅Q[x]
⎛
⎝
s(0)
⊕
j=1
Q[x]/(aj)⎞⎠⊕Q[x]r(0).
Proposition 61. With the notation from the previous paragraph, let d = s(0)+
r(0), and rmax =maxp{r(p)}.
m˜n(N) has growth type
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
nd−1 if d > rmax
nd if d = rmax = r(0)
nrmax/ log(n) otherwise
Proof. The basic idea is that for large n = pk, either k or p is large (or both).
We then apply Corollary 50. The growth type of m˜n(N) will be controlled by
one of two things:
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(i) Fix p such that r(p) = rmax. Let k approach infinity (in n = pk). Or. . .
(ii) Keep k small and send p to infinity.
We define three auxiliary functions that will simplify our proof:
f1(n) = nd−1
f0(n) = nr(0)
g0(n) = nrmax/ log(n)
Also, we will decompose the function m˜n(N) into two parts. Let C be the
constant given by Corollary 50. Define f and g as follows. First, f(n) = 0 and
g(n) = 0 if n is not a power of a prime. For a prime power pk,
f(pk) ∶= ⎧⎪⎪⎨⎪⎪⎩
m˜pk(N) if p > C
0 otherwise
g(pk) ∶= ⎧⎪⎪⎨⎪⎪⎩
m˜pk(N) if p ≤ C
0 otherwise
We have then that m˜n(N) = f(n) + g(n) for all n.
Claim 1 : g has growth type g0. Indeed, there are only finitely many primes
p for which for some k, g(pk) ≠ 0. We then apply Corollary 50 (a) and then
Corollary 60 for each prime. This proves Claim 1.
Claim 2 : f has growth type f0 if s(0) = 0 and growth type f1 if s(0) ≥ 1.
Case s(0) = 0: By our choice of C, for all primes p > C we have N/pN =
Fp[x]r(0). Hence m˜p(N/pN) = ∑r(0)i=1 pi. So f has growth type at least f0. Also,
since m˜n(Fp[x]r(0)) ≤ m˜n(Z[x]r(0)), Corollary 59 implies that f has growth
type at most f0. Hence f has growth type f0, finishing the case s(0) = 0.
Case s(0) ≥ 1: Assume that p > C. Then by Lemma 41, we get
N/pN = ⎛⎝
s(0)
⊕
j=1
Fp[x]/(aj,0)⎞⎠⊕ (Fp[x])r(0).
Each term in the s(0)+r(0) terms of the direct sum decomposition of N/pN
is a quotient of the next one (except for the last Fp[x], since there is no term
after it). Letting A1,p = Fp[x]/(a1,0), by Corollary 54 we get
m˜n(N/pN) ≥ m˜n(A1,p)(1 + n +⋯+ nd−1).
Because a1,0 is not constant, we get that for some k, m˜pk(A1,p) ≥ 1. Therefore,
f has growth type at least f1.
Also, we have (with explanations following)
m˜n(N/pN) ≤ m˜n(A1,p ⊕ Fp[x]d−1)
≤ m˜n(A1,p)(1 + n +⋯+ nd−1) + m˜n(Fp[x])(1 + n +⋯+ nd−2)
≤ (m˜n(A1,p) + 1)(1 + n +⋯+ nd−1)
≤ (deg(a1,0) + 1)(1 + n +⋯+ nd−1).
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The first inequality is because N/pN is a quotient of A1,p⊕Fp[x]d−1. The second
is by Corollary 53. The third is because m˜n(Fp[x]) ≤ n. The fourth is because
m˜n(A1,p) ≤ deg(a1,0) ≤ deg(a1,0). Notice that combining these inequalities
gives a bound for f(n) independent of which large prime p we use. Therefore,
f has growth type at most f1 and therefore has growth type f1. This finishes
the case s(0) ≥ 1 and proves Claim 2.
Note that for all large n, one of f0, f1, g0 will be asymptotically at least as
big as the other two. Hence we just need to decide which is biggest given the
different cases in this proposition.
Suppose that d > rmax. Then rmax ≤ d − 1. Hence, g0(n) ≤ f1(n) for n ≥
2. Further, we always have r(0) ≤ rmax. Combining this with the previous
inequality gives r(0) ≤ d−1. Therefore, f0(n) ≤ f1(n) for all n. We just showed
that f1 is asymptotically largest among {f0, f1, g0}. Note that because d > rmax
implies that s(0) ≥ 1, f has growth type f1 by Claim 2 above. We conclude
that m˜n(N) has growth type f1(n) = nd−1.
Next, suppose that d = rmax = r(0). Then f1(n) < f0(n) and g0(n) ≤ f0(n)
for n ≥ 2. So f0(n) = nd is asymptotically largest among {f0, f1, g0}. We observe
that d = rmax implies that s(0) = 0. Hence, Claim 2 above shows that f has
growth type f0. Therefore, m˜n(N) has growth type f0(n) = nd.
Finally, suppose that d ≤ rmax and that either d ≠ rmax or d ≠ r(0). Then
f1(n) ≤ g0(n) for n ≥ 2. We show next that r(0) < rmax. Indeed, notice that if
d ≠ rmax, then d < rmax and hence r(0) < rmax. Also, if d ≠ r(0), then s(0) ≥ 1,
in which case d = r(0) + s(0) ≤ rmax implies r(0) < rmax. So whether, d ≠ rmax
or d ≠ r(0), we get r(0) < rmax. Hence, f0(n) < g0(n) for n ≥ 2. Combining
this with the second sentence of this paragraph, we see that g0 is largest among{f0, f1, g0}. So f has growth type at most g0. Also, Claim 1 says that g has
growth type g0. Therefore m˜n(N) has growth type g0(n) = nrmax/ log(n).
4 Z[x1, x2, . . . , xℓ]-modules, f.g. as abelian groups
Fix a positive integer ℓ. Let R = Z[x1, x2, . . . , xℓ]. Note that Q ⊗Z R (which
we will often denote as QR) is just Q[x1, x2, . . . , xℓ]. The difficulty dealing
with f.g. R modules is that we have more than one variable. Consequently,
Q[x1, x2, . . . , xℓ] is not a principal ideal domain. Thus, we do not have the nice
structure theorem which was so useful to us when we had only one variable. We
should not lose heart, however, since if we restrict to Z[x1, x2, . . . , xℓ]-modules
that are f.g. as abelian groups, then we can basically summarize the action of
all ℓ variables with a single variable. We can then apply the structure theorem
as before.
4.1 Reducing to one variable
Let N = Zk be a Z[x1, . . . , xℓ]-module. Consider QN ∶= Q ⊗Z N = Qk. Then
for each i, the map Qk → Qk given by xi⋅ (i.e. multiplication by xi) is a lin-
ear transformation. Let fi be the minimal polynomial of xi⋅, and let A =
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Q[x1, . . . , xℓ]/(f1, . . . , fℓ). Let J be the Jacobson radical of A. Fix polyno-
mials g1, . . . , gs ∈ Q[x1, . . . , xℓ] such that J = (g1, . . . , gs)A. We may assume
that in fact gi ∈ Z[x1, . . . , xℓ] for all i, because if they were not in Z[x1, . . . , xℓ],
then we could scale each by an integer and rename them. Lemma 62 was shown
to the author by Marcin Mazur.
Lemma 62. There exists a surjection πQ∶Q[x]↠ A/J .
Proof. Because A is a finite dimensional algebra over Q, we have that A/J is
semisimple.18 Since A is commutative, A/J is a product of fields (each a finite
extension of Q):
A/J ≅ n∏
j=1
Fi. (*1)
But not only is every number field a simple extension of Q (by the primitive
element theorem), but for each finite extension E of Q we have that {α ∶ Q(α) =
E} is infinite. So choose αj with Fj = Q(αj) such that different αj ’s have
different minimal polynomials. Let mj(x) be the minimal polynomial of αj .
Thus we can restate (*1) as
A/J ≅ n∏
j=1
Q[x]/(mj(x)). (*2)
We may then apply the Chinese remainder theorem and conclude that
n
∏
j=1
Q[x]/(mi(x)) ≅ Q[x]/(m1(x)⋯mn(x)). (*3)
Of course, there is a surjection from Q[x] to Q[x]/(m1(x)⋯mn(x)). (This
surjection, combined with (*2) and (*3), finishes the proof.)
For any finite set D of primes (to be decided later), let
B ∶= ZD[x1, . . . , xℓ]/(f1, . . . , fℓ).
Recall that J = (g1, . . . , gs)Q[x1,...,xℓ] with each gi ∈ Z[x1, . . . , xℓ]. Let
J ′ ∶= (g1, . . . , gs)B.
Lemma 63. With the above notation, there exists a finite D with the following
commutative diagram
ZD[x] _
ι1

πD
// // B/J ′
 _
ι2

Q[x] πQ // // A/J
18See for example, Lemma 6.3.1 part (2) in [15], which states that if a module
U satisfies the descending chain condition on submodules, then U/Rad(U) is semisim-
ple. We are dealing with semisimple algebras, but that is fine, by Proposition 0.10 in
http://www.ucl.ac.uk/~ucahaya/SemisimpleModules.pdf
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Proof. Let f ∈ Q[x1, . . . , xℓ] be such that πQ(x) = f¯ . We can make D large
enough (and yet keep it finite) such that f ∈ ZD[x1, . . . , xℓ]. Of course, we then
define πD ∶ZD[x] → B/J ′ via πD(x) ∶= f¯ ∈ B/J ′.
What we need to do next is to make D large enough to ensure that πD is
surjective. Because πQ is surjective, we know that f¯ is a generator for A/J . So
for each x¯i ∈ A/J , choose ai,j ∈ Q such that
x¯i =
nj
∑
j=0
ai,j(f¯)j .
Choose D such that ai,j ∈ ZD for all i,j. This ensures that πD is surjective.
Let N be the module defined at the beginning of this section, and let D be as
in Lemma 63. Let A be from the paragraph before Lemma 62. Let B and J ′ be
from the paragraph before Lemma 63. (So B = ZD[x1, . . . , xℓ]/(f1, . . . , fℓ).) We
are given that N is a Z[x1, . . . , xℓ]-module. So N is a Z[x1, . . . , xℓ]/(f1, . . . , fℓ)-
module. Thus ZDN = ZD ⊗Z N is a B-module.
Lemma 64. We use the notation from the previous paragraph. Also, let S =
ZDN . Let M be a maximal submodule of S. Then M contains J ′S.
Proof. A is a Q-algebra of finite dimension over Q. Therefore A is Artinian.
Consequently, J is a nilpotent ideal of A. Therefore, J ′ is a nilpotent ideal of
B.
By contradiction, suppose that M does not contain J ′S. Then M + J ′S =
S. By induction, suppose that for some k ≥ 1 that M + (J ′)kS = S. Then
S = M + J ′S = M + J ′(M + (J ′)kS) = M + J ′M + (J ′)k+1S = M + (J ′)k+1S.
And so we have shown that S =M + (J ′)k+1S. Therefore, for all n ≥ 1, we have
that M + (J ′)nS = S. But since J ′ is a nilpotent ideal, by taking n to be large
enough, we have that M = S, a contradiction.
A proof of Lemma 64 was shown to the author by Marcin Mazur.
Lemma 65. Let N be the module defined at the beginning of this section, and
let D be as in Lemma 63. Let S = ZDN. Then S/J ′S is a ZD[x]-module such
that if p ∉ D and k ≥ 1, then
m˜pk(S/J ′S) = m˜pk(N).
Proof. As stated in the paragraph before Lemma 64, S is a B-module. Hence,
S/J ′S is a B-module too, and so S/J ′S is a B/J ′-module. Therefore, S/J ′S
is a ZD[x]-module by Lemma 63.
We have that ZD[x]-submodules of S/J ′S are the same asB/J ′-submodules
of S/J ′S, and these are the same asB-submodules of S/J ′S. Also, B-submodules
of S/J ′S are in one-to-one correspondence with B-submodules of S that con-
tain J ′S, and by Lemma 64, this includes all maximal submodules. Next,
B-submodules of S of finite index are in one-to-one correspondence to
Z[x1, . . . , xℓ]/(f1, . . . , fℓ)-submodules of N of index relatively prime to every-
thing inD. Finally, Z[x1, . . . , xℓ]/(f1, . . . , fℓ)-submodules ofN are in one-to-one
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correspondence to Z[x1, . . . , xℓ]-submodules of N . Therefore, if p ∉D and k ≥ 1,
then
m˜pk(S/J ′S) = m˜pk(N).
Lemma 66. Let N be a Z[x1, . . . , xℓ]-module which is f.g. as an abelian group.
There exists a finite D and a module, denoted N˜D, such that
N˜D =
d0
⊕
i=1
ZD[x]/(ai),
for some a1 ∣ a2 ∣ ⋯ ∣ ad0 (a1 not a unit) and such that for all large n,
m˜n(N) = m˜n(N˜D). (*)
Proof. By Lemma 20, we may mod out by the finite submodule of N consisting
of its Z-torsion. So assume N = Zk. By Lemma 65, there exists ND0 with
ND0 = ZD0N/J ′ZD0N
such that m˜n(ND0) = m˜n(N) for all n. By Corollary 44, there exists D ⊇ D0
such that if we localize ND0 by D, then we can write the resulting module as a
direct sum.
The final statement in the present lemma follows from Lemma 65 together
with a fact about localization. Since we localize by a larger D, in order for the
equation (*) to hold, we want the index n = pj be such that p ∉ D. (If j is large,
m˜n(N) = 0 = m˜n(N˜D).)
Lemma 67. Let N , N˜D, and d0 be as in Lemma 66. Let R = Z[x1, . . . , xℓ].
Then
dQR(QN) = dQR(QN˜D) = d0.
Proof. For ease of notation let N ′ = N˜D. We have that QN
′ = ⊕d0i=1Q[x]/(ai)
for some a1 ∣ a2 ∣ ⋯ ∣ ad0 (a1 not a unit). Therefore dQR(QN) = d0.
Reviewing the proof of Lemma 66 we have that N ′ = ZDN/J ′ZDN for some
finite set of primes D. Recall A and J from the paragraph before Lemma 62.
We have that QN ′ = QN/J ′QN = QN/JQN. (QN is an A-module. So QN ′
is too.) We have dQR(QN) = dA(QN). Also, dQR(QN ′) = dQR(QN/JQN) =
dA(QN/JQN). So all we need is to show that dA(QN) = dA(QN/JQN), but
this follows from Nakayama’s Lemma.
4.2 Isolating the ‘trivial’ part
In order to state a simple formula for the maximal subgroup growth of groups
of the form Zk ⋊Zℓ (and more general semidirect products), we introduce some
notation.19
19As it turns out, we will also use this notation for modules arising from virtually abelian
groups.
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Definition 68. Let G be a group (or commutative monoid) and N a f.g. G
module.
(a) m˜trivn (N) denotes the number of index n maximal submodules M of N such
that the action of G on N/M is trivial.20
(b) m˜nontrn (N) denotes the number of index n maximal submodules M of N
such that the action of G on N/M is non-trivial.21
Note that of course, m˜trivn (N) + m˜nontrn (N) = m˜n(N).
Before continuing, it may be good to point out what G usually is. If N arises
as a normal subgroup of a metabelian group, such as the Zk in Zk⋊Zℓ, then G =
Zℓ. Similarly, if N is a Z[x] module, then the monoid G is ⟨x⟩ = {x,x2, x3, . . .}.
Also, though not used in this paper, if N is an abelian normal subgroup of finite
index in a virtually abelian group, then the G in Definition 68 would be the
finite quotient. With this in mind, the reader is encouraged to at least read the
statements of Lemmas 79 and 80 before continuing this section.
Lemma 69. Let N be a Z[x1, x2, . . . , xℓ]-module which is f.g. as a Z-module.
Let I = (x1 − 1, x2 − 1, . . . , xℓ − 1). Then
m˜trivn (N) = m˜n(N/IN) =mn(N/IN).
Proof. LetM be a maximal submodule of N such that xi(n+M) = n+M for all
i and all n ∈ N . This means that (xi − 1)n ∈M for all i and n. In other words
IN ⊆ M . Thus M is counted in the term m˜trivn (N) iff IN ⊆ M . Therefore,
m˜trivn (N) = m˜n(N/IN).
The equality m˜n(N/IN) =mn(N/IN) follows because the trivial action by
all the xi’s implies that maximal submodules of N/IN are the same thing as
maximal subgroups of N/IN .
Corollary 70. Let N and I be as in Lemma 69. Let t be the torsion-free rank
of (the abelian group) N/IN . Then for all large n,
m˜trivn (N) = m˜n(N/IN) =
⎧⎪⎪⎨⎪⎪⎩
n
t
−1
n−1
if n is prime
0 otherwise.
Proof. This follows from Lemma 69 together with two more facts. First, by
Lemma 20, we may mod out by the Z-torsion part of N/IN to get
mn(N/IN) =mn(Zt) for all large n.
Second,
mn(Zt) =
⎧⎪⎪⎨⎪⎪⎩
nt−1
n−1
if n is prime
0 otherwise.
20By this, we mean that g ⋅ (n +M) = n +M for all n ∈ N and all g ∈ G.
21By this, we mean that there exists g ∈ G and n ∈ N such that g ⋅ (n +M) ≠ n +M .
34
5 Certain metabelian groups
5.1 Semidirect products
Except for part of Theorem 81 and two lemmas, the groups that appear in this
section are semidirect products.
In the following lemma, N is a module over the group-ring Z[Z] = Laurent
polynomials Z[x,x−1], where multiplication by x (in the module) is conjugation
(in G) by a chosen generator x of Z. Recall that m˜n(N) denotes the number of
maximal submodules of a module N of index n.
Lemma 71. Let G = N ⋊Z be a f.g. group with N abelian. Then
mn(G) =mn(Z) + n ⋅ m˜n(N).
Proof. This follows immediately upon combining Lemma 5 and Lemma 6.
Notes: (1) For any group G, if there is a group N ⊴ G such that G/N ≅ Z,
then the extension splits, as in the hypothesis of the Lemma 71. (2) The function
mn(Z) is the characteristic function of the prime numbers and hence is always
either 1 or 0. As a result, mn(Z) does not effect the growth rate of mn(N ⋊Z).
Theorem 72. Let G =N ⋊Z, with N f.g. as an abelian group. Let
Q⊗Z N =
d
⊕
j=1
Q[x]/(aj),
where a1∣a2∣⋯∣ad as provided by the structure theorem (so with a1 not a unit).
(So d = dQ[x](QN).) Also, let ρ1 be the number of (distinct) roots of a1 in C.
Then
mn(G) ≤ ρ1nd +O(nd−1) for all large n, and
mn(G) ≥ ρ1nd for infinitely many n.
Proof. This follows from Theorem 57 together with Lemma 71.
Corollary 73. Suppose that N is f.g. as an abelian group. Then
mdeg(N ⋊Z) = dQ[x](QN).
Proof. This follows from Theorem 72.
Corollary 74. Let G = Zk ⋊A Z, where A ∈ GL(k,Z). Let b = the number of
blocks in the rational canonical form of A, and let ρ1 = the number of distinct
roots (in C) of the characteristic polynomial of the smallest block. Then
mn(G) ≤ ρ1nd +O(nd−1) for all large n, and
mn(G) ≥ ρ1nd for infinitely many n.
Proof. This follows from Theorem 72.
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We next give a few examples of Corollary 73 in the form of another corollary.
Corollary 75. Let σ ∈ Sym(k), and suppose σ has c cycles. Then
mdeg(Zk ⋊σ Z) = c.
Proof. By Corollary 73, all we need to show is that dQ[x](QN) = c. In the proof,
as usual, we will denote the abelian normal subgroup Zk by N .
We first show that dQ[x](QN) ≥ c. Indeed, let the c cycles of σ be of lengths
n1,. . . ,nc. Then
QN ≅
c
⊕
i=1
Q[x]/(xni − 1). (*)
Because x − 1 divides xni − 1, we notice that there exists a submodule of Qk
of the form Qc, where the action of x on Qc is trivial. Hence dQ[x](QN) ≥
dimQ(Qc) = c.
To see that dQ[x](QN) ≤ c, all we need to note is that (*) says QN is a direct
sum of c cyclic modules.
Corollary 76. For any k ≥ 1 there exists a f.g. group G and a finite index
subgroup H such that mdeg(G) = 1 while mdeg(H) = k.
Proof. Let G = Zk ⋊σ Z, where σ ∈ Sym(k) is a k-cycle. Let H = Zk ⋊ kZ, which
equals Zk ×Z. Then mdeg(Zk+1) = k, but by Corollary 75, mdeg(G) = 1.
Note that this is in stark contrast to what happens when working with all
subgroups of a group. Theorem 1.1 from Shalev’s [14] says that if G is a f.g.
group with H ≤f G, then deg(G) ≤ deg(H) + 1.
We would like to give a perhaps more group theoretic interpretation of Corol-
lary 73. With this in mind, we make an observation on Corollary 75. When
considering the group Zk⋊σZ, it is easy to find a set of c elements which normally
generate Zk (equivalently, which generate Zk as a Z[x,x−1]-module). Indeed, σ
partitions [n] into c cycles. Let i1, . . . , ic be a complete set of representatives
of the cycles. We already have a basis e1, . . . , ek of Q
k = Q ⊗Z Zk fixed (which
in fact generates Zk as a Z-module). We conclude that the elements ei1 , . . . , eic
normally generate Zk.
Corollary 77. Let G = N ⋊ Z, with N f.g. as an abelian group. Let n be the
minimal number of elements of N whose normal closure in G has finite index
in N . Then
mdeg(G) = n.
Proof. Let d = dQ[x](QN). Let B = {a1, . . . , ak} ⊆ N . The normal closure of
B (in G), denoted ⟨B⟩G, is the same set as the Z[x]-submodule of N that B
generates. Let N0 = ⟨B⟩G. If N0 ≤f N , then QN0 = QN . Therefore, n ≥ d.
To show that n ≤ d, we will just point out how every set of Q[x]-generators
of QN normally generates a finite index subgroup of N . Indeed, suppose that
a1, . . . , ad ∈ QN is a Q[x]-generating set for QN . Let N0 the Z[x]-span of
a1, . . . , ad. Then QN0 = QN
′, and so by Corollary 25 we conclude that N0 ≤f
N .
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We next consider groups of the form N ⋊ Z, where we do not assume that
N is f.g. as an abelian group.
Proposition 78. Suppose we have a f.g. group G = N⋊Z with N abelian. Using
the notation of Proposition 61, we have
mn(G) has growth type
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
nd if d > rmax
nd+1 if d = rmax = r(0)
nrmax+1/ log(n) otherwise.
Proof. This follows from Proposition 61, together with Lemma 71.
Recall m˜trivn (N) and m˜nontrn (N) from Definition 68.
Lemma 79. Let G be a f.g. group with abelian N ⊴ G such that G/N ≅ Zℓ.
Then
mn(G) ≤
⎧⎪⎪⎨⎪⎪⎩
mp(Zℓ) + pℓ ⋅ m˜trivp (N) + p ⋅ m˜nontrp (N) if n = p is prime
n ⋅ m˜nontrn (N) if n is not prime,
with equality if G = N ⋊Zℓ.
Proof. Let R = Z[x1, x2, . . . , xℓ]. Lemma 22 tells us that any trivial, simple
quotient of the R-module N has prime order. In other words, m˜trivn (N) = 0 if
n is not prime. Also, we know that mn(Zℓ) = 0 if n is not prime. So what we
want to show is that for all n,
mn(G) ≤mn(Zℓ) + nℓ ⋅ m˜trivn (N) + n ⋅ m˜nontrn (N)
with equality if G = N ⋊ Zℓ. Both the inequality and equality follow from
Lemma 5, by splitting the summation and applying Lemma 10 to count the
derivations.
Lemma 80. Let G be a f.g. group with abelian N ⊴ G such that G/N ≅ A, for
some abelian A of torsion-free rank ℓ. Then
mn(G) ≤mn(A) + ∣Hom(A,Z/nZ)∣ ⋅ m˜trivn (N) + n ⋅ m˜nontrn (N) (*)
which for large n equals
mn(Zℓ) + nℓ ⋅ m˜trivn (N) + n ⋅ m˜nontrn (N).
And if G =N ⋊A, then (*) is an equality.
Sketch of proof. This is extremely similar to Lemma 79. Of course, we use here
Lemma 12 instead of Lemma 10 for the n ⋅ m˜nontrn (N) term.
37
Theorem 81. Let G be a group with f.g. abelian normal subgroup N . Sup-
pose G/N is an abelian, ℓ0-generated group of torsion-free rank ℓ. So N is a
Z[x1, . . . , xℓ0 ]-module. Let I = (x1 − 1, x2 − 1, . . . , xℓ0 − 1)Z[x1,...,xℓ0 ]. Let t be the
torsion-free rank of (the abelian group) N/IN , and let d = dQR(QN). Then
mdeg(G) ≤max{ℓ + t − 1, d},
with equality if both G ≅ N ⋊G/N and ℓ ≥ 1.
Proof. By Lemma 80, for large n,
mn(G) ≤mn(Zℓ) + nℓ ⋅ m˜trivn (N) + n ⋅ m˜nontrn (N) (*1)
with equality if G ≅N ⋊G/N . To prove this theorem, we will just show that
deg(mn(Zℓ) + nℓ ⋅ m˜trivn (N) + n ⋅ m˜nontrn (N)) ≤max{ℓ + t − 1, d}, (*2)
with equality if ℓ ≥ 1.
First, note that ℓ+ t−1 equals deg(mn(Zℓ)) if t = 0 and deg(nℓ ⋅m˜trivn (N)) if
t ≠ 0. If we could show that d equals deg(n ⋅m˜nontrn (N)) we would be practically
done, but this is not quite the case.
Next, note that deg(mn(Zℓ)) =mdeg(Zℓ) = ℓ − 1.
Next, note that deg(m˜n(N)) = m˜deg(N), which we would like to show is
d − 1. (This, together with (*1), is the heart of what separates the present the-
orem from Corollary 73.) Let N˜D and d0 be as in Lemma 66; by this lemma,
m˜n(N) = m˜n(N˜D) for all large n. So deg(m˜n(N)) = deg(m˜n(N˜D)). By Propo-
sition 56, applied to the module N˜D, we get that deg(m˜n(N˜D)) = d0 − 1. And
by Lemma 67, d0 = dQR(QN) (which is d). Therefore, we have shown that
m˜deg(N) = deg(m˜n(N)) = d − 1.
Suppose t = 0. Then m˜trivn (N) = 0 for all large n. Hence m˜nontrn (N) = m˜n(N)
for large n. The previous two sentences (together with (*1)) imply that for large
n,
mn(Zℓ) + nℓ ⋅ m˜trivn (N)+ n ⋅ m˜nontrn (N) =mn(Zℓ) + n ⋅ m˜n(N).
Recall t = 0. We are done by Lemma 29 since we already noted deg(mn(Zℓ)) =
ℓ − 1 and since deg(n ⋅ m˜n(N)) = 1 + (d − 1) = d.
For the rest of the proof, suppose t ≠ 0. Note that Corollary 70 implies
that deg(m˜trivn (N)) = t − 1. Hence deg(nℓ ⋅ m˜trivn (n)) = ℓ + t − 1. Therefore, by
Lemma 29,
deg(mn(Zℓ) + nℓ ⋅ m˜trivn (N)) = deg(nℓ ⋅ m˜trivn (N)) = ℓ + t − 1.
Therefore by Lemma 29 again, deg(mn(Zℓ) + nℓ ⋅ m˜trivn (N) + n ⋅ m˜nontrn (N)) =
deg(nℓ ⋅ m˜trivn (N) + n ⋅ m˜nontrn (N))
=max{deg(nℓ ⋅ m˜trivn (N)),deg(n ⋅ m˜nontrn (N))}
=max{ℓ + t − 1,deg(n ⋅ m˜nontrn (N))},
(*3)
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which is bounded above by max{ℓ+t−1, d} because m˜nontrn (N) ≤ m˜n(N) implies
that deg(n ⋅ m˜nontrn (N)) ≤ deg(n ⋅ m˜n(N)) = 1+ (d− 1) = d. This proves (*2). So
to get an equality in (*2), assume ℓ ≥ 1.
Because m˜n(N) = m˜trivn (N) + m˜nontrn (N), we know (by Lemma 29) that
deg(m˜n(N)) = deg(m˜trivn (N)) or
deg(m˜n(N)) = deg(m˜nontrn (N)).
Case 1. Assume deg(m˜n(N)) = deg(m˜trivn (N)). Then
deg(m˜nontrn (N)) ≤ deg(m˜trivn (N)).
Hence since we are now assuming ℓ ≥ 1,
deg(nℓ ⋅ m˜trivn (N) + n ⋅ m˜nontrn (N)) = deg(nℓ ⋅ m˜trivn (N)),
which equals ℓ + t − 1, which is at least d since ℓ ≥ 1 and d − 1 = deg(m˜n(N)) =
deg(m˜trivn (N)) = t − 1. We are done with this case by (*3).
Case 2. Assume deg(m˜n(N)) = deg(m˜nontrn (N)). Then deg(n ⋅ m˜nontrn (N)) =
deg(n ⋅ m˜n(N)) = 1 + (d − 1) = d. We are done by (*3).
Note: Let m = max{ℓ + t − 1, d}. A few changes to Case 1 in the proof of
Theorem 81 actually shows that if G/N is finite abelian, (and G = N ⋊G/N)
then mdeg(G) =m or m−1. Also, to get this, it actually turns out that (if G/N
is finite abelian) we do not even need to assume G = N ⋊G/N , but this latter
observation requires additional work not given here.
5.2 Nilpotent groups
This section gives a formula for calculating mdeg(G) for all f.g. nilpotent groups
G. There are two reasons for doing this. First, at a mathematics conference
at Texas A&M, Alex Lubotzky kindly suggested this to the author as “an easy
exercise 22 that definitely should appear in your thesis.” Second, we would like
to know how accurate (or not) Lemma 5 is when G is not a semidirect product.
In Section 5.3, we apply the results of the present section to a class of examples
(certain metabelian nilpotent groups), and these groups show how inaccurate
Lemma 5 can be when applied to groups that are not semidirect products.
Let G be f.g. nilpotent. It is well known that a maximal subgroup of G must
be normal and hence have prime index. See for example 5.2.4 in [11] and the
comments following.23
Definition 82. Similar to the Frattini subgroup, we define
Φp(G) = ⋂
M≤pG
M.
22More specifically, he suggested to give a formula for the maximal subgroup growth of f.g.
nilpotent groups.
23Yes, the result itself has the hypothesis that the group be finite, but notice that finiteness
is not used in his “(i) → (ii)” nor in “(ii) → (iii)”.
39
Recall a familiar argument that shows G/Φp(G) to be an elementary abelian
p-group: Let M ≤p G. Then G/M is abelian. Therefore G′ ⊆ M . Hence
G/Φp(G) is abelian. Of course, G/Φp(G) has “exponent” p, and it is finitely
generated. Thus G/Φp(G) is in fact a finite dimensional Fp-vector space.
Definition 83. We denote24 by urp(G) the dimension of G/Φp(G) as an Fp-
vector space.
Lemma 84. Let r = lim supp→∞ urp(G). Then mdeg(G) = r − 1, and in fact,
mp(G) ≤ pr − 1
p − 1
for all large p,
with equality for infinitely many p.
Proof. Because G/Φp(G) is an Fp-vector space of dimension urp(G), we know
that it (and hence G) has p
urp(G)−1
p−1
subgroups of index p.
5.3 Some f.g. metabelian nilpotent groups
We will next form a class of examples of f.g. metabelian nilpotent groups Gf
each of which has a normal subgroup N such that both N and Gf /N are free
abelian.
Fix ℓ ≥ 2, and let k = (ℓ
2
). Write Zk multiplicatively having generating set
{y1, . . . , yk}. Choose a function f ∶ {(i, j)∣1 ≤ i < j ≤ ℓ} Ð→ Zk. Let [k] ={1,2, . . . , k} and similarly [ℓ] = {1,2, . . . , ℓ}. Form the group Gf , a presentation
of which has generating set {x1, . . . xℓ, y1, . . . yk} and relations [xi, xj] = f(i, j)
for 1 ≤ i < j ≤ ℓ, [yi, yj] = 1 for all i, j ∈ [k], [xi, yj] = 1 for all i ∈ [ℓ], j ∈ [k].
So Gf has the subgroup A = ⟨y1, . . . , yk⟩ = Zk with A ⊆ Z(Gf), and also
Gf /A ≅ Zℓ. Thus Gf is nilpotent and metabelian.
Form the (central) subgroup
N = ⟨f(i, j)⟩1≤i<j≤ℓ.
Of course, N ≤ A. Since we are using multiplicative notation, for a given prime
p, modding out by p gives N/Np, an Fp-vector space.
Lemma 85. Fix a prime p. Then
urp(Gf) = ℓ + k − dimFp(N/Np).
Sketch of proof. Forming Gf /Φp(Gf ) is straightforward because N ⊆ Φp(Gf)
and also Gp
f
⊆ Φp(Gf).
Since N is a subgroup of a free abelian group of rank k (namely A), we may
view N as a subset of Qk = Q⊗ZA. The subspace of Qk spanned by N is Q⊗N .
The following is clear:
24See also the same notation in [6] (page xxii).
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Lemma 86. For almost all primes p
dimFp(N/Np) = dimQ(Q⊗N).
Recall that k = (ℓ
2
). Note that by choosing f appropriately, we may pick
dimQ(Q ⊗N) to be any number in {(ℓ2), (ℓ2) − 1, . . . ,1,0}. So by using Lemmas
84, 85, and 86, we can make mdeg(Gf) any number in {ℓ−1, ℓ, ℓ+1, . . . , ℓ+(ℓ2)−1}.
And this tells us how inaccurate Lemma 5 is in general because that lemma in
this situation ends up saying mn(Gf) ≤mn(Zℓ+k), but mdeg(Zℓ+k) = ℓ+ k− 1 =
ℓ + (ℓ
2
) − 1; specifically, we have groups Gf such that mdeg(Gf) = ℓ − 1 but for
which Lemma 5 only implies that mdeg(Gf) ≤ ℓ + (ℓ2) − 1.
5.4 A concrete example: Z3 ⋊Z/3Z
In this section, we calculate mn(G) exactly for G = Z ≀Z/3Z = Z3 ⋊Z/3Z.
Let R = Z[x]/(x3 − 1). The R-module structure of Z3 ⊴ G is R. So, we need
to calculate m˜n(R) for all n. Of course, x3 − 1 = (x − 1)(x2 + x + 1), and so our
goal is to factor
f(x) = x2 + x + 1
mod p for all primes p. If p = 2, then we easily see that f is irreducible mod 2
because it has no roots mod 2. For p = 3, we see that x2 + x + 1 ≡ (x − 1)2.
So far, we’ve shown that m˜2(R) = 1, m˜22(R) = 1, m˜3(R) = 1, and that R
has no other ideal of index a power of 2 or 3.
Lemma 87. Let p ≠ 3. If f is irreducible mod p, then m˜p2(R) = 1 and m˜p(R) =
1. If f is reducible mod p, then m˜p(R) = 3 and m˜pk(R) = 0 for k ≥ 2.
Sketch of proof: We have already shown this for p = 2. Of course, the factor
x − 1 in x3 − 1 is why m˜p(R) ≥ 1 for all primes p. The only other thing about
this lemma that may need comment/proof is why f factors into distinct factors
mod p if it is reducible; see the paragraph after Lemma 88.
It is well known how to factor f(x) = x2 + x + 1 mod p for all primes p > 3,
but we show the computation in detail. We will use the notation (a/p) for the
Legendre symbol.
Lemma 88. Let p ≠ 3. Then the above f is reducible mod p if and only if p ≡ 1
mod 3.
Proof. Recall/notice that the quadratic formula works in F[x] for any field F
because completing the square works. So f is reducible in Fp[x] if and only if
−3 is the square of some number in Fp.
The lemma is true for p = 2. Suppose p > 3. Since (⋅/p) is a homomorphism
from F≠0p to {1,−1}, we get (−3/p) = (−1/p)(3/p).
We finish by using the law of quadratic reciprocity: (−1/p) = (−1)(p−1)/2 and(3/p) = (−1)(3−1)(p−1)/4(p/3). Therefore, (−3/p) = ((−1)(p−1)/2)2(p/3) = (p/3).
So we see that −3 is a square mod p if and only if p is a square mod 3. But 1
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is the only (nonzero) square in F3. So p is a square mod 3 if and only if p ≡ 1
mod 3. Just recall the second sentence of the first paragraph.
Recalling Lemma 87, we see now why if f is reducible mod p, for p ≠ 3, then
f factors into a product of two distinct terms; this is because of the quadratic
formula and that −3 /≡ 0 mod p and because (−1)2 /≡ −3 implies (1±√−3)/2 /≡ 1
mod p.
We can now combine Lemmas 87 and 88 to get that for p ≠ 3,
m˜p(R) =
⎧⎪⎪⎨⎪⎪⎩
3 if p ≡ 1 mod 3
1 if p /≡ 1 mod 3
m˜p2(R) =
⎧⎪⎪⎨⎪⎪⎩
0 if p ≡ 1 mod 3
1 if p /≡ 1 mod 3
We have already stated that m˜3(R) = 1. For all other n > 1 not listed, we have
m˜n(R) = 0.
Recall that G = Z ≀ Z/3Z. We use the first part of Lemma 80 to calculate
m3(G): in the lemma’s notation, A = Z/3Z, and the R-module N is itself R. So
m3(G) =m3(Z/3Z) + ∣Hom(Z/3Z,Z/3Z)∣ ⋅ m˜triv3 (R) + 3 ⋅ m˜nontr3 (R)
= 1 + 3(1)+ 3(0) = 4.
Also, m3k(G) = 0 for k ≥ 2 because (as stated right before Lemma 87) R has no
maximal ideals of index 3k (for such k).
We next apply Lemma 80 again: Let n be a power of a prime p ≠ 3. Then
mn(Z/3Z) = 0 and ∣Hom(Z/3Z,Z/nZ)∣ = 1. Thus Lemma 80 simplifies to the
following:
mn(G) = m˜trivn (R) + n ⋅ m˜nontrn (R).
For all n, if n is not prime, then m˜nontrn (R) = m˜n(R) and m˜trivn (R) = 0. Also,
for all primes p, m˜trivp (R) = 1, and
m˜nontrp (R) =
⎧⎪⎪⎨⎪⎪⎩
2 if p ≡ 1 mod 3
0 if p /≡ 1 mod 3.
Combining our work so far gives the following:
Proposition 89. Let G = Z ≀Z/3Z. Then m3(G) = 4. Let p ≠ 3 be prime. Then
mp(G) =
⎧⎪⎪⎨⎪⎪⎩
1 + 2p if p ≡ 1 mod 3
1 if p /≡ 1 mod 3
mp2(G) =
⎧⎪⎪⎨⎪⎪⎩
0 if p ≡ 1 mod 3
p2 if p /≡ 1 mod 3.
For all other n, we get mn(G) = 0. So mn(G) ≤ 2n + 1 for all n with equality
for infinitely many n. In particular, mdeg(G) = 1.
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