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An entropy generation formula
on RCD(K,∞) spaces
Ugo Bessi*
Abstract
J. Feng and T. Nguyen have shown that the solutions of the Fokker-Planck equation in Rd satisfy
an entropy generation formula. We prove that, in compact metric measure spaces with the RCD(K,∞)
property, a similar result holds for curves of measures whose density is bounded away from zero and infinity.
We use this fact to show the existence of minimal characteristics for the stochastic value function.
Introduction
Let Td = R
d
Zd
denote the d-dimensional torus and let P(Td) denote the set of the Borel probability
measures on Td. Let the two functions F : (−∞, 0] × Td → R and U :P(Td) → R be continuous. The
stochastic value function
U : (−∞, 0]× P(Td)→ R
is defined as
U(t, η) = inf
{∫ 0
t
ds
∫
Td
[
1
2
|X(s, x)|2 − F (s, x)
]
dµs(x) + U(µ0)
}
(1)
where t ≤ 0 and µ: [t, 0]→ P(Td) is a weak solution of the Fokker-Planck equation{
∂sµs −
β
2∆µs + div(Xsµs) = 0, s ∈ [t, 0]
µt = η.
(2)
The inf in (1) is over all ”reasonable” vector fields X .
A natural question is whether the inf in (1) is a minimum. When U is linear, say
U(µ) =
∫
Td
f(x)dµ(x)
for some f ∈ C(Td), existence of minimisers was proven by Fleming in [12], essentially by establishing the
optimal drift X ; it is an approach that carries over, word for word, to RCD(K,∞) spaces ([8]).
When U is not linear, existence of minimisers was proven much more recently by J. Feng and T. Nguyen
in [11]; the following two facts are at the core of their proof.
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1) Let F be a family of solutions (µ,X) of (2) which satisfies
sup
(µ,X)∈F
∫ 0
t
ds
∫
Td
|X(s, x)|2dµs(x) < +∞
and let
E = {µ : (µ,X) ∈ F for some X}.
Then, E is relatively compact in C([t, 0],P(Td)).
2) The drift in (2) is not determined uniquely by the curve µ; however, if we associate to µ the drift Vµ of
minimal norm in L2([t, 0]×Td,L1 ⊗ µs), then the map from C([t, 0],P(T
d)) to R given by
:µ→
∫ 0
t
ds
∫
Td
|Vµ(s, x)|
2dµs(x)
is lower semicontinuous.
The aim of this paper is to see whether this result of [11] can be generalised to a particular class of
metric measure spaces, those with the RCD(K,∞) property. A metric measure space (S, d,m) is simply a
metric space (S, d) with a Borel measure m attached. We shall suppose that (S, d) is compact and that m is
a probability measure; we point out at the outset that this is already a major simplification with respect to
[11], which is set in the unbounded Rd for the Lebesgue measure. As noted at page 333 of [11], the bounded
case can be treated by a standard mollification technique, and this is exactly what we do. We shall mollify
µt in the usual way, i. e. applying the heat flow to it; the main reason we are working on RCD(K,∞) spaces
is that their heat flow is very well behaved.
We briefly explain how the Fokker-Plank equation translates to RCD(K,∞) spaces; we follow [5] and
[13], which generalise the continuity equation to a very general class of metric measure spaces; in section 2
below, we shall briefly retrace the history of the problem.
Starting from the torus, we recall that µ: [t, 0]→ P(Td) is a weak solution of (2) if
∫ 0
t
ds
∫
Td
[
∂sφ(s, x) +
β
2
∆φ(s, x) + 〈∇φ(s, x), X(s, x)〉
]
dµs(x) = 0 ∀φ ∈ C
∞
0 ((t, 0)×T
d). (3)
First of all, we need a Laplacian; we recall from [6] that, if (S, d,m) has the RCD(K,∞) property,
then it admits an operator ∆E with many of the properties of the standard Laplacian on T
d: linearity, the
integration by parts formula, a linear heat flow... Also the Dirichlet integral
1
2
∫
Td
|∇u|2dx
has a counterpart; it is called Cheeger’s energy, and usually denoted with 12E . Moreover, there is a ”carre´
de champs” operator Γ(φ, ψ) which shares many properties with 〈∇φ,∇ψ〉.
Second, we need a class T of test functions; these are readily available because, as proven in [7], the
functions with bounded carre´ de champs and bounded Laplacian are dense in the domain of Cheeger’s energy.
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Next, we need a drift. Following [11] and [13], the right way to look at the drift is as an operator on
test functions, bounded in a suitable norm. Following the approach of [5], we consider the seminorm on the
test functions T
||φ||2V(µ): =
∫ 0
t
ds
∫
S
Γ(φs, φs)dµs(x).
After identifying u and v if ||u − v||V(µ) = 0, we can define V(µ) as the completion of T with respect to
|| · ||V(µ); in section 2 below we shall see that V(µ) is a Hilbert space. We look at the drift as the operator
X˜:φ→ −
∫ 0
t
ds
∫
S
[
∂sφs +
β
2
∆Eφs
]
dµs.
If X˜ is bounded on V(µ), i. e. if
||µ˙−
β
2
∆Eµ||V′(µ): =
sup
{
−
∫ 0
t
ds
∫
S
[
∂sφs +
β
2
∆Eφs
]
dµs : φ ∈ T and
∫ 0
t
ds
∫
S
Γ(φs, φs)dµs(x) ≤ 1
}
< +∞ (4)
then we can apply the Riesz representation theorem and find X ∈ V(µ) such that
∫ 0
t
ds
∫
S
[
∂sφs +
β
2
∆Eφs
]
dµs + 〈X,φ〉V(µ) = 0 ∀φ ∈ T .
This will be our weak form of the Fokker-Planck equation.
This way of defining the drift as a linear operator has the further advantage that the drift is automatically
unique.
The last thing we need, and only for the proof of corollary 1 below, is a very strong property of (S, d,m),
the so-called L1 − L∞ regularisation property.
We want to prove the following theorem; in section 1 we shall give definitions and references for all the
terms which appear in it.
Theorem 1. Let (S, d,m) be a RCD(K,∞) space; we suppose that (S, d) is compact and that m is a
probability measure. Let t < 0 and let µ: [t, 0] → P(S) be a continuous curve such that µs = ρsm for all
s ∈ [t, 0]. Let us suppose that
||µ˙−
β
2
∆Eµ||V′(µ) < +∞.
We also suppose that there is C > 0 such that, for all s ∈ [t, 0],
1
C
≤ ρs(x) ≤ C for m a. e. x ∈ S. (5)
Then,
||µ˙−
β
2
∆Eµ||
2
V′(µ) ≥∫ 0
t
||µ˙s||
2ds+ βEntm(µ0)− βEntm(µt), (6)
where we have denoted by ||µ˙s|| the metric derivative of µ in P(S) with respect to the 2-Wasserstein distance.
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The following corollary yields the existence of minimisers for the value function.
Corollary 1. Let (S, d,m) be a compact RCD(K,∞); we suppose that (S, d) is compact and that m is
a probability measure. Then, the following holds.
1) Let µn → µ in C([t, 0],P(S)); let µns = ρ
n
sm and let us suppose that
{ρns : n ≥ 1, s ∈ [t, 0]}
is uniformly integrable. Then,
||µ˙−
β
2
∆ǫµ||V′(µ) ≤ lim inf
n→+∞
||µ˙n −
β
2
∆ǫµ
n||V′(µn).
2) If F ⊂ C([t, 0],P(S)) satisfies
M : = sup
µ∈F
||µ˙−
β
2
∆Eµ||V′(µ) < +∞, (7)
sup
µ∈F
Entm(µt) < +∞ (8)
and if there is c(µ) > 0 such that µt = ρtm with
1
c(µ)
≤ ρs(x) ≤ c(µ) a. e. x ∈ S, ∀s ∈ [t, 0] (9)
then F is relatively compact in C([t, 0],P(S)).
3) Let F ∈ C((−∞, 0] × S,R), let U ∈ C(P(S),R), let t < 0 and ν ∈ P(S) be such that Entm(ν) < +∞.
Let us suppose moreover that the heat kernel of (S, d,m) satisfies formula (1.8) below. Then, the following
infimum is attained.
U(t, ν): = inf
{1
2
||µ˙−
β
2
∆Eµ||
2
V′(µ) +
∫ 0
t
ds
∫
S
F (s, x)dµs(x) + U(µ0) :
µ ∈ C([t, 0],P(S)) and µt = ν
}
. (10)
The paper is organised as follows: in section 1 we recall some of the properties of RCD(K,∞) spaces
from [2], [4], [6] and [7]; in section 2, we introduce the class T of test functions; after an exposition of some
results of [5], we shall arrive to the notion of weak solutions of the continuity and Fokker-Planck equations. In
section 3, we review the standard method to regularise the solutions of Fokker-Planck. In section 4, we prove
(6) when the curve µ is sufficiently regular. In section 5, we prove (6) in the general case, approximating the
drift X with the regularised drifts of section 3. In section 6, we prove corollary 1.
Acknowledgements. The author would like to thank the referees for the patience and the useful sugges-
tions.
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Preliminaries and notation
The metric space. We shall suppose that (S, d) is a compact metric space with the geodesic property: in
other words, for all x, y ∈ S there is γ: [0, 1]→ S such that γ0 = x, γ1 = y and, for all 0 ≤ s ≤ t ≤ 1,
d(γs, γt) = (t− s)d(x, y).
Such a curve is called a constant speed geodesic connecting x and y.
If f :S → R is a function, we define its slope as
|Df |(x) = lim sup
y→x
|f(y)− f(x)|
d(x, y)
. (1.1)
Absolutely continuous curves. We say that γ: [a, b]→ S belongs to AC2([a, b], S) if there is α ∈ L2(a, b)
such that, for all a ≤ s ≤ t ≤ b we have that
d(γs, γt) ≤
∫ t
s
α(τ)dτ.
By [3], there is a function α of minimal L2 norm for which the formula above holds; we call it ||γ˙τ ||.
An obvious remark is that constant speed geodesics are an example of absolutely continuous curves.
The Wasserstein distance. Let P(S) denote the set of all Borel probability measures on S; for µ, ν ∈ P(S)
we set
W 22 (µ, ν) = min
∫
S×S
d2(x, y)dγ(x, y)
where the minimum is over all Borel probability measures γ on S × S whose first and second marginals are
µ and ν respectively.
It can be proven ([17], [3], [1]) that the minimum is attained and that W2 induces the weak∗ topology
on P(S).
Cheeger’s energy and its flow. From now on we shall fix one m ∈ P(S) and consider the triple (S, d,m).
As usual, we denote by F♯µ the push-forward of a measure µ by a map F ; for s ∈ [a, b] we denote by
es:C([a, b], S)→ S, es: γ → γs
the evaluation map.
Let π be a Borel probability measure on C([0, 1], S); we say that π is a test plan if the following points
hold.
1) π concentrates on AC2([0, 1], S).
2) We have that ∫
C([0,1],S)
dπ(γ)
∫ 1
0
||γ˙τ ||
2dτ < +∞.
3) Let us define µs = (es)♯π; we ask that µs = ρsm for all s ∈ [0, 1] and that there is C > 0 such that
||ρs||L∞(S,m) ≤ C for all s ∈ [0, 1].
5
Let f :S → R be a function; we say that a Borel function g:S → [0,+∞] is a weak upper slope of f if,
given any test plan π,
|f(γ1)− f(γ0)| ≤
∫ 1
0
g(γτ )||γ˙τ ||dτ
holds for for π a. e. curve.
If f ∈ L2(S,m) has a weak upper slope g ∈ L2(S,m), then it has an upper slope |Df |w minimal in the
following two senses: its L2 norm is smaller than all the other upper slopes and
|Df |w(x) ≤ h(x) for m a. e. x ∈ S
if h is an upper slope.
Naturally, |Df |w is not unrelated to |Df | defined in (1.1); this relationship is, roughly, Cheeger’s
definition of |Df |w, for which we refer the reader to [10] and [4].
The double of Cheeger’s energy
E :L2(S,m)→ [0,+∞]
is defined as
E(f) =
∫
S
|Df |2wdm (1.2)
if f has a weak upper slope in L2(S,m), and E(f) = +∞ otherwise.
Though on the right hand side of (1.2) there is a square, E(f) in general is not a quadratic form (see
remark 4.7 of [4] for an example). However, it is a convex functional; in particular, we can fix once and for
all a positive constant β and define a gradient flow
f˙τ ∈ −
β
4
∂E(ft)
starting from every f0 ∈ L
2(S,m). Since the standard heat flow is the gradient flow of the Dirichlet energy,
we can think that ft is a kind of heat flow in metric measure spaces.
We also have a kind of Laplacian: if ∂E(u) 6= ∅, then we define −∆Eu as the element of smallest norm
in ∂E(u). Since E is not necessarily quadratic, ∆E and the heat flow are not necessarily linear.
The entropy functional. We define
Entm:P(S)→ [0,+∞]
Entm(µ) =


∫
S
ρ log ρdm if µ = ρm
+∞ otherwise.
It turns out ([4]) that, if Entm satisfies the CD(K,∞) condition, which we state below, then each µ ∈ P(S)
with Entm(µ) < +∞ is the starting point of a unique gradient flow (in the EDE sense, for whose definition
we refer to [4]) of β2Entm.
Moreover, if µ = ρ0m and ρ0 is in L
2(S,m), then the gradient flow of β2Entm has the form µτ = ρτm,
where ρτ is the gradient flow of
β
4 E starting at ρ0. In the following, we shall set Hτµ = µτ , where µτ is the
gradient flow of β2Entm starting at µ; this defines a semigroup Hτ on the domain of Entm.
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The RCD(K,∞) condition. Following [4] and [2], we say that (S, d,m) is a RCD(K,∞) space if the
following two conditions hold.
1) E is quadratic, i. e. setting
D(E) = {u ∈ L2(S,m) : E(u) < +∞}
the parallelogram equality holds
E(u) + E(v) =
1
2
[E(u+ v) + E(u − v)] ∀u, v ∈ D(E). (1.3)
2) The CD(K,∞) condition holds; in other words, for all µ˜0, µ˜1 ∈ P(S) with Entm(µ˜0),Entm(µ˜1) < +∞,
there is a constant speed geodesic µt such that µ0 = µ˜0, µ1 = µ˜1 and
Entm(µt) ≤ (1− t)Entmµ0 + tEntmµ1 −
K
2
t(1− t)W 22 (µ0, µ1) ∀t ∈ [0, 1].
We recall one consequence of the RCD(K,∞) condition: if µ, ν are in the domain of Entm, then
W2(Hsµ,Hsν) ≤ e
−Kβ
2
sW2(µ, ν) (1.4)
for the same K in the definition of RCD(K,∞).
As we saw above, there is a gradient flow of Entm starting from every µ ∈ P(S) with Entm(µ) < +∞;
since it is easy to see that measures with bounded entropy are dense in P(S), the uniform continuity provided
by (1.4) allows us to extend Hs to a semigroup defined on the whole of P(S).
The carre´ de champs. From now on we shall suppose that (S, d,m) is a RCD(K,∞) space; as a conse-
quence of (1.3) we can define a symmetric bilinear form
E :D(E)×D(E)→ R
by
E(u, v) =
1
4
[E(u + v)− E(u − v)].
The important fact is that |Du|2w is a bilinear form too. Namely ([6], [7]) there is a symmetric bilinear
operator
Γ:D(E)×D(E)→ L1(S,m)
such that
E(u, v) =
∫
S
Γ(u, v)dm ∀(u, v) ∈ D(E) ×D(E).
The operator Γ is called the carre´ de champs of E . We recall that D(∆E ) ⊂ D(E) and that the integration
by parts formula holds
〈−∆Eu, v〉L2(S,m) = E(u, v) =
∫
S
Γ(u, v)dm ∀u ∈ D(∆E), ∀v ∈ D(E). (1.5)
7
The heat semigroup. The operator −β2 ∆E is monotone maximal; thus (see for instance [9]) it gives rise
to a semigroup, backward in time,
P−s:L
2(S,m)→ L2(S,m) P−s = e
s
β
2
∆E for s ≥ 0.
Now P−s is induced by a Brownian motion; namely, there is a probability measure P
−s,x on C([−s,+∞], S)
which concentrates on the curves γ with γ(−s) = x; denoting by E−s,x the expectation with respect to
P−s,x, we have that
(P−sf)(x) = E
−s,x[f(γ0)].
By the way, the existence of the Brownian motion is one of the reasons for point 1) in the definition of
RCD(K,∞) spaces: we want β2 E to be the Dirichlet form of the Brownian motion, and Dirichlet forms are
quadratic.
Since m(S) = 1 and S is compact, we have that C(S) ⊂ L2(S,m); essentially by (1.4), we have that
P−s:C(S) → C(S); thus, P−s has an adjoint on the space of Borel measures on S. This adjoint is the
operator Hs we defined above:∫
S
(P−sf)dµ =
∫
S
fd(Hsµ) ∀f ∈ C(S) ∀µ ∈ P(S).
As we noted above, if µ = ρm with ρ ∈ L2(S,m), we have that
Hs(µ) = (P−sρ)m. (1.6)
We recall that P−s has a symmetric kernel; namely, for all s > 0 there is a measurable function
p−s:S × S → [0,+∞) such that
1) p−s(x, y) = p−s(y, x) for all s > 0 and m⊗m a. e. (x, y) ∈ S × S, and
2) for all f ∈ L2(S,m) and all s > 0, for m a. e. x ∈ S, we have
(P−sf)(x) =
∫
S
f(y)p−s(x, y)dm(y). (1.7)
For corollary 1 we shall need a very strong property of p−s, namely that for all s > 0 there is as > 0
such that
1
as
≤ p−s(x, y) ≤ as for m⊗m a. e. (x, y) ∈ S × S. (1.8)
This implies the L1 − L∞ regularisation property; indeed, by (1.7) and (1.8),
1
as
||f ||L1(S,m) ≤ P−s(f) ≤ as||f ||L1(S,m). (1.9)
The smooth functions. We recall (see for instance section 3 of [15]) that, since E is lower semicontinuous
for the L2 topology, D(E) with the inner product defined by
〈u, v〉D(E) = 〈u, v〉L2(S,m) + E(u, v)
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is a Hilbert space; we define ||u||2D(E) = 〈u, u〉D(E) as the natural norm.
We recall from [7] that the subspaces
V 1∞ = {u ∈ D(E) ∩ L
∞(S,m) : Γ(u, u) ∈ L∞(S,m)}
and
V 2∞ = {u ∈ V
1
∞ : ∆Eu ∈ L
∞(S,m)}
are dense in D(E). We note that V 1∞ with the norm
||u||V 1
∞
= ||u||L∞(S,m) + ||Γ(u, u)
1
2 ||L∞(S,m)
is a Banach space. We briefly prove that it is complete. Let {un}n≥1 be a Cauchy sequence in V 1∞: given
ǫ > 0 we can find N ∈ N such that
||un − ul||∞ + ||Γ
1
2 (un − ul, un − ul)||∞ ≤ ǫ if n, l ≥ N. (1.10)
By the formula above we get that {un}n≥1 is Cauchy also in D(E); since D(E) is complete, we have that
un → u¯ in D(E).
Recall that Γ is continuous from D(E) ×D(E) into L1 and ul → u¯ in D(E); thus, we can fix n ∈ N, let
l→ +∞ and get that, for all n,
un − ul → un − u¯ in L2 and
Γ(un − ul, un − ul)→ Γ(un − u¯, un − u¯) in L
1.
Up to subsequences, the convergence in the two formulas above is m-a.e.; together with (1.10), this implies
that
||un − u¯||∞ + ||Γ
1
2 (un − u¯, un − u¯)||∞ ≤ ǫ if n ≥ N
i. e. that u¯ ∈ V 1∞ and un → u¯ in V
1
∞.
With the same argument, it is possible to show that that V 2∞ with the norm
||u||V 2
∞
: = ||u||V 1
∞
+ ||∆Eu||L∞
is a Banach space.
We shall need the following formula (3.62) of [7]: if f ∈ L2 ∩ L∞, then for all s > 0
|D(P−sf)|
2 = Γ(P−sf, P−sf) m a. e.. (1.11)
Moreover, there is an increasing function
α: (0,+∞)→ (0,+∞)
such that, for all u ∈ L∞(S,m) and s > 0,
α(s)||Γ(P−su, P−su)||
1
2
L∞ ≤ ||u||L∞ . (1.12)
9
Another fact we need is the chain rule, or formula (2.12) of [7]: if f, g ∈ D(E) and η ∈ Lip(R), then
Γ(η(f), g) = η′(f)Γ(f, g). (1.13)
The last fact we need follows from formula (2.58) of [7]: if f ∈ D(E),
|DP−sf |
2
w ≤ e
−2KβsP−sΓ(f). (1.14)
We briefly prove that, if f ∈ D(E), then P−ǫf → f in D(E) as ǫ→ 0. Since D(E) is a Hilbert space, it
suffices to prove that
1) ||P−ǫf ||D(E) → ||f ||D(E) and
2) P−ǫf → f weakly in D(E).
By (1.14) we get that
lim sup
ǫց0
||P−ǫf ||D(E) ≤ ||f ||D(E).
Thus, points 1) and 2) follow if we show that∫
S
Γ(φ, P−ǫf)dm→
∫
S
Γ(φ, f)dm
for φ in a dense set of D(E). The dense set is V 2∞; if φ ∈ V
2
∞, we get that ∆Eφ ∈ L
∞(S,m) ⊂ L2(S,m) and
the limit below follows; the equalities are (1.5).∫
S
Γ(φ, P−ǫf)dm = −
∫
S
∆Eφ · P−ǫfdm→ −
∫
S
∆Eφ · fdm =
∫
S
Γ(φ, f)dm.
§2
Weak solutions of the continuity and Fokker-Planck equations
A result of [3] says that a curve of measures µs in R
d is 2-absolutely continuous for the 2-Wasserstein
distance if and only if it is a weak solution of the continuity equation for a drift X ∈ L2([t, 0]×Rd,L1⊗µs).
This result has been extended to Banach spaces in [14] and to measured metric spaces in [13] (see also
sections 6 and 8 of [5]). In proposition 2.4 below, we recall a version of theorem 3.5 of [13], which we shall
state in the less general setting of RCD(K,∞) spaces. The advantage of this reduction in generality is that
the key lemma 2.4 below holds also for curves of measures with unbounded densities; this allows us to extend
[13] to unbounded densities, though in the much less general situation of RCD(K,∞) spaces.
The test functions. Let t < 0; we consider the space C1([t, 0], V 1∞) with the norm
||u||C1([t,0],V 1
∞
) = sup
s∈[t,0]
||us||V 1
∞
+ sup
s∈[t,0]
||
d
ds
us||V 1
∞
and C([t, 0], V 2∞) with the norm
||u||C([t,0],V 2
∞
) = sup
s∈[t,0]
||us||V 2
∞
.
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Note that, since V 1∞ and V
2
∞ are Banach spaces, C
1([t, 0], V 1∞) and C([t, 0], V
2
∞) are Banach spaces too.
We shall say that u is a test function, or that u ∈ T for short, if
u ∈ C1([t, 0], V 1∞) ∩ C([t, 0], V
2
∞).
By [7], the functions in V 1∞ are continuous; thus, if u ∈ T , then u ∈ C([t, 0], C(S)) too.
The admissible curves. Let µ: [t, 0]→ P(S) be a function; we say that µ is admissible if
1) µ is continuous and
2) µs = ρsm for all s ∈ [t, 0].
Notation. If µ: [t, 0]→ P(S) is admissible, we shall always denote by ρs the density of µs.
The space of drifts. Throughout this section we follow [5], [11] and [13], which define the drift of a curve
of measures µ: [t, 0]→ P(S) as a linear operator on test functions, bounded for the seminorm
∫ 0
t
ds
∫
S
Γ(φs, φs)dµs.
Since we work on RCD(K,∞) spaces, we shall follow the approach of [5] and identify the drift operator with
an element of a (rather abstract) Hilbert space which we call V(µ).
Let φ, ψ ∈ T ; since Γ is bilinear and semi-positive-definite, Cauchy-Schwarz implies the inequality below.
|Γ(φs, ψs)| ≤ Γ(φs, φs)
1
2 · Γ(ψs, ψs)
1
2 m-a.e.. (2.1)
As a consequence, if φ, ψ ∈ T we have that the function
A: (s, x)→ Γ(φs, ψs)(x)
belongs to L∞([t, 0] × S,L1 ⊗ m). This implies that, if µ: [t, 0] → P(S) is admissible, the integral on the
right in the formula below converges, allowing us to define the ”inner product” 〈φ, ψ〉V(µ).
〈φ, ψ〉V(µ) =
∫ 0
t
ds
∫
S
Γ(φs, ψs)dµs. (2.2)
Though we called 〈φ, ψ〉V(µ) an inner product, it does not separate points: a typical example is when there
is A ⊂ S with m(A) > 0 but µs(A) = 0 for all s ∈ [t, 0]. In this case, if φs is supported on A for all s ∈ [t, 0],
we get that 〈φ, ψ〉V(µ) = 0 for all ψ ∈ T . Another example is the couple φ, φ+ c where c is a constant: this
couple is not separated by 〈·, ·〉V(µ).
Thus, in order to have a Hilbert space, a further step is in order. First of all, we define the seminorm
||φ||2V(µ): = 〈φ, φ〉V(µ)
and we say that φ ≃ ψ if
||φ− ψ||V(µ) = 0. (2.3)
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We shall call V(µ) the completion of T
≃
with respect to || · ||V(µ). It is easy to see that the inner product of
(2.2) depends only on the equivalence classes of φ and ψ and separates points on T
≃
; thus, V(µ) is a Hilbert
space.
We also note that (2.2) implies that, if φ ∈ T , then
||φ||V(µ) ≤ |t|
1
2 · ||φ||C([t,0],V 1
∞
). (2.4)
We can do the same construction for a measure η ∈ P(S), provided it has a density. Indeed, let
η = ρm ∈ P(S) and let ψ, φ ∈ V 1∞; we define
〈φ, ψ〉Z(η) =
∫
S
Γ(φ, ψ)dη =
∫
S
Γ(φ, ψ)ρdm
which is well defined since Γ(φ, ψ) ∈ L∞(S,m) by (2.1) and ρ ∈ L1(S,m).
We set ||φ||2Z(η) = 〈φ, φ〉Z(µ); given φ, ψ ∈ V
1
∞ we say that φ ≃ ψ if
||φ− ψ||Z(η) = 0.
We shall call Z(η) the completion of V
1
∞
≃
with respect to || · ||Z(η); with the same argument as above, Z(η)
is a Hilbert space.
The following lemma relates V(µ) with Z(µs).
Lemma 2.1. Let µ: [t, 0] → P(S) be admissible and let V ∈ V(µ). Then, for L1 a. e. s ∈ [t, 0], there is
Vs ∈ Z(µs) such that, for all φ ∈ T ,
〈φ, V 〉V(µ) =
∫ 0
t
〈φs, Vs〉Z(µs)ds (2.5)
and
||V ||2V(µ) =
∫ 0
t
||Vs||
2
Z(µs)
ds. (2.6)
Proof. Let {Vn}n≥1 ⊂ T be a Cauchy sequence in V(µ); then,
∫ 0
t
ds
∫
S
Γ(Vn(s, ·)− Vm(s, ·), Vn(s, ·)− Vm(s, ·))(x)dµs(x)→ 0
as n,m→ +∞.
We find a subsequence {Vnk} such that
||Vnk+1 − Vnk ||V(µ) ≤
1
2k
.
Let us define a function g: [t, 0]→ R by
g(s): = ||Vn0(s, ·)||Zs(µs) +
∑
k≥0
||Vnk+1(s, ·)− Vnk(s, ·)||Zs(µs) (2.7)
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The formula below shows that g belongs to L2(t, 0); the first inequality is Minkowski’s, the equality comes
from the definition of || · ||V(µ) and the second inequality from our choice of Vnk .
[∫ 0
t
g2(s)ds
] 1
2
≤
[∫ 0
t
||Vn0(s, ·)||
2
Zs(µs)
ds
] 1
2
+
∑
k≥0
[∫ 0
t
||Vnk+1(s, ·)− Vnk(s, ·)||
2
Zs(µs)
ds
] 1
2
=
(∫ 0
t
ds
∫
S
Γ(Vn0(s, ·), Vn0(s, ·), )dµs
) 1
2
+
∑
k≥0
(∫ 0
t
ds
∫
S
Γ(Vnk+1(s, ·)− Vnk(s, ·), Vnk+1(s, ·)− Vnk(s, ·))dµs
) 1
2
≤
(∫ 0
t
ds
∫
S
Γ(Vn0(s, ·), Vn0(s, ·), )dµs
) 1
2
+
∑
k≥1
1
2k
< +∞.
In particular, g(s) is finite for a. e. s ∈ (t, 0). By (2.7) this implies that {Vnk(s, ·)} is a Cauchy sequence in
Zˆs(µs) for a. e. s ∈ (0, 1); we call Vs its limit.
We prove that Vs satisfies (2.5); we forgo the proof of (2.6) since it is similar. Since
Vnk = Vn0 +
k∑
j=1
[Vnk − Vnk−1 ],
formula (2.7) and the triangle inequality imply that
||Vnk(s, ·)||Zs(µs) ≤ g(s) ∀k ≥ 1 a. e. s ∈ (t, 0). (2.8)
Since Vnk(s, ·)→ Vs in Zs(µs) for a. e. s ∈ (t, 0), we get that∫
S
Γ(φ(s, ·), Vnk(s, ·))dµs → 〈φ(s, ·), Vs〉Zs(µs)
for a. e. s ∈ (t, 0). By (2.8) and Cauchy-Schwarz we get that for a. e. s ∈ (t, 0) the first inequality below
holds; the second inequality comes from the fact that φ ∈ T with a proof similar to (2.4).∣∣∣∣
∫
S
Γ(φ(s, ·), Vnk (s, ·))dµs
∣∣∣∣ ≤ g(s)||φ(s, ·)||Zs(µs) ≤Mg(s)
By the last two formulas, dominated convergence and the fact that g ∈ L2(t, 0), we get that
∫ 0
t
ds
∫
S
Γ(φ(s, ·), Vnk (s, ·))dµs →
∫ 0
t
〈φ(s, ·), Vs〉Zs(µs)ds.
Since by assumption Vnk → V in V(µ), we get (2.5).
\\\
The transport equations. Let µ: [t, 0]→ P(S) be admissible and let L: T → R be a linear operator such
that
L(φ) = L(ψ) if φ ≃ ψ (2.9)
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where ≃ is the equivalence relation of (2.3). Following [11] and [13] we define
||L||V′(µ) = sup{L(φ) : φ ∈ T and ||φ||V(µ) ≤ 1}. (2.10)
Clearly, if ||L||V′(µ) < +∞, then L can be extended to a bounded operator on the Hilbert space V(µ). We
also note that, if ||L||V′(µ) < +∞, then (2.9) holds.
We say that the admissible µ: [t, 0]→ P(S) is a weak solution of the continuity equation if the operator
Lˆµ(φ) = −
∫ 0
t
ds
∫
S
∂sφsρsdm+
∫
S
φ0dµ0 −
∫
S
φtdµt
belongs to V ′(µ). Note that all the integrals in the formula above converge: for instance, ∂sφs is in L
∞ by
the definition of T , while µs = ρsm is a probability measure.
By Riesz’s representation theorem, µ is a weak solution of the continuity equation if and only if there
is Y ∈ V(µ) such that for all φ ∈ T we have the first equality below; the second one is (2.5).
∫
S
φ0dµ0 −
∫
S
φtdµt =
∫ 0
t
ds
∫
S
∂sφsdµs + 〈Y, φ〉V(µ) =
∫ 0
t
ds
∫
S
∂sφsdµs +
∫ 0
t
〈φs, Ys〉Z(µs)ds. (2.11)
Let β > 0 be a diffusion coefficient that we fix once and for all; we say that µ is a weak solution of the
Fokker-Planck equation if the operator
Lµ(φ) =
∫ 0
t
ds
∫
S
[−∂sφs −
β
2
∆Eφs]ρsdm+
∫
S
φ0dµ0 −
∫
S
φtdµt (2.12)
belongs to V ′(µ). Again, since φ ∈ T we can check that all the integrals in the formula above converge.
Applying Riesz’s representation theorem as above, µ is a weak solution of Fokker-Planck if and only if
there is V ∈ V(µ) such that for all φ ∈ T we have the first equality below.
∫
S
φ0dµ0 −
∫
S
φtdµt =
∫ 0
t
ds
∫
S
[
∂sφs +
β
2
∆Eφs
]
dµs + 〈V, φ〉V(µ) =
∫ 0
t
ds
∫
S
[
∂sφs +
β
2
∆Eφs
]
dµs +
∫ 0
t
〈φs, Vs〉Z(µs)ds. (2.13)
Formulas (2.11) and (2.13) hold for the extrema t and 0; since admissible curves are continuous, they
hold for all extrema t ≤ s ≤ s′ ≤ 0. We prove this for (2.13). Let ηn:R→ R be a sequence of C∞ functions
such that
0 ≤ ηn(τ) ≤ 1 ∀τ ∈ R and ηn(τ) = 0 if τ 6∈ [s, s′] ,
ηn(τ)→ 1[s,s′](τ) ∀τ ∈ R,
η˙nL1 → δs − δs′ in P(R) (2.14)
where δs is the Dirac delta centred in s.
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If φ ∈ T , then also ηnφ ∈ T ; taking it as a test function in (2.13) we have that∫
S
ηn0 φ0dµ0 −
∫
S
ηnt φtdµt =
∫ 0
t
dτ
∫
S
[η˙nτ φτ + η
n
τ ∂τφτ +
β
2
ηnτ∆Eφτ ]dµτ +
∫ 0
t
ηnτ 〈φτ , Vτ 〉Z(µτ )dτ. (2.15)
We saw above that, if φ ∈ T , then φ ∈ C([t, 0], C(S)); since µ is admissible we easily see that the map
: τ →
∫
S
φτdµτ
is continuous; thus, by (2.14),
∫ 0
t
η˙nτ dτ
∫
S
φτdµτ →
∫
S
φsdµs −
∫
S
φs′dµs′ .
On the other side,
∫ 0
t
ηnτ dτ
∫
S
[∂τφτ + 〈φτ , Vτ 〉Z(µτ ) +
β
2
∆Eφτ ]dµτ →
∫ s′
s
dτ
∫
S
[∂τφτ + 〈φτ , Vτ 〉Z(µτ ) +
β
2
∆Eφτ ]dµτ
by dominated convergence; to find the dominant it suffices to recall that, since φ ∈ T , ∂τφτ and ∆Eφτ
are bounded functions; moreover, since V ∈ V(µ) and φ ∈ T we have that 〈φτ , Vτ 〉Z(µτ ) ∈ L
2(t, 0) by
Cauchy-Schwarz and (2.6). Lastly, ∫
S
ηn0 φ0dµ0 −
∫
S
ηnt φtdµt = 0 ∀n
since ηn0 = η
n
t = 0.
By (2.15) and the last three formulas we get that
∫
S
φs′dµs′ −
∫
S
φsdµs =
∫ s′
s
dτ
∫
S
[
∂τφτdµτ +
β
2
∆Eφτ
]
+
∫ s′
s
〈φτ , Vτ 〉Z(µτ )dτ.
Analogously, we have that, for all t ≤ s < s′ ≤ 0,
∫
S
φs′dµs′ −
∫
S
φsdµs =
∫ s′
s
dτ
∫
S
∂τφτdµτ +
∫ s′
s
〈φτ , Vτ 〉Z(µτ )dτ. (2.16)
Absolutely continuous curves of measures. As in [3] and [13], the following fact is essential; it was
proven in [14].
Lemma 2.2. Let µ ∈ AC2([0, 1],P(S)). Then, there is a Borel probability measure π on C([0, 1], S) such
that the three points below hold.
i) π concentrates on AC2([0, 1], S);
ii) µt = (et)♯π.
iii) Defining |µ˙t| as in section 1,∫
C([0,1],S)
|γ˙t|
2dπ(γ) = |µ˙t|
2 for L1-a. e. t ∈ [0, 1].
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Lemma 2.3. Let µ ∈ AC2([0, 1],P(S)) be admissible. Let φ ∈ V 1∞, let s ∈ [0, 1), h ∈ (0, 1− s) and let π
be as in lemma 2.3 above. Then,∣∣∣∣∣
∫
C([0,1],S)
[φ(γs+h)− φ(γs)]dπ(γ)
∣∣∣∣∣ ≤
∫
C([0,1],S)
dπ(γ)
∫ s+h
s
|Dφ|w(γτ ) · |γ˙τ |dτ. (2.17)
Proof. As in formula (4.30) of [7], the fact that the elements of V 1∞ are Lipschitz immediately implies that∣∣∣∣∣
∫
C([t,0],S)
[φ(γs+h)− φ(γs)]dπ(γ)
∣∣∣∣∣ ≤
∫ s+h
s
dτ
∫
C([t,0],S)
|Dφ|(γτ ) · ||γ˙τ ||dπ(γ) (2.18)
where |Dφ| has been defined in (1.1).
We must prove that we can substitute |Dφ|w(s, γτ ) to |Dφ|(s, γτ ) in the formula above.
We recall formula (1.11) which says that, for all ǫ > 0 and for all f ∈ L∞,
|DP−ǫf |(x) = |DP−ǫf |w(x) for m-a. e. x ∈ S.
Since φ ∈ L∞, we get that
|DP−ǫφ|(x) = |DP−ǫφ|w(x) for m-a. e. x ∈ S.
Applying (2.18) to P−ǫφ we get that, for ǫ > 0,∣∣∣∣∣
∫
C([t,0],S)
{[P−ǫφ](γs+h)− [P−ǫφ](γs)}dπ(γ)
∣∣∣∣∣ ≤
∫ s+h
s
dτ
∫
C([t,0],S)
|D[P−ǫφ]|w(γτ ) · ||γ˙τ ||dπ(γ).
Thus, (2.17) follows if we prove that, as ǫ→ 0,∣∣∣∣∣
∫
C([t,0],S)
{[P−ǫφ](γs+h)− [P−ǫφ](γs)}dπ(γ)
∣∣∣∣∣→
∣∣∣∣∣
∫
C([t,0],S)
{φ(γs+h)− φ(γs)}dπ(γ)
∣∣∣∣∣ (2.19)
and ∫ s+h
s
dτ
∫
C([t,0],S)
∣∣∣|D(P−ǫφ)|w(γτ )− |Dφ|w(γτ )∣∣∣ · ||γ˙τ ||dπ(γ)→ 0 (2.20)
As for (2.19), the first equality below comes from point ii) of lemma 2.2, i. e. that (es)♯π = µs; the second
one comes from the fact that P−ǫ and Hǫ are in duality; the limit comes from the fact that φ is continuous
and Hǫµ→ µ for ǫ→ 0. ∫
C([t,0],S)
[P−ǫφ](γs)dπ(γ) =
∫
S
[P−ǫ(φ)]dµs =
∫
S
φd(Hǫµs)→
∫
S
φdµs as ǫ→ 0.
Applying the same argument to P−ǫφ(γs+h) we get (2.19).
We prove (2.20). The inequality below comes from Ho¨lder and points ii) and iii) of lemma 2.2.
∫ s+h
s
dτ
∫
C([t,0],S)
∣∣∣|D(P−ǫφ)|w(γτ )− |Dφ|w(γτ )∣∣∣ · ||γ˙τ ||dπ(γ) ≤
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[∫ s+h
s
dτ
∫
S
∣∣∣|D(P−ǫφ)|w(x)− |Dφ|w(x)∣∣∣2dµτ (x)
] 1
2
·
[∫ s+h
s
||µ˙τ ||
2dτ
] 1
2
.
Since µ ∈ AC2([t, 0],P(S)), we get that
∫ s+h
s
||µ˙τ ||
2dτ < +∞.
Thus, (2.20) follows if we prove that
∫ s+h
s
dτ
∫
S
∣∣∣|D(P−ǫφ)|w(x)− |Dφ|w(x)∣∣∣2dµτ → 0 as ǫ→ 0. (2.21)
We begin to note that ∫
S
∣∣∣|D(P−ǫφ)|w(x) − |Dφ|w(x)∣∣∣2dm(x)→ 0 as ǫ→ 0
because we saw at the end of section 1 that P−ǫφ→ φ in D(E). Thus, for all sequences ǫn → 0, we can find
a subsequence ǫn′ such that
|D(P−ǫn′φ)|w(x)→ |Dφ|w(x) m a. e. as n
′ → +∞.
Since µ is admissible, the convergence above is L1 ⊗ µs-a. e.. Since φ ∈ V 1∞, we can find M > 0 such that
the second inequality below holds, while the first one comes from (1.14).
|D(P−ǫφ)|w(x) ≤ e
−2KǫP−ǫ(|Dφ|w)(x) ≤M ∀ǫ ∈ (0, 1].
Now (2.21) follows from the last two formulas and dominated convergence for the measure L1 ⊗ µs.
\\\
The next proposition follows from lemmas 2.2 and 2.3 exactly as in [3] and theorem 3.5 of [13]; thus,
we forego its proof.
Proposition 2.4. Let µ: [t, 0] → P(S) be admissible. Then, µ ∈ AC2([t, 0],P(S)) if and only if it is a
weak solution of the continuity equation with drift Y ∈ V(µ).
Moreover, we have that ∫ 0
t
||µ˙s||
2ds = ||Y ||2V(µ).
§3
Smooth approximation.
In this section we approximate the solutions of the Fokker-Planck equation with curves of measures
having smoother densities and drifts. Our method is the standard one (see for instance [1]).
Let µ: [t, 0]→ P(S) be admissible and let us suppose that (5) holds.
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Step 1. Regularisation in space. In this step, we approximate µs with a curve of measures having a
density ρˆǫs ∈ V
2
∞, but only Borel regular in s.
Following [7], we choose k ∈ C∞c (0,+∞) with k ≥ 0 and
∫ +∞
0
k(r)dr = 1. (3.1)
Given φ ∈ L2(S,m), for ǫ > 0 we set
M ǫφ =
1
ǫ
∫ +∞
0
(P−rφ)k
(r
ǫ
)
dr. (3.2)
By [7], we have that M ǫφ ∈ D(∆E) and
β
2
∆E(M
ǫφ) =
−1
ǫ2
∫ +∞
0
(P−rφ)k
′
(r
ǫ
)
dr (3.3)
(we recall that P−r is the flow of
β
4E .)
Lemma 3.1. For all ǫ > 0 there is a constant D1(ǫ) > 0 such that the following holds. Let φ ∈ L∞(S,m)
and let
φˆǫ: =M ǫφ
with M ǫ defined as in (3.2); then
||Γ(M ǫφ,M ǫφ)||∞ ≤ D1(ǫ)||φ||∞ (3.4)
and
||∆E(M
ǫφ)||L∞ ≤ D1(ǫ)||φ||∞. (3.5)
Moreover, the operator M ǫ is self-adjoint: if φ, ψ ∈ L2(S,m), then
∫
S
ψ ·M ǫφdm =
∫
S
M ǫψ · φdm. (3.6)
We also have
∆E(M
ǫφ) =M ǫ(∆Eφ) ∀φ ∈ D(∆E ). (3.7)
Proof. Since k ∈ Cc(0,+∞), for some δ > 0 it is supported in [δ,
1
δ
]; thus, k
(
r
ǫ
)
is supported in
[
ǫδ, ǫ
δ
]
and (3.2) becomes
M ǫφ =
1
ǫ
∫ ǫ
δ
δǫ
(P−rφ)k
(r
ǫ
)
dr. (3.8)
It is easy to see that ||Γ(φ, φ)||
1
2
∞ is convex and lower semicontinuous for the topology of D(E); we briefly
prove how this implies that it satisfies Jensen’s inequality. We fix φ˜ ∈ D(E) and λ > 0; since D(E) with the
inner product 〈·, ·〉D(E) of section 1 is Hilbert and the epigraph of ||Γ(·, ·)||
1
2
∞ is closed, we can find vλ ∈ D(E)
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which separates the epigraph from (φ˜, ||Γ(φ˜, φ˜||
1
2
∞ − λ)) in D(E) ×R. In other words, we have that, for all
ψ ∈ D(E),
||Γ(ψ, ψ)||
1
2
∞ − ||Γ(φ˜, φ˜)||
1
2
∞ − 〈ψ˜ − φ, vλ〉D(E) ≥ −λ.
Now we take φ˜ =Mǫφ, ψ = P−rφ; we multiply the formula above by
1
ǫ
k
(
r
ǫ
)
, integrate on (0,+∞) and recall
(3.1), getting the inequality below.
||Γ(Mǫφ,Mǫφ)||
1
2
∞ ≤
1
ǫ
∫ ǫ
δ
ǫδ
||Γ(P−r, P−r)||
1
2
∞ k
(r
ǫ
)
dr + λ.
If we let λ→ 0, we get the first inequality below; the second one is (1.12).
||Γ(M ǫφ,M ǫφ)||
1
2
∞ ≤ sup
r∈[δǫ, ǫ
δ
]
||Γ(P−rφ, P−rφ)||
1
2
∞ ≤
1
a(ǫδ)
||φ||∞.
This proves (3.4). Next, we recall that, by the maximum principle,
||P−rφ||∞ ≤ ||φ||∞.
Together with (3.3), this implies (3.5).
Formula (3.6) follows easily from Fubini’s theorem and the fact that P−r is self-adjoint.
Next, we recall that P−r is the semigroup associated to the maximal monotone operator ∆E ; in particular
([9]), if φ ∈ D(∆E ) and r > 0 we have ∆EP−rφ = P−r∆Eφ. Together with (3.8) this easily implies (3.7).
\\\
Let µs = ρsm be a continuous curve of measures; we set ρˆ
ǫ
s: =M
ǫρs and µˆ
ǫ
s: = ρˆ
ǫ
sm. By (3.4) and (3.5),
ρˆǫs is a bounded, Borel function from [t, 0] to V
2
∞.
Step 2. Definition of the drift. Let us suppose that µ solves the Fokker-Planck equation for a drift
V ∈ V(µ) and the continuity equation for a drift Y ∈ V(µ); let the curve µˆǫ be defined as at the end of the
last step. We want to find the drifts, which we shall call Vˆ ǫ and Yˆ ǫ respectively, of the Fokker-Planck and
continuity equations satisfied by µˆǫ.
In order to find the drifts of µˆǫ, for φ ∈ L2(S,m) we set
Vˆ ǫs (φ) = 〈Vs,M
ǫφ〉Z(µs)
and
Yˆ ǫ(φ) = 〈Ys,M
ǫφ〉Z(µs).
Let φ ∈ T ; the first equality below is the definition of Vˆ ǫ; the first inequality is Cauchy-Schwarz; the second
one follows from (3.8) and the fact that Γ is convex; it is the same argument we used in lemma 3.1. The
third inequality is (1.14); the second equality comes from Fubini, the definition of ρˆs and the fact that P−r
is self-adjoint; the last equality is the definition of the norm in Z(µˆǫs).
〈Vˆ ǫs , φs〉Z(µˆs) = 〈Vs,M
ǫφs〉Z(µs) ≤
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||Vs||Z(µs) ·
[∫
S
Γ(M ǫφs,M
ǫφs)ρsdm
] 1
2
≤
||Vs||Z(µs) ·
[∫
S
ρsdm
1
ǫ
∫ ǫ
δ
ǫδ
Γ(P−rφs, P−rφs)k
(r
ǫ
)
dr
] 1
2
≤
||Vs||Z(µs) · e
−Kβǫ ·
[∫
S
ρsdm
1
ǫ
∫ ǫ
δ
ǫδ
P−rΓ(φs, φs)k
(r
ǫ
)
dr
] 1
2
=
||Vs||Z(µs) · e
−Kβǫ ·
[∫
S
ρˆǫsΓ(φs, φs)dm
] 1
2
=
||Vs||Z(µs) · e
−Kβǫ · ||φ||Z(µˆǫ).
From this and (2.6) we get that
||Vˆ ||V(µˆǫ) ≤ e
−Kβǫ · ||V ||V(µ). (3.9)
Analogously, we get that
||Yˆ ǫ||V(µˆǫ) ≤ e
−Kβǫ||Y ||V(µ). (3.10)
Step 3. The equation. In this step we show that µˆǫ satisfies the Fokker-Planck equation with drift Vˆ ǫ
and the continuity equation with drift Yˆ ǫ. Let φ ∈ T ; the first equality below comes from the definition of
µˆǫs and of the drift Vˆ
ǫ; the second one comes from (3.6). For the third one, we use (3.7). The fourth and
last equality comes from the fact that µ satisfies the Fokker-Planck equation with drift V , and M ǫφ ∈ T .
∫ 0
t
ds
∫
S
[∂sφs +
β
2
∆Eφs]dµˆs + 〈Vˆ
ǫ, φ〉V(µˆǫ) −
∫
S
φ0dµˆ0 +
∫
S
φtdµˆt =
∫ 0
t
ds
∫
S
[∂sφs +
β
2
∆Eφs] ·M
ǫρsdm+ 〈V,M
ǫφ〉V(µ)−∫
S
φ0 ·M
ǫρ0dm+
∫
S
φt ·M
ǫρtdm =
∫ 0
t
ds
∫
S
[∂s(M
ǫφs) +
β
2
M ǫ(∆Eφs)]ρsdm+ 〈V,M
ǫφ〉V(µ)−∫
S
(M ǫφ0) · ρ0dm+
∫
S
M ǫ(φt)ρtdm =
∫ 0
t
ds
∫
S
[∂s(M
ǫφs) +
β
2
∆E(M
ǫφs)]ρsdm+ 〈V,M
ǫφ〉V(µ)−∫
S
(M ǫφ0) · ρ0dm+
∫
S
(M ǫφt) · ρtdm = 0. (3.11)
The proof for the continuity equation is similar.
Step 4. Regularisation in time. In this step, we regularise in time the density ρˆǫ; at the end, we shall get
a density ρǫ ∈ T . The reason we do this is that, as we shall see in lemma 3.3 below, the curve of measures
: s → ρǫsm is Lipschitz for the 2-Wasserstein distance; this is one of the hypotheses of the integration by
parts formula in lemma 4.2.
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Let η ∈ C∞(R,R) be supported in (−1, 1); let it be even, nonnegative and with integral 1. We set
ηǫ(r) =
1
ǫ
η(
1
ǫ
r).
We set ρˆǫτ = ρˆ
ǫ
t if τ ≤ t and ρˆ
ǫ
τ = ρˆ
ǫ
0 if τ ≥ 0; we define µ
ǫ
s and ρ
ǫ
s as
µǫs = ρ
ǫ
sm =
[∫
R
ηǫ(τ − s)ρˆǫτdτ
]
m. (3.12)
Again setting Vˆ ǫτ = 0 = Yˆ
ǫ
τ if τ 6∈ [t, 0], we define V
ǫ
s , Y
ǫ
s ∈ Z(µ
ǫ
s) as
V ǫs =
∫
R
ηǫ(τ − s)Vˆ ǫτ dτ, Y
ǫ
s =
∫
R
ηǫ(τ − s)Yˆ ǫτ dτ.
In other words, if φ ∈ V 1∞,
〈V ǫs , φ〉Z(µǫs) =
∫
R
ηǫ(τ − s)〈Vˆ ǫτ , φ〉Z(µˆǫτ )dτ, 〈Y
ǫ
s , φ〉Z(µǫs) =
∫
R
ηǫ(τ − s)〈Yˆ ǫτ , φ〉Z(µˆǫτ )dτ. (3.13)
We want to estimate the norm of V ǫs ; the first inequality below comes from (3.13) and Cauchy-Schwarz on
Z(µǫτ ), the second one is Cauchy-Schwarz on L
2(R); the last equality is the definition of µǫs.
〈V ǫs , φ〉Z(µǫs) ≤
∫
R
ηǫ(τ − s)||Vˆ ǫτ ||Z(µˆǫτ )
(∫
S
Γ(φ, φ)dµˆǫτ
) 1
2
dτ ≤
[∫
R
ηǫ(τ − s)||Vˆ ǫτ ||
2
Z(µˆǫτ )
dτ
] 1
2
·
[∫
R
ηǫ(τ − s)dτ
∫
S
Γ(φ, φ)dµˆǫτ
] 1
2
=
[∫
R
ηǫ(τ − s)||Vˆ ǫτ ||
2
Z(µˆǫτ )
dτ
] 1
2
·
[∫
R
Γ(φ, φ)dµǫs
] 1
2
.
By the definition of the norm in Z(µǫs) this implies that
||V ǫs ||Z(µǫs) ≤
[∫
R
ηǫ(τ − s)||Vˆ ǫτ ||
2
Z(µˆǫτ )
dτ
] 1
2
. (3.14)
The first equality below is (2.6), the first inequality comes from the formula above; the second equality comes
from Fubini and the fact that ηǫ has integral 1; the second inequality is (3.9).
||V ǫ||2V(µǫ) =
∫ 0
t
||V ǫs ||
2
Z(µǫs)
ds ≤
∫ 0
t
ds
∫
R
ηǫ(τ − s)||Vˆ ǫτ ||
2
Z(µˆǫτ )
dτ =
||Vˆ ǫ||2V(µˆǫ) ≤ e
−Kβǫ||V ||2V(µ). (3.15)
Analogously,
||Y ǫ||2V(µǫ) ≤ e
−Kβǫ||Y ||2V(µ).
Since ||Vˆ ǫτ ||
2
Z(µˆǫτ )
∈ L1(t, 0) by (2.6) and ηǫ ≤
D1
ǫ
by definition, (3.14) implies the first inequality below, while
the second one comes from (3.9).
||V ǫs ||Z(µǫs) ≤
√
D1
ǫ
||Vˆ ǫ||V(µˆǫ) ≤
√
D1
ǫ
· e−Kβǫ · ||V ||V(µ). (3.16)
21
Analogously,
||Y ǫs ||Z(µǫs) ≤
√
D1
ǫ
· e−Kβǫ · ||Y ||V(µ).
We saw in step 3 above that µˆǫ satisfies the Fokker-Planck equation with drift Vˆ ǫ; by the way we
extended µˆǫ and Vˆ ǫ outside [t, 0], we see that (µˆǫ, Vˆ ǫ) satisfies Fokker-Planck over all R. Integrating against
ηǫ we get as in (3.11) that
∫ 0
t
ds
∫
S
[∂sφs +
β
2
∆Eφs]ρ
ǫ
sdm+ 〈V
ǫ, φ〉V(µ) =
∫
S
φ0dµ
ǫ
0 −
∫
S
φtdµ
ǫ
t . (3.17)
Similarly, µǫ satisfies the continuity equation with drift Y ǫ.
This discussion brings us to the following lemma.
Lemma 3.3. Let the admissible µ: [t, 0]→ P(S) be a weak solution of the Fokker-Planck equation for a
drift V ∈ V(µ). For ǫ ∈ (0, 1] let µǫ = ρǫm be defined as in (3.12) and let V ǫ ∈ V(µǫ) be as in (3.13); let us
suppose that (5) holds. Then, the following points hold.
1) If ǫ ∈ (0, 1], then
1
C
≤ ρǫs ≤ C.
2) ρǫ ∈ T .
3) µǫ satisfies the Fokker-Planck equation with drift V ǫ. If moreover µ satisfies the continuity equation with
drift Y ∈ V(µ), then µǫ satisfies the continuity equation for the drift Y ǫ defined in (3.13).
4) ||V ǫ||V(µǫ) ≤ e
−Kβǫ||V ||V(µ). If moreover µ satisfies the continuity equation with drift Y ∈ V(µ), we also
have that ||Y ǫ||V(µǫ) ≤ e
−Kβǫ||Y ||V(µ).
5) For all s ∈ [t, 0] we have
||V ǫs ||Z(µǫs) ≤
√
D1
ǫ
· e−Kβǫ||V ||V(µ).
If µ solves the continuity equation with drift Y , for all s ∈ [t, 0] we have
||Y ǫs ||Z(µǫs) ≤
√
D1
ǫ
· e−Kβǫ||Y ||V(µ).
6) ρǫ → ρ in L2([t, 0]× S,L1 ⊗m) and µǫ → µ in C([t, 0],P(S)) as ǫ→ 0.
7) There is δ(ǫ)→ 0 as ǫ→ 0 such that, for all s ∈ [t, 0],
Entmµs ≤ Entmµ
ǫ
s + δ(ǫ).
Proof. We sketch the proof of the inequality on the right of point 1); the inequality on the left is similar.
The equality below is the definition of ρǫs in (3.12); the first inequality follows since η
ǫ is a probability density,
the second one from (3.8) and the maximum principle for P−r and the third one from (5).
|ρǫs(x)| =
∣∣∣∣
∫
R
ηǫ(τ − s)ρˆǫτ (x)dτ
∣∣∣∣ ≤
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sup
τ∈[t,0]
||ρˆǫτ ||∞ ≤ sup
s∈[t,0]
||ρs||∞ ≤ C.
We prove point 2). From point 1), (3.4) and (3.5) we see that the map : τ → ρˆǫτ is Borel and bounded
from [t, 0] to V 2∞. Since η
ǫ ∈ C∞0 (R), differentiation under the integral sign shows that : τ → ρ
ǫ
τ is C
1 from
[t, 0] to V 2∞; in particular, it belongs to T .
Point 3) for the Fokker-Planck equation is formula (3.17); the continuity equation follows by a similar
argument.
Point 4) is (3.15) and the formula that follows it. Analogously, point 5) is formula (3.16) and the one
that follows it.
We prove point 6). Since ρs is bounded by (5) and m is a probability measure, we have that ρs ∈
L2(S,m); the strong continuity of P−r implies that, for all s ∈ [t, 0],∫
S
|P−ǫρs − ρs|
2dm→ 0 as ǫ→ 0 ∀s ∈ (t, 0).
Together with (3.8) this implies that∫
S
|M ǫρs − ρs|
2dm→ 0 as ǫ→ 0 ∀s ∈ (−t, 0).
By point 1) we have that ∫
S
|M ǫρs − ρs|
2dm ≤ 4C2 ∀s ∈ (t, 0)
and thus dominated convergence implies convergence in L2([t, 0]× S,L1 ⊗m). By convolution with ηǫ this
implies that ρǫ → ρ in L2([t, 0]× S,L1 ⊗m).
We prove convergence in C([t, 0],P(S)). We begin to show that
µˆǫs =
1
ǫ
∫ ǫ
δ
ǫδ
P−rρsk
(r
ǫ
)
dr ·m =
1
ǫ
∫ ǫ
δ
ǫδ
(Hrµs)dr → µs
uniformly in s ∈ [−t, 0] as ǫ→ 0.
First we note that, pointwise, µˆǫs → µs for all s by [7]; we omit the easy proof, based on the fact, which
we saw after formula (1.4), that the gradient flow : ǫ→ Hǫµs is continuous and exists for all initial conditions
µs. Convergence is uniform by Ascoli-Arzela` if we prove that the maps : s → µˆs from [t, 0] to P(S) have a
modulus of continuity independent of ǫ ∈ (0, 1]. We prove this: since µ is a continuous curve we can find a
modulus of continuity ω for µ. We recall that the map :µ→ Hǫµ is Lipschitz with Lipschitz constant e
−Kǫ
2
by (1.4), implying that Hǫµs has modulus of continuity max(e
−Kǫ
2δ , e−
Kǫδ
2 ) · ω. For the convergence of µǫ,
we convolute µˆǫ with ηǫ and use the convexity of the square of the Wasserstein distance; we easily see that
µǫ → µ uniformly in P(S).
As for point 7), it follows immediately from point 6) and the fact that the entropy is lower semicontinuous
for the Wasserstein distance.
\\\
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Integration by parts
In this section, we prove that (6) holds if the curve µ is ”regular” in the sense of [5]. The heavy hauling
will be done by point iii) of lemma 12.4 of [5], which we recall in lemma 4.2 below for convenience.
Lemma 4.1. Let µ ∈ AC2([t, 0],P(S)) be admissible and let (5) hold; let us suppose that
∫ 0
t
ds
∫
S
Γ(ρs, ρs)
ρs
dm < +∞. (4.1)
Then, the map Φρ: T → R defined by
Φρ:φ→
∫ 0
t
ds
∫
S
Γ(ρs, φs)dm
is bounded for the || · ||V(µ) norm. As a consequence, Φρ can be extended to an element of V
′(µ); since V(µ)
is a Hilbert space, there is O(ρ) ∈ V(µ) such that
Φρ(V ) = 〈O(ρ), V 〉V(µ) ∀V ∈ V(µ).
Proof. We prove that the map
:φ→
∫ 0
t
ds
∫
S
Γ(ρs, φs)dm
is bounded. This follows by the inequality below (which is Cauchy-Schwarz) and (4.1).
∣∣∣∣
∫ 0
t
ds
∫
S
Γ(ρs, φs)dm
∣∣∣∣ ≤
[∫ 0
t
ds
∫
S
Γ(log ρs, log ρs)ρsdm
] 1
2
·
[∫ 0
t
ds
∫
S
Γ(φs, φs)ρsdm
] 1
2
.
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Lemma 4.2. Let µ ∈ AC2([t, 0],P(S)) be admissible and let us call Y the drift of the continuity equation
satisfied by µ. Let us suppose that µ is regular in the sense of section 12 of [5], i. e. that µ: [t, 0]→ P(S) is
Lipschitz, the right hand side of (5) holds and there is M > 0 such that∫
S
Γ(ρs, ρs)
ρs
dm ≤M ∀s ∈ [t, 0]. (4.2)
Then, we have that
Entm(µ0)− Entm(µt) = Φρ(Y ) =
∫ 0
t
〈Oτ (ρ), Yτ 〉Z(µτ )dτ (4.3)
where the second equality comes from lemma 4.1.
Lemma 4.3. Let µ ∈ AC2([t, 0],P(S)) be admissible; let µ: [t, 0] → P(S) be Lipschitz, let (5) and (4.2)
hold. Let us suppose moreover that µ solves the Fokker-Planck equation for a drift V ∈ V(µ) and the
continuity equation for a drift Y ∈ V(µ).
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Let the operator Lµ be defined as in (2.12); then we have that
||Lµ||
2
V′(µ) =
〈Y, Y 〉V(µ)+ (4.4)a
βEntm(µ0)− βEntm(µt)+ (4.4)b
β2
4
〈O(ρ), O(ρ)〉V(µ). (4.4)c
Remark. In [16], Y is called the current velocity; its norm equals the metric velocity of the curve µs by
proposition 2.4. Formula (4.4)b is the contribution of the entropy; in (4.4)c we see the part of the kinetic
energy due to ∇ρs
ρs
; in [16] this term is called the osmotic velocity, since it is the component of the velocity
due to diffusion. Heuristically, the drift of Fokker-Planck is the current velocity plus the osmotic velocity
and the formula above is simply the square of the binomial; (4.4)b represents the double product by lemma
4.2.
Proof. By point 1) of the hypotheses, µ satisfies the continuity equation (2.11) for a drift Y ∈ V(µ); from
(2.11) and (2.12) we get that, for φ ∈ T ,
Lµ(φ) = −
β
2
∫ 0
t
ds
∫
S
∆Eφsdµs + 〈Y, φ〉V(µ).
Using (2.5), (2.10) and the integration by parts formula (1.5) we get that
||Lµ||V′(µ) =
sup
{
β
2
∫ 0
t
ds
∫
S
Γ(ρs, φs)dm+
∫ 0
t
〈Ys, φs〉Z(µs)ds : φ ∈ T , ||φ||V(µ) ≤ 1
}
. (4.5)
We saw in proposition 2.4 that Y ∈ V(µ); together with (4.2), lemma 4.1 and the fact that T is dense
in V(µ) by definition, the last formula implies that
||Lµ||
2
V′(µ) = 〈Y +
β
2
O(ρ), Y +
β
2
O(ρ)〉
V(µ)
.
By the properties of the internal product, we get that
||Lµ||
2
V′(µ) = ||Y ||
2
V(µ) + β〈Y,O(ρ)〉V(µ) +
β2
4
〈O(ρ), O(ρ)〉V(µ).
Now (4.4) follows from lemma 4.2.
\\\
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Proof of theorem 1
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In this section, we want to prove formula (6) with the hypothesis that µ satisfies the Fokker-Planck
equation, but without knowing a priori that µ is regular. We begin recalling a standard lower semicontinuity
result.
Lemma 5.1. Let t < 0 and let µn, µ: [t, 0]→ P(S) be admissible curves. We suppose the following.
1) For all n ∈ N, µn satisfies the continuity equation and the Fokker-Planck equations with drifts respectively
Y n ∈ V(µn) and V n ∈ V(µn).
2) µn → µ in C([t, 0],P(S)).
3) There is D3 > 0 such that
||Y n||V(µn) ≤ D3 ∀n ≥ 1.
Then, µ is admissible, µ ∈ AC2([t, 0],P(S)) and the following formula hold.
∫ 0
t
||µ˙s||
2ds ≤ lim inf
n→+∞
∫ 0
t
||µ˙ns ||
2ds. (5.1)
If moreover µn = ρnsm with {ρ
n
s : s ∈ [t, 0], n ≥ 1} uniformly integrable, then
||Lµ||V′(µ) ≤ lim inf
n→+∞
||Lµn ||V′(µn). (5.2)
If ρns → ρs in L
1 and there is C > 0 such that
ρns (x) ≤ C ∀s ∈ [t, 0], m a. e. x ∈ S, ∀n ≥ 1 (5.3)
then
Entm(µs) = lim
n→+∞
Entm(µ
n
s ) ∀s ∈ [t, 0]. (5.4)
Proof. The curves µn are absolutely continuous by proposition 2.4. Formula (5.1) follows from [3]; indeed,
in [3] it is proven that, if
a) the limit on the right hand side of (5.1) is finite (which in our case is true by point 3 of the hypotheses
and proposition 2.4) and
b) point 2) of the hypotheses hold,
then µ is absolutely continuous and (5.1) holds.
We prove (5.2). Since (2.10) defines ||Lµ||V′(µ) as a sup, it suffices to prove that, for all φ ∈ T , the map
:µ→ −
∫ 0
t
ds
∫
S
[∂sφs +
β
2
∆Eφs]dµs +
∫
S
φ0dµ0 −
∫
S
φtdµt
is continuous from C([t, 0],P(S)) to R. Since φ0 and φt are continuous functions, the last two terms on the
right are continuous functions of µ; thus, it suffices to show that
:µ→ −
∫ 0
t
ds
∫
S
[∂sφs +
β
2
∆Eφs]dµs
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is continuous.
Let µn → µ in C([t, 0],P(S)); we have to show that
∫ 0
t
ds
∫
S
[∂sφs +
β
2
∆Eφs]dµ
n
s →
∫ 0
t
ds
∫
S
[∂sφs +
β
2
∆Eφs]dµs. (5.5)
Since φ ∈ T , we have that the integrand is in C([t, 0], L∞(S,m)). Now it suffices to recall that the densities
of µns , being uniformly integrable, are weakly compact in L
1.
We prove (5.4). Let {µn
′
s } be a subsequence of {µ
n
s }; since ρ
n
s → ρs in L
1(m), we can find a subsequence
{ρn
′′
s } such that ρ
n
′′
s → ρs m a. e.. By (5.3) and dominated convergence, this implies that∫
S
ρn
′′
s log ρ
n
′′
s dm→
∫
S
ρs log ρsdm.
Thus, every subsequence of Entmµ
n
s has a sub-subsequence converging to Entmµ
n
s , which implies (5.4).
\\\
We are going to prove formula (6) by an approximation argument; the first step is the next lemma,
which shows that (6) holds for the ”smoothened” curve µǫ which we defined in section 3. To end the proof
of theorem 1, we shall take advantage of the semicontinuity of lemma 5.1 and take limits as ǫ goes to zero,
getting (6).
Lemma 5.2. Let t < 0 and let µ: [t, 0]→ P(S) be an admissible curve such that (5) hold. Let us suppose,
moreover, that µ is a weak solution of the Fokker-Planck equation with drift V ∈ V(µ). Let µǫ = ρǫm be
defined as in section 3. Then, µǫ satisfies the entropy generation equality (4.4).
Proof. It suffices to check that µǫ satisfies the hypotheses of lemma 4.2, i. e. that it is regular. First of
all, point 1) of lemma 3.3 implies that ρǫ is bounded.
Next, point 2) of lemma 3.3 implies that there is D1(ǫ) > 0 such that, for all s ∈ [t, 0],∫
S
Γ(ρǫs, ρ
ǫ
s)dm ≤ D1(ǫ).
Together with point 1) of lemma 3.3 this implies that, for all s ∈ [t, 0],∫
S
Γ(ρǫs, ρ
ǫ
s)
ρǫs
dm ≤ D2(ǫ). (5.6)
Lastly, we have to show that µǫ: [t, 0]→ P(S) is Lipschitz; by lemma 3.3 we know that µǫ solves the continuity
equation for a drift Y ǫ ∈ V(µǫ). By proposition 2.4, Lipschitzianity follows if we show that there is D3(ǫ)
such that, for all s ∈ [t, 0],
||Y ǫs ||Z(µǫs) ≤ D3(ǫ). (5.7)
Let φ ∈ T and let [a, b] ⊂ [t, 0]; by the formula before (2.16) we have the first equality below, while the
second one is (1.5). ∫
S
φbdµ
ǫ
b −
∫
S
φadµ
ǫ
a −
∫ b
a
ds
∫
S
∂sφsdµ
ǫ
s =
27
β2
∫ b
a
ds
∫
S
∆Eφs · ρ
ǫ
sdm+
∫ b
a
〈φs, V
ǫ
s 〉Z(µǫs)ds =
−
β
2
∫ b
a
ds
∫
S
Γ(φs, ρ
ǫ
s)dm+
∫ b
a
〈φs, V
ǫ
s 〉Z(µǫs)ds.
By Cauchy-Schwarz, this implies the inequality below.∣∣∣∣∣
∫
S
φbdµ
ǫ
b −
∫
S
φadµ
ǫ
a −
∫ b
a
ds
∫
S
∂sφsdµ
ǫ
s
∣∣∣∣∣ ≤

β
2
(∫ b
a
ds
∫
S
Γ(ρǫs, ρ
ǫ
s)
ρǫs
dm
) 1
2
+
(∫ b
a
||V ǫs ||Z(µǫs)
) 1
2

 ·
(∫ b
a
ds
∫
S
Γ(φs, φs)ρ
ǫ
sdm
) 1
2
. (5.8)
Taking [a, b] = [t, 0], (5.8) implies by the Riesz representation theorem that µǫ solves the continuity equation
for a drift Y ǫ such that
||Y ǫ||V(µ) ≤
[
β
2
(∫ 0
t
ds
∫
S
Γ(ρǫs, ρ
ǫ
s)
ρǫs
dm
) 1
2
+
(∫ 0
t
||V ǫs ||Z(µǫs)
) 1
2
]
.
Note that the term on the right is finite by (5.6) and point 5) of lemma 3.3.
Actually, since (5.8) holds for all intervals [a, b] ⊂ [t, 0], we easily see that, for a. e. s ∈ [t, 0],
||Y ǫs ||Z(µǫs) ≤
[
β
2
(∫
S
Γ(ρǫs, ρ
ǫ
s)
ρǫs
dm
) 1
2
+
(
||V ǫs ||Z(µǫs)
) 1
2
]
.
This implies (5.7) by (5.6) and point 5) of lemma 3.3.
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Proof of theorem 1. Let µ solve the Fokker-Planck equation with drift V ∈ V(µ); let (5) hold and let
µǫ = ρǫm be defined as in section 3. By lemma 5.2 we have the equality below, where O(ρǫ) is defined as in
corollary 4.2; the inequality comes from point 4) of lemma 3.3.
〈Y ǫ, Y ǫ〉V(µǫ) + βEntm(µ
ǫ
0)− βEntm(µ
ǫ
t) +
β2
4
〈O(ρǫ), O(ρǫ)〉V(µǫ) =
||V ǫ||2V(µǫ) ≤ e
−Kβǫ||V ||V(µ). (5.9)
First of all, we show that µ ∈ AC2([t, 0],P(S)). By point 1) of lemma 5.1 it suffices to show that
lim inf
ǫց0
〈Y ǫ, Y ǫ〉V(µǫ) < +∞.
Actually, lemmas 5.1 and proposition 2.4 also imply that
||Y ||V(µ) ≤ lim inf
ǫց0
〈Y ǫ, Y ǫ〉V(µǫ) (5.10)
provided we show that the right hand side is finite. In order to show this we note that, by (3.12), ρǫt−ǫ = ρˆ
ǫ
t−ǫ;
in turn, by the way we extended ρˆs outside [t, 0], we have ρˆt−ǫ = ρˆt; as ǫ → 0, ρˆǫt → ρt in L
1 by (3.8). By
lemma 5.1 this implies that
Entm(ρ
ǫ
t−ǫ)→ Entm(ρt) as ǫ→ 0.
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Analogously,
Entm(ρ
ǫ
ǫ)→ Entm(ρ0) as ǫ→ 0.
Now (6) follows from (5.10), the last two formulas and (5.9) on [t− ǫ, ǫ].
\\\
§6
Minimal characteristics
Proof of corollary 1. Point 1) comes from formula (5.2) of lemma 5.1.
We prove point 2). Since (7) and (9) hold, each µ ∈ F satisfies the hypotheses of theorem 1; the
inequality below comes from (6) and the definition of M in (7).
∫ 0
t
||µ˙s||
2ds+ βEntm(µ0)− βEntm(µt) ≤M ∀µ ∈ F .
Since Entm(µ0) ≥ 0 by Jensen’s inequality, the last formula and (8) imply that there is M ′ > 0 such that
∫ 0
t
||µ˙s||
2ds ≤M ′ ∀µ ∈ F .
By [3], this implies that F is compact.
We prove point 3). We begin to show that U(t, ν) is finite. First of all, the boundedness of F and U
implies that
U(t, ν) > −∞.
On the other side, let µ: [t, 0] → P(S) be the solution of the heat equation starting at ν; clearly, µ solves
the Fokker-Planck equation with drift V ≡ 0. Plugging this into (10) and using the fact that F and U are
bounded, we get that
U(t, ν) < +∞.
Now we know that U(t, ν) ∈ R; let us prove that the inf in its definition is a minimum.
We assert that there is a sequence µn = ρnm and δn → 0 such that
δn ≤ ρ
n
s (x) ≤
1
δn
m-a. e. x ∈ S ∀s ∈ [t, 0], (6.1)
ρnt → ν in L
1(S,m) as n→ +∞ (6.2)
and
lim inf
n→+∞
1
2
||µ˙n −
β
2
∆Eµ
n||2V′(µn) +
∫ 0
t
ds
∫
S
F (s, x)dµns (x) + U(µ
n
0 ) ≤ U(t, µ0). (6.3)
To show this, we let µ˜n be a sequence minimising in (10); we take ǫn ց 0 and we set µns = µˆ
ǫn
s , where µˆ
ǫ
s is
defined as at the end of step 1 of section 3. Formula (6.1) follows by (1.9); (6.2) follows as in the proof of
point 6) of lemma 3.3, (6.3) as in point 4) of the same lemma.
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Let us call V n the drift of the Fokker-Planck equation solved by µn. Since U(t, ν) is finite and {µn} is
minimising, there is M4 > 0 such that
1
2
||V n||2V(µn) +
∫ 0
t
ds
∫
S
F (s, x)dµns (x) + U(µ
n
0 ) ≤M4 (6.3)
for all n ≥ 1. Since F and U are bounded, this implies that
1
2
||V n||2V(µn) ≤M5 ∀n ≥ 1. (6.5)
By point 2), {µn} converges, up to subsequences, to a curve µ.
We want to show that µ is a minimiser. This follows if we show that point 1) of this corollary holds, i.
e. that µns = ρ
n
sm with {ρ
n
s } uniformly integrable. In the arguments before (2.13) we saw that
||V n||V(µn) = ||µ˙
n −
β
2
∆Eµn||V′(µn).
Since F and U are bounded, (6.5) implies that
||µ˙n −
β
2
∆Eµn||
2
V′(µn) ≤M5 ∀n ≥ 1.
By theorem 1, this implies that (6) holds, i. e. that, for all s ∈ [t, 0],∫ s
t
||µ˙ns ||
2ds+ βEntm(µ
n
s )− βEntm(µ
n
t ) ≤M5. (6.6)
By (6.2) and lemma 5.1 we note that Ent(µnt ) is bounded as ǫn → 0; by (6.6) this implies that
Entm(µ
n
s ) ≤M6 ∀s ∈ [t, 0], ∀n ≥ 1.
Since the function :x→ x log x is superlinear, this implies that {ρns }n,s is equi-integrable.
\\\
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