The macroscopic dynamics of large populations of neurons can be mathematically analyzed using lowdimensional firing-rate or neural-mass models. However, these models fail to capture spike synchronization effects of stochastic spiking neurons such as the non-stationary population response to rapidly changing stimuli. Here, we derive low-dimensional firing-rate models for homogeneous populations of general renewal-type neurons, including integrate-and-fire models driven by white noise. Renewal models account for neuronal refractoriness and spike synchronization dynamics. The derivation is based on an eigenmode expansion of the associated refractory density equation, which generalizes previous spectral methods for Fokker-Planck equations to arbitrary renewal models. We find a simple relation between the eigenvalues, which determine the characteristic time scales of the firing rate dynamics, and the Laplace transform of the interspike interval density or the survival function of the renewal process. Analytical expressions for the Laplace transforms are readily available for many renewal models including the leaky integrate-and-fire model. Retaining only the first eigenmode yields already an adequate low-dimensional approximation of the firing-rate dynamics that captures spike synchronization effects and fast transient dynamics at stimulus onset. We explicitly demonstrate the validity of our model for a large homogeneous population of Poisson neurons with absolute refractoriness, and other renewal models that admit an explicit analytical calculation of the eigenvalues. The here presented eigenmode expansion provides a systematic framework for novel firing-rate models in computational neuroscience based on spiking neuron dynamics with refractoriness.
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PACS numbers:
I. INTRODUCTION
One of the most successful models in computational neuroscience is the firing-rate model introduced by Wilson and Cowan [1] . Firing-rate or neural-mass models describe the coarse-grained activity of large populations of neurons and are widely used to model cortical computations [2] [3] [4] [5] [6] [7] [8] and macroscopic neural imaging data [9, 10] . Their simplicity in form of first-order differential equations permits a mathematical analysis and a mechanistic understanding of cortical dynamics [1, 11] . However, classical firing-rate (FR) models are heuristic models with important limitations. Although FR models can capture the stationary mean activity, they do not correctly reproduce the dynamics of a population of spiking neurons such as transient population activity. After the onset of a step stimulus, the relaxation to the stationary state follows a simple exponential time course in FR models, whereas experimental data [12] as well as spiking neuron models [13] [14] [15] [16] [17] [18] exhibit a much richer relaxation dynamics. Furthermore, even in cases where an exponential approximation is justified, a simple relationship between the characteristic time scales of the population dynamics and the underlying neuronal dynamics is not known [19, 20] . On the other hand, single neuron dynamics crucially influence the properties of large neural networks such as synchronization phenomena [19, [21] [22] [23] [24] [25] or signal transmission properties via the shaping of network noise [26] . Heuristic FR models with first-order dynamics are not suitable to study these effects. Several other phenomena including activity bursts in neural cultures [27] and hippocampal sharp-wave ripple oscillations [28] are likely to require more sophisticated models of population activity beyond classical FR models.
Classical FR models for the population rate can be derived from a microscopic population model if single neurons are modeled as time-dependent Poisson processes with firstorder firing rate dynamics [29] . Such Poisson models do not exhibit any memory of past spikes, and therefore lack basic properties of neural dynamics such as refractoriness and spike-synchronization. In contrast, these properties can be readily obtained with neurons modeled as time-dependent renewal processes, i.e. stochastic spiking neuron models that keep a memory up to the last spike [30] . Renewal models are widely used in computational neuroscience: They encompass mechanistic models such as one-dimensional integrateand-fire models with white current noise [23, 31, 32] and the spike-response model with stochastic spike-generation [30] as well as more abstract renewal models defined by a hazard rate [16, 18] . However, the population rate dynamics for renewal models is considerably more complicated than classical FR dynamics (except for the special case of Poisson models). Generally, the population rate dynamics is given by partial differential equations with non-local boundary conditions. Examples are the Fokker-Planck equation for the density of membrane potentials [16, 33, 34] or the refractory density equation (or, equivalently, the renewal integral equation) for the density of last spike times. Thus, formally, the population rate dynamics of renewal models is infinite dimensional, reflecting the continuum of internal neuronal states.
In this paper, we put forward a systematic reduction of the population rate dynamics for general renewal models to lowdimensional dynamics in the spirit of classical FR models. The reduction is based on the eigenfunction expansion method that has been originally proposed for noisy integrate-and-fire models governed by a one-dimensional Fokker-Planck equation [13, 15, [35] [36] [37] [38] [39] . Here, we generalize this approach by using the refractory density equation that holds for arbitrary renewal processes. The refractory density approach is advantageous in several respects: first, it operates on an effectively one-dimensional state space even for multi-dimensional neuron models such as Hodgkin-Huxley-type conductancebased models [40] ; second, it can be extended to generalized integrate-and-fire models with adaptation [29, 41, 42] via a quasi-renewal approximation [43] ; and third, it admits a generalization to finite-size (mesoscopic) populations [18] . We will not go into these potential extensions here but will first consider the important and non-trivial case of renewal models and infinitely large (macroscopic) populations. Using the eigenfunction expansion of the refractory density equation, we uncover a surprisingly simple relation between the dominant time scales of the population dynamics and basic characteristics of renewal processes. Moreover, the lowdimensional FR dynamics, including the characteristic time scales of the system, can be calculated analytically for simple renewal models, which has been infeasible in the Fokker-Planck framework.
The paper is organized as follows: We first introduce the microscopic model of interacting renewal processes and the corresponding macroscopic population dynamics governed by the refractory density equation (Sec. II). In Sec. III A, we briefly review the spectral decomposition method for general linear population density equations. This decomposition yields a hierarchy of ordinary differential equations (ODEs) that is constructed from the eigenvalues and eigenfunctions of the evolution operator. The main part of the theory is presented in Sec. III B, where the spectral decomposition is applied to the refractory density equation. In particular, we find a characteristic equation for the eigenvalues and calculate the eigenfunctions in terms of the hazard rate, the interspike interval density, or the survival function of the renewal processes. Truncating the hierarchy of ODEs at a given order allows us to systematically obtain low-dimensional approximations of the FR dynamics in terms of single neuron properties (Sec. III C). The general theory is concluded by calculating the linear response function with respect to time-dependent inputs, which represents a concise summary of the dynamical response properties of the low-dimensional FR models for all input frequencies (Sec. III D). In Sec. IV, the theory is applied to different renewal models that permit explicit formulas for the eigenvalue spectrum. We also provide a general expression for the eigenvalue spectrum in terms of the rate and coefficient of variation (CV) of the interspike intervals (ISIs) for the case when the ISI density is approximately Gaussian. The analytical formulas allow us to study the model dependence and structure of eigenvalues and eigenfunctions. The quality of the low-dimensional approximations is assessed in Sec. V with respect to fast transient dynamics, time-dependent response to stimuli and oscillations (partial synchronization) in recurrently-connected networks. Finally, possible applications and extensions as well as open technical issues are discussed in Sec. VI. In the Appendix we provide detailed derivations of the eigenfunction expansion and the linear response theory. We also show that the eigenvalue spectrum of the refractory density equation and the Fokker-Planck equation is equivalent for integrate-and-fire (IF) neurons driven by white Gaussian noise (Sec. C). Furthermore, we provide known expressions for the statistics of IF neurons driven by white noise (Sec. D) and a direct derivation of the characteristic equation for the eigenvalues (Sec. E).
II. TIME-DEPENDENT RENEWAL MODEL

A. Microscopic model
To keep the arguments simple, we consider a single homogeneous population of N globally coupled neurons. Each neuron i, i = 1, . . . , N , is characterized by a variable τ i (t), called "age", that describes the time elapsed since its last spike before the present time t. If, for example, neuron i fired it last spike at time t =t i , then its age at time t >t i is τ i (t) = t−t i . Spikes of a given neuron i are generated stochastically by a hazard rate ρ i (t) = ρ τ i , h(t) that only depends on its age τ i (t) and a global parameter h(t) common to all neurons. The instantaneous probability that neuron i fires in a small time interval [t, t + ∆t) is hence given by
for ∆t → 0. Mathematically, this class of neuron models corresponds to a time-dependent renewal process.
For simplicity, we will focus in the following on a scalar parameter h(t); a generalization of the theory to multi-dimensional parameters h(t) = {h 1 (t), h 2 (t), . . . } is straightforward (see Appendix, Sec. A). Multi-dimensional parameters could represent different synaptic input streams in a multi-population setup, but also additional gating variables [40] or a slow adaptation [38] or depression [44, 45] variable. In this paper, the scalar parameter is intended to represent the total input resulting from external and synaptic inputs ( Fig. 1) :
Here, κ(t) and (t) are filter functions that describe the effect of a global external input current I(t) and presynaptic spike trains s j (t) = k δ(t − t j k ), where δ denotes the Dirac delta function and t j k is the k-th spike time of neuron j. The parameter J denotes the synaptic weight.
Furthermore, we assume that the hazard function ρ(τ, h) ≥ 0 is non-negative and vanishes for strong hyperpolarization, h → −∞. Due to the explicit dependence on τ , the hazard function describes the time-course of recovery from firing and can therefore account for neuronal refractoriness. Alternatively, the renewal models can be characterized in terms of A FIG. 1: Population activity A(t) of spiking neurons that are modeled as time-dependent renewal processes subject to external and recurrent synaptic input currents hext(t) and hsyn(t), respectively. the survival function
or the interspike interval (ISI) density
Given the interdependence of hazard rate, survival probability, and ISI density [16, 46] , one of these functions suffices to fully determine the renewal process.
B. Macroscopic dynamics: refractory density equation
Our goal is to describe the dynamics of the population activity A(t), i.e. the fraction of neurons that fire per unit time, in the limit of an infinitely large population (N → ∞). More precisely, if n(t, t + ∆t) denotes the total number of spikes generated by the population during a small time interval [t, t + ∆t], the population activity is defined as
Using the population activity, the total input, Eq. (2), can be rewritten as
( Fig. 1 ). The population activity is uniquely determined by the density p(τ, t) of refractory states τ i , where p(τ, t)dτ denotes the fraction of neurons with age between τ and τ +dτ at time t. The normalization of this "refractory density" is therefore ∞ 0 p(τ, t)dτ = 1. The master equation that governs the time evolution of p(τ, t) is called refractory density equation (RDE) and reads
The rate of change of the refractory density p(τ, t) on the right-hand-side of the equation consists of two contributions: first, the advective flux −∂ τ (v(τ )p) corresponding to the deterministic increase of the age τ with "speed" dτ i /dt = v(τ i ) = 1 between spikes; and second, the loss term −ρ(τ, h(t))p(τ, t) corresponding from the firing of neurons with age τ at a rate ρ(τ, h). All neurons that fire at time t at some age τ > 0 will be "reborn" at age τ = 0. The "birth rate" must be equal to the total rate of firing, which is precisely the population rate A(t). This conservation of neurons is expressed by the non-local boundary condition
Thus, the population activity can be interpreted as the mean hazard rate ρ(τ, h) averaged over the refractory density p(τ, t). The RDE (9) is a first-order partial differential equation, whose right-hand side defines a linear differential operator L τ (h) that will be important for the eigenfunction expansion below. The RDE is equivalent to an integral equation [16] which enables a rapid numerical integration scheme of the RDE.
III. SPECTRAL DECOMPOSITION OF THE REFRACTORY DENSITY EQUATION
From a mathematical point of view, the macroscopic dynamics given by the RDE is infinite dimensional because it is in the form of a partial differential equation or integral equation. In the following, we use the spectral decomposition method, or eigenfunction expansion, to derive a hierarchy of ordinary differential equations. The idea is to truncate this hierarchy at a given order to obtain a low-dimensional dynamical system that determines the population activity A(t). The spectral decomposition method has originally been developed for the Fokker-Planck equation [13, 35] . Here we apply this method to the refractory density equation (9) , (10) , which governs general renewal processes.
A. Spectral decomposition
We first briefly review the main structure of the eigenfunction expansion. The idea is to expand the refractory density p(τ, t) into eigenfunctions {φ n (τ, h)} n∈Z of the operator L τ (h) at a fixed, constant parameter h, i.e.
where λ n (h) is the eigenvalue associated with the eigenfunction φ n (τ, h). These eigenfunctions form a bi-orthonormal basis with the set of eigenfunctions {ψ n (τ, h)} n∈Z of the adjoint operator L + τ (h), i.e. ψ n |φ m = δ n,m , where ψ|φ := ∞ 0 ψ(τ )φ(τ ) dτ denotes the scalar product and the Kronecker symbol δ n,m is unity if n = m and zero otherwise. Once the basis functions φ n (τ, h) and ψ n (τ, h) as well as the eigenvalues λ n (h) have been constructed for any given constant control parameter h (see next section), we obtain a moving basis {φ n (τ, h(t))} for time-dependent parameter h(t).
Following the traditional approach [13, 35] , we represent the population density as a linear superposition of modes, or moving basis functions, {φ n (τ, h(t))}:
The coefficients a n (t) parameterize how strongly different modes are expressed at time t and will serve as new dynamical variables in our firing-rate model. The zeroth mode φ 0 (τ, h), which we set as the eigenfunction of L τ (h) associated with eigenvalue λ 0 = 0, i.e. ∂ t φ 0 = L τ (h)φ 0 = 0 · φ 0 , is equivalent to the stationary density in the case of constant h. For n = 0, the coefficients a n (t) always appear in complex conjugate pairs, a −n = a * n , which allows us to focus on modes with positive indices n. As shown in Appendix A, the dynamics of the complex-valued coefficients for n = 1, 2, . . . are given by the ordinary differential equationṡ a n = λ n (h)a n +ḣ c n0 (h) + 
The initial conditions a n (0) depend on the initial refractory density p(τ, 0). For example, stationary initial conditions, p(τ, 0) = φ 0 (τ ), correspond to the initial conditions a n (0) = δ n,0 (see Appendix Sec. A). In contrast, if the system is prepared in the fully synchronized state, in which all neurons had a spike immediately before time t = 0 − , the initial refractory density is p(τ, 0) = δ(τ ) because the age of all neurons is reset to zero at time t = 0. Thus, the initial conditions corresponding to the fully synchronized state are a n (0) = 1 for all n ∈ Z.
Equation (13) shows that, in the time-homogeneous casė h = 0, the modes decouple and the coefficients a n (t), n = 1, 2, . . . , relax independently to zero with respective rates determined by λ n . For the stationary mode to be stable, the real part of the eigenvalues λ n , n = 0, must be negative. In the long-term limit only the stationary mode corresponding to λ 0 = 0 and a 0 = 1 survives. Inserting the expansion Eq. (12) into the boundary condition Eq. (10), yields the population activity
where F n (h) := φ n (0, h). The time evolution of A(t) is then completely determined by the dynamics Eq. (13) of the modes a n .
B. Eigenvalues and eigenfunctions of the refractory density equation
The eigenfunctions φ n (τ, h) solve the eigenvalue problem Eq. (11) and respect the boundary condition, Eq. (10), that is
Using the definition Eq. 
where P L (s, h) = ∞ 0 e −sτ P (τ, h)dτ denotes the Laplace transform of the ISI density Eq. (6). Equation (18) is the characteristic equation for the eigenvalues λ n .
As we show in the Appendix, Sec. E, the eigenvalue formula Eq. (18) can be derived alternatively without relying on the spectral decomposition Eq. (12) of the refractory density p(τ, t). In brief, when analyzing the refractory density equation (9&10) in Laplace space, the Laplace transform p L (τ, s) of the refractory density p(τ, t) has simple poles s = λ n that are given by the roots of 1 − P L (s). Applying the inverse Laplace transform leads to the eigenfunction expansion Eq. (12) of p(τ, t) whose nth mode a n (t) decays exponentially in time and the decay rate λ n is given as the nth solution to the characteristic equation (18) .
As expected from the existence of a stationary state, a trivial solution of the characteristic equation is the null eigenvalue λ 0 = 0 because P (τ, h) is normalized to unity. The corresponding eigenfunction φ 0 (τ, h) = F 0 (h)S(τ, h) is, after appropriate normalization (see below), equal to the stationary refractory density
To find non-trivial complex solutions of Eq. (18), P L (λ, h) is extended to the complex plane by analytic continuation. An alternative representation of the characteristic equation for the eigenvalues λ n can be obtained in terms of the survival probability S(τ, h). Using the relation P (τ, h) = −∂ τ S(τ, h) and integrating by parts, we find that the non-trivial eigenvalues λ n =0 are given by the complex roots of the Laplace transform of the survival probability,
where S L (s, h) = ∞ 0 e −sτ S(τ, h) dτ . We can conclude from Eq. (20) that if λ n is an eigenvalue, also its complex conjugate λ * n is an eigenvalue, with corresponding eigenfunction φ * n . In the following, we will use the definitions λ n = λ * n and φ n = φ * n , so that the sums over the spectrum of the evolution operator range over all integer numbers.
As L τ is not Hermitian, we also need to define the set of eigenfunctions {ψ n } of the adjoint operator L + τ . Using the properties of the scalar product introduced above, we have
from which we find the explicit form
The adjoint operator L + τ has the same eigenvalues as L τ and its eigenfunctions {ψ m } then obey the dynamics
Without loss of generality, we are free to choose ψ m (0) = 1 and fix the remaining factor F n (h) in Eq. (17) by imposing the bi-orthonormality relation ψ m |φ n = δ n,m . The solution of Eq. (21) is thus given by
where we used the definition Eq. (5) of the survival probability S(τ ). In particular, we have that ψ 0 (τ ) ≡ 1 and, consequently, also a 0 (t) ≡ 1 because a 0 = ψ 0 |p = ∞ 0 p(τ, t)dτ = 1 due to the normalization of the refractory density p(τ, t).
Using the solutions of φ n and ψ m , Eqs. (17) and (22) , and equating their scalar product to unity, we find that
where the prime denotes the derivative with respect to the first argument. Because λ 0 = 0 and P L (s, h) is the moment generating function, the factor F 0 (h) = −1/P L (0, h) coincides with the mean rate r = 1/ τ , where τ = ∞ 0 τ P (τ, h)dτ = −P L (0, h) is the mean ISI. In other words, F 0 (h) is the stationary transfer function ("f-I curve").
In conclusion, for a given momentary input h, we have found that the eigenvalues λ n (h) are given as the complex solutions of the characteristic equations
where P L and S L denote the Laplace transforms of the ISI density and survival probability, respectively. Moreover, the eigenfunctions are given by
for all n ∈ Z. Note that the macroscopic population dynamics, Eqs. (13) and (14), is fully expressed in terms of the hazard rate, the survival probability or the ISI density through the equations (24) and (25) . Thus, these equations link the dynamics at the macroscopic scale with the single neuron dynamics at the microscopic scale.
C. Low-dimensional firing rate model
The purpose of the eigenfunction expansion of the refractory density operator L τ is that it allows us to systematically reduce the complexity of the infinite-dimensional evolution equation Eq. (9) . So far, the infinite system of ordinary differential equations, Eq. (13), obtained from the eigenfunction expansion is still infinite-dimensional. However, assuming a sufficiently large spectral gap between the first m nontrivial eigenvalue and the rest of the eigenvalue spectrum, i.e. Re(λ n ) Re(λ m ) < 0 for n > m, higher-order modes a n will decay much faster than the first m modes. The rapid decay of higher-order modes enables us to truncate the expansion, Eq. (12), after the term n = m, or equivalently, to set a n ≡ 0 for n > m. To obtain a low-dimensional firing rate model, we also assume that the control parameter h(t) follows low dimensional dynamics, e.g., the first-order dynamics
corresponding to exponential filter functions κ(t)
The truncation of the eigenfunction expansion Eq. (12) at different orders yields a hierarchy of firing rate models with increasing dimensionality. The simplest case is a truncation at the stationary mode n = 0, yielding the zeroth-order approximation
where F 0 h(t) is the stationary f-I curve, or transfer function, of the neurons. The approximation Eq. (27) together with Eq. (26) recovers the classical one-dimensional firing rate model. Because it only accounts for the stationary mode φ 0 (τ, h), the zeroth-order approximation cannot capture dynamics beyond that of h(t) (Eq. (26)); in particular, it cannot capture dynamical effects of refractoriness. At the first nontrivial order, we retain the dynamics of a 1 (t) but neglect all higher-order modes a n for n ≥ 2, which yields the first-order approximation
The initial condition is a 1 (0) = 0 for the stationary initial state and a 1 (0) = 1 for the synchronized initial state (cf. Sec. III A). The steady-state transfer function F 0 (h) = −1/P L (0, h) represents the skeleton of the dynamics, around which contributions of the first mode a 1 (t) describes the relaxation dynamics towards F 0 (h). Note that the dynamics of a 1 is two-dimensional because a 1 is complex-valued. In total, the firing rate model Eq. (28) together with the dynamics of h, Eq. (8), defines a (2 + d)-dimensional dynamical system, where d is the dimensionality of the dynamics of h(t) (d = 1 for h given by Eq. (26)). As we will show, the threedimensional firing rate model approximates the full infinitedimensional population activity Eqs. (9) and (10) to great extent.
In general, higher-order approximations can be obtained by neglecting all amplitudes a n for some integer n > m in Eqs. (13) and (14) giving rise to a (2m + d)-dimensional firing rate dynamics.
D. Linearized firing-rate dynamics
An important characteristic of the population dynamics is the linear response to weak time-dependent modulation of the control parameter h: h(t) = h 0 + h 1 (t). For sufficiently weak modulation h 1 (t), the firing rate dynamics can be linearized about the steady-state population activity A 0 = F 0 (h 0 ). For the first-order approximation, Eq. (28), the linearized dynamics reads
, the population activity can be related to the input in frequency space bỹ
where we introduced the linear response function, or susceptibility,
Corresponding formulas that account for higher-order approximations are given in the Appendix, Sec. B 1. The linear response function, Eq. (31), will be used in Sec. V B, to compare the response properties of the first-order approximation and the full refractory density dynamics for arbitrary weak stimuli.
IV. SPECTRAL DECOMPOSITION FOR SPECIFIC NEURON MODELS
To illustrate the reduction to low-dimensional firing-rate dynamics, we now apply the theory to several examples.
A. Poisson model with absolute refractoriness (PAR)
First, we consider neurons modeled as an inhomogeneous Poisson process with absolute refractory period (PAR), i.e. a neuron fires with a rate ν h(t) if it is not in its absolute refractory state: After firing, a neuron is inactive during an absolute refractory period of length ∆. The hazard rate can thus be written as:
with Θ(s) the Heaviside step function. As an example used in our figures, we choose an exponential rate function ν(h) = ν 0 exp[(h − θ)/δ] with constants ν 0 , θ and δ that can be interpreted as the instantaneous rate ν 0 at threshold, threshold θ and threshold softness δ (modeling the noise strength). For a given absolute refractory period ∆, the mean firing rate is r = ν 0 /(1 + ∆ν 0 ) and the coefficient of variation (CV) is C V = 1/(1 + ∆ν 0 ). In Fig. 1 (B, left column), we plot the hazard rate ρ(τ, h), survival probability S(τ, h) and ISI density P (τ, h) for two constant input levels h = h 1,2 , such that for h = h 1 the neuron has unit mean rate r = 1 and
An increase in input h 1 h 2 leads to a parallel shift from ν(h 1 ) to ν(h 2 ). The ISI density P (τ, h) describes an exponential decay starting from P (∆, h) = ν(h) with rate ν(h), so that an increase in input results in a higher peak at the refractory period τ = ∆ and a faster decay for τ > ∆. This faster decay for larger input h 2 > h 1 is also reflected by the survival probability S(τ, h).
The Laplace transform of the ISI density reads
Using the characteristic equation, Eq. (24), we find the eigenvalues
where W n (z) is the nth branch of the Lambert W -function. We can explicitly express the eigenfunctions φ n of the opera- tor L τ and ψ n of the adjoint operator L + τ as
The normalization constants thus read
and the transfer function is
where we used that λ 0 = 0. In Fig. 2 (left column), we plot the first eigenvalues λ n (top panel) together with the first three eigenfunctions φ 0,1,2 (τ ) (lower panels) for constant input h = h 0 , unit mean rate r = 1 and CV as indicated in the caption. The spectrum of the PAR model lies in the left complex half-plane with one null eigenvalue λ 0 = 0. The other eigenvalues have negative real part and come in complex conjugate pairs. Not only does a larger CV increase the absolute value of the real parts of the eigenvalues, but also the spectral gap between the first and the second pairs of complex conjugate eigenvalues increases for larger CV. As to the eigenfunctions, note that the zeroth eigenfunction coincides with the survival probability, so that Re φ 0 (τ ) = S(τ ) and Im φ 0 (τ ) = 0. Higher modes resemble wavelets that successively increase both in width and frequency. The coupling coefficients c nm = ∂ h ψ n |φ m are obtained by differentiating ψ n with respect to ν using
The prime denotes differentiation with respect to h.
B. Gamma model
As another simple renewal model, we consider the gamma process, whose ISI distribution is given by the gamma distribution with integer shape parameter (also called Erlang distribution) and an input-dependent rate parameter
Here, ν(h) ∈ R + and α ∈ Z + are rate and shape parameters, respectively. The gamma distribution has frequently been used to model ISI densities of neurons [47] . For integer α, the renewal process can be generated by a neuron model that exhibits α discrete states S 1 , . . . , S α . Transitions from state S k to S k+1 occur at an input-dependent rate ν(h), and S α+1 is identified with S 1 . Only the transition from S α → S 1 corresponds to a spiking event. The total firing rate is thus r = F 0 (h) = ν(h)/α and the CV is C V = 1/ √ α. For α = 1, we retrieve the Poisson process with C V = 1. If α ≥ 2, the neuron has to pass through α − 1 intermediate states before it can eventually fire, and the resulting spike train exhibits refractoriness. In this case, the Gamma process is more regular than a Poisson process.
The ISI density, hazard rate and survival probability of a gamma neuron model with constant rate is illustrated in Fig. 1B , middle. In contrast to the PAR model, an increase in input h 1 h 2 not only leads to an upwards shift of the hazard rate ρ(τ ), but also results in an earlier offset, thereby decreasing the (effective) refractory time. At the same time, the ISI density P (τ ) moves to the left and becomes narrower for larger input h 2 > h 1 . This narrowing effect goes along with a faster decay of the ISI density with dominant rate ν(h), which can also be seen in the survival probability S(τ ).
For the ISI density Eq. (40) of the Gamma process, the Laplace transform is
where we have omitted the explicit dependence on h. Condition Eq. (24) leads to the (discrete and finite) set of eigenvalues
We can also express the eigenvalues in terms of the rate r and CV as
The normalization constants F n (h) simplify as
which allows us to compute the eigenfunctions φ n and ψ m .
As of yet, the integrals in the coupling coefficients c nm elude an analytic solution. In Fig. 2 (middle column), we illustrate the first eigenvalues λ n (top) as well as the eigenfunctions φ 0,1,2 (τ ) (bottom) for unit rate r = 1 and C V = 1/ √ α with α = 15. Remarkably, for integer α, there is only a finite number of eigenvalues λ 0 , . . . , λ α−1 and they describe a circle with one null eigenvalue λ 0 = 0. As in the PAR model, the other eigenvalues come in complex conjugate pairs and the spectral gap increases for larger CV, that is, for smaller α. Note that while the first non-trivial eigenvalue of the Gamma model lies in the same range as that of the PAR model, the gaps between the other eigenvalues are distinctly larger in the Gamma model than in the PAR model, cf. the different scales of the real-axis in Fig. 2 .
C. Integrate-and-fire models driven by Gaussian white noise
Integrate-and-fire (IF) neurons driven by white Gaussian noise constitute an important modeling tool in computational neuroscience [48] and belong to the class of renewal processes. Their population activity can thus be analyzed within the framework of the refractory density approach. The model is defined by the subthreshold membrane potential v that obeys the Langevin equation combined with an algorithmic fire-and-reset rulė
According to the fire-and-reset rule, the neuron elicits a spike once v(t) crosses a threshold value V th and is subsequently reset to a reset value V r . In Eq. (45), time is measured in units of the membrane time constant τ m . The parameters µ and D represent the mean input and noise intensity, respectively. For simplicity, we here assume that only µ = µ(h) depends on the input h as defined in Eq. (8) . In general, however, both µ and D can depend on (distinct) input parameters h 1 , h 2 , . . . as would be the case in a diffusion approximation of inhomogeneous Poisson inputs [13, 22, 49] . Furthermore, ξ(t) is a zero-mean Gaussian white noise with ξ(t)ξ(t ) = δ(t − t ). The two simplest, yet important choices for the model-specific function f model are f PIF (v) = 0 and f LIF (v) = −v for the perfect integrate-and-fire (PIF) and the leaky integrate-and-fire (LIF) neuron model, respectively.
The ISI density P (t) of an IF model driven by white noise is equal to the first-passage-time densityP (t, v 0 ) for the time t > 0 of the first threshold crossing starting with an initial value v(0) = v 0 at the reset potential v 0 = V r :
Similarly, let us write the survival function as S(t) = S(t, v 0 )| v0=Vr to explicitly account for the initial value. Using a similar notation for the Laplace transforms of the ISI density and the survival functions, we write
where the Laplace argument s is considered as a parameter. For any fixed parameter s, the Laplace transforms are given by the solutions of the following boundary value problems [50] :
and [19, 50, 51] sŜ
Here, a ≤ V r is a left reflecting boundary that can be set to a = −∞ for standard IF models. The boundary value problems Eqs. (46) and (47) can be solved analytically for simple cases such as the perfect or leaky IF models, see below. For general nonlinear IF models, these equations have to be integrated numerically. In this case, instead of the boundary condition at a = −∞, it is convenient to use a lower reflecting boundary at a sufficiently low but finite value a < V r .
Perfect integrate-and-fire model
The perfect integrate-and fire (PIF) model is obtained by setting f model (v) = 0 in Eq. (45) . The PIF model [52] and extensions thereof [53] [54] [55] are canonical models for tonically spiking neurons in the mean-driven regime and have successfully been used to explain stationary ISI statistics of various cell types. The membrane potential v in the PIF model can be seen as an overdamped Brownian motion with drift µ(h). Without loss of generality, we set V r = 0. The ISI density is an inverse Gaussian distribution (Appendix, Sec. D), for which the Laplace transform is well-known [56] [57] [58] [59] :
Here, r = µ/V th and C 2 V = 2D/(µV th ) are the rate and coefficient of variation of the ISIs, respectively. Solving the characteristic equation (18), P L (λ) = 1 yields the eigenvalues
The normalization constants can be found as
which we can use to plot the eigenfunctions φ n (τ ) (bottom) in Fig. 2 (right column) . There, we also plot the first eigenvalues λ n (top) for unit mean rate r = 1 and C V = 1/ √ 15. As for the PAR and the Gamma model, there is one trivial eigenvalue λ 0 = 0 and the others have negative real part and come in complex conjugate pairs. Again, the first non-trivial eigenvalue has similar real and imaginary parts as in the other two models. The spread between eigenvalues is, however, more accentuated for the PIF model and the spectral gap between the first and second eigenvalue is striking, especially when increasing the CV.
Leaky integrate-and-fire model
The leaky integrate-and-fire (LIF) model is a widely used neuron model in theoretical neuroscience [14, 60] . The specific model function in Eq. (45) now reads f LIF (v) = −v and we consider the same fire-and-reset rule as before. Without loss of generality, we can set V r = 0 and V th = 1. The Laplace transform of the ISI density is known in terms of special functions [61] 
where D α (z) denotes the parabolic cylinder function. To find the eigenvalues λ n satisfying the eigenvalue equation P L (λ n ) = 1, it is instructive to exploit the contour lines Re P L (λ) = 1 and Im P L (λ) = 0 in the complex plane, see Fig. 4 . The eigenvalues are the intersection points of the contour lines. Note that some of the intersections in Fig. 4 may present singular points, which can be uncovered, e.g., by examining the functions P L or S L more carefully. As we vary the input µ for fixed D, the LIF model undergoes a transition from the mean-to the noise-driven regime. In the mean-driven regime (Fig. 4, panel a) , the eigenvalues are complex-conjugate pairs. For increasing CV, thus allowing for larger fluctuations in the system, the eigenvalues move closer to the real axis ( Fig. 4, panel b ). Eventually, in the noise-driven regime (Fig. 4, panel purely real-valued. In Fig. 3 , we plot the real and imaginary values of the first eigenvalue λ 1 for different CVs by varying µ while keeping D fixed at D = 1/16, corresponding to the standard deviation σ V = √ D = 1/4 of the membrane potential v. The transition from mean-to noise-driven dynamics becomes apparent at C V ≈ 0.85, where the imaginary part vanishes and the eigenvalue is real-valued. This transition between mean-and noise-driven dynamics occurs for µ arguably smaller than V th , whereas the transition from the subthreshold to the suprathreshold regime is at µ = V th . The suprathreshold regime, µ > V th , is characteristic for tonic, i.e., regular spiking behavior. In the subthreshold regime, µ < V th , by contrast, noisy fluctuations of the membrane potential v are necessary for a neuron to fire and, thus, the spiking becomes noise-induced [62] . For this reason, the smaller µ, the more irregular the spiking and the higher the CV. However, close to the bifurcation point µ V th between tonic and noise-induced spiking, the spiking continues to appear regular. That is why one can expect that the noise-driven dynamics occur only for smaller values µ V th . In line, the sub-to suprathreshold transition occurs for µ = V th with C V = 0.53. By contrast, the transition between the mean-and noise-driven dynamics occurs for smaller µ and larger CV: µ = 0.51 1 = V th and C V ≈ 0.85.
A similar behavior has been found for the PIF neuron with reflecting boundary in [13] . While the eigenvalues are complex-conjugate pairs in the mean-driven regime, they become real in the noise-driven regime. This result suggests a general feature of the firing rate dynamics of integrate-andfire neurons. For very noisy input and large CV, the relaxation dynamics towards the stationary population activity follows an exponential decay. By contrast, the mean-driven regime stands out for (damped) oscillatory dynamics as reflected by the complex-valued nature of the eigenvalues.
D. Eigenvalue spectrum for Gaussian distributed ISIs
The Laplace transform of the ISI density can be expressed in terms of its cumulants κ n (h) [63] ,
For tonically spiking neurons, the spike train is regular with a CV much smaller than unity and a Gaussian approximation of the ISI density may be justified. In this case, all ISI cumulants κ j of third and higher order can be neglected, κ j = 0 for j ≥ 3, which simplifies the Laplace transform to
The characteristic equation, Eq. (24), becomes
Solving Eq. (54) under the constraint that the roots have negative real part, we obtain
where we expressed the rate r and CV in terms of the first two cumulants: r = κ −1 1 and C V = √ κ 2 /κ 1 . In [15] , Schaffer and co-workers determined the first eigenvalue λ 1 for different renewal processes empirically by fitting the dependency of the real part and the imaginary part on the rate r and on the coefficient of variation squared C 2 V . For small CV, they found the empirical relationship The white dots represent singularities, which can be identified when inspecting SL(x) along the real axis. The banana shape of the blue contour line becomes more rectified for larger CV, implicating a gradual increase in the absolute real value |Re λ1| while the imaginary part remains constant at around Im λ1 = 2π. Close to the transition from the mean-to noise-dominated regime, a dip at the extrema of the blue contour line emerges and the pair of complex conjugate eigenvalues moves towards the real axis with roughly constant real value. Eventually, the real contour splits into two and crosses the real axis in parallel to and on each side of the imaginary (non-trivial) contour line, giving rise to a pair of purely real eigenvalues λ1 < λ2.
Expanding the square root in Eq. (55) for small CV, we recover a similar expression
The numerical evaluation of the factor 1/( √ 2π) = 0.225079... theoretically explains the empirical result of [15] . Note that Eq. (57) is equivalent to the first eigenvalue of the PIF neuron model, cf. Eq. (49) . The Gaussian approximation, Eq. (55), presents a valid fit of the first eigenvalue for different renewal processes for low C V ≤ 0.3 (Fig. 3, black line) . For larger CV, the real parts as well as the imaginary parts of the first eigenvalue for the different models deviate from the Gaussian approximation. The absolute value of the real part, which represents the dominant relaxation rate towards the stationary solution in the firing rate model Eq. (28), continually grows for the PAR, PIF and LIF models, whereas the Gaussian approximation saturates. In contrast, the Gamma model exhibits a non-monotonous behavior: While the real part of the first eigenvalue decreases for intermediate CV, it moves closer to the imaginary axis for large CV. The imaginary part of the first eigenvalue prescribes the frequency of oscillatory transients. In the PIF model, the first eigenvalue has constant imaginary part Im(λ 1 ) = 2πr when varying the CV. This value coincides with the other three models and with the Gaussian approximation for small C V ≤ 0.2. For larger CV, the frequency increases for the PAR model but decreases for the Gamma model and for the Gaussian approximation.
V. COMPARISON OF THE APPROXIMATE LOW-DIMENSIONAL FIRING RATE MODEL WITH THE FULL POPULATION DENSITY MODEL
To evaluate the performance of the low-dimensional firing rate model, Eq. (28), we compare time-dependent behavior of this model with the corresponding prediction of the exact refractory density dynamics. In particular, we consider three types of dynamical behavior: (i) transient relaxation dynamics to equilibrium for constant input h; (ii) dynamical response to weak time-dependent external stimuli; and (iii) emergent oscillatory dynamics in a population of recurrently connected neurons corresponding to partial synchronization.
A. Transient dynamics of populations of non-interacting neurons
We first consider the transient population dynamics of uncoupled neurons in the case when all neurons are initially synchronized by imposing that all neurons have just fired a spike at t = 0 ( Fig. 5 ). For t > 0, we assume a constant input current h and parameters such that different models have identical stationary firing rate and coefficient of variation (CV) in its long-time behavior for t → ∞. The first-order approximation, Eq. (28), shows perfect agreement with the theoretical prediction obtained from the refractory density equation, Eq. (10). Because of the complex-valued eigenvalues, the ringing behavior into the stationary solution is recovered, which is generically not possible in classic rate models, see, e.g., [15, 24] .
For non-interacting neurons (J = 0) and constant input h for t > 0, the firing-rate model Eq. (28) simplifies to
To evaluate this dynamics, we only have to identify the first eigenvalue λ 1 from the eigenvalue formula Eq. (24), P L (λ 1 ) = 1, the transfer function F 0 (h) and the factor F 1 (h), which can be readily computed for the examples presented in Sec. IV. The first eigenvalue λ 1 crucially determines the response dynamics to a constant input current. The real part represents the main relaxation rate towards the stationary solution and therefore describes the envelope of the oscillatory transient dynamics in Fig. 5 . The main frequency of the decaying oscillations is given by the imaginary part of the first eigenvalue. The agreement between the exact population dynamics and the first-order approximation supports the view that relaxation rate and frequency of the oscillatory response are well captured by the first eigenvalue λ 1 and higher modes have only a negligible effect on the accuracy.
B. Population dynamics in response to weak modulation of input current
Next, we consider a weak time-dependent stimulus I(t) = I 0 + µ(t), where I 0 is a constant base current and µ(t) I 0 is a weak modulation. For simplicity, we still assume an uncoupled population (J = 0) here; hence, h(t) = h ext (t) = (κ * I)(t). For concreteness, we consider an exponential filter function κ(t) = τ −1 h e −t/τ h Θ(t) corresponding to the firstorder kinetics
as in classical firing rate models. For arbitrary (but weak) stimuli µ(t), the time-dependent response of the population activity can be compactly represented by the linear response function χ µ (t) = (κ * χ h )(t):
Because of linearity of Eq. (61), it is sufficient to regard weak periodic stimuli of the form µ(t) = ε cos(ωt). In this case, the response of the population activity is cosinusoidal with the same angular frequency ω, To evaluate the performance of the first-order approximation for arbitrary stimulus frequencies ω, we compare the linear response function to the exact linear response function as well as to the linear response function of the classical firing rate model with the same steady-state properties (zeroth-order approximation, Eq. (27)). In principle, the exact linear response can be obtained from the linearization of the refractory density equation. As an example, we here use the Poisson model with absolute refractoriness (PAR model, Sec. IV A), because it allows for a closed-form analytical expression of χ h (ω) (see Appendix, Sec. B 2 a), and hence also ofχ µ (ω). The linear response function of the zeroth-order approximation Eq. (27) merely reflects the filter function κ(t) becausẽ χ h (ω) = F 0 (I 0 ), where the steady state transfer function F 0 is given by Eq. (37) . Because of the frequency-independence ofχ h (ω) and the low-pass behavior ofκ(ω), the zeroth-order model does not exhibit resonances as exemplarily shown in Fig. 6 . The linear response of the first-order approximation, Eq. (31), by contrast, does capture the main resonance peak with good agreement in both its amplitude as well as its phase when compared to the true linear response function. This agreement can also be seen in the exemplary trajectories with different driving frequencies (Fig. 6b ). By construction, resonances at higher harmonics of the fundamental frequency cannot be captured by the zeroth-nor the first-order approximation. By adding higher modes in the low-dimensional firing rate model, however, it is possible to also capture these higher resonance peaks. For example, the second-order model accurately describes the frequency response at the (first) dominant frequency as well as at the second harmonics (Fig. 6a ). 
C. Population dynamics of interacting neurons
Allowing for recurrent coupling among neurons, may result in collective oscillations due to (partial) spike synchronization. Linear response theory can also be used in this case [16, 64] . An oscillatory instability of the population activity occurs for a critical coupling strength J c with emerging frequency ω c /(2π) if an amplitude condition (|J c˜ (ω c )χ h (ω c )| = 1) and a phase condition (arg J c˜ (ω c )χ h (ω c ) = 0 mod 2π) are met;χ h denotes the Fourier transform of the linear response function χ h with respect to changes in the input current h(t) (see Appendix, Sec. B 3). While the first condition can always be met for sufficiently strong coupling strength J ≥ J c , the latter requires a balance of the various time scales in the system, such as of the absolute refractory period ∆ and the synaptic dynamics with filter function (t). Note that we only need the linear response function to find the bifurcation point, so that this approach can directly be applied to the first-order approximation Eq. (28), e.g., when the integral equation is analytically intractable. In an exemplary recurrent network of excitatory PAR neurons, we are thus able to find the critical coupling strength J c , which will, in general, depend on the applied current I(t). Beyond the critical point, the stationary solution A 0 of the population activity becomes unstable and gives rise to collective oscillations. In Fig. 7 , we illustrate the onset of synchronization by varying the input I(t). Without recurrent coupling, J = 0, the zeroth-order approximation Eq. (27) (Fig. 7 , black curve) is still able to approximate the full dynamics (blue) sufficiently well although, for noisy, quickly varying input, it can only follow the trends but not the full transient behavior. Incorporating the first mode (red), though, leads to a perfect agreement with the full dynamics as already seen for the peristimulus time histogram (PSTH) in Fig. 6 . With sufficient recurrent coupling, J > 0, an increase in input I(t) makes it possible that the afore-mentioned amplitude and phase conditions are fulfilled and collective oscillations occur at time t = 0 in Fig. 7 . The classical rate model as given by the zeroth-order approximation Eq. (27) cannot account for these oscillations nor for the spike synchronization effects due to the complex input (for t > 175 ms). By contrast, the first-order approximation Eq. (28) captures both of these complex dynamics. It allows for oscillatory population activity and also follows the correct transient response due to fast fluctuating inputs.
VI. DISCUSSION
In this paper, we used the spectral method to derive a system of ordinary differential equations that represents a principled firing rate (FR) model for macroscopic populations of spiking neurons. The method works for spiking neurons modeled as arbitrary, time-dependent renewal processes including neuron models with pronounced refractoriness. By discarding higher-order eigenmodes and retaining the most dominant ones, this approach permits a systematic way to obtain lowdimensional FR models. Interestingly, we uncovered a simple relation that links the dominant time scales of the macroscopic population dynamics with the interspike interval density of single neurons. We demonstrated the method for simple renewal models, for which the eigenvalues can be calculated analytically. We observed that the low-dimensional FR model based on the first mode (first-order approximation) already captures fast transients, linear response properties (apart for higher harmonics) and spike synchronization dynamics sufficiently well. As a by-product, our theory also provides an explanation of a previously discovered empirical formula [15] for the dominant eigenvalue in terms of the rate and CV, which is valid for low CV ≤ 0.3 (see Section IV D).
Homogeneous populations of renewal neurons are widely used in theoretical neuroscience [23, 31, 33, 65, 66] because they lead to compact population density equations [40, 67, 68] for a single state variable (e.g. membrane potential or neuronal age). However, population density equations are partial differential equations or integral equations and as such they represent an infinite-dimensional dynamics. In contrast to heuristic FR models which are low-dimensional, population density approaches are thus much less efficient for numerical integration and, although possible, they are much harder to tackle analytically. Therefore, our reduction of the refractory density equation to low-dimensional FR models may be useful for both efficient numerical simulations and analytical studies.
Regarding numerical efficiency, a low-dimensional reduction is particularly critical for systems containing a large number of populations such as spatially extended field models discretized on a grid, recurrent neural networks of populations that can be trained to perform a task [8] , attractor networks for associative memory [69] , networks with many assemblies (clusters) [70] or cortical circuits containing many cell types per cortical layer [71] . In these cases, if neurons are modeled as renewal spiking neurons, each population would possess its own refractory density equation making the integration of the multi-population system computationally expensive. In contrast, approximating the dynamics of each population by the low-dimensional FR model derived in this paper would dramatically speed up the numerical integration of the multipopulation dynamics while maintaining the effect of refractoriness.
Regarding analytical studies, the low-dimensional firing rate model may enable progress for multi-population systems of spiking neurons, for which traditional population density approaches would be infeasible. For example, there has been recent advances to determine the intrinsically generated chaotic variability in large recurrent networks of multidimensional firing rate units [26] . With the multi-dimensional rate models derived for spiking neurons in the present paper, it may be possible to obtain a similar self-consistent mean-field theory of intrinsically generated fluctuations for recurrent networks of spiking neurons.
The reduction of the infinite-dimensional refractory density equation to low-dimensional FR models is also a crucial step towards a mathematical framework for cortical circuit models.
In an interesting line of research, detailed biophysical circuit models [72, 73] and neuronal recordings have been reduced or fitted to generalized integrate-and-fire (GIF) point neuron models [41, 42, 71, 74] ; in turn, cortical circuits of GIF neurons have been reduced to mesoscopic circuit models based on an extension of the refractory density equation to finite-size neuronal populations [18] . If we were able to further simplify the mesoscopic cortical circuit model to a low-dimensional FR model, this would provide opportunities to study emergent dynamical behavior of cortical circuits that can be traced back to the underlying biophysics at the neuronal level. For a recent opinion on the use of the refractory density framework for modeling cortical dynamics, see [29] .
A. Extensions
Eventually, our goal is to develop a new class of firing-rate models for mesoscopic cortical activity that link to underlying microscopic network models of spiking neurons so as to account for essential features of cortical dynamics and variability. In this paper, we have shown how to incorporate basic features of spiking dynamics such as refractoriness and spikesynchronization into low-dimensional FR models. Several other important features are however still missing: First, renewal models do not exhibit spike-frequency adaptation [75] -a basic property of many cell types [76] . Slow adaptation mechanisms can be treated by a mean-adaptation approximation [77] [78] [79] , in which the adaptation variable is effectively driven by the population activity. The present theory can be extended to this case in a straightforward manner because the resulting mean adaptation can be treated as one element of a parameter vector h(t), as shown in [38] . Adaptation has also been treated by the quasi-renewal (QR) approximation [43] , however, it is less evident how to extend the eigenfunction method to the QR system.
Second, we assumed an infinitely large ("macroscopic") population of neurons, and hence neglected finite-size fluctuations. However, a realistic model of cortical dynamics should account for finite-size effects at the mesoscopic scale. For example, in mouse barrel cortex, neuron numbers have been estimated to be only on the order of 100 to 1000 per neuron type and cortical layer of a barrel column [80] , which implies substantial finite-size fluctuations [29] . Previous theoretical studies [13, 81] have incorporated finite-size noise using a similar eigenfunction approach as studied here. However, those studies were based on a heuristic extension of the Fokker-Planck equation to finite population size that breaks the conservation of neurons. In particular, the heuristic extension does not correctly capture the effect of refractoriness on finite-size fluctuations, especially at low frequencies. Therefore, a low-dimensional firing rate model for finite-size populations that correctly predicts the low-frequency behavior of finite-size fluctuations is still lacking. In contrast, a principled finite-size extension has recently been achieved for the refractory density equation [18] . This extension respects the conservation of neurons and accurately describes finite-size fluctuations at all frequencies. The mesoscopic dynamics is of the form of a stochastic integral equation, and as such, it is still infinite-dimensional. However, combining this theory with the low-dimensional reduction of the refractory density equation presented here for the macroscopic case N → ∞, will enable a systematic derivation of low-dimensional stochastic dynamics for the mesoscopic case N < ∞.
Third, we assumed static synapses with constant weights J, whereas cortical synapses are often dynamic exhibiting synaptic short-term plasticity (STP). In a recent paper [45] , we have developed an extension of the mesoscopic population dynamics [18] that includes STP. It has been shown that this extension works for heuristic FR models (corresponding to the zeroth-order approximation in this paper) as well as for accurate stochastic integral equations for populations of spiking neurons. Thus, we expect that the STP extension can be applied in a straightforward manner to the first-or higherorder FR models that developed here as well. And fourth, we assumed that populations are approximately homogeneous, while cortical circuits exhibit heterogeneity. How to deal with heterogeneity in a mean-field approach is a crucial question for future research. For example, heterogeneity in neuronal parameters may counteract spike synchronization. The relative contribution of neuronal dynamics and heterogeneity to an effective FR model remains, however, unclear.
B. Open questions
Finally, we want to mention some open technical questions that are beyond the scope of the current paper. First, the eigenvalue formula Eq. (24) to compute the first eigenvalue, P L (λ 1 ) = 1, may be difficult to interpret if the Laplace transform P L (λ) is not known analytically for complex arguments λ. In this case, we are looking for some λ = 0 that leaves the integral e −λτ P (τ )dτ = 1 = P (τ )dτ unchanged, where we used that the ISI distribution P (τ ) is normalized. How to find such λ even numerically remains an open problem.
Second, the computation of the coupling coefficients c nm (h) andĉ nm (h) in Eq. (13) is challenging except for special cases such as the Poisson process with absolute refractoriness. Schaffer et al. [15] have omitted the coupling terms stating that they "are typically small enough to be ignored." A systematic investigation how the coupling coefficients affect the low-dimensional dynamics is still pending. Preliminary results hint at a hierarchy similar to that of the a n , see also [82] , which underlines the assumption that higher modes have a negligible impact on lower modes. Keeping the coupling terms in the first-order approximation Eq. (28), however, proved crucial to correctly replicate the population activity in Fig. 7 of the present study. In particular, taking the coupling terms into account allowed us to capture the spike synchronization effects and collective oscillations in the recurrent network of spiking neurons. Thus, an important task for further studies is to obtain simple approximations for the coupling coefficients in cases where these coefficients cannot be calculated exactly.
Third, the gamma model with non-integer shape parameter α may be of interest for practical applications, however, this case is not yet well understood. For example, Ostojic [47] investigated the ISI densities of various integrate-and-fire models as well as conductance-based models and concluded that "the first two moments essentially determine the full ISI distribution independently of the model considered." Shinomoto et al. [83] further showed that the CV and the skewness (SK) of the ISI distribution of leaky integrate-and-fire dynamics are constrained to a narrow region in the CV-SK plane close to SK = 2 CV. This line corresponds directly to the Gamma distribution [54] , which has frequently been used to fit ISI distributions experimentally measured from cortical neurons, see, e.g., [84] [85] [86] . It is tempting to use the fitted parameters of the Gamma distribution in the low-dimensional FR model studied in Sec. IV B because there is an explicit analytic formula for the eigenvalues λ n of the Gamma model. Such a continuous extension of the Gamma model could be directly determined from experimentally measured rates and CV's of cortical cells. However, a fitted shape parameter α would generally be non-integer. An extension of the eigenvalue formula Eq. (42) to non-integer shape parameters raises some interesting questions: e.g., what is the range of n if, e.g., α < 2? Is n still bounded by α − 1? Is the eigenvalue spectrum {λ n } discrete or continuous if α is irrational? Does the model allow to model bursty neurons corresponding to a shape parameter α < 1? These questions remain to be answered in future studies. However, Fig. 3 also shows that the dependence of the dominant eigenvalue on rate and CV is not as modelindependent as suggested by Schaffer et al. [15] . On the contrary, our study shows that the dominant eigenvalue of different neuron models may strongly deviate from the eigenvalue of the gamma model with the same rate and CV. This result indicates that the information of rate and CV is not sufficient to approximately determine the eigenvalue spectrum (e.g. by using the corresponding formulas for the Gamma model). An interesting question will thus be whether the eigenvalue can be constrained by further pieces of information such as the skewness of the ISIs.
In conclusion, given the broad class of neurons that can be described as time-dependent renewal processes or quasirenewal process, our novel FR model opens the way for modeling cortical population dynamics based on spiking neuron models with realistic refractoriness.
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Appendix A: Derivation of Eqs. (13) and (14) Here, we review the general concept of the spectral decomposition method for the population dynamics of neurons characterized by a one-dimensional state variable x and a (possibly multi-dimensional) control parameter h = [h 1 , . . . , h M ] T . We assume that the population density p(x, t) satisfies an evolution equation of the form ∂ t p = L x p, where L x is a linear evolution operator. In the context of the refractory density equation (9 & 10) , the state variable is the age x = τ . The derivation has been developed for the Fokker-Planck equation for the membrane potential density p(v, t) [13, 35] , where the state variable is the membrane potential x = v. First, we consider the eigenfunctions {φ n (x, h)} and {ψ n (x, h)} of the operator L x (h) and its adjoint operator L + x (h), respectively,
with respect to the scalar product f |g := f (x)g(x) dx of two functions f (x) and g(x). The adjoint operator L x (h) has then the same eigenvalues as L x (h), i.e. λ + n = λ n . Furthermore, after appropriate normalization, the eigenfunctions form a bi-orthonormal basis such that
where δ n,m denotes the Kronecker delta function. As in the spectral decomposition for Fokker-Planck systems, we expand the population density into eigenfunctions of the evolution operator L x :
p(x, t) = n a n (t)φ n (x, h).
The complex variables a n (t) are the projections of p(x, t) on the n-th eigenmode: a n (t) = ψ n |p .
As the eigenvalues of the real-valued non-Hermitian operator L x come in complex-conjugates pairs, λ n , λ * n , it follows from Eq. (A1) that φ −n = φ * n and ψ −n = ψ * n (A6) are the eigenfunctions of L x and L + x associated with the eigenvalue λ −n := λ * n . Consequently, we also have that a −n (t) = ψ −n |p = ψ * n |p = ψ n |p * = a * n (t) (A7) because p(τ, t) is real-valued.
The dynamics of the nth mode can be found as
where we introduced the coupling coefficients
Alternatively, we can express the sum in Eq. (A9) in terms of modes a m with only positive indices m > 0,
where we used Eq. (A7). The initial conditions a n (0) of the modes a n (t) depend on the initial refractory density p(τ, 0) and can be determined through Eq. (A5) as a n (0) = ψ n (τ )|p(τ, 0) . Starting from the stationary state p(τ, 0) = φ 0 (τ ), see Eq. (19) , the initial conditions are a n (0) = ψ n |p(τ, 0) = ψ n |φ 0 = δ n,0 , where we used the orthonormality relation Eq. (A3). Starting from the fully synchronized state, in which all neurons had a spike immediately before at time t = 0 − , the initial refractory density is p(τ, 0) = δ(τ ). Hence, the initial conditions are a n (0) = ψ n (τ )|δ(τ ) = ψ n (0) = 1 because of the normalization ψ n (0) = 1 for all n ∈ Z.
Let us consider the operator L fire x that extracts the firing rate (resp. population activity) from the current population density: A(t) = L fire x p(x, t). Using the expansion Eq. (A4), we find in general
Re F n (h)a n (A12) where we abbreviated F n (h) = L fire x φ n (x, h) and used the symmetries Eqs. (A6) and (A7).
In our case of the refractory density equation, where the state variable is the age x = τ , the population activity is given by the refractory density at zero age, A(t) = p(0, t), and hence the firing rate operator is defined by the action on a function f (τ ) as
This definition yields Eq. (14) in the main text, in particular, F n (h) = φ n (0, h). As an aside, we mention that in the Fokker-Planck formalism for IF models driven by white Gaussian noise, Eq. (45), the firing rate arises from the derivative of the membrane potential density at the threshold, A(t) = −D∂ v p(V th , t). Thus, the firing rate operator would read in that case
and thus F n (h) = −D∂ v φ n (V th , h).
Appendix B: Linear response theory
Linearized dynamics of eigenmodes and linear response function
Let us assume that for a constant control parameter h(t) = h 0 the population activity is stationary A(t) = A 0 = F 0 (h 0 ). We are interested in the dynamics close to the stationary activity if the input is weakly modulated, h(t) = h 0 + εh 1 (t), with ε 1. In the spectral representation of the dynamics, Eq. (13), the weak modulation εh 1 (t) induces small amplitudes a n (t) = εa n,1 (t) + O(ε 2 ), n = 1, 2, . . . , of order ε (assuming that initial conditions a n (0) are at most of order ε). Taylor expansion and keeping only zero-and first-order terms yields the linearized dynamics
Re F n (h 0 )a n,1 (t) (B1b) da n,1 dt = λ n (h 0 )a n,1 + dh 
where a n,1 and a * n,1 satisfy iω a n,1 (ω) = λ n (h 0 ) a n,
Eliminating a n,1 and a * n,1 yields a relation between the population activity and the input in frequency space:
where we introduced the linear response function χ ∞,h (ω) (with respect to weak modulation in h(t)),
Truncating the infinite series in Eq. (B1) and (B7) at n = 1, yields the first-order approximation of the linear response function
, (B7) see also Eqs. (29) and (31) in the main text.
According to Eq. (8), the input h(t) = h 0 + h 1 (t) consists of external and recurrent inputs. Specifically, we consider h ext (t) = [κ * (I 0 + εµ 1 )](t); hence,
Together with Eq. (B5), we find
where
is the linear response function with respect to changes µ 1 (t) in the input current I(t) = I 0 + µ 1 (t). The linear response function χ µ (ω) is fully determined by the filter functions and the linear response function χ h (ω) with respect to changes in h(t).
For the numerical examples in the main text, we used the first-order dynamics τ hḣ = −h + I(t) of the input potential, see Eq. (60), corresponding to an exponential filter κ(t) with Fourier transformκ
Poisson model with absolute refractoriness
To compare the linear response of the first-order approximation with (i) the exact linear response and (ii) with the linear response predicted by a classical firing rate model, we considered in Sec. V B and V C the Poisson model with absolute refractory period ∆ and input-dependent rate parameter ν(h) (PAR model). This model provides closed-form analytical expressions for these reference cases.
a. Exact linear response based on integral equation
To obtain the exact linear response, we linearize the refractory density equation about the stationary solution A 0 . In the PAR model, this refractory density equation reduces to the integral equation [16] 
Inserting A(t) = A 0 + εA 1 (t) and h(t) = h 0 + εh 1 (t) into Eq. (B14) and expanding to first order yields
Collecting first-order terms, we obtain
Applying the Fourier transform to both sides of the last equation and rearranging terms, we havẽ
Thus,Ã
with the exact linear response functioñ
b. Linear response for low-dimensional firing rate model (first-order approximation)
In the first-order approximation, the linear response function χ h (ω) is given by
and
(cf. Eqs. (37) and (39)). Furthermore, λ 1 (h 0 ) and F 1 (h 0 ) are given by Eqs. (33) and (36) .
Stability analysis of asynchronous activity
We can exploit the linear response function χ h to determine the stability of the stationary solution and also find oscillatory instabilities of the population activity, giving rise to collective oscillations and synchrony [16, 64] . We reconsider the linear system Eqs. (B5&B10) about a stationary solution A(t) = A 0 with constant external input I(t) = I 0 , i.e. µ 1 (t) = 0, that is,
Focusing on solutions of the form
we can plug Eq. (B25) into Eq. (B24), which leads tô
Taken together, we obtain the characteristic equation
Moreover, we find an oscillatory instability for λ = iω, ω ∈ R, ω > 0, and the characteristic equation (B27) becomes χ c (ω) = |χ c (ω)|e i arg(χc(ω)) = 1.
That is, at an oscillatory instability, the two conditions |χ c (ω)| = 1 and arg χ c (ω) = 0 mod 2π (B29) have to be fulfilled simultaneously such that collective oscillations can emerge at a critical coupling strength J c and with a critical frequency ω c . To be more precise, we write the complex-valued functions˜ (ω) and χ h (ω) in polar form:
(ω) = ˜ (ω) e iΦ (ω) ,
Inserting them into Eq. (B27) results in a phase condition and an amplitude condition akin to Eq. (B29). The phase condition reads:
and yields the critical frequency ω c,k for k = 1, 2, . . . in a population with excitatory (J > 0) or inhibitory (J < 0) coupling, respectively. We can use ω c,k to determine the critical coupling J c,k by solving the amplitude condition
Note, however, that in general the phase and amplitude conditions Eqs. (B30 & B31) have to be solved simultaneously as the linear response χ h depends implicitly on the coupling strength J through A 0 = F 0 (I 0 + JA 0 ), where F 0 is the f-I curve, or transfer function. As the approach above only requires knowledge about the linear response function χ h , it can readily be applied for the three different models of Poisson neurons with absolute refractoriness. In particular, it can be used for distinguishing whether the first-order approximation can indeed capture the onset of oscillations across parameter space.
Appendix C: On the equivalence of Fokker-Planck and refractory density approaches
Dealing with one-dimensional integrate-and-fire dynamics, a common approach to describe the population activity of such neurons dwells on the Fokker-Planck formalism. Eigenfunction expansions of the associated Fokker-Planck operator have been performed by [13, 15, 35, 36, 39, 82] . As described above, the refractory density approach represents a more general alternative. Yet, as the latter is based on the ISI distribution P (τ ) that results from a first-passage time problem, it is not obvious that a spectral decomposition of the refractory density operator will result in the same set of eigenvalues and hence the same (low-dimensional) firing rate model. In particular, as the Fokker-Planck operators corresponding to the firing rate dynamics and to the first-passage time statistics have different boundary conditions, the respective spectra will in general be different. Here we show, however, that the eigenvalue formula of the refractory density approach imposes a certain relation between the ISI distribution and the spectrum, which yields identical boundary conditions as in the Fokker-Planck approach for the firing rate dynamics. Conclusively, we can prove that the associated spectra of Fokker-Planck and refractory density approaches coincide and thus lead to same firing rate model. As our result holds for an arbitrary absolute refractory period after firing, it opens the possibility to go beyond the work of Mattia and co-workers [13] and to derive eigenfunction expansions for integrate-and-fire dynamics with refractoriness.
Fokker-Planck approach
To begin, we briefly revisit the Fokker-Planck approach for the one-dimensional integrate-and-fire dynamicṡ
where a possible membrane time constant τ m is incorporated in the drift and diffusion functions, µ(v) and σ(v), respectively. The quantity ξ(t) denotes a Gaussian white noise term and Eq. (C1) is interpreted inthe Ito sense. In general, µ and σ may be subjected to time-dependent input, describing either some external current or recurrent network activity. To determine the eigenvalues, we consider again the timehomogeneous case, in which µ = µ(v) and σ = σ(v) do not possess an explicit time-dependence but allow for an explicit dependence on the membrane potential v. Whenever v hits an upper threshold V th , an action potential is elicited and after some time ∆, the absolute refractory period, the membrane potential is reset to some lower value V r . We may further impose a reflecting boundary at some membrane potential v 0 ≥ −∞, beyond which no values of v are allowed. The time evolution of the corresponding probability density q(v, t) is governed by the Fokker-Planck equation [87, 88] 
The associated flux is denoted as
The first condition Eq. (C3a) represents an absorbing boundary at threshold, the second Eq. (C3b) a reflecting boundary at v = v 0 . The third condition Eq. (C3c) guarantees the conservation of flux by taking into account the reset following the firing of an action potential; the abbreviation f (v ± ) = lim ε→0 f (v + ±ε) indicates whether we perform the limit from above or below. The Fokker-Planck operator L v has a set of eigenfunctions φ n (v) associated with eigenvalues λ n ,
With the inner product defined as φ |ψ = ψ (v)φ(v)dv, we can define the adjoint operator L + v having eigenfunctions ψ m associated with the same eigenvaluesλ m . Assuming that {φ n } n∈Z is a complete set of eigenfunctions, the definition of the adjoint operator implies that eigenfunctions with different eigenvalues are orthogonal to each other. For the sake of completeness, Eq. (C4) reads
for v ∈ (v 0 , V th ), withφ n (v) respecting the boundary conditions Eq. (C3). In practice, to solve for the eigenvaluesλ n , one determines general solution formulae forφ n as well as for the eigenfunctionsψ m of L + v subject to an appropriate normalization φ n |ψ m = δ nm and satisfying a corresponding set of boundary conditions. In principle, however, it suffices to impose the boundary conditions Eq. (C3) on the general solution forφ n to find the associatedλ n . As has been shown in the literature [13, 36] , the following four remarks hold for the eigenvaluesλ n of the Fokker-Planck operator L v : First, theλ n appear in general in complex conjugate pairs due to the re-entering flux condition at reset. Without that condition, L v would admit only real-valued eigenvalues [47, 89] . Second, theλ n have negative real part for n = 0. Third, there always exists a null eigenvalueλ 0 = 0 corresponding to the stationary solution q 0 (v) of Eq. (C2). And fourth, due to the bi-orthogonality, the associated (adjoint) eigenfunctioñ ψ 0 (v) ≡ 1 is constant.
Refractory density approach
As introduced in detail in the main text, the refractory density approach dwells on the hazard rate describing the firing probability of the neurons. The connection between hazard rate ρ(τ, h), survival probability S(τ ), and ISI distribution P (τ ) allows for reformulating the integrate-and-fire dynamics in terms of the refractory density p(τ, t) instead of the membrane potential distribution q(v, t). The master equation governing its time evolution is the transport equation
The eigenfunctions φ n (τ ) of the refractory density operator L τ , satisfying L τ φ n = λ n φ n , have been found as
and the eigenvalues λ n are the roots of
where the subscript L indicates the Laplace transform of the ISI density P L (s) = ∞ 0 e −sτ P (τ )dτ . One may already anticipate the complex nature of the eigenvalues from Eq. (C7) as well as that they have real negative part and that there exists one null eigenvalue λ 0 = 0, very similar to the remarks above about the spectrum of the Fokker-Planck operator L v . Note, however, that the eigenvalues λ n of the refractory density operator L τ are in general different from those of the L v . In the following, we will prove that the respective spectra of L τ and of L v indeed coincide, i.e.λ n = λ n .
To do so, we first focus on deriving the ISI distribution P (τ ) according to the definition
where q(v, τ ) is the transition probability density function and follows the above-introduced Fokker-Planck equation Eq. (C2) with the boundary conditions Eqs. (C3a & C3b) . Instead of the flux condition Eq. (C3c), however, q(v, τ ) is now subject to the initial condition
with ∆ ≥ 0 the absolute refractory period; in comparison to the main text, we here abbreviated q(v, τ ) = q(v, τ |V r ).
Since the reset mechanism as implemented by the flux condition Eq. (C3c) is ignored, the spectrum of the Fokker-Planck operator for the transition probability density function is different from that for the rate dynamics above. However, in combining the initial condition Eq. (C9) with the eigenvalue formula Eq. (C7), the reset mechanism will be reinstated and thus enforces the spectrum to coincide with that of the rate dynamics.
The proof builds on the fact that the Laplace transform q L (v, s) of the transition probability density function q(v, τ ) evaluated at the roots s = λ n of the eigenvalue formula Eq. (C7) satisfies the same second-order ordinary differential equation 
which coincides with the flux condition Eq. (C3c). In total, we have that q L (v, λ n ) satisfies the boundary value problem
on v ∈ (v 0 , V th ) with boundary conditions Eq. (C11) and flux condition Eq. (C3c). Hence, the q L (v, λ n ) are identical (upon re-ordering if necessary) with the eigenfunctionsφ n (v) of the Fokker-Planck operator L v associated with the eigenvalues λ n . In particular, we can conclude thatλ n = λ n and that the spectrum of the refractory density operator L τ lies in the left complex half plane with one null eigenvalue λ 0 = 0.
What is more, we can express the eigenfunctions φ n (τ ) of the refractory density operator L τ in terms of the eigenfunctionsφ n (v) of the Fokker-Planck operator L v . Using the definition of the survival probability S(τ ) = 1 − τ 0 P (s)ds together with Eq. (C8), we have
where φ n (v)(s) = F −1 φ n (v) (s)
is the inverse Fourier transform of the eigenfunctionφ n (v) with respect to its associated eigenvalue λ n . Eq. (C17) can then be inserted in the formula Eq. (C6) for the eigenfunction φ n (τ ) of the refractory density operator L τ . Note, however, that only the directionφ n (v) → φ n (τ ) works, but not the other way around.
In conclusion, we have proven that Fokker-Planck operators for the rate dynamics (with flux condition but without initial condition) and for the first-passage time statistics (no flux, but initial condition) yield the same set of eigenvalues for one-dimensional integrate-and-fire dynamics if and only if the eigenvalue formula Eq. (C7) of the refractory density approach is invoked. Appendix D: Known statistics of perfect and leaky integrate-and-fire models
In Sec. IV C, we considered the perfect (PIF) and leaky integrate-and-fire (LIF) models. The ISI density of the PIF neuron model has the form of an inverse Gaussian distribution,
and its rate r and CV are given by
The rate r and the CV of the LIF model (with rescaled membrane potentials such that V r = 0 and V th = 1) are given by (e.g. [ 
where erfc(y) is the complementary error function and Θ(x) denotes the Heaviside function.
Appendix E: Alternative derivation of the characteristic equation (18) To begin, we rewrite the refractory density equation (9&10) for the refractory density equation p(τ, t) as follows:
where A(t) = ∞ 0 ρ(τ )p(τ, t)dτ = p(0, t) and δ(τ ) is the delta function. Here and in the following, we will omit the explicit dependence on the momentary parameter h for conciseness, but remark that an extension for h being timevarying, and/or multi-dimensional can readily be obtained. The Laplace transformp(τ, s) = ∞ 0 e −st p(τ, t)dt of p(τ, t) -we set p(τ, t) = 0 for all t < 0 -can be found (by partial integration) to follow the Laplace transformed dynamics with (possibly τ -dependent) coefficients α n . Equation (E12) directly corresponds to the spectral decomposition Eq. (12) . What is more, Eq. (E12) predicts that the time-dependent components of the spectral decomposition Eq. (12) , which are just the modes a n (t), will decay with rates λ n , in line with Eq. (13) . These rates λ n are exactly the roots of the characteristic equation (18) . For general initial conditions, p(τ, 0) = φ 0 (τ ), a similar argument holds. Now, we havê q(τ, s) =q(0, s) + 
Under rather general conditions, the λ n can be guaranteed to be simple poles of P L (λ) = 1, resulting again in a spectral decomposition of the form Eq. (E12) akin to the eigenfunction expansion Eq. (12) and characteristic equation (18) .
