The bottleneck of many data-intensive and business-critical applications used to be the available computing power. With the advent of distributed computing and data mining, a new frontier is now the efficient manual exploration of large data to elucidate business value. This paper describes a novel vision-based hand modeling system as one step towards new ways of naturally interacting with large heterogeneous data. The many degrees of freedom of the hand make it uniquely suited to this purpose, but also pose a computational challenge in automatic reconstruction. We aspire to obtain real-time performance in a purely frameby-frame detection-based architecture and meet this challenge by combining bottom-up hypothesis generation with top-down pruning. As real data is critical for training, we furthermore describe a novel method for gathering large corpora of automatically annotated hand data. Our experiments were conducted on 13 users under large pose variability of both male and female hands.
Introduction
The human hand is a very expressive tool as evidenced for example in the complexity of sign language. Compared to the more traditional modes of head pose estimation [6] and eye and gaze tracking [2] , it contains more information in a smaller space, more so even than the recently investigated body posture [8] . Its expressiveness is a valuable basis for human computer interaction scenarios, where the required interaction technology is also complex. The problem of estimating the pose of an articulated hand has a great impact on Virtual (VR) and Augment Reality (AR) fields considering that it allows the user to experience an emulated perception of touching, grasping, and moving virtual objects. Natural hand pose estimation is both challenging and relevant in several scientific fields and is carefully revised in [1] .
Articulated hand pose estimation is a high dimensional problem. According to [1] , the hand is an object with fast motion that contains more than 20 Degres of Freedom (DOF). Movements of fingers easily generate self- * This work was performed while Samuel de Sousa was at Siemens. † Please, direct correspondence to jan.ernst@siemens.com.
occlusions which turns the detection process into a difficult task. A common technique for capturing hand input information (i.e. location and angles of finger joints) is the use of gloves [9] . Considering that the user is required to purchase a glove, wear it and perform a specific calibration, this solution is considered expensive, intrusive, and unnatural. However, this problem has been extensively addressed by vision techniques using RGB cameras and more recently (with the advent of Kinect) depth-based approaches [3, 4] . A taxonomy for hand pose estimation was described in [1] which separates approaches into either (i) partial or (ii) full hand approaches. The first one is related to partial hand coarse estimation as detecting the palm or finger for simple tasks such as pointing and navigation, whereas the second approach aims at a fine-grained level, obtaining parameters of joints such as angles and locations that would allow a full reconstruction of the hand. This latter category is also subdivided into tracking-based or single frame estimation.
In this paper we present a technique for detecting the fine-grained structure of the human hand in real time from single images without using temporal continuity. Our approach combines randomized trees as a bottom-up learning technique for quick hypothesis generation with a top-down hypothesis pruning process. The learning stage assigns full posterior probabilities for each pixel over the finger segment classes. During the pruning stage, the hypotheses are culled by a spatial consistency function to yield a small but relevant set for later perusal in potential higher-level inference modules.
A good dataset is key to achieve good performance in machine learning approaches such as ours. However, due to the many degrees of freedom of the hand, it is quite challenging to gather large corpora of annotated data in high quality. We present a novel scheme for gathering and automatically labelling large amounts of hand video data. Our system achieves a per pixel classification rate of 80 ± 3.7% in a cross-validation of 13 subjects over seven individual finger segments and one background class. This performance is achieved in near real-time with an average computation time per frame of 131.94 ± 7.5 ms on an regular desktop machine.
The remainder of this paper is structured as follows. A literature review on hand pose estimation based on depth sensors are discussed in Section 2 and our methodology in Section 3. Section 4 explains how our data gathering protocol is organized to combine RGB with depth data.
Our supervised learning algorithm is revised in Section 5. We also discuss the importance of bootstrapping and crossvalidating the results. Later, we show how we can use the posterior probability to create hand hypotheses for pruning false positives and estimate the real hand (Section 6). Finally, we explain our experiments and how they were conducted and evaluated (Section 7).
Fine-Grained Hand Detection
Due to the increasing popularity of RGB-D sensors, several new approaches were proposed using depth data or combining depth and color information.
A solution based on Particle Swarm Optimization (PSO) has been proposed in [3] . They model this problem as an optimization problem in which they try to minimize the discrepancy between the observed hypothesized hand and the 3D model of the hand, their solution employs temporal continuity and it executes in near real time (15 Hz). This approach was later extended in [7] for handling the interaction of two hands.
The work conducted by Shotton et al. [8] demonstrates how powerful Randomized Decision Forest (RDF) is for multiclass classification applying on the full body pose recognition problem. Their training combined synthetic and real data. After their work, a similar approach was proposed in [4] and adapted for the hand problem. They trained RDF on 60K to 200K synthetic images and demonstrated the system usage on the American Sign Language (ASL) recognition. However, the problem treated in their work is different from ours, while they try to recognize ASL poses, we aim at we aim at fine-grained recognition of the hand regardless of a particular set of poses, and our results are discussed accordingly.
Our scenario focuses on the reliable detection of the hand segments that should be robust to illumination changes. The solution we aim for should be as fast as possible and not computationally expensive in such way to provide the real time response for an action given by the user.
We decided to work with depth data to fulfill the illumination robustness requirement and to use Randomized Decision Trees to solve the hand detection problem. RDF is fast to classify a feature due to the fact that we only have to make few comparisons between depth pixels. Also, they can manage multiclass classification in a very simple way by adding one bin to the histogram of probabilities, providing a posterior probability for each classified pixel that allow us to make inferences in a higher level based on those probabilities.
Methodology
Our methodology is displayed in Figure 1 and it is divided into two steps: training and testing. It starts by defining a protocol for real data acquisition. When the data is obtained, we train Randomized Decision Forests (RDFs) [5] that will learn how to split the depth information into different classes.
We have defined eight classes for segmenting the hand as displayed in Figure 2 and available in Table 2 . Section 4 analyzes our data gathering process and explains the decisions taken for choosing those hand segments.
We divided the thumb into bottom and top and we considered the middle segment as not applicable (NA). The index finger is modeled with three segments and the middle finger is also modeled with three segments but only two are used for training, the remaining fingers, segments, and palm are modeled as the negative class. Considering the complexity of information presented in an articulated hand, we need to "guide" the classifier in order to help focusing on hard cases of the training data (i.e. classes that are frequently occluded, not visible or ambiguous). Hence, we decided to bootstrap the classifier by using iterative sampling of difficult cases (Section 5.1). Finally, to make sure that the algorithm is able to generalize well for new untrained hands, we perform a leave-one-out cross-validation for estimating the best parameters and perform the final training with the whole data.
The testing module consists first in the acquisition of the depth input from Kinect. Later, we perform a classification using the RDF trained in the previous module, and we find the proper segments of the hand. After the pixelwise classification, we obtain the posterior probabilities associated with each pixel. Based on that information, we start the blob detection stage in which we take into consideration contiguous pixels for the hypotheses generation. Finally, we output the labeled hand.
Data Acquisition
In order to achieve good performance in a learning-based strategy, the training data has to fulfill two key properties: it has to be abundant, and its statistics should resemble the statistics of the later application as close as possible. The community has addressed the former requirement by augmenting the training set with synthetic data quite successfully [3, 4, 8] . However, the latter requirement poses significant challenges, particularly for articulated and partially deformable objects such as the human hand. We believe that to make advances in modeling the human hand it is critical to compile large corpora of real hands with dense labeling.
We propose a system for gathering automatically such large corpora of data by making efficient use of the two image modes that modern RGB-D cameras offer: an electrooptical image and a registered depth image. The depth image yields the actual data used for recognition and the optical image is used for automatic labeling. A test subject wears a thin, skin-tight glove such as commonly available latex gloves. The glove is color-coded so that each finger segment has a unique color (as illustrated in Figure 2 (b) ). For both acquisition and testing, the sensor is attached to a tripod facing towards the plane of a table. The actual configuration of the sensor does not matter in the sense that our approach is depth-invariant (due to the RDF feature modeling) and we have trained several different poses from different users. The focus of our work is not to classify static images in very specific poses, but to allow a reliable detection giving a certain freedom of movement to the user. Hence, we have captured the dorsum of hand with several different configurations of fingers and rotations. Users were asked to perform common tasks such as grasping, counting, and basic fingers movements.
The colors serve for efficient automatic segmentation of each coded finger segment in the optical image. However, scalable and fully automatic segmentation with low error rates in a case like this would require elaborate modeling of color consistency. We propose to circumvent this problem by making two simple assumptions about the imaged scene: the illumination is diffuse and the scene is Lambertian. As we have controlled conditions, we can always ensure these properties to a certain degree.
Under diffuse lighting and Lambertian scene, the incident illumination only depends on the surface normals. Accordingly, it is sufficient to have a reference color patch with all possible surface normals visible in the image besides the foreground pattern. Then the reference patch contains all possible lighting modulations of the individual colors and a simple lookup scheme is sufficient to identify the colors on the foreground object. In our experimental setup we used balls that were coated with latex and painted in the same colors mounted to a common base as depicted in Figure 2 (a). These are static and visible in every frame. Once their location is manually determined in the image, we build a lookup table for each color that is used in a nearest-neighbor classification of each pixel on the hand. An example result of the labelling can be seen in Figure 2 (c) .
The reason why we only have eight classes and not the full hand is due to limitations of the number of easily distinguishable colors. Initially, we tried to separate the whole hand in 15 different segments, but some colors such as orange and purple were ambiguous (e.g. they produced similar results to red and magenta). Hence, we could reliably segment the hand with eight colors: red, green, blue, yellow, cyan, magenta, and black. However, we believe that with some efforts on better color fidelity, this would not be a fundamental limitation.
Training
The training process consists of using Randomized Decision Forests [5] on the depth data. For each depth pixel, we know its class based on the label map. A forest is a set of N decision trees. For each tree, there is a root node, a splitting node, and a leaf node. In the first training, we uniformly choose a certain number of pixels (J) for each class (in our experiments J = 45). For each pixel x of image I, we traverse a path in the tree in such a way that based on the depth I(x), a decision is taken to move it the to right or to the left. At the end, there is a posterior probability p(c i |I(x)) associated with each class c i :
Our feature is modeled as in [4, 8] . Let x be a pixel, I(x) the depth of x, and u, v two offsets. For the pixel x, the feature is:
and the usage of an offset relative to the depth ( u /I(x)) ensures that the method is scale invariant. The pixel moves to the left (P L ) or to the right (P R ) according to the following splitting rule proposed by [8] :
Finally, for every new split, we have a number of random trials (T ) that generates several offsets and thresholds (u, v, τ ). We select the trial that maximizes the information gain (using Shannon's entropy) in the similar way as present in [4, 8] . For our experiments, the number of trials is T = 250.
Bootstrap
The articulated hand is a very complex object to be modeled due to several reasons, such as self-occlusions generated by the movement of fingers and the high number of degrees of freedom. Thus, we need to make sure that our sampling of each finger segment is meaningful for learning the complex cases, in this way improving the classification rate. Hence, for each image, we compute the misclassified pixels F ci for each class c i :
We sort all false positives of each class in order to obtain the hard cases for the classifier, i.e. when the classifier outputs a high probability for the wrong class. Hence, in the next iteration, we add an amount of those misclassified pixels to the next training step so the classifier will have a better understanding of those pixels and hopefully it classifies them correctly in the next iteration.
Pixels that lie along the boundaries of classes are always difficult to be classified because they might be assigned a strong probability but they might belong to the other class of the boundary. Hence, if we do not take that information into consideration, pixels in the boundary will jeopardize the bootstrap mechanism. Hence, we defined an isolated region for each class in such a way that only misclassified pixels that lie outside this region are allowed to be inserted in to the next bootstrap iteration, which means that for bootstrapping we do not take into account if a pixel was misclassified in the boundary region. Figure 3 shows the 13 hands acquired for training. It is important to notice that there are samples of both male and female under different poses and scales. It is also interesting to visualize that the depth of a real image is not as perfect as a synthetic data due to quantization of the image and also to noise related to the sensor. Those images show the classification results after one bootstrap iteration.
Cross-Validation
In order to evaluate the performance of the classifier for unknown data and to estimate the best parameters for training, we cross-validate the learning process.
There are several techniques for cross-validation. One could separate folders of similar poses and evaluate them separately or another strategy could be to train on male hands and evaluate on female hands and vice-versa. Our cross-validation consists of learning images for most individuals and leaving one individual out for classification. Hence, we train using twelve individuals and classify the remaining one.
After performing the cross-validation, we noticed that the number of trees and the height of the tree have a great impact for the results. Our final classifier was trained with 10 trees with a depth of 13. Section 7 discusses the leaveone out results for the classification.
Hypotheses Generation
Once the classifier is trained, the testing module loads the trees, classifies the depth pixels, estimates blobs in the results, and finds the proper blobs for each class. Figure 4 displays the original depth image (a), the posterior of classified pixels (b) and the final labeled image (c). It shows an example of a hand and a bottle. In this scene, as we do not know which pixels belong to the hand, all pixels are classified (including the bottle). Hence, we need to find the true classes for the hand and remove false positives. This step is called hypotheses generation. For both training and test we established a cut-off based on the depth. So, only pixels between 40cm and 80cm from the sensor are classified. Our result is organized to display both classes and posterior (confidence) of the classification. The class is displayed by the color and the saturation shows the confidence. For instance, if the probability of pixel classified as "red" is 100%, it displays the color c = [255, 0, 0] in the RGB space. On the other hand, if the probability is male female Figure 3 . Images obtained for training. First row shows the original depth data and second row shows the classification results after one bootstrap iteration. There is a large variety of poses of both male and female hands.
low (0%), the color c will be black: c = [0, 0, 0]. Results in between are interpolated. It can be noticed that pixels in the borders have a lower confidence (tending to black) which demonstrates that it is hard to classify a pixel in the boundaries (as discussed in Section 5.1). When pixels are classified, they display the posterior probabilities associated with all classes. Hence, one possible step to perform a higher level computation is to group pixels that belong to the same class. We take into consideration the class with highest probability. Thus, pixels that are adjacent to each other and have the same class label are grouped into one blob. After grouping those blobs, there are several candidates for each class. Therefore, we propose an algorithm for disambiguation based on the posterior probabilities associated with the blob pixels.
input : Image P containing the posterior output: Image L containing the label map Algorithm 1 explains the intuition for the disambiguation. The first line groups pixels into blobs and this generates several blobs for one class. B i j stands for blob belonging to class i, candidate j. Line 2 creates our initial hypothesis and an empty rejected set. Line 4 computes the confidence for each blob based on the posterior probabilities of its pixels. We believe that the most confident blob is very likely to be the true class. Hence, we add the most confident blob of each class to compose the initial hypothesis that will be evaluated (Lines 5 to 7).
Once we have an initial hypothesis, we check how well each blob fits that hypothesis and disturb it by accepting or rejecting blobs until no blob is rejected (Lines 9 to 19). For each blob in the current hypothesis, we compute the distance between its center of mass and all the other blobs (we only take into consideration blobs belonging to the segments of fingers, which means we discard the negative class). If the distance between a pair of blobs is large enough in such way that it is not physically possible, those two blobs are voted to be rejected. This process continues until all blobs voted and the most voted blob is marked as to be replaced. This process goes on until the hypothesis is stable: no more blobs are replace or removed. When all blobs of one class are tested and all are rejected, we assume that the real blob of that class is not available, but it is occluded.
Experiments
In this section we explain how our experiments were conducted. Considering that the work of [4] focused on classifying ASL digits generated by a hand pose, we are unable to directly compare our results against theirs because the problem we are trying to solve is different. For our experiments, we evaluate the per-pixel results, i.e. how good our algorithm is when labeling the pixels of unseen real hands of both male and female. However, in order to be able to perform such task, we need to know the ground truth for those hands. Hence, we use our annotated data as ground truth to perform a quantitative analysis.
Our experiments were conducted on those 13 individ-uals used for training. However, it is important to notice that we trained with 12 individuals and classified the remaining one, so the results obtained represent the classification of a hand that was never seen before by the classifier. It is also important to highlight that we only classify foreground pixels, i.e. pixels belonging to the hand. Our configuration for training was: ∼10K images of real hands, 10 trees, depth of 13, and 5 bootstrap iterations.
PScore RScore Duration 80.64 ± 3.67% 75.56 ± 3.53% 131.94 ± 7.46ms Table 1 . Comparison of Pixel Score, Relative Score, and Duration. Table 1 shows the results for the per-pixel classification. The first column presents the Pixel Score (PScore) along its standard deviation, which shows the percentage of correctly classified pixels and the deviation across all individuals. The second column presents the Relative Score (RScore) based on each class (the average of the diagonal presented in the confusion matrix displayed in Figure 5 ). Table 2 . Label map of classes used for classification.
The Relative Score is an important measure because the segments do not have the same amount of pixels, so classes with more pixels have a great impact on the results presented by PScore. For instance, class 0 (representing the pinky, ring, and so on) have many more pixels than the other classes. This increases the results of PScore and it shows that the overall pixel classification rate is heavily influenced by that class, this explains why PScore is higher than RScore. Hence, RScore is the average of the relative score per class showing a more balanced result across finger segments.
Finally, we present the classification duration (Time) computed by only one CPU core. We consider this result as near real time, although Randomized Decision Forest can be easily parallelized in order to speed-up the classification time.
Results indicate that our trained classified obtained good results for unseen data. Also, it is important to notice that the acquired data was not fixed into an amount of discrete poses but users had the freedom to move the hand almost arbitrarily. Hence, there are poses that may not be trained due to particularities of each user. Figure 5 shows the confusion matrix for all individuals and respective classes are displayed in Table 2 . By visualizing the confusion matrix, we are able to see the performance for each class. Our results indicate that the thumb obtained the best classification rate, both finger segments (Classes 1 and 2) achieved more than 80% of correctness. The major misleading results related to this finger were associated with its own segments: 9% of bottom segments were classified as top segments while 11% of top segments were classified as bottom. This might happen due to the fact that different subjects have different lengths of each finger segment, which might be difficult to tear them apart, especially in the boundaries. There was a small percentage of points related to thumb finger that were classified to other parts of the hand.
The index finger obtained 75% of correctness for both top and bottom segments (Classes 3 and 5) and only 61% for the middle segment (Class 4). We believe that the same of what happened in the thumb finger holds for the other fingers, as the confusion occurred in the same finger, it is difficult to find the boundaries of each class due to intraclass variability. However, the top and bottom segments have a well defined neighborhood, such as the rounded shape of the top and the great amount of dorsum pixels in the bottom. The boundaries of middle part are other segments of fingers. Also, there was confusion between the same segments of different fingers: 6% of pixels belonging to the middle segment of middle finger were classified as middle segment of index finger and 7% the other way around.
Conclusion and Future Work
We presented a near real-time system for fine-grained detection of individual finger segments. Compared to earlier work, our system is not restricted to the recognition of discrete poses. In addition we show a practical and automated solution to the challenging problem of gathering large data for training and testing. The empirical evaluation of our system demonstrates a per-pixel classification rate of 80.64 ± 3.7% with a runtime of 131.94 ± 7.46 ms on a regular desktop computer.
A straightforward extension of our method is to use the individual segment labels to infer the global hand pose. However, our approach is to provide bottom up cues that may be integrated at different levels in an application hierarchy. As an example, applications geared towards gaming or entertainment may require only the detection of the tips of thumb, index and middle finger, whereas a suite for large data exploration may benefit from the interaction estimated from a full hand model. Our approach can flexibly address all these levels. In the future, we would like to significantly increase our current corpus of labeled data and make it available to the community for common performance evaluation.
