Abstract-This paper investigates sufficient conditions for the convergence to zero of the trajectories of linear switched systems. We provide a collection of results that use weak dwell-time, dwelltime, strong dwell-time, permanent and persistent activation hypothesis. The obtained results are shown to be tight by counterexample. Finally, we apply our result to the three-cell converter.
I. INTRODUCTION

A. Background
S
WITCHED systems have attracted a growing interest in recent years [1] , [2] . Such systems are common across a diverse range of application areas. As an example, switched systems modeling plays a major role in the field of power systems where interactions between continuous dynamics and discrete events are an intrinsic part of power system dynamic behavior.
In the study of stability of equilibrium points of differential systems, specific results for switched and hybrid systems have been developed: see [3] , [4] for multiple Lyapunov based approach, [5] for Lie Algebra based results, [6] for an approach based on dynamical systems techniques, and [7] for a survey of stability criteria for switched and hybrid systems. In the context of switched systems, recent investigations (see [8] - [12] ) provide interesting contributions leading to extremely general results that require little structure on the family of solutions of the hybrid system ( [13] and [14] ).
Typically, linear switched systems are represented by equations of form (I1) where denotes a piecewise constant signal that actually switches the right-hand-side of the differential equation by selecting different matrices from a finite family .
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Digital Object Identifier 10.1109/TAC. 2010.2054950 switched system to the origin. Our aim leads us to define several new notions of dwell-time (firstly introduced in [15] ) that differ somewhat from the ones introduced in [10] , [13] , and [14] . The main differences rely in the fact that our notions of dwell-time are set for each mode while the ones used in the previously listed references are bearing on the signal itself. We are also led to define the notion of persistent activation which ensures the convergence of the solutions of the system to a minimal invariant set .
We discuss the asymptotic properties of a switched linear systems whose matrices are only assumed to be stable (not necessarily asymptotically stable). More precisely, a finite family of squared matrices of the same size , is considered; we assume that there exists a positive definite matrix such that for every in
When inequality (I2) is strict, it is well known that system (I1) is globally uniformly (with respect to ) exponentially stable (GUES) at the origin. Conversely, a GUES linear system admits a smooth common Lyapunov function (see [16] ). Moreover, it has been proved in [17] that the common Lyapunov function can be taken polynomial but that there exists no bound on the degree of the polynomial. When inequality (I2) is not strict, in the even more general framework of hybrid systems, some very general stability results (which generalize LaSalle's invariance principle) are available in [13] and [14] . The class of systems (I1) that satisfy (I2) considered in the present paper being more specific, the obtained results are more sharpened than the ones we could obtain by applying the results proved in the above mentioned where , and . The class of switching signals considered in this work is not equal to the whole but we assume that there exists a sequence of consecutive intervals whose union is equal to and such that for every index , there exists an index with if (informally, the 's are the switching instants). In this framework, the solutions to (I1) are infinite products of matrices taken in the family . The convergence of such infinite products has already been considered by different authors (beginning with [18] and then followed by [19] , [20] , and also [21] in an infinite dimensional context) but only for infinite products of matrices taken in a finite family.
In what follows, we use the symbol to denote the length of with the convention that . Moreover, we shall deal with the scalar product related to matrix : if , we put ; also we shall denote by the related norm. We shall use the following result (see [22] ).
Theorem I.1: If satisfies (I2), then we can split as where and are orthogonal and -invariant, when restricted to has all its eigenvalues with negative real parts and restricted to is skew-symmetric (with respect to the scalar product
). In what follows, we assume that the skew-symmetric parts of matrices are zero. In other words, if denotes a basis of ( , 2), in basis , matrix has the following representation:
where is a matrix of full rank. We denote by I.2 the following assumption.
Assumption I.2: There exists a positive definite matrix such that all matrices in family satisfy relations (I2) and (I4).
Hereafter, we give the precise definition of the -limit sets related to system (I3).
Definition I.3: We shall say that is an -limit point of system (I3) if there exists a sequence tending to infinity such that . We denote by the set of -limit points of system (I3) issued from .
B. Preliminaries: Paracontracting Linear Maps
We denote by (respectively, ) the orthogonal projection on (respectively, on ); obviously is the identity mapping. According to Theorem I. This example shows that in Assumption II.4, one cannot cancel the condition on the repartition of switches (excepted in the two-dimensional case as we shall see in the next section). Nevertheless, if we make a stronger assumption on the dwell-times, we can free ourselves from this condition; consider the following assumption.
Assumption II.9 (Strong Dwell-Time) : We shall say that the mode satisfies the condition of strong dwell-time if there exists such that for every satisfying , we have . In other words, the sequence of durations during which the mode is activated has a positive inferior limit.
We have the following result. Theorem II.10: If system (I3) satisfies Assumptions II.1 and II.9 for every mode, then for every . Proof: We let . As the solution of (I3) is bounded, to get the result, it is sufficient to prove that . To this end, we have only to prove that every cluster point of the sequence is equal to zero. Let be such a point, then, is the limit of a subsequence of . Write , where is a matrix in family . There exists an index such that, for infinitely many indices , we have . Even if we have to renumber the matrices of family , we can suppose that and, even if we have to work with a subsequence of , we can write . We write and, in exactly the same manner as in the proof of Theorem II.5, we prove that .
We now make the following induction hypothesis: . For infinitely many indices , we can find in the sequence , terms which write where is a product of exponentials of matrices taken in the set . Writing , we have because . Thus, . Since , if we suppose that , we are led to a contradiction in the same way as above. We have thus proved that , or equivalently, that . According to Assumption II.1, this set is {0} and so . To conclude this section, we shall illustrate the different concepts of dwell-time presented in this paper through simple examples. We take a family reduced to two matrices and we denote by (respectively, ) the lengths of the intervals on which mode 1 (respectively, 2) is activated. If we take , then mode 1 satisfies the strong dwell-time assumption. Consider now a switching law such that ; clearly , so mode 1 does not satisfy the strong dwell-time assumption. Nevertheless, if we take four consecutive intervals of activation, on one of these, the time of activation of mode 1 is greater than one, so mode 1 satisfies the dwell-time assumption. Finally let and consider a command law such that, for , . Clearly, mode 1 does not satisfy the strong dwell-time assumption but it satisfies the weak dwell-time assumption. Now this mode does no more satisfy the dwell-time assumption. Indeed, let ; if is large enough and odd, we can find consecutive intervals of activation whose indices are such that ( denotes the integer part of ); for the intervals with an odd index, we have which can be made arbitrarily small as tends to infinity.
III. SOME PROPERTIES OF THE -LIMIT SET
A. General Considerations
In this section, we introduce the following new assumption. Assumption III.1 (Permanent Activation): We say that the mode satisfies the permanent activation hypothesis if , where denotes the Lebesgue measure. We begin with proving an easy result. Proposition III.2: A control law which satisfies Assumption III.1 for every mode being given, the set of points such that is equal to {0} is a subspace of with dimension at least one. This implies that the set of points such that does not reduce to {0} is either empty or open and dense.
Proof: Obviously the set of points such that is a subspace of ; moreover, the solution of (I3) issued from can be written as where is a product of exponentials of matrices taken in family . Up to a subsequence of , we can assume that . In this case, and we deduce from (III3) that which leads to negative if is chosen large enough which is impossible.
We prove here a proposition announced in the previous section and stating a result of convergence to zero in the two-dimensional case.
Proposition III.6: In the two-dimensional case , if every mode of system (I3) satisfies Assumptions II.1 and II.7, then for every . Proof: Take , the -limit set is included in . Due to Assumption I.2, the sets are zero or one-dimensional subspaces of , so their intersection with gives a set of isolated points. Assume that , then it is included on a circle with center the origin and radius ; moreover due to Assumption III.1, it is also included in the union . Therefore is included in a finite set of points located on the circle. As is a connected set, we deduce that is a single point that we shall denote by . Take , due to Assumption II.7, we can find a sequence tending to infinity such that we can write with . Reasoning as in the proof of Theorem II.5, we deduce that the limit of as tends to infinity belongs to but this limit is equal to . So we proved that (due to Assumption II.1).
Remark: One could wonder if Assumption II.7 could be replaced by Assumption III.1 in the above proposition. We do not know the answer to this question.
In order to give a more precise description of the -limit set, we shall assume that the different modes are well distributed. Roughly speaking, this means that the contribution of a given mode cannot be neglected with respect to the contributions of the other modes. Below is the precise definition.
Assumption III.7 (Persistent Activation): We shall say that the mode satisfies the "persistent activation" assumption if, for every sequence of intervals such that • the limit of as tends to infinity is equal to infinity; • there exists , such that for every ; • the limit of the number of commutations occurring in the interval tends to infinity as tends to infinity, we have . Proposition III. 8 We choose now a switch law such that the solution of (I3) (with ) is such that For this switch law, inequality (III6) shows that there exists an -limit point in the open ball and, if is chosen small enough this limit point is such that .
B. What Happens When is a Singleton
The following result is well known, but for the convenience of the reader we shall supply a simple proof.
Lemma as soon as index is large enough, so from (III9), we deduce (III10)
As
, the limit of the right-hand side of (III10) is 0, which leads to a contradiction.
Assume now that is an extraordinary point in , if is the limit of a sequence of ordinary points, we can assume that the sets of indices are all equal to a set . So, there exists a sequence of elements of such that
Now, as is compact, we can suppose that the sequence converges to and equality (III11) implies . If there exists an open neighborhood of such that is constituted by extraordinary points, let be a sequence of extraordinary points tending to , we can assume that all the subsets of indices are equal to and we can also assume that all the as well as belong to a same intersection of subspaces , reasoning as in the first part of this proof, we get the result stated in the proposition.
D. Nonconvergence to Zero of the Switched System Under Some Weak Hypothesis
The next two results show that Assumption III.7 is not sufficient to ensure the convergence to zero of system (I3) when the space is not reduced to zero. Proposition III. 18 [25, Lemma 7.23] ). This completes the proof.
IV. APPLICATION TO THE THREE-CELL CONVERTER
In this section we apply our theoretical result to the continuous-time model of the multilevel converter. Due to their particular importance for high-power industrial applications, multilevel converters have attracted increasing attentions in the last decades. Seeing that our present aim is to discuss neither modeling nor goals of such electronic devices, we refer the reader to [26] - [28] for a detailed discussion upon these issues.
For simplicity, we limit ourselves to the case of the three-cell converter although all our results are true for -cell converters with . Some particularity of the two-cell converter which follows from Proposition III.6 will be explained at the end of present section. 
A. Description of the System
The circuit topology of the three-cell converter is represented in Fig. 1 In order to achieve our goal, we build a Luenberger switched observer based on the load current measurement (other approaches are possible see for instance [29] - [31] . We want to know under which condition solutions to (IV1) converge to zero. All results from Section IV leading to convergence to zero being dwell-time based, we may wonder which type of dwell-time hypothesis are satisfied by the multi-cell chopper. Unfortunately, the different modes of the three-cell converter do not admit any dwell-time, only the switches do have one. In other words, one may switch from mode to mode in an arbitrarily small time, but one has to wait a positive minimum time between two switches of the same the switch. We thus consider the following assumption.
Assumption IV.1: (Switch dwell-time) The time elapsed between two commutations of the same switch has a positive inferior limit.
Notice that Assumption IV.1 implies that there exists at least one mode which satisfies the weak dwell-time Assumption II.7, but it turns out that its does not imply stronger assumptions on modes.
One may naturally wonder if Assumption IV.1 implies the convergence to zero of the solution to system (IV1). The answer is negative as we shall see in the next section.
Notice moreover that although (which shows that the three-cell converter satisfies the hypothesis of Proposition III.19), the counter example given by Proposition III.19 is no more valid since the dwell-time on switches has not been taken into account.
B. The -Limit Set of a Trajectory of the 3-Cell Converter Observer is Not Necessarily a Singleton
In the present section, we construct a trajectory of the -cell converter observer (IV1) whose -limit set is not a singleton. Moreover, we shall see that the trajectory can be constructed in such a way that Assumptions II.7, III.1, III.7 and IV.1 are satisfied.
First of all, let us rewrite system (IV1) in a simpler way. Notice that up to the change of coordinates and the time reparametrization (two transformations that do not change the topology of -limit sets), we may assume that all the 's have the form with and We now rewrite the system (IV1) using spherical coordinates defined by
It is easy to check that (IV2)
which shows in particular that as goes to infinity since goes to zero as goes to infinity. Heuristically speaking, this means that, approaching infinity, a trajectory of system (IV1) looses less in norm than it can win in angular position , which encourages us to believe that we can build a trajectory of system (IV1) whose -limit set is not a singleton.
Before beginning the construction of the trajectory, let us fix the set in which the trajectory will lie and some notation. We set:
• ) is counted as the first switching time. Once has been reached, in the same manner as for the -forward motion, we use the flows and to construct an -backward motion (with ) to go back to .
Step by step, we iteratively construct a switching trajectory of system (IV1) which is a concatenation of -motions where is a chosen sequence of positive numbers decreasing to zero. Let denote the number of commutations during an -motion. By construction, for every , we have • ; • ; • ; • . In the last equality corresponds to the value of at the last switching time of the -motion.
2nd
Step: Evaluation of the Number of Switching Times During an -Motion. One easily repeats on the time interval of an -motion a computation similar to (IV9) to conclude that from which it follows that: (IV10) with . 3rd
Step: Evaluation of the Loss in Norm. The last thing we have to do is to evaluate the loss in norm along the whole trajectory. Let us first estimate the loss in norm during an -motion. Denote by the time intervals corresponding to this motion. Set . According to (IV2), (IV8) and (IV10), one infers that where . Consequently, the loss in norm up to time is and, passing to the limit as tends to infinity, we get which can be made strictly less than . In such a case, and by construction, which is not a singleton. 4th and Last Step: Fulfilling Assumption IV.1. The constructed trajectory violates Assumption IV.1 (switch dwell-time). We show here that we can slightly modify this trajectory so that it will respect the dwell-time on switches. Notice that during a forward motion the commutation from to involves only the use of switch . Thus, at every switching time , instead of switching back to we can switch to using the switch . Since , we have for every positive . Choosing greater than the switch dwell-time shows that any forward -motion can be made respecting Assumption IV.1. The reader can easily check that the same can also be done for every backward -motion. Consequently, we can assume that the constructed trajectory satisfies Assumption IV.1. Even more, by complicating somewhat the way we construct the trajectory, each matrix of family can be employed in such a way that Assumption III.7 (persistent activation) is satisfied.
Final Remarks: It is easy to see that one can construct trajectories of system (IV1) whose -limit sets do not reduce to a singleton, and which satisfy both the weak dwell-time and the switch dwell-time assumptions. Such trajectories can be constructed as soon as the number of cells in the converter is greater or equal to three. When the number of cells is smaller or equal to two, Proposition III.6 shows that the weak dwell-time (Assumption II.7) is sufficient to insure the convergence of the trajectories to zero.
A signal which satisfies the condition of dwell-time for every mode (Assumption II.4) is contained in the set denoted by in [10] , [13] , [14] . Notice that the signal in the above example can be adapted in such a way that it belongs to the set . So the dwell-time notion introduced in [10] , [13] , [14] is weaker than ours but it does not imply the convergence of the state to the origin.
