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Abstract
Variable neighborhood search (VNS) metaheuristic as presented in Festa et al. [Randomized heuristics for the MAX-CUT
problem, Optim. Methods Software 17 (2002) 1033–1058] can obtain high quality solution for max-cut problems. Therefore, it is
worthwhile that VNS metaheuristic is extended to solve max-bisection problems. Unfortunately, comparing with max-cut problems,
max-bisection problems have more complicated feasible region via the linear constraint eTx = 0. It is hard to directly apply the
typical VNS metaheuristic to deal with max-bisection problems. In this paper, we skillfully combine the constraint eTx= 0 with the
objective function, obtain a new optimization problem which is equivalent to the max-bisection problem, and then adopt a distinct
greedy local search technique to the resulted problem. A modiﬁed VNS metaheuristic based on the greedy local search technique
is applied to solve max-bisection problems. Numerical results indicate that the proposed method is efﬁcient and can obtain high
equality solution for max-bisection problems.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let G(V ;E;W) be an undirected weighted graph, where V = {1, . . . , n} is the set of nodes, E is the set of edges,
and W = (wij )n×n is its symmetric weighted adjacency matrix with wij > 0 for (i, j) ∈ E and wij = 0 for (i, j) /∈E.
The max-cut problem consists in ﬁnding a partition of the set V into two subsets (S1, S2), such that the sum of the
weights of edges with endpoints in different subsets is maximized, i.e., max
∑
i∈S1,j∈S2 wij . The max-cut problem can
be formulated by assigning each node a binary variable xi ∈ {−1, 1}
(MC) max h(x) = 1
4
∑
i,j
wij (1 − xixj )
s.t. xi ∈ {−1, 1}, i = 1, . . . , n.
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When the constraint |S1|=n/2 is added to the problem (MC) for evenn, themax-cut problembecomes themax-bisection
problem. Hence the max-bisection problem can be expressed as
(MB) max f (x) = 1
4
∑
i,j
wij (1 − xixj )
s.t. eTx = 0,
x ∈ {−1, 1}n,
where e ∈ Rn is all ones vector. The constraint eTx = 0 ensures that |S1| = |S2| = n/2. In the remainder of this paper,
if without special statement, n is viewed as even.
The max-cut problem is NP-hard [13], so is the max-bisection problem. Because it is unlikely that there exist efﬁcient
algorithms for NP-hard problems, some typical algorithms, such as -approximation algorithm [7] and continuation
algorithm [15], have been proposed to solve the max-bisection problem. Based on the following semideﬁnite relaxation
of problem (MB)
(SMB) max L · X
s.t. Diag(X) = e,
eeT · X = 0,
X0.
Frieze and Jerrum [7] extended Goemans–Willamson [8] approach to the max-bisection problem and obtained a
randomized 0.651-approximation algorithm, where L= 14 (Diag(We)−W),X ∈ Rn×n is a symmetric matrix, L ·X=
trace(LX) is thematrix inner product, andX0means thatX is positive semideﬁnite.Ye [16] improved the performance
ratio to 0.699 by combining the Frieze–Jerrum approach with rotation argument that is applied to the optimal solution
of the semideﬁnite relaxation of the problem. Halperin and Zwick [9] further improved the approximation ratio to
0.7016 by adding “triangle inequalities” to the problem (SMB). Recently, one of the authors of this paper proposed
a feasible direction algorithm without linear search in which the max-bisection problem was relaxed into a quadratic
programming problem with nonlinear constraints (see [15])
(XMB) max xTLx
s.t. F (1 − xj , 1 + xj )0, j = 1, . . . , n,
eTx = 0,
‖x‖2 = 1,
where
F (a, b) =
√
a2 + b2 − (a + b), a, b ∈ R
is the Fischer–Burmeister function. An obvious advantage of this algorithm is that there need not be linear search in
each iteration, which greatly reduces the CPU-time of the algorithm running.
In this paper, we will design a variable neighborhood search (VNS) metaheuristic to solve max-bisection problems.
In many literatures, such as [1,3,6], VNS metaheuristic was reported to solve max-cut problems and some high quality
solutions of max-cut problems can be obtained. Therefore, it is worthwhile that VNS metaheuristic is extended to solve
max-bisection problems. Compared with the problem (MC), max-bisection problems have more complicated feasible
region via the constraint eTx = 0. Hence it is difﬁcult for problem (MB) to apply directly the VNS metaheuristic.
We skillfully combine the constraint eTx = 0 with the objective function, obtain a new optimization problem which
is equivalent to problem (MB), and then adopt a distinct greedy local search technique to the resulted problem. A
pure modiﬁed VNS metaheuristic based on the greedy local search technique is applied to solve the resulted problem.
Numerical results indicate that the method is efﬁcient.
The remainder of this paper is organized as follows. In Section 2, we recall VNS metaheuristic for max-cut problems.
In Section 3, a modiﬁed VNS metaheuristic is proposed for max-bisection problems. The statement of the different
local search is arranged in Section 4. Numerical results and comparisons are reported in Section 5.
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2. Recalling VNS for max-cut problems
This section recalls the main features of VNS metaheuristic. This metaheuristic, which was originally proposed by
Hansen and Mladenovíc [14,10], is based on the exploration of a dynamic neighborhood model. Each step has three
major phases: neighbor generation, local search and shaking.Unlike othermetaheuristics based on local searchmethods,
VNS allows the change of the neighborhood structure during the search. VNS increasingly explores neighborhoods of
the current best found solution x. The basic idea of VNS is to change the neighborhood structure when the local search
is trapped on a local minimizer.
Let x ∈ {−1, 1}n be the current solution of problem (MC) and write Nk(x)={y : ‖y−x‖1 =∑ni=1 |yi −xi |=2k} ⊂{−1, 1}n, k = 1, 2, . . . , n to denote the kth order neighborhood of x. In the ﬁrst phase of VNS, a neighbor x′ ∈ Nk(x)
is generated randomly. Next, a solution, x′′ say, is obtained by applying local search to x′. Finally, the current solution
jumps from x to x′′ if it improves the former one. Otherwise, the order k of the neighborhood is increased by one and the
above steps are repeated until some stopping condition is met. A typical VNS procedure is illustrated by the following
algorithm (VNS).
Algorithm (VNS).
Step 1. (Initialization) Arbitrarily choose a point x ∈ {−1, 1}n as an initial solution, calculate h(x), set k = 1.
Step 2. If k < kmax(n), choose randomly an x′ ∈ Nk(x), local search from x′ obtaining a solution x′′.
Step 3. If h(x′′)>h(x), then set x = x′′, and k = 1, goto Step 2, otherwise set k = k + 1, goto Step 2.
The local search phase is based on the following neighborhood structure. Let (S1, S2) be the current partition of a
given graph. For each node i ∈ V we associate a new partition (S1′, S2′):
(S1′, S2′) = N(S1, S2) =
{
S1\{i}; S2 ∪ {i} if i ∈ S1,
S1 ∪ {i}; S2\{i} if i ∈ S2.
Let x be a solution. Note that S1 = {i | xi = 1}, and we deﬁne for each node i ∈ V the functions  associated with
solution x as
(i) =
∑
j∈S1
wij −
∑
j∈S2
wij = (wi )Tx, (1)
where the vector wi is the ith column of matrix W . In order to improve the value h(x), a node i makes a movement
from a subset of V to another subset in the following two situations:
(1) if i ∈ S1 ∧ (i)> 0, then S1 = S1\{i}, S2 = S2 ∪ {i},
(2) if i ∈ S2 ∧ (i)< 0, then S2 = S2\{i}, S1 = S1 ∪ {i}.
All possible movements are examined. The current solution is replaced by its best improving neighbor solution. The
search stops after all possible movements have been evaluated and no improving neighbor is found. The local search
can be stated by the following Algorithm (LSMC).
Algorithm (LSMC).
Step 1. Input a solution x, set i = 1.
Step 2. If in, the next Step, otherwise stop.
Step 3. If xi = 1 that implies i ∈ S1, and if (i)> 0, then set xi =−1, and i = 1, goto Step 2, otherwise if (i)0,
set i = i + 1 goto Step 2.
Step 4. If xi =−1 that implies i ∈ S2, and if (i)< 0, then set xi =1, and i =1, goto Step 2, otherwise if (i)> 0,
set i = i + 1, goto Step 2.
This local search procedure tests all possible movements for each node between S1 and S2 and vice versa. Therefore,
the current solution is replaced by the best solution found in the neighborhood structure deﬁned above. The procedure
ends when no possible neighbor movement improves the current solution.
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In Algorithm (VNS), the quality of an obtained solution x depends on the integer kmax; the larger the kmax is, the
better the solution x may be. However, by Step 2, it is possible that a better solution in Nkmax+j (x′)(1jn − kmax)
may be missed. In order to overcome the possible problem, we propose a kind of random k-neighborhood local search
in the following section.
3. A modiﬁed VNS metaheuristic for max-bisection problems
In this section, we modify VNS metaheuristic to solve max-bisection problems. It is difﬁcult for max-bisection
problems to apply directly the VNS metaheuristic via the constraint eTx = 0. Therefore, we transfer ﬁrst the problem
(MB) into an equivalent quadratic optimization problem which has the same feasible region as the problem (MC) and
then apply modiﬁed VNS metaheuristic to solve the optimization problem.
Let max(L) denote the maximum eigenvalue of Laplace matrix L and let  = 14nmax(L). Consider the following
quadratic optimization problem:
(QMB) max F(x) = xTLx − xTeeTx = xT(L − eeT)x = xTCx
s.t. x ∈ {−1, 1}n,
where C = (cij )n×n = L − eeT.
Theorem 3.1. Let x∗∗ be an optimization solution of problem (QMB). Then x∗∗ is also an optimization solution of
problem (MB), and problems (QMB) and (MB) have the same optimization value.
Proof. Let x∗ be an optimization solution of problem (MB). It is sufﬁcient to show that f (x∗∗)=F(x∗∗)= f (x∗) and
eTx∗∗ = 0.
Since x∗∗ is an optimization solution of problem (QMB) and x∗ is a feasible solution of (QMB),
F(x∗∗) = x∗∗TLx∗∗ − x∗∗TeeTx∗∗
x∗TLx∗ − x∗TeeTx∗ = x∗TLx∗ = f (x∗)> 0. (2)
If eTx∗∗ 	= 0, then x∗∗TeeTx∗∗4. By the semideﬁnite positive L, we have
x∗∗TLx∗∗ max
x∈{−1,1}n
xTLx max
‖x‖=√n
xTLx
= n max‖x‖=1 x
TLx = nmax(L)
 14nmax(L)x
∗∗TeeTx∗∗ = x∗∗TeeTx∗∗.
It follows thatF(x∗∗)=x∗∗TLx∗∗− 14nmax(L)x∗∗TeeTx∗∗0, which contradictsF(x∗∗)f (x∗)> 0. Thus eTx∗∗=0,
which implies x∗∗ is a feasible solution of (MB). So
f (x∗∗) = F(x∗∗) = x∗∗TLx∗∗x∗TLx∗ = f (x∗).
Combining (2), we have f (x∗∗) = F(x∗∗) = f (x∗) and eTx∗∗ = 0. 
This theorem shows that, instead of directly solving problem (MB), we can also obtain an optimization solution of
it by solving problem (QMB).
For any feasible solution x of problem QMB, let S1, S2 be its associated partition and Cut(S1, S2)=∑i∈S1,j∈S2 wij .
Assume that node i ∈ S1. Then the quantity (i) given in (1) is the change value of Cut(S1, S2) when the node i is
removed from S1, which is the following result.
Theorem 3.2. If i ∈ S1, and denoting S1′ = S1\{i}, S2′ = S2 ∪ {i}, then
(i) = Cut(S1′, S2′) − Cut(S1, S2).
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Proof. For node i ∈ S1, let
P(i) =
∑
k∈S1,k 	=i,j∈S2
wkj ,
then
Cut(S1, S2) = wS2(i) + P(i),
where wS2(i) =∑j∈S2 wij . Let wS1(i) =∑j∈S1,j 	=i wij , then, note that S1′ = S1\{i}, S2′ = S2 ∪ {i},
Cut(S1′, S2′) = wS1(i) +
∑
k∈S1′,j∈S2′,j 	=i
wkj
= wS1(i) +
∑
k∈S1\{i},j∈S2′=S2∪{i},j 	=i
wkj
= wS1(i) +
∑
k∈S1,k 	=i,j∈S2
wkj
= wS1(i) + P(i).
Thus, it follows from equality (1) that
Cut(S1′, S2′) − Cut(S1, S2) = wS1(i) − wS2(i) = (i). 
Hence, for ﬁxed a point x ∈ {−1, 1}n, the associated cut value Cut(S1, S2) is ﬁxed, that is, the larger the (i),
the larger the Cut(S1′, S2′). By the fact and Theorem 3.1, we can design an algorithm for solving (MB) using VNS
metaheuristic as follows.
Algorithm (VNSMB).
Step 1. (Initialization) Arbitrarily choose a point x ∈ {−1, 1}n as an initial solution, compute F(x), set k = 1.
Step 2. If k < kmax(n), choose randomly an x′ ∈ NI(k)(x), local search from x′ obtaining a solution x′′. Otherwise
set x∗ = x and return x∗, goto Step 4.
Step 3. If F(x′′)>F(x), then set x = x′′, and k = 1, goto Step 2, otherwise set k = k + 1 goto Step 2.
Step 4. (Constructing a bisection) Let S1 be a partition associated with x∗.
(a) If |S1| = n/2, then output S1 as an optimization bisection partition and stop.
(b) If |S1|>n/2, then for each node i ∈ S1, compute (i) by (1) and rearrange the set S1={i1, i2, . . . , i|S1|},
where (i1)(i2) · · · (i|S1|).
Let S1 = {i1, i2, . . . , in/2}.
(c) If |S1|<n/2, then set x∗ = −x∗, goto Step 2(b).
In Step 4, to construct a good bisection, we use Theorem 3.2. An alternative approach of constructing a bisection can
be found in [7,16], see also [15]. For instance, Frieze et al. [7] evaluated (i)=∑j /∈S1 wij , and S1 = {i1, i2, . . . , i|S1|}
satisfying (i1)(i2) · · · (i|S1|), set S1={i1, i2, . . . , in/2}. Note that (i)=∑j∈S1 wij −(i); thus when (i|S1|)
is the minimization in all (i), it cannot ensure that (i|S1|) is the maximization in all (i). In other words, when i|S1| is
removed from S1, the increment Cut(S1′, S2′)−Cut(S1, S2)0 is notmaximumor |Cut(S1′, S2′)−Cut(S1, S2)|may
not be minimum. Therefore, for the same initial partition S1, the value Cut(S1′, S2′) obtained by Step 5 in Algorithm
(CMB) is not less than that obtained by Frieze et al. (see Algorithm (BISECT) [7]).
We note that there exist some distinct places at Step 2, random choose point x′, of Algorithms (VNS) and (VNSMB).
Generally speaking, the kmax is not necessary greater than n/2 by the symmetry structure of the set {−1, 1}n and the
fact that F(−x)=F(x) for any x ∈ {−1, 1}n. But when n is large and kmax>n/2, some better solutions in Nkmax+j (x)
(1jn/2 − kmax) may not be found. Let m= [n/(2kmax)] and k0 = n/2 −mkmax. We divide the set {1, 2, . . . , n/2}
into kmax disjoint subsets of {1, 2, . . . , n/2}, where each subset of the ﬁrst kmax − k0 subsets has m integers and each
subset of last k0 subsets has m + 1 integers. For any integer k(kmax), let
I (k) = (k − 1) · m + [c · m] + 1, k = 1, 2, . . . , kmax − k0
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or
I (k) = (kmax − k0)m + [(m + 1) · c] + 1 + (m + 1)(k − (kmax − k0) − 1)
= [(m + 1) · c] + 1 + (m + 1)(k − 1) − (kmax − k0), k = kmax − k0 + 1, . . . , kmax − k0 + j, . . . , kmax.
then we can randomly choose a point x′ in NI(k)(x) instead of Nk(x), where c ∈ (0, 1) is a random number from
uniform distribution U(0, 1).
4. Local search for problem (QMB)
Because problem (QMB) has different objective function from (MC), a minimizer of function h(x) obtained by
Algorithm (LSMC) may not be a minimizer of function F(x), since the minimizer of function h(x) may not satisfy the
constraint eTx = 0. In order to overcome the disadvantage, in this section, a distinct local search for (QMB) will be
proposed.
Given x = (x1, . . . , xn)T ∈ {−1, 1}n, let xp = (xp1 , . . . , xpp , . . . , xpn )T satisfy xpi = xi , for i = 1, 2, . . . , n, i 	= p;
x
p
p = −xp. Write (p) to denote the difference between F(xp) and F(x), then
(p) = F(xp) − F(x) = (xp)TCxp − (x)TCx
= − 4
n∑
i=1,i 	=p
xicipxp, p = 1, 2, . . . , n. (3)
Calculate
(i∗) = max{(p) : p = 1, 2, . . . , n}. (4)
If (i∗)0, then x is a local maximizer of F . Otherwise xi∗ satisﬁes F(xi∗)>F(xp), for all p = 1, 2, . . . , n (or for
xp ∈ N(x)\{x}, p = 1, 2, . . . , n).
After xi∗ is obtained, the local search can be continued at the point xi∗ . Assume that the index i∗ satisﬁes (4), that is
xi∗ = (xi∗1 , . . . , xi∗i∗ , . . . , xi∗n )T = (x1, . . . ,−xi∗ , . . . , xn)T
for p 	= i∗, p = 1, . . . , n. Let xp,i∗ = (x1, . . . ,−xp, . . . ,−xi∗ , . . . , xn)T; then
(p, i∗) = F(xp,i∗) − F(xi∗) = (xp,i∗)TC(xp,i∗) − (xi∗)TC(xi∗)
= − 4
n∑
i=1,i 	=p
x
i∗
i cipx
i∗
p
=(p) − 8xi∗i∗ ci∗pxi∗p
=(p) + 8xi∗ci∗pxp (p 	= i∗), (5)
where (p) is given in (3). If (p, i∗)0, for all p = 1, 2, . . . , n, p 	= i∗, then xi∗ is the local maximizer of F .
Otherwise, we calculate (p∗, i∗) = maxp {(p, i∗) : p = 1, 2, . . . , n, p 	= i∗}, set xi∗ = xp∗,i∗ , i∗ = p∗, and repeat
the above process until a local maximizer of F is found. We summary the local search as the following Algorithm
(LSQMB).
Algorithm (LSQMB).
Step 1. For any given initial point x, set F = F(x).
Step 2. Calculate
(p) = −4
n∑
i=1,i 	=p
xicipxp, p = 1, 2, . . . , n.
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Table 1
The numerical comparisons of 0.699-approximate algorithm with modiﬁed VNS metaheuristic with n = 100, kmax = 25
Pro. p UB 0.699 VNS
F ∗Y tY F ∗ t 
P1 0.1 175 166 10.31 166 1.17 0.9486
P2 0.1 181 172 10.97 171 0.94 0.9448
P3 0.1 151 142 12.24 142 1.19 0.9404
P4 0.3 439 416 10.68 421 1.63 0.9590
P5 0.3 389 368 12.74 371 1.58 0.9537
P6 0.3 438 413 11.38 419 1.77 0.9566
P7 0.5 619 582 12.55 592 1.60 0.9564
P8 0.5 644 620 11.90 623 2.22 0.9674
P9 0.5 648 616 11.72 628 1.75 0.9691
P10 0.7 886 839 10.77 844 1.50 0.9526
P11 0.7 837 791 12.13 799 1.45 0.9546
P12 0.7 862 824 12.72 830 1.52 0.9629
P13 0.9 1029 989 11.62 997 1.50 0.9689
P14 0.9 1077 1048 12.64 1051 1.57 0.9759
P15 0.9 1067 1010 10.77 1020 1.59 0.9560
Table 2
The numerical comparisons of 0.699-approximate algorithm with modiﬁed VNS metaheuristic with n = 150, kmax = 35
Pro. p UB 0.699 VNS
F ∗Y tY F ∗ t 
P16 0.1 372 346 45.28 345 4.42 0.9274
P17 0.1 357 328 41.12 332 3.58 0.9300
P18 0.1 347 325 39.90 324 4.45 0.9337
P19 0.3 907 850 45.36 856 4.96 0.9438
P20 0.3 898 831 47.15 838 4.38 0.9332
P21 0.3 906 847 48.57 856 4.45 0.9448
P22 0.5 1367 1280 44.45 1313 4.98 0.9605
P23 0.5 1365 1285 42.61 1299 3.96 0.9516
P24 0.5 1336 1256 46.74 1272 4.28 0.9521
P25 0.7 1819 1706 42.95 1743 3.37 0.9582
P26 0.7 1863 1780 42.79 1776 5.19 0.9533
P27 0.7 1859 1765 43.12 1769 5.10 0.9516
P28 0.9 2171 2055 85.19 2076 3.74 0.9562
P29 0.9 2244 2139 42.76 2167 4.07 0.9657
P30 0.9 2274 2167 38.78 2184 4.84 0.9604
Step 3. Calculate
(i∗) = max{(p) : p = 1, 2, . . . , n}.
Step 4. If (p∗)0, then return x as a local maximizer of F and stop.
Step 5. Set F = F + (i∗), calculate
(p) =
{
(p) + 8xi∗ci∗pxp, p 	= i∗,
−(p), p = i∗.
set xi∗ = −xi∗ , goto Step 3.
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Table 3
The numerical comparisons of 0.699-approximate algorithm with modiﬁed VNS metaheuristic with n = 200, kmax = 50
Pro. p UB 0.699 VNS
F ∗Y tY F ∗ t 
P31 0.1 640 589 122.92 595 9.02 0.9297
P32 0.1 595 548 145.22 555 8.98 0.9328
P33 0.1 600 562 111.28 560 9.57 0.9333
P34 0.3 1549 1442 122.64 1471 8.63 0.9496
P35 0.3 1533 1418 122.34 1453 9.76 0.9478
P36 0.3 1489 1379 111.10 1408 8.26 0.9456
P37 0.5 2330 2202 144.99 2241 9.78 0.9618
P38 0.5 2340 2206 123.01 2225 8.53 0.9509
P39 0.5 2366 2237 133.49 2267 9.82 0.9582
P40 0.7 3155 2980 133.55 3033 7.71 0.9613
P41 0.7 3150 2967 133.93 3008 8.81 0.9549
P42 0.7 3084 2928 156.10 2953 9.60 0.9575
P43 0.9 3841 3673 121.93 3679 9.55 0.9578
P44 0.9 3918 3725 133.37 3782 9.52 0.9653
P45 0.9 3736 3554 133.64 3593 10.60 0.9617
Table 4
The numerical comparisons of 0.699-approximate algorithm with modiﬁed VNS metaheuristic with n = 300, kmax = 80
Pro. p UB 0.699 VNS
F ∗Y tY F ∗ t 
P46 0.1 1310 1185 698.98 1222 31.07 0.9328
P47 0.1 1292 1174 639.67 1197 24.82 0.9265
P48 0.1 1312 1198 705.41 1215 31.40 0.9261
P49 0.3 3248 3012 719.70 3090 31.63 0.9514
P50 0.3 3251 3032 838.85 3098 29.81 0.9529
P51 0.3 3266 3044 778.51 3104 25.89 0.9504
P52 0.5 5122 4799 716.50 4881 24.90 0.9529
P53 0.5 5140 4838 857.26 4918 32.84 0.9568
P54 0.5 5142 4822 856.38 4907 26.43 0.9542
P55 0.7 6744 6359 787.55 6472 17.30 0.9597
P56 0.7 6692 6307 863.21 6433 31.83 0.9613
P57 0.7 6846 6524 788.69 6560 30.61 0.9582
P58 0.9 8381 7964 733.11 8072 24.29 0.9631
P59 0.9 8224 7820 794.12 7926 28.99 0.9638
P60 0.9 8420 8020 726.24 8094 24.48 0.9613
5. Experimental results
This section describes the obtained experimental results for max-bisection problems using the proposed modiﬁed
VNS metaheuristic. We also show a quantitative comparison with 0.699-approximate algorithm applied to the same
problem. The computational experiments are performed in an Intel Pentium 4 processor at 1.7GHz, with 256MB of
RAM and all algorithms are coded in Matlab. The test problems are generated randomly by the following way. Let
p ∈ (0, 1) be a constant and r ∈ (0, 1) be a random number. If rp then there is an edge between nodes i and j with
weight wij , that is, a random integer between 1 and 10. Otherwise, wij = 0, that is there is no edge between nodes i
and j .
To compare the proposed algorithm in this paper with one of the well-known existing 0.699-approximate algo-
rithms, we solve the problem (SMB) using the Matlab software package for semideﬁnite programming, SDPPACK [2].
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To avoid the effect of initial points, for each test problem, we run 0.699-approximate algorithm and the modiﬁed
VNS method 10 times, respectively. In the numerical presentations of the following tables, UB is the optimal value
of problem (SMB), i.e., it is an upper bound of problem (MB). F ∗Y stands for the largest lower bound obtained by
0.699-approximate algorithm, and F ∗ the largest lower bound obtained by modiﬁed VNS metaheuristic in the 10 tests.
tY and t are the average times associated with the two algorithms in the 10 tests. =F ∗/UB can reﬂect that how close
is the obtained solution to the optimal solution. In our test problems, for given n and p, we randomly generate three
graphs with different weight matrixW . There are 60 examples tested and the numerical results of n=100, 150, 200 and
300 are reported in Tables 1–4, respectively. In table 1, the graph instances of n = 100 are computed with kmax = 25;
In table 2, the instances of n = 150 are computed with kmax = 35; In table 3, the instances of n = 200 are computed
with kmax = 50; In table 4, the instances of n = 300 are computed with kmax = 80. From the comparisons, one may
observe that not only the modiﬁed VNS method can obtain a better solution than 0.699-approximate algorithm for most
test problems, but also the elapsed CPU-time of modiﬁed VNS method is much less than that of 0.699-approximate
algorithm for all test problems.
6. Conclusions
A modiﬁed VNS metaheuristic is proposed to solve max-bisection problems, which extends the typical VNS meta-
heuristic as presented in literatures. Numerical experiments indicate that the modiﬁed VNS metaheuristic is efﬁcient
and can obtain a very high quality solution. By combining Theorem 3.1, it is not hard to extend other random heuristics,
such as Pure GRASP, Hybrid GRASP with path-relinking, hybrid VNS with path-relinking and hybrid GRASP with
VNS stated in [6], to max-bisection problems.
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