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Resumo
Definimos o Laplaciano e a Curvatura Escalar sobre uma variedade M
e os invariantes de Yamabe e de Perelman. Provamos que eles sa˜o iguais
quando o primeiro e´ na˜o positivo e que o Invariante de Perelman e´ igual a
+∞ quando o invariate de Yamabe e´ positivo.
Abstract
We define the Laplacian and the Scalar Curvature of a manifold M and
the invariants of Yamabe and Perelman. We prove that they are equal when
the first is non-positive and that Perelman’s invariant is equal to +∞ when
the Yamabe invariant is positive.
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Introduc¸a˜o
O estudo da geometria e´ muito antigo. Desde os primo´rdios a tarefa
de medir comprimentos, a´reas e volumes tem importancia pra´tica nas mais
diversas atividades humanas, desde a agricultura ate´ a fabricac¸a˜o de vestes.
Os elementos de Euclides, que tem mais de 2000 anos, reu´nem o conhecimento
geome´trico que havia sido construido ate´ a e´poca em que foi escrito. Esse
conhecimento resolvia muitos problemas envolvendo poligonos e c´ırculos, mas
na˜o todos.
Com o advento do Plano Cartesiano e da Geometria Anal´ıtica muitos
dos problemas que resistiam a`s ferramentas da Geometria Euclideana foram
resolvidos, mas estas ferramentas sa˜o eficientes apenas no estudo de retas,
c´ırculos e algumas curvas simples.
O Ca´lculo Diferencial e Integral de Newton e Leibniz resolve muitos des-
tes problemas, calculando comprimentos de curvas, a´reas de superf´ıcies, e
volumes de so´lidos que possam ser descritos como func¸o˜es. Para tais feitos
utiliza-se o conceito de derivac¸a˜o: no caso de uma func¸a˜o f : Rn → R, se
v, p ∈ Rn, a derivada de f no ponto p na direc¸a˜o de v e´ denotada por dfp(v)
e e´ dada por
dfp(v) = lim
t→0
f(p+ tv)− f(p)
t
.
Note que precisa-se da estrutura de espac¸o vetorial de Rn a fim de calcular
f no ponto p+ tv.
Considere no entanto o seguinte:
Exemplo 1. Sejam S2 a superf´ıcie de uma esfera e f : S2 → R a func¸a˜o que
descreva a temperatura em cada ponto da superf´ıcie. Dado um vetor v no
plano tangente a S2 no ponto p qual e´ a variac¸a˜o da temperatura em p na
direc¸a˜o de v?
As ferramentas de ca´lculo na˜o sa˜o suficientes para resolver tal problema
pois na˜o sabemos calcular f(p+ tv) para nenhum t 6= 0. Pelo mesmo motivo,
as ferramentas do Ca´lculo na˜o resolvem problemas ana´logos aos do Exemplo
1 para func¸o˜es definidas em superf´ıcies que na˜o sejam planas.
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Outro exemplo e´ a teoria da Relatividade Geral, na qual o espac¸o-tempo
tem 4 dimenso˜es mas na˜o e´ plano como R4 e portanto as ferramentas do
Ca´lculo sa˜o insuficientes para estuda´-lo de forma completa.
A incapacidade do Ca´lculo para lidar com superf´ıcies que na˜o sejam pla-
nas e´ apenas um motivo que mostra a importaˆncia de construir uma teoria
geral de superf´ıcies (e uma geometria) que independa do espac¸o ambiente
em que ela esta´ contida. Para tal introduziu-se o conceito de variedade dife-
rencia´vel:
Definic¸a˜o 0.0.1. Uma variedade diferencia´vel de dimensa˜o n e´ um espac¸o
topolo´gico de Hausdorff segundo conta´vel localmente homeomorfo ao Rn tal
que as aplicac¸o˜es de transic¸a˜o sejam suaves.
Para mais detalhes sobre esta definic¸a˜o o leitor pode consultar [2].
A maioria dos objetos que pensamos intuitivamente como superf´ıcies sa˜o
variedades diferencia´veis. Existem generalizac¸o˜es para as variedades de mui-
tos conceitos do Ca´lculo, e com eles podemos derivar e integrar func¸o˜es de-
finidas sobre estas variedades. Ale´m disso, se tivermos uma me´trica definida
sobre a variedade, isto e´, uma maneira de medirmos comprimentos e aˆngulos,
podemos fazer geometria sobre a variedade.
Contudo estudar tais variedades e´ bastante complexo. Descobrir quais
estruturas podem ser variedades e quais na˜o, ou tentar extrair caracter´ısticas
destas variedades, ou dividi-las em classes que tenham alguma caracter´ıstica
em comum sa˜o problemas que na˜o esta˜o completamente resolvidos.
Mas existem algumas ferramentas que nos permitem entender um pouco
mais destas variedades. Uma delas sa˜o os invariantes, func¸o˜es que associam
a cada variedade um nu´mero real (ou um grupo, ou uma variedade, ou uma
func¸ao) e sa˜o invariantes por difeomorfismos 1
Neste trabalho denotamos por sg a curvatura escalar e 4g o Laplaciano
associados a me´trica Riemanniana g. Definimos dois invariantes:
O invariante de Perelman
Definic¸a˜o 0.0.2. SejamM uma variedade diferenciavel fechada orientada n-
dimensional, n ≥ 3. Dada uma me´trica Riemanniana g sobre M , denotamos
o menor autovalor do operador 44g + sg por λg e o volume de M em relac¸a˜o
a esta me´trica por volg. O invariante de Perelman λ de M e´ definido
como
λ(M) := sup
g
λgvol
2
n
g ,
onde o sup e´ tomado sobre todas as me´tricas Riemannianas de M .
1Em topologia diferencial diz-se que duas variedades sa˜o a mesma se elas sa˜o difeomor-
fas.
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E o invariante de Yamabe
Definic¸a˜o 0.0.3. Seja M uma variedade diferenciavel fechada de dimensa˜o
n ≥ 3. Definimos o invariante de Yamabe (tambe´m conhecido como sigma
constante) de M como
Y(M) = sup
γ
Yγ = sup
γ
inf
g∈γ
∫
M
sgdµg(∫
M
dµg
)n−2
n
, (1)
onde o sup e´ tomado sobre as classes conformes (trataremos sobre estas
classes mais adiante) e o infimo sobre as todas as me´tricas na classe conforme
γ.
O primeiro surgiu em uns artigos de Perelman sobre o fluxo de Ricci ([9] e
[10]) e o segundo em trabalhos de de Kobayashi [6] e Schoen [13] influenciados
pelas ideias de Yamabe de encontrar me´tricas de curvatura escalar constante.
Assumimos que o leitor tem algum conhecimento sobre variedades di-
ferencia´veis e Geometria Riemanniana, os primeiros 5 cap´ıtulos de [2] e o
primeiro cap´ıtulo de [3] conte´m o que assumimos como ja´ conhecido pelo
leitor.
No primeiro cap´ıtulo definimos a curvatura escalar e introduzimos a notac¸a˜o
para a me´trica e outros objetos em coordenadas locais.
No segundo cap´ıtulo definimos a integrac¸a˜o a` Riemann sobre variedades
e o Laplaciano para func¸o˜es C∞(M). Em seguida uma ra´pida apresentac¸a˜o
sobre integrac¸a˜o a Lebesgue em variedades, espac¸os Lp(M) e teoria das dis-
tribuic¸o˜es. Por fim generalizamos o Laplaciano para estas func¸o˜es e o escre-
vemos em termos dos coeficientes de conexa˜o.
No terceiro cap´ıtulo definimos o invariante de Perelman e damos uma
fo´rmula para encontra´-lo. Em seguida estudamos um pouco do problema de
Yamabe e definimos o invariante de Yamabe. A u´ltima parte deste trabalho e´
baseada no artigo [1] no qual demonstra-se o seguinte fato: Estes invariantes
sa˜o iguais se o invariante de Yamabe e´ na˜o positivo e o invariante de Perelman
e´ igual a +∞ se o invariante de Yamabe e´ positivo. Este fato e´ um tanto
surpreendente pois tais invariantes vem de contextos distintos.
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Cap´ıtulo 1
Curvatura Escalar
Nosso objetivo neste cap´ıtulo e´ definir a curvatura escalar. Para isso
definiremos uma conexa˜o de Levi-Civita. A primeira sec¸a˜o e´ baseada no
cap´ıtulo 2 de [3] e a segunda sec¸a˜o e´ baseada no cap´ıtulo 4 de [3].
1.1 A conexa˜o de Levi-Civita
Denotamos X (M) o conjunto dos campos vetoriais suaves sobre M .
Definic¸a˜o 1.1.1. Uma conexa˜o afim ∇ em uma variedade diferencia´velM
e´ uma aplicac¸a˜o
∇ : X (M)×X (M)→ X (M)
denotada por (X, Y )
∇−→ ∇XY que, para todo X, Y, Z ∈ X (M) e f, g ∈
C∞(M), satisfaz as seguintes propriedades
1. ∇fX+gYZ = f∇XZ + g∇YZ
2. ∇X(Y + Z) = ∇XY +∇XZ
3. ∇X(fY ) = f∇XY +X(f)Y
Podemos tomar esta definic¸a˜o localmente:
Dados um ponto p ∈M e campos vetoriais X, Y ∈ X (M) tomemos uma
carta local (U, α), com α(q) = (x1(q), ..., xn(q)). Existem uma vizinhanc¸a
V ⊂ U de p e uma func¸a˜o suave f : M → [0, 1] tal que f(x) = 1 se x ∈ V e
f(x) = 0 se x ∈M\U . Assim, para qualquer ponto q ∈ V , temos
∇fX(fY ) = f 2∇XY + fX(f)Y = ∇XY,
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portanto a conexa˜o afim depende apenas do valor dos campos X e Y em uma
vizinhanc¸a de p, ou seja, a conexa˜o afim uma definic¸a˜o local.
Escrevendo X =
∑
i ai
∂
∂xi
e Y =
∑
j bj
∂
∂xj
temos
∇XY =
∑
ij
aibj∇ ∂
∂xi
∂
∂xj
+
∑
ij
ai
∂
∂xi
(bj)
∂
∂xj
.
Fazendo ∇ ∂
∂xi
∂
∂xj
=
∑
k Γ
k
ij
∂
∂xk
(estas func¸o˜es Γkij sa˜o chamadas de s´ımbolos
de Christoffel) temos
∇XY =
∑
k
(∑
ij
aibjΓij
k +X(bk)
)
∂
∂xk
.
Assim ∇XY (p) depende de ai(p), bk(p) e das derivadas X(bk)(p) de bk
segundo X, ou seja, depende apenas do valor do campo X no ponto p, de
uma curva tangente a X no ponto p (pois a derivada X(yk)(p) depende
apenas de uma destas curvas) e do campo Y em uma vizinhanc¸a do ponto p.
Portanto, dados p ∈ M , uma curva c(t) : I → M que passa por p, um
campo vetorial Xc sobre c e um campo vetorial Y ∈ X (M), faz sentido
escrever ∇XcY .
Teorema 1.1.2. Seja M uma variedade diferencia´vel com uma conexa˜o afim
∇. Enta˜o existe uma u´nica correspondeˆncia que associa a um campo vetorial
V ao longo de uma curva diferencia´vel c : I → M um outro campo vetorial
DV
dt
ao longo de c denominado derivada covariante de V ao longo de c, tal que,
se V,W sa˜o campos de vetores ao longo de c e f e´ uma func¸a˜o diferencia´vel
em I, temos:
1. D
dt
(V +W ) = DV
dt
+ DW
dt
2. D
dt
(fV ) = df
dt
V + f DV
dt
3. Se V e´ induzido por um campo de vetores Y ∈ X (M), isto e´, V (t) =
Y (c(t)), enta˜o DV
dt
= ∇dc/dtY ,
onde dc/dt = dc
(
d
dt
)
.
Demonstrac¸a˜o: Vamos supor que existe uma coorespondeˆncia satisfa-
zendo 1, 2 e 3. Sejam ϕ : U ⊂M → Rn um homeomorfismo com c(I)∩U 6= ∅
e (x1(t), ..., xn(t)) := ϕ ◦ c para todo t ∈ I. Podemos expressar localmente o
campo V como V =
∑
j v
j(t) ∂
∂xj
(c(t)).
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Por 1 e 2 temos
DV
dt
=
∑
j
dvj
dt
∂
∂xj
+
∑
j
vj
D
dt
(
∂
∂xj
)
.
Mas ∂
∂xj
define um campo vetorial sobre U enta˜o, por 3, temos
D
dt
(
∂
∂xj
)
= ∇dc/dt ∂
∂xj
= ∇şP
i
dxi
dt
∂
∂xi
ť ∂
∂xj
=
∑
i
dxi
dt
∇ ∂
∂xi
∂
∂xj
,
pois c(t) = ϕ−1(x1(t), ..., xn(t)) e da´ı
dc/dt = dϕ−1(x1(t), ..., xn(t))/dt = d[ϕ−1(x1(t), ..., xn(t))]
(
d
dt
)
= dϕ−1
(∑
i
dxi
dt
d
dxi
)
=
∑
i
dxi
dt
dϕ−1
(
d
dxi
)
=
∑
i
dxi
dt
∂
∂xi
Portanto
DV
dt
=
∑
i
dvj
dt
∂
∂xj
+
∑
ij
dxi
dt
vj∇ ∂
∂xi
∂
∂xj
. (1.1)
Se existe uma correspondeˆncia satisfazendo a`s condic¸o˜es do teorema, a
expressa˜o 1.1 nos mostra que ela e´ u´nica.
Para mostrar que tal correspondeˆncia existe, definamos DV
dt
em U por 1.1.
E´ imediato que 1.1 tem as propriedades desejadas. Se β : W → Rn e´ uma
outra vizinhanc¸a coordenada, com W ∩ U 6= ∅ e definirmos DV
dt
em W por
1.1 enta˜o, em W ∩ U , ambas as definic¸o˜es sa˜o iguais, pela unicidade de DV
dt
em U . Portanto podemos estender esta definic¸a˜o para todo M , o que conclui
a demonstrac¸a˜o.
¥
Definic¸a˜o 1.1.3. Seja M uma variedade diferencia´vel com uma conexa˜o
afim ∇. Um campo vetorial V ao longo de uma curva c : I →M e´ chamado
paralelo quando DV
dt
= 0 para todo t ∈ I.
Teorema 1.1.4. Seja M uma variedade diferencia´vel com uma conexa˜o afim
∇. Seja c : I →M uma curva diferencia´vel em M e V0 um vetor tangente a
M em c(t0), t0 ∈ I. Enta˜o existe um u´nico campo de vetores paralelo V ao
longo de c, tal que V (t0) = V0.
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Demonstrac¸a˜o: Suponhamos que o teorema foi provado para o caso em
que c(I) esta´ contido em uma vizinhanc¸a coordenada. Enta˜o, no caso geral,
temos que o segmento c([t0, t1]) ⊂ M (ou c([t1, t0])) para qualquer t1 ∈ I
pode ser coberto por um nu´mero finito de vizinhanc¸as coordenadas, em cada
uma das quais V pode ser definido por hipo´tese. Pela unicidade, as definic¸o˜es
coincidem nas intersec¸o˜es na˜o vazias, o que permite definir V para c([t0, t1]).
Deste modo podemos definir V (t) para todo t ∈ I. Enta˜o basta mostrar-
mos o teorema para o caso em que c(I) esta´ em U , onde (ϕ,U) e´ uma carta
de M .
Seja ϕ(c(t)) = (x1(t), ..., xn(t)) a expressa˜o local de c(t) e seja V0 =∑
j v
j
0
∂
∂xj
(c(t0)).
Suponhamos que existe um V em U que e´ paralelo ao longo de c com
V (t0) = V0. Enta˜o
∑
j v
j ∂
∂xj
satisfaz
0 =
DV
dt
=
∑
j
dvj
dt
∂
∂xj
+
∑
ij
dxi
dt
vj∇ ∂
∂xi
∂
∂xj
.
Escrevendo ∇ ∂
∂xi
∂
∂xj
na base ∂
∂xj
obtemos ∇ ∂
∂xi
∂
∂xj
=
∑
k Γ
k
ij
∂
∂xk
. Enta˜o obte-
mos
DV
dt
=
∑
k
{
dvk
dt
+
∑
ij
vj
dxi
dt
Γkij
}
∂
∂xk
= 0.
Formamos um sistema de n equac¸o˜es diferenciais ordina´rias em vk(t) para
k = 1, ..., n
DV
dt
=
dvk
dt
+
∑
ij
vj
dxi
dt
Γkij = 0. (1.2)
com a condic¸a˜o inicial vk(t0) = v
k
0 . Tal sistema e´ linear e portanto admite
uma u´nica soluc¸a˜o v(t) = (v1(t), ..., vn(t)) que esta´ definida em todo I.
Definindo V (t) =
∑
k v
k(t) ∂
∂xk
, onde v(t) = (v1(t), ..., vn(t)) e´ a soluc¸a˜o da
equac¸a˜o 1.2, temos que V tem as propriedades desejadas e e´ o u´nico campo
que as satisfaz.
¥
O campo V (t) encontrado no teorema acima e´ denominado transporte
paralelo de V0 ao longo de c.
Utilizaremos o seguinte produto de campos vetoriais. Sejam (M, 〈〈, 〉〉)
uma variedade Riemanniana e V,W ∈ X (M) definimos a func¸a˜o 〈〈V,W 〉〉 :
M → R como 〈〈V,W 〉〉(x) := 〈〈V (x),W (x)〉〉.
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Definic¸a˜o 1.1.5. Seja M uma variedade diferencia´vel com uma conexa˜o
afim ∇ e uma me´trica Riemanianna 〈〈, 〉〉. A conexa˜o e´ dita compat´ıvel
com a me´trica 〈〈, 〉〉 quando, para toda curva diferencia´vel c e quais-
quer pares de campos de vetores paralelos P e P ′ ao longo de c, tivermos
〈〈P (c(t)), P ′(c(t))〉〉 = k fixo para todo t ∈ I.
Teorema 1.1.6. Seja M uma variedade Riemanianna. Uma conexa˜o ∇ em
M e´ compat´ıvel com a me´trica se, e somente se, para todo par V e W de
campos de vetores ao longo da curva diferencia´vel c : I →M tem-se
d
dt
〈〈V,W 〉〉 =
〈〈
DV
dt
,W
〉〉
+
〈〈
V,
DW
dt
〉〉
, ∀t ∈ I. (1.3)
Demonstrac¸a˜o: (⇐=) Supomos que vale 1.3 enta˜o, dados campos
paralelos P e P ′ ao longo de c temos
d
dt
〈〈P, P ′〉〉 =
〈〈
DP
dt
, P ′
〉〉
+
〈〈
P,
DP ′
dt
〉〉
= 0
portanto, pelo teorema de existeˆncia e unicidade de EDO’s, 〈〈P, P ′〉〉 = k
constante.
(=⇒) Supomos que ∇ e´ compat´ıvel com a me´trica. Escolhamos uma base
ortonormal {P1(t0), ..., Pn(t0)} de Tc(t0)M . Pelo teorema 1.1.4 estendamos
cada um dos vetores Pi(t0) ao longo de c. Como ∇ e´ compat´ıvel com a
me´trica temos que 〈〈Pi(t), Pj(t)〉〉 = δij. Portanto {P1(t), ..., Pn(t)} e´ uma
base ortonormal de Tc(t)M para todo t ∈ I. Deste modo podemos escrever
V =
∑
i
viPi, W =
∑
i
wiPi,
onde vi e wi sa˜o func¸o˜es diferencia´veis em I para todo i.
Segue-se da´ı que
DV
dt
=
∑
i
dvi
dt
Pi +
∑
i
vi
dPi
dt
=
∑
i
dvi
dt
Pi
DW
dt
=
∑
i
dwi
dt
Pi +
∑
i
wi
dPi
dt
=
∑
i
dwi
dt
Pi.
Assim〈〈
DV
dt
,W
〉〉
+
〈〈
V,
DW
dt
〉〉
=
∑
i
(
dvi
dt
wi +
dwi
dt
vi
)
=
d
dt
(∑
i
viwi
)
=
d
dt
〈〈V,W 〉〉. ¥
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Corola´rio 1.1.7. Uma conexa˜o ∇ em uma variedade Riemanniana M e´
compat´ıvel com a me´trica se e somente se
X〈〈Y, Z〉〉 = 〈〈∇XY, Z〉〉+ 〈〈Y,∇XZ〉〉, ∀X, Y, Z ∈ X (M).
Demonstrac¸a˜o: (=⇒) Suponhamos que ∇ e´ compat´ıvel com a me´trica.
Seja p ∈M e sejam c : I →M uma curva diferencia´vel com c(t0) = p, t0 ∈ I
e com dc
dt
∣∣
t=t0
= X(p). Enta˜o
X(p)〈〈Y, Z〉〉 = dc
dt
∣∣∣∣
t=t0
〈〈Y, Z〉〉 = d
dt
〈〈Y (c(t)), Z(c(t))〉〉
∣∣∣∣
t=t0
=
〈〈
dY
dt
, Z
〉〉
+
〈〈
Y,
dZ
dt
〉〉∣∣∣∣
t=t0
= 〈〈∇dc/dtY, Z〉〉+ 〈〈Y,∇dc/dtZ〉〉
∣∣
t=t0
= 〈〈∇X(p)Y, Z〉〉p + 〈〈Y,∇X(p)Z〉〉p.
Como p e´ arbitra´rio segue o resultado.
(⇐=) Sejam P, P ′ campos paralelos sobre uma curva diferencia´vel c(t)
enta˜o
d
dt
〈〈P (c(t)), P ′(c(t))〉〉 =
〈〈
DP
dt
, P ′
〉〉
+
〈〈
P,
DP ′
dt
〉〉
= 0.
Como c(t) e´ uma curva arbitra´ria temos que 〈〈P, P ′〉〉 = k fixo, ou seja, a
conexa˜o e´ compat´ıvel com a me´trica.
¥
Podemos pensar, como no corola´rio anterior, em um campo vetorial X ∈
X (M), X = ∑i ai(x) ∂∂xi como um operador linear X : C1(M) → C(M)
definido por X(f) =
∑
i ai(x)
∂f
∂xi
. Pensando assim, dados dois campos
X, Y ∈ X (M), faz sentido pensar no operador XY , o qual na˜o e´ um campo
vetorial.
Contudo, calculando XY − Y X numa carta (Uα, xα)
XY f = X
(∑
j
bj
∂f
∂xj
)
=
∑
ij
ai
∂bj
∂xi
∂f
∂xj
+
∑
ij
aibj
∂2f
∂xi∂xj
,
Y Xf = Y
(∑
i
ai
∂f
∂xi
)
=
∑
ij
bj
∂ai
∂xj
∂f
∂xi
+
∑
ij
aibj
∂2f
∂xi∂xj
,
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assim
(XY − Y X)(f) =
∑
ij
(
ai
∂bj
∂xi
− bi∂a
j
∂xi
)
∂f
∂xj
.
Portanto XY − Y X esta´ unicamente definido em cada carta.
Assim dadas cartas (Uα, xα) e (Uβ, xβ) com Uα ∩ Uβ 6= ∅ temos que
(XY −Y X)(f) tem, na intersec¸a˜o, o mesmo valor em ambas as cartas. Desta
maneira podemos definir um campo vetorial XY − Y X globalmente sobre
M . Este campo e´ dado em coordenadas locais por
(XY − Y X)(f) =
∑
ij
(
ai
∂bj
∂xi
− bi∂aj
∂xi
)
∂f
∂xj
.
Podemos considerar a operac¸a˜o [, ] : X (M)×X (M)→ X (M) que associa
dois campos vetoriais X e Y ao campo [X, Y ] := XY − Y X tal operac¸a˜o e´
chamada colchete, ela e´ R-linear e [X,Y ] = −[Y,X].
Lema 1.1.8 (Identidade de Jacobi). Sejam X, Y, Z campos vetoriais di-
ferencia´veis em M enta˜o
[[X,Y ], Z] + [[Y, Z], X] + [[Z,X], Y ] = 0
Demonstrac¸a˜o: Calculando diretamente temos
[[X, Y ], Z] + [[Y, Z], X] + [[Z,X], Y ] =[XY − Y X,Z] + [Y Z − ZY,X]
+ [ZX −XZ, Y ]
=XY Z − Y XZ − ZXY + ZY X + Y ZX
− ZY X −XY Z +XZY + ZXY
−XZY − Y ZX + Y XZ = 0
¥
Definic¸a˜o 1.1.9. Uma conexa˜o afim ∇ em uma variedade diferencia´vel M
e´ dita sime´trica quando
∇XY −∇YX = [X,Y ] para quaisquer X,Y ∈ X (M)
Teorema 1.1.10 (Levi-Civita). Dada uma variedade Riemanianna M ,
existe uma u´nica conexa˜o afim ∇ emM sime´trica e compat´ıvel com a me´trica
Riemanianna.
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Demonstrac¸a˜o: Suponhamos que tal conexa˜o afim ∇ exista. Pelo
corola´rio do teorema 1.1.6 temos que
X〈〈Y, Z〉〉 = 〈〈∇XY, Z〉〉+ 〈〈Y,∇XZ〉〉, (1.4)
Y 〈〈Z,X〉〉 = 〈〈∇YZ,X〉〉+ 〈〈Z,∇YX〉〉, (1.5)
Z〈〈X, Y 〉〉 = 〈〈∇ZX,Y 〉〉+ 〈〈X,∇ZY 〉〉. (1.6)
Calculando (1.4) + (1.5)− (1.6) usando o fato que ∇ e´ sime´trica temos
X〈〈Y, Z〉〉+ Y 〈〈Z,X〉〉 − Z〈〈X, Y 〉〉 = 〈〈∇XY, Z〉〉+ 〈〈Y,∇XZ〉〉+ 〈〈∇YZ,X〉〉
+ 〈〈Z,∇YX〉〉 − 〈〈∇ZX,Y 〉〉 − 〈〈X,∇ZY 〉〉
= 〈〈∇XZ −∇ZX,Y 〉〉+ 〈〈∇YZ −∇ZY,X〉〉
+ 〈〈∇XY −∇YX,Z〉〉+ 2〈〈Z,∇YX〉〉
= 〈〈[X,Z], Y 〉〉+ 〈〈[Y, Z], X〉〉
+ 〈〈[X, Y ], Z〉〉+ 2〈〈Z,∇YX〉〉.
Portanto
〈〈Z,∇YX〉〉 =1
2
{X〈〈Y, Z〉〉+ Y 〈〈Z,X〉〉 − Z〈〈X, Y 〉〉 (1.7)
− 〈〈[X,Z], Y 〉〉 − 〈〈[Y, Z], X〉〉 − 〈〈[X,Y ], Z〉〉}
Pelo isomorfismo canoˆnico entre X (M) e X (M)∗ temos que ∇YX esta´ uni-
camente definido pela equac¸a˜o 1.7. Assim se tal conexa˜o existir ela e´ u´nica.
Para mostrar a existeˆncia definamos ∇ por 1.7. Vamos mostrar que ela
satisfaz as propriedades desejadas.
• ∇ e´ sime´trica pois
〈〈Z,∇XY −∇YX〉〉 = 〈〈Z,∇XY 〉〉 − 〈〈Z,∇YX〉〉
=
1
2
{−〈〈[Y,X], Z〉〉+ 〈〈[X,Y ], Z〉〉} = 〈〈[X,Y ], Z〉〉
como Z e´ arbitra´rio isto demonstra que ∇XY −∇YX = [X, Y ], ou seja,
∇ e´ sime´trica.
• ∇ e´ compat´ıvel com a me´trica pois, calculando diretamente, temos
〈〈∇XY, Z〉〉+ 〈〈Y,∇XZ〉〉 = X〈〈Y, Z〉〉.
Enta˜o, pelo corola´rio do teorema 1.1.6, a conexa˜o ∇ e´ compat´ıvel com a
me´trica. ¥
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A conexa˜o dada pelo teorema anterior e´ denominada conexa˜o de Levi-
Civita (ou Riemanianna) de M . Agora calculemos a conexa˜o de Levi-
Civita em coordenadas locais. Para tal precisamos conhecer apenas os cam-
pos ∇∂i∂j, para 1 ≤ i, j ≤ n, escrevemos:
∇ ∂
∂xi
∂
∂xj
=
∑
k
Γkij
∂
∂xk
.
Chamamos os coeficientes Γkij desta conexa˜o de s´ımbolos de Christoffel.
Denotamos por gij := 〈〈 ∂∂xi , ∂∂xj 〉〉 os coeficientes da matiz da me´trica em
uma carta local e por gij os coeficientes da inversa da matriz da me´trica.
Pela equac¸a˜o 1.7, fazendo X = ∂
∂xi
, Y = ∂
∂xj
e Z = ∂
∂xk
, temos
1
2
{
∂
∂xi
gjk +
∂
∂xj
gki − ∂
∂xk
gij
}
=
〈〈
∂
∂xk
,∇ ∂
∂xi
∂
∂xj
〉〉
=
〈〈
∂
∂xk
,
∑
l
Γlij
∂
∂xl
〉〉
=
∑
l
Γlijglk.
Denotando zk :=
1
2
{
∂
∂xi
gjk +
∂
∂xj
gki − ∂∂xk gij
}
podemos escrever
(Γ1ij, . . . ,Γ
n
ij)
 g11 . . . g1n... . . . ...
gn1 . . . gnn
 = (z1, ..., zn) =⇒
(Γ1ij, . . . ,Γ
n
ij) = (z1, ..., zn)
 g
11 . . . g1n
...
. . .
...
gn1 . . . gnn
 ,
onde (gij) = (gij)
−1 portanto
Γmij =
1
2
∑
k
{
∂
∂xi
gjk +
∂
∂xj
gki − ∂
∂xk
gij
}
gkm. (1.8)
1.2 Curvaturas
Definic¸a˜o 1.2.1. A curvatura R de uma variedade Riemanniana M e´
uma correspondeˆncia que associa a cada par X,Y ∈ X (M) uma aplicac¸a˜o
R(X, Y ) : X (M)→ X (M) dada, para cada Z ∈ X (M), por
R(X, Y )Z = ∇Y∇XZ −∇X∇YZ +∇[X,Y ]Z,
onde ∇ e´ a conexa˜o Riemanianna de M .
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Proposic¸a˜o 1.2.2. A curvatura R de uma variedade Riemanianna tem as
seguintes propriedades:
1. R e´ C∞-bilinear em X (M)×X (M), isto e´,
R(fX1 + gX2, Y1) = fR(X1, Y1) + gR(X2, Y1),
R(X1, fY1 + gY2) = fR(X1, Y1) + gR(X1, Y2),
f, g :M → R de classe C∞ e X1, X2, Y1, Y2 ∈ X (M).
2. Para todo par X,Y ∈ X (M), o operador curvatura R(X, Y ) : X (M)→
X (M) e´ C∞-linear, isto e´,
R(X, Y )(Z +W ) = R(X,Y )Z +R(X, Y )W,
R(X,Y )fZ = fR(X, Y )Z,
f :M → R de classe C∞ e Z,W ∈ X (M).
Demonstrac¸a˜o: Para o item 1) basta vermos que, para todo Z ∈
X (M), temos
R(fX1 + gX2, Y1)Z =∇Y1∇fX1+gX2Z −∇fX1+gX2∇Y1Z +∇[fX1+gX2,Y1]Z
=∇Y1(f∇X1Z) +∇Y1(g∇X2Z)− f∇X1∇Y1Z
− g∇X2∇Y1Z +∇(fX1+gX2)Y1−Y1(fX1+gX2)Z
=f∇Y1∇X1Z + Y1(f)∇X1Z + g∇Y1∇X2Z + Y1(g)∇X2Z
− f∇X1∇Y1Z − g∇X2∇Y1Z
−∇(fX1+gX2)Y1−(fY1X1+Y1(f)X1+gY1X2+Y1(g)X2)Z
=f∇Y1∇X1Z + Y1(f)∇X1Z + g∇Y1∇X2Z + Y1(g)∇X2Z
− f∇X1∇Y1Z − g∇X2∇Y1Z +∇fX1Y1−fY1X1Z
+∇gX2Y1−gY1X2Z +∇−Y1(f)X1Z +∇−Y1(g)X2Z
=f∇Y1∇X1Z − f∇X1∇Y1Z + f∇X1Y1−Y1X1Z
+ g∇Y1∇X2Z − g∇X2∇Y1Z + g∇X2Y1−Y1X2Z
+ Y1(f)∇X1Z − Y1(f)∇X1Z + Y1(g)∇X2Z − Y1(g)∇X2Z
=fR(X1, Y1) + gR(X2, Y1).
Para a segunda igualdade basta notarmos que, para todo Z ∈ X (M),
R(X, Y )Z =∇Y∇XZ −∇X∇YZ +∇[X,Y ]Z
=− (−∇Y∇XZ +∇X∇YZ −∇[X,Y ]Z)
R(X, Y )Z =− (∇X∇YZ −∇Y∇XZ +∇[Y,X]Z) = −R(Y,X)Z (1.9)
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A primeira parte do item 2) vem do fato que ∇X(Z+W ) = ∇XZ+∇XW .
Para a segunda parte vejamos que
∇Y∇X(fZ) =∇Y (f∇XZ +X(fZ))
=f∇Y∇XZ + (Y f)∇XZ + (Xf)∇YZ + (Y (Xf))Z.
Portanto
∇Y∇X(fZ)−∇X∇Y (fZ) = f(∇Y∇X −∇X∇Y )Z + ((Y X −XY )f)Z,
assim
R(X, Y )fZ =f(∇Y∇X −∇X∇Y )Z + ([Y,X]f)Z
+ f∇[X,Y ]Z + ([X, Y ](f))Z = fR(X, Y )Z
¥
Lema 1.2.3 (Primeira Identidade de Bianchi). Sejam X,Y, Z ∈ X (M)
enta˜o
R(X, Y )Z +R(Y, Z)X +R(Z,X)Y = 0
Demonstrac¸a˜o: Pela simetria da conexa˜o de Levi-Civita temos
R(X,Y )Z +R(Y, Z)X +R(Z,X)Y =∇Y∇XZ −∇X∇YZ +∇[X,Y ]Z
+∇Z∇YX −∇Y∇ZX +∇[Y,Z]X
+∇X∇ZY −∇Z∇XY +∇[Z,X]Y
=∇Y [X,Z] +∇X [Z, Y ] +∇Z [Y,X]
+∇[X,Y ]Z +∇[Y,Z]X +∇[Z,X]Y
=[Y, [X,Z]] + [X, [Z, Y ]] + [Z, [Y,X]],
que e´ igual a zero pela identidade de Jacobi.
¥
Proposic¸a˜o 1.2.4. Sejam X, Y, Z, T ∈ X (M)
1. 〈〈R(X, Y )Z, T 〉〉+ 〈〈R(Y, Z)X,T 〉〉+ 〈〈R(Z,X)Y, T 〉〉 = 0.
2. 〈〈R(X, Y )Z, T 〉〉 = −〈〈R(Y,X)Z, T 〉〉.
3. 〈〈R(X, Y )Z, T 〉〉 = −〈〈R(X, Y )T, Z〉〉.
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4. 〈〈R(X, Y )Z, T 〉〉 = 〈〈R(Z, T )X, Y 〉〉.
Demonstrac¸a˜o: O item 1) segue da bilinearidade do produto interno
e da primeira identidade de Bianchi. O item 2) segue da equac¸a˜o 1.9.
Para demonstrarmos o item 3) notemos que esta igualdade e´ equivalente
a 〈〈R(X,Y )Z,Z〉〉 = 0 pois, se esta igualdade valer temos
0 =〈〈R(X, Y )(Z + T ), (Z + T )〉〉
=〈〈R(X, Y )Z, (Z + T )〉〉+ 〈〈R(X,Y )T, (Z + T )〉〉
=〈〈R(X, Y )Z,Z〉〉+ 〈〈R(X,Y )T, Z〉〉+ 〈〈R(X, Y )Z, T 〉〉+ 〈〈R(X,Y )T, T 〉〉
=〈〈R(X, Y )T, Z〉〉+ 〈〈R(X, Y )Z, T 〉〉.
Agora provamos que 〈〈R(X,Y )Z,Z〉〉 = 0:
〈〈R(X, Y )Z,Z〉〉 = 〈〈∇Y∇XZ −∇X∇YZ +∇[X,Y ]Z,Z〉〉
Mas, pelo corola´rio 1.1.7
〈〈∇Y∇XZ,Z〉〉 = Y 〈〈∇XZ,Z〉〉 − 〈〈∇XZ,∇YZ〉〉,
e
〈〈∇[X,Y ]Z,Z〉〉 = [X, Y ]〈〈Z,Z〉〉 − 〈〈Z,∇[X,Y ]Z〉〉
=⇒ 〈〈∇[X,Y ]Z,Z〉〉 = 1
2
[X, Y ]〈〈Z,Z〉〉.
Logo
〈〈R(X, Y )Z,Z〉〉 =Y 〈〈∇XZ,Z〉〉 −X〈〈∇YZ,Z〉〉+ 1
2
[X, Y ]〈〈Z,Z〉〉
=
1
2
Y (X〈〈Z,Z〉〉)− 1
2
X(Y 〈〈Z,Z〉〉) + 1
2
[X,Y ]〈〈Z,Z〉〉
=
1
2
[Y,X]〈〈Z,Z〉〉+ 1
2
[X, Y ]〈〈Z,Z〉〉 = 0,
o que demonstra 3).
Para demonstrar 4) usaremos 1) repetidas vezes
〈〈R(Y, Z)X,T 〉〉+ 〈〈R(Z,X)Y, T 〉〉+ 〈〈R(X,Y )Z, T 〉〉 = 0,
〈〈R(Z,X)T, Y 〉〉+ 〈〈R(X,T )Z, Y 〉〉+ 〈〈R(T, Z)X, Y 〉〉 = 0,
〈〈R(X,T )Y, Z〉〉+ 〈〈R(T, Y )X,Z〉〉+ 〈〈R(Y,X)T, Z〉〉 = 0,
〈〈R(T, Y )Z,X〉〉+ 〈〈R(Y, Z)T,X〉〉+ 〈〈R(Z, T )Y,X〉〉 = 0.
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Somando as equac¸o˜es acima e usando 2) e 3) obtemos
2〈〈R(X, Y )Z, T 〉〉+ 2〈〈R(T, Z)X,Y 〉〉 = 0,
e, novamente 2), chegamos a`
〈〈R(X,Y )Z, T 〉〉 = 〈〈R(Z, T )X,Y 〉〉.
¥
Como a curvatura R e´ C∞-trilinear, para descreve-la precisamos apenas
calcula´-la numa base do plano tangente. Em coordenadas locais {∂/∂xi}
denotamos
R
(
∂
∂xi
,
∂
∂xj
)
∂
∂xk
=
∑
l
Rlijk
∂
∂xl
.
Assim Rlijk sa˜o os coeficientes da curvatura R em uma carta e, dados campos
vetoriais
U =
∑
i
ui
∂
∂xi
, V =
∑
j
vj
∂
∂xi
, W =
∑
k
wk
∂
∂xi
,
obtemos
R(X,Y )Z =
∑
ijkl
Rlijkuivjwk
∂
∂xl
.
Para calcularmos a curvatura em termos dos coeficientes da conexa˜o Γkij
precisamos apenas calcular os coeficientes da curvatura Rlijk em termos dos
coeficientes da conexa˜o. Para tal calculemos:
R
(
∂
∂xi
,
∂
∂xj
)
∂
∂xk
=∇ ∂
∂xj
∇ ∂
∂xi
∂
∂xk
−∇ ∂
∂xi
∇ ∂
∂xj
∂
∂xk
+∇[ ∂
∂xi
, ∂
∂xj
]
∂
∂xk
=∇ ∂
∂xj
(∑
m
Γmik
∂
∂xm
)
−∇ ∂
∂xi
(∑
m
Γmjk
∂
∂xm
)
=
∑
m
Γmik∇ ∂
∂xj
∂
∂xm
+
∑
m
(
∂
∂xj
Γmik
)
∂
∂xm
−
∑
m
Γmjk∇ ∂
∂xi
∂
∂xm
−
∑
m
(
∂
∂xi
Γmjk
)
∂
∂xm
=
∑
m
Γmik
∑
l
Γljm
∂
∂xl
+
∑
l
(
∂
∂xj
Γlik
)
∂
∂xl
−
∑
m
Γmjk
∑
l
Γlim
∂
∂xl
−
∑
l
(
∂
∂xi
Γljk
)
∂
∂xl
.
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Portanto
Rlijk =
∑
m
ΓmikΓ
l
jm −
∑
m
ΓmjkΓ
l
im +
∂
∂xj
(Γlik)−
∂
∂xi
(Γljk).
Tambe´m denotamos
Rijks :=
〈〈
R
(
∂
∂xi
,
∂
∂xj
)
∂
∂xk
,
∂
∂xs
〉〉
=
∑
l
Rlijkgls,
portanto
(Rijk1, Rijk2, ..., Rijkn) = (R
1
ijk, R
2
ijk, ..., R
n
ijk)
 g11 . . . gn1... . . . ...
g11 . . . gn1
 ,
(R1ijk, R
2
ijk, ..., R
n
ijk) = (Rijk1, Rijk2, ..., Rijkn)
 g
11 . . . gn1
...
. . .
...
g11 . . . gn1
 ,
Rsijk =
∑
l
Rijklg
ls.
Pela trilinearidade de R e a bilinearidade do produto interno o teorema
anterior e´ equivalente a escrevermos
Rijks +Rjkis +Rkijs = 0
Rijks = −Rjiks
Rijks = −Rijsk
Rijks = Rksij.
Definic¸a˜o 1.2.5. Seja x = zn um vetor unita´rio em TpM ; tomemos uma base
ortonormal {z1, ..., zn−1} do hiperplano de TpM ortogonal a x. A curvatura
de Ricci da me´trica 〈〈, 〉〉 no ponto p, na direc¸a˜o de x e´:
Ricp(x) =
n−1∑
i=1
〈〈R(x, zi)x, zi〉〉.
A curvatura escalar da me´trica 〈〈, 〉〉, no ponto p e´:
s〈〈,〉〉(p) =
∑
j
Ricp(zj) =
n∑
j=1
n−1∑
i=1
〈〈R(zi, zj)zi, zj〉〉.
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Teorema 1.2.6. A curvatura de Ricci e a curvatura escalar independem da
base escolhida.
Demonstrac¸a˜o: Consideremos a aplicac¸a˜o Q : TpM × TpM → R defi-
nida como
Q(x, y) = trac¸o da aplicac¸a˜o z → R(x, z)y.
Como R e´ C∞-linear em cada uma das suas entradas temos que Q e´ bili-
near. Sejam x ∈ TpM um vetor unita´rio e {z1, ..., zn−1, zn = x} uma base
ortonormal de TpM enta˜o, pelo teorema 1.2.4 item 4), temos
Q(x, y) =
∑
i
〈〈R(x, zi)y, zi〉〉
=
∑
i
〈〈R(y, zi)x, zi〉〉 = Q(y, x),
isto e´, Q e´ sime´trica e portanto so´ precisamos conhecer Q(x, x) numa base
ortonormal para defini-la. Q(x, x) independe da base {z1, ..., zn = x} que
usamos para calcula-la (por ser um trac¸o); mas Q(x, x) = Ricp(x), enta˜o
Ricp(x) independe da base escolhida.
Por outro lado, podemos associar a forma bilinearQ em TpM uma aplicac¸a˜o
linear auto-adjunta K tal que
〈〈K(x), y〉〉 = Q(x, y).
Tomando uma base ortonormal {z1, ..., zn}, temos
tr(K) =
∑
j
〈〈K(zj), zj〉〉 =
∑
j
Q(zj, zj)
=
∑
j
Ricp(zj) = s〈〈,〉〉(p),
o que demonstra que s〈〈,〉〉(p) independe da base escolhida.
¥
Dada uma me´trica 〈〈, 〉〉 precisaremos, muitas vezes, nos referir a matriz G
que a representa a me´trica. Por isso usaremos, de agora em diante, a notac¸a˜o
g(, ) (ou simplesmente g) para a me´trica. Denotaremos os coeficientes da
matriz G por gij e os coeficientes de sua inversa por g
ij.
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A forma bilinear Q e´ chamada, a`s vezes, de tensor de Ricci. Calculemos
agora os coeficientes deste tensor numa base ortonormal
{
∂
∂xi
}
de TM .
Q
(
∂
∂xi
,
∂
∂xj
)
=
∑
l
g
(
R
(
∂
∂xi
,
∂
∂xl
)
∂
∂xj
,
∂
∂xl
)
=
∑
l
Rliljg
(
∂
∂xl
,
∂
∂xl
)
=
∑
l
Rlilj =
∑
lm
Riljmg
ml.
Observemos que se A : TpM → TpM e´ uma aplicac¸a˜o linear auto-adjunta
e B : TpM × TpM → R e´ a forma bilinear tal que B(X, Y ) = g(A(X), Y ),
temos
uTBv = B(u, v) = g(Au, v) = (Au)TGv = uATGv
B = ATG −→ AT = BG−1,
onde G e´ a matriz que representa a me´trica.
Enta˜o tr(A) =
∑
ik B
(
∂
∂xi
, ∂
∂xk
)
gik. Portanto, a curvatura escalar e´ dada
por
sg =
∑
ijl
Rliljg
ij =
∑
ij
Rijg
ij,
onde denotamos Rij =
∑
lR
l
ilj.
Usando a expressa˜o
Rlijk =
∑
m
ΓmikΓ
l
jm −
∑
m
ΓmjkΓ
l
im +
∂
∂xj
(Γlik)−
∂
∂xi
(Γljk).
dos coeficientes da curvatura em termos dos coeficientes da conexa˜o temos
sg =
∑
ijlm
gij
(
ΓmijΓ
l
lm − ΓmljΓlim +
∂
∂xl
(Γlij)−
∂
∂xi
(Γllj)
)
. (1.10)
Vamos mostrar que a curvatura escalar e´ um invariante por ismetrias.
Para isso precisaremos do seguinte resultado:
Teorema 1.2.7. Sejam (M,h) e (N, g) variedades Riemannianas de di-
mensa˜o n, ∇g a conexa˜o de Levi-Civita de (N, g) e φ uma isometria entre
elas, enta˜o ∇∗ : X (M) × X (M) → X (M) dada por ∇∗XY = dφ−1∇gdφXdφY
e´ a conexa˜o de Levi-Civita em (M,h).
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Demonstrac¸a˜o: Seja (Ui, αi) um atlas de M . Enta˜o (φ(Ui), αi ◦ φ−1) e´
um atlas deN . As bases dos planos tangentes deM eN sa˜o, respectivamente,
∂
∂x1
, ..., ∂
∂xn
e ∂
∂x1∗
, ..., ∂
∂xn∗
. Podemos considerar um vetor de TpM como uma
clase de equivaleˆncia de curvas do seguinte modo: o vetor ∂
∂xj
pode ser visto
como a classe de equivaleˆncia da curva α−1i ◦ xj : R→M , onde xj(t)p : R→
Rn e´ dada por xj(t)p = (x1, ..., xj+ t, ..., xn), (onde αi(p) = (x1, ..., xj, ..., xn))
pela relac¸a˜o k ∼ l se, e somente se, (αi ◦ k)′(0) = (αi ◦ l)′(0). Assim
∂
∂xj∗
= [φ ◦ α−1i ◦ xj] = dφ[α−1i ◦ xj] = dφ
(
∂
∂xj
)
.
Sejam a, b ∈ C∞(M) e X,Y, Z ∈ X (M). ∇∗ e´ uma conexa˜o afim pois
valem as propriedades
∇∗aX+bYZ =dφ−1∇g(a◦φ−1)dφXdφZ + dφ−1∇g(b◦φ−1)dφY dφZ
=a.dφ−1∇gdφXdφZ + b.dφ−1∇gdφY dφZ
=a∇∗XZ + b∇∗YZ
e
∇∗X(Y + Z) =dφ−1∇gdφXdφY + dφ−1∇gdφXdφZ
=∇∗XY +∇∗XZ
e
∇∗X(aY ) =dφ−1∇gdφX(a ◦ φ−1)dφY
=dφ−1[(a ◦ φ−1)∇gdφXdφY + dφX(a ◦ φ−1)dφY ]
=a.dφ−1∇gdφXdφY +X(a)Y = a∇∗XY +X(a)Y,
pois, se X =
∑
i ui
∂
∂xi
, temos
dφX(a ◦ φ−1) =
∑
i
ui
∂
∂xi∗
(a ◦ φ−1)
= lim
t→0
∑
i
ui(a ◦ φ−1 ◦ φ ◦ α−1i ◦ (xi)−1)(x1, ..., xi + t, ..., xn)
= lim
t→0
∑
i
ui(a ◦ α−1i ◦ (xi)−1)(x1, ..., xi + t, ..., xn) = X(a) ◦ φ.
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∇∗ e´ sime´trica pois, se X =∑i ui ∂∂xi e Y =∑j vj ∂∂xj , temos
[dφX, dφY ] =dφXdφY − dφY dφX
=
∑
ij
(
(ui ◦ φ−1)∂(vj ◦ φ
−1)
∂xi∗
− (vi ◦ φ−1)∂(uj ◦ φ
−1)
∂xi∗
)
∂
∂xj∗
=
∑
ij
dφ
[(
ui
∂vj
∂xi
− vi∂uj
∂xi
)
∂
∂xj
]
= dφ[X,Y ].
Enta˜o
h(Z,∇XY −∇YX) = g(dφZ,∇dφXdφY −∇dφY dφX)
= g(dφZ, [dφX, dφY ]) = g(dφZ, dφ[X, Y ]) = h(Z, [X,Y ]).
∇∗ e´ compat´ıvel com a me´trica h: Sejam c : I ⊂ R → M uma curva
diferenciavel e αi : Ui ⊂ M → Rn um homeomorfismo com c(I) ∩ Ui 6= ∅ e
(c1(t), ..., cn(t)) := αi ◦ c para todo t ∈ I. Podemos expressar localmente o
campo Y como Y =
∑
j v
j(t) ∂
∂xj
(c(t)) e, pela equac¸a˜o 1.1, temos
D(dφY )
dt
=
∑
i
d(vj ◦ φ−1)
dt
∂
∂xj∗
+
∑
ij
(
dci
dt
◦ φ−1
)
(vj ◦ φ−1)∇g ∂
∂xi∗
∂
∂xj∗
= dφ
(∑
i
dvj
dt
∂
∂xj
+
∑
ij
dci
dt
vj∇∗∂
∂xi
∂
∂xj
)
= dφ
DY
dt
.
Assim
d
dt
h(X, Y ) =
d
dt
g(dφX, dφY ) = g
(
DdφX
dt
, dφY
)
+ g
(
dφX,
DdφY
dt
)
= h
(
DX
dt
, Y
)
+ g
(
X,
DY
dt
)
,
deste modo, pelo teorema 1.1.6, a conexa˜o e´ compat´ıvel com a me´trica.
Portanto, pela unicidade da conexa˜o de Levi-Civita, ∇∗ e´ a conexa˜o de
Levi-Civita de (M,h).
¥
Teorema 1.2.8. Sejam (M,h) e (N, g) variedades Riemannianas e φ uma
isometria entre elas, enta˜o sg ◦ φ = sh.
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Demonstrac¸a˜o: Pelo teorema anterior ∇∗ : X (M) × X (M) → X (M)
dada por ∇∗XY = dφ−1∇gdφXdφY e´ a conexa˜o de Levi-Civita em (M,h).
Assim, denotando por R e R∗ as curvaturas de N e M respectivamente,
temos
R∗(X, Y )Z = dφ−1(R(dφX, dφY )dφZ),
enta˜o, como φ e´ uma isometria,
h
(
R∗
(
∂
∂xi
,
∂
∂xj
)
∂
∂xk
,
∂
∂xl
)
=g
(
R
(
dφ
∂
∂xi
, dφ
∂
∂xj
)
dφ
∂
∂xk
, dφ
∂
∂xl
)
=g
(
R
(
∂
∂xi∗
,
∂
∂xj∗
)
∂
∂xk∗
,
∂
∂xl∗
)
Deste modo R∗ijkl = Rijkl ◦ φ para quaisquer i, j, k, l ∈ {1, ..., n}.
Por outro lado
h(X,Y ) = g(dφX, dφY ) = XTDTGDY
onde G e´ a matriz da me´trica, dφ e´ a derivada de φ e D e´ a matriz Jacobiana
de (αi ◦ φ−1) ◦ φ ◦ α−1i = I, assim hij = gij ◦ φ.
Enta˜o
sh =
∑
ijlm
R∗iljmh
ml =
∑
ijlm
(Riljmg
ml) ◦ φ = sg ◦ φ
¥
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Cap´ıtulo 2
O Laplaciano
2.1 Espac¸os e produtos internos sobre M
Definiremos o produto interno de duas func¸o˜es f, h ∈ C∞(M) como uma
integral sobre uma variedade Riemanniana (M, g) (que consideraremos orien-
tada e fechada), faremos isto usando a n-forma dvol e, com esta, definiremos
o que significa integrar sobre M usando o atlas diferencia´vel de M .
Definic¸a˜o 2.1.1. Seja (M, g) uma variedade Riemanniana de dimensa˜o n.
A forma de volume de uma me´trica Riemanniana g e´ a n-forma dvol que
e´ dada em coordenadas locais por
dvolg =
√
det gdx1 ∧ ... ∧ dxn,
para uma base (∂x1 , ..., ∂xn) de TxM orientada positivamente. Definimos o
volume de (M, g) como
volg(M) =
∫
M
dvolg.
Teorema 2.1.2. A forma de volume dvol =
√
det gdx1 ∧ ...∧ dxn independe
das coordenadas locais; ou seja, dadas coordenadas locais δ e β em x temos√
det g(δ)dx1 ∧ ... ∧ dxn =
√
det g(β)dy1 ∧ ... ∧ dyn
Demonstrac¸a˜o: Dadas as coordenadas locais δ e β definimos, para
cada i ∈ {0, ..., n}, as aplicac¸o˜es xi :M → R como xi := pii ◦ δ e yi :M → R
como yi := pii ◦ β, onde pii e´ a projec¸a˜o na i-e´sima coordenada. Temos enta˜o
que δ(x) = (x1(x), ..., xn(x)) e que β(x) = (y1(x), ..., yn(x)). De modo que
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yi = pii ◦ β ◦ δ−1(x1, ..., xn) e xi = pii ◦ δ ◦ β−1(y1, ..., yn), assim podemos nos
referir a ∂y
i
∂xj
e ∂y
i
∂xj
da´ı:
dyi =
∑
j
∂yi
∂xj
dxj e dxk =
∑
l
∂xk
∂yl
dyl.
Enta˜o, denotando Υ como o conjunto das permutac¸o˜es de n elementos, temos:√
det g(β)dy1 ∧ ... ∧ dyn =
√
det g(β)
∑
j
∂y1
∂xj
dxj ∧ ... ∧
∑
j
∂yn
∂xj
dxj
=
√
det g(β)
∑
σ∈Υ
(−1)σ
∏
i
∂yi
∂xσ(i)
dx1 ∧ ... ∧ dxn
=
√
det g(β) det
(
∂yi
∂xj
)
dx1 ∧ ... ∧ dxn.
Por outro lado, para todo h ∈ C∞(M)
∂
∂yi
h =
∑
l
∂h
∂xl
∂xl
∂yi
=
(∑
l
∂xl
∂yi
∂
∂xl
)
h.
Assim ∂
∂yi
=
(∑
l
∂xl
∂yi
∂
∂xl
)
e:
gij(β) =
〈
∂
∂yi
,
∂
∂yj
〉
=
∑
l
∑
k
∂xl
∂yi
∂xk
∂yj
〈
∂
∂xl
,
∂
∂xk
〉
=
∑
l
∑
k
∂xl
∂yi
∂xk
∂yj
glk(δ).
Portanto, denotando J :=
(
∂xi
∂yj
)
, temos g(β) = JTg(δ)J . Enta˜o:
√
det g(β)dy1 ∧ ... ∧ dyn =
√
det g(β) det
(
∂yi
∂xj
)
dx1 ∧ ... ∧ dxn
=
√
det(JTg(δ)J) det(J−1)dx1 ∧ ... ∧ dxn
=
√
det(J)2 det(g(δ)) det(J−1)dx1 ∧ ... ∧ dxn
=
√
det(g(δ)) det(J) det(J−1)dx1 ∧ ... ∧ dxn
=
√
det(g(δ))dx1 ∧ ... ∧ dxn.
¥
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Definic¸a˜o 2.1.3. Sejam (M, g) uma variedade Riemanniana, (Uk, φk) uma
carta de M e α =
{
∂
∂xi
}
a base para TUi associada a esta carta. Dizemos
que uma func¸a˜o f : M → R e´ integra´vel se cada f ◦ φ−1k : φk(Uk) → R for
integra´vel a` Riemann e definimos a integral de f sobre Uk como∫
Uk
f(x)dvolg =
∫
φk(Uk)
(
f(x)
√
det(g(α))
)
◦ φ−1k dx1...dxn.
Esta integral esta bem definida pois dadas cartas (Uk, φk) e (Ul, φl) em
um atlas positivamente orientado tais que Uk ∩ Ul 6= ∅. Sejam α =
{
∂
∂xi
}
a base de T{Uk ∩ Ul} associada a carta (Uk, φk) e β =
{
∂
∂yi
}
a base de
T{Uk∩Ul} associada a carta (Ul, φl). Denotamos por g(α) e g(β) as matrizes
que representam a me´trica associadas a α e β respectivamente a aplicac¸a˜o
de transic¸a˜o θkl temos:
∫
Uk∩Ul
f(x)dvol =
∫
φk(Uk∩Ul)
(
f(x)
√
det(g(α))
)
◦ φ−1k dx1...dxn
=
∫
θklφl(Uk∩Ul)
(
f(x)
√
det(g(α))
)
◦ φ−1k dx1...dxn
=
∫
φl(Uk∩Ul)
(
f(x)
√
det(g(α)) det(J(θkl))
)
◦ φ−1l dy1...dyn
=
∫
φl(Uk∩Ul)
(
f(x)
√
det(g(β))
)
◦ φ−1l dy1...dyn.
Onde usamos formula de mudanc¸a de varia´vel (teorema 4.0.4 em anexo) em
Rn e o fato que a orientac¸a˜o e´ positiva.
Assim, dada uma func¸a˜o integra´vel f : M → R com suporte compacto
em uma carta Uk, dizemos que∫
M
f(x)dvolg =
∫
Uk
f(x)dvolg.
Definic¸a˜o 2.1.4. Sejam (M, g) uma variedade Riemanniana, {(Ui, φi)} um
atlas de M , {ai}1≤i≤k uma partic¸a˜o da unidade associada a este atlas e α =
{ ∂
∂xi
} uma base local para TM . Dizemos que uma func¸a˜o f e´ integra´vel
se aif e´ integra´vel sobre M para i ∈ [1, ...k] e definimos a integral de uma
func¸a˜o f :M → R sobre M como∫
M
f(x)dvolg =
k∑
i=1
∫
M
aif(x)
√
det(g(α))dx1 ∧ ... ∧ dxn.
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A definic¸a˜o de f ser integra´vel independe da partic¸a˜o da unidade e esta
integral esta bem definida pois, dada outra partic¸a˜o da unidade {bi}1≤i≤l
temos
k∑
i=1
∫
M
aif(x)dvolg =
k∑
i=1
∫
M
l∑
j=1
bjaif(x)dvolg
=
k∑
i=1
l∑
j=1
∫
M
bjaif(x)dvolg
=
l∑
j=1
k∑
i=1
∫
M
bjaif(x)dvolg
=
l∑
j=1
∫
M
bj
k∑
i=1
aif(x)dvolg
=
l∑
j=1
∫
M
bjf(x)dvolg.
Note, que por temos definido a integral usando a partic¸a˜o da unidade faz
sentido escrevermos a integral de um objeto local, como o produto interno
de campos vetoriais em coordenadas locais.
Tambe´m definimos um produto interno em C∞(M) por
〈f, h〉 =
∫
M
f(x)h(x)dvolg.
Definimos o produto interno de dois campos vetoriais X e Y sobre M
como
〈X,Y 〉 =
∫
M
g(X(x), Y (x))dvolg,
onde g(X(x), Y (x)) := 〈〈X(x), Y (x)〉〉. Utilizamos estas duas notac¸o˜es du-
rante o texto. E´ claro que isto define um produto interno.
Sejam Ω1(M) o conjunto das 1-formas sobre M e o isomorfismo natural
αg : X (M) → Ω1(M), dado em cada plano tangente por αg(v) = v∗ onde
v∗(w) = 〈v, w〉 para quaisquer v, w ∈ TM . Definimos o produto interno de
duas 1-formas v∗ e w∗ como
〈v∗, w∗〉 =
∫
M
g(α−1g v
∗(x), α−1g w
∗(x))dvolg.
E´ claro que isto define um produto interno.
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Vamos calcular α−1(v∗) e 〈v∗, w∗〉 em coordenadas locais.
Sejam v, w ∈ TM , w = ∑k wk ∂∂xk e v∗ = ∑j vjdxj. Pela definic¸a˜o de α
temos
wk = dx
k(w) = 〈α−1g (dxk), w〉 =
∑
ij
γigijwj.
Onde α−1g (dx
k) =
∑
i γi
∂
∂xi
. Enta˜o, variando j, formamos o seguinte sistema
de equac¸o˜es ∑
i
γigij =
{
0 se j 6= k
1 se j = k
que e´ denotado matricialmente por (gij)γ = ek e admite uma u´nica soluc¸a˜o
γ = (gij)
−1ek =
∑
i
gikei.
Desta forma α−1g (dx
j) =
∑
i g
ij ∂
∂xi
. Portanto
α−1g (v
∗) = α−1g
(∑
j
vjdx
j
)
=
∑
j
vjα
−1
g (dx
j) =
∑
ij
vjg
ij ∂
∂xi
. (2.1)
Para o produto interno tome duas formas v∗ =
∑
j v
jdxj e w∗ =
∑
k w
kdxk
sobre M
〈v∗, w∗〉 =
∫
M
g
(
α−1g v
∗(x), α−1g w
∗(x)
)
dvolg
=
∫
M
g
(∑
ij
vjg
ij ∂
∂xi
,
∑
lk
wkg
lk ∂
∂xl
)
dvolg
=
∫
M
∑
ijkl
vjg
ijwkg
lkgildvol =
∫
M
∑
ijk
vjg
ijwkδikdvolg
=
∫
M
∑
ij
vjg
ijwidvolg.
2.2 O divergente, o gradiente e o Laplaciano
Em Rn podemos definir um operador 4 : C2(Rn) → C(Rn) chamado de
Laplaciano da seguinte forma
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4f = −
n∑
i=1
∂2f
(∂xi)2
. (2.2)
Assim, no caso euclidiano, o Laplaciano e´ dado por−
(
∂2
(∂x1)2
+ ...+ ∂
2
(∂xn)2
)
.
Queremos definir o operador Laplaciano sobre C∞(M). Se o definirmos
como na equac¸a˜o 2.2 o nosso operador dependera´ do sistema coordenado
em questa˜o, mas queremos um operador que independa do sistema de co-
ordenadas. Para tal lembremos da equac¸a˜o cla´ssica para o Laplaciano em
Rn:
−
(
∂2
(∂x1)2
+ ...+
∂2
(∂xn)2
)
= −div ◦ grad.
Definiremos os operadores grad : C∞(M) → X (M) e div: X (M) →
C∞(M) em uma variedade Riemanniana de modo que eles independam de
coordenadas locais para, atrave´s destes, definir o Laplaciano.
Definic¸a˜o 2.2.1. Sejam (M, g) uma variedade Riemanniana, d : C∞(M)→
Ω1(M) a derivada exterior e αg o isomorfismo canoˆnico entre X (M) e Ω1(M).
O gradiente e´ o operador grad : C∞(M) → X (M) definido por grad :=
α−1g ◦ d.
Podemos definir o gradiente da mesma maneira em uma variedade di-
ferencia´vel (sem ma´trica) mas colocamos uma variedade Riemanniana na
definic¸a˜o pois estamos interessados em coordenadas locais.
Teorema 2.2.2. Em coordenadas locais o gradiente e´ dado por
gradf =
∑
i,j
gij∂if∂j,
onde ∂j = ∂xj =
∂
∂xj
e (gij) = (gij)
−1 .
Demonstrac¸a˜o: Dada f ∈ C∞(M) temos
gradf = α−1g ◦ d(f) = α−1g
(∑
i
∂f
∂xi
dxi
)
=
∑
i
∂f
∂xi
α−1g (dx
i) =
∑
i
∂f
∂xi
(∑
j
gji
∂
∂xj
)
=
∑
ij
∂f
∂xi
gji
∂
∂xj
=
∑
ij
∂f
∂xi
gij
∂
∂xj
. ¥
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Que no caso euclidiano e´ o gradiente usual. Da´ı definirmos grad := α−1g ◦d
pois, α−1g e d independem de coordenadas e coincidem com o gradiente usual
em Rn.
Por outro lado lembremos que no caso de um campo vetorial suave X :
Rn → Rn o divergente e´ definido por
div(X) :=
∂X1
∂x1
+ ...+
∂Xn
∂xn
e que, dada uma func¸a˜o f ∈ C∞0 (Rn), usando integrac¸a˜o por partes temos
〈−divX, f〉 = −
∫
Rn
∑
i
∂iXi.f = −
∫
Rn
∑
i
∂(f.Xi)
∂xi
+
∫
Rn
∑
i
∂if.Xi
=−
∑
i
∫
Rn−1
(f.Xi)
∣∣∣∣+∞
−∞
dx1...dxi−1dxi+1...dxn
+
∫
Rn
∑
i
∂if.Xi
=
∫
Rn
∑
i
∂if.Xi
=
∫
Rn
∑
i
∂if.Xi = 〈X, gradf〉,
pois f tem suporte compacto. Assim o divergente de um campo vetorial X
em Rn satisfara´, ∀f ∈ C∞0 (Rn), a equac¸a˜o
〈−divX, f〉 = 〈X, gradf〉 (2.3)
Sejam X =
∑
iX
i∂i ∈ X (M) e f ∈ C∞0 (M) e (Ui, φi) um atlas na varie-
dade M com particac¸a˜o da unidade associada {ai}i=1,...,k. Suponhamos que
exista uma func¸a˜o divX satisfazendo a equac¸a˜o 2.3 . Enta˜o, em coordenadas
locais, temos
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〈X, gradf〉 =
∫
M
〈〈X, gradf〉〉dvol
=
∫
U
〈〈∑
i
X i∂i,
∑
k,j
gkj∂kf∂j
〉〉
dvol
=
∑
l
∫
φl(Ul)
al
∑
ijk
X i(∂kf)g
kjgij
√
det gdx1...dxn
=
∑
l
∫
φl(Ul)
al
∑
i
X i(∂if)
√
det gdx1...dxn
= −
∑
l
∫
φl(Ul)
al
1√
det g
f
∑
i
∂i(X
i
√
det g)
√
det gdx1...dxn
= 〈f,− 1√
det g
∑
i
∂i(X
i
√
det g)〉
integrando por partes e usando o fato que (gij) e (gij) sa˜o inversas.
O que nos motiva a definir o divergente em coordenadas locais da seguinte
maneira.
Definic¸a˜o 2.2.3. O divergente e´ o operador div: X (M) → C∞(M), dado
localmente por
divX :=
1√
det g
∑
i
∂i(X
i
√
det g).
Este operador esta bem definido, pois
Teorema 2.2.4. A func¸a˜o divX esta´ bem definida, isto e´, dadas coordenadas
locais γ = (x1, ..., xn) e β = (y1, ..., yn) em um aberto U ∈ M , escrevendo
X =
∑
iX
i ∂
∂xi
=
∑
j Y
j ∂
∂yj
temos que
1√
det g
∑
i
∂
∂xi
(X i
√
det g) =
1√
det g
∑
j
∂
∂yj
(Y j
√
det g)
Demonstrac¸a˜o: Podemos considerar qualquer func¸a˜o f :M → R como
uma func¸a˜o que depende das func¸o˜es xi e yj (ana´logamente ao que fizemos
no teorema 2.1.2). Notamos enta˜o que∑
i
X i
∂
∂xi
=
∑
ij
X i
∂yj
∂xi
∂
∂yj
=⇒ Y j =
∑
i
X i
∂yj
∂xi
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portanto∑
j
∂Y j
∂yj
=
∑
ij
∂
∂yj
(
X i
∂yj
∂xi
)
=
∑
ij
∂X i
∂yj
∂yj
∂xi
+
∑
ij
X i
∂
∂yj
(
∂yj
∂xi
)
=
∑
ij
∂X i
∂yj
∂yj
∂xi
+
∑
ij
X i
∂
∂xi
(
∂yj
∂yj
)
=
∑
i
∂X i
∂xi
. (2.4)
Por outro lado, denotando Υ(n) como o conjunto das perutac¸o˜es de n
elementos e J :=
(
∂xk
∂yl
)
, temos J−1 :=
(
∂yl
∂xk
)
da´ı
∂
∂yj
det(J−1) =
∂
∂yj
∑
σ∈Υ
(−1)σ
∏
l
∂yl
∂xσ(l)
=
∑
σ∈Υ
(−1)σ ∂
∂yj
(∏
l
∂yl
∂xσ(l)
)
=
=
∑
σ∈Υ
(−1)σ
(∑
ρ∈Υ
n∑
a=1
1
a!(n− a)!
a∏
i=1
∂
∂yj
(
∂yρ(i)
∂xσ(ρ(i))
) n∏
i=a+1
∂yρ(i)
∂xσ(ρ(i))
)
=
=
∑
σ∈Υ
(−1)σ
(∑
ρ∈Υ
n∑
a=1
1
a!(n− a)!
a∏
i=1
∂
∂xσ(ρ(i))
(
∂yρ(i)
∂yj
) n∏
i=a+1
∂yρ(i)
∂xσ(ρ(i))
)
= 0,
(2.5)
pois ∂y
i
∂yj
= δij e, da primeira para a segunda linha, usamos a regra do produto
va´rias vezes.
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Usando as equac¸o˜es 2.5 e 2.4 temos
1√
det g(γ)
∑
i
∂
∂xi
(X i
√
det g(γ)) =
1√
det g(γ)
∑
i
∑
j
∂yj
∂xi
∂
∂yj
(X i
√
det g(γ))
=
1√
det g(γ)
∑
i
∑
j
∂yj
∂xi
(
∂X i
∂yj
√
det g(γ) +
∂
√
det g(γ)
∂yj
X i
)
=
=
1
det(J−1)
√
det g(β)
∑
i
∑
j
∂yj
∂xi
(
∂X i
∂yj
√
det g(β) det(J−1)+
+ X i
∂
√
det g(β)
∂yj
det(J−1) +X i
∂ det(J−1)
∂yj
√
det g(β)
)
=
=
1√
det g(β)
∑
j
∑
i
∂X i
∂xi
√
det g(β) +
∂yj
∂xi
X i
∂
√
det g(β)
∂yj
=
=
1√
det g(β)
∑
j
∂Y j
∂yj
√
det g(β) + Y j
∂
√
det g(β)
∂yj
=
=
1√
det g(β)
∑
j
∂
∂yj
(
Y j
√
det g(β)
)
.
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Podemos agora definir o Laplaciano.
Definic¸a˜o 2.2.5. O Laplaciano e´ o operador4 : C∞(M)→ C∞(M) definido
como 4f = (−div ◦ gradf).
Agora escreveremos o Laplaciano em coordenadas locais. Tome f ∈
C∞(M) enta˜o
4f = −div(gradf)
= −div
(∑
i
gij∂if∂j
)
= − 1√
det g
∑
j
∂j
(∑
i
gij∂if
√
det g
)
.
Que no espac¸o euclideano e´ o Laplaciano usual.
Observe que apesar de estar definido em coordenadas locais o Laplaciano
independe destas pois div e grad independem das coordenadas locais. O
Laplaciano e´ linear pois:
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Dados f, h ∈ C∞(M) e a, b ∈ R, temos
4(af + bh) = −div ◦ grad(af + bh)
= − 1√
det g
∑
j
∂j
(∑
i
gij∂i(af + bh)
√
det g
)
= − 1√
det g
∑
j
∂j
(
a
∑
i
gij∂if
√
det g
)
+
− 1√
det g
∑
j
∂j
(
b
∑
i
gij∂ihn
√
det g
)
= − a√
det g
∑
j
∂j
(∑
i
gij∂ifn
√
det g
)
+
− b√
det g
∑
j
∂j
(∑
i
gij∂ih
√
det g
)
= a4f + b4h.
Considerando αg como o isomorfismo canoˆnico entre X (M) e Ω1(M).
Definimos o seguinte operador:
Definic¸a˜o 2.2.6. Definimos δ : Ω1(M)→ C∞(M) por δ(w) = −div(α−1g (w)).
Como αg e´ uma isometria pela definic¸a˜o de produto interno em TM
∗,
g(α(X), df) = g(X, gradf) para qualquer campo vetorialX e qualquer func¸a˜o
f ∈ C∞(M) enta˜o temos que δ e´ caracterizado, para quaisquer w ∈ Ω1(M)
e f ∈ C∞(M), pela equac¸a˜o
〈δw, f〉 = 〈α−1g (w), gradf〉 = 〈α−1g (w), α−1g ◦ df〉 = 〈w, df〉, (2.6)
usando o fato que definimos div de modo que 〈gradf,X〉 = 〈f,−divX〉 para
quaisquer f ∈ C∞(M) e X ∈ X (M).
Teorema 2.2.7. Para w =
∑
iwidx
i ∈ Ω1(M) temos que δ e´ dado, em
coordenadas locais, por
δ(w) = − 1√
det g
∑
ij
∂j(g
ij
√
det gwi).
Onde (gij) = (gij)
−1.
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Demonstrac¸a˜o: Pela equac¸a˜o 2.1 temos α−1g (w) =
∑
ij wjg
ij ∂
∂xi
. Por-
tanto:
δ(w) = −div(α−1(w)) = −div
(∑
ij
wjg
ij ∂
∂xi
)
= − 1√
det g
∑
ij
∂j(g
ij
√
det gwi).
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Agora damos uma segunda definic¸a˜o de Laplaciano, equivalente a` pri-
meira.
Definic¸a˜o 2.2.8. O Laplaciano e´ o operador4 : C∞(M)→ C∞(M) definido
como 4f = δdf .
Como, para todo f ∈ C∞(M) temos δdf = (−divα−1) ◦ (α(gradf)) =
−div ◦ gradf vemos que as duas definic¸o˜es coincidem.
Ainda notamos, pela equac¸a˜o 2.6, que 4 e´ sime´trica pois
〈4f, g〉 = 〈δdf, g〉 = 〈df, dg〉 = 〈f, δdg〉 = 〈f,4g〉.
Agora vamos escrever o Laplaciano em termos dos coeficientes da conexa˜o.
Para isso precisaremos do seguinte Lema:
Lema 2.2.9. Sejam (gij) a matriz que representa a me´trica em uma base
∂1, ..., ∂n e (g
ij) sua inversa enta˜o temos as duas igualdades
∂
∂xi
gmk = −
∑
jl
gmlgjk
∂
∂xi
glj,
∂
∂xi
gmk = −
∑
jl
gmjglk
∂
∂xi
glj.
Demonstrac¸a˜o: Como (gij) e (g
ij) sa˜o inversas
δmk =
∑
j
gjkg
mj =⇒ 0 = ∂
∂xi
∑
j
gjkg
mj =
∑
j
∂
∂xi
gjkg
mj + gjk
∂
∂xi
gmj,
enta˜o g
11 . . . g1n
...
. . .
...
gn1 . . . gnn


∂
∂xi
g1k
...
∂
∂xi
gnk
 = −
 g11 . . . g1n... . . . ...
gn1 . . . gnn


∂
∂xi
gm1
...
∂
∂xi
gmn
 ,
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assim
∂
∂xi
g1k
...
∂
∂xi
gnk
 = −
 g11 . . . g1n... . . . ...
gn1 . . . gnn

 g11 . . . g1n... . . . ...
gn1 . . . gnn


∂
∂xi
gm1
...
∂
∂xi
gmn

=⇒ ∂
∂xi
gmk = −
∑
jl
gmlgjk
∂
∂xi
glj
e 
∂
∂xi
gm1
...
∂
∂xi
gmn
 = −
 g
11 . . . g1n
...
. . .
...
gn1 . . . gnn

 g
11 . . . g1n
...
. . .
...
gn1 . . . gnn


∂
∂xi
g1k
...
∂
∂xi
gnk

=⇒ ∂
∂xi
gmk = −
∑
jl
gmjglk
∂
∂xi
glj.
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Como corola´rio podemos escrever a seguinte derivada em termos da co-
nexa˜o
Corola´rio 2.2.10. Sejam (gij) a matriz que representa a me´trica em uma
base ∂1, ..., ∂n, (g
ij) sua inversa e Γijk, para i, j, k ∈ {1, ..., n}, os coeficientes
da conexa˜o de Levi-Civita (s´ımbolos de Christoffel) enta˜o
∂
∂xi
gim = −
∑
k
gikΓmik −
∑
j
gjmΓiji,
∑
ij
gij
∂
∂xl
gij =
∑
j
Γjjl +
∑
i
Γiil.
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Demonstrac¸a˜o: Pelo Lema anterior
∂
∂xi
gim =−
∑
kj
∂
∂xi
gkjg
ikgjm
=−
∑
kj
(
∂
∂xi
gkjg
ikgjm +
1
2
∂
∂xk
gjig
ikgjm
− 1
2
∂
∂xk
gjig
ikgjm +
1
2
∂
∂xj
gikg
ikgjm − 1
2
∂
∂xj
gikg
ikgjm
)
=−
∑
kj
{(
1
2
∂
∂xi
gkjg
ikgjm +
1
2
∂
∂xk
gjig
ikgjm − 1
2
∂
∂xj
gikg
ikgjm
)
+
(
1
2
∂
∂xi
gkjg
ikgjm +
1
2
∂
∂xj
gikg
ikgjm − 1
2
∂
∂xk
gjig
ikgjm
)}
=−
∑
k
gikΓmik −
∑
j
gjmΓiij,
onde usamos a fo´rmula 1.8 que da´ os simbolos de Christoffel em termos da
me´trica Γmij =
1
2
∑
k
{
∂
∂xi
gjk +
∂
∂xj
gki − ∂∂xk gij
}
gkm.
Para a outra igualdade basta calcularmos diretamente∑
ij
gij
∂
∂xl
gij =
∑
ij
{
1
2
gij
∂
∂xl
gij +
1
2
gij
∂
∂xi
gjl − 1
2
gij
∂
∂xi
glj
+
1
2
gij
∂
∂xl
gij − 1
2
gij
∂
∂xi
gjl +
1
2
gij
∂
∂xi
glj
}
=
∑
j
Γjjl +
∑
i
Γiil.
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Podemos demonstrar que
Teorema 2.2.11. Sejam (gij) a matriz que representa a me´trica em uma
base ∂1, ..., ∂n, (g
ij) sua inversa e Γijk, para i, j, k ∈ {1, ..., n}, os coeficientes
da conexa˜o de Levi-Civita (s´ımbolos de Christoffel) enta˜o
4u =
∑
jkm
∂u
∂xk
gjmΓkjm −
∑
jk
gjk
∂2
∂xj∂xk
u.
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Demonstrac¸a˜o: Denotando ∗ := ∑jk gjk ∂2∂xj∂xku −∑jkm ∂u∂xk gjmΓkjm
temos
∗ =
∑
jk
∂
∂xj
(
gjk
∂
∂xk
u
)
− ∂
∂xj
gjk
∂
∂xk
u−
∑
jkm
∂u
∂xk
gjm
=
∑
jk
∂
∂xj
(
gjk
∂
∂xk
u
)
+
∂u
∂xk
(∑
m
gjmΓkjm + g
mkΓjmj
)
−
∑
jkm
∂u
∂xk
gjmΓkjm
=
∑
jk
∂
∂xj
(
gjk
∂
∂xk
u
)
+
∑
jmk
∂u
∂xk
gmkΓjmj
=
∑
jk
∂
∂xj
(
gjk
∂
∂xk
u
)
+
∑
ijmk
1
2
∂u
∂xk
gmkgij
∂
∂xm
gji.
Mas
∂
∂xm
log
√
det g =
1
2
1
det g
(∑
ij
∂
∂xm
gijCij
)
=
1
2
∑
ij
Cij
det g
∂
∂xm
gij
=
1
2
∑
ij
gij
∂
∂xm
gij,
onde Cij = (−1)i+j det(g(i, j)) e g(i, j) e´ a matriz obtida de g retirando-se a
linha i e a coluna j.
Portanto
∗ =
∑
jk
∂
∂xj
(
gjk
∂
∂xk
u
)
+
∑
mk
∂u
∂xk
gmk
∂
∂xm
log
√
det g
=
∑
jk
∂
∂xj
(
gjk
∂
∂xk
u
)
+
∑
jk
∂u
∂xk
gjk
1√
det g
∂
∂xj
√
det g
=
1√
det g
(∑
jk
∂
∂xj
(
gjk
∂
∂xk
u
)√
det g +
∑
jk
∂u
∂xk
gjk
∂
∂xj
√
det g
)
=
1√
det g
∑
jk
∂
∂xj
(
gjk
√
det g
∂
∂xk
u
)
= −4u.
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2.3 Generalizando o Laplaciano
Ate´ agora constru´ımos um operador Laplaciano definido sobre func¸o˜es
C∞(M) contudo precisaremos defini-lo em espac¸os mais gerais do que esse
para calcular o menor auto-valor do operador 44+ sg, onde sg e´ a curvatura
escalar. Para tal utilizaremos alguns teoremas de E.D.P. sobre operado-
res el´ıpticos definidos sobre espac¸os de Sobolev. Nesta sec¸a˜o definimos tais
espac¸os e construimos uma teoria de integrac¸a˜o a Lebesgue, que pode ser
encontrada em [12] com mais detalhes.
2.3.1 Integrac¸a˜o a` Lebesgue em Variedades
Definic¸a˜o 2.3.1. Uma colec¸a˜o M de subconjuntos de um conjunto X e´ dita
ser uma σ-a´lgebra em X se M tem as seguintes propriedades:
• X ∈M.
• Se A ∈M enta˜o Ac ∈M, onde Ac e´ o complemento de A em relac¸a˜o a
X.
• Se A = ∪∞n=1An e se An ∈M para todo n ∈ N enta˜o A ∈M.
Se M e´ uma σ-a´lgebra em X, enta˜o (X,M) e´ dito um espac¸o men-
sura´vel e os elementos de M sa˜o ditos os conjuntos mensura´veis em X.
Muitas vezes denotaremos um espac¸o mensura´vel (X,M) apenas por X.
SeX e´ um espac¸o mensura´vel, Y e´ um espac¸o topolo´gico e f e´ uma func¸a˜o
de X em Y enta˜o f e´ dita ser mensura´vel se f−1(V ) e´ mensura´vel para todo
aberto V ⊂ Y .
Definic¸a˜o 2.3.2. Uma medida e´ uma func¸a˜o µ, definida em uma σ-a´lgebra
M cuja imagem esta´ em [0,∞] e que e´ aditivamente conta´vel, ou seja, se Ai
e´ uma colec¸a˜o disjunta de elementos de M enta˜o
µ (∪∞i=1Ai) =
∞∑
i=1
µ(Ai).
E µ(Ai) <∞ para algum A ∈M.
Um espac¸o de medida e´ um espac¸o mensura´vel que tem uma medida
definida na σ-a´lgebra dos seus conjuntos mensura´veis.
No comec¸o deste cap´ıtulo definimos o que significa integrar (no sentido de
Riemann) sobre uma variedade diferencia´vel M , com esta definic¸a˜o podemos
definir uma medida µ e uma σ-a´lgebra M sobre M da seguinte maneira:
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Dizemos que um conjunto E ⊂M e´ mensura´vel se a func¸a˜o caracter´ıstica
ζE :M → R de E, definida como ζE(x) = 1 se x ∈ E e ζE(y) = 0 se y ∈ Ec, e´
integra´vel a` Riemann e definimos a medida µ(E) de um conjunto mensura´vel
E como
µ(E) =
∫
M
ζEdvol.
Enta˜o consideramos a σ-a´lgebra gerada por estes conjuntos. Note que,
utilizando esta medida, temos que a medida de um ponto e´ zero (pois a func¸a˜o
caracter´ıstica deste ponto e´ integra´vel a Riemann e sua integral vale zero)
enta˜o, como a medida e´ aditivamente conta´vel qualquer conjunto enumera´vel
de pontos tem medida nula.
Podemos estender nossa σ-a´lgebra e nossa medida utilizando o seguinte
teorema, que esta´ demonstrado em [12].
Teorema 2.3.3. Seja (X,M, µ) um espac¸o de medida, seja M∗ a colec¸a˜o
de todos conjuntos E ⊂ X para os quais existem conjuntos A,B ∈ M∗ tais
que A ⊂ E ⊂ B e µ(B − A) = 0, definimos µ(E) = µ(A). Enta˜o M∗ e´ uma
σ-a´lgebra e µ e´ uma medida em M∗.
Seja P e´ uma propriedade que pode valer ou na˜o para um ponto x ∈M .
Dizemos que P vale quase sempre em M se o conjunto dos pontos onde P
na˜o vale tem medida nula.
Com esta medida definiremos uma teoria de integrac¸a˜o a Lebesgue
Definic¸a˜o 2.3.4. Se f :M → [0,∞) uma func¸a˜o da forma
f =
n∑
i=1
αiζAi ,
onde α1, ..., αn ∈ R, com αi 6= αj se i 6= j; enta˜o dizemos que f e´ uma func¸a˜o
simples.
Note que f e´ mensura´vel se e somente se os conjuntos Ai sa˜o mensura´veis.
Definic¸a˜o 2.3.5. Seja f : M → [0,∞) uma func¸a˜o simples mensura´vel,
f =
∑n
i=1 αiζAi . Dado um conjunto E ∈M∗ definimos a integral a Lebesgue
de f sobre E em relac¸a˜o a medida µ como∫
E
fdµ =
n∑
i=1
αiµ(E ∩ Ai).
A medida de alguns conjuntos pode ser infinita. Para lidarmos com isto,
definimos, a.∞ = ∞.a = ∞ se a ∈ (0,∞) e 0.∞ = ∞.0 = 0 e a +∞ =
∞+ a =∞ se a ∈ [0,∞].
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Definic¸a˜o 2.3.6. Dado um conjunto E ∈ M∗ definimos a integral a Le-
besgue de f :M → [0,∞) sobre E em relac¸a˜o a medida µ como∫
E
fdµ = sup
s
∫
E
sdµ,
onde s e´ uma func¸a˜o simples menor ou igual que f .
Denotando
f+ :=
{
f(x), se f(x) ≥ 0
0, se f(x) < 0
, f− :=
{
0, se f(x) ≥ 0
−f(x), se f(x) < 0
podemos definir o que e´ uma func¸a˜o integra´vel a Lebesgue e a integral de
uma destas func¸o˜es como
Definic¸a˜o 2.3.7. Dizemos que uma func¸a˜o mensura´vel e´ integra´vel a Le-
besgue se ∫
M
|f(x)|dµ <∞.
Denotamos o conjunto das func¸o˜es integra´veis a Lebesgue em M por I1(M).
Dado um conjunto E ∈ M∗ definimos a integral a Lebesgue de f :
M → R sobre E em relac¸a˜o a medida µ como∫
E
fdµ = sup
s+
∫
E
s+dµ− sup
s−
∫
E
s−dµ,
onde s+ e´ uma func¸a˜o simples menor ou igual que f+ e s− e´ uma func¸a˜o
simples menor ou igual que f−.
Se uma func¸a˜o e´ integra´vel a` Riemann ela tambe´m o e´ a` Lebesgue e as
duas integrais tem o mesmo valor. O operador integral a` Lebesgue tambe´m
e´ linear.
Sejam f, g ∈ I1(M), f = g quase sempre (a menos de um conjunto G
mensura´vel); E,F conjuntos mensura´veis e µ(F ) = 0 enta˜o∫
F
fdµ ≤
∫
F
sup fdµ = sup fµ(F ) = 0;∫
E
(f − g)dµ =
∫
E−G
(f − g)dµ+
∫
G
(f − g)dµ = 0.
Temos ainda o seguinte resultado de convergeˆncia:
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Teorema 2.3.8 (Teorema da Convergeˆncia Dominada de Lebesgue).
Seja {fn} uma sequeˆncia de func¸o˜es integra´veis a` Lebesgue em X, tais que
f(x) = lim
n→∞
fn(x)
existe para todo x ∈ X. Se existe uma func¸a˜o g ∈ I1(M) tal que
|f(x)| ≤ g(x) ∀n ∈ N.
Enta˜o f ∈ I1(M),
lim
n→∞
∫
X
|fn − f |dµ = 0 e lim
n→∞
∫
X
fndµ =
∫
f(x)dµ.
Assim como o conjunto I1(M) das func¸o˜es integra´veis em mo´dulo po-
demos definir Ip(M), para todo p ∈ N, como o conjunto das func¸o˜es men-
sura´veis tais que ∫
M
|f |pdµ ≤ ∞.
Denotando Ep = {f ∈ Lp(M)|
∫
M
|f |p = 0} (o qual e´ um subespac¸o
vetorial) definimos Lp(M) := Ip(M)/Ep e uma norma da seguinte maneira
‖f‖p =
(∫
M
|f |pdµ
)1/p
.
Os espac¸os Lp(M) sa˜o completos. De fato: Se (fn) e´ uma sequeˆncia de
Cauchy de func¸o˜es em Lp(M) enta˜o fn → f , onde f e´ uma func¸a˜o men-
sura´vel, e (fn)
p e´ uma sequeˆncia de Cauchy. Tome ² > 0 fixo, enta˜o existe
um N0 ∈ N tal que se m,n ≥ N0 temos, a menos de um conjunto de medida
nula:
sup
x
((fn(x))
p − (fm(x))p) ≤ ε
deste modo |fn(x)|p ≤ g(x) := supx{|f1(x)|p, ..., |fN0−1(x)|p, |fN0(x)|p + ε}
para todo n ∈ N g : M → R e´ uma func¸a˜o integra´vel (pois e´ o sup de um
nu´mero finito de func¸o˜es integra´veis) assim, pelo Teorema da Convergeˆncia
Dominada de Lebesgue, |fn|p → h e h = |f |p pela unicidade do limite.
Portanto os espac¸os Lp(M) sa˜o completos.
Pode-se mostrar que o u´nico destes espac¸os no qual a norma prove´m de
um produto inteno e´ L2(M) e que Lp(M) e´ espac¸o de Banach se p ≥ 1 e
portanto um espac¸o de Hilbert se p = 2.
Podemos definir uma norma em L2(M):
‖u‖L2 = (〈u, u〉L2)1/2 =
(∫
M
u2dµ
)1/2
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e uma norma em C∞(M):
‖u‖H1 =
(
〈u, u〉H10
)1/2
=
(∫
M
u2dµ+
∫
M
g(gradu, gradu)dµ
)1/2
.
Estas normas esta˜o associadas, respectivamente, ao seguintes produtos
internos
〈u, v〉L2 =
∫
M
uvdµ
e ao produto interno de u, v ∈ C∞(M)
〈u, v〉H1 =
∫
M
uvdµ+
∫
M
g(α−1g (du), α
−1
g (dv))dµ
=
∫
M
uvdµ+
∫
M
g(gradu, gradv)dµ.
Pode ser demostrado que C∞(M) e´ denso em L2(M) em relac¸a˜o a norma
‖.‖L2 . Ale´m disso, em relac¸a˜o a esta norma, a imersa˜o de C∞(M) em L2(M)
e´ compacta. Denotaremos o fecho de C∞(M) em relac¸a˜o a norma ‖u‖H1 por
H1(M).
Dizemos que H1(M) e H10 (M) (f ∈ H1(M) com suporte compacto) sa˜o
espac¸os de Sobolev.
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Cap´ıtulo 3
Os invariantes
3.1 Invariante de Perelman
SejaM uma variedade fechada conexa de dimensa˜o n ≥ 3 e g uma me´trica
Riemanniana sobreM . Considere o operador 44g+sgI : C∞(M)→ C∞(M)
associado a g, onde sg e´ a curvatura escalar de g e 4g = −div ◦ grad e´ o
operador de Laplace-Beltrami.
Denotamos por λg o menor autovalor do operador 44g + sgI que e´ dado,
em termos do quociente de Rayleigh, pelo seguinte teorema
Teorema 3.1.1. O menor autovalor λg do operador 44g + sgI e´ dado por
λg = inf
u
∫
M
[sgu
2 + 4|gradu|2]dµg∫
M
u2dµg
(3.1)
onde o ı´nfimo e´ tomado sobre todas as func¸o˜es reais suaves u sobre M . Ale´m
disso este ı´nfimo e´ atingido por uma u´nica func¸a˜o u ∈ C∞(M).
Demonstrac¸a˜o: Podemos escrever, para cada f ∈ C∞(M), este opera-
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dor como
(44g + sgI)(f) = −4√
det g
∑
j
∂j
(∑
i
gij∂i(f
√
det g)
)
+ sgf
=
−4√
det g
∑
j
∂j
(∑
i
gij
(
∂if
√
det g + f∂i
√
det g
))
+ sgf
= −4
∑
j
∂j
(
1√
det g
∑
i
gij
(
∂if
√
det g + f∂i
√
det g
))
+ 4
∑
j
∂j
(
1√
det g
)∑
i
gij
(
∂if
√
det g + f∂i
√
det g
)
+ sgf
= −4
∑
j
∂j
(∑
i
gij(∂if)
)
− 4
∑
j
∂j
(∑
i
gij
∂i
√
det g√
det g
(f)
)
+ 4
∑
j
∂j
(
1√
det g
)∑
i
gij
√
det g(∂if)
+ 4
∑
j
∂j
(
1√
det g
)∑
i
gij∂i
√
det g(f) + sg(f)
= −4
∑
j
∂j
(∑
i
gij(∂if)
)
− 4
∑
j
∂j
(∑
i
gij
∂i det g
2 det g
(f)
)
− 4
∑
ij
gij
∂i det g
2 det g
∂jf +
(
4
∑
j
∂j
1√
det g
∑
i
gij∂i
√
det g + sg
)
f
= −4∂j(gij(∂if)) + ∂j(bif) + bi∂jf + cf,
utilizando a convenc¸a˜o de somato´rio de Einstein e denotando bj = −4∑i gij ∂i det g2 det g ,
c = 4
∑
j ∂j
1√
det g
∑
i g
ij∂i
√
det g + sg.
Podemos definir uma forma quadra´tica em C∞(M) associada ao operador
44g + sgI por
L(u, v) : = 〈(44g + sgI)(u), v〉L2
=
∫
M
(
4gij∂iu∂jv + ∂j(b
ju)v + bj∂juv + cuv
)
dµ
=
∫
M
(
4gij∂iu∂jv − bju∂jv + bj∂juv + cuv
)
dµ.
O operador 44g + sgI e´ el´ıptico1.
1A teoria que desenvolvemos aqui pode ser generalizada para operadores el´ıpticos em
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Para cada u ∈ C∞(M), u 6= 0, a raza˜o
J(u) =
L(u, u)
〈u, u〉L2
e´ dita o quociente de Rayleigh de L.
Vamos minimizar J . Primeiro notamos que J e´ limitado inferiormente
pois, como M e´ compacta, |sg| ≤ k para algum k ∈ R, enta˜o
J(u) =
L(u, u)
〈u, u〉L2 =
〈(44g + sg)(u), u〉L2∫
M
u2dµ
=
4〈gradu, gradu〉L2∫
M
u2dµ
+
∫
M
sgu
2dµ∫
M
u2dµ
≥
∫
M
−ku2dµ∫
M
u2dµ
= −k.
Assim faz sentido definirmos
λg = inf
u∈C∞(M)
J(u).
Vamos mostrar que λg e´ um autovalor de 44g + sgI.
Como λg e´ o infimo de J(u) existe uma sequeˆncia {vm} ⊂ C∞(M) tal que
J(vm) → λg enta˜o, denotando um = vm/‖vm‖L2 , temos que J(um) = J(vm)
portanto J(um)→ λg. E´ claro que ‖um‖L2 = 1. Por outro lado,
L(um, um) =
∫
M
[4g(grad(um), grad(um)) + sgu
2
m]dµ ≤ λg + k,
pois L(um, um) = J(um) e J(um)→ λg. Enta˜o∫
M
g(gradum, gradum)dµ ≤ 1
4
(
λg + k −
∫
M
sgu
2
mdµ
)
≤ 1
4
(
λg + k − (−k)
∫
M
u2mdµ
)
=
1
4
(λg + k + k) := K0.
C∞(M) pode ser mergulhada em H1(M), usaremos a mesma notac¸a˜o
para {un} e sua imagem de {un} em H1(M). Portanto, para todo m ∈ N
temos
‖um‖H1 =
∫
M
g(gradum, gradum)dµ+
∫
M
u2mdµ ≤ K0 + 1,
ou seja, {um} e´ limitada em H1(M).
geral. Para ver detalhes sobre a teoria de operadores el´ıpticos consulte [4]
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O espac¸o H1(M) pode ser compactamente mergulhado (teorema 4.0.6 no
anexo) em L2(M), portanto a imagem de {um} em L2(M), que denotamos
por {wm}, possui uma subsequeˆncia {w′m} converge para uma func¸a˜o w em
L2(M) com ‖w‖L2 = 1.
Denotando Q(u) = L(u, u) temos, para todo m,n ∈ N,
Q
(
ul − um
2
)
+Q
(
ul + um
2
)
=
1
2
(Q(um) +Q(ul)),
enta˜o
Q
(
ul − um
2
)
=
1
2
(Q(um) +Q(ul))−Q
(
ul + um
2
)
→ 0
quando m, l →∞ pois
lim
m,l→∞
Q(1
2
(um + ul)) = lim
m→∞
Q(2um) = lim
l→∞
Q(ul) = λg.
Deste modo
Q
(
ul − um
2
)
=
∫
M
4g
(
grad
(
ul − um
2
)
, grad
(
ul − um
2
))
dµ
+
∫
M
sg
(
ul − um
2
)2
dµ,
enta˜o∫
M
g
(
grad
(
ul − um
2
)
, grad
(
ul − um
2
))
dµ =
1
4
Q
(
ul − um
2
)
−
∫
M
1
4
sg
(
ul − um
2
)2
dµ→ 0
quando m, l →∞ pois sg e´ limitada.
Assim
‖ul − um‖H1 = ‖ul − um‖L2 +
∫
M
g (grad(ul − um), grad(ul − um)) dµ→ 0
quando l,m → ∞, ou seja, {um} e´ uma sequeˆncia de Cauchy em H1(M)
que e´ completo em relac¸a˜o a` norma de ‖.‖H1 portanto um → u em H1(M).
Os resultados cla´ssicos de regularizac¸a˜o (teorema 4.0.5 no anexo) de EDP’s
garantem que u ∈ c∞(M). Assim Q(u) = λg e u = w pela unicidade do
limite. Ale´m disso provamos que existe uma u´nica func¸a˜o u tal que J(u, u) =
λg (caso contra´rio a sequeˆncia (um) poderia na˜o convergir).
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Vamos mostrar que
(44g + sg)u− λgu = 0
pelo me´todo usual do ca´lculo variacional. Dado v ∈ H1(M), definimos
f(t) = J(u+ tv).
Vamos calcular f ′(0)
f ′(0) = lim
t→0
J(u+ tv)− J(u)
t
= lim
t→0
1
t
∫
M
(u+ tv)2 dµ
(∫
M
4gij∂iu∂ju+ 4tg
ij∂iu∂jv + 4tg
ij∂iv∂ju
+ 4t2gij∂iv∂jv − bju∂ju− tbju∂jv − tbjv∂ju− t2bjv∂jv + bju∂ju
+tbju∂jv + tb
jv∂ju+ t
2bjv∂jv + cu
2 + 2tcuv + t2cv2 dµ
)
− 1
t
∫
M
u2dµ
∫
M
gij∂iu∂ju+ cu
2dµ
= lim
t→0
1
t
∫
M
(u+ tv)2 dµ
(
λg +
∫
M
4tgij∂iu∂jv + 4tg
ij∂iv∂ju+ 4t
2gij∂iv∂jv
−tbju∂jv − tbjv∂ju− t2bjv∂jv + tbju∂jv + tbjv∂ju+ t2bjv∂jv + 2tcuv
+ t2cv2dµ− λg
(
1 + 2t
∫
M
uvdµ+ t2
∫
M
v2 dµ
))
=
∫
M
4gij∂iu∂jv − bju∂jv + bj∂juv + cuv dµ
+
∫
M
4gij∂iu∂jv − bjv∂ju+ bj∂jvu+ cuv dµ− 2λg
∫
M
uvdµ
=2L(u, v)− 2λg〈u, v〉L2 ,
pois L(u, v) = L(v, u). Portanto f e´ diferencia´vel no 0.
Por outro lado, como J(u) e´ o ı´nfimo, temos
J(u+ tv)− J(u)
t
≥ 0 para t > 0 e
J(u+ tv)− J(u)
t
≤ 0 para t < 0.
enta˜o
L(u, v)− λg〈u, v〉L2 = f ′(0) = 0, ∀v ∈ H1(M),
enta˜o (44g+ sg)u = λgu, ou seja, u e´ um autovetor com autovalor associado
λg.
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E´ claro que este e´ o menor autovalor pois, dado um autovetor w, com
autovalor associado λ0 temos
λg ≤ J(w) = λ0〈w,w〉L2〈w,w〉L2 = λ0. ¥
Como existe um u´nico u ∈ H1(M) tal que J(u) = λg temos que λg e´ um
autovalor simples.
Definic¸a˜o 3.1.2. SejamM uma variedade diferenciavel fechada orienta´da n-
dimensional, n ≥ 3. Dada uma me´trica Riemanniana g sobre M , denotamos
o menor autovalor do operador 44g + sg por λg e o volume de M em relac¸a˜o
a esta me´trica por volg. O invariante de Perelman λ de M e´ definido
como
λ(M) := sup
g
λgvol
2
n
g ,
onde o sup e´ tomado sobre todas as me´tricas Riemannianas de M .
Teorema 3.1.3. Sejam M e N variedades diferencia´veis e φ : M → N um
difeomorfismo enta˜o λ(M) = λ(N), ou seja, λ e´ um invariante por difeo-
morfismos.
Demonstrac¸a˜o: Sejam {a1, ..., ak} uma partic¸a˜o da unidade associada
ao atlas (Ui, αi) de M e {b1, ..., bl} uma partic¸a˜o da unidade associada ao
atlas (Vj, βj) de N e g uma me´trica Riemanniana sobre N . Enta˜o o pullback
φ∗g de g define uma me´trica Riemanniana sobreM e, por definic¸a˜o, (M,φ∗g)
e (N, g) sa˜o isome´tricas. As formas de volume sa˜o, respectivamente,
dvolφ∗g =
√
det(φ∗g)dx1 ∧ ... ∧ dxn
e
dvolg =
√
det(g)dy1 ∧ ... ∧ dyn.
Pelo teorema 1.2.8 sg ◦φ = sφ∗g. Ale´m disso, dados campos vetoriais X, Y
em M temos, em Ui ∩ φ−1(Vj),
φ∗g(X, Y ) = g(dφX, dφY ) = XTDTGDY
onde G e´ a matriz da me´trica, dφ e´ a derivada de φ e D e´ a matriz Jacobiano
de βj ◦ φ ◦ α−1i , enta˜o
√
det(φ∗g) = det(D)
√
det(g).
Ale´m disso D = (∂(y
i◦φ)
∂xj
), enta˜o
(φ∗g)ij =
∑
lr
∂xi
∂(yl ◦ φ)g
lr ∂x
j
∂(yr ◦ φ) .
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Portanto, para cada u ∈ C∞(M) usando a fo´rmula de mudanc¸a de
varia´veis (teorema 4.0.4 em anexo) em Rn, temos:
Lφ∗g(u, u) =
∫
M
4(4φ∗gu)u+ sφ∗gu2dµφ∗g
=
∫
M
4φ∗g(gradφ∗gu, gradφ∗gu) + sφ∗gu
2dµφ∗g
=
∫
M
4φ∗g
(
∂u
∂xi
∂xi
∂(yl ◦ φ)g
lr ∂x
j
∂(yr ◦ φ)
∂
∂xj
,
∂u
∂xi
∂xi
∂(yl ◦ φ)g
lr ∂x
j
∂(yr ◦ φ)
∂
∂xj
)
+ sφ∗gu
2dµφ∗g
=
∫
M
4φ∗g
(
∂u
∂(yl ◦ φ)g
lr ∂
∂(yr ◦ φ) ,
∂u
∂(yl ◦ φ)g
lr ∂
∂(yr ◦ φ)
)
+ sφ∗gu
2dµφ∗g
=
∑
ij
∫
αi(Ui∩φ−1(Vj))
[(
4φ∗g
(
∂u
∂(yl ◦ φ)g
lr ∂
∂(yr ◦ φ) ,
∂u
∂(yl ◦ φ)g
lr ∂
∂(yr ◦ φ)
)
+sφ∗gu
2
)
ai(bj ◦ φ)
]
◦ α−1i det(D)
√
det(g)dx1...dxn
=
∑
j
∫
βj(Vj)
[(
4φ∗g
(
∂u
∂(yl ◦ φ)g
lr ∂
∂(yr ◦ φ) ,
∂u
∂(yl ◦ φ)g
lr ∂
∂(yr ◦ φ)
)
+sφ∗gu
2
) ◦ φ−1 ◦ β−1j ] (bj ◦ β−1j )√det(g)dy1...dyn.
Por outro lado temos
∂u
∂(yi ◦ φ) = limt→0 u ◦ φ
−1 ◦ (yi)−1(y1, ..., yi + t, ..., yn) = ∂(u ◦ φ
−1)
∂yi
.
Tambe´m temos que o vetor ∂
∂(yf◦φ) pode ser visto como a classe de equivaleˆncia
da curva φ−1 ◦ β−1j ◦ (yf )−1 : R → M , onde yf : R → Rn e´ dada por
yf (t)p = (y1, ..., yf+t, ..., yn), pela relac¸a˜o k ∼ l se, e somente se, (βj◦k)′(0) =
(βj ◦ l)′(0). Assim dφ([φ−1 ◦ β−1j ◦ (yi)−1]) = [◦β−1j ◦ yi] = ∂∂y . Assim:
φ∗g
(
∂u
∂(yl ◦ φ)g
lr ∂
∂(yr ◦ φ) ,
∂u
∂(yl ◦ φ)g
lr ∂
∂(yr ◦ φ)
)
=
=g
(
dφ
(
∂(u ◦ φ−1)
∂yl
glr
∂
∂(yr ◦ φ)
)
, dφ
(
∂(u ◦ φ−1)
∂yl
glr
∂
∂(yr ◦ φ)
))
=
=g
(
∂(u ◦ φ−1)
∂yl
glr
∂
∂yr
,
∂(u ◦ φ−1)
∂yl
glr
∂
∂yr
)
.
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Portanto
Lφ∗g(u, u) =
∫
N
4g(gradg(u ◦ φ−1), gradg(u ◦ φ−1)) + sφ∗g(u2 ◦ φ−1)dµg
= Lg(u ◦ φ−1, u ◦ φ−1).
Ale´m disso∫
M
u2dµφ∗g =
∫
M
u2
√
det(φ∗g)dx1 ∧ ... ∧ dxn
=
∑
ij
∫
αi(Ui∩φ−1(Vj))
(ai(bj ◦ φ)u2) ◦ α−1i det(D)
√
det(g)dx1...dxn
=
∑
j
∫
βj(Vj)
[bj(u
2 ◦ φ−1)] ◦ β−1j
√
det(g)dy1...dyn
=
∫
N
(u2 ◦ φ−1)dµg
e∫
M
dµφ∗g =
∫
M
√
det(φ∗g)dx1 ∧ ... ∧ dxn
=
∑
ij
∫
αi(Ui∩φ−1(Vj))
[ai(bj ◦ φ)sφ∗g] ◦ α−1i det(D)
√
det(g)dx1...dxn
=
∑
j
∫
βj(Vj)
bj ◦ β−1j
√
det(g)dy1...dyn
=
∫
N
dµg.
Deste modo para cada u ∈ C∞(M) temos outra func¸a˜o u ◦φ−1 ∈ C∞(N)
tal que Jg(u ◦ φ−1) = Jφ∗g(u). Da´ı λg ≤ λφ∗g, mas φ−1 : N → M e´ um
difeomorfismo, enta˜o λφ∗g ≤ λg (ana´logo ao que fizemos acima) =⇒ λφ∗g =
λg.
Portanto para cada g em N temos outra me´trica φ∗g em M tal que
λφ∗g = λg. Da´ı λ(M) ≥ λ(N), mas φ−1 : N →M e´ um difeomorfismo, enta˜o
λ(N) ≥ λ(M) (ana´logo ao que fizemos acima) =⇒ λ(M) ≥ λ(N).
¥
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3.2 Problema de Yamabe
Seja (M, g) uma variedade Riemanniana suave fechada conexa orienta´vel
de dimensa˜o n ≥ 3 (escreveremos apenas variedade Riemanniana). Conside-
remos o conjunto Ψ(M) de todas as me´tricas Riemannianas sobre M (que
na˜o e´ vazio, pois toda variedade Hausdorff com base enumera´vel admite ao
menos uma me´trica Riemanniana [3]). Podemos definir sobre este conjunto
a relac¸a˜o ∼ como g ∼ g˜ ⇐⇒ g˜ = ug para alguma u :M → R+ de classe C∞.
Esta e´ uma relac¸a˜o de equivaleˆncia pois
• g ∼ g pois a func¸a˜o 1 :M → R+, dada por 1(x) = 1 e´ de classe C∞.
• g ∼ h =⇒ h ∼ g pois u : M → R+ de classe C∞ =⇒ 1/u : M → R+ e´
de classe C∞ enta˜o h = ug =⇒ g = 1
u
h.
• g ∼ h ∼ i =⇒ g ∼ i pois h = ug e i = vh implica em i = (uv)g e
uv :M → R+ e´ de classe C∞.
Definic¸a˜o 3.2.1. Definimos a classe conforme γ de uma me´trica g ∈ Ψ(M)
como
γ = [g] = {g˜ ∈ Ψ(M)|g˜ ∼ g}.
Se g˜ , g ∈ γ dizemos que g˜ e´ conformal a g e que γ e´ uma classe conforme
sobre M .
Em [14] Yamabe conjecturou que:
Problema de Yamabe: Para toda variedade compacta Riemanniana (M, g)
de dimensa˜o n ≥ 3, existe uma me´trica conforme a` g, denotada por g˜, de
curvatura escalar constante.
Ao tentarmos formular este problema em termos de EDP chegamos a uma
equac¸a˜o que relaciona o operador de Laplace-Beltrami e a curvatura escalar
com a curvatura escalar de uma me´trica g˜ conforme a` g. De fato:
Suponha que (M, g) e´ uma variedade riemanniana compacta conexa de
dimensa˜o n ≥ 3. Qualquer me´trica g˜ conforme a g pode ser escrita na forma
g˜ = u4/(n−2)g para alguma func¸a˜o real u suave em M . Denotando r = 4
n−2
e usando a equac¸a˜o 1.8 temos que os s´ımbolos de Christoffel Γ˜mij da me´trica
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sa˜o dados por
Γ˜mij =
1
2
∑
k
{
∂
∂xi
g˜ jk +
∂
∂xj
g˜ki −
∂
∂xk
g˜ ij
}
g˜km
=
1
2
∑
k
{
∂
∂xi
(urgjk) +
∂
∂xj
(urgki)− ∂
∂xk
(urgij)
}
u−rgkm
=
1
2
∑
k
ur
{
∂
∂xi
gjk +
∂
∂xj
gki − ∂
∂xk
gij
}
u−rgkm
+
1
2
∑
k
{
∂
∂xi
urgjk +
∂
∂xj
urgki − ∂
∂xk
urgij
}
u−rgkm
=
1
2
∑
k
{
∂
∂xi
gjk +
∂
∂xj
gki − ∂
∂xk
gij
}
gkm
+
1
2
ru−1
∑
k
{
∂u
∂xi
gjkg
km +
∂u
∂xj
gikg
km − ∂u
∂xk
gijg
km
}
=Γmij +
1
2
ru−1
{
δjm
∂u
∂xi
+ δim
∂u
∂xj
−
∑
k
∂u
∂xk
gijg
km
}
.
Teorema 3.2.2. Se (M, g) e´ uma variedade Riemanniana de dimensa˜o n,
g˜ e´ uma me´trica conforme a` g, com g˜ = urg, r = 4
n−2 , 4g e´ o Laplaciano
em relac¸a˜o a` me´trica g, sg a curvatura escalar de (M, g) e sg˜ a curvatura
escalar de (M, g˜) enta˜o
4gu+ n− 2
4(n− 1)sgu =
n− 2
4(n− 1)sg˜u
n+2
n−2 .
Demonstrac¸a˜o: Pela equac¸a˜o 1.10 da curvatura em termos dos simbo-
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los de Christoffel temos
sg˜ =
∑
ijlm
g˜ ij
(
Γ˜mij Γ˜
l
lm − Γ˜mlj Γ˜lim +
∂
∂xl
(Γ˜lij)−
∂
∂xi
(Γ˜llj)
)
=
∑
ijlm
u−rgij
{
∂
∂xl
(
Γlij +
1
2
ru−1
{
δjl
∂u
∂xi
+ δil
∂u
∂xj
−
∑
k
∂u
∂xk
gijg
kl
})
− ∂
∂xi
(
Γllj +
1
2
ru−1
{
δjl
∂u
∂xl
+ δll
∂u
∂xj
−
∑
k
∂u
∂xk
gljg
kl
})
+
(
Γmij +
1
2
ru−1
{
δjm
∂u
∂xi
+ δim
∂u
∂xj
−
∑
k
∂u
∂xk
gijg
km
})
.
(
Γllm +
1
2
ru−1
{
δml
∂u
∂xl
+ δll
∂u
∂xm
−
∑
k
∂u
∂xk
glmg
kl
})
−
(
Γmlj +
1
2
ru−1
{
δjm
∂u
∂xl
+ δlm
∂u
∂xj
−
∑
k
∂u
∂xk
gljg
km
})
.
(
Γlim +
1
2
ru−1
{
δml
∂u
∂xi
+ δil
∂u
∂xm
−
∑
k
∂u
∂xk
gimg
kl
})}
=u−r
∑
ijlm
gij
(
∂
∂xl
Γlij −
∂
∂xi
Γllj + Γ
m
ijΓ
l
lm − ΓmljΓlim
)
+
r
2
∑
ijklm
u−rgij
{
∂
∂xl
(
u−1
{
δjl
∂u
∂xi
+ δil
∂u
∂xj
− ∂u
∂xk
gijg
kl
})
− ∂
∂xi
(
u−1
{
δjl
∂u
∂xl
+ δll
∂u
∂xj
− ∂u
∂xk
δjk
})}
+
r
2
∑
ijklm
u−r−1
{
Γmijg
ijδml
∂u
∂xl
+ Γmijg
ijδll
∂u
∂xm
− Γmijgij
∂u
∂xk
glmg
kl
}
+
r
2
∑
ijklm
u−r−1
{
Γllmg
ijδjm
∂u
∂xi
+ Γllmg
ijδim
∂u
∂xj
− Γllmgij
∂u
∂xk
gijg
km
}
− r
2
∑
ijklm
u−r−1
{
Γmlj g
ijδml
∂u
∂xi
+ Γmlj g
ijδil
∂u
∂xm
− Γmlj gij
∂u
∂xk
gimg
kl
}
− r
2
∑
ijklm
u−r−1
{
Γlimg
ijδjm
∂u
∂xl
+ Γlimg
ijδlm
∂u
∂xj
− Γlimgij
∂u
∂xk
gljg
km
}
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+
r2
4
∑
ijklm
u−r−2
{
δjm
∂u
∂xi
gijδml
∂u
∂xl
+ δjm
∂u
∂xi
gijδll
∂u
∂xm
− δjm ∂u
∂xi
gij
∂u
∂xk
glmg
kl
}
+
r2
4
∑
ijklm
u−r−2
{
δim
∂u
∂xj
gijδml
∂u
∂xl
+ δim
∂u
∂xj
gijδll
∂u
∂xm
− δim ∂u
∂xj
gij
∂u
∂xk
glmg
kl
}
+
r2
4
∑
ijklm
u−r−2
{
∂u
∂xk
gljg
kmgijδml
∂u
∂xl
+
∂u
∂xk
gljg
kmgijδll
∂u
∂xm
−
∑
r
∂u
∂xk
gljg
kmgij
∂u
∂xr
glmg
rl
}
− r
2
4
∑
ijklm
u−r−2
{
δjm
∂u
∂xl
gijδml
∂u
∂xi
+ δjm
∂u
∂xl
gijδil
∂u
∂xm
− δjm ∂u
∂xl
gij
∂u
∂xk
gimg
kl
}
− r
2
4
∑
ijklm
u−r−2
{
δlm
∂u
∂xj
gijδml
∂u
∂xi
+ δlm
∂u
∂xj
gijδil
∂u
∂xm
− δlm ∂u
∂xj
gij
∂u
∂xk
gimg
kl
}
− r
2
4
∑
ijklm
u−r−2
{
∂u
∂xk
gljg
kmgijδml
∂u
∂xi
+
∂u
∂xk
gljg
kmgijδil
∂u
∂xm
− ∂u
∂xk
gljg
kmgij
∂u
∂xk
gimg
kl
}
=u−rsg +
r
2
∑
ijklm
u−rgij
{
∂
∂xj
(
u−1
∂u
∂xi
)
+
∂
∂xi
(
u−1
∂u
∂xj
)
− ∂
∂xl
(
u−1
∂u
∂xk
gijg
kl
)
− ∂
∂xi
(
u−1
{
∂u
∂xj
+ n
∂u
∂xj
− ∂u
∂xj
})}
+
r
2
∑
ijklm
u−r−1
{
Γlijg
ij ∂u
∂xl
+ nΓmijg
ij ∂u
∂xm
− Γkijgij
∂u
∂xk
+ Γlljg
ij ∂u
∂xi
}
+
r
2
∑
ijklm
u−r−1
{
Γllig
ij ∂u
∂xj
− nΓllmgkm
∂u
∂xk
− Γlljgij
∂u
∂xi
− Γmij gij
∂u
∂xm
}
+
r
2
∑
ijklm
u−r−1
{
Γmlm
∂u
∂xk
gkl − Γlijgij
∂u
∂xl
− Γlilgij
∂u
∂xj
+ Γllm
∂u
∂xk
gkm
}
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+
r2
4
∑
ijklm
u−r−2
{
gij
∂u
∂xi
∂u
∂xj
+ ngij
∂u
∂xi
∂u
∂xj
− gij ∂u
∂xi
∂u
∂xj
}
+
r2
4
∑
ijklm
u−r−2
{
gij
∂u
∂xj
∂u
∂xi
+ ngij
∂u
∂xj
∂u
∂xi
− gij ∂u
∂xj
∂u
∂xi
}
+
r2
4
∑
ijklm
u−r−2
{
gkm
∂u
∂xk
∂u
∂xm
+ ngkm
∂u
∂xk
∂u
∂xm
− gkm ∂u
∂xk
∂u
∂xm
}
− r
2
4
∑
ijklm
u−r−2
{
gij
∂u
∂xj
∂u
∂xi
+ gij
∂u
∂xi
∂u
∂xj
− ngkl ∂u
∂xl
∂u
∂xk
}
− r
2
4
∑
ijklm
u−r−2
{
n2gij
∂u
∂xj
∂u
∂xi
+ gij
∂u
∂xj
∂u
∂xi
− gij ∂u
∂xj
∂u
∂xi
}
− r
2
4
∑
ijklm
u−r−2
{
gij
∂u
∂xj
∂u
∂xi
+ ngkm
∂u
∂xk
∂u
∂xm
− gij ∂u
∂xi
∂u
∂xj
}
=u−rsg +
r
2
∑
ijklm
u−r
{
2(n− 1)u−2gij ∂u
∂xj
∂u
∂xi
− 2(n− 1)u−1gij ∂
2u
∂xj∂xi
−u−1gijgkl∂gij
∂xl
∂u
∂xk
− nu−1∂g
kl
∂xl
∂u
∂xk
}
+
r
2
∑
ijklm
u−r−1
{
(n− 1)Γmij gij
∂u
∂xm
− (n− 1)Γlligij
∂u
∂xj
}
+
r2
4
∑
ijklm
u−r−2
{
(−n2 + 3n− 2)gij ∂u
∂xi
∂u
∂xj
}
=u−rsg +
r
2
∑
ijklm
u−r
{
2(n− 1)u−2gij ∂u
∂xj
∂u
∂xi
− 2(n− 1)u−1gij ∂
2u
∂xj∂xi
−u−1gkl (Γjjl + Γiil) ∂u∂xk − nu−1 (−gliΓkli − gikΓlli) ∂u∂xk
}
+
r
2
∑
ijklm
u−r−1
{
(n− 2)Γmij gij
∂u
∂xm
− (n− 2)Γlligij
∂u
∂xj
}
+
r2
4
∑
ijklm
u−r−2
{
(−n2 + 3n− 2)gij ∂u
∂xi
∂u
∂xj
}
Onde usamos o corola´rio 2.2.10.
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sg˜ =u
−r−1sg +
r
2
∑
ijklm
u−r
{
2(n− 1)
(
Γmij g
ij ∂u
∂xm
− gij ∂
2u
∂xj∂xi
)}
+
r2
4
∑
ijklm
u−r−2
{
2(n− 1)
(
1 +
2
r
)
gij
∂u
∂xi
∂u
∂xj
}
=u−rsg +
r
2
2(n− 1)u−r−14gu.
Portanto
sg˜u
r+1 =sgu+
4(n− 1)
n− 2 4gu
n− 2
4(n− 1)sg˜u
n+2
n−2 =
n− 2
4(n− 1)sgu+4gu.
¥
Teorema 3.2.3 (Problema de Yamabe (formulac¸a˜o EDP)). Seja (M, g)
uma variedade Riemanniana de dimensa˜o n ≥ 3. O problema de Yamabe tem
soluc¸a˜o se, e somente se, existem u ∈ C∞(M), u > 0 em M e λ ∈ R tais
que
4gu+ n− 2
4(n− 1)sgu = λu
n+2
n−2 . (3.2)
Demonstrac¸a˜o: (=⇒) Se o problema de Yamabe tem soluc¸a˜o existe
uma me´trica g˜ = u
4
n−2 g onde u :M → R+ e´ suave tal que a curvatura escalar
de (M, g˜) e´ constante enta˜o, pelo teorema anterior 3.2.2, temos
4gu+ n− 2
4(n− 1)sgu =
n− 2
4(n− 1)sg˜u
n+2
n−2 = λu
n+2
n−2 ,
com λ = n−2
4(n−1)sg˜ constante.
(⇐=) Se existem u ∈ C∞(M), u > 0 em M e λ ∈ R que satisfazem a
equac¸a˜o 3.2 enta˜o, para a me´trica g˜ = u
4
n−2 g que e´ conforme a` g, temos
λu
n+2
n−2 = 4gu+ n− 2
4(n− 1)sgu =
n− 2
4(n− 1)sg˜u
n+2
n−2 ,
enta˜o, como u > 0, n−2
4(n−1)sg˜ = λ portanto sg˜ e´ constante. ¥
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Tinhamos um problema geome´trico e o transformamos em um problema
de EDP. Vamos dar a formulac¸a˜o variacional deste problema.
Definic¸a˜o 3.2.4. Sejam (M, g) uma variedade Riemanniana, γ a classe con-
forme de g e p = 2n
n−2 .
Definimos Q : γ → R do seguinte modo: para cada me´trica g˜ = up−2g
conforme a g definimos
Q(g˜) :=
∫
M
sg˜dµg˜(∫
M
dµg˜
) 2
p
.
Tambe´m definimos Qg : {u :M → R+, u ∈ C∞(M)} → R como
Qg(u) := Q(u
p−2g).
De agora em diante usaremos p = 2n
n−2 . Pelo teorema 3.2.2, denotando
E(u) :=
∫
M
(
4
n(n−2)(4u)u+ sgu2
)
dµg, temos
Qg(u) =Q(u
p−2g) =
∫
M
sg˜dµg˜(∫
M
dµg˜
) 2
p
=
∫
M
(
4(n−1)
n−2 (4gu)u−
n+2
n−2 + sgu
− 4
n−2
)
u
2n
n−2dµg(∫
M
u
2n
n−2dµg
) 2
p
=
E(u)
‖u‖2p
.
Teorema 3.2.5. Uma func¸a˜o u : M → R+ de classe C∞(M) e´ um ponto
cr´ıtico de Qg se, e somente se, satisfaz a equac¸a˜o 3.2 com λ =
E(u)
‖u‖pp , ou seja,
4gu+ n− 2
4(n− 1)sgu =
E(u)
‖u‖pp u
n+2
n−2 .
Demonstrac¸a˜o: Pelo me´todo usual do ca´lculo variacional, usando a
generalizac¸a˜o do binoˆmio de Newton
(x+ y)z =
∞∑
k=0
1
k!
k−1∏
j=0
(z − j)xz−k(y)k,
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tomando uma func¸a˜o v ∈ C∞(M) e denotando ∗ = 1
t
(Q(u + tv) − Q(u))
temos
∗ =
∫
M
4(n−1)
n−2 4g(u+ tv)(u+ tv) + sg(u+ tv)2dµg
t
(∫
M
(u+ tv)pdµg
) 2
p
−
∫
M
4(n−1)
n−2 (4gu)u+ sgu2dµg
t
(∫
M
updµg
) 2
p
=
(∫
M
updµg
) 2
p
∫
M
4(n−1)
n−2 4g(u+ tv)(u+ tv)dµg
t
(∫
M
updµg
) 2
p
(∫
M
(u+ tv)pdµg
) 2
p
+
(∫
M
updµg
) 2
p
∫
M
sg(u+ tv)
2dµg
t
(∫
M
updµg
) 2
p
(∫
M
(u+ tv)pdµg
) 2
p
−
(∫
M
(u+ tv)pdµg
) 2
p
∫
M
4(n−1)
n−2 (4gu)u+ sgu2dµg
t
(∫
M
updµg
) 2
p
(∫
M
(u+ tv)pdµg
) 2
p
=
(∫
M
updµg
) 2
p
∫
M
4(n−1)
n−2 4g(u)u+ 2t4g(u)v + t24g(v)vdµg
t
(∫
M
updµg
) 2
p
(∫
M
(u+ tv)pdµg
) 2
p
+
(∫
M
updµg
) 2
p
∫
M
sgu
2 + 2tsguv + t
2sgv
2dµg
t
(∫
M
updµg
) 2
p
(∫
M
(u+ tv)pdµg
) 2
p
−
(∫
M
∞∑
k=2
1
k!
k−1∏
j=0
(p− j)up−k(tv)k + up
+ pup−1tv dµg
) 2
p .
∫
M
4(n−1)
n−2 (4gu)u+ sgu2dµg
t
(∫
M
updµg
) 2
p
(∫
M
(u+ tv)pdµg
) 2
p
=
(∫
M
updµg
) 2
p
∫
M
4(n−1)
n−2 4g(u)u+ 2t4g(u)v + t24g(v)vdµg
t
(∫
M
updµg
) 2
p
(∫
M
(u+ tv)pdµg
) 2
p
+
(∫
M
updµg
) 2
p
∫
M
sgu
2 + 2tsguv + t
2sgv
2dµg
t
(∫
M
updµg
) 2
p
(∫
M
(u+ tv)pdµg
) 2
p
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−
{(∫
M
up + pup−1tv dµ
) 2
p
+
[ ∞∑
l=1
1
l!
l−1∏
i=0
(
2
p
− i
)(∫
M
up + pup−1tv dµ
) 2
p
−l
(∫
M
∞∑
k=2
1
k!
k−1∏
j=0
(p− j) up−k(tv)k dµ
)l
.
∫
M
4(n−1)
n−2 (4gu)u+ sgu2dµg
t
(∫
M
updµg
) 2
p
(∫
M
(u+ tv)pdµg
) 2
p
=
(∫
M
updµg
) 2
p
∫
M
4(n−1)
n−2 4g(u)u+ 2t4g(u)v + t24g(v)vdµg
t
(∫
M
updµg
) 2
p
(∫
M
(u+ tv)pdµg
) 2
p
+
(∫
M
updµg
) 2
p
∫
M
sgu
2 + 2tsguv + t
2sgv
2dµg
t
(∫
M
updµg
) 2
p
(∫
M
(u+ tv)pdµg
) 2
p
−
{(∫
M
updµ
) 2
p
+
2
p
(∫
M
updµ
) 2
p
−1(
pt
∫
M
up−1v dµ
)
+
∞∑
r=2
1
r!
r−1∏
s=0
(
2
p
− s
)(∫
M
up dµ
) 2
p
−r (
p
∫
M
up−1tv dµ
)r
+
[ ∞∑
l=1
1
l!
l−1∏
i=0
(
2
p
− i
)(∫
M
up + pup−1tv dµ
) 2
p
−l
(∫
M
∞∑
k=2
1
k!
k−1∏
j=0
(p− j) up−k(tv)k dµ
)l
.
∫
M
4(n−1)
n−2 (4gu)u+ sgu2dµg
t
(∫
M
updµg
) 2
p
(∫
M
(u+ tv)pdµg
) 2
p
.
Note que somente os dois primeiros dos termos negativos na˜o apresentam
fator tx, com x ≥ 2 enta˜o
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ddt
Q(u+ tv)
∣∣∣∣
0
= lim
t→0
Q(u+ tv)−Q(u)
t
=
∫
M
24(n−1)
n−2 4g(u)v + 2sguvdµg(∫
M
updµg
) 2
p
− 2
(∫
M
updµ
)−1(∫
M
up−1v dµ
)
.
∫
M
4(n−1)
n−2 (4gu)u+ sgu2dµg(∫
M
updµg
) 2
p
=2
∫
M
(
4(n−1)
n−2 4g(u) + sgu− ‖u‖−pp E(u)u
n+2
n−2
)
vdµg(∫
M
updµg
) 2
p
Como v e´ qualquer de classe C∞(M) temos que u e´ um ponto cr´ıtico de
Qg se e somente se
4(n− 1)
n− 2 4g(u) + sgu−
E(u)
‖u‖pp u
n+2
n−2 = 0.
¥
Existe uma constante c > 0 tal que ‖u‖2 ≤ c‖u‖p (pela desigualdade
de Holder). Por outro lado M e´ compacta enta˜o |sg| e´ limitada por uma
constante k enta˜o
Qg(u) =
E(u)
‖u‖2p
=
1
‖u‖2p
∫
M
[
4(n− 1)
(n− 2) g(gradu, gradu) + sgu
2
]
dµg
≥ 1‖u‖2p
∫
M
sgu
2dµg ≥ −k‖u‖
2
2
‖u‖2p
≥ −kc2.
Assim, podemos definir a constante de Yamabe como segue:
Definic¸a˜o 3.2.6. Seja M uma variedade fechada suave orientada de di-
mensa˜o n ≥ 3. A cada classe conforme γ sobre M podemos associar o
nu´mero Yγ, chamado constante de Yamabe da classe γ, definido como
Yγ = inf
g∈γ
∫
M
sg dµg(∫
M
dµg
)n−2
n
. (3.3)
Se existir uma func¸a˜o u tal que Qg(u) = Yγ enta˜o Yγ e´ um valor cr´ıtico
de Qg, portanto u
p−2g e´ uma me´trica conforme a g de curvatura escalar
constante E(u)‖u‖pp . A prova da existeˆncia de tal func¸a˜o e´ devida aos trabalhos
de Yamabe, Truddinger, Aubin e Schoen, uma demonstrac¸a˜o completa disto
e um panorama histo´rico da soluc¸a˜o pode ser visto em [7].
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Definic¸a˜o 3.2.7. Uma me´trica g tal que∫
M
sg dµg(∫
M
dµg
)n−2
n
= Yγ,
onde γ e´ a classe conforme de g, e´ dita um minimizante de Yamabe.
Lema 3.2.8. Seja M uma variedade diferencia´vel fechada conexa suave de
dimensa˜o n ≥ 3. Se g e´ uma me´trica Riemanniana sobre M com curvatura
escalar sg ≤ 0 constante enta˜o g e´ um minimizante de Yamabe.
Demonstrac¸a˜o: Se g e´ uma me´trica e c > 0 enta˜o g˜ = cg e´ conforme
a g e os coeficientes da conexa˜o (Simbolos de Christoffel) sa˜o
Γ˜mij =
1
2
∑
k
{
∂
∂xi
cgjk +
∂
∂xj
cgki − ∂
∂xk
cgij
}
1
c
gkm
=
1
2
∑
k
{
∂
∂xi
gjk +
∂
∂xj
gki − ∂
∂xk
gij
}
gkm = Γmij .
Assim a curvatura escalar e´
sg˜ =
∑
ijlm
g˜ ij
(
Γ˜mij Γ˜
l
lm − Γ˜mlj Γ˜lim +
∂
∂xl
(Γ˜lij)−
∂
∂xi
(Γ˜llj)
)
=
∑
ijlm
1
c
gij
(
ΓmijΓ
l
lm − ΓmljΓlim +
∂
∂xl
(Γlij)−
∂
∂xi
(Γllj)
)
=
1
c
sg.
Portanto
Q(g˜) =
∫
M
sg˜dµg˜(∫
M
dµg˜
) 2
p
=
1
c
∫
M
sgc
n
2 dµg(∫
M
c
n
2 dµg
)n−2
n
=
c
n−2
2
∫
M
sgdµg
c
n−2
2
(∫
M
dµg
)n−2
n
= Q(g).
Ale´m disso, o volume de M em relac¸a˜o a` me´trica h =
(∫
M
dµg
)− 2
n g e´
vol(M,h) =
∫
M
dµh =
∫
M
(∫
M
dµg
)− 2
n
.n
2
dµg =
(∫
M
dµg
)−1 ∫
M
dµg = 1.
Se g e´ uma me´trica tal que a curvatura escalar sg ≤ 0 e´ constante, c =(∫
M
dµg
)− 2
n , h = cg e se q satisfaz 1
p
+ 1
q
= 1 temos que, para qualquer outra
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me´trica g˜ = ug conforme a g temos
Q(g˜) =Qg(u) = Q(u
p−2g) = Q(cup−2g) = Qcg(u)
=
∫
M
4
n(n−2)h(gradu, gradu) + shu
2dµh
‖u‖2p
≥sh‖u‖
2
2
‖u‖2p
≥ sg
c
(∫
M
dµh
) 1
q
=
sg
c
= Q(g),
onde usamos a desigualdade de Ho¨lder:∫
M
u2dµh ≤
(∫
M
|u2|pdµh
) 1
p
(∫
M
dµh
) 1
q
≤
(∫
M
|u2|pdµh
) 1
p
(∫
M
dµh
) 1
q
≤
(∫
M
|u|pdµh
) 2
p
(∫
M
dµh
) 1
q
=⇒ ‖u‖
2
2
‖u‖2p
≤ 1.
¥
Corola´rio 3.2.9. Seja M uma variedade diferencia´vel fechada orientada su-
ave de dimensa˜o n ≥ 3, sejam γ uma classe conformal sobre M e Yγ a
constante de Yamabe associada a γ. Se Yγ ≤ 0 o minimizante de Yamabe e´
u´nico a menos de reescalamento constante.
Demonstrac¸a˜o: Ja´ mostramos, na demonstrac¸a˜o do teorema anterior,
que o reescalamento constante de uma me´trica g na˜o altera o valor de Q(g),
portanto qualquer mu´ltiplo positivo de um minimizante de Yamabe tambe´m
e´ um minimizante de Yamabe.
Para a unicidade a menos de rescalamento constante consideremos um
minimizante de Yamabe g e uma me´trica g˜ = up−2g conforme a g tal que
u : M → R+ seja na˜o constante. Como reescalamento constante na˜o altera
o valor de Qg(u) podemos considerar o volume de M em relac¸a˜o a g˜ como
unita´rio, assim, usando a desigualdade de Holder como no teorema anterior
Q(g˜) =Qg(u) =
∫
M
[
4(n−1)
n−2 g(gradu, gradu) + sgu
2
]
dµg
‖u‖2p
>
∫
M
sgu
2dµg
‖u‖2p
=
sg‖u‖22
‖u‖2p
≥ sg,
pois ‖grad(u)‖ > 0 se u e´ na˜o constante e do fato que sg < 0.
¥
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A situac¸a˜o e´ muito mais dif´ıcil quando Yγ > 0, contudo podemos notar
que
Teorema 3.2.10. Seja (M, g) uma variedade Riemanniana de dimensa˜o n ≥
3. Se g e´ uma me´trica para qual sg tem sinal fixo (positivo, negativo ou zero)
em todo lugar em M , enta˜o este sinal concorda com o do nu´mero Yγ, onde
γ = [g] e´ a classe conforme de g.
Demonstrac¸a˜o: Existe c > 0 tal que ‖v‖2 ≥ c‖v‖p para todo v ∈
C∞(M) (segue da desigualdade de Holder).
Se sg e´ positiva existe k ∈ R+ tal que sg ≥ k (pois M e´ compacta) assim,
para qualquer me´trica g˜ = up−2g conforme a g, temos
Q(g˜) = Qg(u) =
E(u)
‖u‖2p
=
∫
M
4
n(n−2)(4u)u+ sgu2dµg
‖u‖2p
≥ k‖u‖
2
2
‖u‖2p
≥ kc,
portanto Yλ ≥ kc > 0.
Se sg = 0 temos, para qualquer me´trica g˜ = u
p−2g conforme a g,
Q(g˜) = Qg(u) =
E(u)
‖u‖2p
=
∫
M
4
n(n−2)(4u)u+ sgu2dµg
‖u‖2p
≥ 0,
assim Yλ ≥ 0, mas Q(g) =
R
M sgdµg
(
R
M dµg)
2
p
= 0 enta˜o Yλ = 0.
Se sg e´ negativa existe k < 0 tal que sg ≤ k (pois M e´ compacta) assim
Q(g) =
∫
M
sgdµg(∫
M
dµg
) 2
p
≤ k
∫
M
dµg(∫
M
dµg
) 2
p
< 0,
portanto Yλ < 0.
¥
O trabalho de Yamabe foi aparentemente motivado pela esperanc¸a de
construir me´tricas de Einstein atrave´s de uma abordagem variacional. Esta
ide´ia levou Kobayashi [6] e Schoen [13] a, independentemente, introduzir o
invariante de variedade suave:
Definic¸a˜o 3.2.11. Seja M uma variedade compacta suave de dimensa˜o n ≥
3. Definimos o invariante de Yamabe (tambe´m conhecido como sigma
constante) de M como
Y(M) := sup
γ
Yγ = sup
γ
inf
g∈γ
∫
M
sgdµg(∫
M
dµg
)n−2
n
. (3.4)
69
Teorema 3.2.12. Sejam M e N variedades diferencia´veis e φ : M → N
um difeomorfismo enta˜o Y(M) = Y(N), ou seja, Y e´ um invariante por
difeomorfismos.
Demonstrac¸a˜o: Sejam {a1, ..., ak} uma partic¸a˜o da unidade associada
ao atlas (Ui, αi) de M e {b1, ..., bl} uma partic¸a˜o da unidade associada ao
atlas (Vj, βj) de N e g uma me´trica sobre N . Enta˜o o pullback φ
∗g de g
define uma me´trica Riemanniana sobre M e, por definic¸a˜o, (M,φ∗g) e (N, g)
sa˜o isome´tricas. As formas de volume sa˜o, respectivamente,
dvolφ∗g =
√
det(φ∗g)dx1 ∧ ... ∧ dxn
e
dvolg =
√
det(g)dy1 ∧ ... ∧ dyn.
Pelo teorema 1.2.8 sg ◦φ = sφ∗g. Ale´m disso, dados campos vetoriais X, Y
em M temos, em Ui ∩ φ−1(Vj),
φ∗g(X, Y ) = g(dφX, dφY ) = XTJTGJY
onde G e´ a matriz da me´trica, dφ e´ a diferencial de φ eD e´ a matriz Jacobiano
de βj ◦ φ ◦ α−1i , enta˜o
√
det(φ∗g) = det(D)
√
det(g). Portanto, usando a
fo´rmula de mudanc¸a de varia´veis (teorema 4.0.4 em anexo) em Rn, temos:∫
M
sφ∗gdµφ∗g =
∫
M
sφ∗g
√
det(φ∗g)dx1 ∧ ... ∧ dxn
=
∑
ij
∫
αi(Ui∩φ−1(Vj))
[ai(bj ◦ φ)sφ∗g] ◦ α−1i det(D)
√
det(g)dx1...dxn
=
∑
j
∫
βj(Vj)
bjsg ◦ β−1j
√
det(g)dy1...dyn
=
∫
N
sgdµg
e∫
M
dµφ∗g =
∫
M
√
det(φ∗g)dx1 ∧ ... ∧ dxn
=
∑
ij
∫
αi(Ui∩φ−1(Vj))
[ai(bj ◦ φ)sφ∗g] ◦ α−1i det(D)
√
det(g)dx1...dxn
=
∑
j
∫
βj(Vj)
bj ◦ β−1j
√
det(g)dy1...dyn
=
∫
N
dµg.
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Deste modo Q(g) = Q(φ∗g). E´ claro que φ∗ mante´m classes conformes
enta˜o as constantes de Yamabe das respectivas classes sa˜o iguais, ou seja,
Y[g] = Y[φ∗g]. Da´ı Y(M) ≥ Y(N), mas φ−1 : N → M e´ um difeomorfismo,
enta˜o Y(N) ≥ Y(M) (ana´logo ao que fizemos acima). Portanto Y(M) =
Y(N).
¥
Lema 3.2.13. Seja M uma variedade fechada suave de dimensa˜o n ≥ 3.
Y(M) ≤ 0 se, e somente se, M na˜o admite me´tricas de curvatura escalar
positiva. Se Y(M) ≤ 0 enta˜o Y(M) e´ simplesmente o supremo das curvaturas
escalares das me´tricas em M com curvatura escalar constante de volume
unita´rio.
Demonstrac¸a˜o: A primeira afirmac¸a˜o e´ consequeˆncia imediata da de-
finic¸a˜o e do teorema 3.2.10. A segunda afirmac¸a˜o vem da unicidade a menos
de reescalamento constante do minimizante de Yamabe e do fato que toda
me´trica de curvatura escalar constante na˜o positiva e´ um minimizante de
Yamabe.
¥
Este resultado mostra a importaˆncia do invariante de Yamabe pois, se
Y(M) ≤ 0, sabemos que a variedade na˜o admite me´tricas de curvatura escalar
positiva o que e´ uma importante informac¸a˜o topolo´gica da variedade.
3.3 A igualdade entre os invariantes
O fato que existe uma relac¸a˜o fundamental entre o invariante de Yamabe
Y(M) e o invariante de Perelman λ foi apontado pela primeira vez provavel-
mente por Anderson [C1]. Mais recentemente Fang e Zang [C2] calcularam
o invariante de Perelman para uma grande classe de 4-variedades, na qual o
invariante de Yamabe ja´ havia sido calculado por Ishida e Lebrun [C3, C5]
e Petean [C6, C7]. Os resultados obtidos para o invariante de Perelman sa˜o
iguais os encontrados para o invariante de Yamabe, como foi enfatizado por
Kotoschick [C4]. Nosso objetivo, baseado em [1], e´ mostrar que isso na˜o e´
mera coincideˆncia.
Teorema 3.3.1. Seja M uma variedade suave compacta de dimensa˜o n ≥ 3.
Enta˜o
λ(M) =
{ Y(M) se Y(M) ≤ 0
+∞ se Y(M) > 0
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Para demonstrar este fato precisaremos de alguns resultados auxiliares.
Proposic¸a˜o 3.3.2. Sejam M uma variedade Riemanniana de dimensa˜o n ≥
3 e λg o menor autovalor do operador 44g + sg. Se a classe conforme γ de g
na˜o conte´m uma me´trica de curvatura escalar positiva enta˜o
Yγ = sup
g∈γ
λgvol
2/n
g .
Demonstrac¸a˜o: Seja g ∈ γ, e seja ĝ = u4/(n−2)g o minimizante de
Yamabe em γ (so´ existe um pelo lema 3.2.8 e seu corola´rio 3.2.9). Enta˜o
0 ≥ Yγ =
∫
M
[
sgu
2 + 4n−1
n−2 |gradu|2
]
dµg(∫
M
u
2n
n−2dµg
)n−2
n
.
Usando isto, a equac¸a˜o 3.1 e a definic¸a˜o 3.2.7 calculamos
λg
∫
u2 dµg ≤
∫
[sgu
2 + 4|gradu|2]dµg
≤
∫ [
sgu
2 + 4
n− 1
n− 2 |grad u|
2
]
dµg
= Yγ
(∫
u
2n
n−2dµg
)(n−2)/n
λg
∫
u2dµg ≤ Yγvol−2/ng
∫
u2dµg, (3.5)
onde, como Yγ ≤ 0, o u´ltimo passo e´ uma aplicac¸a˜o da desigualdade de
Holder ∫
f1f2dµ ≤
(∫
|f1|pdµ
)1/p(∫
|f2|qdµ
)1/q
,
com f1 = 1, f2 = u
2, p = n/2 e q = n/(n− 2) e do fato que 0 ≥ Yγ.
Como vol
−2/n
g ≥ 0 a equac¸a˜o 3.5 mostra que
λgvol
2/n
g ≤ Yγ.
Se g e´ um minimizante de Yamabe enta˜o, pelo corola´rio 3.2.9, ĝ tem curvatura
escalar constante e u e´ constante assim, vale a igualdade na desigualdade de
Holder e grad u = 0 portanto temos a igualdade na equac¸a˜o 3.5, ou seja,
λbg
∫
u2dµg = Yγvol
−2/nbg
∫
u2dµg,
assim segue que
Yγ = sup
g∈γ
λgvol
2/n
g . ¥
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Lema 3.3.3. Se M carrega uma me´trica g com sg > 0 enta˜o, λ(M) = +∞.
Demonstrac¸a˜o: Como M carrega uma me´trica g com sg > 0 enta˜o,
dada uma func¸a˜o f : M → R suave na˜o constante, Kobayashi mostrou
(em [6]) que existe uma me´trica h com volume unita´rio em M com sh = f .
Em particular, dado qualquer nu´mero real L, existe uma me´trica com volume
unita´rio gL sobreM com sgL > L em toda parte. Mas para tal me´trica, λgL >
L e volgL = 1. Assim, tomando L→∞, temos λ(M) = supg λgvol2/ng = +∞.
¥
Agora vamos demonstrar o teorema 3.3.1
Demonstrac¸a˜o do teorema 3.3.1: Se Y(M) > 0, enta˜oM admite uma
me´trica g com sg > 0 e o lema 3.3.3 mostra que λ(M) = +∞. Por outro
lado, se Y(M) ≤ 0 enta˜o nenhuma classe conforme conte´m uma me´trica de
curvatura escalar positiva a proposic¸a˜o 3.3.2 garante que cada me´trica h com
curvatura escalar constante maximiza λhvol
2/n
h em sua classe conformal.
Para qualquer sequeˆncia (ĝj) de me´tricas tal que λbgjvol2/nbgj → λ(M) po-
demos construir uma nova sequeˆncia (gj) onde cada gj maximiza λvol
2/n na
classe conformal [ĝj] e tem volume unita´rio (dividindo pelo volume de M em
relac¸a˜o a esta me´trica pois multiplicar a me´trica por uma constante positiva
na˜o altera o valor de λvol2/n), e´ claro que λgjvol
2/n
gj → λ(M).
Contudo, para cada gi, pela proposic¸a˜o 3.3.2 temos λgjV
2/n
gj = Y[gj ]. Deste
modo
Y(M) = sup
γ
Yγ = lim
j→∞
Y[gj ] = lim
j→∞
λgjvol
2/n
gj
= λ(M)
¥
Calcular o valor destes invariantes pode ser um trabalho duro, por que
considerar o supremo sobre o conjunto das me´tricas (ou das classes confor-
mes) e´ dif´ıcil, pois o conjunto destas me´tricas e´ bastante grande. Os artigos
[C1, C2, C3, C4, C5, C6, C7] conte´m mais informac¸o˜es sobre estes invarian-
tes e calculam os invariantes de Perelman e Yamabe para algumas classes de
variedades.
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Cap´ıtulo 4
Anexo
Enunciamos aqui alguns teoremas que utilizamos sem colocar os enuncia-
dos explicitamente no trabalho.
Teorema 4.0.4 (Fo´rmula da mudanc¸a de varia´veis). Sejam V ⊂ Rn,
φ : V → R cont´ınua e com suporte compacto, f : Rn → Rn diferencia´vel e
U = f(V ), enta˜o: ∫
U
φ ◦ f(x)|Df(x)|dx =
∫
V
φ(y)dy.
Este e´ um resultado cla´ssico de ana´lise.
Teorema 4.0.5. Sejam M uma variedade diferencia´vel compacta com den-
sidade e L um operador diferencial el´ıptico que e´ formalmente auto adjunto.
Enta˜o todos os autovetores de L no sentido distribucional sa˜o func¸o˜es em
C∞(M).
Este resultado pode ser visto em [5] pa´g 87
Teorema 4.0.6 (Teoremas de Mergulho de Sobolev para variedades
compactas). . Seja M uma variedade Riemanniana compacta de dimensa˜o
n (possivelmente com fronteira de classe C1).
(a) Se
1
r
≥ 1
q
− k
n
,
enta˜o Lqk(M) esta´ mergulhada continuamente em L
r(M).
(b)(Teorema de Rellich-Kondrakov) Suponha que vale a igualdade estrita
em (a). Enta˜o a inclusa˜o Lqk(M) ⊂ Lr(M) e´ um operador compacto.
(c) Suponha que 0 < α < 1, e
1
q
≤ k − α
n
.
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Enta˜o Lqk(M) esta mergulhado continuamente em C
α(M).
Uma versa˜o para Rn deste resultado cla´ssico pode ser encontrado em [4],
teorema 7.22. A versa˜o para variedades ser encontrada em [7].
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Conclusa˜o
O fato que se uma variedade tem invariante de Yamabe na˜o positivo
enta˜o a variedade na˜o admite me´tricas de curvatura escalar positiva e´ um
exemplo de como os invariantes podem revelar importantes caracter´ısticas
das variedades. Uma das possibilidades de pesquisa para se seguir e´ estudar
os diversos invariantes das variedades.
Calculando o menor autovalor do operador 44 + sg utilizamos algumas
te´cnicas ba´sicas de EDP. Outra possibilidade de pesquisa poderia ser estudar
EDP’s em variedades.
Tambe´m estudamos um pouco do problema de Yamabe e a sua soluc¸a˜o
completa utiliza muitas te´cnicas interessantes (que na˜o apresentamos no tra-
balho mas podem ser vistas em [8]). Este e´ outro tema no qual a pesquisa
pode continuar.
Ainda temos o fluxo de Ricci que na˜o estudamos, mas e´ tema comum a
todas as refereˆncias sobre o invariante de Perelman e que parece ser bastante
importante em algumas a´reas da geometria diferencial.
Poderia se pensar que o trabalho foi prematuramente interrompido con-
tudo chegamos ao nosso objetivo principal. O que ficam sa˜o as va´rias pos-
sibilidades para seguir estudando e as linhas de pesquisa que se abrem a
frente.
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