Community detection is the process of grouping strongly connected nodes in a network. Many community detection methods for un-weighted networks have a theoretical basis in a null model, which provides an interpretation of resulting communities in terms of statistical significance. In this paper, we introduce a null for sparse weighted networks called the continuous configuration model. We prove a Central Limit Theorem for sums of edge weights under the model, and propose a community extraction method called CCME which combines this result with an iterative multiple testing framework. To benchmark the method, we provide a simulation framework that incorporates the continuous configuration model as a way to plant null or "background" nodes in weighted networks with communities. We show CCME to be competitive with existing methods in accurately identifying both disjoint and overlapping communities, while being particularly effective in ignoring background nodes when they exist. We present two real-world data sets with potential background nodes and analyze them with CCME, yielding results that correspond to known features of the data.
Introduction
For decades, networks have been of intense interest as a mathematical medium for analyzing relational data from a wide variety of systems. Network-based data analyses have driven advances in areas as diverse as social networks [36, 1] , systems biology [6] , life sciences [30, 21] , marketing [41] , computer science [22, 5] , and the study of the internet [18, 17] . For thorough reviews of network-based methodologies and their reach, see [23] and [31] . * SB has been partially supported by NSF-DMS grants 1105581 and 1310002 and SES grant 1357622. † ABN has been partially supported by NSF-DMS grant 1310002 and NIH R01 MH101819-01.
Returning to the discussion of null models, while the configuration model has proven to be a powerful tool for community detection in unweighted networks, it is not applicable to weighted networks. Edge weights are commonplace in network data, and can increase the power to distinguish and detect communities [32] . One simple approach to community detection in weighted networks has been to remove edges having weight below a threshold, and then apply a standard procedure to the resulting unweighted graph. However, thresholding of this sort has been shown ineffective for, or detrimental to, the discovery of communities [2, 44] .
Some methods based on the configuration model have been extended to incorporate edge weights without thresholding. A commonly-used, weighted version of modularity replaces edge counts with weight sums [32] . Within OSLOM, an exponential function is used to produce nominal tail probabilities for an edge weight statistic, which are incorporated in conjunction with the edge count tail probabilities. However, these extensions are somewhat ad-hoc, and are not based on a null model for the observed weighted network. As a consequence, communities identified by these extended methods may in some cases be spurious or unreliable, especially when no "true" communities exist.
In this article, we present a two-fold contribution to the study of communities in weighted networks. The first is an explicit null for weighted networks called the continuous configuration model. The model is related in spirit to the configuration model but has a distinct generative form. Our second contribution is a community extraction method called Continuous Configuration Model Extraction (CCME). The CCME method is based on an iterated multiple-testing scheme that makes use of p-values from a continuous configuration model derived from the observed network. Computation of p-values is facilited by a general central limit theorem for sums of edge weights under the null model.
To the best of our knowledge the proposed CCME procedure is the first community detection method for weighted networks that is directly (and rigorously) based on a stochastic null model. The structure of CCME may be, in general, likened to that of existing extraction methods, but the presence of edge weights and other practical issues have motivated novel algorithmic additions and extensions. As such, we expect CCME to be a prototype for the application of the continuous configuration model to multi-layer and bipartite networks, though we leave such extensions for future work. It is worth noting that the continuous configuration model has potential application to community detection methods beyond CCME, especially as a tool to facilitate significance tests in general.
The rest of the paper is organized as follows. The basic notation used throughout the paper is described in Section 2. In Section 3 we motivate and describe the continuous configuration model. Section 4 provides a detailed description of the extraction algorithm, including a central limit theorem used for p-value compu-tation. In Section 5, we assess the performance of CCME and several competing methods on simulated networks, and in Section 6 compare and assess the performance of CCME and the other methods to real data.
Notation and terminology
We will denote an undirected weighted network on n nodes by a triple G := ([n], E, w), where [n] := {1, . . . , n} is the node set, E is the edge set, consisting of all unordered node-pairs {u, v} for which there is an edge between u and v, and w : 
The continuous configuration model
In this section, we introduce the continuous configuration model as a null for community detection on weighted networks. We first give context and motivation for the model. We then give the precise model statement, and describe its properties and usage.
Motivation and context
Though its generative form is different, the continuous configuration model is inspired by the standard configuration model for unweighted networks. The standard configuration model for an n node network is based solely on the degree vector d of the nodes. Each node u receives d(u) half-edges, and these half-edges are paired uniformly-at-random without replacement until no half-edges remain. If networks with self-loops are excluded, the model results in a uniform probability distribution on unweighted graphs with the given degree sequence d. One way to interpret the configuration model is that the degree of a node is an inherent propensity for connection, and that these propensities should determine and be preserved by the generative model. Indeed, the probability of an edge between two nodes u and v under the configuration model is approximately
Subnetworks with high intra-edge density can occur if their constituent nodes have high degree; beyond this, systematic community structure can only result from random fluctuations. As such, for an observed unweighted network G = ([n], E) with degree sequence d, the ([n], d)-configuration model yields random n-node networks that preserve the observed degree structure of G but lack (with high probability) any community structure. Thus the ([n], d)-configuration model acts as an adaptive null model with which one can test community features of the observed network.
The continuous configuration model, introduced below, plays an analogous role as an adaptive null model for weighted networks. For weighted networks there is more information from observed network to preserve, and therefore more parameters in the model. These parameters and the model's precise generative form are described in the next subsection. In Section 3.3 we describe properties of the model and discuss parameter specifications.
Model statement
The continuous configuration model on n nodes is described by the following parameters: a degree sequence d ∈ N n ; a strength sequence s ∈ [0, ∞) n ; a variance parameter θ > 0; and a collection of distributions P := {P uv : u, v ∈ [n]} on the non-negative real line with mean one and variance θ. Define
The continuous configuration model specifies a random weighted graphĜ := ([n],Ê,ŵ) on n nodes as follows:
In the second step, {ξ uv : u, v ∈ [n]} are independent random variables witĥ ξ uv ∼ P uv . In what followsd(u) andŝ(u) will denote, respectively, the (random) degree and strength of a node u inĜ. Thus the degree and strength distribution of each node inĜ is centered at the observed degree and strength of that node in G. Furthermore,
Model properties, interpretation, and specifications
Thus, at the level of node pairs, edge frequencies and weight means depend only on the sequences d and s. Together, (3.3.1) and (3.3.2) show that the continuous configuration model preserves, on average, the second order degree and strength behavior of the observed network while at the same time removing auxiliary community structure arising from preferential distribution of edges or weights. Appropriate specification of the variance parameter θ enables the model to capture additional features of the observed network. To see this, note that
Thus θ represents the baseline variance of edge weights in the system, and we wish to select θ to match the behavior of the observed graph G. To this end, we specify θ using observed edge weights as follows:
To motivate this choice of θ, note that equation
and therefore the expression in (3.3.4) is a method of moments estimator from the edge weights, conditional onÊ. For the purposes of this paper, we do not specify the family distributions P. Our application of the continuous configuration model to community detection makes use of a central limit theorem requiring only a third-moment assumptions on the distributions in P. While estimating the distributions in P could improve the model's efficacy as a null, this would require additional assumptions that might be difficult to support or verify in practice. Moreover, most statistical tests with the model will require a distributional approximation to carry out (as in Section 4.3). If such an approximation uses only the first few moments of P, a complicated estimation procedure would have little effect.
The CCME method and algorithm
In this section we describe the components of the CCME method. Given an observed weighted network G, CCME begins by identifying a collection of initializing node sets. Proceeding sequentially through this collection, the method iteratively updates each set through node-wise hypothesis tests. Thus each initial set is the beginning of an iterative chain of node sets. If the chain converges to a non-empty node set, the limiting set is added to a collection of "found" communities from which the output of the method is derived. We give a precise description of the procedure in the following sections.
Initialization
Given an observed weighted network G, the CCME method begins by identifying a collection of initial node sets, one for each node of the network. For a fixed node u ∈ [n], we measure the preference of node v for u by
where θ is the variance parameter of the continuous configuration model derived from the observed network. The measure z(v) acts like a truncated z-type statistic, quantifying the extremity of the weight w(u, v). The initial node set corresponding to u, denoted by B 0 (u), is formed by sampling d(u) nodes with replacement from [n] with probability proportional to z(v). Note that if u is part of a community, then the measure z(v) for nodes v in the community will be larger (on average) than other nodes. We denote the set of initial sets by B 0 :
Set update
The CCME method proceeds by performing iterative set updates on each initial node set. The update of a node set B adds or retains nodes preferentially connected to B, and or expel nodes that are not preferentially connected to B. The update procedure is based on the statistic To update B, we calculate p(u : B) for every node, and form the updated set from the nodes corresponding to the p-values that are significant after adjusting for multiple tests. The multiple-testing adjustment we use is the false discovery rate (FDR) control procedure of Benjamini and Hochberg [9] . Given a set of p-values p := {p i } i≤n corresponding to n hypothesis tests and a target FDR α ∈ (0, 1), each p-value p i ∈ p is associated with an adjusted p-value p * i := n p i / j(i) where j(i) is the rank of p i in p. The Benjamini-Hochberg procedure rejects hypotheses i for which p i is less than or equal to the threshold τ BH := max{p i : p * i ≤ α}. In subsequent sections, we denote the entire set-update procedure (from p-value computation to FDR control) as the map S α ( · , G) : 2 [n] → 2 [n] , where 2 [n] is all subsets of [n], α is the specified FDR, and G is the observed network. The value of α is thus a parameter of CCME which must be set by protocol, though we recommend the setting α = 0.05 (used throuought the analyses in Sections 5 and 6).
Asymptotic Normality ofŝ(u : B)
In most cases the distribution of the variableŝ(u : B) appearing in (4.2.2) is not analytically intractable, and therefore the p-value p(u : B) cannot be calculated exactly. In this section, we state a central limit theorem that yields a closed-form approximation for p(u : B) that can be computed quickly.
Setting and theorem
Suppose we are given a sequence of model parameters {(d n , s n , θ n , P n )} n≥1 . For each n, a random networkĜ n is generated according to the continuous configura-tion model with parameters (d n , s n , θ n , P n ), as defined in Section 3.2. We assume d n (u) ≥ 1 for all u ∈ [n] and d uv,n ≤ 1 (defined in Section 3.2) for all u, v ∈ [n]. In this setting, we consider the asymptotic behavior ofŝ(u : B) for nodes u and sets B fromĜ n as n → ∞.
Our main result requires certain conditions on the parameter sequence. We will say that a sequence of real numbers {a n } n≥1 is bounded away from zero and infinity if 0 < lim inf n→∞ a n and sup n≥1 a n < ∞ and that a triangular array {a n (u)} n≥1,u∈[n] is uniformly bounded away from zero and infinity if
a n (u) and sup n≥1 max u∈[n] a n (u) < ∞.
For each n ≥ 1 let λ n denote the average entry of d n , which is the average expected degree ofĜ n . For each r ≥ 0 let L n,r := n −1 u∈[n] (d n (u)/λ n ) r be the normalized r th -moment of d n . Note that L n,1 = 1. We impose the following regularity conditions on the parameters of the networksĜ n .
Assumption 1 There exists β > 0 such that the sequence
is uniformly bounded away from zero and infinity. E ξ 3 uv,n < ∞ Assumption 1 reflects a frequently observed relationship between strengths and degrees in real networks ( [7, 14] ). Assumption 2 is needed to control the extremal behavior of the degree distribution. It excludes, for instance, cases in which there are a few nodes with degree close to n and the degree of the remaining nodes are bounded as n increases. We note that the condition becomes more stringent as β increases, since as β increases the strength-degree power law becomes more severe. Assumption 3 ensures boundedness of the second and third moments of the distributions in {P n } n≥1 .
Finally for a general node set [n] suppose we are given strengths s, degrees d, and a variance parameter θ > 0. Given a node u ∈ [n] and a set B ⊆ [n], define
where d uv and s uv are as in (3.2.1). It is easy to check that the above functions are, respectively, the mean and standard deviation ofŝ(u : B) under the continuous configuration model on the nodes [n] with parameters d, s, and θ and with arbitrary P. The notations µ n (u : B) and σ n (u : B) will be as above but drawing d, s, and θ from the parameter sequence {(d n , s n , θ n , P n )} n≥1 .
Theorem 1 Let {(d n , s n , θ n , P n )} n≥1 be a parameter sequence satisfying Assumptions 1-3. For each n ≥ 1, letĜ n be generated by the continuous configuration model with parameters (d n , s n , θ n , P n ). Fix a node sequence {u n } n≥1 and an integer sequence {b n } n≥1 such that for all n ≥ 1, u n ∈ [n] and b n ≤ 1. Suppose the parameter sequence {d n (u n )} n≥1 satisfies
be a node set chosen, independently ofĜ n , according to the uniform distribution on all sets of size b n . Then the sequence of random variables {ŝ(u n :
The proof is given in the Appendix. The theorem says that the random variablesŝ(u n : B n ) are asymptotically Normal provided that the sets B n are "typical" and that d(u n ) and B n are sufficiently large. Using the theorem we approximate the pvalue in (4.2.2) by
where µ(u : B) and σ(u : B) are obtained from the observed network G according to the specification in 3.3, including setting θ according to the moment estimator in (3.3.4).
Overall CCME method
As in Section 4.2, denote the set update operation by the map S α ( · , G) : 2 [n] → 2 [n] . Given a graph G and FDR α, the basic form of CCME is specified as follows.
1. Obtain initial sets B 0 as in Section 4.1
• Add B t+1 to a list of communities C 3. Remove sets from C that are empty or redundant
Steps (b) and (c) above are also used in the community extraction method ESSC for binary networks [46] . A number of practical issues require modifications of the basic procedure described in the pseudocode above. We address these issues, and our modifications, below.
Iteration cycles
In principle, it is possible for the set-update procedure to enter a cycle J :
In this case we proceed as follows. (ii) otherwise, restart the chain with B J .
Near-matches
As each extraction is performed independently of the others, CCME can detect communities with arbitrary amounts of overlap. However, in rare cases two or more communities in C will differ only by a small set of nodes. As we prefer not to include near-matches in the final set of communities, in the simulations and data analyses that follow, we remove communities having more than 90% of their nodes in another community.
Filtering of and smart progression through B 0
In practice, performing an extraction for every initial set in B 0 is time-consuming. We add two procedures to CCME to reduce the total number of extractions:
Here we describe a method to filter the initial sets B 0 . Recall from Section 4.1 that each node u yields an initial set B 0 (u) which (likely) contains many nodes from the community of u. However, if u is not in a community, B 0 (u) will not be overly representative of any community, and an extraction from B 0 (u) will (likely) not be fruitful. We can measure the inter-connectedness of nodes in general sets B via the statistic . We note that Theorem 1 does not give asymptotic Normality ofẑ(B : B) itself: only its components. However we suspect there are true asymptotic results (amenable to statistical inference) for node-set variables likeẑ(B : B); these are an area for future research.
Smart skipping. As we proceed through B 0 , we skip sets that were formed from nodes that have already been extracted into some community. In doing so we avoid many re-extractions of the same community.
Software
We provide a complete version of CCME implemented in the R statistical software language. The code is available at stats.johnpalowitch.com/ccme.
Simulations
In this section we describe a performance analysis of CCME and existing methods on a benchmarking simulation framework. The framework is constructed so that stochastic properties of the simulated networks are controlled by a number of parameters. Many of these parameters are identical in function to those from the LFR benchmark [24] , used extensively in [47] and [26] . The details of the simulation framework are contained in a supplemental document; a broad overview of the framework follows.
Basic properties of the simulation model
Unless otherwise stated, every simulated network in this section was generated in such a way that (i) the average expected degree of the network was exactly √ n, (ii) the expected degrees and strengths of the network had a right-skewed power-law distribution, and (iii) the number of communities in the network was between 3 and 7. The choice of node degrees, node strengths, and community sizes (and therefore the number of communities) were random, carried out according to procedures described in the supplemental document.
Simulating community structure, overlap, and background
Our simulation model can be thought of as a perturbation of the continuous configuration model. In the null model, the expected values of edge counts and weights are determined only by the pre-set degree and strength parameters. In the simulation model, we add "within-community" parameters to increase the expected values of edge counts and weights whenever nodes are in the same community. These parameters, denoted by s e and s w for edges and weights, respectively, act as multipliers. When s e = s w = 1 our simulation model has the same distribution as the continuous configuration model; if either parameter is greater than 1, then community structure is induced. In Section 5.5, we examine the behavior of CCME and competing methods as s e and s w are changed. Two important parameters in our framework are o n , the number of nodes in more than one community, and o m , the number of communities to which such nodes belong. If o n > 0 then overlapping nodes are selected uniformly at random, and each overlapping node is assigned to o m uniformly chosen communities. In Section 5.6, we examine the response of CCME and competing methods to changes in o n and o m .
Once a network with (potentially overlapping) communities has been simulated, it is possible to add true background nodes distributed according to the continuous configuration model. This process is non-trivial and described in full in the supplemental material. In Section 5.7, we examine the results of CCME and existing methods when the number of background nodes varies relative to the size of the network.
Competing methods
In addition to CCME, we analyzed the performance of OSLOM, SLPAw (Speaker-Listener Label Propagation Algorithm), and a weighted-network version of a recent overlapping label propagation algorithm [48] . These two methods were recently featured in an performance analysis of various overlapping-community methods for binary networks; of those considered, only OSLOM and SLPAw had extensions to weighted networks that were not based on thresholding [47] . We also considered four commonly used partition-based methods implemented the R package igraph [15] . These methods are Fast-Greedy, which performs local modularity optimization via a hierarchical agglomeration [13] , Label-Propagation, a (non-overlapping) label propagation algorithm [40] , Walktrap, an agglomerative algorithm that locally maximizes a score based on random walk theory [38] , and Infomap, an information-flow mapping algorithm that uses random walk transition probabilities [42] .
We note that, being extraction methods, only OSLOM and CCME explicitly identify background nodes. Other methods identify background nodes in one of two indirect ways. The first way is nodes that are placed in communities by themselves, and are declared background by convention. The second way is if the entire network is assigned to one community, in which case the entire network is called background.
Performance metrics
Our analysis makes use of three main performance metrics.
1.
Overlapping Normalized Mutual Information (oNMI) Introduced by [25] , oNMI is an information based measure between 0 and 1 that approaches 1 as two covers of the same node set become similar and equals 1 when they are the same. For each simulation, we calculated oNMI with respect to the true communities only for the nodes placed into communities (as in [26] ). For each unique parameter in each simulation setting, we simulated 20 networks and calculated the mean and standard deviation (over the 20 repetitions) of the above metrics for each method. Our first simulation consisted of networks with n = 5, 000 simulated from a grid of s e and s w values in the range [1, 3] . Figure 1 shows the results when s e and s w are increased together; in Appendix B we show results when each is increased while the other is fixed at 1. In terms of accuracy (oNMI), CCME is a top performer. In terms of detection power (%C.I.B.), when s e and s w are near 1, both OSLOM and CCME assign many nodes to background, as the resulting community structure is rather weak. On the other hand, we see below that only CCME and OSLOM are able to distinguish true background nodes from community nodes.
Networks with disjoint communities

Variations: decreasing community size and average degree
We modified the setting above by fixing s e = s w = 3 while decreasing the mean community size (in one variation) and average degree (in another variation). The performance of all methods suffered when community size or average degree was small. The performance of CCME was somewhat poorer than that of the competing methods for small communities; summary plots can be found in Appendix B. Our second simulation considers overlapping nodes. We simulated networks with n = 5, 000 nodes and withincommunity parameters s e = s w = 3. In one setting, we kept o m fixed at 2 and increased o n along the range [0, 2, 500].
Networks with overlapping communities
In another, we kept o n fixed at 500 and increased o m from 1 to 4. CCME was the top-performing method in both scenarios (see Figure 2 ). We simulated networks with both overlapping and background nodes. The number of background nodes was fixed at 1, 000 and we varied the number of nodes belonging to communities from 500 to 5, 000. For each network, we assigned 25% of the n community nodes to overlap o m = 2 communities. The results are summarized in Figure  3 . OSLOM and CCME had the highest oNMI scores, favoring OSLOM when the number of community nodes decreased. The %B.I.C. results show that CCME correctly ignored background nodes as the network size increased, whereas OSLOM became increasingly anti -conservative for larger networks. All other methods assigned every node, background and otherwise, to communities (and hence the %C.I.B. for these methods was uniformly 0). Between OSLOM and CCME, the %C.I.B. was comparable, favoring CCME when the number of community nodes decreased. This set of simulations is of networks with no communities: we set s e = s w = 1. As mentioned previously, with this setting the simulation model is identical to the continuous configuration model. Each network had n = 1, 000 nodes, and we increased the average degree from 30 to 300. We are interested in three metrics: %B.I.C., average community size (measured by proportion of the network), and number of communities found. For properly conservative methods, these metrics should be low on null networks. The results are shown in Figure 4 . CCME found (erroneously) a few nontrival communities for low settings of the average expected degree. This makes sense in light of Theorem 1. When the average expected degree of the network grows, the statistic s(u : B) involves larger sets B, which improves the normal approximation. We also found that all non-extraction methods assigned all nodes of every network to communities. However, as mentioned in Section 5.3, this result is not erroneous in this setting if the entire network is assigned to one community. It is clear from the average community size statistics that some non-extraction methods were successful in this respect, while others were not.
Networks with overlapping communities and background nodes
Networks of pure noise
Reproducibility
We provide reproducible versions of all results in this section at stats.johnpalowitch. com/ccme.
Applications
In this section, we show the results from CCME, OSLOM, and SLPAw (the methods capable of returning overlapping communities) on two real data sets.
U.S. airport network data
From the website www.transtats.bts.gov, we obtained the number of passengers traveling between approximately 1,500 U.S. airports during January through July of 2015. For each calendar month, we derived a weighted network by placing an edge between two airports if they shared any traffic during that month, and used aggregate passenger counts over the month as edge weights. We also derived a year-aggregated network in the same way.
For the monthly data, OSLOM and CCME tended to find communities consistent with geography, whereas SLPAw placed most of the network into one community. For the yearly data, OSLOM also agglomerated most airports, whereas CCME continued to respect the geography. We display CCME's results when applied to the airport networks from April, May, and June of 2015 in Figure 5 ; further results (including from SLPAw and OSLOM) can be found in Supplement C. 
ENRON email network
An email corpus from the (now non-existent) company ENRON was made available in 2009. In the networks literature, the un-weighted network formed by linking communicating email addresses (in this corpus is well-studied (see www.cs.cmu. edu/~./enron for references and [29] for the data). For the purposes of this paper, we derived a weighted network from the original corpus, using message count between addresses as edge weights. Though the corpus was formed from email folders of 150 ENRON executives, we made the network from addresses found in any message. The network has 80,705 nodes, a majority of non-ENRON addresses, and likely many spam or irrelevant senders. Thus the network has many potential "true" background nodes. We applied CCME, OSLOM, and SLPAw to the network to see which methods best focused on company-specific areas of the data. Tables 1 and 2 give basic summaries of the results, which show noticeable differences between the outputs of the methods. CCME placed far fewer into nodes into communities, but detected larger communities with more overlapping nodes. Notably, CCME had the highest percentage of ENRON addresses among nodes it placed into communities (see Table 3 ). These results suggest that CCME was more sensitive to critical relationships in the network. 
Reproducibility
We provide reproducible versions of the results in this section at stats.johnpalowitch. com/ccme.
Discussion
In this paper, we make two contributions to the field of community detection. First, we introduced the continuous configuration model, which is, to the best of our knowledge, the first null model for community detection on weighted networks. Second, we introduced and investigated the community extraction method CCME. The CCME method is based on a sequential hypothesis testing procedure that is derived from the continuous configuration null model. We showed that a standardized statistic for these tests is approximately Normal under regularity conditions for the null model, a result that enables an analytic approximation to p-values used in the method. The potential impact of these contributions is discussed below. We expect that the continuous configuration model will have applications outside the setting of this paper. One may investigate the distributional properties of many different graph-based statistics under the model, as a means of assessing statistical significance in practice. For instance, the appropriate theoretical analysis could yield an approach to the assessment of the statistical significance of weighted modularity. Weighted modularity involves summing edge weights, so the theoretical approach in this paper may be a precedent for such an analysis. From a more practical standpoint, using the continuous configuration model and the framework presented in this paper, it is now possible to simulate weighted networks having true background nodes with arbitrary degree and strength distributions.
In simulated networks CCME is competitive with the best existing community detection methods. CCME was the dominant method for simulated networks with large numbers of overlapping nodes. Furthermore, on networks with background nodes, CCME was the only method to correctly label true background nodes while maintaining high detection power and accuracy for nodes belonging to communities. CCME was also among the best performers on very sparse networks. On real data, CCME gave results that accorded with known (external) features of the data set.
One observed weakness of the CCME was its performance on networks with very small communities. We consider this to be a problem of resolution, as on these networks CCME tended to merge many true communities. We are exploring hierarchical extensions of the method that may better capture such structure. Overall, the results on simulations and real data support the CCME method and the efficacy of the continuous configuration model. we define the following generalization of L n,r , given a node set B n ⊆ [n] and b n := |B n |:
Note that L n,r ([n]) = L n,r . Recall that in the setting of Theorem 1, the node set B n is chosen uniformly at each n. The first result involves a deterministic sequence {B n } n≥1 :
Proposition 2 Let {(d n , s n , θ n , P n )} n≥1 be a parameter sequence satisfying Assumptions 1-3. For each n ≥ 1, letĜ n be generated by the continuous configuration model with parameters (d n , s n , θ n , P n ). Fix a node sequence {u n } n≥1 and an integer sequence {b n } n≥1 such that for all n ≥ 1, u n ∈ [n] and b n ≤ 1. Suppose the parameter sequence {d n (u n )} n≥1 satisfies
Fix > 0 as in Assumption 2, and choose δ ∈ (0, 1) such that 2βδ < . Fix a sequence of sets {B n } n≥1 with |B n | = b n for all n, and suppose that for both r = 2β + 1 and r = β(2 + δ) + 1, the sequence {L n,r (B n )} n≥1 is bounded away from zero and infinity. Then the sequence of random variables {ŝ(u n : B n )} n≥1 satisfieŝ s(u n : B n ) − µ n (u n : B n ) σ n (u n : B n ) ⇒ N (0, 1) as n → ∞
Proof: In what follows, let d uv and s uv be defined as in (3.2.1) based on the parameters d n and s n . Recall thatŝ(u n : B n ) = v∈Bnŵ (u n , v) and thatŵ(u n , v 1 ) is independent ofŵ(u n , v 2 ) for v 1 = v 2 . Basic calculations from the definition of the model show that E[ŵ(u n , v)] = s unv . Thus by the classical Lyapunov central limit theorem it suffices to show that as n tends to infinity v∈Bn
In what follows, we use the shorthandê uv := 1({u, v} ∈Ê). Concerning the numerator of (A.0.1), we note that
by definition of the model in Section 3.2. Moreover,
for some positive constant C that does not depend on n by Assumption 3. Next, we note that by Assumption 1, there exist positive constants A < B such that for large enough n, 
A similar analysis of the summands in the denominator of (A.0.1) gives
Combining (A.0.4) and (A.0.5), with some algebra, we find that the left side of (A.0.1) is (up to a constant) less than
where the final term follows from our assumptions on L n,β(2+δ)+1 (B n ) and L n,2β+1 (B n ).
By definition, d n,T = nλ n , so the final expression above is O [d n (u n )b n /n] −δ/2 = o(1) by assumption. Thus (A.0.1) holds and the result follows. 22
We now proceed with the proof of Theorem 1. Proposition 2 yeilds the CLT for s(u n : B n ) for a deterministic sequence of vertex sets {B n } n≥1 satisfying regularity properties. The remainder of the argument shows that if B n is selected uniformly at random then, under the assumptions of Theorem 1, these regularity properties are satisfied with high probability. We begin with a few preliminary definitions and results. Proof: Suppose by way of contradiction that there exists t ∈ (0, s + ) such that lim inf n EX t n = 0. Then lim k EX t n k = 0 along a subsequence {n k }. As the random variables X t n k are non-negative, X t as E[X s+ n ] is bounded by assumption. It then follows from Theorem 4 and the fact that X s n k w − → 0 that EX s n k → 0 as k → ∞, violating our assumption that EX s n is bounded away from zero. We conclude that EX r n is bounded away from zero for r ∈ (0, s + ). On the other hand, if r ∈ (0, s + ) then for each n ≥ 1 E[X r n 1(X n > 1)] ≤ E[X s+ n 1(X n > 1)] ≤ sup n E[X s+ n ]
As the last term is finite by assumption and E[X r n 1(X n ≤ 1)] is at most one, it follows that E[X r n ] is bounded. 22
Lemma 6 Suppose a degree parameter sequence {d n } n≥1 satisfies Assumption 2 from Section 4.3. For each n, let B n be a randomly chosen subset of [n] of size b n , where b n → ∞. Fix > 0 as in Assumption 2, and choose δ so that 2βδ < . Then for every r ∈ (0, β(2 + δ) + 1], there exists an interval I r = (a r , b r ) with 0 < a r < b r < ∞ such that P(L n,r (B n ) ∈ I r ) → 1 as n → ∞.
Remark: Note that the function L n,r (·) is non-random. The probability appearing in the conclusion of Lemma 6 depends only on the random choice of the vertex set B n . Proof: Let D n and D n be drawn uniformly-at-random from d n without replacement, and fix r ∈ (0, β(2 + δ)]. A routine calculation gives Var(L n,r (B n )) = b −1 n λ −2r n Var(D r n ) + (b n − 1)Cov(D r n , (D n ) r ) .
Note that E[D r n ] = λ r n L n,r and E[D 2r n ] = λ 2r n L n,2r , so Var(D r n ) = λ 2r n (L n,2r − L n,r ). Furthermore, a simple calculation shows that Cov(D r n , (D n ) r ) is negative for every r, and therefore Var(L n,r (B n )) ≤ b −1 n (L n,2r − L n,r ). Our choice of δ ensures that 2r < 4β +2+ , and it then follows from Lemma 5 and Assumption 2 that L n,2r and L n,r are bounded. Thus Var(L n,r (B n )) = O(b −1 n ). Define ∆ := lim inf n L n,r /2, which is positive by Assumption 2, and let As b n tends to infinity with n, the result follows. 22
A.0.1 Completing the proof of Theorem 1.
Let and δ be as in Proposition 2 and Lemma 6. Note that since d n (u n ) ≤ n for all n, our assumption that b n d n (u n )/n → ∞ implies |B n | = b n → ∞. Hence by lemma 6, we have that for both r = β(2 + δ) + 1 and r = 2β + 1, there exists a positive, finite interval I r such that P(L n,r (B n ) ∈ I r ) → 1 as n → ∞. Thus given any subsequence {n k } k≥1 we can find a further subsequence {n k } k≥1 such that L n k ,r (B n k ) ∈ I r almost surely as k → ∞, which means this sequence is bounded away from zero and infinity in k. Now using Proposition 2, for almost every ω we haveŝ (u n k : B n k ) − µ n k (u n k : B n k ) σ n k (u n k : B n k ) ⇒ N (0, 1) as k → ∞ Now using the subsequence principle completes the proof. 2 B Additional simulation material B.1 Networks with only edge signal or only weight signal Figure 6 shows additional results from the framework presented in Section 5.5.
B.2 Small community/small degree variation on Section 5.5
To make community-structured networks with small communities, we introduced an additional parameter c 1 along the range [0, 1] and set the minimum and maximum possible community size to c 1 times their default values. To make networks 
