Abstract: We present a practical algorithm for multiplication of two sparse matrices. In fact if A and B are two matrices of size with 1 and 2 non-zero elements respectively, then our algorithm performs O(min{ 1 2 1 2 }) multiplications and O( ) additions where is the number of non-zero elements in the tiny matrices that are obtained by the columns times rows matrix multiplication method. Note that in the useful case, ≤ 2 . However, in Proposition 3.3 and Proposition 3.4 we obtain tight upper bounds for the complexity of additions. We also study the complexity of multiplication in a practical case where non-zero elements of A (resp. B) are distributed independently with uniform distribution among columns (resp. rows) of them and show that the expected number of multiplications is O( 1 2 / ). Finally a comparison of number of required multiplications in the naïve matrix multiplication, Strassen's method and our algorithm is given.
Introduction
Let A be an × matrix and B a second matrix of size × . Then the product AB is an × matrix whose entries are (AB) = =1 A B . In the following we recall some alternate descriptions of matrix multiplication; see [1, Section 2.4] for more details:
• A times columns of B: The -th column of AB is the product of A and the -th column of B.
• Rows of A times B: The -th row of AB is the product of the -th row of A and B.
• Columns of A times rows of B: AB is obtained as the sum of columns of A times rows of B. That is, AB = A * 1 B 1 * + · · · + A * B * , where A * and B * stand for the -th column of A and the -th row of B respectively. We also use this method for multiplication in our algorithms.
In the following we give a very short review of some algorithms for matrix multiplication:
• The naïve matrix multiplication algorithm performs O( 3 ) operations using 3 multiplications and 3 − 2 additions.
• Strassen [2] gave a divide-and-conquer algorithm which runs in O( 2 81 ) time. For example, for two 2 × 2 matrices, the naïve method takes 8 multiplications and 4 additions, while using the Strassen's method they can be multiplied using only 7 multiplications and 18 additions.
• Horowitz et al. [3, Section 2.4.4] gave an algorithm that runs in O( 1 + 2 ) where the matrices are stored in sparse storage model.
• Coppersmith and Winograd [4] provided the fastest known matrix multiplication algorithm, with a complexity of O( 2 38 ).
• Yuster and Zwick [5] gave a new algorithm that multiplies A and B using O(min{( 1 2 ) 0 347 1 2 + 2+ (1) 1 2 2 376+ (1) }) algebraic operations (multiplications, additions and subtractions). In fact they split each of the given matrices into two dense and sparse matrices. Recall that an × matrix is called sparse (resp. dense) if the number of non-zero elements of it is O( 1 37 ) (resp. O( 1 68 )). Then multiply the dense parts using the fast dense rectangular matrix multiplication algorithm of Coppersmith [6] and multiply the sparse parts using the naïve sparse matrix multiplication algorithm. Finally they output the sum of theses two parts.
Note that if the given matrices are sparse, one has to avoid multiplying zeros. Now multiplying two sparse matrices using the matrix multiplication algorithms of Coppersmith and Winograd [4] for example, then it does not provide any improvements over the non-sparse matrix multiplication, as their concern is to multiply two matrices in general. Furthermore note that the result of Yuster and Zwick [5] is of theoretical importance (at least by now). In this paper we give a practical algorithm for multiplication of two sparse matrices using sparse storage models. More precisely, let A and B be two sparse matrices of size with 1 and 2 non-zero elements respectively then the complexity of multiplication of our algorithm is O(min{ 1 2 1 2 }) and the complexity of additions is O( ). This improves the complexity O( 1 + 2 ) mentioned in [3, Section 2.4.4]. We also study the complexity of multiplication where non-zero elements of A and B are distributed independently with uniform distribution (among columns of A and rows of B) respectively. In fact we then show that the expected number of multiplications is O( 1 2 / ). Furthermore in Section 3.2 we obtain tight upper bounds for the complexity of additions, , as it is presented in the following:
and if 1 2 > we have
The organization of this paper is as follows. In Section 2 the main results of the paper are given and in Section 3 the complexity analysis of our algorithms are presented. Section 4 is devoted to some conclusions and future works. Finally in Section 5 we give a comparision for the number of required multiplications in the naïve matrix multiplication, Strassen's method and our algorithm.
Main results
Let A and B be two square matrices of size and with 1 and 2 non-zero elements. Our results could be generalized easily to rectangular matrices, but for the sake of simplicity we just present them for square matrices. We first recall two storage models for sparse matrices; see [3, Section 2.3] for more details. Note that these two sparse storage models keep the row and column numbers sorted respectively. Storage Model 1. In this model we store any sparse matrix of size in a matrix by + 1 rows and 3 columns, where is the number of non-zero elements of it.
(a) In the first row we store the triple row count, column count and the number of non-zero elements.
(b) In the next rows we store the triple row number, column number and value for each non-zero element.
Storage Model 2. This model is essentially the same as Storage Model 1 with a difference that we first store the column numbers and then the row numbers. In the following our main algorithm for multiplication of two sparse matrices is given. Our approach is essentially based on the "Columns times Rows" matrix multiplication method which states that is the entry at row and column of the -th tiny matrix.
Main algorithm
If 2 ≤ , multiply A and B using Partial Algorithm 1. Else multiply A and B using Partial Algorithm 2.
Partial algorithm 1
Input: A and B two sparse matrices of size and with 1 and 2 non-zero elements which are stored in Storage Model 1 asĀ andB respectively. Output: The product C := AB (which is a square matrix of size ) is given in its ordinary model. Process: //Z : a matrix with + 1 rows and 3 columns, // : index for non-zero elements of A, // : index for non-zero elements of B, // : index for non-zero elements of tiny matrices, // : counter of non-zero elements of tiny matrices. 
Computation of W
We use the following algorithm to compute W :
Input: B a square matrix of size with 2 non-zero elements. Output: W an array of length initialized with zero. Process:
In the following we give an algorithm to compute AB:
Input: A and B two sparse matrices of size and with 1 and 2 non-zero elements where A is stored in Storage Model 2 asĀ and B is stored in Storage Model 1 asB. Output: The product C := AB (which is a square matrix of size ) in its ordinary storage model.
Process:
//Z : a matrix with + 1 rows and 3 columns, // : index for non-zero elements of A, // : index for non-zero elements of B, // : index for non-zero elements of tiny matrices, // : counter of non-zero elements of tiny matrices.
Remark 1.
The multiplication of two sparse matrices is not necessarily sparse. Thus the output of product C := AB is a square matrix of size and so we have to store it in its ordinary storage model.
Remark 2.
One can apply the Partial Algorithm 1 when 2 > . But the role of Partial Algorithm 2 is to reduce the dependence of the main algorithm from 2 . This will improve the functionality of our algorithm as grows.
Complexity analysis
In the following for each 1 ≤ ≤ let¯ and¯ denote the number of non-zero elements of the -th column of A and -th row of B respectively.
Complexity analysis of multiplications
The number of multiplications in this algorithm is =1¯ ¯ ; see [5] for more information. On the other hand, the loops will run in O( 1 2 ). Thus the total complexity of multiplications is O(min{ 1 2 1 2 }).
Corollary 3.1.
The particular case of matrix-vector product has cost O( 1 ). This is because 2 ≤ and for each ,¯ = 0 or¯ = 1. Thus the number of multiplications is
). A similar proof shows that the vector-matrix product has cost O( 2 ) = O( 1 37 ). Recall that for a dense matrix A of size × , its product A with an arbitrary input vector has cost O( 2 ). Furthermore in [7] the authors presented an O( ) algorithm for computing the matrix-vector product of a Pascal matrix and a vector. Note that a fast solution for the matrix-vector product has many applications in solving a system of equations A = where its solution is given by = A −1 .
Complexity of multiplications in a practical case
Let A and B be two sparse matrices of size with 1 and 2 non-zero elements respectively. Assume that non-zero elements of A (resp. B) are distributed independently with uniform distribution among columns (resp. rows) of them. For constructing A (resp. B) we run the following Bernoulli random test 1 (resp. 2 ) times. For each 1 ≤ ≤ define two random variable¯ ,¯ that count the number of non-zero elements of the th column of A and the th row of B respectively. For¯ , put the first non-zero element randomly with uniform distribution in one of columns in A. Then with probability 1/ this elements locates in the column and with probability ( − 1)/ this element does not locate in the column of A. A similar random test can be applied for¯ . Thus the random distribution of¯ , P A , and of¯ , P B , are binomial with the following probability functions for which we have 0 ≤¯ ≤¯ 1 := min{ 1 } 0 ≤ ≤¯ 2 := min{ 2 }:
Since¯ ,¯ are independent we have
The second inequality is a simple simplification by Mathematica for example. We summarize this result in the following corollary.
Corollary 3.2.
The expected number of multiplications in the product of two sparse matrices A and B where non-zero elements of A (resp. B) are distributed independently with uniform distribution among columns (resp. rows) of them is O( 1 74 ).
In Section 5 we compare the required number of multiplications in our algorithm with those of the naïve and Strassen's methods. The complexity of additions in both Partial Algorithms 1 and 2 is O( ). A precise analysis of this issue is done in the following.
Complexity analysis of additions
Note that as we mentioned is the complexity of additions. We can give upper and lower bounds for as in the following:
Proposition 3.3.
Let A and B be two matrices of size and with 1 and 2 non-zero elements respectively. Then upper and lower bounds for are:
Proof. Let A = ( ) and B = ( ). Then multiplying A and B by columns times rows method we have:
Thus we obtained a sum of tiny matrices. Note that is in fact the number of non-zero elements of these tiny matrices (rows of Z ).
• • Upper bounds:
The maximum for , the maximum number of non-zero elements in tiny matrices, is obtained if whenever some column of A is non-zero (say ), then the -th row of B is non-zero too. This is because then the -th tiny matrix is non-zero. We have the following upper bounds for in different cases:
In order to see this when 1 2 ≤ , let 1 = − and 2 = − for some ≥ 0. Then as it was mentioned the maximum for is obtained if non-zero elements of A (respectively B) are located in the -th column of A (respectively row of B). Hence all tiny matrices except the -th one become zero and in this tiny matrix, elements vanish (because of zeros in the -th column of A) and ( − ) elements vanish (because of zeros in the -th row of B). Hence we have 2 − − ( − ) = ( − )( − ) = 1 2 non-zero elements in Z totally.
If 1 = − for some 0 ≤ ≤ and 2 > , then one can argue similarly to see that ≤ 2 − = ( − ) = 1 . Finally if 1 2 > , then let 1 = + and 2 = + for some > 0. Assume that non-zero elements of A and B are in A * and B * respectively (in the worth case). This will produce 2 non-zero elements in the -th tiny matrix. Then each of other elements, will produce at most non-zero elements. Hence
Remark 3.
Note that the upper bound for whenever 1 
Proposition 3.4.
Let A and B be two matrices of size and with 1 > and 2 > non-zero elements respectively. Let α = 1 / . Then the upper bound for is:
That is, in the worth case, ≤ 2 .
Proof. Let 1 = + and 2 = + for some > 0. As it was mentioned in the proof of Proposition 3.3, in the worth case, one can assume that non-zero elements of A and B are in A * and B * respectively (for some ). This will produce 2 non-zero elements in the -th tiny matrix. In addition, } further non-zero elements. Hence for > (α − 1) we have
Thus,
where the inequality is due to the fact that (α − 1) ≤ 1 − < α and so 0 ≤ 1 − α < . Hence for > (α − 1) , we have ≤ min{ 1 2 }. As a corollary of Proposition 3.3 and Proposition 3.4 we have the following result:
Example 4.
Corollary 3.5.
In the worst case, ≤ 2 . In fact this upper bound is reachable only in the following three cases:
(ii) 2 ≤ α and 1 2 > .
(iii) 1 > and 2 ≤ .
Example 5.
Let 2 ) space for storing the output. Furthermore, we use 3 memory for computing the number of non-zero elements of tiny matrices, since < 2 we deduce that = O( 2 37 ). As a result the total space complexity is O( 2 37 ).
Conclusions and future work
In this paper we improved the complexity of the algorithm for multiplication of two sparse matrices posed in [3] . In fact, when we use the sparse storage model for storing input matrices, the required time for multiplication, for example via the algorithm in [3, Section 2.4.4], exceeds the time presented by the naïve algorithm. In this paper we present an algorithm that stores the input matrices in the sparse storage model and the time for multiplication is less than the naïve and Strassen's algorithms. Furthermore, tight upper bounds for the complexity of additions is presented. Studying our algorithm for other alternatives to store sparse matrices (for example [8] ) is the subject of future work.
Comparision of our algorithm with the naïve and Strassen's methods
The aim of this section is to compare the required number of multiplications in our algorithm, the naïve and Strassen's methods. In Tables 1 and 2 the columns N, S, O represent the required number of multiplications in the naïve, Strassen's and our algorithm, respectively. We have generated 100 pairs of sparse random matrices (each pair of different size) in the following two situations:
1. When each pair of the sparse matrices are uniformly distributed random matrices: Using the functions sprand (or sprandn) of MATLAB, one can generate 100 pairs of sparse uniformly (or normally) distributed random matrices. We have written a Java applet for computing the average number of multiplications that each of the three algorithms (naïve, Strassen's and our algorithm) are doing. The average number of multiplications for the naïve matrix multiplications is 30996, for Strassen is 10199 and for our algorithm is 2226 as it is shown in Figure 1 . This observation also shows that our algorithm is doing the least number of multiplications 2. When there is no limit on the distribution of sparse matrices:
In this case we generate 100 pairs of sparse random matrices and compute the average number of multiplications that each algorithm is doing. Similar to case (1) the results are presented in Figure 2 and Table ? ?. For example when No. = 4, the required number of multiplications in three algorithms for two random sparse matrices of size
