The rapid evolving World Wide Web has produced a large amount of complex and heterogeneous network data. To facilitate network analysis algorithms, signed network embedding methods automatically learn feature vectors of nodes in signed networks. However, existing algorithms only managed to embed the networks into Euclidean spaces, although many features of signed networks reported are more suitable for non-Euclidean space. Besides, previous works also do not consider the hierarchical organization of networks, which is widely existed in real-world networks. In this work, we investigate the problem of whether the hyperbolic space is a better choice to represent signed networks. We develop a non-Euclidean signed network embedding method based on structural balance theory and Riemannian optimization. Our method embeds signed networks into a Poincar ball, which is a hyperbolic space can be seen as a continuous tree.
the latent hierarchical structures. One reason is that the hyperbolic space has a negative curvature so that space can expand exponentially for the radius. 1 The hyperbolic space can be seen as a continuous tree so that the locations of node embeddings can reflect the underlying hierarchical pattern of the networks. That is, those nodes closer to the center can serve as the root nodes of the network, while those farther away from the center are the leaf nodes.
In recent years, signed network representation learning (SNRL) methods have gained considerable attention because, in signed networks, they can consider the polarity of the links, i.e., positive and negative relationship, between entities in a complex system [13] . Recent works point out that negative links have added values over positive links and can improve the performance of many traditional tasks, such as link prediction and recommender systems [14] [15] . With SNRL methods, we can employ machine learning methods such as logistic regression to learn and predict the support/opposite relationships in social networks, synergistic/antagonistic drugs in Healthcare, and symbiotic/competitive animals in Ecosystem.
Existing SNRL algorithms only managed to represent the network based on Euclidean space, which leads to the following two limitations. First, these methods may not be competent enough to model the data, because many real-world signed networks have features which are more suitable for non-Euclidean space.
For example, the degree distributions for positive and negative links are both subject to power-law distribution, and the clustering coefficients [16] for positive links are higher than those for negative and random links [13] [17] [18] . These characteristics suggest that there may be an underlying hierarchy in the networks. One possible approach is to apply the existing non-Euclidean algorithms directly to signed networks. However, this can lead to bias results because they do not consider the polarity of links and lose information. Second, most of the previous SNRL methods do not take the hierarchical organization of signed networks into account. Studies on the hierarchical structure of signed networks are still lacking, since there is no commonly accepted definition of hierarchy in signed and unsigned networks [19] [20] [21] . Besides, it is difficult to verify the resulting hierarchical structure because there is no benchmark dataset.
Thus, more explicitly, this work aims to answer the following two questions: 1) Whether the hyperbolic space is a better choice to represent signed networks?
2) Whether can we effectively extract a meaningful latent hierarchical structure in signed networks through hyperbolic embedding?
To address the above problems, we propose a non-Euclidean representation learning method for signed networks named Hyperbolic Signed Network Embedding (HSNE). Specifically, we employ the structural balance theory from social theory to construct an effective objective function because previous works have reported that most signed social networks are balanced or tend to become balanced over time [17] . We develop an efficient learning framework based on Riemannian stochastic gradient descent [22] so that HSNE can scale to large scale dataset. In the experiments, we use HSNE to analyze a real-world signed network, and we show that it can capture a meaningful latent hierarchical structure from the network. We also compare HSNE with Euclidean-based baselines on link prediction and reconstruction tasks, and the results show that our method performs better in terms of the ability of generalization and capacity.
In summary, the main contributions of this work are: 1) To the best of our knowledge, HSNE is the first SNRL method based on non-Euclidean geometry. It embeds the nodes of a signed network to a Poincar ball, a hyperbolic space which can be seen as a continuous tree. We develop an efficient learning framework by combining structural balance and Riemannian stochastic gradient descent.
2) Benefited from the properties of hyperbolic geometry, the learned node representation can naturally reflect the latent hierarchy of the signed networks. HSNE places the "root nodes" of a signed network near the center of the Poincar ball and the "leaf" nodes far away from the center.
3) In order to evaluate the effectiveness of HSNE, we perform experiments on three network analysis tasks on six real-world datasets. The experimental results show that our approach surpasses the Euclidean counterparts, and capture meaningful hierarchical structure in signed networks.
The remainder of this paper is organized as follows: In section 2, we propose a new non-Euclidean SNRL framework based on structural balance theory and hyperbolic embedding. We present experimental results on six real-world networks in section 3 and in section 4 we briefly reviews the related works such as network representation learning and hyperbolic embedding. In the last section, we summarize the results of this work and discuss future works.
The Proposed Method
In this section, we discuss the proposed SNRL method named Hyperbolic Signed Network Embedding, which represents the nodes in a signed network with vectors in a Poincar ball. Since hyperbolic space can be seen as a smooth tree, the locations of corresponding nodes can capture the underlying hierarchical structure of the network, and the distances between the vectors reflect their relationships such as proximity and polarity.
are the sets of the N nodes and M edges in G. We can use a adjacency matrix A N ×N to represent G, where
HSNE aims to learn a mapping function:
where the ith item of U = {u i } N i=1 is a vector in a K-dimension Poincar ball
To learn the node embeddings for signed networks, HSNE needs a) an objective function to measure the degree of fitting data, and b) an efficient learning framework used to map the nodes in signed networks to a Poincar ball.
The Objective Function
According to the objective function, SNRL methods can be roughly divided into similarity-based and social theory-based methods. Similarity-based methods first define the similarity between nodes based on the random walk or higherorder neighbor context and then uses the distance between the node vectors to fit the similarity [23] [24] [25] . Another approach usually employs the structural balance theory: "the friend of my friend is my friend" and "the enemy of my enemy is my enemy" [26] . Unlike similarity-based algorithms, they usually treat negative links as the negation of positive, and the corresponding nodes should be far away [27] [28] [29] .
Recently, the structural balance theory is extended to "one of my friend should be closer to me than my enemies" [28] . This assumption relaxes the original definition and has successfully applied to embed the nodes in signed networks to a Euclidean space [29] [27] . Mathematically, given three nodes v i , v j
and v k in G where A ij = +1 and A ik = −1, the extended structural balance theory can be written as:
where d : (R K , R K ) → R + denotes the distance function between two vectors, and λ > 0 is a hyperparameter, meaning how much closer a friend is than an enemy.
By punishing the triples that do not meet Equation 3, we can get the objective function of HSNE:
where
is the triple set and v i is an "anchor" node.
Next, by minimizing above objective function through gradient descent algorithms, we can get the node representations U = {u i } N i=1 . However, the optimization process will face the following two problems. First, the embeddings of some nodes in the network cannot be learned, as many nodes in signed networks have only positive links. For example, if v j 's unique anchor node v i has only positive neighbor nodes, v j will not appear in T, so that its vector representation will not be optimized by HSNE. Second, since in HSNE, U and d are defined in non-European space, traditional gradient-based methods based on Euclidean space in previous works cannot be used to optimize Equation 4.
To solve the first problem, we need to relax the concepts of positive/negative neighbor nodes, i.e., a friend/enemy of v i is not necessarily directly connected
whereÂ indicates the extended adjacency matrix. It contains the links in the original training set, and few inferred links used to complement T . We can constructÂ ij through the following methods:
• random sampling: If v i has no positive/negative neighbors, we randomly select a node from the original network;
• virtual node: Suppose there is a node v 0 , which is the enemy (or friend) of all other nodes [27] ;
• social theory: We utilizes structural balance theory or status theory to predict the relationship of unknown pairs of nodes [26] [30] .
For the second problem, we employ the Riemannian manifold gradient algorithm detailed in the next subsection.
Optimization
Different from existing SNRL methods, the parameters and the distance in HSNE are defined on a Riemannian manifold, which means that we cannot directly utilize the optimization approaches of previous methods such as back propagation. Instead, in this work we employ Riemannian stochastic gradient descent [22] to minimize Equation 4. The optimization process of HSNE includes the following three steps:
1) Computing the stochastic Euclidean gradient of objective function: Specifically, for each triple (v i , v j , v k ) ∈T in the training set, the stochastic Euclidean gradient for v j is defined as:
and
is the Poincar distance between u i and u j , and finally we get
where α = 1 − u j 2 , β = 1 − u i 2 and γ = 1 + 2 αβ u i − u j 2 . In a similar way we can get the partial derivatives of u k .
2) Deriving the Riemannian gradient from the Euclidean gradient: Since the hyperbolic space models are conformal to the Euclidean space, the Poincar metric tensor g H θ satisfies the following formula:
where θ is a point in D K , λ θ = ( 2 1− θ 2 ) 2 is the conformal factor and g E is the Euclidean metric tensor.
Finally, the Riemannian gradient H θ can be calculate by
3) Applying Riemannian stochastic gradient descent (RSGD). To estimate the parameters in Equation 4, the update formula of HSNE is:
where η t is the learning rate at iteration t and R θt (s) = θ t + s is a retraction operation. We can also choose R θt derived in [9] as:
but in the experiments we find that the results of the two operations are close, and the former is less computationally intensive.
Finally, we employ a proj operator to avoid abnormal points
where ε is a hyperparameter with small value.
The optimization algorithm iteratively updates the parameters of HSNE with Equation 12 , and finally obtains the non-Euclidean representation of each node when the parameters converge. Also note that the optimization process of each triple is independent, meaning that it can be parallelized, so HSNE can easily scale to large-scale networks.
Experiments
We use three groups of experiments to verify the effectiveness of HSNE. In the first group, we compare the performance of HSNE with Euclidean SNRL baselines in two real-world tasks, i.e., link sign prediction and reconstruction.
Link sign prediction aims to test the generality ability of the SNRL methods.
It is a widely used evaluation task and can predict the polarity of relationships in a complex system such as social networks, e-commerce, and the web. Link sign reconstruction is to predict the signs of known links from the results of the methods. This task is designed to test the ability of capacity of the SNRL methods to extract and store information.
The second group of experiments is designed to evaluate whether the learned node vectors can reflect the latent hierarchical structure in signed networks.
HSNE embeds the nodes in a real-world network to a 2-dimensional Poincar disk. We refer the vectors near the center to the root nodes of the network, and those far from the center as leaf nodes of the network.
Datasets
To evaluate the performance of the SNRL algorithms in real-world tasks, we conduct experiments on following six real-world networks:
• Wiki-editor [24] is a collaborative social network where each node is a editor of Wikipedia 2 . A positive link between two editors represents most pages they co-edited are from the same category, and vice versa.
• Wiki-rfa 3 [31] was originally crawled for Person-to-Person sentiment analysis by SNAP 4 . Each node in this network represents a Wikipedia editor who wants to become an administrator and a positive/negative link from editor i to j means i voted for/against j.
• Epinions 5 [32] is a consumer review site founded in 1999. The positive (negative) links represent trust (distrust) relationship between two users, i.e., the nodes in the network.
• Slashdot-2008 6 [30] is a technology news website that allow the users to submit stories and article links. Any user can mark other people as a friend (positive link) or foe (negative link). There are 137 nodes in this network and each node represents a country.
They are connected by 1152 links, where positive and negative links denote military alliances and disputes, respectively.
We remove the isolated nodes and small connected components for each data and convert the directed networks to undirected by setting A ij = A ji . The primary statistical information of these networks can be found in Table 1 .
Baseline Methods
In the first group of experiments, we compare the performance of following SNRL methods to evaluate the effectiveness of our method: These methods can be roughly divided into similarity-based and social theorybased methods, according to the way of organizing nodes in vector space. SiNE and HSNE are social theory-based methods and assume that a node should be closer to its friends than foes. Thus, we directly use Euclidean distance and Poincar distance to predict the signs of links for SiNE and HSNE, respectively.
Mathematically, we use s(i, j) to represent the score that A ij is a positive link, which is defined as:
where d(i, j) = u i u T j for SiNE and d(i, j) = cosh −1 (1 + 2 ui−uj 2
(1− ui 2 )(1− uj 2 ) ) for HSNE.
On the other hand, for SC and SNE, the distance between two points only represents their similarity. In other words, two nodes farther away do not mean that a negative link connects them. In order to predict the type of links, these methods first design several functions to map node vectors to edge vectors and then train a classifier to predict the type of links. Following the settings in previous works [2] [23] [24] , in this work we test five mapping functions listed in Table 2 . We also employ logistic regression as the classifiers and use their predict confidence scores to evaluate the results.
Evaluation Metrics
The link sign prediction and reconstruction are essentially binary classification tasks. Since the number of the two types of links in each network is Table 2 : The functions for network embedding methods which map two node vectors, i.e., u i and u j , to an edge vector, i.e., B ij . All functions are element-wised and output a lowdimension vector.
Operator
Definition
unbalanced (see Table 1 ), we use F1 score and Area under the curve (AUC) score on the test set to evaluate the performance of each method. tp tp + f n F1 score is defined as the harmonic average of the precision and recall:
To calculate F1, SNRL algorithms need to predict the type of each edge in the test set. For SiNE and HSNE, we first choose the threshold that achieves the best F1 on the validation set and then predicts the type of links on the test set as:
For those algorithms that need to calculate edge embeddings, e.g., SC and SNE, we directly use the predict results of the classifiers.
AUC Score: The value of AU C depends on the rankings of positive and negative links [38] . For each pair of links in test set {(e ij , e mn )|e ij ∈ E + , e mn ∈ score(e ij , e mn ) =
and the final score is obtained by averaging over all pair of links, i.e.,
Parameters Settings
In the experiments, we use grid search to tune the hyperparameters of each method. For SNE, we vary the sample size ss and path length pl in ss ∈ {1, 2, 3} and pl ∈ {15, 20, 25}, respectively. We find that the best setting is ss = we test the three method to constructÂ ij and find the way to add a virtual node performs better and effcient. In the visualization task, we use random sampling method because the results are clearer. For each network, we set λ = {1.0, 5.0, 7.0, 7.0, 5.0} in link sign prediction task and λ = {1.0, 1.0, 1.0, 0.1, 0.1} in link sign reconstruction task, respectively. The dimension of vectors K in the methods are all set to 20. For other parameters, we use the default settings suggested by the authors in the papers or the source codes.
Link Sign Prediction and Reconstruction
This section contains two groups of experiments, i.e., link sign prediction and reconstruction. In the first group, for each network, we hide 20% links and use the remaining links as the training set. The network representation learning methods learn the node embeddings from the training set and then predict the signs of hidden links. Better prediction results mean that the algorithm has better generalization ability. In the second group, we use the same experimental setup as the link sign prediction task except that the training set and the test set are both the entire network. Intuitively, a higher reconstruction score shows the corresponding model can extract and preserve more information from the data. We use the first five data sets because the small size of the CoW leads to unstable results after hiding links. We run each methods 5 times and report the average performance on Table 3 and Table 4 .
From For SC, the mapping functions which achieve the best results are different on These results show that, in the link sign prediction task, we need to design the mapping functions and select the best one when using SC. For SNE, choosing concate function under this setting is more likely to get the best results. 3)
SiNE has achieved significant improvements in terms of AUC score over SC and SNE in sign prediction task. For the F1 score, SiNE gets better results on Wikieditor and Epinions while SC performs better on the remaining three networks.
SiNE has an average increase of 26% and 35% in AUC scores compared to SC and SNE. This can be attributed to the effectiveness of the structural balance theory: "A friend of mine should be closer to me than one of my enemy".
Thus, given two nodes, a shorter distance means that they are more likely to be friends and vice versa. Another advantage of SiNE is that it uses a multi-layer perceptron to fit the data. Therefore, it can further enhance the performance of the algorithm by using the powerful nonlinear feature transformation of deep neural networks. 4) Compared to SiNE, HSNE has an average increase of 9% and 14% on F1 and AUC scores, respectively. Please note that HSNE also uses the structural balance based objective function, but does not use the powerful nonlinear transformation in SiNE. This shows that hyperbolic space performs better in modeling the signed networks in terms of the ability of generalization.
From Table 4 we can see that most of the conclusions of the previous group of experiments are still correct in link sign reconstruction task, except for the following aspects: 1) The results of SNE have increased significantly, with performance on the Wiki-editor and Epinions even surpassing HSNE. This is because hidden links can break many random walk paths, causing SNE to perform poorly in link sign prediction task, so SNE may not achieve good results on partially visible networks. 2) On most datasets, the optimal mapping function of SNE becomes hadamard, which is different from the previous group of experiments.
This tells us that for SNE, it is necessary to design and select different mapping functions depending on the data and tasks.
In summary, the social theory-based algorithms perform better than the similarity-based algorithm, which may be because the structural balance theory is more in line with the pattern of signed networks. Besides, similarity-based methods require additional mapping functions and classifiers in link oriented tasks such as link prediction, making the problem more complex and inefficient.
Finally, HSNE performs better than SiNE, although they are both based on structural balance theory. This shows that hyperbolic space is more suitable for modeling signed networks.
Visualization of Hierarchical Structure in Signed Networks
In this group of experiments, we are interested in the ability of HSNE to capture the latent hierarchical structure in signed networks. We use HSNE to embed the nodes in CoW to a 2-dimension Poincar disk. Since Poincar disk can be seen as a continuous version of the tree, we refer the nodes close to the center of the disk as the root nodes of the network, and those nodes far from the center are leaf nodes. We divide the space into five areas according to the radius, with the same number of nodes in each area, and the results can be found in Figure 1 . We also summarize some basic statistical characteristics of each group in Figure 2 .
From Figure 1 (a) and 2 we can find that some neutral countries, such as Luxembourg and Iceland, lie inside the group which is closest to the center.
These countries have many friendly countries and few unfriendly countries, and can, therefore, be seen as a bridge or hub between many countries. As the distance from the center increases, the countries tend to form large alliances and are hostile to some countries. Some countries that are hostile to many countries are located at the margin of the space. From Figure 1 (b) we can find that this network generally contains two communities, where the positive links within the community are dense, i.e., the two sectors at the upper left and lower right. This is because HSNE utilizes an objective function based on the structure balance theory, i.e., nodes connected by positive links are close to each other, and vice versa. If we consider these two groups as the two "subtrees" of the network and then regard the nodes near the center as the "root" of a tree, we can imagine the whole network as a binary tree. In this hierarchical respectively. a) We divide the Poincar disk into five parts by radius, with the same number of nodes in each. We can find that some neutral countries, such as Luxembourg, Iceland, are mapped inside the smallest circle. We refer these nodes as the root nodes of the network.
b) The network generally consists of two communities where the positive links within the community are dense, i.e., the red areas in the upper left and lower right. The distance between nodes in different communities is large, meaning that they are more likely to be connected by negative links. On the other hand, all nodes are close to the root nodes. countries. The countries with lower levels are not friendly to many countries except neutral countries. We can further recursively embed the nodes in each community, and finally, get the hierarchical structure of the network.
In the above experiments, we can conclude that HSNE can capture the underlying hierarchical structure in the signed networks. One may raise the question of why HSNE can represent the network hierarchically? To answer this question, we plot the nodes of CoW in Figure 3 where the x-axis and yaxis represent the distance from the center and the average distance from other nodes, respectively. We can find that, in Poincar ball, if a point is closer to other points, it is more likely to have a high level in the hierarchy, i.e., small
Poincar norm, and vice versa. Recall that the positive link of this network represents the friendship of two countries, while the negative link represents hostility. Thus, we can conclude that: 1) the countries near the center are more likely to be friendly with other countries because their average distances from other nodes are small. 2) As the number of unfriendly countries increases, the nodes gradually move away from the center. These countries also tend to form large alliances because nodes connected by positive links are more likely to be close to each other. 3) Nodes with many negative links are more likely to have lower levels in the hierarchy because they should be far away from many nodes in the network.
Related works
Network representation learning (NRL) methods aim to represent the nodes of a network as low-dimensional vectors[3] [4] . The distances between the vectors reflect the relationship (such as similarity and weight) between the nodes so that they can be used to visualize the network [5] and perform machine learning-based network analysis tasks such as node classification [6] , link prediction [7] and clustering [8] . NRL methods can be divided into three categories: factorization methods, random walk-based techniques, and deep learning-based.
Factorization methods such as GraRep [39] and HOPE [40] use dimensional reduction algorithms to process the matrix representation of the network, such as node adjacency matrix, node transition probability matrix, and Laplacian matrix. Random walk-based NRL methods such as DeepWalk [41] and Node2vec [2] utilize random walk algorithms to obtain the context of each node and then embed them to low-dimension space by the similarity of contexts. This ap- Hyperbolic network embedding methods have attracted much attention because it is effective in modeling data with power-law distributions. These methods represent the nodes in a network with vectors in a hyperbolic space, where space expands exponentially with the radius since it has a constant negative curvature. Since hyperbolic space can be seen as a continuous tree, hyperbolic embedding can also reflect the underlying hierarchy of the data. Research on hyperbolic network embedding has just started in 2017. Nickel et al. [54] first introduce Poincar ball model of hyperbolic space to learn node embeddings of social networks. Ganea et al. [9] discuss the problem of embedding directed acyclic graphs (DAG) with a family of nested geodesically convex cones. Wang et al. [55] map the nodes in heterogeneous information networks (HIN) to a Poincar ball through meta-paths guided random walks.
Conclusion and Future Work
In this paper, we develop a novel signed network embedding method based on hyperbolic space. This method automatically learns low-dimensional vector representations of nodes in a signed network to facilitate network analysis algorithms such as visualization, classification, and link prediction. We employ structural balance theory from social theory field to construct an objective function because many works have reported that most signed networks are balanced or tend to become balanced. This theory guarantees that similar nodes are mapped to close locations in embedding space, and dissimilar nodes are mapped to distant locations. Since the learning algorithms in previous SNRL methods cannot be applied to non-European space, we develop an efficient learning framework based on Riemannian stochastic gradient descent. This framework allows HSNE to scale to the large-scale dataset. We empirically use link sign prediction and reconstruction tasks to compare the performance of HSNE and Euclideanbased SNRL methods, and the results show that hyperbolic embedding can be a better space than Euclidean counterparts to represent signed networks. We also use HSNE to embed a real-world dataset CoW. We find our method places neutral countries near the center of the Poincar disk. These countries have many friends and few enemies and therefore can be seen as the bridge or hub in the network. On the other hand, as the distance from the center increases, the countries tend to form alliances and are hostile to other countries. These results suggest that HSNE can extract a meaningful latent hierarchical structure from signed networks.
However, HSNE does not consider the rich node attribute information, which can further improve the performance intuitively. Besides, advanced technologies such as attention mechanism and graph convolutional operation are also not integrated into HSNE. They may provide a good boost in some domains or tasks. In the future, we will study the problem of recommendation systems based on hyperbolic embedding methods. 
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