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Abstract
The free-energy fluctuations of the discrete directed polymer in 1 + 1 dimensions is conjec-
turally in the Tracy-Widom universality class at all finite temperatures and in the intermediate
disorder regime. Seppa¨la¨inen’s log-gamma polymer was proven to have GUE Tracy-Widom fluc-
tuations in a restricted temperature range by Borodin et al. [11]. We remove this restriction,
and extend this result into the intermediate disorder regime. This result also identifies the scale
of fluctuations of the log-gamma polymer in the intermediate disorder regime, and thus verifies
a conjecture of Alberts et al. [3]. Using a perturbation argument, we show that any polymer
that matches a certain number of moments with the log-gamma polymer also has Tracy-Widom
fluctuations in intermediate disorder.
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1 Introduction
In 1999-2000 Baik et al. [8] and Johansson [20] proved that the asymptotic fluctuations of the
maximal energy (passage-time) in certain point-to-point last-passage problems were governed by
the same Tracy-Widom law which arises in the large N limit of the top eigenvalue of an N × N
matrix from the Gaussian Unitary Ensemble (GUE). It was then conjectured that this holds for very
general distributions, and furthermore that it extends to the asymptotic free energy fluctuations of
directed polymers in 1+1 dimensions; i.e., the positive temperature case. Here, the free energy takes
the form
F (β,N) = log
∑
x
exp
(
β
N∑
i=1
ξx(i)
)
, (1)
where the up-right lattice paths x go from (1, 1) to (N,N) ∈ Z2, β > 0 is the inverse temperature,
and the {ξi,j}(i,j)∈Z2 are independent identically distributed (iid) random variables, collectively
referred to as the disorder.
To date, the only progress that has been made on the positive temperature conjecture is: 1) It has
been verified for the special, exactly-solvable log-gamma case [24] in a certain low temperature range
(β > β∗) [11], and 2) It has been shown to hold under certain double scaling regimes a) for long
thin rectangles [7], and b) in a special case of the intermediate disorder limit [3].
In 1 + 1 dimensions, the directed random polymers are in the strong disorder regime for all values
of inverse temperature β > 0 [16]. The intermediate disorder regime means to take β → 0 with the
length of the polymer to probe the transition: The more slowly β is taken to 0, the closer one is to the
Tracy-Widom GUE asymptotics at fixed β > 0. The special case where βN = βˆN
−1/4 was studied
in detail in [3]. This is a double scaling regime involving the Kardar-Parisi-Zhang (KPZ) equation,
where the fluctuations crossover from the Gaussian (Edwards-Wilkinson) regime to the Tracy-Widom
GUE regime as βˆ → ∞. In this article we use a standard perturbation argument (Theorem 2.4)
which shows the universality of the Tracy-Widom GUE distribution when 1 βN  O(N−1/4).
If we fix some sequence βN in the last regime, the perturbation theorem says that if two disorder
distributions have moments that are sufficiently close up to a certain explicitly identified order, then
they have the same asymptotic free energy fluctuations. In principle, one would like to use this
to prove the universality of the Tracy-Widom law in intermediate disorder for directed polymers
free energies of the form (1). However, the only case in which the Tracy-Widom law is known, the
log-gamma polymer, is not really of the form (1).
A log-gamma random variable is the log of a gamma distributed random variable; i.e., it has the
exp-gamma distribution. The exp-gamma distributions form a two parameter family corresponding
to the scale and shape parameters of the gamma distribution. The scale is a trivial parameter in
the directed polymer since it corresponds to centering the weights. The shape parameter (θ) affects
the properties of the exp-gamma distribution nonlinearly. However, at least at high temperature
(θ → ∞), the shape parameter approximately controls the centered moments just like the inverse
temperature β does in the standard polymer (see (6)). Since the shape/temperature parameter
of the log-gamma random variable does not appear multiplicatively, the statement (Corollary 2.5)
is not as simple as it would be if there were a solvable model of the form (1). Nevertheless, the
result shows that the log-gamma polymer can be significantly perturbed in the intermediate disorder
regime without changing the GUE Tracy-Widom fluctuations (see Remark 1).
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Finally, it turns out that the free energy fluctuations of the log-gamma polymer in intermediate
disorder is outside of the range of the best available result [11], which requires β ≥ β∗ > 0. Most
of the present article is devoted to removing this restriction, caused by the form of the contours
employed in the exact formula for the log-gamma polymer in [11]. We start with a different exact
formula from [12] that has more convenient contours, and we thank I. Corwin for pointing us towards
this paper. We also thank an anonymous reviewer and I. Corwin for comments about a small error
in the Theorem from [12]. Since we rely on this theorem, we sketch a way to fix their oversight in
Remark 6.
In this way, we obtain the Tracy-Widom GUE law for the point-to-point log-gamma polymer for all
temperature parameter values and appropriate “nearby” distributions.
2 Main Results
We now describe precisely the discrete random polymer model. The disorder is a random field
given by variables ξi,j(β), i, j ∈ {1, 2, . . .} which are independent for each β > 0. The polymer is
represented as an up-right directed lattice path x from (1, 1) to (N,N). The energy of such a path
is given by
Hβ(x) = −
∑
(i,j)∈x
ξi,j(β).
The partition function is given by
ZNβ =
∑
x
e−Hβ(x). (2)
Typically one would have ξi,j(β) = βξi,j , but since we want to also consider the log-gamma polymer,
we allow for a more complicated dependence on β. The limiting free energy is given by
F (β) = lim
N→∞
1
N
logZNβ .
Carmona and Hu [13, Proposition 1.4] proved that the limit exists when the ξi,j are iid Gaussians.
Comets et al. [17, Proposition 2.5] extended their result to general iid weights with exponential
moments.
The scaled and centered free energy fluctuations are given by
hN (β) :=
logZNβ −NF (β)
σ(β)N1/3
, (3)
where in general, one expects the right scaling for σ(β) to be
σ(β) ≈ Cβ4/3 as β ↘ 0, (4)
with a constant C depending only on the distribution of the weights ξ. This scaling was conjectured
in [2], and we prove it in this paper for the log-gamma and nearby polymers.
We will primarily be interested in the intermediate disorder regime, in which β goes to zero as
N →∞, but limN→∞ σ(β)N1/3 > 0. In particular, if
lim
N→∞
σ(β)N1/3 =∞, (5)
3
we expect the fluctuations to be Tracy-Widom GUE. If limN→∞ σ(β)N1/3 = 0 the fluctuations are
Gaussian, as can be seen by doing a chaos expansion in β and checking that only the leading term,
linear in the noise, survives. If limN→∞ σ(β)N1/3 = βˆ ∈ (0,∞), the partition function converges to
the solution of the stochastic heat equation.
In case (5) the limiting fluctuations are supposed to have the Tracy-Widom GUE law in wide
generality, but the only case where there are any results is the special log-gamma polymer. Here
e−ξ(β) have the gamma distribution (or −ξ(β) have the exp-gamma distribution), which is supported
on x > 0 with density
P (e−ξ(β) ∈ dx) = 1
Γ(θ)
xθ−1e−xdx,
where
θ = β−2. (6)
We show in Section 3 that the kth centered moment of the exp-gamma distribution satisfies E [(ξ(β)−
E [ξ(β)])k] = Θ(βk) for all k ≥ 1 as β → 0. Here, Θ(βk) means that there exist constants c1, c2
such that the quantity in question is bounded above and below by c1β
k and c2β
k respectively for all
small enough β. This mimics the way in which the inverse temperature β would enter the standard
polymer ξ(β) = βξ. In other words, choosing β = θ−1/2 in (6) ensures that at high-temperature, β
plays the role of inverse temperature in the log-gamma model.
For the log-gamma polymer,
F (β) = −2Ψ(θ/2), σ(β) = (−Ψ′′(θ/2))1/3, (7)
where
Ψ(θ) =
Γ′(θ)
Γ(θ)
(8)
is the digamma function. The limiting free-energy was identified in [24] and the variance in [11].
Our first theorem concerns the fluctuations of the log-gamma model.
Theorem 2.1. Let −ξi,j(β) have the exp-gamma distribution and βN → β ∈ [0,∞) such that
σ(βN )N
1/3 →∞. Then
lim
N↗∞
P(hN (βN ) < r) = FGUE(r)
where hN is the scaled-centered log partition function in (3), P is the probability of the disorder, and
FGUE is the GUE Tracy-Widom distribution.
Borodin et al. [11] proved Theorem 2.1 for β ≥ β∗ > 0, where β∗ is some unidentified but finite
number. Our result removes this restriction, and further extends it into the intermediate disorder
regime.
Our next result extends the βN ↘ 0 part of this result to “nearby” distributions.
Definition 2.2 (Moment matching condition). Two parametrized families of weights ξ = ξ(β) and
ξ˜ = ξ˜(β) are said to match moments up to order k if for some C < ∞ and for all sufficiently small
β,
|E [ξn]− E [ξ˜n]| ≤ Cβk n = 1, . . . , k − 1,
and
|E [ξk]|, |E [ξ˜k]| ≤ Cβk. (9)
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Let Ck(R) be the space of functions on R whose derivatives up to order k are uniformly bounded
on all of R.
Lemma 2.3. Suppose two families of weights ξ(β) and ξ˜(β) match moments up to order k (as in
Definition 2.2) and let ϕ ∈ Ck(R). Let hN (β) and h˜N (β) be the scaled-centered partition functions
corresponding to ξ and ξ˜. Then there is a C <∞ such that,
|E [ϕ(hN )]− E [ϕ(h˜N )]| ≤ C N
2βk
σ(β)N1/3
. (10)
Lemma 2.3 is proved in Section 3, and the following theorem is a consequence of Lemma 2.3 and
the fact that weak convergence is equivalent to convergence of expectations of all Ck(R) functions
[9, Theorem 2.1].
Theorem 2.4 (Perturbation theorem). Suppose ξ(β) and ξ˜(β) match moments up to order k (as
in Definition 2.2) and βN ↘ 0 with
lim
N↗∞
N2βkN
σ(βN )N1/3
= 0. (11)
Then
lim
N→∞
P(hN (βN ) ≤ r) = lim
N→∞
P(h˜N (βN ) ≤ r).
We do not expect this perturbation technique to extend to positive temperature. The reason it
works here is because the kth term of the Taylor expansion of the log-partition function is of order
βkN (see (9) and (15)), and βN → 0 in intermediate disorder.
Corollary 2.5. Suppose ξ(β) and ξ˜(β) match moments up to order k with −ξ˜(β) having centered
exp-gamma distribution as above and (11) holds. Then
lim
N→∞
P(hN (βN ) ≤ r) = FGUE(r).
For example, if βN = N
−α, α ∈ (0, 1/4], it is sufficient if ξ(β) matches moments up to order
k >
5
3α
+
4
3
with ξ˜.
Remark 1. It is not obvious that the exp-gamma distribution satisfies the moment bound in (9).
This is addressed in the proof of Corollary 2.5. Given this fact, let {Xi,j} be a family of independent
random variables with k bounded moments. Let {ξ˜i,j} be an iid family of centered exp-gamma
random variables with parameter θ = β−2 that are independent of the {Xij}. Then the polymer
with weights
ξi,j = ξ˜i,j(1 +Xi,jβ
k)
satisfies the moment matching condition, and hence its log-partition function has asymptotic GUE
Tracy-Widom fluctuations when (10) holds.
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Remark 2. In the standard polymer, it is known when α = 1/4 that 6 moments suffice to get the
crossover law goverened by the KPZ equation, so the result is slightly suboptimal. Note that our
result requires an increasing number of moments to match as α↘ 0, whereas 5 moments are thought
to suffice when α = 0 [10].
Remark 3. The perturbation theorem can clearly be stated in higher dimensions; we only need to
modify Lemma 2.3. However, the critical temperature and hence the intermediate disorder regime
is positive at higher temperatures, and our perturbation argument would have to be modified.
Therefore we do not pursue these issues here.
Theorem 2.1 is proved in Section 4. Lemma 2.3 and Corollary 2.5 are both proved in Section 3. The
appendix contains the proof of the Fredholm determinant formula we use in Section 4, and fixes a
small error in Borodin et al. [12, Theorem 2.1].
3 Proof of the perturbation theorem
The Lindeberg proof of the central limit theorem is now a standard argument for proving universal-
ity [21, 22]. Let f be a function on Rn and consider two sets of iid random variables ξ = (ξ1, . . . , ξn)
and ξ˜ = (ξ˜1, . . . , ξ˜n) that match some number of moments. For any bounded smooth function ϕ,
the Lindeberg strategy allows one to show |E [ϕ ◦ f(ξ)] − E [ϕ ◦ f(ξ˜)]| = o(n) for all smooth and
bounded functions ϕ. This is shown by replacing the ξ variables one by one with ξ˜ variables, and
using Taylor expansion to control the error. This estimate controls the weak-∗ distance between f(ξ˜)
and f(ξ) and thus shows that they converge to the same distributional limit if it exists for either
one of them. The technique has been applied to show, for example, that the limiting free energy
of the Sherrington-Kirkpatrick (SK) spin glass, and the semi-circle distribution in Wigner random
matrices are universal ; i.e., they are independent of the distributions of the variables involved [14].
There is another related technique in spin glass theory called Guerra’s interpolation method that
also relies on Taylor expansion. It uses the Ornstein-Uhlenbeck process to interpolate between a
vector of iid random variables ξ˜ and an independent iid Gaussian vector ξ. In the SK model, the
partition function is of the form Z =
∑
σ∈{−1,1}N exp(−βNH(σ)) where H(σ) = −
∑
ij ξijσiσj and
βN = N
−1/2. Again, N−1 logZ has a deterministic limit called the free-energy as N →∞. For iid
Gaussian weights, the limit was shown to be given by the celebrated Parisi formula by Talagrand
[26]. The limit was shown to be the same for all iid families of symmetric random variables with four
moments by Guerra and Toninelli [19]. They used the aforementioned interpolation technique and
the so-called approximate integration by parts for weights that match the moments of a Gaussian
up to some order. Their ideas were extended by Carmona and Hu [13] to include distributions that
match two moments with the Gaussian and have finite third moment. Chatterjee used truncation
and the Lindeberg technique to remove the finite third moment requirement [14]. Other results like
[5] and [18] extend the interpolation technique using higher order Taylor expansions.
In particular, Auffinger and Chen [5] showed that the Gibbs measure —the random measure on
configurations given by Pξ(σ) = Z
−1 exp(βNH(σ))— also converged to a universal limit as long
as the weights matched a certain number of moments with the Gaussian. Since their results are
for general spin-systems and not just for the SK model, they also apply to polymer models in
intermediate disorder. In a personal communication, [4] applied the theorems in [5] to show that
the limiting Gibbs measure associated with the polymer path is universal: Let βN = βN
−α, and let
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γ = (γi)
Nd
i=1 be a directed path from the origin to N(1, . . . , 1) ∈ Zd, where γi are the vertices along
path. Suppose the weights ξ˜ in the polymer match the first k moments of the standard Gaussian
such that
E [ξ˜k+1] <∞ k > d+ 1
α
.
For n ∈ N, let γa, a = 1, . . . , n be any n directed paths from the origin to N(1, . . . , 1).
Theorem 3.1 (Auffinger [4]). Let L be a function depending on n paths (γa)1≤a≤n where n is fixed,
and suppose ‖L‖∞ ≤ 1. Then,
|E ξ˜ [〈L(γ)〉]− E ξ [〈L(γ)〉] | → 0 as N →∞.
Here, 〈·〉 represents the average over the Gibbs measure on paths, and E · represents expectation over
the corresponding set of weights.
This allowed him to show that various quantities of interest were universal, including the transversal
fluctuation exponent of the path measure that is defined as follows: Let γN/2 be the midpoint of a
path γ sampled from the Gibbs measure. The polymer has transversal fluctuation exponent α if for
any α′ < α < α′′ and C > 0,
Pξ˜
(
|γN/2 −N/2(1, . . . , 1)| ≤ CNα
′)→ 0,
and Pξ˜
(
|γN/2 −N/2(1, . . . , 1)| ≤ CNα
′′)→ 1 as N →∞. (12)
The transversal exponent has a relationship with χ, the fluctuation exponent of Var
(
logZN (β)
) ∼
N2χ. Under certain strong hypotheses on the existence of these exponents (they are not known to
exist for any standard polymer) it is known that χ = 2α−1 [6, 15]. Therefore, [4] also indicates that
polymers ought to have the same fluctuation exponents as the Gaussian polymer under a moment
matching condition. We prove that χ is universal for the log-gamma and nearby polymers, verifying
a conjecture of [2] in this special case.
In our setting, there are a few problems with Guerra’s interpolation technique. In its current form,
it only allows one to match moments with the Gaussian. Hence one can only look at polymers where
the weights are of the form ξi,j(β) = βξi,j and only match moments with the Gaussian distribution.
This by itself is not a very serious shortcoming and may be overcome with some work.
But for the Gaussian polymer, it is not known whether the fluctuation exponents discussed above
exist, and whether the fluctuations of logZN (β) are in the GUE Tracy-Widom universality class.
In fact, very little is known about the Gaussian polymer other than the fact that the limiting free
energy exists.
On the other hand, a lot more is known about the log-gamma polymer. The scale of the variance [24],
and the limiting fluctuations are known in a large parameter range [11]. Moreover, the Lindeberg
replacement technique is well-suited to comparing other polymers with the log-gamma polymer.
Since we need more terms in the Taylor expansion (than [14], for example), and since Guerra’s
Gaussian integration by parts technique does not apply directly to prove Lemma 2.3, we reproduce
the fairly standard Lindeberg argument for completeness.
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Proof of Lemma 2.3. For a fixed vertex x = (i, j), define
Z(y) = Zxc + Zxe
y, (13)
where Zxc represents the sum in (2) over paths that do not pass through x, and Zx is the sum over
paths that do pass through x, but do not include weight at x. Let h(y) = N−1/3σ−1(logZ(y)−NF ).
Z(y) and h(y) do indeed depend on the other weights ξz for z 6= x, but the dependence is suppressed
in the notation because we want to isolate the effect of replacing ξx by ξ˜x. For any function ϕ ∈ Ck
we will show that
|E [ϕ(h(ξx))]− E [ϕ(h(ξ˜x))]| ≤ C(σN1/3)−1βk (14)
where the expectation is over the disorder. We obtain (10) by replacing ξx by ξ˜x, N
2 times for each
x ∈ {1, . . . , N}2.
Fix all the other weights in the disorder, and write Taylor’s theorem for ϕ(h(ξx)):
ϕ(h(ξx)) =
k−1∑
j=0
∂jyϕ(h(0))
j!
ξjx +
∂kyϕ(h(ζ))
k!
ξkx ,
with ζ between 0 and ξx. Taking expectation and using the independence of {ξz}z∈R2 , we get
E [ϕ(h(ξx))] =
k−1∑
j=0
aj
j!
E [ξjx] +
ak
k!
E [ξkx ], (15)
where aj = E [∂jyϕ(h(0))], j = 1, . . . , k− 1 and ak = E [∂kyϕ(h(ζ))]. One has an analogous expression
for E [ϕ(h(ξ˜x))], but note that in fact aj = a˜j for j = 1, . . . , k − 1 since they both do not depend
on ξx and ξ˜x, and all the other weights they depend on are the same. Hence, from the moment
matching condition (9),
|E [ϕ(h(ξx))]− E [ϕ(h(ξ˜x))]| ≤
∑
j<k
|aj |+ (|ak|+ |a˜k|)
Cβk.
To control the error term, we will show that for any k ≥ 1 and all y ∈ R,
|∂kyϕ(h(y))| ≤ Ck,ϕ(σN1/3)−1, (16)
where Ck,ϕ is a constant dependent only on ϕ, k and the constant from the moment matching
condition. The estimates (15), (16), and the moment matching condition in Definition 2.2 together
imply (14).
To prove (16), we expand the derivative of a composition (a` la Faa di Bruno)
∂kϕ(h) =
∑
∑
sms=k
Cm1...mk∂
∑
msϕ
k∏
r=1
(∂rh)mr ,
where the Cm1...mk are multinomial coefficients, and ms ≥ 0 for s = 1, . . . , k. Since ϕ is smooth with
bounded derivatives up to order k, we only need to control ∂rh(0) for r ≥ 1. Computing derivatives
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in (13),
∂y logZ(y) =
Zxe
y
Zxc + Zxey
=: p(y),
∂iy logZ(y) = Pi(p(y)), i > 1,
where Pi is the polynomial given by the recurrence
Pi+1(p) = P ′i(p) p(1− p), P1(p) = p, i ≥ 1.
The recurrence follows from the chain rule and p′(y) = p(y)(1 − p(y)). Since 0 ≤ p(y) ≤ 1 for all
y ∈ R, we can bound each of the polynomials Pi by constants for i = 1, . . . , k. Putting the last few
observations together, we get (16) for k ≥ 1.
Proof of Corollary 2.5. Theorem 2.1 shows that if the −ξ˜(β) are exp-gamma random variables, and
βN →∞ such that (11) holds, then
lim
N→∞
P(hN ≤ r) = FGUE(r).
We only need to show that −ξ˜(β) satisfies the moment bound in (9) (see Remark 1), which says
that for θ = β−2
|E [(ξ˜(β)− E ξ˜(β))k]| ≤ Ck 1
θdk/2e
, (17)
for some constant Ck. We will in fact show that for all k > 1,
E [(ξ˜(β)− E ξ˜(β))k] = Θ
(
1
dθk/2e
)
, θ →∞. (18)
The cumulant generating function of the exp-gamma distribution is given by
logE [exp(tX)] = log
(
Γ(t+ θ)
Γ(θ)
)
,
where X is a gamma distributed random variable. Differentiating this k times with respect to t, we
see that the kth cumulant of the exp-gamma distribution is given by Ψ(k−1)(θ), the k−1th derivative
of the digamma function (8). The digamma function can be written as [1, 6.3.16]
Ψ(z) = −γEM +
∞∑
n=0
(
1
n+ 1
− 1
n+ z
)
, (19)
where γEM is the Euler-Mascheroni constant. Note that the series is absolutely convergent when z
is bounded away from the nonpositive integers. It follows that
κk := Ψ
(k−1)(θ) = Θ
(
1
θk−1
)
k > 1, θ →∞.
For any random variable, the moments µn are related to the cumulants κn via the following combina-
torial expansion (see [25] for this formula and its famous Mo¨bius inversion). If pi is a (set) partition
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of {1, . . . , k}, then we represent pi as the union of disjoint sets pi = {Bi}n(pi)i=1 where Bi ⊂ {1, . . . , k},
and ∪Bi = {1, . . . , k}. Then,
µk =
∑
pi∈L
∏
B∈pi
κ|B|
where |B| represents the cardinality of the set B, and L is the set of all partitions of {1, . . . , k}. Since
we are considering centered random variables, we simply set the first cumulant to zero (κ1 = 0) and
therefore get
|µk| =
∣∣∣∣∣∣
∑
pi∈L
n(pi)∏
i=1
κ|Bi|1|Bi|6=1
∣∣∣∣∣∣
≤
∑
pi∈L
n(pi)∏
i=1
C|Bi|
θ|Bi|−1
1|Bi|6=1,
=
∑
pi∈L
C ′pi
θ
∑n(pi)
i=1 |Bi|−n(pi)
1|Bi|6=1,
≤ C
′′
k
θk−maxpi,|Bi|6=1 n(pi)
(20)
=
C ′′k
θdk/2e
,
where C ′pi =
∏n(pi)
i=1 C|Bi| and C
′′
k = 2
k maxpi C
′
pi. In (20), we used the following observation: when pi
contains no sets with only one element, it follows that n(pi) ≤ bk/2c. This proves (17).
When k is even, the leading order term for µk comes from partitions whose Bi have exactly 2
elements for all i. If there is even one Bi with more than 2 elements, then n(pi) ≤ k − 2. Thus,
all the other partitions result in terms that have strictly smaller order as θ → ∞. Thus, we get
µk ≥ ckθ−k/2. A similar argument for k odd applies; here partitions that have one |Bi| = 3 and all
the rest having two elements provide the leading order term. This proves (18).
4 Tracy-Widom fluctuations for the log-gamma polymer
In this section, we prove Theorem 2.1. We begin with the Fredholm determinant formula for the
Laplace transform of the partition function.
4.1 Fredholm determinant formula
Theorem 4.1. For N ≥ 9, let ZNβ be the partition function of the log-gamma polymer with θ = β−2.
Then for Re(u) > 0,
E [e−uZ
N
β ] = det(I +KNu )L2(Cϕ), (21)
where
KNu (v, v
′) =
1
2pii
∫
lzcrit+δ
− pi
sin(pi(w − v))
(
Γ(v)
Γ(w)
Γ(θ − w)
Γ(θ − v)
)N
uw−v
w − v′ dw +
q(v)∑
i=1
Resu,i(v, v
′),
(22)
10
Resu,j(v, v
′) = (−1)j
(
Γ(v)
Γ(v + j)
Γ(θ − v − j)
Γ(θ − v)
)N
uj
v + j − v′ , 1 ≤ j ≤ q(v), (23)
and
q(v) = bzcrit + δ − Re(v)c, zcrit = θ/2, 0 < δ ≤ zcrit
2
. (24)
The contours are defined as follows: For any ϕ ∈ (0, pi/4], the Cϕ contour is given by {zcrit +
ei(pi+ϕ)y}y∈R+ ∪ {zcrit + ei(pi−ϕ)y}y∈R+ , where R+ is the set of non-negative reals. The `x contour is
a vertical straight-line with real part x (see Figure 1). Both `x and Cϕ are oriented to have increasing
imaginary parts.
Figure 1: Contours in Theorem 4.1. The critical point is at zcrit =
θ
2 . The triangular contour is Cϕ,
and the vertical contour lzcrit+δ has real part zcrit + δ. There are two sets of poles that one needs to
watch out for. The poles of the sine are shown as dots to the right of v and are of the form w = v+ i.
The poles of Γ(θ − w) are of the form w = θ + k, k = 0, 1 . . ..
Remark 4. Theorem 4.1 is proved by setting τ = 0 in [12, Theorem 2.1], as suggested in Remark
2.9 of the same paper. This requires a new estimate, and is done in Section A.
We will see in the next section that the critical point of the integrand of KNu in (22) is at zcrit. The
contours `zcrit+δ (as δ → 0) and Cϕ are located at the critical point.
4.2 Estimates along the contours
We are interested in the asymptotic probability distribution of (3). The trick is to rewrite the
left-hand side of (21) as
E
[
exp
(
−eσN1/3(hN−t)
)]
(25)
by taking
u = e−NF−tσN
1/3
. (26)
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As N ↗∞, by (5) σN1/3 ↗∞, and (25) becomes limN↗∞ P(hN ≤ t). Now we consider the same
limit of the right-hand side of (21). We start with a formal critical point analysis of the integral in
(22), which can be rewritten as
− 1
2pii
∫
`zcrit+δ
pi
sin(pi(w − v))e
N [G(v)−G(w)]+tσN1/3(v−w) dw
w − v′ (27)
where we have ignored the residues, dropped the subscript u in the kernel, and let
G(z) = log Γ(z)− log Γ(θ − z) + F (β)z. (28)
We have G′(z) = Ψ(z)+Ψ(θ−z)+F (β). From (7), it follows that the critical point, i.e. G′(zcrit) = 0,
is at zcrit = θ/2, and G
′′ vanishes there as well. Therefore the exponent is cubic near the critical
point and it is natural to define
v˜ = σN1/3(v − zcrit), w˜ = σN1/3(w − zcrit), (29)
and let K˜N (v˜, v˜′) = KN (v, v′) in (22). The change of variable introduces a Jacobian factor of
(σN1/3)−1 into the Fredholm expansion (35). Then, it is easy to prove the following lemma.
Lemma 4.2.
lim
N→∞
1
(σN1/3)
K˜N (v˜, v˜′) = KAi(v˜, v˜′), (30)
where the Airy kernel is defined as
KAi(v˜, v˜
′) :=
1
2pii
∫
exp
{− 13 v˜3 + tv˜}
exp
{
1
3 w˜
3 + tw˜
} dw˜
(v˜ − w˜)(w˜ − v˜′) . (31)
The Airy kernel acts on the contour {e−2pii/3R+∪ e2pii/3R+} and the integral in w˜ is on the contour
{e−pii/3R+ + δ} ∪ {epii/3R+ + δ} for any horizontal shift δ > 0. Both are oriented to have increasing
imaginary part.
The Fredholm determinant of the right hand side of (31) is FGUE(t) [11]. We prove Lemma 4.2 and
flesh out the details of this sketch in the rest of this section.
Next, we upgrade the pointwise convergence in Lemma 4.2 to prove that det(1+KN )→ det(1+KAi).
Recall the kernel (22)
KN (v, v′) =
1
2pii
∫
`
zcrit+δ(σN)
−1/3
I(v, v′, w − v)dw +
q(v)∑
i=1
Resi(v, v
′), (32)
where I(v, v′, w − v) is the integrand in (27). We drop the subscript u on KN , I and Resi in this
section to indicate that we have set u as in (26). The kernel acts on the Cϕ contour as before, and
we set ϕ = pi/4. The little extra displacement of the `zcrit+δ(σN)−1/3 is a necessary technicality that
we will address in due course. Therefore we will henceforth simply write `zcrit as a shorthand.
For (v, v′) on the Cpi/4 contour, we show that
|KN (v, v′)| ≤ f(v,N), (33)
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where f(v,N) is defined in Lemma 4.8. Then, from the Hadamard inequality for determinants, we
get for m > 1, ∣∣det(KN (vi, vj))1≤i,j≤m∣∣ ≤ m∏
i=1
f(vi, N)m
m/2. (34)
f(v,N) depends on v and N in such a way that it integrates over Cpi/4 to a quantity that is bounded
above by a constant independent of N . It follows that the Fredholm expansion of the determinant
det(I +KN )L2(Cpi/4) =
∞∑
m=0
1
m!
∫
Cpi/4
dv1 · · ·
∫
Cpi/4
dvm det(K
N (vi, vj))1≤i,j≤m, (35)
is absolutely summable uniformly in N (see (49)). Thus, we can take the N → ∞ limit inside the
series and integrals and replace KN by its pointwise limit. This is similar to what was done in
Borodin et al. [11], but now the quantity in (34) must be bounded uniformly in θ as well as N , since
θ can go to infinity with N (see Theorem 2.1). The rigorous estimates are shown in Lemma 4.8.
Lemma 4.2 and (33) require several estimates on contours that appear in Lemmas 4.5, 4.6 and 4.7.
These estimates are summarized in the following 4 steps below.
Recall the function G(z) defined in (28). Using (7), we write is as
G(z) = log Γ(z)− log Γ(θ − z)− 2Ψ(zcrit)z. (36)
The bound in (33) will follow from an analysis of this function along the contours Cpi/4 and `zcrit ,
and an estimate on the residues Resi(v, v
′). The constants in the estimates are independent of N ,
but they do depend on θ. As long as θ ≥ θ0 > 0, the constants are well-behaved; this is guaranteed
by σ(β)N1/3 →∞ in (11).
In the following, we set σ˜ = σ(β)N1/3, and note that
σ˜ = Θ((Nz−2crit)
1/3). (37)
1. In Prop. 4.3, we first show that the Taylor approximation is effective in the region |z− zcrit| ≤
cσ˜−1. Although G is analytic, one must be careful because the derivatives of G are a function
of θ, which is allowed to go to infinity with N .
Using the Taylor expansion, we may also arrange for an estimate of the form (recall zcrit = θ/2)
Re(G(z)−G(zcrit)) ≤ − C
z2crit
|z − zcrit|3, |z − zcrit| ≤ zcrit
2
,
where C > 0 can be explicitly chosen. This is needed to show that the pointwise limit of KN
is KAi.
2. In Lemma 4.5, we show that the real part of G decreases sufficiently rapidly away from the criti-
cal point on the Cpi/4 contour. The upper and lower halves of the Cpi/4 contour are parametrized
as
z(r) = zcrit + reˆ±, r ≥ 0 (38)
where eˆ± = −1± i. On both halves of the contour, the derivative of G satisfies
d
dr
Re(G(z(r))−G(zcrit)) ≤ − 2r
2
(1 + zcrit + 2r)2
. (39)
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This captures the cubic behavior of G near the critical point, and the linear decay for large r:
for some constants C and r0 independent of zcrit and N ,
Re(G(z(r))−G(zcrit)) ≤ −H(r) := −
{
Cz−2critr
3 r ≤ r0
C
(
z−2critr
3
0 + z
−2
crit(r − r0)
)
r > r0
. (40)
3. In Lemma 4.6, we estimate G on the `zcrit+δ contour. We use the parametrization
w(r) = zcrit + reˆ± + δ(σN1/3)−1, r ≥ 0, (41)
where eˆ± = ±i. Since `zcrit+δ is not a steep-descent contour, we cannot show that the derivative
of Re(G) is strictly positive (c.f. (39)). So we first move the `zcrit+δ contour to a δ
′ < δ, and
then locally align it with the Airy contours {e−pii/3R+ + zcrit + δ′} ∪ {epii/3R+ + zcrit + δ′}
for a very small distance r′ ≤ r0. Then, we use the Taylor expansion and obtain an estimate
analogous to the first equation in (40) for |w(r) − zcrit| ≤ r′. For the rest of the contour, we
show in Lemma 4.6, we show
Re(G(w(r))−G(w(r0)) ≥ 0, |w(r)− zcrit| ≥ r′.
4. Finally, in Lemma 4.7, we estimate the contribution of the residues to the bound in (33). The
bound also shows that the residues vanish in the limit, and helps prove Lemma 4.2.
Proof of Lemma 4.2. Using the estimates in steps 1-4, we first show that the pointwise limit of the
integral in (32) is the Airy kernel. We will use both the rescaled variables v˜, v˜′ from (29) and v, v′
in the following.
First consider the integral term in (30), and split the integral over the top half of the contour into
three parts
σ˜−1K˜N (v˜, v˜′) =
∫ Mσ˜−1
0
+
∫ r0
Mσ˜−1
+
∫ ∞
r0
σ˜−1I(v, v′, w(r)− v)dw(r) := I1 + I2 + I3, (42)
where w(r) is the parametrization in (41) of the `zcrit contour, and M > 0 is a parameter that will
eventually go to infinity. Since the integrand is analytic in a tiny ball of size Mσ˜−1, we modify the
contours so that they are locally aligned with the Airy contours when r ≤Mσ˜−1.
We first estimate the absolute value of I3. Note that there is a C
′ such that C ′r ≤ Cr3 − r for
r ≥ r0. We will use this estimate in both the v and w variables.
|I3| =
∣∣∣∣− 12pii
∫ ∞
r0
piσ˜−1
sin(pi(w − v))e
N(G(v)−G(w))+tσ˜(v−w) dw
w − v′
∣∣∣∣
≤ Cδ−1r−10 e−NH(|v|)+σ˜|v|e−C
′M3
∫ ∞
r0
e−pirdr,
≤ Cδ−2r−10 e−C
′|v˜|e−C
′M3 ,
where H(r) is defined in (40), and we have used (37), | sin(pi(w(r)−v))|−1 ≤ cδ−1σ˜e−pir, and |w(r)−
v′|−1 ≤ cr0 for some constant c.
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To estimate I2, we use e
−pir ≤ 1, make the change of variable r˜ = σ˜r, and use the bound |w(r) −
v′|−1 ≤ cδ−1σ; all the other estimates are the same as the ones used for I3. Thus, we obtain:
|I2| ≤ Cδ−2e−C|v˜|
∫ r0σ˜
M
e−r˜dr˜ ≤ Cδ−2e−C′|v˜|e−M .
In I1, we make the change of variable in (29), and take N → ∞. By dominated convergence, the
limit can be taken inside the integral, and by the argument in the first part of Section 4.2, the first
integral goes to the integrand of KAi in the rescaled variables (v˜, v˜
′). Letting M → ∞ shows that
the integral term in (32) goes to KAi. From Lemma 4.7, it follows that residues converge pointwise
to 0.
Next, we flesh out the details of the estimates in steps 1 through 4.
Step 1. Taylor expansion near the critical point. We have already seen that the first two
derivatives of G (defined in (28)) vanish at the critical point. If the third and fourth derivatives of
G were well-behaved, the Taylor expansion for G(z) is an effective approximation when z is close to
the critical point:
G(z)−G(zcrit) = G
(3)
3!
(zcrit)(z − zcrit)3 + G
(4)
4!
(ξ)(z − zcrit)4,
for ξ ∈ {y : |y − zcrit| < |z − zcrit|}. Since G is an analytic function, it is clear that G(3) and
G(4) are well-behaved for fixed zcrit. However, we allow zcrit → ∞; Prop. 4.3 shows roughly that
G(4)(z)
G(3)(zcrit)
≈ Czcrit for a constant C > 0, when |z(r)− zcrit| ≤ zcrit/2 and zcrit →∞.
Proposition 4.3. When |z − zcrit| ≤ zcrit/2,
2
(2 + zcrit)2
≤ −G(3)(zcrit)− 4
z3crit
≤ 2
z2crit
, (43)∣∣∣G(4)(z)∣∣∣ ≤ 96
z4crit
+
32
z3crit
. (44)
Proof of Prop. 4.3. Recall the series expansion for the digamma function in (19). Differentiating (36)
thrice we obtain
−G(3)(zcrit) = −2Ψ(2)(zcrit) = 4
z3crit
+ 4
∞∑
n=1
1
(n+ zcrit)3
.
Estimating the sum with an integral, we get
4
∫ ∞
1
1
(x+ zcrit)3
dx ≤ −G(3)(zcrit)− 4
z3crit
≤ 4
∫ ∞
0
1
(x+ zcrit)3
dx
which proves (43). We estimate G(4)(z) similarly: To apply the integral test as before, we first show
that |x+ z| is increasing with x ∈ R+. It is clear that if |z − zcrit| ≤ zcrit/2, then z has positive real
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part and consequently, so does x + z for all x > 0. It follows that |x + z| increases with x. Then,
using (19) and |x+ z| ≥ 2−1(x+ zcrit),∣∣∣Ψ(3)(z)∣∣∣ ≤ ∞∑
n=0
6
|n+ z|4 ≤
96
|zcrit|4 +
∫ ∞
0
96
|x+ zcrit|4 dx,
which proves (44).
Step 2. Decay of G along the Cpi/4 contour. In the following lemma, we first compute the
derivative of G along a general contour. We will use this computation repeatedly to estimate G
along the Cpi/4 and `zcrit contours (Lemma 4.6) and to estimate the residues in Lemma 4.7.
Lemma 4.4. Let z(r) = zcrit + v(r) be a contour. Then, the derivative of Re(G) is
d
dr
Re(G(z(r))) = 2
∞∑
n=0
−Re(v′(r)v(r)2)(n+ zcrit)2 + Re(v′(r))|v(r)|4
(n+ zcrit)|(n+ zcrit)2 − v(r)2|2
Proof. From (36),
d
dr
G(z(r)) = z′(r) (Ψ(zcrit + v(r))−Ψ(zcrit)) + z′(r) (Ψ(zcrit − v(r))−Ψ(zcrit)) .
Using (19),
d
dr
G(z(r)) = z′(r)
∞∑
n=0
2
n+ zcrit
− 1
n+ z(r)
− 1
n+ θ − z(r)
= v′(r)
∞∑
n=0
2
n+ zcrit
− 2(n+ zcrit)
(n+ zcrit + v(r))(n+ zcrit − v(r))
= 2
∞∑
n=0
−v′(r)v2(n+ zcrit)2 + v′(r)|v(r)|4
(n+ zcrit)|(n+ zcrit)2 − v2|2 .
Lemma 4.5. Re(G) in (36) satisfies the following derivative bound:
d
dr
Re(G(z(r))) ≤ − 2r
2
(1 + zcrit + 2r)2
, r > 0,
where z(r) is the parametrization of Cpi/4 given in (38).
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Proof. We parametrize the upper-half of the Cpi/4 contour as in Lemma 4.4 with v(r) = reˆ where
eˆ = −1 + i. Then,
d
dr
Re(G(z(r))) = 2
∞∑
n=0
−2r2(n+ zcrit)2 − 4r4
(n+ zcrit)|(n+ zcrit)2 − 2r2i|2
≤ −4
∞∑
n=0
r2
(n+ zcrit + 2r)3
≤ −4
∫ ∞
1
r2
(x+ zcrit + 2r)3
dx
= −2 r
2
(1 + zcrit + 2r)2
.
This captures the behavior of G along the steep-descent contours rather well: cubic near the critical
point, and then linear decay for r ≥ Czcrit. G behaves symmetrically in the lower half plane, and
hence satisfies the same estimates on the lower half of the Cpi/4 contour.
Step 3. Decay along the `zcrit contour.
Lemma 4.6. Re(G) in (36) increases away from the critical point along the `zcrit contour.
Proof. Recall that the `zcrit contour starts off at a distance δˆN = δσ˜
−1 away from zcrit. Let w(r)
be the parametrization of `zcrit in (41); as before we focus on the upper half of the contour. Using
Lemma 4.4 and v(r) = ri + δˆN , we get
d
dr
Re(G(w(r))) = 2
∞∑
n=0
−Re
(
i(δˆN − r2 + 2δˆNri)
)
(n+ zcrit)
2 + Re(i)|v|4
(n+ zcrit)|(n+ zcrit)2 − v2|2 ≥ 0.
Step 4. Triviality of the residues
Lemma 4.7. There exist constants c1, C > 0 independent of N and zcrit such that for ` = 1, . . . b| Im(v)|c,
the residues in (32) satisfy
log |Res`(v, v′)| ≤

−c1N`2 | Im(v)|
z2crit
1 ≤ | Im(v)| ≤ Czcrit
−c1N` log
(
1 +
| Im(v)|
zcrit
)
| Im(v)| > Czcrit
when v, v′ ∈ Cpi/4. If Czcrit < 1, the first bound holds vacuously.
Lemma 4.7 helps show the estimate on the kernel in (33) that’s used in the Hadamard bound in
Lemma 4.8. It also shows that the residues go to 0 as σ˜ →∞.
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Proof. From (23) and (26), we can write the residues in the form
|Res`(v, v′)| =
∣∣∣∣∣
(
Γ(v)
Γ(v + `)
Γ(θ − v − `)
Γ(θ − v)
)N
e2Ψ(zcrit)N`−t`σ˜
v + `− v′
∣∣∣∣∣
≤ eN(G(v)−G(v+`))+|t|`σ˜
(45)
since ` ≥ 1. We estimate G(v) − G(v + `) using Lemma 4.4 again. Let v(r) = keˆ+ + r in the
parametrization of the contour in Lemma 4.4, where eˆ+ = −1 + i. Since k = | Im(v)|, (24) implies
that we only need to consider r in the range 0 ≤ r ≤ k (assuming δ is small enough). We interpolate
between G(v) and G(v + l) by computing the following derivative:
d
dr
Re(G(z(r))) = 2
∞∑
n=0
r(2k − r)(n+ zcrit)2 + ((r − k)2 + k2)2
(n+ zcrit)|(n+ zcrit) + v|2|(n+ zcrit)− v|2
≥ 2
∞∑
n=0
r(2k − r)(n+ zcrit)2 + ((r − k)2 + k2)2
(n+ zcrit)(n+ zcrit + 2k − r)4
≥ 2
∫ ∞
1+max(k,zcrit)
r(2k − r)x
(x+ 2k − r)4 dx+ 2
∫ ∞
1+zcrit
((r − k)2 + k2)2
x(x+ 2k − r)4 dx := I1 + I2.
The limits of integration in I1 have been chosen as follows. Notice that f(x) = x/(x + 2k − r)4 is
decreasing for x ≥ max(k, zcrit). This lets us use the integral test to estimate the sum.
Our bounds on the integrals Ij , j = 1, 2 will ensure:
G(v + `)−G(v) ≥

c1`
2 | Im(v)|
z2crit
| Im(v)| ≤ Czcrit (46)
c1` log
(
1 +
| Im(v)|
zcrit
)
| Im(v)| > Czcrit (47)
1. The first bound (46) ensures that the exponent in (45) contains a negative term of order at
least Nz−2crit, and thus overwhelms σ˜ = Θ((Nz
−2
crit)
1/3) as they both go to infinity (by (5)).
2. The second bound (47) ensures that the residue is integrable in v on the contour Cpi/4 over the
range | Im(v)| ∈ [Czcrit,∞).
Explicitly computing I1, we get
I1 =
r(2k − r)(3(1 + max(k, zcrit)) + 2k − r)
3(1 + max(k, zcrit) + 2k − r)3 ≥
rk
3(1 + max(k, zcrit) + 2k)2
,
for r ≤ k. For the second integral,
I2 ≥ k4
(
1
(2k − r)4 log
(
1 +
2k − r
1 + zcrit
)
− 2
(2k − r)3(1 + zcrit + (2k − r))
)
,
where we have used the elementary integral∫ ∞
a
dx
x(x+ c)4
= −6a
2 + 15ac+ 11c2
6c3(a+ c)3
+
1
c4
log
(
1 +
c
a
)
.
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Here, for k ≥ Czcrit where C is some constant, the first term in I2 dominates the second for all
r ≤ k.
Therefore, integrating over r, we get (46) and (47) for some constants c1, C.
Finally, we prove the inequality used in the Hadamard bound in (33).
Lemma 4.8. There exist constants c1, c2, C > 0 that are independent of N and zcrit such that for
all N large enough,
|KN (v, v′)| ≤

c1σ˜ exp
(−c2Nz−2crit| Im(v)|3) | Im(v)| < 1
c1σ˜ exp
(−c2Nz−2crit| Im(v)|) 1 ≤ | Im(v)| ≤ Czcrit
c1
(
1 +
| Im(v)|
zcrit
)−c2N
| Im(v)| > Czcrit
=: f(v,N) (48)
on the contour Cpi/4. Consequently the mth term of the Fredholm series for KN in (35) satisfies
1
m!
∫
Cpi/4
dv1 · · ·
∫
Cpi/4
dvm det(K
N (vi, vj))1≤i,j≤m ≤ C
m(m−1)/2
. (49)
Proof. There are many undetermined constants in this proof, and we allow them to change from
line to line. Using the technique of splitting up the integral term as in (42), and from the estimates
in Lemma 4.5 and Lemma 4.6, it follows that the integral in (32) has two regimes of behavior: for
constants c1, c2, C > 0
∫
`zcrit
I(v, v′, ω)dw ≤

c1σ˜ exp
(−c2Nz−2crit| Im(v)|3) | Im(v)| ≤ Czcrit
c1σ˜ exp (−c2N | Im(v)|) | Im(v)| > Czcrit
The `zcrit contour is a small distance δ˜N = δ(σN
1/3)−1 away from zcrit. From (24), it follows there
are about | Im(v)|+ δ˜N residues. Hence, when | Im(v)| < 1 and when N large enough, there are no
residues. We estimate the contribution of the residues when Im(v) > 1. For N large enough, and
1 ≤ | Im(v)| ≤ Czcrit, Lemma 4.7 implies
b| Im(v)|c∑
`=1
Res`(v, v
′) ≤
b| Im(v)|c∑
`=1
c1 exp
(
−c1N` | Im(v)|
z2crit
)
≤ c′1 exp
(−c2Nz−2crit| Im(v)|) .
When | Im(v)| > Czcrit,
b| Im(v)|c∑
`=1
Res`(v, v
′) ≤
b| Im(v)|c∑
`=1
c1
(
1 +
| Im(v)|
zcrit
)−c2Nl
≤ c′1
1
(1 + | Im(v)|/zcrit)c2N .
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Thus, (48) follows, and we can integrate the bound over the Cpi/4 contour to obtain∫
Cpi/4
f(v,N)dv ≤ C
(
σ˜
∫ 1
0
e−c2Nz
−2
critx
3
dx+ σ˜
∫ Czcrit
1
e−c2Nz
−2
critx dx+
∫ ∞
Czcrit
(
1 +
x
zcrit
)−c2N)
≤ C
(
σ˜
(Nz−2crit)1/3
+ σ˜e−c2Nz
−2
crit +
(1 + C)−c2N
Nz−1crit
)
.
Since σ˜ = Θ((Nz−2crit)
1/3), it is clear that the integral is bounded above by a constant independent
of N and zcrit. The Hadamard inequality now implies (49).
A Fredholm determinant as a limit of the formula of Borodin-
Corwin-Ferrari-Veto
A.1 The BCFV theorem
Borodin et al. [12] consider a mixed polymer that consists of Seppa¨la¨inen’s log-gamma polymer [24]
and the O’Connell-Yor semi-discrete polymer [23]. For N ≥ 1, the up-right paths x consist of a
discrete portion xd adjoined to a semi-discrete portion xsd. The discrete portion is an up-right
nearest-neighbor path on Z2 that goes from (−N, 1) to (−1, n) for some 1 ≤ n ≤ N . The semi-
discrete path goes from (0, n) to (τ,N): For 0 ≤ sn < · · · < sN−1 ≤ τ , it consists of horizontal
segments on (si, si+1) for i = n, . . . , N −2 and a final interval (sN−1, τ) connected by vertical jumps
of size 1 at each si. For 1 ≤ m,n ≤ N let ξ−m,n be independent exp-gamma random variables with
parameter θ, and for all 1 ≤ n ≤ N let Bn be independent Brownian motions. The paths have
energy
Hβ(x) = −
∑
(i,j)∈xd
ξi,j +Bn(sn) +
(
Bn+1(sn+1)−Bn+1(sn)
)
+ . . .+
(
BN (τ)−BN (sN−1)
)
.
The partition function is given by
ZN (τ) =
N∑
i=1
∑
xd:(−N,1)↗(−1,i)
∫
xsd:(0,i)↗(τ,N)
e−Hβ(x)dxsd
where dxsd represents the Lebesgue measure on the simplex 0 ≤ sn < sn+1 < · · · < sN−1 ≤ τ .
Remark 5. When τ = 0, the polymer is simply the standard point-to-point log-gamma polymer.
There is no semi-discrete part, and the discrete path is forced to end at (−1, N).
Theorem A.1 (Borodin et al. [11], Theorem 2.1). Fix N ≥ 9, τ > 0 and θ > 0. For all u ∈ C with
positive real part
E
[
e−uZ
N (τ)
]
= det(1 +KNu,τ )L2(Cϕ) (50)
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where
KNu,τ (v, v
′) =
1
2pii
∫
Dv
1
sin(pis)
(
Γ(v)
Γ(s+ v)
Γ(θ − v − s)
Γ(θ − v)
)N
eτ(sv+s
2/2)
v + s− v′ u
s ds
=:
1
2pii
∫
Dv
Iu,τ (v, v
′, s) ds .
(51)
The Cϕ contour is the wedge-shaped contour defined in Theorem 4.1, and depends on the angle ϕ
and the parameter θ. The Dv contour depends on v and parameters R and d. For every v ∈ Cϕ we
choose R = −Re(v) + 3θ/4, d > 0, and let Dv consist of straight lines from R − i∞ to R − id to
θ/8 − id to θ/8 + id to R + id to R + i∞. The parameter d must be taken small enough so that
v +Dv does not intersect Cϕ. Both contours are oriented to have increasing imaginary part.
Remark 6. In Borodin et al. [12], the Dv contour consisting of straight lines from R− i∞ to R− id
to 1/2− id to 1/2 + id to R+ id. The formula only holds if the poles in s of Γ(θ− v − s) lie strictly
to the right of the contour Dv, and this imposes a lower bound θ > 1 that wasn’t noticed by them.
We remove the restriction θ > 1 as follows.
Note first of all that both sides of (50), with Dv = Dv,1/2 are analytic functions of θ in some region
of C containing the ray (1,∞), on which they coincide, by Borodin et al. [12]: The left hand side
is actually analytic in a region containing the ray θ ∈ (0,∞) because the expectation is an N2-fold
integral of a function e−uZ
N,N (τ) of the variables ξi,j , i, j = 1, . . . , N with
E[e−uZ
N (τ)] =
∫
F (ξij)
∏
i,j
e−ξi,jξθ−1i,j
Γ(θ)
dξi,j F (ξij) = E[e−uZ
N (τ) | ξi,j ].
The right hand side is analytic because the Fredholm determinant of a kernel analytic in θ is analytic
in θ, as long as one has a uniform bound for the kernel in that region.
Call Dv,η the contour consisting of straight lines from R − i∞ to R − id to η − id to η + id to
R+ id. Fix θ∗ > 0. We can use Cauchy’s theorem to deform the contour in (51) to Dv,θ∗/4 without
changing the kernel, since the only obstacle is the zero of the sine in the denominator, which is at
the origin. Proposition A.2 gives us a uniform bound on the kernel in the region, say [θ∗/16, 2],
that can be used together with Hadamard’s bound to control the Fredholm series. Using this new
representation of the kernel, the determinant in (50) is an analytic function of θ, now in a region
containing [θ∗ − γ, 1 + γ] for some γ > 0. Because the kernel is unchanged, this coincides with
the old determinant for θ ∈ (1, 1 + γ). By the formula from Borodin et al. [12], the determinant
coincides with the left hand side of (50) for θ ∈ (1, 1 + γ). But the left hand side is analytic in a
region containing the ray (0,∞), hence the determinant with the new, deformed kernel is equal to
the left hand side on a region containing the interval [θ∗ − γ, 1 + γ], including at the value θ∗.
Remark 7. We write Dv contour as a union of the vertical contour `−Re(v)+R defined in Theorem 4.1
and the “sausage” Dv, (which consists of (Dv \ `−Re(v)+R)∪ [R+ id,R− id] and forms a clockwise
loop). The integral of the kernel KNu,τ over Dv, consists of residues due to the sine that we will
estimate separately. For each v, there is some wiggle room in the R parameter that allows the
vertical contour `−Re(v)+R to avoid the singularity of the sine function in Iu,τ (v, v′, s).
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A.2 Proof of Theorem 4.1
In this section, we obtain Theorem 4.1 by letting τ ↘ 0 in Theorem A.1. We may do so if we can
truncate the series that defines the Fredholm determinant of ZN (τ) uniformly in τ . This is done
by proving an estimate on KNu,τ (v, v
′) that depends favorably with τ , and then using Hadamard’s
inequality in the usual way (see (49)). The constants in the following propositions may depend on
the angle of the contour ϕ ∈ (0, pi/4].
Proposition A.2 (BCFV kernel estimate). When | Im(v)| > max((2eτθ/2|u|)1/2N , c3θ)), for some
constants c1, c2, c3 > 0, the kernel in (51) satisfies the bound
|KNu,τ (v, v′)| ≤ 2
eτθ/2|u|
| Im(v)|2N e
−c1τ | Im(v)| + eC(θ,N,τ)e−c2N | Im(v)|(log |v|−c3θ),
where |C(θ,N, τ, ϕ)| ≤ C ′(θ∗, ϕ)(N(θ+ | log θ|+ θ−1 + 1) + τθ) for θ ≥ θ∗. Here θ∗ > 0 is any fixed
number, and C ′ depends only on θ∗ and the angle of the Cϕ contour.
Proposition A.2 is proved by estimating Iu on the closed rectangular contour Dv,, and the vertical
line `R.
Proposition A.3 (Integral over the Dv, contour). When | Im(v)| > max((2eτθ/2|u|) 12N , c3θ),∣∣∣∣∣
∫
Dv,
Iu,τ (v, v
′, s) ds
∣∣∣∣∣ ≤ eτθ/2|u|| Im(v)|2N e−cτ | Im(v)|,
where c > 0 is some constant, and c3 is the same constant that appears in Prop. A.2.
Proposition A.4 (Integral over the `R contour). For | Im(v)| ≥ c3θ,∫
`R
Iu,τ (v, v
′, s) ds ≤ eC(θ,N,τ)e−c1N | Im(v)|(log |v|−c2θ),
where c1, c2, c3 and C(θ,N, τ) are the same constants that appear in Prop. A.2.
Before proving the propositions, we complete the proof of Theorem 4.1.
Proof of Theorem 4.1. In Theorem A.1, the vertical contour `R is at R = −Re(v)+3θ/4. This must
be moved to the critical point so that R = −Re(v) + θ/2 + δ for small δ. This is done by using the
bound on Iu,τ (v, v
′, s) in (64), and hence we can truncate the vertical contour at large | Im(s)| and
use Cauchy’s theorem to move over the vertical contour.
Next, we have to take a limit τ ↘ 0 in (50). Since u has positive real part, e−uZNβ is absolutely
bounded, and we can take the limit inside the integral by bounded convergence. For the right hand
side, we can use the Hadamard inequality argument in Section 4.2 and the bounds in Prop. A.3 and
Prop. A.4 to show that it converges to the Fredholm determinant of the pointwise limit of the kernel
KNu,τ as τ ↘ 0.
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Proof of Proposition A.3. The integral overDv, simply collects residues from the poles of sin−1(pis).
Then, ∫
Dv,
Iu,τ (v, v
′, s) ds =
q(v)∑
i=1
(
Γ(v)Γ(θ − v − i)
Γ(v + i)Γ(θ − v)
)N
ui
eτ(Re(v)i+i
2/2)
|v + i− v′| (−1)
i
=
q(v)∑
i=1
Resu,i(v, v
′),
where q(v) ≤ R is the number of zeros of the sine caught inside the sausage (24). Since v, v′ ∈ Cϕ,
we have
Re(v) =
θ
2
− cot(ϕ)| Im(v)|. (52)
Then, we may estimate q(v) as follows:
q(v) ≤ R = −Re(v) + θ
2
+ δ = cot(ϕ)| Im(v)|+ δ,
where 0 < δ ≤ θ4 . For our bound, the number of residues doesn’t matter, and the contribution of
the first residue dominates. The ratio of gamma functions in the residues become Γ(v)/Γ(v + i) =∏i−1
j=0(v + j)
−1 and Γ(θ − v − i)/Γ(θ − v) = ∏ij=1(θ − v − j)−1. It is clear that |v + i| ≥ | Im(v)|
and |θ − v − i| ≥ | Im(v)|. The |v − v′ + i|−1 term can be bounded above by a constant, since
| arg(v − v′)| > ϕ. Therefore for | Im(v)| > (eτθ/2|u|/2) 12N ,
q(v)∑
i=1
|Resu,i(v, v′)| ≤
q(v)∑
i=1
1
| Im(v)|2Ni |u|
ieiτθ/2e−τi(cot(ϕ)| Im(v)|−i/2)
≤
q(v)∑
i=1
(
eτθ/2|u|
| Im(v)|2N
)i
e−τc| Im(v)|,
≤ 2 e
τθ/2|u|
| Im(v)|2N e
−τc| Im(v)|,
where c is a ϕ-dependent constant that comes from bounding the i(cot(ϕ)| Im(v)| − i/2) term on
the interval 1 ≤ i ≤ cot(ϕ)| Im(v)| + δ. We choose the constant c3 to ensure that cot(ϕ)| Im(v)| ≥
cot(ϕ)c3θ > θ/4 ≥ δ. The same constant c3 appears in Prop. A.4.
Proof of Prop. A.4. We will focus first on estimating the product of gamma functions in Iu,τ (v, v
′, s).
For s ∈ `−Re(v)+R,
Re(s) = δ + cot(ϕ)| Im(v)|. (53)
Stirling’s formula holds whenever arg(z) remains bounded away from ±pi [1, 6.1.41],
log Γ(z) = (z − 12 ) log z − z + 12 log 2pi +O
(
1
|z|
)
,
and
Re(log Γ(z)) = − Im(z) arg(z) + Re(z) (log |z| − 1)− 1
2
log |z|+O
(
1
|z|
)
.
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This gives
log
(
Γ(v)
Γ(v + s)
)
+ log
(
Γ(θ − v − s)
Γ(θ − v)
)
=
− Im(v) arg(v) + Im(θ − v) arg(θ − v) (54)
+ Re(v)(log |v| − 1)− Re(θ − v)(log |θ − v| − 1) (55)
+ Im(v + s) arg(v + s)− Im(θ − v − s) arg(θ − v − s) (56)
− Re(v + s)(log |v + s| − 1) + Re(θ − v − s)(log |θ − v − s| − 1) (57)
− 1
2
log
∣∣∣∣ v(θ − v − s)(v + s)(θ − v)
∣∣∣∣+O(|θ|−1) (58)
since |v|, |θ− v|, |θ− v− s|, |v+ s| ≥ cθ for some constant c > 0. Here and in the following, a = O(b)
means that there is a constant C such that |a| ≤ Cb for all θ > θ∗. We will estimate the numbered
terms in the above display one-by-one.
We first estimate (55):
Re(v)(log |v| − 1)− Re(θ − v)(log |θ − v| − 1) = θ
2
log
|v|
|θ − v| − cot(ϕ)| Im(v)| (log(|v||θ − v|)− 2) .
Since the ratio inside the logarithm is O(1) for all v ∈ Cϕ we have for some ϕ-dependent constant c,
(55) ≤ O(θ)− c| Im(v)| log(|v||θ − v|). (59)
Thus, the terms in (55) dominate the terms in (54) and this gives us the exponential decay in v that
we need.
Since Im(θ − v − s) = − Im(v + s), (56) becomes Im(v + s)(arg(v + s) + arg(θ − v − s)). From (52)
and (53), we get θ/2 + δ = Re(v + s) ≥ Re(θ − (v + s)) = θ/2 − δ. It follows that Im(v + s) and
arg(v + s) + arg(θ − v − s) have opposite signs, and hence
(56) ≤ Im(v + s)(arg(v + s) + arg(θ − v − s)) ≤ 0. (60)
For some constant c > 0,
(57) = −θ
2
log
|v + s|
|θ − v − s| − δ log |v + s||θ − v − s|
≤ −θ
2
c− δ log
(
θ
2
− δ
)(
θ
2
+ δ
)
= O(θ) +O(| log(θ)|).
(61)
The term (58) is split into two terms: the first term − log |v/(θ − v)| is O(| log θ|) for small v, and
O(1) for |v| ≥ cθ. The second term − log |(θ − v − s)/(v + s)| behaves similarly, and we get
(58) = O(1) +O(| log θ|). (62)
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From (52) and (53), we get |v+ s− v′|−1 ≤ 2θ . Finally, to analyze exp(τ(sv+ s2/2)), we look at the
real part of sv + s2/2:
Re(sv + s2/2)
= Re(s) Re(v)− Im(s) Im(v) + Re(s)
2 − Im(s)2
2
= Re(s) Re(v) +
Re(s)2
2
+
Im(v)2
2
− (Im(s) + Im(v))
2
2
= (δ + cot(ϕ)| Im(v)|)(θ
2
− cot(ϕ)| Im(v)|) + (δ + cot(ϕ)| Im(v)|)
2
2
+
Im(v)2
2
− (Im(s) + Im(v))
2
2
=
θδ + δ2
2
+ cot(ϕ)
θ
2
| Im(v)|+ (1− cot(ϕ)2) Im(v)
2
2
− (Im(s) + Im(v))
2
2
≤ Cθ + cot(ϕ)θ
2
| Im(v)|,
(63)
using cot(ϕ) ≥ 1.
Putting (59), (60), (61), (62), and (63) together with | sin(pis)|−1 ≤ Ce−pi| Im(s)|, we get
Iu,τ (v, v
′, s) ≤ eC(θ,N,τ)e−N | Im(v)|(log |v|−cτ cot(ϕ)θ)e−pi| Im(s)| (64)
where
C(θ,N, τ) = O(N(θ + | log θ|+ θ−1 + 1) + τθ).
Integrating this over s completes the proof.
References
[1] Milton Abramowitz and Irene A. Stegun. Handbook of mathematical functions with formulas,
graphs, and mathematical tables, volume 55 of National Bureau of Standards Applied Mathe-
matics Series. For sale by the Superintendent of Documents, U.S. Government Printing Office,
Washington, D.C., 1964.
[2] Tom Alberts, Kostya Khanin, and Jeremy Quastel. Intermediate disorder regime for directed
polymers in dimension 1+ 1. Physical review letters, 105(9):090603, 2010.
[3] Tom Alberts, Konstantin Khanin, and Jeremy Quastel. The intermediate disorder regime for
directed polymers in dimension 1 + 1. Ann. Probab., 42(3):1212–1256, 2014. ISSN 0091-1798.
doi: 10.1214/13-AOP858. URL http://dx.doi.org/10.1214/13-AOP858.
[4] Antonio Auffinger. Universality of the polymer model in intermediate disorder. Personal Com-
munication, 2015.
[5] Antonio Auffinger and Wei-Kuo Chen. Universality of chaos and ultrametricity in mixed p-spin
models. arXiv:1410.8123 [math], October 2014. URL http://arxiv.org/abs/1410.8123.
arXiv: 1410.8123.
25
[6] Antonio Auffinger and Michael Damron. The scaling relation χ = 2ξ − 1 for directed polymers
in a random environment. ALEA Lat. Am. J. Probab. Math. Stat., 10(2):857–880, 2013. ISSN
1980-0436.
[7] Antonio Auffinger, Jinho Baik, and Ivan Corwin. Universality for directed polymers in thin
rectangles. arXiv:1204.4445 [math-ph], April 2012. URL http://arxiv.org/abs/1204.4445.
arXiv: 1204.4445.
[8] Jinho Baik, Percy Deift, and Kurt Johansson. On the distribution of the length of the longest
increasing subsequence of random permutations. J. Amer. Math. Soc., 12(4):1119–1178, 1999.
ISSN 0894-0347. doi: 10.1090/S0894-0347-99-00307-0. URL http://dx.doi.org/10.1090/
S0894-0347-99-00307-0.
[9] Patrick Billingsley. Convergence of probability measures. Wiley Series in Probability and
Statistics: Probability and Statistics. John Wiley & Sons, Inc., New York, second edition,
1999. ISBN 0-471-19745-9. doi: 10.1002/9780470316962. URL http://dx.doi.org/10.1002/
9780470316962. A Wiley-Interscience Publication.
[10] Giulio Biroli, Jean-Philippe Bouchaud, and Marc Potters. Extreme value problems in random
matrix theory and other disordered systems. J. Stat. Mech. Theory Exp., (7):P07019, 15 pp.
(electronic), 2007. ISSN 1742-5468.
[11] Alexei Borodin, Ivan Corwin, and Daniel Remenik. Log-gamma polymer free energy fluc-
tuations via a Fredholm determinant identity. Comm. Math. Phys., 324(1):215–232, 2013.
ISSN 0010-3616. doi: 10.1007/s00220-013-1750-x. URL http://dx.doi.org/10.1007/
s00220-013-1750-x.
[12] Alexei Borodin, Ivan Corwin, Patrik Ferrari, and Ba´lint Veto˝. Height fluctuations for the
stationary KPZ equation. Math. Phys. Anal. Geom., 18(1):Art. 20, 95, 2015. ISSN 1385-0172.
doi: 10.1007/s11040-015-9189-2. URL http://dx.doi.org/10.1007/s11040-015-9189-2.
[13] Philippe Carmona and Yueyun Hu. On the partition function of a directed polymer in a
Gaussian random environment. Probab. Theory Related Fields, 124(3):431–457, 2002. ISSN
0178-8051. doi: 10.1007/s004400200213. URL http://dx.doi.org/10.1007/s004400200213.
[14] Sourav Chatterjee. A simple invariance theorem. arXiv:math/0508213, August 2005. URL
http://arxiv.org/abs/math/0508213. arXiv: math/0508213.
[15] Sourav Chatterjee. The universal relation between scaling exponents in first-passage percolation.
Ann. of Math. (2), 177(2):663–697, 2013. ISSN 0003-486X. doi: 10.4007/annals.2013.177.2.7.
URL https://doi.org/10.4007/annals.2013.177.2.7.
[16] Francis Comets and Nobuo Yoshida. Directed polymers in random environment are dif-
fusive at weak disorder. Ann. Probab., 34(5):1746–1770, 2006. ISSN 0091-1798. doi:
10.1214/009117905000000828. URL http://dx.doi.org/10.1214/009117905000000828.
[17] Francis Comets, Tokuzo Shiga, and Nobuo Yoshida. Directed polymers in a random environ-
ment: path localization and strong disorder. Bernoulli, 9(4):705–723, 2003. ISSN 1350-7265.
26
doi: 10.3150/bj/1066223275. URL http://dx.doi.org/10.3150/bj/1066223275.
[18] Giuseppe Genovese. Universality in bipartite mean field spin glasses. J. Math. Phys., 53(12):
123304, 11, 2012. ISSN 0022-2488. doi: 10.1063/1.4768708. URL http://dx.doi.org/10.
1063/1.4768708.
[19] Francesco Guerra and Fabio Lucio Toninelli. The thermodynamic limit in mean field spin
glass models. Comm. Math. Phys., 230(1):71–79, 2002. ISSN 0010-3616. doi: 10.1007/
s00220-002-0699-y. URL http://dx.doi.org/10.1007/s00220-002-0699-y.
[20] Kurt Johansson. Shape fluctuations and random matrices. Communications in Mathematical
Physics, 209(2):437–476, 2000. ISSN 0010-3616. doi: 10.1007/s002200050027. URL http:
//dx.doi.org/10.1007/s002200050027.
[21] J. W. Lindeberg. Eine neue Herleitung des Exponentialgesetzes in der Wahrscheinlichkeit-
srechnung. Math. Z., 15(1):211–225, 1922. ISSN 0025-5874. doi: 10.1007/BF01494395. URL
http://dx.doi.org/10.1007/BF01494395.
[22] Jarl Waldemar Lindeberg. ber das Exponentialgesetz in der Wahrscheinlichkeitsrechnung. Suo-
malaisen Tiedeakatemian toimituksia. Suomalaisen Tiedeakat. Kustantama, Helsinki, 1920.
[23] Neil O’Connell. Directed polymers and the quantum Toda lattice. Ann. Probab., 40(2):437–
458, 2012. ISSN 0091-1798. doi: 10.1214/10-AOP632. URL http://dx.doi.org/10.1214/
10-AOP632.
[24] Timo Seppa¨la¨inen. Scaling for a one-dimensional directed polymer with boundary conditions.
Ann. Probab., 40(1):19–73, 2012. ISSN 0091-1798. doi: 10.1214/10-AOP617. URL http:
//dx.doi.org/10.1214/10-AOP617.
[25] T. P. Speed. Cumulants and partition lattices. Austral. J. Statist., 25(2):378–388, 1983. ISSN
0004-9581.
[26] Michel Talagrand. The Parisi formula. Ann. of Math. (2), 163(1):221–263, 2006. ISSN 0003-
486X. doi: 10.4007/annals.2006.163.221. URL http://dx.doi.org/10.4007/annals.2006.
163.221.
27
