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a b s t r a c t
We consider the solutions of the one-dimensional heat equation in an unbounded domain
with initial conditions of the form f (x)/(1 + exp(σ x)). This includes as a particular case
the logistic-normal integral, which corresponds to f (x) = 1. Such initial conditions appear
in stochastic calculus problems, and the numerical simulation of short-rate interest rate
models and credit models with log-normally distributed short rates and hazard rates
respectively. We show that the solutions at time t can be computed exactly on a grid of
equidistant points of width σ t in terms of the solutions of the heat equation with initial
condition f (x). The exact results on the grid can be used as nodes for a precise interpolation.
Series representation of the solutions can be obtained by an application of the Poisson
summation formula.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The initial-value problem for the one-dimensional heat equation on R× (0,∞)
∂tϕ(z, t) = 12∂
2
z ϕ(z, t) (1)
ϕ(z, 0) = g(z) (2)
has a unique solution in the space of infinitely differentiable functions ϕ ∈ C∞(R × (0,∞)), provided that the initial
condition g(z) is continuous and essentially bounded g ∈ C(R)∩L∞(R) [1]. This equation is solved in terms of a convolution
integral of the initial condition with the fundamental solution of the heat equation
ϕ(z, t) =
 ∞
−∞
dx√
2π t
e−
1
2t (x−z)2g(x). (3)
In general, the evaluation of this integral for arbitrary initial conditions g(x) cannot be performed in closed form, and various
approximation methods have to be applied.
We consider in this note the class of integrals of the form
ϕ(z, σ , t) =
 ∞
−∞
dx√
2π t
e−
1
2t (x−z)2
1+ eσ x f (x) (4)
with t > 0, σ a real number, and f (x) an arbitrary bounded function f ∈ L∞(R). The case f (x) = 1 corresponds to the so-
called logistic-normal integral, which appears in statistics in problems of logistic regression [2]. To our knowledge no closed
form result for this integral is known. Various approximations have been proposed in the literature, which are summarized
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in Chapter 7.1.2 of [3], see also Section 18.4 of [2], and [4]. A precise numerical evaluation of the logistic-normal integral
was given in [5] using trapezoidal quadrature with step h
ϕ(z, σ , t) = h
∞
k=−∞
1√
2π t
e−
1
2t (z−hk)2 1
1+ eσhk + E(h). (5)
The approximation error E(h) can be controlled using a method proposed in [6], and is bounded as [5]
|E(h)| ≤

2 exp

−2π
2t
h2

, σ ≤ h
4t
2 exp

π2
8σ 2t
− π
2
σh

, σ >
h
4t
.
(6)
The method of [6] for bounding the integration error can be applied also to the case of an arbitrary f (x), but it requires
knowledge about the analytical structure of this function, and cannot be used if f (x) is only known in numerical form.
Integrals of the form (4) appear also in the numerical simulation of short ratemodels with log-normally distributed short
rates, such as the Black, Derman, Toy (BDT) or the Black, Karasinski (BK) models with a continuous state variable [7,8]. The
calibration of these models is performed using a forward recursion for the Arrow–Debreu function [9], which requires the
calculation of integrals of the form (4). Finally, the same integrals appear in the calibration of single-name credit models
with log-normally distributed hazard rates [10]. A precise and fast method for the calculation of these integrals is clearly of
interest for many practical applications.
We prove several exact results for the class of integrals (4), and show that their values can be found in closed form on a
grid of equidistant points of width σ t , provided that the simpler integrals
f (z, t) =
 ∞
−∞
dx√
2π t
e−
1
2t (x−z)2 f (x) (7)
can be obtained in closed form. For σ t ≪ 1 the equidistant points form a dense grid, which can be used as nodes for a very
precise interpolation of ϕ(z, σ , t). These results follow from recurrence relations satisfied by the functions ϕ(z, σ , t)which
determine them everywhere in terms of their values within one quasi-period of width σ t .
We derive the recurrence relations in Section 2, and apply them to the simplest integral of type (4) corresponding to
f (x) = 1 (the logistic-normal integral) in Section 3. In Section 4 we consider the most general class of integrals of type (4).
In Section 5 we present the application of this method to a few simple examples, and give an estimate for the interpolation
error from the exact grid values. In Section 6 we present a method for obtaining series expansions for the integrals (4) using
the Poisson summation formula, and illustrate it on the example of the logistic-normal integral.
2. Recurrence relations
The results of this note follow from the following simple observation. Assume that the functions gi(x) and fi(x) are related
as
gi(x) =
n
j=1
aijebijxgj(x)+ fi(x) (8)
with aij, bij ∈ R. Then the solutions of the heat equationwith initial conditions gi(x), fi(x) are related by recurrence relations
ϕi(z, t) =
n
j=1
aije
bijz+ 12 b2ijtϕj(z + bijt, t)+ fi(z, t) (9)
where fi(z, t) are defined as
fi(z, t) =
 ∞
−∞
dx√
2π t
e−
1
2t (x−z)2 fi(x). (10)
Under certain conditions, the latter solutions can be found in closed form. This is the case for a wide class of functions f (x),
such as polynomials and certain trigonometric functions. Then the relation (9) can be used to obtain information about the
solution ϕ(z, t), and in some cases to find exact results for this solution.
As an application of this observation we consider in this note the class of integrals defined in (4). The argument above
shows that the functions ϕ(z, σ , t) satisfy the recurrence relations
ϕ(z + σ t, σ , t) = e−σ z− 12 σ 2t(f (z, t)− ϕ(z, σ , t)). (11)
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Fig. 1. Numerical result for the logistic-normal integral ϕ(z/t, t) (solid lines) and the exact results (dots) obtained using (20), for t = 0.5, 1, 2.
This follows directly from (9) by noting that we have
f (x)
1+ eσ x = −e
σ x f (x)
1+ eσ x + f (x) (12)
which has the form of Eq. (8) with a = −1, b = σ .
The recurrence relations (11) have a few interesting implications. First, assuming that f (z, t) is known, the relation (11)
allows the computation of ϕ(z, σ , t) on a grid of equidistant points of width z0 + kσ t , provided that it is computed at one
particular point z0.
A related result is
Remark 1. Assuming that f (z, t) is known in closed form, knowledge of ϕ(z, σ , t) in an interval of the form (z0, z0+ σ t) is
sufficient to obtain the values of this function for any z ∈ R by repeated application of Eq. (11).
This simplifies verymuch the numerical evaluation of ϕ(z, σ , t), as it is sufficient to obtain the values of this functionwithin
an arbitrary quasi-period of width σ t .
3. The logistic-normal integral
As a first application of these results, consider the simplest integral of type (4), corresponding to f (z) = 1. This is called
the logistic-normal integral and is defined as
I(z; σ , t) =
 ∞
−∞
dx√
2π t
e−
1
2t (x−z)2 1
1+ eσ x . (13)
This integral satisfies the rescaling relation
I(z; σ , t) = I

z
λ
; λσ, t
λ2

, (14)
which means that it depends only on two combinations of the three parameters z, t, σ . We will choose σ = 1, and define
the function ϕ(z, t) ≡ I(z; 1, t), in terms of which the most general integral I(z; σ , t) is written as
I(z; σ , t) = ϕ(σ z, σ 2t). (15)
The integral ϕ(z, t) satisfies the recurrence relation following from Eq. (11)
ϕ(z + t, t) = e−z− 12 t(1− ϕ(z, t)). (16)
This relation expresses a quasi-periodicity condition1 for the functionϕ(z, t). It states that knowledge of this functionwithin
a quasi-period (z0, z0 + t) allows its determination for any other value of z by repeated application of (16). This property is
somewhat surprising, as the shape of the function ϕ(z, t) does not display any obvious periodicity, see Fig. 1.
The values of ϕ(z, t) for positive and negative arguments are related as
ϕ(z, t)+ ϕ(−z, t) = 1. (17)
This can be derived by substituting here the definition (13), which gives upon changing variable x → −x in the second
integral
ϕ(z, t)+ ϕ(−z, t) =
 ∞
−∞
dx√
2π t
e−
1
2t (x−z)2

1
1+ eσ x +
1
1+ e−σ x

= 1. (18)
1 The function ϕ(z, t) is also quasi-periodic along the imaginary axis with quasi-period 2π i. Applying the Cauchy formula to the integral for ϕ(z, t) taken
along a rectangular contour with vertices at±∞ and±∞− 2π i it is easy to check that it satisfies the relation ϕ(z+ 2π i, t) = ϕ(z, t)− i√2π/t exp(− 12π
(z + iπ)2).
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Table 1
The first few values of the logistic-normal integral ϕ(zk, t)
following from Eq. (20).
k ϕ(zk, t)
0 12
1 12 e
− 12 t
2 − 12 e−2t + e−
3
2 t
3 12 e
− 92 t − e−4t + e− 52 t
4 − 12 e−8t + e−
15
2 t − e−6t + e− 72 t
5 12 e
− 252 t−e−12t+e− 212 t−e−8t+e− 92 t
From Eq. (17) one can obtain the value of the integral at z = 0
ϕ(0, t) = 1
2
. (19)
This can be used as a starting point for the recurrence relation (16) to derive the values of ϕ(z, t) at all points zk = kt , with
k ∈ Z. These values can be written in compact form as
ϕ(zk+1, t) =
k
j=1
(−)j+1e

1
2 j
2−(k+1)j

t + (−)k 1
2
e−
1
2 (k+1)2t (20)
for all k ≥ 1. The values of ϕ(zk, t) for negative zk are related to those for positive zk by Eq. (17). The first few values of
ϕ(zk, t) are given in the Table 1. We show in Fig. 1 plots of the integral ϕ(z, t) obtained by numerical integration, comparing
them with the exact results from (20). These exact results for ϕ(z, t) can be used as nodes for a precise interpolation of this
function, using for example spline interpolation or cardinal series. The latter approach is discussed in detail in Section 5.
The function ϕ(z, t) of complex argument is bounded as |ϕ(x+ iy, t)| ≤ exp(y2/(2t)), which implies that is has no poles
for finite |z|. On the real axis it is bounded from above and below as
1
1+ ez+ 12 t
≤ ϕ(z, t) ≤ 1
1+ ez− 12 t
. (21)
The lower bound follows from the Jensen inequality, and the upper bound follows from the lower bound after using the
relation (17).
4. A wider class of initial conditions
The methods used in the previous section can be applied for a wider class of initial conditions for the heat equation.
Consider the integrals of the form
ϕ(±)(z, σ , t) =
 ∞
−∞
dx√
2π t
e−
1
2t (x−z)2
1+ eσ x f
(±)(x) (22)
where f (±)(x) is a even (odd) function of x
f (±)(−x) = ±f (±)(x). (23)
This is a generalization of the logistic-normal integral ϕ(z, t) considered in the previous section, which corresponds to
f (x) = 1.
Define also the simpler integral
f (±)(z, t) =
 ∞
−∞
dx√
2π t
e−
1
2t (x−z)2 f (±)(x). (24)
This can be found in closed form for a wide class of functions f (±)(x), such as polynomials, certain trigonometric functions,
etc.
The functions ϕ(±)(z, σ , t) satisfy the recurrence relations (11)
ϕ(±)(z + σ t, σ , t) = e−σ z− 12 σ 2t(f (±)(z, t)− ϕ(±)(z, σ , t)). (25)
We would like to find values of ϕ(±)(z, σ , t) at particular points, which can be used as starting points for the recurrence
relation (25) in order to determine their values on a grid of equidistant points withwidth σ t . This could be done for example
by numerical evaluation of these functions at particular points. However, there are certain special points where ϕ(±)(z, σ , t)
can be found exactly, as we show next. We consider separately the cases of even and odd f (±)(z).
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Even f (x) case. The function f (+)(z, t) is even in z, ϕ(+)(z, σ , t)− 12 f (+)(z, t) is odd in z. This can be seen by writing this
difference as
ϕ(+)(z, σ , t)− 1
2
f (+)(z, t) =
 ∞
−∞
dx√
2π t
e−
1
2t (x−z)2 f (+)(x)

1
1+ eσ x −
1
2

= −1
2
 ∞
−∞
dx√
2π t
e−
1
2t (x−z)2 f (+)(x) tanh

σ x
2

, (26)
which gives the solution of the heat equation with an initial condition odd in x. This is also an odd function of z, and thus it
vanishes at z = 0. This implies that the value of ϕ(+)(0, σ , t) is simply determined in terms of f (+)(0, t) as
ϕ(+)(0, σ , t) = 1
2
f (+)(0, t). (27)
In conclusion, knowledge of f (+)(kσ t, t)with k ∈ Z allows the determination of ϕ(+)(kσ t, σ , t) by repeated application
of the recursion relation (25) starting with the value of ϕ(+)(0, σ , t) given in (27).
Odd f (x) case. The function f (−)(z, t) is odd in z. In contrast with the previous case, the value of ϕ(−)(0, σ , t) cannot be
simply determined in terms of f (−)(0, t). The same argument as before gives instead a nonvanishing result
ϕ(−)(0, σ , t) = −1
2
 ∞
−∞
dx√
2π t
e−
1
2t x
2
tanh

σ x
2

f (−)(x). (28)
If the integral (28) could be evaluated in some way, this would supply the initial value for the recursion, which would give
ϕ(−)(kσ t, σ , t) at all points zk = kσ t . We show next that such an initial value can be found on the grid of half-integer
multiples of σ t , as ϕ(−)( 12σ t, σ , t) = 0.
It is convenient to represent the functions ϕ(±)(z, σ , t) in terms of new functions g(±)(z, σ , t) defined as
ϕ(±)(z, σ , t) = e− 12 σ zg(±)

z − 1
2
σ t, σ , t

, (29)
where g(±)(z, σ , t) are related to the solutions of the heat equation with the initial condition f (±)(x)/ cosh(σ x/2)
g(±)(z, σ , t) = e 18 σ 2t
 ∞
−∞
dx√
2π t
e−
1
2t (x−z)2 f
(±)(x)
2 cosh σ x2
. (30)
Since f (x) was assumed to be bounded f ∈ L∞, the new initial condition for the heat equation f (±)(x)cosh(σ x/2) is integrable. This
implies that g(z, σ , t)will be also integrable g ∈ L1. (Note that ϕ(±)(z, σ , t) are not in general integrable.)
The functions g(±)(z, σ , t) satisfy the difference equation
e−
1
2 σ zg(±)

z − 1
2
σ t, σ , t

+ e 12 σ zg(±)

z + 1
2
σ t, σ , t

= f (±)(z, t), (31)
which follows from the recurrence relation (25). This relation will be used below in Section 6.
The functions g(±)(z, σ , t) are even/odd functions of z
g(±)(−z, σ , t) = ±g(±)(z, σ , t). (32)
In particular, the function g(−)(z, σ , t) vanishes at z = 0, which gives
ϕ(−)

1
2
σ t, σ , t

= 0. (33)
This can be used as initial value for the recursion relation (25), which determines thus the function ϕ(−)(zk, σ , t) at all values
of zk = (k+ 12 )σ t equal to half-integers of σ t .
In conclusion, we have proven the following theorem concerning the functions ϕ(±)(z, σ , t) defined in Eq. (22).
Theorem 1. The functions ϕ(±)(z, σ , t) satisfy the recurrence relations (25). They can be used to determine the values of these
functions on grids of equidistant points, defined as follows.
• Even f (x) functions: one can find ϕ(+)(zk = kσ t, σ , t) at all values of z equal to integer multiples of σ t, starting with
ϕ(+)(0, σ , t) = 12 f (0, t).
• Odd f (x) functions: one can find ϕ(−)(zk = (k+ 12 )σ t, t) at all values of z equal to half-integer multiples of σ t, starting with
ϕ(−)( 12σ t, σ , t) = 0.
This is the main result of this paper.
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The method of the recurrence relations can be applied also if the constants aij and bij in Eq. (8) are piece-wise constant
functions. In particular this holds for initial conditions of the form f (x)/(1+eσ(x)x)with σ(x) a piece-wise constant function
of x. Splitting the integration over x into pieces corresponding to regions where σ(x) is a constant, each of the resulting
integrals over x regions satisfies recurrence relations of the same type as their sum, and the Theorem 1 can be used to obtain
information about this integral, as we explain next.
Denote D ∈ R a region of the real axis where σ(x) takes a constant value σD. The region D can be either finite (a, b) or
semi-infinite, of the form (−∞, b) or (a,∞). For definiteness we will denote D in the following as a finite interval (a, b).
Then the integral
ϕD(z, t) =
 b
a
dx√
2π t
e−
1
2t (x−z)2 f (x)
1+ eσDx (34)
satisfies the recurrence relation
ϕD(z + σDt, t) = e−σDz− 12 σ 2D t(f (z, t)− ϕD(z, t)), (35)
where f (z, t) is defined as
f (z, t) =
 b
a
dx√
2π t
e−
1
2t (x−z)2 f (x). (36)
These integrals can be extended to the entire real axis by defining the function f¯ (x) as
f¯ (x) =

f (x), x ∈ D
0, x ∈ R \ D. (37)
The integral ϕD(z, t) can be written as a sum of two integrals ϕD(z, t) = ϕ(+)D (z, t) + ϕ(−)D (z, t), corresponding to the
decomposition of f¯ (x) into its even and odd components
ϕ
(±)
D (z, t) =
 ∞
−∞
dx√
2π t
e−
1
2t (x−z)2 f¯
(±)(x)
1+ eσDx (38)
f¯ (±)(x) = 1
2
(f¯ (x)± f¯ (−x)). (39)
The support of f¯ (±)(x) is D ∪ D¯, where D¯ is the mirror reflection of D around the origin. Thus the integral over x in Eq. (38)
actually runs only over x ∈ D∪ D¯. Now the Theorem 1 can be directly applied: both ϕ(±)D (z, t) satisfy the recurrence relations
(35), and one can find ϕ(+)D (zk = kσDt, t) on the grid of integer multiples of σDt and ϕ(−)D (zk = (k+ 12 )σDt, t) on the grid of
half-integer multiples of σDt , with k ∈ Z, starting with the initial conditions
ϕ
(+)
D (0, t) =
1
2
f¯ (+)(0, t), ϕ(−)D

1
2
σDt, t

= 0, (40)
provided that f¯ (±)(z, t) are known in closed form.
5. Examples and an error estimate
We illustrate in this section the general method presented in the previous section on the example of the integrals of the
form
ϕj(z, t) =
 ∞
−∞
dx√
2π t
e−
1
2t (x−z)2 x
j
1+ ex . (41)
The corresponding simpler functions
fj(z, t) =
 ∞
−∞
dx√
2π t
e−
1
2t (x−z)2xj = (−t)j/2Hj

x√−t

(42)
can be expressed in terms of Hermite polynomials, and are known as the heat polynomials [11]. The first few functions
fj(x, t) are
f0(x, t) = 1 (43)
f1(x, t) = x (44)
f2(x, t) = x2 + t (45)
f3(x, t) = x3 + 3xt. (46)
We used here the probabilists’ Hermite polynomials, defined as Hj(x) = (−)j exp(x2/2)∂ jx exp(−x2/2).
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Fig. 2. The functions gj(z/t, t) for j = 1, 2, 3 and t = 0.5 (black), t = 1 (blue) and t = 2 (red). The dots show the exact values obtained as explained in
the text, and the solid curves show the results of numerical integration. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
According to the general method presented in the previous section, we treat the cases of even and odd j separately. The
even-index functions ϕ2j(z) can be found exactly at z = kt , while the odd-index functions ϕ2j+1(z) can be found exactly at
z = (k+ 12 )t . This can be done using the recursion relation (11), starting with the initial values
ϕ2j(0, t) = 12 f2j(0, t) =
(2j)!
2j!

t
2
j
, ϕ2j+1

1
2
t, t

= 0. (47)
In practice it is easier to compute the functions gj(z, t)which are defined as in (30) and are related to ϕj(z, t) as
ϕj(z, t) = e−z/2gj

z − 1
2
t, t

. (48)
Since gj(z, t) are even (for even index j), and odd (for odd index j), it is sufficient to compute their values by recursion only
for positive z. We show in Fig. 2 the exact results for the functions g1,2,3(z/t, t) at the corresponding grid points, together
with the numerical integration result for several values of t = 0.5, 1, 2.
How well can we expect to be able to reconstruct the functions gj(z, t) in terms of their values on a grid of uniform
spacing t? We give next an estimate of the best possible interpolation error.
The simplest interpolationmethod of a function from its values on a uniformly spaced grid is as a cardinal series [12]. We
illustrate this on the example of g(z, t) ≡ g0(z, t), which is related to the logistic-normal integral. According to this method
the function g(z, t) can be approximated in terms of its values at zk = (k+ 12 )t as
CN(z, t) =
N
k=−N
g(zk) sinc

z − zk
t

(49)
with sinc(x) = sin(πx)/(πx). By construction, the cardinal series CN(z, t) reproduces the values of g(z, t) at the 2N + 1
points z−N , . . . , zN . As the number of interpolation nodes is taken to be very large, the approximation error is bounded
everywhere by [13,14]
lim
N→∞ |g(z, t)− CN(z, t)| ≤
2
π
 ∞
π/t
dω|g˜(ω, t)|, (50)
where g˜(ω, t) is the Fourier transform of g(z, t), defined as
g(z, t) = 1
2π
 ∞
−∞
dωe−iωz g˜(ω, t). (51)
In particular, if the function g(z, t) is band-limited such that its Fourier transform vanishes outside the range |ω| ≤ π/t ,
then the cardinal series converges to g(z, t) itself, which is the statement of the Shannon–Whittaker sampling theorem [12].
If the function g(z, t) is not band-limited, the (mis)-application of the sampling theorem introduces an aliasing error,
which is bounded as shown in (50). Intuitively, this bound states that the interpolation error is small if the function g(z, t)
oscillates sufficiently slowly between nodes.Wewill use (50) as our estimate for the best attainable interpolation error from
a sampling of the function g(z, t) on a uniform grid of step t .
Using the explicit result for the Fourier transform of g(z, t)
g˜(ω, t) = e− 12ω2t+ 18 t π
coshπω
(52)
we can derive an analytic upper bound on the interpolation error (50)
lim
N→∞ |g(z, t)− CN(z, t)| ≤

π
2t
e
1
8 t
cosh(π2/t)

1− Erf

π√
2t

. (53)
This is an increasing function of t , which takes the value 2.5 × 10−7 at t = 1, 4.3 × 10−4 at t = 2 and 0.02 at t = 4.
Numerical integration of (50) gives a smaller result, such that at t = 1 the upper bound on the error is 1.3 × 10−7.
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Fig. 3. The truncation error of the Poisson series. The plot shows (gN (z, t) − g(z, t))/g(z, t)(×104) at t = 1, where gN (z, t) is given by the Poisson
summation formula with N = 5 terms, and g(z, t) is obtained by numerical integration using trapezoidal quadrature with step h = 0.1.
The interpolation error is everywhere below 0.01 for t < 3.3 according to the analytical bound (53) and t < 3.83 according
to the exact error bound (50). In conclusion, the function g(z, t) related to the logistic-normal integral can be recovered by
interpolation from its values on the grid zk = (k + 12 )t with an error better than 1% for all t < 3. Similar error estimates
can be obtained from (50) for all functions gj(z, t) considered above, using their Fourier transform g˜j(ω, t) = (−i∂ω)jg˜(ω, t)
where g˜(ω, t) is given in (52).
6. Series representation by Poisson summation formula
In this section we show that an application of the Poisson summation formula [15,16] can be used to derive series
expansions for the functions ϕ(±)(z, t), which can be used to obtain their values for any z. A key role in this derivation
is played by the recurrence relation (31).
We illustrate the method on the simplest example of the logistic-normal integral ϕ(z, t) corresponding to the case
f (x) = 1. It is more convenient to consider the equivalent problem of deriving a series expansion for the function g(z, t),
defined as in (30)
g(z, t) = e 18 t
 ∞
−∞
dx√
2π t
e−
1
2t (x−z)2 1
2 cosh x2
. (54)
This is related to ϕ(z, t) as
ϕ(z, t) = e−z/2g

z − t
2
, t

. (55)
The function g(z, t) is a symmetric function in the first argument g(−z, t) = g(z, t). From Eq. (54) the function g(z, t) is
integrable g ∈ L1. By the results of Section 3 we know g(z, t) exactly at zk = (k+ 12 )t equal to half-integer multiples of t . In
particular, g( 12 t, t) = g(− 12 t, t) = 12 is independent of t .
The function g(z, t) can be represented as a Fourier integral
g(z, t) = 1
2π
 ∞
−∞
dωe−iωz g˜(ω, t), (56)
with g˜(ω, t) given above in (52). Since g(z, t) is integrable, we can use the Poisson summation formula to find an expression
for g(z, t) in terms of its Fourier transform [15,16]. The result is
∞
k=−∞
g(z + kt, t) = 1
t
∞
j=−∞
g˜

2π j
t
, t

e
2π ij
t z . (57)
Since the recursion relation (31) relates all the values of the function g(z + kt, t) to g(z, t), this relation can be used to find
g(z, t).
Using this approach, Eq. (57) can be put into the form
g(z, t)
∞
k=−∞
(−)ke−kz− 12 k2t −
∞
j=1
(−)j cosh[
1
2 (2j− 1)z] exp[ 12 (j− j2)t]
sinh[ 14 (2j− 1)t]
= π
t
et/8
∞
k=−∞
e−
2π2
t k
2 cos( 2πzkt )
cosh( 2π
2k
t )
. (58)
This expression can be used for the numerical evaluation of g(z, t) and thus of the logistic-normal integral ϕ(z, t).
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The series multiplying g(z, t) can be written in terms of one of the Jacobi theta functions with imaginary argument as
∞
j=−∞
(−)je−kz− 12 j2t = ϑ4

i
2
z, e−
1
2 t

, (59)
where the function ϑ4(z, q) is defined as [17]
ϑ4(z, q) =
∞
n=−∞
(−)nqn2 exp(2niz). (60)
We recall briefly a fewwell-knownproperties of the Jacobi theta function [17]:ϑ4(z, q) is an even function in z. The argument
q is usually represented as q = eiπτ where the imaginary part of τ is chosen to be positive. The function ϑ4(z, q) has zeros
at z0 = 12πτ +mπ + nπτ , with (m, n) ∈ Z.
For our case τ = it2π , such that the series (59) vanishes at the points
zm,n = 12 t +m2π i+ nt, (m, n) ∈ Z. (61)
These points form the nodes of a lattice with periods (t, 2π i). In particular, (59) vanishes at the points z = ± 12 t , such that
at these points the expression (58) has 0/0 form, but with a finite and known limit given in (20).
What is the numerical precision of the evaluation of the logistic-normal integral g(z, t) from the Poisson series formula
(58)? Denote g¯N(z, t) the approximation obtained by truncating the sums over (k, j) in (58) as k = (−N,N) and j = (1,N).
This will be compared to the numerical evaluation of g(z, t) by trapezoidal quadrature with step h = 0.1. According to
Eq. (6) the approximation error |E(h)| is a decreasing function of time, which is bounded at t = 1 as |E(h)| ≤ 10−42. We will
use this as the benchmark numerical evaluation against which the performance of the Poisson series (58) will be measured.
We study the relative truncation error ∆gN(z, t) = (g¯N(z, t) − g(z, t))/g(z, t) as function of z at fixed time t . In Fig. 3
we show the truncation error for the Poisson summation formula with t = 1 keeping N = 5 terms in the sum. The error is
very small in the middle of the interval at z = 0, and increases towards the edges of the interval z = ±t/2. This is due to
the fact that, as mentioned, the coefficient of g(z, t) in (58) vanishes at these points, which leads to numerical instability.
Fortunately, at these points the values of g(z, t) are exactly known from the recursion relation, and can be obtained
from (20).
The numerical performance of the Poisson series (58) is optimal at z = 0. The truncation error at z = 0 and t = 1
is ∆gN(0, 1) ∼ −1.3 × 10−6 with N = 5, and decreases to less than 10−14 by keeping N = 10 terms in the sum. Thus
the Poisson series expansion based on Eq. (58) gives an efficient method for evaluating the logistic-normal integral g(z, t)
at arbitrary points within the z = (−t/2, t/2) interval. These values can be combined with the exactly known values at
z = ± 12 t to obtain a precise determination of this function.
7. Concluding comments
The method of the recurrence relations for the solutions of the one-dimensional heat equation considered in this note
can be used to find exact results for cases which are not tractable analytically by other methods. We have shown that it can
be used to find exact results for the solution of the heat equation with initial condition of the form f (x)/(1+ exp(σ x)) on a
grid of equidistant points of width σ t . These values can be used in practice for a numerical evaluation of the full solution by
interpolation from the grid values, using for example spline interpolation, or the cardinal series as shown in Section 5.
The practical utility of the method proposed here depends on the relative size of the grid width σ t , and the spatial
variation of the function f (x) between the grid points. The logistic-normal integral ϕ(z, t), for which f (x) = 1 is a constant,
can be approximated from its exactly known values on the grid zk = kt with an error below 1% for all t < 3.8, as shown in
Section 5. For larger t , one can construct a precise approximation of ϕ(z, t)within the quasi-period (0, t) using the exactly
knownvalues on the boundaries, and at a few interior points using the Poisson summationmethod of Section 6. The resulting
approximation can be extended to any other point by repeated application of the recurrence relation (16).
We would like to find an estimate for the error of such an approximation. Consider the approximation ϕ¯(z, t) of the
logistic-normal integral ϕ(z, t)with the following properties: it reproduces the exactly known values at z = 0, t
ϕ¯(0, t) = 1
2
, ϕ¯(t, t) = 1
2
e−
1
2 t (62)
and outside the interval (0, t) the approximation ϕ¯(z, t) is defined by repeated application of Eq. (16).
Using the recurrence relation (16) we find that the approximation error 1ϕ(z, t) ≡ ϕ(z, t) − ϕ¯(z, t) satisfies the
recurrence relation
1ϕ(z + t, t) = −e−z− 12 t1ϕ(z, t). (63)
The most general solution of this relation has the form
1ϕ(z, t) = h(z, t)e− 12t z2 , (64)
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where h(z, t) is antiperiodic in the first argument with period t
h(z + t, t) = −h(z, t). (65)
This implies that the approximation error is largest in the vicinity of z = 0, and decreases rapidly away from this point. The
approximation error is bounded everywhere by
|1ϕ(z, t)| ≤ e− 12t z2+ 18 t sup(|1ϕ(z, t)|; z ∈ (0, t)). (66)
Although we considered here for definiteness the logistic-normal integral, the argument applies equally well for any
arbitrary ϕ(z, σ , t) as given by (4) for which f (z, t) can be evaluated in closed form.
Generally the method proposed in this paper can be used if the function f (z, t) is sufficiently slow varying on the scale
of the grid spacing. Of course, if additional points are needed, one can always refine the grid by computing numerically the
value of ϕ(z, σ , t) at one intermediate point z0, and using the recurrence relations to obtain the value of the function on the
grid z0 + kσ t with k ∈ Z.
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