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iAbstract in Dutch
In deze thesis gaat de aandacht uit naar toetsingsprocedures voor speci-
eke afhankelijkheidsstructuren tussen twee stochastische veranderlijken, en
in het bijzonder naar kwadrant afhankelijkheid, staart monotoniciteit en
stochastische monotoniciteit. Deze types van afhankelijkheid komen vaak
voor in verschillende toepassingsgebieden in de wetenschappen en de econom-
ie. Als de aanname van een dergelijke specieke afhankelijkheidsstructuur
verantwoord is, dan kunnen meer eci ente schattingsmethodes worden voor-
gesteld. De studie van afhankelijkheidsstructuren in een data set verbreedt
daarenboven de kennis over de aard van de data en bepalen de belangrijke
karakteristieken die in rekening moeten worden gebracht bij het modelleren
van associaties.
De thesis bespreekt meerdere data voorbeelden komende uit verschil-
lende toepassingsgebieden, namelijk nanci en, verzekeringen, ecologie en
micro-economie. De analyses van deze data sets vertonen heel wat gemeen-
schappelijke kenmerken van afhankelijkheidsstructuren. Vandaar dat in deze
thesis een generische marginaal-vrije benadering voor het toetsen van ver-
schillende associaties wordt ontwikkeld.
Het belangrijkste werkmiddel in de toetsingsprocedure is de zogenaamde
copula functie. Dit is een bivariate verdelingsfunctie op het eenheidsvierkant
met uniforme marginale verdelingen, die de univariate verdelingsfuncties
verbindt met hun gezamenlijke verdelingsfunctie. Het bestuderen van speci-
eke eigenschappen van afhankelijkheden kan dan gebeuren via het bestud-
eren van de overeenkomstige eigenschappen van de copula functie.
De hoofdaandacht gaat in deze thesis uit naar het niet-parametrisch
schatten van een copula functie. Dit laat toe om de beschouwde afhanke-
lijkheidsstructuren op een exiebele manier te modelleren.  E en van de be-
langrijkste bevindingen en innovatieve resultaten van de thesis is een meth-
ode voor het construeren van niet-parametrische copula schatters die aan
bepaalde voorwaarden voldoen. Deze methode laat niet alleen toe om tot
meer eci ente schattingsmethodes te komen onder de aanname van spec-
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ieke afhankelijkheidsstructuren, maar verbetert daarenboven de kwaliteit
van de overeenkomstige toestingsprocedures voor een specieke afhankeli-
jkheidsstructuur.
Het toetsen van verschillende afhankelijkheidsstructuren is een eerder
onontgonnen terrein in de statistiek en deze thesis levert een hoofdbijdrage
hierin. De ontwikkelde toetsen zijn gebaseerd op goed gekozen maten die
de afstand beschrijven tussen de niet-parametrische copula schatter en een
copula die de specieke afhankelijkheidsstructuur respecteert.
De statistische besluitvorming is gebaseerd op een benadering van de
eindige steekproef verdeling van de toetsingsstatistiek uitgaande van een
geschatte copula die aan de opgelegde beperkingsvoorwaarde voldoet. Deze
methode levert, in het algemeen, een toetsingsprocedure met een groter
onderscheidingsvermogen dan de bestaande (asymptotische) toestingspro-
cedures.
In deze thesis bestuderen we ook de kwaliteit van de zogenaamde -
referentie resampling methode en de parametrische (beperkt tot specieke
afhankelijkheid) resampling methode, om tot kritische waarden voor de statis-
tische besluitvorming te komen. Het vergelijken van deze methodes met de
niet-parametrische (beperkt tot specieke afhankelijkheid) resampling meth-
ode toont aan dat, zonder een voorkennis over de aard van de data, men
er verstandiger aan doet om de niet-parametrische werkwijze te gebruiken
omwille van zijn exibiliteit.Abstract in English
This thesis describes tests for specic dependence structures between two
random variables, in particular: quadrant dependence, tail monotonicity
and stochastic monotonicity. These kinds of dependence structures are often
encountered in dierent elds of applications in science and business. If the
assumption of a specic dependence structure is justied, then more ecient
estimation methods can be proposed. Furthermore, studying dependence
structures of a particular data set broadens the knowledge on the nature of
the data and indicates their important characteristics that have to be taken
into account when modeling associations.
The thesis includes several real data examples coming from elds, e.g.,
of nance, insurance, ecological studies and micro economics. The analysis
of these data sets reveals many common features of dependence structure
among these examples. Therefore, a generic marginal-free approach to test-
ing for dierent associations is developed in the thesis.
The main tool used in the testing procedure is a copula function. It is
a bivariate distribution function on the unit square with uniform marginals,
which which links the univariate distribution functions and their joint distri-
bution function. Thus, studying particular features of dependence structures
can be accomplished by studying the corresponding features of the copula
function.
The main emphasis in this thesis is put on the non-parametric estima-
tion methods of a copula function to allow for a exible way to model the
considered dependence structures. One of the main outcomes and innova-
tive results of the thesis is the construction method of the constrained non-
parametric copula estimators. Not only does this method allow for the more
ecient estimation methods under specic dependence structure assump-
tion, but it also facilitates the performance of the corresponding dependence
structure test.
Testing for dierent dependence structures is an unexplored area in
statistics and this is the main contribution of the thesis. The tests are based
vvi
on well-chosen measures to describe the distance between the non-parametric
copula estimator and a copula respecting the specic dependence structure.
The statistical inference is based on approximated nite sample distribu-
tion of the test statistic under the constrained estimated copula distribution.
This method yields, in general, higher power in comparison to the existing
(asymptotic) methods.
This thesis also investigates the performance of the -reference resam-
pling and constrained parametric resampling methods to obtain critical val-
ues for statistical decision making. The comparison of these methods with
the constrained non-parametric resampling indicates that, without a prior
knowledge about the nature of the data, one is much safer when using the




@u rst order partial derivative of C with respect to u
PQD(X;Y ) X and Y are positive quadrant dependent
NQD(X;Y ) X and Y are negative quadrant dependent
LTD(Y jX) Y is left tail decreasing in X
LTI(Y jX) Y is left tail increasing in X
RTI(Y jX) Y is right tail increasing in X
RTD(Y jX) Y is right tail decreasing in X
SI(Y jX) Y is stochastically increasing in X
SD(Y jX) Y is stochastically decreasing in X n
(^ Ui; ^ Vi)
o
^ Ui = n
n+1Fn(Xi), ^ Vi = n
n+1Gn(Yi) pseudo-observations
Cn empirical copula estimator
^ CLL
n kernel local linear estimator of copula C
^ CLLS
n kernel local linear shrunken estimator of copula C
^ CMR
n kernel mirror reection estimator of copula C
^ CMRS
n kernel mirror reection shrunken estimator of copula C
KS Kolmogorov-Smirnov distance
CvM Cram er-von Mises distance
AD Anderson-Darling distance
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Introduction
The study of dependencies in a multivariate distribution setting is of uni-
versal interest in a vast majority of modern statistical problems. On the
one hand, one can think of descriptive statistics where the interest lies in
obtaining aggregate measures of certain dependence relations leading to de-
pendence measures or association measures, e.g., Pearson's correlation coef-
cient or Kendall's tau. On the other hand, the regression analysis model
certain dependence relations between random elements. In other words, one
of the key tasks in statistics is to study interactions among random variables
and this can be summarized as a general concept of dependence.
This thesis focuses on another approach to study dependence, namely
testing for the existence of particular dependence structures. A dependence
structure, as understood in the thesis, is a characterization of the joint dis-
tribution of a random vector autonomous of its marginal distributions.
The importance of the marginal-free understanding of a dependence
structure is depicted in Figure 1.1. There we see the same dependence
structure for three dierent groups of marginal distributions.
An example of a dependence structure is positive quadrant dependence,
which means that the probability that two random variables jointly exceed
certain levels is greater than the probability that each exceeds the corre-
sponding levels independently. It occurs to be a feature of bivariate distri-
butions that does not depend on the marginal distributions. In other words,
it is invariant to probability distribution transformations of the marginals.
A tool that is mainly used in dependence structure modelling and test-
ing is a copula function. It is a multivariate function which links the joint
distribution function with the marginal distribution functions. Although, a
copula might be dened outside of the probabilistic scope, it is very useful














































































































































































































































































































































































































































































































































































































Figure 1.1: Samples coming from Frank(-1) copula with dierent marginal distri-
butions.
to look at it as a multivariate distribution function with uniform margins. A
copula function contains complete information about interactions between
elements in a random vector. Therefore, it is essentially equivalent to the
dependence structure concept. Thus, studying particular features of depen-
dence structures can be accomplished by studying the corresponding features
of a copula function, which is specic for a given random vector.
Developing methodology for studying dependence structures is important
as the same relation patterns are of interest for various areas of science and
business, which are faced with many dierent kinds of marginal distributions.
Although studying dependence structures is broadly explored in dependence
modelling, it is not as deeply investigated in testing problems.
The main contributions of this thesis consist of developing statistical
tests for specic dependence structures, by exploring its copula characteri-
zations. The methodology is primarily based on nite resampling from semi-
parametric and non-parametric constrained copula estimates. The com-
prised features of dependence structures are quadrant dependence, tail mono-
tonicity and stochastic monotonicity. Quadrant dependence specically com-
pares the joint distribution function against the independent marginals and
can be referred to as positive, negative or neither of the two. It is the weakest
form of the considered dependence structures, thus contains the class of tail
monotonic structures. Tail monotonicity refers to the left or the right tail
and can be increasing, decreasing or neither of them. The strongest depen-
dence structure considered in this thesis is stochastic monotonicity, which
can be dened as increasing, decreasing or again neither of the two. Fig-







Figure 1.2: Abstract inclusions of dependence structures.
Figure 1.3 depicts a part of one of the real data examples investigated
in the next parts of the thesis. It presents insurance claims relating to
losses in building value and the prot they generated. With the help of
the developed tests in this thesis, one can answer questions such as whether
these data reveal a general positive or negative relation, whether there is
a monotonic pattern in the corners of the sample plot or whether there
possibly is a very strong overall conditional monotonic relation between the
two observed variables. The answers to these questions might be inuential
in the premium setting process or portfolio management for an insurance
company.
We shall see that this data set reveals the positive quadrant dependence
structure, according to the developed tests. Thus, the next interesting point
is to check this positive dependence structure in more detail, namely by
looking for existence of any positive tail monotonicity. In this case, the tests
strongly reject the hypothesis that the variable `prots' is left tail decreasing
in the variable `buildings', yet do not reject the hypothesis that the variable
`prots' is right tail increasing in the variable `buildings'. If right tail in-
creasingness is not rejected, then it is interesting to check further, whether
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Figure 1.3: Danish re insurance data: buildings and prots related claims.4 CHAPTER 1. INTRODUCTION
The next part of the introduction contains a review of the literature con-
cerning copulas in general, examples of its statistical applications in mod-
elling and testing, and estimation techniques. We also briey review the
literature on the discussed dependence structures. We comment on the mod-
ern applicability of these dependence structures and on existing competing
testing methods. The last part of the introductory chapter will introduce
mathematical denitions, properties and notations of the concepts and tools
used throughout this thesis.
The following chapters describe tests for positive quadrant dependence
(Chapter 2 and Chapter 3, based on papers Gijbels et al. (2010) and Gij-
bels and Sznajder (2011a)), tests for tail monotonicity (Chapter 4, based on
Gijbels and Sznajder (2011b)) and tests for stochastic monotonicity (Chap-
ter 5, based on Gijbels and Sznajder (2011c)). Each chapter also includes a
simulation study to investigate the power and size, the nite sample perfor-
mances of the discussed tests, and to compare these with existing competing
methods. Moreover, the tests are applied to a variety of real data examples.
1.1 Brief literature review
The main reference book on the copula theory used throughout this thesis
is Nelsen (2006). It contains mathematical denitions and properties of a
copula function, methods of construction, links to association measures and
specic dependence structures. The crucial theorem on copula decomposi-
tion of any multivariate distribution function is thanks to Sklar (1959).
An area where copulas are very frequently used is nance, where they
mainly model the co-movement of the nancial instruments with the purpose
of pricing or risk management. There are several books entirely devoted to
these topics, e.g., Cherubini et al. (2004), Xu (2010) and Cherubini et al.
(2011) and many devote some chapters to copulas, e.g., in insurance Kaas
et al. (2004) or Denuit et al. (2005).
In fact it is hard nowadays to nd any domain where there is a need for
dependence modelling and where copulas are not taken into account. As
an example, there are references to copula usage in modern measurement
and advanced psychometrics, e.g., Braeken et al. (2007) and Braeken and
Tuerlinckx (2009a,b).
Because of the wide applicability of copulas in dependence modelling,
the core focus in testing is being put on goodness-of-t tests, which check
the validity of the applied copula models. Among others see Genest et al.
(2006), Genest and R emillard (2008), Omelka et al. (2009), Berg (2009),1.1. BRIEF LITERATURE REVIEW 5
Genest et al. (2009b), Genest et al. (2011) and Kojadinovic and Yan (2011).
In terms of estimation of the copula function the rst proposed estimator
is the empirical estimator of Deheuvels (1979). The maximum likelihood
estimator for a copula coming from a parametric family has been described
in Genest and Rivest (1993). There has also been considerable research in
semi- and non-parametric methods, e.g., Chen and Huang (2007), Omelka
et al. (2009) and Genest et al. (2009a). Further developments of the copula
tting problems extended to the concept of a conditional copula are e.g., in
Gijbels et al. (2011) and Veraverbeke et al. (2011) and to dynamic stochastic
copulas in Hafner and Manner (2010).
The particular dependence structures studied in this thesis originate from
Tukey (1958) and Lehmann (1966), and were further developed in Esary and
Proschan (1972). Positive quadrant dependence as a testing problem was in-
vestigated by Kochar and Gupta (1987) and Janic-Wr oblewska et al. (2004),
as test for independence against strict positive quadrant dependence. Testing
for positive quadrant dependence against not positive quadrant dependence
was studied by Denuit and Scaillet (2004) and Scaillet (2005).
Until now, tail monotonicity has not been an object in statistical testing.
It has been however explored in the area of positive dependence orderings
by Colangelo et al. (2005, 2006) and Colangelo (2008).
When rst introduced by Tukey (1958), stochastic monotonicity was re-
ferred to as a complete positive/negative regression feature. It is indeed
a stronger relation than the nowadays widely discussed problem of (mean)
regression monotonicity. In its original form, stochastic monotonicity was
tested for by Lee et al. (2009), which also includes an overview of stochastic
monotonicity applicability in econometrics.6 CHAPTER 1. INTRODUCTION
1.2 Copulas
The word copula means from Latin a tie/bond, a friendly/close relation-
ship, according to the William Whitaker's Words Latin dictionary (http:
//archives.nd.edu/words.html).
1.2.1 Denition and basic properties
As already mentioned a copula function has a purely probabilistic interpre-
tation, given in the following denition.
Denition 1.1. An n-copula function C is any continuous joint distribution
function of a random vector of length n, where the marginal distributions are
uniformly distributed on the unit interval I = [0;1].
The tool that is mainly used in this thesis is a 2-copula, thus the term
`copula' will refer to that for simplicity. The following theorems are essential
for the wide applicability of copulas. The proofs of all the theoretical results
in this section can be found in Nelsen (2006) or in the indicated references.
Theorem 1.1 (Sklar (1959)).
 If H is a joint distribution function with marginals X  F and Y  G,
then there exists a copula CX;Y (called the copula of X and Y ) such
that
H(x;y) = CX;Y (F(x);G(y)) 8x;y 2 R:
If F and G are continuous, then CX;Y is unique, else CX;Y is uniquely
determined on range(F)  range(G).
 If C is a copula and F and G are distribution functions, then the
function H = C(F;G) is a joint distribution function, with margins F
and G.
Throughout this thesis we will always assume continuity of the marginal
distribution functions.
Furthermore, as long as it is clear from the context, the notation C will
be used instead of CX;Y and the marginal distributions of C will be denoted
as U;V  U[0;1], i.e., (U;V )  C. Moreover, we can interpret the marginals
of CX;Y as U = F(X) and V = G(Y ).
The following proposition is important for the copula estimation process.1.2. COPULAS 7







where F( 1) and G( 1) are pseudo-inverses of F and G respectively, e.g.,
F( 1)(t) = inffx : F(x)  tg:
Proposition 1.2 is often treated as a denition of a copula function. It
denes the boundary (b) and measure (c) conditions of the copula function.
Proposition 1.2. For each copula C
(a) C : I  I  ! I
(b) C(u;0) = C(0;v) = 0; C(u;1) = u; C(1;v) = v 8u;v 2 I
(c) C(u2;v2) C(u1;v2) C(u2;v1)+C(u1;v1)  0 8u1  u2;v1  v2 2 I.
Condition (b) outlines the fact that any copula has uniform margins.
Condition (c) is a consequence of a copula inducing a probability measure C,





C(u2;v2) C(u1;v2) C(u2;v1)+C(u1;v1), which is also called the C-volume
(C-measure) of the rectangle [u1;u2]  [v1;v2].
The following theorem is important for the resampling purposes.
Theorem 1.2. If C is a copula, then
 the partial derivative @C
@u exists for almost all u and for all v 2 I, and





 the partial derivative @C
@v exists for almost all v and for all u 2 I, and












are well-dened and non-decreasing on I. Moreover, they are the con-
ditional distribution functions
cv(u) = P(U  uj V = v) and cu(v) = P(V  vj U = u):8 CHAPTER 1. INTRODUCTION
A very convenient property of a copula function is its behaviour under
monotone transformations of the marginals. One special manifestation of
Theorem 1.3 was already mentioned, namely CX;Y = CU;V , where U = F(X)
and V = G(Y ).
Theorem 1.3. If X and Y are continuous random variables with copula
CX;Y , then
 if  and  are both strictly increasing functions, then
C(X);(Y )(u;v) = CX;Y (u;v);
 if  is a strictly increasing function and  a strictly decreasing function,
then
C(X);(Y )(u;v) = u   CX;Y (u;1   v);
 if  is a strictly decreasing function and  a strictly increasing function,
then
C(X);(Y )(u;v) = v   CX;Y (1   u;v);
 if  and  are both strictly decreasing functions, then
C(X);(Y )(u;v) = u + v   1 + CX;Y (1   u;1   v):
Although it is assumed in this thesis that the distributions H, F and G
are continuous, this does not mean that H (or C) has a density. We stress
it by dening the copula decomposition components in Denition 1.2.
Denition 1.2. Any copula C can be decomposed in two parts










is called an absolutely continuous component and
SC(u;v) = C(u;v)   AC(u;v)
is called a singular component.
If C = AC, then the copula is said to be absolutely continuous and
@2
@s@tC(s;t) is its joint density. If C = SC, so @2
@s@tC(s;t) = 0 almost ev-
erywhere, then the copula is said to be singular.1.2. COPULAS 9
The support of a copula, dened in Denition 1.3, is closely related to
the copula decomposition. In the next section we shall see dierent copula
examples with various decompositions and supports.
Denition 1.3. The support of the copula is the complement of the union
of all open subsets of R2 with C-measure zero. If supp C = I2, then the
copula is said to have full support.
The set of all copula functions is convex (Proposition 1.3) and bounded
(Theorem 1.4). Via the convexity property we can obtain interesting copula
examples. Bounds provide characteristic limits in the dependence structure,
see Denition 1.4.
Proposition 1.3. A convex linear combination of copulas is a copula.
Theorem 1.4. If C is a copula, then
max(u + v   1;0)  C(u;v)  min(u;v) 8u;v 2 I:
Denition 1.4.
 W(u;v) = max(u+v 1;0) is called the Fr echet-Hoeding lower bound,
 M(u;v) = min(u;v) is called the Fr echet-Hoeding upper bound.
These bounds in the dependence structure intuitively indicate certain
deterministic relations as specied in Proposition 1.4.
Proposition 1.4.
 Y is an increasing function of X almost surely if and only if CX;Y =
M,
 Y is a decreasing function of X almost surely if and only if CX;Y = W.
Furthermore, it can be shown that W and M are valid copula functions
themselves. The copulas W and M, which bind the set of all copula func-
tions, are depicted in Figures 1.4 (a) and (c).
The next section gathers other copula examples used throughout this
thesis.10 CHAPTER 1. INTRODUCTION
1.2.2 Copula examples
The most characteristic copula is the independence copula, which corre-
sponds to the independence of the random variables. Indeed,




= F(x)G(y) = P(X  x)P(Y  y):
Denition 1.5. The independence copula is denoted by , i.e., (u;v) =
uv.













Figure 1.4: Copulas W,  and M and corresponding contour plots.
The rest of the provided examples are families of copulas. The exibility
of a copula family to model the dependence structure can be measured in
dierent ways, yet Denition 1.6 states the nature of what one can call a
broad collection of copulas.
Denition 1.6. If W,  and M belong to a certain copula family (possibly
as the limiting cases), then this copula family is called comprehensive.
A rst copula family to be comprehensive is the Mardia family (Mardia








where  2 [ 1;1]. An extension of this family is
CeMardia = !W  W + !   + !M  M; (1.2)1.2. COPULAS 11
where !W =
2(1 )
2 , ! = (1   2), !M =
2(1+)
2 and 0 <   1=2.
One of the broad collections of copulas is the class of Archimedean cop-
ulas, dened in Proposition 1.5.
Proposition 1.5. If ' is a continuous, convex and strictly decreasing func-




'( 1)(t) 0  t  '(0)
0 '(0)  t  1;
then
C(u;v) = '[ 1]('(u) + '(v))
is a valid copula function.
The function ' is called a generator and if '(0) = 1 it is called a strict
generator.






;  2 R n f0g








;  2 [ 1;1) n f0g
and C 1 = W, C0 =  and C1 = M
Figures 1.5 (a,b) depict exemplary copula functions coming from these
two Archimedean copula families. We can see that they appear to be almost
\identical" and, in general, it is extremely hard to distinguish between the
copulas on the copula function level. However, if we look at the contour
plots of these copula function (c,d) or samples they generate (e,f) we can see



























































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 1.5: Two examples of Archimedean copula functions together with 400
observations from each.1.2. COPULAS 13
The last class of copulas to describe in this introduction is a copula
obtained by specifying a cross sectional function. Specically, it is a class of
copulas with quadratic sections, which is based on Proposition 1.6.
Proposition 1.6. If   is a function on the unit interval such that
   is absolutely continuous on I,
 j 0(v)j  1 almost everywhere on I,
 j (v)j  min(v;1   v) 8v 2 I,
then
C(u;v) = uv +  (v)u(1   u)
is a valid copula function.
In the next section we recall the main copula estimation method used in
the rest of the thesis.
1.2.3 Nonparametric estimation of a copula and resampling
Based on Proposition 1.1 a natural estimator for C can be built on an em-
pirical version of the distribution functions H, F and G. Throughout this
thesis we shall use the asymptotically equivalent version of such estimator
coming from Deheuvels (1979) and we will refer to this one as the empirical











If^ Ui  u; ^ Vi  vg; (1.3)
where ^ Ui = n
n+1Fn(Xi) and ^ Vi = n
n+1Gn(Yi), with Fn and Gn the empirical
distribution function estimators of X and Y . The values ^ Ui and ^ Vi are often
called the pseudo-observations in the literature.
In Chapter 2 we shall be working with other recently developed non-
parametric copula estimators, specically the kernel local linear estimator
of Chen and Huang (2007), the kernel mirror-reection estimator of Gijbels
and Mielniczuk (1990) and their shrunken versions introduced in Omelka
et al. (2009). Figure 1.6 gathers the copula estimates corresponding to the
samples in Figures 1.5 (c) and (d). As underlined earlier, it is hard to
visibly distinguish even very distinctive copula functions, therefore Figure 1.7



















Figure 1.6: Copula estimates based on the samples in Figure 1.5 (c) (left column)
and (d) (right column) for dierent non-parametric estimators: empirical (top row),



















































































































































































Figure 1.7: Contour plots for the copula estimates in Figure 1.6.16 CHAPTER 1. INTRODUCTION
It is to be noted that none of these estimators is a valid copula function.
In particular, the empirical copula estimator clearly does not fulll condi-
tion (b) in Proposition 1.2 as it is a jump function by construction. All of
these estimators are however consistent estimators. Constructing a copula
estimator which is a copula itself is not an easy task.
According to Theorem 1.2 we can describe a general resampling process
from a given copula C as follows.
Algorithm 1.1.
1. Draw two observations u;t from the uniform distribution on the unit
interval
2. and compute v = c 1
u (t).
Now, (u;v) is an observation from the distribution C and we can repeat
the process to obtain a sample of observations of a given size.
Having a copula estimator which is itself a copula is essential in resam-
pling. It is possible to approximately resample from the smoothed versions
of copula estimators, but it is not enough for the proposed testing proce-
dures. What is needed is a exible way to resample from a constrained copula
estimator. By constrained we mean a copula estimator which (at least ap-
proximately) satises certain copula shape structure conditions specied in
the next section. There is no clear way to modify existing copula estimation
methods to obtain a copula estimator constrained to an arbitrary shape.
Therefore, a new generic method is proposed in the thesis.
The main concept relies on smoothing the initial discrete constrained
copula estimator. Let us specify a grid of points f(ui;vj)gm+1
i;j=0 on the unit
square and compute the corresponding constrained copula values ci;j for
i;j = 0;:::;m + 1. Then we can apply any smoothing technique to obtain
the rst order partial derivate estimate based on fci;jgm+1
i;j=0. In this thesis we
focus on the local linear smoothing methodology, see e.g., Wand and Jones
(1995) and Fan and Gijbels (1996). Specically, we approximate cu(v) of the
constrained copula estimate in the following way.















1 u0   u v0   v
. . .








kh1(u0   u)kh2(v0   v) 0
...













l = 1;2 ;
where k is a kernel function (a symmetric probability density function),
hl > 0, l = 1;2, are the bandwidth parameters and X0 is transpose of X.
To make sure that cu;n(v) is a valid (univariate) distribution function on
the unit interval we monotonize it and t the range properly.
The monotonization technique used throughout the thesis is based on
an appealing monotonic rearrangement technique, see e.g., Lieb and Loss
(2001).





I(f(x)  t)dx 8t 2 B; (1.5)
on the space of univariate real-valued bounded functions f : A ! B with A a
bounded set.
The idea behind the rearrangement operator is to construct a non-decreas-
ing \inverse" of a given function and apply the operator twice to receive a
non-decreasing \version" of the original function. As a result, we obtain a
function with appealing properties.
Proposition 1.7. If  is the increasing rearrangement operator of Deni-
tion 1.7, then
(a)  is uniquely dened,
(b) (  )(f) is a non-decreasing function on A,
(c) if f is non-decreasing, then (  )(f)  f,
(d) for any non-decreasing function g: A ! B
jj(  )(f)   gjjLp(A)  jjf   gjjLp(A);
where jj  jjLp(A) denotes the norm of p-integrable functions (on the set
A) for p  1.18 CHAPTER 1. INTRODUCTION
The next section denes the specic dependence structures introduced
in the beginning of the chapter.
1.3 Dependence structures
The specic dependence structures that are studied in this thesis are quad-
rant dependence, tail monotonicity and stochastic monotonicity.
Quadrant dependence is the most general kind of dependence and is
closely connected to the common association measures.
1.3.1 Association measures
The relation commonly used in statistics to describe the position of points in
a two-dimensional space can be expressed as a relation of the components.
Denition 1.8. If (xi;yi);(xj;yj) are two observations from a vector (X;Y )
of continuous random variables, then they are concordant if fxi < xj and
yi < yjg or fxi > xj and yi > yjg, and they are discordant if fxi < xj and
yi > yjg or fxi > xj and yi < yjg.
In other words the observations are concordant if (xi   xj)(yi   yj) > 0
and are discordant if (xi   xj)(yi   yj) < 0.
This ordering leads to an aggregate measure of concordance.
Denition 1.9. If f(x1;y1);:::;(xn;yn)g is a random sample of n obser-
vations from the vector (X;Y ) of continuous random variables and c is the
number of concordant pairs and d is a number of discordant pairs, then the









It is clearly a sample probability of concordance minus sample probability
of discordance. On the population level Kendall's tau is dened analogously.
Denition 1.10. Kendall's tau for the random vector (X;Y ) is dened as
X;Y = P
 




(X1   X2)(Y1   Y2) < 0

;
where (X1;Y1) and (X2;Y2) are independent copies of (X;Y ).
It occurs that Kendall's tau does not depend on the marginals and is
purely a feature of a dependence structure, thus can be expressed in terms
of copulas.1.3. DEPENDENCE STRUCTURES 19
Theorem 1.5. If X and Y are continuous random variables with copula C,
then
X;Y = C = 4
ZZ
I2





For the Archimedean copula family the general expression (1.6) can be
rewritten in the following way.
Proposition 1.8. If C is an Archimedean copula with generator ', then















Another commonly used dependence measure is Spearman's rho, which
again measures certain concordance discrepancies.










(X1   X2)(Y1   Y3) < 0

;
where (X1;Y1), (X2;Y2) and (X3;Y3) are independent copies of (X;Y ).
In other words, Spearman's rho measures the concordance and discor-
dance for (X1;Y1) and (X2;Y3), where X2 and Y3 are independent, so their
copula is . This leads to the following theorem.
Theorem 1.6. If X and Y are continuous random variables with copula C,
then
X;Y = C = 12
ZZ
I2




Note that C can be rewritten as
C = 12E(U;V )   3 =










and hence Spearman's rho is identical to the Pearson's correlation coecient
for random variables U = F(X) and V = G(Y ).
Furthermore, Spearman's rho is a \scaled" volume under the graph of










dudv; (1.7)20 CHAPTER 1. INTRODUCTION
it can also be interpreted as proportional to the signed volume between the
graphs of the copula C and the product copula . Thus C is a measure
of \average distance" between the joint distributions of X and Y (as repre-
sented by C) and independence (as represented by ).
This dierence between a given copula C and the independence copula
 is the essence of quadrant dependence.
1.3.2 Quadrant dependence
Denition 1.12. Random variables X and Y are positively quadrant de-
pendent (PQD(X;Y )) if for all x;y 2 R
P(X  x;Y  y)  P(X  x)P(Y  y);
or equivalently
P(X > x;Y > y)  P(X > x)P(Y > y): (1.8)
By analogy we can dene negative quadrant dependence (NQD(X;Y )).
In other words, PQD(X;Y ) holds if
H(x;y)  F(x)G(y) 8x;y 2 R
or equivalently
C(u;v)  uv 8u;v 2 I: (1.9)
This is thus a feature of the dependence structure regardless of the marginal
distributions.
We can now rephrase (1.7) and say that Spearman's rho is a measure of
the \average" quadrant dependence of a copula C.
Quadrant dependence is also easily tractable after the monotonic marginal
transformations.
Proposition 1.9. Let X and Y be positively quadrant dependent PQD(X;Y ).
If  is a strictly increasing function, and 1 and 2 are strictly decreasing
functions, then
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Going back to the given copula examples, we can see that the indepen-
dence copula can be seen as a boundary point in the sets of both PQD and
NQD copulas. This important fact will be explored for testing in the next
chapters. As for the other copula examples, we can see that the Mardia
families are neither PQD nor NQD, and the quadratic section copula family
is PQD if and only if   is a non-negative function and NQD if it is non-
positive. Positive quadrant dependence in the Archimedean copula class is
described in the following proposition.
Proposition 1.10. If an Archimedean copula C has a strict generator ',
then it is PQD if and only if  ln'( 1) is subadditive on (0;1), i.e.,
ln'( 1)(x + y)  ln'( 1)(x) + ln'( 1)(y) 8x;y 2 [0;1):
In case of the two introduced subclasses of Archimedean copulas, the
Frank and Clayton copula families, the PQD feature is preserved for the
non-negative parameter values and NQD for the non-positive ones. Fig-
ure 1.8 depicts examples of Frank and Clayton copula functions minus the
independence copula function .
Reformulation of Denition 1.12 evolves in the next studied characteristic
of the dependence structure, namely tail monotonicity. We say that X and
Y are positive quadrant dependent if
P(Y  yjX  x)  P(Y  yjX  1): (1.10)
Intuitively this means that for any xed y the conditional probability of
Y  y given X  x is greater than the same probability for x = 1. One
way to assure that is to ask this probability to be a decreasing function of x
for any xed y.
1.3.3 Tail monotonicity
Denition 1.13.
 Y is left tail decreasing in X (LTD(Y jX)) if
P(Y  yjX  x) is a non-increasing function of x for all y.
 Y is right tail increasing in X (RTI(Y jX)) if








(b) Clayton(1:745)   
u
v






















































(d) Clayton(1:745)   
Figure 1.8: Dierence between Frank and Clayton copula functions and the inde-
pendence copula function and the corresponding contour plots.
By analogy we dene left tail increasing and right tail decreasing relations,
and also the analogous XjY relations.
It follows from (1.10) that Y being left tail decreasing in X implies X
and Y being positively quadrant dependent, yet even more holds.
Proposition 1.11.
 LTD(Y jX) or LTD(XjY ) implies PQD(X;Y )
 RTI(Y jX) or RTI(XjY ) implies PQD(X;Y ).
Note that the opposite does not necessarily hold.1.3. DEPENDENCE STRUCTURES 23
The above tail monotonic properties can also be expressed in terms of
copulas. The following expressions are of crucial use in this thesis.
Proposition 1.12.
 LTD(Y jX) if and only if for every v
C(u;v)
u
is non-increasing in u (1.11)
 RTI(Y jX) if and only if for every v
1   u   v + C(u;v)
1   u




in non-increasing in u.
Referring back to the copula examples, we can see that the independence
copula fullls all of the tail monotonic structure conditions, thus can be again
treated as a boundary point of each set of copulas. The Mardia families have
none of the tail monotonic properties and the considered two subclasses of
Archimedean copula families are LTD and RTI for non-negative parameter
values, and LTI and RTD for non-positive ones. Furthermore, there is a
general condition for the Archimedean copulas to be LTD.
Proposition 1.13. If an Archimedean copula C has a strict generator ',
then it is LTD if and only if '( 1) is completely monotone on (0;1), i.e., it
is continuous on (0;1) and
( 1)k dk
dtk'( 1)(t)  0 8t 2 (0;1) and k = 0;1;::::
Moreover, as the Archimedean copula functions are all symmetric in their
variables, the tail monotonicity properties are the same for Y jX and XjY .
Figure 1.9 presents the functions from Proposition 1.12 C=u and (v  
C)=(1 u) reecting the LTD (Figures 1.9 (a) and (c)) and RTI (Figures 1.9
(b) and (d)) properties of the two examples of Archimedean copula functions.
The cubic section copula family is in general not easily described in
terms of tail monotonicity, yet it is easy to see that we have LTD(V jU) and
RTI(V jU) if   is a non-negative function.
The last considered feature of dependence structure comes from even

















Figure 1.9: Frank and Clayton functions reecting LTD and RTI.
1.3.4 Stochastic monotonicity
Denition 1.14. Y is stochastically increasing in X (SI(Y jX)) if for every
y
P(Y > yjX = x) is a non-decreasing function of x.
Analogously SD(Y jX) is dened.
Again, note that Y being stochastically increasing in X implies Y being
left tail decreasing in X and generalizes to the following.
Proposition 1.14. SI(Y jX) implies LTD(Y jX) and RTI(Y jX).
In terms of copulas stochastic monotonicity can be expressed for example
in the following way.1.3. DEPENDENCE STRUCTURES 25
Proposition 1.15. SI(Y jX) if and only if for every v, C(u;v) is a concave
function of u.
For the discussed copula examples the conclusions are the same as for
the tail monotonicity case and the general condition for the Archimedean
copulas is the following.
Proposition 1.16. If an Archimedean copula C has a strict generator '







From Figure 1.8, where we plot C   , we can deduce that the given
examples of Archimedean copulas are concave functions of u for every v. For
convenience we also plot several sections of the same copulas in Figure 1.10.












































Figure 1.10: Copula sections C(u;v), for several xed values of v, for Frank and
Clayton copulas.
Before moving to the next chapter let us refer back to Figure 1.5, where
we have seen samples for Frank and Clayton copula family members. The
parameters of each were chosen such as to provide the same theoretical
value of Spearman's rho equal to 0:64. These samples already look clearly
very dierent from each other. In Figure 1.1 it was only one copula sample
transformed with a variety of marginal distributions. For all three joint
distributions Spearman's rho equals 0:16. From both gures and examples
it is clear that it is hardly possible to \guess" from a scatterplot of the
data anything about characteristics of the underlying dependence structure.
Therefore, statistical tests that test for a specic dependence structure are
needed. This thesis contributes largely to this topic.Chapter 2
Positive quadrant
dependence tests for copulas
2.1 Introduction
This chapter is based on Gijbels et al. (2010) and develops tests for positive
quadrant dependence.
A concept that is symmetric to PQD is the concept of NQD, which
swaps the inequality in the denition of PQD. The relation between both
concepts can be seen in terms of monotonic transformations. Applying in-
creasing functions to X and Y does not change the copula, thus neither
their quadrant dependence. However, if an increasing function is applied to
one random variable and a decreasing function to the other random variable,
then the quadrant dependence of the transformed couple of random variables
is changed, see also Proposition 1.9.
Positive quadrant dependence might be a very realistic assumption in
many situations. Think of, for example, life expectancies of men and women
in various countries. One would expect that a higher life expectancy for
men in one country goes along with a higher life expectancy for women
in that country. Examples of positive quadrant dependence are ample in
particular in insurance and nance. For a discussion about PQD in nance
and actuarial sciences see Janic-Wr oblewska et al. (2004) and Denuit and
Scaillet (2004) and references therein. The knowledge about PQD or NQD
of random variables is important for statistical inference. Indeed, if it is
reasonable to assume, for example, positive quadrant dependence then such
prior knowledge should be exploited in the statistical inference.
Janic-Wr oblewska et al. (2004) and Denuit and Scaillet (2004) also in-
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vestigate testing problems related to this type of dependence structure. In
Janic-Wr oblewska et al. (2004) rank tests are introduced for testing inde-
pendence against positive quadrant dependence. Testing for independence
against strict PQD was dealt with in Kochar and Gupta (1987). Denuit and
Scaillet (2004) test for PQD against non-PQD and construct tests based on
a distance concept considering the PQD denitions of both (1.8) and (1.9)
using empirical cumulative distribution function estimators.
In this chapter we are concerned with testing the null hypothesis of posi-
tive quadrant dependence versus not positive quadrant dependence, focusing
as such on nding out whether a PQD assumption is justied. Starting from
the PQD characteristic of a copula function given in (1.9), the basic idea
of the testing procedures here is to investigate a distance between a non-
parametric estimate of the unknown copula and the independence copula
function. We consider various non-parametric estimators of a copula func-
tion along with three functional distances.
Testing for positive quadrant dependence was also studied in Scaillet
(2005). In that paper the author constructs a Kolmogorov-Smirnov type
of test based on the empirical copula estimator relying on the asymptotic
distribution of the empirical process. Statistical inference is conducted by
using a simulation-based multiplier method and a bootstrap method. The
present paper contributes further on this testing problem in various aspects.
Firstly, testing procedures based on other distance measures such as Cram er-
von Mises and Anderson-Darling distance measures (see e.g., Anderson and
Darling (1954)) should be studied, since they might reveal dierent power
properties, see also Omelka et al. (2009). Secondly, in recent years other
competitive and improved non-parametric estimators of a copula have been
introduced and studied and it is worth to investigate how these estimators
perform when used in testing procedures. In our study we consider the
empirical copula estimator of Deheuvels (1979), kernel type estimators such
as the integrated version of the density Mirror Reection estimator (see
Gijbels and Mielniczuk (1990)) and the Local Linear estimator (see Chen
and Huang (2007)), as well as recent extensions (improvements) of these two
kernel estimators introduced and studied in Omelka et al. (2009). Thirdly,
relying on asymptotic theory is not always the best option, since the rate
of convergence might require rather large samples before good nite sample
behaviour is obtained. We therefore opt for a dierent approach here, and
make use of the independence copula as a reference case included in the null
hypothesis. Admittedly this approach also has drawbacks but, as will be
seen, these are overruled by the advantages in power performance.2.2. NONPARAMETRIC COPULA ESTIMATION AND TEST STATISTICS 29
This chapter is organized as follows. In Section 2.2, we briey discuss
the various non-parametric copula estimators and the dierent test statistics,
and establish consistency of these testing procedures. The proofs of these
results are given in Section 2.6. Section 2.3 contains a simulation study
illustrating the nite sample behaviour of the tests. In Section 2.4 we apply
these procedures on real data examples. We conclude in Section 2.5 with
some further discussions on the research topic.
2.2 Nonparametric copula estimation and test sta-
tistics
Copula estimation is closely related to the estimation of a cumulative distri-
bution function with the main dierence that no data from (F(X);G(Y )) are
observed. Referring to the denition of a copula, an estimation procedure
can be divided into two levels, estimation of the marginals and estimation of
their joint distribution. If on both levels parametric assumptions are made,
then maximum likelihood methods can be applied. However, it is com-
mon to make parametric assumptions on the joint level combined with non-
parametric estimation of marginals, resulting in popular semi-parametric
models. For this usage, there are many well described copula families dier-
ing in the number of parameters and characteristics (see e.g., Nelsen (2006)).
In this chapter we are interested in a fully non-parametric approach,
and in particular in recently developed estimation procedures described in
Omelka et al. (2009). A basic idea behind this and previous estimation
methods is to transform the observed data by a monotonic transformation,
specically by the empirical marginal distribution functions, and then to
estimate the joint distribution function based on these pseudo-observations.
As such we can unify random vectors, which have the same copula, regardless
of their marginal distributions.
Suppose we have a sample (X1;Y1);:::;(Xn;Yn)iid H = C(F;G). The








where Fn and Gn are the empirical distributions. The modication n
n+1 to
the empirical distribution simply pulls the pseudo-observations a bit more
away from one (see Genest et al. (1995)). By doing so potential diculties
arising at boundaries can be reduced. The pseudo-observations are then
treated as a sample from the random vector (F(X);G(Y ))  C and the30 CHAPTER 2. POSITIVE QUADRANT DEPENDENCE TESTS FOR COPULAS
copula C can be estimated non-parametrically as a bivariate distribution
on the unit square. However, because of the unit square domain there are
boundary issues arising in the estimation task. Therefore, in our testing
procedure, we investigate along with the empirical estimator, the kernel
estimators of Chen and Huang (2007) and Gijbels and Mielniczuk (1990)
together with their \shrunken" modications proposed by Omelka et al.
(2009) for better consistency results.
In summary our study involves the following copula estimators:






If^ Ui  u; ^ Vi  vg;
where IfAg denotes the indicator function of A.
 Kernel Local Linear estimator (Chen and Huang (2007))



















where hn is a smoothing parameter and Ku;hn(x) =
R x
 1 ku;hn(t)dt is


















t`k(t)dt for ` = 0;1;2
and k is a symmetric kernel function that is bounded on the unit
interval, e.g., the Epanechnikov kernel k(x) = 0:75(1   x2)Ifjxj  1g.
 Kernel Local Linear Shrunken estimator (Omelka et al. (2009))
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 Kernel Mirror-Reection estimator (Gijbels and Mielniczuk (1990))












































i ; ^ V
(l)
i ); i = 1;:::;n; ` = 1;:::;9g =
= f(^ Ui;^ Vi);(^ Ui;2 ^ Vi);(2 ^ Ui;^ Vi);(2 ^ Ui;2 ^ Vi); i = 1;:::;ng;
and K(x) =
R x
 1 k(t)dt is the integral of the considered kernel k.
 Kernel Mirror-Reection Shrunken estimator (Omelka et al. (2009))










































It should be mentioned that in Chen and Huang (2007) the pseudo-
observations are obtained via kernel methods. The authors showed however
that strong undersmoothing is needed in this step, and hence we here decided
directly for a rank estimation, which coincides with the limiting case that
the smoothing parameter tends to zero.
The test statistics for testing for positive quadrant dependence are based
on distances between the estimated copula and the independence copula.
The distances measure the violation part of the copula estimator with the
positive quadrant dependence hypothesis under the null. We focus on mea-
sures based on L1 and L2 distances. Denote by ^ Cn the estimated copula







(uv   ^ Cn(u;v))+;
where ()+ = max(;0)32 CHAPTER 2. POSITIVE QUADRANT DEPENDENCE TESTS FOR COPULAS












(uv   ^ Cn(u;v))2
+
uv(1   u)(1   v)
d ^ Cn(u;v) :
Note that the correction factor (uv(1 u)(1 v)) 1 in the Anderson-Darling
distance puts more attention to the boundaries of a copula. This weight
factor is in fact the asymptotic variance of the empirical copula estimator
(based on pseudo-observations) when the true underlying copula is the inde-
pendence copula. Such a weighting factor is also appealing from an intuitive
point of view since the closer one gets to the boundaries the smaller the
absolute dierences between the copulas are. In addition crucial dierences
between copulas (and therefore between dependency structures) are often
hidden close to the boundaries.
With a specied copula estimator and a functional distance, and an i.i.d.
sample (X1;Y1);:::; (Xn;Yn) from a joint distribution with underlying cop-
ula C, we can build a test statistic Sn to test the null hypothesis of positive
quadrant dependence
H0 : 8u;v 2 [0;1] C(u;v)  uv
against the negation of this
H1 : 9u;v 2 [0;1] C(u;v) < uv:
The distribution of Sn under the null hypothesis is unknown and there are
various options to tackle this problem. A rst option is to rely on asymptotic
results for the copula estimator at hand. For all copula estimators mentioned
above weak convergence results are available. Possible drawbacks of this ap-
proach are that the asymptotics might kick in only for rather large sample
sizes, that the test statistics are non-trivial functionals of the copula esti-
mator, and that it typically requires estimation of partial derivatives of the
copula function, resulting in a rather complex estimation procedure. A sec-
ond approach is to use resampling methods to mimic the distribution of Sn
under the null hypothesis. The multiplier and bootstrap methods of Scaillet
(2005) follow these approaches. A potential problem with these two meth-
ods is that the resampling should in fact be done under the null hypothesis,
which cannot be guaranteed.2.2. NONPARAMETRIC COPULA ESTIMATION AND TEST STATISTICS 33
The approach we follow here consists of making reference to the specic
case of the independence copula that is included in the null hypothesis of
positive quadrant dependence. To approximate the distribution of Sn under
H0 we draw samples from the independence copula (u;v) = uv, and use
these drawings in a Monte Carlo setting to approximate the critical values
of the test. Admittedly, this is just selecting one specic element out of the
families of all copulas under the null, but the selection makes sense given
the importance of the independent case in general.
More precisely, the test works as follows. For a sample of size n with
true (unknown) underlying copula C we
reject H0 if Sn > c
;n; (2.1)
where c
;n is the quantile of the test statistic Sn under the independence
copula . By using the independence copula to obtain the critical values,
we expect to reach the upper bound of the type I error of the test in our
composite null hypothesis testing problem. It is also expected that if we
move within the null hypothesis set further away from the  copula (i.e., the
larger the discrepancy is between C(u;v) and (u;v) = uv), the smaller the
actual signicance level of the test will be. This issue is investigated in the
nite sample study in Section 3.3.
Equivalent to calculating critical values in hypothesis testing is to cal-
culate the p-value, the probability (under the null) that the considered test
statistic exceeds its observed value. In practice this leads to a rejection rule
based on an estimated p-value denoted by pn:
reject H0 if pn < :






IfSn;m > Sng; (2.2)
where Sn;m is obtained either from a bootstrap S
(B)
n;m or a multiplier S
(M)
n;m
method, see Scaillet (2005).
To guarantee the consistency of the proposed testing procedure (2.1)
some regularity assumptions are needed. These dier for the dierent esti-
mators (see Table 2.1).
(C1) The rst order partial derivatives of C with respect to u and v, de-
noted by cu and cv respectively, are continuous on the set [0;1]2 n
f(0;0);(0;1);(1;0);(1;1)g.34 CHAPTER 2. POSITIVE QUADRANT DEPENDENCE TESTS FOR COPULAS



















(C3) The second order partial derivatives cuu, cuv and cvv are bounded
on [0;1]2.
(C4) Let C be the measure associated with a copula C, 2 the Lebesgue
measure on [0;1]2, I0 = f(u;v) 2 [0;1]2 : C(u;v) = uvg and @I0 the
boundary of the set I0, then C(@I0) = 2(@I0) = 0.
(Bw) The bandwidth hn satises hn = O(n 1=3).
Table 2.1 lists the assumptions which are needed for the weak convergence
of the process
p
n( ^ Cn   C) to a centered Gaussian process GC in the space





n , ^ CMR
n C3, Bw
^ CLLS
n , ^ CMRS
n C1, C2, Bw
Table 2.1: Assumptions for the various estimators.
The limiting Gaussian process GC has on [0;1]2nf(0;0);(0;1);(1;0);(1;1)g
the representation
GC(u;v) = BC(u;v)   cu(v)BC(u;1)   cv(u)BC(1;v) ; (2.3)
where BC is a two-dimensional pinned C-Brownian sheet on [0;1]2, i.e., it is
a centered Gaussian process with covariance function
E[BC(u;v)BC(u0;v0)] = C(u ^ u0;v ^ v0)   C(u;v)C(u0;v0) ; (2.4)
and GC is dened to be zero in the \corner points" f(0;0);(0;1);(1;0);(1;1)g.2.3. SIMULATION STUDY 35
Note that from Condition (C1) (or also from Condition (C3)) and the
properties of a copula it follows that the limiting process GC is equal to zero
on the boundaries of the unit square [0;1]2. This issue will be used in the
proofs.
Theorem 2.1 below establishes the consistency results for testing proce-
dure (2.1), and is similar to results provided in Scaillet (2005) for the tests
therein. The proof of the theorem is given in Section 2.6.
Theorem 2.1. If
p
n( ^ Cn   C) converges weakly to a zero mean Gaussian
process and (C4) holds, we have that
(i) if H0 is true, then
lim
n!1








(ii) if H0 is false, then
lim
n!1P(reject H0) = 1:
It nally should be mentioned that we rely on Monte Carlo simulations
to approximate the quantile c
;n. This does not aect the above consistency
results, as the Monte Carlo simulation can be carried out with high precision.
Note that condition (C4) is in fact not necessary for the limiting results
on the Kolmogorov-Smirnov test statistic, as can be seen from the proof in
Section 2.6. Moreover, condition (C4) can in fact be weakened a bit, by
assuming that C(B) = 2(B) for all measurable subsets B of I0. Both
conditions, (C4) and this weaker version, are very mild conditions, and we
were not able to construct examples for which these are violated.
2.3 Simulation study
In this section we investigate the nite sample behaviour of the testing pro-
cedure based on the various non-parametric estimators and the dierent
distance measures. The simulation study mainly focuses on evaluations of
powers of the tests in Sections 2.3.1 and 2.3.2, but also studies on the actual
size of the tests are provided in Section 2.3.3. It also includes a comparison
with the testing procedures of Scaillet (2005) and moreover extends this pa-
per with results on bootstrap and multiplier based testing methods for other
distance measures.
Since the tests are based on non-parametrically estimating the marginal
distributions using ranks, they are unaected by monotonic transformations.36 CHAPTER 2. POSITIVE QUADRANT DEPENDENCE TESTS FOR COPULAS
Therefore, for the purpose of the study, a direct sampling from the concerned
copula distribution was done. For the multiplier method the samples were
additionally transformed to have exponential marginal distributions with
parameter 1. For all computations the R software (see R Development Core
Team (2011)) was used, in particular the copula package of Yan (2007) and
Kojadinovic and Yan (2010).
Throughout the simulation study the signicance level is 0:05 and the
sample size is 200. Computation of the critical values was based on 10000
samples from the independence copula and the power performance was based
on 1000 samples. For the Kolmogorov-Smirnov based test statistics, the
supremum is searched for on an equally spaced grid of points with distance
0:05 between two consecutive grid points. For the bootstrap and the mul-
tiplier methods, we used 1000 repetitions for approximating the p-value, as
given in (2.2).
Several copula models are considered in the simulation study. These
also include models studied in Scaillet (2005), namely Frank, Gaussian and
Farlie-Gumbel-Morgenstern (FGM) copula families for Kendall's tau equal
to  0:11 and  0:16. In order to have some more challenging testing problems
we also discuss results for two families of mixtures of copulas. A mixture of
Frank copulas introduces dierent dependency structure than these of the
frequently used copula families. A second family of mixtures of copulas is the
extended Mardia family, which is a convex mixture of the Frech et-Hoeding
boundary copulas and the independence copula.
2.3.1 Classical copula families
Simulations were done for ve classical copula families: Frank, Clayton,
Gumbel, Gaussian and FGM copulas; and this for two dierent values of
Kendall's tau:  0:11 and  0:16. The Clayton and Gumbel copula families
are often used for modeling heavy dependencies in right tails. However,
all members of the Gumbel family have the positive quadrant dependence
property. Therefore, this family cannot be directly included in the power
study, as there are no members violating the PQD condition. It is however
interesting to investigate the power of the tests for copulas for which there
is a heavy negative quadrant dependence. Transferring the heavy tails from
the upper-right corner to the bottom-right corner can easily be obtained by
considering (U;1 V ), where (U;V )  CGumbel. This construction preserves
the absolute magnitude of Kendall's tau, but changes the sign, so in the
above sense we refer to this Gumbel copula as a Gumbel copula with a
negative tau.2.3. SIMULATION STUDY 37
Table 2.2 presents the simulation results on the power study for the ve
classical copula families (with signicance level 0:05). The entries `M' and
`B' in the tables are the results obtained by the Multiplier and Bootstrap
methods for the empirical copula introduced in Scaillet (2005). It is clear
that with the decrease of Kendall's tau the overall power increases and also
the dierences between the various tests decrease. Further it is to be noted
that among the ve non-parametric copula estimators and the three distance
measures, the worst results are almost always for the testing procedure using
the empirical copula estimator and the Kolmogorov-Smirnov distance. The
bootstrap method of Scaillet (2005) (and its extension to other distances)
works worse than the empirical method (short for the method using the
empirical copula with resampling from the independence copula) in case
of the Kolmogorov-Smirnov distance, but it works slightly better in cases
of the Cram er-von Mises and Anderson-Darling distances. The multiplier
method of Scaillet (2005) (and its extensions) works similar to the empirical
method for the Kolmogorov-Smirnov distance, but much worse in case of the
Cram er-von Mises and Anderson-Darling distances.
The performance results for the Cram er-von Mises and the Anderson-
Darling based statistics are more comparable. It seems that for \well behav-
ing" copulas like Frank, Gaussian and FGM the Cram er-von Mises based
statistics seem to be working better, but for \heavier-tailed" copulas like
Gumbel and Clayton the Anderson-Darling based test statistics perform
best.
As for the cross-estimators analysis (comparing the performances of the
5 estimators), the only visible pattern is in the Gumbel and Clayton case,
where the mirror type of estimator performs not very well regardless of
the distance. Also the local linear estimator combined with the Anderson-
Darling distance seems to perform worse in case of the \well behaving"
copulas.
In conclusion, overall it seems recommendable to use the mirror reection
shrunken or local linear shrunken estimators combined with the Anderson-













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































.2.3. SIMULATION STUDY 39
2.3.2 Mixed copulas examples
The copulas in the previous section violated the PQD condition in a simple
manner by simply being negative quadrant dependent. In particular this
implies that the whole copula function is below the independence copula,
and hence the violation is on the whole unit square. However PQDness is a
global feature, and it is interesting to see how the tests work on examples
where the PQD condition is only locally violated. Therefore we consider in
this section two examples of copulas which are neither PQD nor NQD, in
contrast to these in the previous analysis.
When it comes to copulas which are only locally NQD, then Kendall's tau
is no longer an appropriate measure for the diculty of a testing problem,
especially when a considered copula is on average symmetric around the
independence copula. In order to have some guidance regarding the diculty
of a testing problem, there is a need for a dierent appropriate measure of
departure from PQDness.
Two such straightforward measures are a maximum violation measure
and a mean of violation measure dened respectively as
a = max
u;v
(uv   C(u;v))+ and b =
Z
(uv   C(u;v))+ dudv:
These measures are similar in spirit to some dependence measures discussed
in Nelsen (2006). We calculated the measures a and b for the copulas consid-
ered in Section 2.3.1. For all these copulas the values of a and b for specic
values of Kendall's tau turned out to be very similar. Table 2.3 presents




Table 2.3: Approximate average values of a and b for Frank, Gaussian, FGM,
Gumbel and Clayton copulas with dierent taus.
We now consider copulas that are convex mixtures of other copulas and
violate the PQDness condition only locally instead of globally.
A rst mixture that we study is a symmetric mixture of Frank copulas
(U;V )  0:5  CFrank() + 0:5  CFrank( ): (2.5)
To give some insight in such a mixture of copulas, we present in Figure 2.1
(a) a contour plot of the dierence between such a mixture copula (with40 CHAPTER 2. POSITIVE QUADRANT DEPENDENCE TESTS FOR COPULAS
 = 17:5) and the independence copula. Figure 2.1 (b) depicts a sample
from such a copula. Note that for increasing  one moves further away from
the independence case. The larger  becomes the more concentrated the
observations are along both diagonals. Table 2.4 provides the values of a





















































































































































































































































Figure 2.1: (a). Contour plot of the dierence between the convex mixture of






Table 2.4: Approximate values of a and b for mixture of Frank copula with dierent
thetas.
The parameter values  = 9:5 and  = 17:5 were chosen such that the
values of a are approximately equal to these from the previous models in
Section 2.3.1. The parameter value  = 1:47 serves as a reference to the
case of a single Frank copula with the same parameter (when  was equal
to  0:16). Note from comparing with Table 2.3 that the corresponding b-
values are much smaller than these for the \classical" copulas. As will be
seen from the simulation results, these mixture copulas present a situation
of local violation of the PQD condition that is more dicult to detect. As
such we believe that the `b' measure of PQD-\badness" of a copula is more
appropriate than the `a'-measure.
The simulation results for the mixture of Frank copulas are given in2.3. SIMULATION STUDY 41
Table 2.5. The power results for  = 1:47 are close to the signicance
levels, which suggests that the mixture in this case is hard to distinguish
from the independence case. More informative are the simulation results
for  = 9:5 and  = 17:5. Although there is much more variability in
the simulated rejection probabilities than in the previous study, we again
notice that the mirror type of estimator does not perform well regardless of
the distance, which was also the case for the Gumbel and Clayton copulas.
Regarding the cross-distance analysis it can be concluded, also from these
simulation results, that the tests based on the Anderson-Darling distance
seem to perform best. We can also see that, when compared to the empirical
method, both the bootstrap and the multiplier methods work worse in all
of the cases with exception of the multiplier method combined with the
Kolmogorov-Smirnov distance.
KS CvM AD KS CvM AD KS CvM AD
 =1.47 =9.5  =17.5
E .043 .050 .054 .377 .389 .617 .759 .777 .926
LL .048 .044 .064 .494 .261 .802 .840 .520 .969
MR .050 .050 .049 .094 .108 .106 .152 .153 .163
LLS .049 .050 .052 .494 .276 .571 .809 .578 .880
MRS .049 .050 .048 .491 .269 .527 .810 .561 .853
B .017 .055 .055 .230 .291 .496 .605 .639 .872
M .041 .016 .007 .429 .143 .194 .828 .455 .594
Table 2.5: Simulated rejection probabilities for the mixture of Frank copulas given
by (2.5) with parameters  = 1:47, 9:5, 17:5.
The second example of models is a mixture of the Fr echet-Hoeding
boundary copulas and the independence copula as dened in (1.2). Re-
arranging the components in (1.2) yields
C =  +   (CMardia   ); (2.6)
where CMardia as dened in (1.1) is the original Mardia copula family. Ex-
pression (2.6) reveals the motivation behind this mixture copula { to scale the
dierences between the Mardia copula and the independence copula. Scal-
ing of this dierence does not change the area in the unit square where it is
negative or positive. For  equal to  0:5,  0:2, 0:2, 0:5 respectively there
is 0:125, 0:32, 0:68, 0:875 percentage of the area above the independence
copula function. For comparison the symmetric mixture of Frank copulas
displayed in Figure 2.1 (a) is for half of the area above the independence
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Figure 2.2: Contour plot of the dierence between the extended Mardia copula
given by (1.2) with (;) equal to ( 0:2;11:9444) and the independence copula func-
tion (in (a)) together with a sample from this distribution in (b).
To give some idea of the form of such copulas, we depict a contour plot
of a copula from this family minus the independence copula in Figure 2.2 (a)
together with a sample generated from it in Figure 2.2 (b). The parameter 
in this copula is responsible for the concentration of the observations on the
diagonals. If  is positive then it is more probable to have observations from
the M copula, which concentrates on the [(0;0);(1;1)] diagonal. If  is nega-
tive then more observations come from the W copula, which concentrates on
the [(0;1);(1;0)] diagonal. The parameter  additionally decreases ( > 1)
or increases ( < 1) the probability of having independent observations in
the sample.
Table 2.6 gives values for the a and b measures for the Mardia copula with
dierent parameter values theta. Note that there is no monotonic relation






Table 2.6: Approximate values of a and b for the Mardia copula for dierent theta
values.2.3. SIMULATION STUDY 43
Table 2.9 summarizes the obtained simulation results for some Mardia
copulas. Note that the cases with  =  0:2, 0:2 and 0:5 really represent
dicult to very dicult testing problems. Despite the 0:125 area violation
of PQDness, the deviation from the independence copula is simply too small
for the Mardia copula with parameter 0:5 to be caught by the tests. For
 = 0:2, with the area of violation being 0:32, the powers are mostly below
the signicance level. Yet, these results are not surprising, when compared
to the ones for parameter  0:2. It occurs that the Mardia copula with
 =  0:2 has similar values of a and b as the mixture of Frank copulas with
parameter 1:47, which was hard to be distinguished from the independence
case. This can be Tables 2.4 and 2.6. The area of violation for the Mardia
copula with  =  0:2 is 0:68, which is more than the 0.5 area of violation
for the Frank mixture with parameter 1.47. Thus, the results are expected
to be slightly better for the former case. Comparing Tables 2.5 and 2.9
this indeed seems to be the case. Our tests are thus also more sensitive
to the case of asymmetric copulas (around the independence copula). The
results for the Mardia copula with parameter  =  0:5 can be interpreted
easier after the next simulation part, which incorporates also dierent values
for the  parameter in (1.2) and (2.6). We can already notice however
that in general the bootstrap and multiplier methods work worse than the
empirical one, again with exception of the multiplier method combined with
the Kolmogorov-Smirnov distance.
Overall the results are better for tests based on the Anderson-Darling
distance and the Cram er-von-Mises distance, combined with the shrunken
type of kernel estimators.
Thanks to the construction of the extended Mardia copula via the scaling
factor  in (2.6), it is possible to \adjust"  in order to get a testing model
for which the values of a and b are close to these of the previous analysis.
By doing so we will be able to compare results for these types of mixture
copulas, with local violations of the PQD condition, with copulas for which
there is a global violation of this condition. Table 2.7 lists possible values of
, which give either the same a or b values as for the copulas considered in
Section 2.3.1. It is not possible to obtain all values of a and b for all theta,
because of the constraint 2 < 1.
Table 2.10 contains the simulation results for the extended Mardia copula
in (1.2) with  =  0:5 and various values of . In terms of a (b) the results
for  equal to 0:825 (1:358) can be compared with the results from the study
in Section 2.3.1 in case  =  0:11. The conclusions in terms of possible














Table 2.7: Approximate values of a and b for the extended Mardia given by (1.2)
for dierent values of gamma and theta.
the same.
 = 8:056  = 11:944  = 17:560
KS CvM AD KS CvM AD KS CvM AD
E .396 .542 .710 .742 .897 .965 .978 .999 1
LL .408 .387 .791 .721 .664 .963 .953 .913 .996
MR .256 .285 .281 .440 .491 .487 .711 .755 .751
LLS .427 .396 .657 .745 .712 .903 .965 .946 .992
MRS .425 .394 .565 .744 .702 .849 .963 .945 .989
B .241 .449 .632 .549 .796 .913 .920 .986 .996
M .396 .287 .293 .743 .678 .677 .978 .964 .965
Table 2.8: Simulated rejection probabilities for the extended Mardia copula given
by (1.2) for  =  0:2 and dierent gamma values.
The same analysis has been done for rescaled Mardia copulas with  =
 0:2 and various values for the  parameter. We can see from the results
presented in Table 2.8 that there is the same gradation in test performance























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































.46 CHAPTER 2. POSITIVE QUADRANT DEPENDENCE TESTS FOR COPULAS
2.3.3 Size simulation study for Frank copula
In this section the aim is to investigate the actual size properties of the
proposed tests and to compare these also with the actual size results for the
testing procedures of Scaillet (2005). We therefore focus on the Frank copula,
since this model served for the simulation study of this kind in Scaillet (2005).
In particular we are interested to see how the actual size is inuenced when
the true copula is equal to the independence copula or the true copula has
stronger PQD characteristics.
Results from Table 2.11 suggest that the actual sizes of the tests are
quite good and that the signicance level holds when the copula does not
have too strong PQD-characteristics. Note that for the independence based
methods in the case of a true independence copula (the case  = 0) the dif-
ferences between the signicance level and the actual size can be explained
by the Monte Carlo simulation error. The general tendency when going
deeper into the null hypothesis (i.e.,  taking on positive values) is clearly
visible, since the actual size is decreasing. When getting more and more
into violation of the null hypothesis (i.e.,  taking on bigger negative values)
the power increases. Again here the test based on the local linear estima-
tor combined with the Anderson-Darling distance measure has the worst
performance. This was also noticed from previous simulation results, and
hence the use of this specic test statistic should be avoided. One can also
see that the bootstrap method combined with Kolmogorov-Smirnov distance
and the multiplier method combined with Cram er-von Mises or Anderson-
Darling do not hold the level. Moreover, neither of the considered tests holds
the level for C 2 H0, except for independence based tests in the boundary
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2.4 Applications
We illustrate the usefulness of the testing procedures on three data examples.
A rst example concerns the well-known data set from the insurance market
introduced by Frees and Valdez (1998) and described in detail in Denuit and
Scaillet (2004). The second example is on a data set on life expectancy at
birth. This example is similar to the one in Scaillet (2005) but we use an
updated data set available from Central Intelligence Agency (2008). Finally,
in the last example we investigate the dependence structure between the
Belgian stock index BEL20 and the exchange rate between the currencies
Euro and American Dollar.
2.4.1 Insurance claim data
This data set consists of 1466 uncensored claims (losses) and claims' costs
(ALAE) which are presented together with the corresponding pseudo-obser-
vations in Figure 2.3.
The empirical value of Kendall's tau for this sample is 0:31, which is
relatively high in comparison with our testing procedure's framework in Sec-
tion 2.3. In addition the sample size is much higher than the sample size
200 considered in the simulation study. Thus, we expect to observe some
positive dependence in this data set.
The approximated p-values provided in Table 2.12 conrm that there is
no proof for rejecting the positive quadrant dependency structure between
the data in this example.
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Figure 2.3: Scatterplot of the insurance claim data (a) and plot of the correspond-
ing pseudo-observations (b).2.4. APPLICATIONS 49
KS CvM AD
E .825 1 1
LL .989 .990 .975
MR .812 1 1
LLS .996 1 1
MRS .992 .991 .971
B .989 1 1
M .813 1 1
Table 2.12: Approximated p-values for the data set of losses and losses' costs.
2.4.2 Life expectancy at birth for men and women
This data set consists of estimated life expectancy at birth for men and
women in 223 countries. In Figure 2.4 we can see a high concentration
of pseudo-observations around the positive diagonal, which suggests that
there is strong positive dependence structure. This is also supported by the
empirical value of Kendall's tau which equals 0:86. From the approximated
p-values in Table 2.13 we can indeed see that there is very strong evidence
for not rejecting the positive quadrant dependence. The evidence is even
much stronger here than in the previous example, although here the sample






































































































































































































































































































































































































































































Figure 2.4: Scatterplot of the data concerning life expectancy at birth of men and
women (a) and plot of the corresponding pseudo-observations (b).50 CHAPTER 2. POSITIVE QUADRANT DEPENDENCE TESTS FOR COPULAS
KS CvM AD
E 1 1 1
LL .995 .999 .999
MR .875 .994 .994
LLS .999 1 1
MRS .999 1 1
B 1 1 1
M 1 1 1
Table 2.13: Approximated P-values for the data set of life expectancy at birth for
male vs. female.
2.4.3 The BEL20 index and the EUR/DOL exchange rate
This data set consists of observations on the Belgian stock index BEL20 and
the currency exchange rate EUR/DOL from the period January 2, 2008 till
January 8, 2009, resulting into 259 common observations. Figure 2.5 depicts
the log-returns of the index and the currency exchange rate together with a
plot of their pseudo-observations. In contrast to the previous examples, it is
less clear from the plots whether the data are positive quadrant dependent
or not.
The empirical Kendall's tau value equals  0:06. This suggests that there
is no positive dependence. However, when we look at Table 2.14 then, with
5% signicance level, there is no evidence to reject the null hypothesis, except
in the case of one test. Since this one single case is the case of local linear
estimation with the Anderson-Darling distance measure, it makes sense to
conclude that there is no evidence against positive dependence.
KS CvM AD
E .255 .084 .064
LL .115 .074 .049
MR .099 .086 .087
LLS .144 .081 .084
MRS .143 .081 .061
B .549 .113 .088
M .247 .166 .217
Table 2.14: Approximated P-values for the data set of log-returns of BEL20 vs.
EUR/DOL.2.5. CONCLUSIONS AND FURTHER DISCUSSION 51
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Figure 2.5: Scatterplot of the data of log-returns of BEL20 vs. EUR/DOL (a)
and plot of the corresponding pseudo-observations (b).
The rst two data sets were examples of clear positive quadrant dependence,
with non rejected null hypothesis with very high p-values. In the rst case it
was a matter of strong positive quadrant dependence and large sample size,
and in the second case of very strong positive quadrant dependence and a
moderate sample size.
The third data set presented a less obvious case. In most of the tests we
were close to the signicance level of 5%. The Pearson's Chi-squared test do
not reject that the data come from the  copula.
2.5 Conclusions and further discussion
In this chapter we relied on recently developed copula estimators and on
dierent functional distances to propose well performing testing procedures
for testing the null hypothesis of positive quadrant dependence. We proved
the consistency of the proposed tests and provided a simulation study to
illustrate the nite sample performances on a diverse set of testing prob-
lems, including quite challenging problems. The testing procedures were
illustrated on real data applications.
Other discrepancy measures than the three considered so far can be
thought of. From our extensive study, we nd it worth to report on the
following modications of the Cram er-von Mises (CvM) and the Anderson-52 CHAPTER 2. POSITIVE QUADRANT DEPENDENCE TESTS FOR COPULAS











(uv   ^ Cn(u;v))2
+
uv(1   u)(1   v)
dudv: (2.8)
A selection of simulation results for these alternative distances are pro-
vided in Tables 2.15|2.18, which present parts of Tables 2.2, 2.5, 2.9 and 2.10
extended with the simulation results for the distance measures in (2.7)
and (2.8). Note the considerable improved power for the tests based on
these distances for the classical copulas, as well as the \switch" in perfor-
mance between the bootstrap and multiplier based tests. The multiplier
method gives for CvM2 and AD2 based test statictics comparable powers
to the empirical method for classical copulas, but still has far lower pow-
ers for the mixture copulas. The main ndings from all simulations can be
summarized as follows:
 The use of copula kernel type estimators increases the power of the
testing procedures in particular for Kolmogorov-Smirnov based tests.
For the other test statistics they only lead to slightly higher powers for
\classical" copulas, but can possibly lead to a power loss for \mixture"
alternatives.
 When using the empirical copula estimate (E), the Cram er-von Mises
(CvM) and the Anderson-Darling (AD) based statistics give in all the
cases higher power than the Kolmogorov-Smirnov (KS) based tests in
all considered situations. Note that, the modied distance versions of
these tests lead to considerably higher powers.
 The proposed resampling from an independence copula method seems
to work comparatively with a bootstrap (B) method for classical fam-
ilies of copulas when using CvM and AD and the empirical copula.
For CVM2 and AD2 our method works slightly better. For mixture
copulas our method gives signicantly higher power than bootstrap or
multiplier methods for CvM and AD. The method of resampling from
the independent copula increases the power of KS based tests.
In the simulation study, we obtained much better results for the \clas-
sical" copula families than for the more challenging \mixtures" of copulas.
An issue that we did not discuss is the choice of the smoothing parameter
hn for the kernel estimators. We applied the data-driven method proposed2.5. CONCLUSIONS AND FURTHER DISCUSSION 53
by Omelka et al. (2009), where the bandwidth is selected as a minimizer of
the integrated asymptotic mean squared error of the copula estimator us-
ing the Frank copula as a reference copula. This reference copula is tted
via the empirical Kendall's tau from the data. In the case of non-PQD ex-
amples which are oscillating around the independence copula, the empirical
Kendall's tau is close to zero, and as a consequence the chosen data-driven
bandwidth is very likely large and not very appropriate. This problem de-
serves further research and other methods of bandwidth selection, tailored
also for testing purposes, should be developed.
The testing procedures described in this chapter use Monte Carlo simu-
lation with the independence case as a reference case to obtain the critical
values. Overall these tests outperform tests based on bootstrap or multiplier
techniques.
Another possible approach would be to resample from a non-parametric
copula estimate that satises the null hypothesis. This could lead to in-
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2.6 Proof
Proof of Theorem 2.1. For part (i) we need to prove that, if H0 is true, then
limn P(reject H0)  .
Let  > 0 be xed and consider  > 0 and  > 0, to be specied later on.
Denote
I0 = f(u;v) : C(u;v) = uvg
I
1 = f(u;v) : uv < C(u;v)  uv + g
I
2 = f(u;v) : uv +  < C(u;v)g:
Further, let SA
n denote the test statistic restricted to a subset A  I2 =




nsup(u;v)2A(uv   ^ Cn(u;v))+.
We further distinguish between the cases of the Cram er-von-Mises and
the Anderson-Darling distance measures on the one hand, and the Kolmogo-
rov-Smirnov distance measure on the other hand.
 For the Cram er-von Mises and the Anderson-Darling distance measures
we proceed as follows. For brevity of presentation we only give details
for the Cram er-von Mises distance, the one for the Anderson-Darling









































Recall that GC denotes the limiting Gaussian process of
p
n( ^ Cn   C)
and put c
 := limn c
;n. On I0, C(u;v) = (u;v) and from (2.3)
and (2.4) it can be deduced that the covariance functions of the pro-
cesses GC and G coincide on the interior of I0 denoted by int(I0)
(because of assumption (C1)), which imply that the processes of GC
and G for (u;v) 2 int(I0) have the same distribution. The assump-
tion on @I0 (see (C4)) ensures that zero probability is given to this
set. These considerations justify the passage from integrals involving
GC and dC to integrals involving G and d in the bound of the rst
component in (2.9) below. Therefore, with the help of the weak con-
vergence of the process
p
n( ^ Cn C) and assumption (C4) one obtains,2.6. PROOF 57













C(u;v)   ^ Cn(u;v)
2
+






























=  + 2:
The second component in (2.9) can be bounded for all n suciently















C(u;v)   ^ Cn(u;v)
2
+








+ dC(u;v) > 
!
+   2: (2.10)
The last inequality in (2.10) may be justied as follows. As the limiting















+ dC(u;v)  K2C(I
1); (2.12)
where C is the measure associated with the copula C. Let fk; k 2 Ng






1 = ;. Now, the continuity of a measure (see





1 ) = 0;58 CHAPTER 2. POSITIVE QUADRANT DEPENDENCE TESTS FOR COPULAS
which implies that C(I
1) can be made arbitrary small, and hence the
right-hand side of (2.12) can be made smaller than  by taking  small
enough. This together with (2.11) yields (2.10).
































































































Let fk;k 2 Ng be again a decreasing sequence of positive numbers











Note that Ak  Ak+1 and by the almost sure continuity of the paths of











[ N; where P(N) = 0:2.6. PROOF 59






















Thus the probability on the right-hand side of (2.15) may be, for suf-








































+ 2 =  + 2; (2.16)









  + 3:
The rst equality in (2.16) follows from the fact that according to
the remark after Theorem 2.1, the limiting processes GC and G are
zero on the boundary of [0;1]2, and therefore it suces to look at the
supremum over the set I0 \ int([0;1]2) = I0 \ (0;1)2. Below we show
that for all points of this set it holds that
cu(u;v) = v = u(u;v) and cv(u;v) = u = v(u;v) ; (2.17)
which then implies that the limiting processes GC and G have the
same distribution on I0\ (0;1)2. For proving statement (2.17) suppose
there is a point (u0;v0) 2 I0\(0;1)2, such that for instance cu(u0;v0) <60 CHAPTER 2. POSITIVE QUADRANT DEPENDENCE TESTS FOR COPULAS
v0. Put " = v0 cu(u0;v0). Then by Taylor expansion for a suciently
small  > 0, we have that
C(u0 + ;v0) = C(u0;v0) + cu(u0;v0) + o()
= u0 v0 + cu(u0;v0) + o() < u0 v0 + (v0   "
2)
< (u0 + )v0 = (u0 + ;v0);
which contradicts the null hypothesis of PQD. A similar argument can
be given if Cu(u0;v0) > v0 or Cv(u0;v0) 6= u0. This completes the
proof of (2.17) and the bound for the rst component in (2.14).
The second component in (2.14) can be bounded by  for all n su-
ciently large in an analogous manner as in (2.13).
For part (ii) of Theorem 2.1 we need to prove that, if H0 is false, then
lim
n!1P(reject H0)= 1.
Since it holds that
9(u;v) 2 I2 : C(u;v) < uv;
and because of the continuity of the distances, the test statistic Sn converges
to innity in probability, so
P(SC
n > c





This chapter is based on Gijbels and Sznajder (2011b) and develops further
tests for positive quadrant dependence.
In the previous chapter we tested for PQD in the data focusing on the
characterization (1.9) and testing the null hypothesis
H0 : 8u;v 2 [0;1] C(u;v)  (u;v)
versus
H1 : 9u;v 2 [0;1] C(u;v) < (u;v):
The test statistics were built upon a functional distance between a cop-
ula estimator and the independence copula function . We compared two
approaches to obtain the critical values of such tests. The rst approach re-
lied on approximations of the asymptotic distribution of the considered test
statistic (Scaillet (2005)). The second approach, introduced and studied by
Gijbels et al. (2010), used an approximated nite-sample distribution of the
test statistic under the reference copula distribution . This one turned out
to lead to better performances for the considered tests.
Both existing approaches however do not (fully) exploit the fact that
under the null hypothesis the copula is a PQD copula and satises con-
straint (1.9). In this chapter we introduce a dierent nite-sample approach
6162 CHAPTER 3. CONSTRAINED COPULA ESTIMATION FOR POSITIVE QUADRANT
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to remedy for this general drawback, and compute the critical values of the
tests based on a constrained copula estimation. Specically, we approximate
the distribution of a test statistic for a copula distribution from the null set,
which also resembles the copula shape given by the data. We propose two
dierent ways to do this. The full exploitation of the null hypothesis leads
to improved testing procedures. The key issue is to resample from a con-
strained copula estimation. This issue appears to be a real challenge since:
(i) most non-parametric copula estimators are no real copulas themselves
(i.e., are not satisfying all requirements for a copula function) and the same
holds for constrained copula estimators; (ii) it is not clear how to resample
from a constrained copula estimator. In this chapter we deal with these two
challenges.
This chapter is organized as follows. In Section 3.2 we discuss exist-
ing methods for the PQD testing and motivate the introduction of the new
methods. In Section 3.3 we describe the new testing procedures and their
properties. Section 3.4 contains the results of a simulation study that in-
vestigates the nite-sample power and size performances of the proposed
new methods and compares them with the performances of existing testing
procedures. In Section 3.5 the PQD testing procedures are applied to the
Danish re insurance data. Finally, Section 3.6 gives some conclusions and
further discussions.
3.2 Testing for PQD
Recall that Scaillet (2005) investigates the asymptotic distribution of the
test statistic, built upon the Kolmogorov-Smirnov distance and relies on the





manian et al. (2004)), which is also extensively used in goodness-of-t tests
for copulas (see Genest et al. (2009b) and Kojadinovic and Yan (2011)). This
process converges to a centered Gaussian process whose covariance structure
not only depends on the values of the copula itself, but also on its partial
derivatives. To approximate this limiting distribution the so called boot-
strap and multiplier methods are used. Eventually, the obtained resampled
process is used to approximate the limiting distribution of the test statistic
and to compute the critical value for the test.
A dierent approach was proposed in Chapter 2 and was based on a
reference copula. There, instead of approximating the asymptotic distribu-
tion of a test statistic, the critical values are obtained by approximating the
nite-sample distribution of the test statistic under the null hypothesis from3.3. CONSTRAINED COPULA ESTIMATION AND PQD TESTING 63
a reference copula distribution. A natural candidate for such a reference
distribution in the PQD testing problem is the independence copula , as
it is the boundary element in the null set. The procedure was to randomly









i ) iid  and used them
to calculate the corresponding test statistic values fS(k)
n;gN
k=1, which then
lead to an approximation of the distribution of the test statistic under 




n;;N(1   ); (3.1)
where F 1
S
n;;N is the empirical quantile function built from fS(k)
n;gN
k=1. We
shall drop the superscript N from the critical value notation, as the approx-
imation error can be reduced by increasing N. Obviously, this approach is
not fully exploiting the null hypothesis setting, since it makes reference to
one particular element (namely ) in H0.
Both existing approaches have a drawback. In the rst approach, the
asymptotic test statistic distribution is not approximated under the null hy-
pothesis. This leads to a rather low power, as was noticed in the simulation
study in Section 2.3. In the second approach, although the test statistic
distribution is approximated under the null hypothesis, it does not take the
data into account in the approximation process, since the same reference 
is always used. The methods proposed in Section 3.3 try to deal with these
drawbacks, by obtaining a test statistic distribution under the null hypothe-
sis, which also takes into account the fact that a copula can violate the PQD
condition only on a subset of the unit square. This requires a constrained
copula estimator and a resampling procedure. In the next section we explain
how we deal with these issues.
3.3 Constrained copula estimation and PQD test-
ing
The PQD testing procedure proposed here consists of two parts: a con-
strained copula estimation and a resampling process.
A PQD-constrained copula estimator should yield a consistent estimator
under the null hypothesis and a PQD copula under the alternative. In the
literature, Ebrahimi (1993) described a procedure of reweighting the empiri-
cal copula estimator to create a PQD-restricted estimator on a grid of points
built on the observation points. This estimator requires however solving a64 CHAPTER 3. CONSTRAINED COPULA ESTIMATION FOR POSITIVE QUADRANT
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constrained high-dimensional minimization problem (with n2 parameters),
which even for a moderate sample size is rather unfeasible, and therefore
will not be further discussed here.
A general resampling process from a copula requires nding a conditional
distribution of one variable given another, as expressed in Theorem 1.2. As
the partial derivative of any copula function exists almost everywhere, the re-
sampling can be done according to Algorithm 1.1. This very general method
allows for a similar resampling procedure as in the -reference case (that
uses (3.1)) to obtain the critical values, yet where S
n comes not from the
 distribution, but from a PQD copula distribution shaped by the original
sample.
In the following parts we propose two such nite-sample procedures: a
reference to a constrained non-parametric estimation and a reference to a
parametric copula family with a PQD-constrained estimation within that
family.
3.3.1 PQD-constrained non-parametric estimation
If we have a smooth PQD-constrained non-parametric copula estimator, then
we can directly resample from it by using Algorithm 1.1. However, if we do
not have such an estimator, then we can rst get any PQD-constrained
copula estimator and possibly smooth it to obtain the partial derivative.
The idea is to obtain a PQD copula estimator which will converge to a
PQD copula, which is closest, in some sense, to the true underlying copula.
We obtain this by dening an operator from the set of copula estimators
into the subset of PQD copula estimators, and which is invariant on this
subset (i.e., if the copula estimator is PQD then the operator does not alter
the estimator). We start by motivating such an operator on the level of
theoretical copula functions.
Theoretical motivation
Let us consider the following operator on the set of copulas
C+ = max(C;); (3.2)
where the maximum is taken pointwise. The resulting function is a bivari-
ate function on the unit square, but which is not necessarily a copula. In
Proposition 3.1 we present some special cases when C+ is indeed a copula
function.3.3. CONSTRAINED COPULA ESTIMATION AND PQD TESTING 65
Proposition 3.1. Let C be a copula function.
1. If C is a PQD copula, then C+ is also a PQD copula.
2. If C+ is a copula, then it is also a PQD copula.
3. Denote by IC = f(u;v) 2 [0;1]2 : C(u;v)  (u;v)g and let @IC be the
boundary of this set, and C+ the measure on the unit square generated
by C+ (originating from the C+-volumes of rectangles). Then we have,
that if C+(@IC)  0, then C+ is a copula.
Proof. The rst two points in Proposition 3.1 follow immediately from de-
nition (3.2).
The third point comes from the fact that, if C+ is not a copula, then it
also does not dene a proper probability measure on the unit square, specif-
ically C+ is a signed measure. Furthermore, the only negative mass can be
contained in @IC. So excluding this to happen ensures that C+ is indeed a
copula.
The rst two points of Proposition 3.1 provide in fact crucial features for
the constrained estimation. Firstly, if C is already a PQD copula, then we
want C+  C, which is the case. Secondly, if C+ is a copula, then it is the
closest copula to C among the PQD copulas, i.e.,
8  C 2 C+ jjC   C+jjLp([0;1]2)  jjC    CjjLp([0;1]2) ; (3.3)
where C+ is the set of all PQD copulas, p  1, and, where kkLp(A) denotes
the Lp norm on the set A. Indeed, as
ZZ
IC
jC(u;v)   C+(u;v)jpdudv = 0 
ZZ
IC












jC(u;v)    C(u;v)jpdudv ;
statement (3.3) follows.66 CHAPTER 3. CONSTRAINED COPULA ESTIMATION FOR POSITIVE QUADRANT
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The third point in Proposition 3.1 describes a broad class of copulas for
which the + operator gives a valid copula. One special example of copulas
such that C+(@IC) = 0 is the collection of copulas for which @IC consist of
intervals orthogonal to the axes and C(@IC) = 0.
For the remaining copulas, for which C+ is not a copula, we extend the
+ operator to an operator ++ and conjecture for this that it gives a copula
that is \almost" PQD. The ++ operator will be based on the increasing
rearrangement technique, described in Denition 1.7, adapted to our case.






Then let us apply the monotone rearrangement technique to it
e c+












is a bivariate distribution function on the unit square, such that
e C+  (U; e V ); (3.7)





x (v)dx = e C+(1;v): (3.8)
Thus, then there exists a unique copula CU;e V (denoted by C++)




Note that if C+ is a copula, then c+
u (v) is just its conditional distribution
function, like in Theorem 1.2. Thus it is a non-decreasing function and
according to Proposition 1.7 (c) e c+
u  c+
u for all u and as a consequence
C++  C+.
Further we can see that e C+, dened in (3.6), is a proper bivariate distri-
bution function even if C+ is not a copula (and hence c+
u is not necessarily
non-decreasing). Indeed, the transformation  is continuous on L1([0;1]).3.3. CONSTRAINED COPULA ESTIMATION AND PQD TESTING 67
Moreover, it is unaected by changing function values on sets with zero
Lebesgue measure. Hence, e c+
u (v) is well dened everywhere. For notational
correctness we can dene c+
u (v) to be equal to cu(v), whenever the former
does not exists from the denition (3.4).
Moreover, e C+ lies in some sense closest to C+ according to Proposi-
tion 1.7 (d). More precisely, let H denote the continuous bivariate distribu-
tion function with the rst marginal being uniformly distributed and with no
mass on the boundaries of the unit square which is \closest" to C+ function.
Then, by applying rearangement technique, e C+ is \closer" to H, than H
is to C+.
Proposition 3.2. If H is any continuous bivariate distribution function on
the unit square with the rst marginal being uniformly distributed and with
no mass at the boundaries of the unit square, then
jj e C+   HjjL1([0;1]2)  jjC+   HjjL1([0;1]2):
Proof. (Reductio ad absurdum) Suppose that
jj e C+   HjjL1([0;1]2) > jjC+   HjjL1([0;1]2)
and the supremums are realized in respective points (u1;v1) and (u2;v2).
Thus,
je C+(u1;v1)   H(u1;v1)j > jC+(u2;v2)   H(u2;v2)j
 jC+(u1;v1)   H(u1;v1)j:
Let us assume, for example, that e C+(u1;v1) > H(u1;v1) and H(u1;v1) 
C+(u1;v1) and dene functions f(u) = e C+(u;v1)   H(u;v1) and g(u) =
C+(u;v1)   H(u;v1). Then it follows that f(u1) > g(u1)  0 and also
f(0) = g(0) = 0, which implies that there exist a value u3 such that
f0(u3) > g0(u3) > 0:
This contradicts Proposition 1.7 (d).
Note that this proposition holds also for H being a copula function.
Thus, if we denote by C the copula function which is the closest to C+,
then








































































Figure 3.1: Contour plots. (a): for    CmF; (b): for    C
++
mF.
We provide an example to explain the procedure and to further support
the reasoning behind the conjecture. Let us look at a mixture of two Frank
copulas (see Section 1.2.2 for the denition of a Frank copula). Specically,
CmF = 0:6CFrank(10) + 0:4CFrank( 15):
In Figure 3.1(a) we depict contour plots of the dierence between the 
copula and CmF. The CmF copula is clearly not PQD. In Figure 3.1(b)
we present the dierences between the  copula and the transformed cop-
ula C++
mF. Note that everywhere we have negative values (except at the
lower-right corner where the dierences are of negligible orders such as 10 4
and 10 5). The transformed copula C++
mF is much closer to being PQD,
specically the positive hills in the upper-left and lower-right corners have
diminished almost completely.
In Figure 3.1 we also indicate with a grey vertical line a u-section for
which we depict the partial derivatives cmF;u(v), c+
mF;u(v) and e c+
mF;u(v) in
Figure 3.2(a). This gure clearly illustrates the monotone rearrangement
technique applied to our context. Figure 3.2(b) contains an approximation of
v  e GmF(v) from (3.8), which suggests that e VmF from (3.7) has a distribution
close to the uniform one.
Estimator formulation
If ^ C is a smooth consistent copula estimator, then ^ C++ is a PQD-constrained
non-parametric copula estimator.3.3. CONSTRAINED COPULA ESTIMATION AND PQD TESTING 69


































































Figure 3.2: (a). Partial derivatives cmF;u(v) (dotted curve), c
+
mF;u(v) (dashed
curve) and e c
+
mF;u(v) (solid curve); (b). The dierence v   e GmF(v).
For a non-smooth copula estimator, e.g., the empirical copula estimator,
the estimation procedure requires an additional step of pre-smoothing, so
that (3.4) is well dened. For simplicity of notation we will still denote such
an operator as ++, e.g., C++
n will denote a PQD-constrained non-parametric
copula estimator based on the empirical copula estimator (but with pre-
smoothing step).
For the pre-smoothing step, we propose an approach by means of local
polynomial techniques. The idea is to approximate the empirical version of
the surface (3.2) on a grid and smooth it out, as described in Section 1.2.3.
The number of grid points has to depend on the sample size, but for sim-
plicity of presentation we drop this dependence on n from the notation.




n (ui;vj) i;j = 1;:::;m ;
(ui;vj) i or j 2 f0;m + 1g:
In other words ci;j is equal to the empirical PQD surface (3.2) in the interior
of the unit square and to the true values on the boundary of it, according to
Proposition 1.2 (b).70 CHAPTER 3. CONSTRAINED COPULA ESTIMATION FOR POSITIVE QUADRANT
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The validity of the procedure is expressed in Theorem 3.1.
Theorem 3.1. If m ! 1, h1;h2 ! 0, m2h1h2 ! 1, m2h1h2=
p
n ! 0 for
n ! 1 and some regulatory conditions on the kernel k are fullled such that
the smallest eigenvalue of X0WX is bounded from below for suciently large
m, then ^ c+
u (v) is an asymptotically consistent estimator of c+
u (v), whenever
the latter exists.
Proof. (Sketch). The elements of the vector Y can be written as






































As (X0WX) 1 is bounded and X0WE"n, and X0WE("n"0
n)WX con-
verge to zero this concludes the proof.
In our case the regulatory conditions could be that the kernel function
k is bounded and has support on [0;1], which is fullled, for example, by
Epanechnikov kernel.
Once a smooth estimator of c+
u (v) is obtained we can apply transfor-
mations (3.5), (3.6) and (3.9) to obtain a complete non-parametric PQD-
constrained copula estimator C++
n .
Note that one can use any other consistent estimator, instead of taking
the empirical copula estimator, and that one can use any smoothing tech-
nique that consistently approximates the partial derivative, instead of the
local linear smoothing technique.3.3. CONSTRAINED COPULA ESTIMATION AND PQD TESTING 71
It is also important to note that, for the purpose of resampling from a
constrained estimator, it suces to nish the estimation procedure on trans-
formation (3.5). In other words, e c+
u is enough to obtain pseudo-samples from
C++, as pseudo-observations are rank based, thus invariant to the proba-
bility transformation. However, e ^ c
+
u (the monotonized ^ c+
u ) does not always
have to be a valid cumulative distribution function on the unit interval, as
opposed to its theoretical counterpart. Therefore, it is often necessary to
apply a linear transformation to e ^ c
+
u














Having an estimate of a partial derivative surface e e ^ c
+
u (v), we can apply the
standard approach in Algorithm (1.1) to generate bivariate samples which
are approximately e C+-distributed. Such generated samples are then used
to approximate the distribution of the test statistics and consequently the






n;C++ is the (empirical) quantile function of S
n;C++, which is based
on a resampled sample of size N from approximately C++.
This constrained non-parametric approach can be seen as completely op-
posed to the -reference approach in terms of the resampling distribution.
In the rst case, the resampling distribution is a data-driven PQD-adjusted
distribution, whereas in the second one, it is set to a xed reference distribu-
tion. Since these are two extreme approaches, it is of interest to investigate
an \intermediate" approach. Such an \intermediate" approach, based on a
parametric copula family, is discussed in the next section.
3.3.2 PQD-constrained parametric estimation
Consider a parametric copula family C with a parameter space , which
might be of (a priori) interest to a researcher. If this family includes at least
a nonempty subset of PQD copulas C+  C, we can t a copula from that
subset to the data and obtain a reference distribution for the resampling
procedure and the critical values in a similar way as in (3.1).
For generic reasons, the subset C+ can be of an arbitrary content as well
as the copula family C. Yet it is reasonable to have a family C that includes72 CHAPTER 3. CONSTRAINED COPULA ESTIMATION FOR POSITIVE QUADRANT
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a broad spectrum of PQD copulas ranging from the independence copula 
up to the Fr echet-Hoeding upper bound copula M.
We consider here two examples of such copula families C coming from
a class of one parametric Archimedean copula models introduced in Sec-
tion 1.2.2, namely Frank and Clayton copula families. These examples of
copula families have several convenient features. One of them is that there
exists a bijection between the parameter  and the Kendall's tau association
measure, dened in Denition 1.10, which gives for these two copula families
(see Nelsen (2006))

















This allows for a simple estimation method, based on the inversion of the
empirical Kendall's tau n dened in Denition 1.9.
n =  1(n): (3.10)
Another important feature of these examples of copula families is that
they are positively ordered with respect to the concordance order, i.e.,
1  2 =) C1(u;v)  C2(u;v) 8u;v 2 I : (3.11)
As a consequence, it means that for both example families, C+ is charac-
terized by the parameter subset + = [0;1]. Furthermore, the constrained







Lastly, both families are comprehensive, i.e., they reach from the lower
to the upper Fr echet-Hoeding bounds passing through . Thus, they are
able to model the span of the dependency structure. They are however,
as every Archimedean copula, symmetric, which might be a limitation for
certain data examples. This is, among others, explored in the simulation
study in Section 3.4.
It is important to note that we give expressions (3.10) and (3.12) only
as an example of a parametric PQD-constrained copula estimation. They
originate, however, from a general idea that having any consistent estimator
^ n of the parameter  we can construct a constrained estimator from it by




+ 2 + : L(C^ n;C+)
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where L is a functional distance, e.g., L2
 
[0;1]2
. This approach is a special
(parametric) case of the general concept of constrained projection estimators,
see e.g., Fils-Villetard et al. (2008) for an application in constrained extreme-
value copula estimation. Note also that in the non-parametric setting the
+ operator (3.2) is a projection operator, yet not onto the set of the PQD
copulas. The ++ operator was dened as a step to correct for that.
Eventually, in Proposition 3.3 we state the theoretical requirement for
the resampling procedure to work. Please note, that we present the result
for a general situation of having a projection estimator. This requires the
co-domain to be closed and convex, which is the case for PQD copulas.
Proposition 3.3. Let CX;Y = C0 and 0 2 +. If ^  is a consistent es-





@u if the latter is continuous in 0.
Proof. The proof follows from the continuity of a projection operator.
Note that if the rst order partial derivative of C is continuous on the
whole unit square, then
@C^ +(u;v)
@u is a uniformly consistent estimator. This
is the case for the Frank and Clayton copula families.
3.4 Simulation study
A Monte Carlo simulation study is conducted to investigate the nite-sample
power performance of the proposed testing procedures. Several copula func-
tion models are considered. The sample size is 200, the number of samples
used for approximating the power is 1000 and for each sample another 1000
samples are drawn to approximate the p-value. The signicance level is set
to 5%. In the non-parametric approach the number of grid points is obtained
from m = 14 and we use bandwidths h1 = h2 = 1:5=m. The considered cop-
ula functions are partially taken from the simulation study in the previous
chapter for comparison reasons. The simulation study is performed on the
K.U.Leuven cluster vic3 with the usage of R software (R Development Core
Team (2011)), in particular the copula R package (Yan (2007)).
We compare the performances of three testing procedures:
non-parametric: the proposed non-parametrically built testing pro-
cedure of Section 3.3.1;
parametric: the proposed parametrically built testing procedure of
Section 3.3.2 using two dierent parametric reference copula families
(a Frank family and a Clayton family);74 CHAPTER 3. CONSTRAINED COPULA ESTIMATION FOR POSITIVE QUADRANT
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-reference: the -reference built testing procedure from Chap-
ter 2.
Power results
The rst two considered copula examples in the simulation study are a Frank
copula with parameter  1 and a Clayton copula with parameter  0:2. In
both cases such parameters give a value of Kendall's tau equal to  0:11,
which reects a mild negative dependence. Tables 3.1 and 3.2 summarize
some important characteristics for the copula models appearing in this sim-
ulation study.
copula parameter values  2fC  g
Frank  =  1  0:11 0
Clayton  =  0:2  0:11 0
mFrank I (1;2;) = (9:5; 9:5;0:5) 0 0.50
mFrank II (1;2;) = (10; 15;0:6) 0.11 0.69
asym. cop. (1;2) = ( 0:12;8:3)  0:02 0.38
Table 3.1: Characteristics of copulas examples in the simulation study.
Note that for these rst two examples, referring to (3.11), the true un-
derlying copula C always lies below the  copula, so it represents an NQD
structure. In the last column of Tables 3.1 and 3.2 we indicate the propor-
tion of the surface of [0;1]2 on which a copula C lies above the  copula.
We denote by 2(A), with A  [0;1]2, the Lebesgue measure of the set A.
In these two examples of NQD, because of the considered constraint
in the copula estimation process, both the non-parametric and parametric
approach asymptotically yield the  copula as the resampling distribution
(see also Figure 3.3 for the density of the parameter estimates for the 1000
simulations). We thus expect that the power performance will be comparable
to that for the -reference approach. This is indeed observed in Table 3.3,
that presents the proportion of times out of 1000 that the testing procedure
rejects the null hypothesis of PQD.
Now let us discuss copula examples which are elements of the extended
Mardia copula family, as dened in (1.2).
For the parameters (;) = ( 0:5;1) we again obtain theoretical Kendall's
tau close to  0:11. This copula is neither PQD nor NQD. It lies above the
 copula only in 12:5% of the unit square region. For the CvM and AD
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when compared to the parametric models as well as to the -reference ap-
proach. However, for the KS distance-based test statistic, the non-parametric
method works best. Moreover, the overall power is bigger when compared
to the rst two examples.
The next two parameter sets for (;), namely ( 0:5;0:825)
and ( 0:2;8:056), yield theoretical Kendall's taus equal to  0:09 and  0:10
respectively. In Table 3.2 we summarize characteristics for the three Mardia
copula examples considered, where the weights ! were dened in (1.2).
copula (;) !W ! !M  2fC  g
Mardia ( 0:5;1) 0.187 0.750 0.063  0:11 0.125
eMardia I ( 0:5;0:825) 0.155 0.794 0.051  0:09 0.125
eMardia II ( 0:2;8:056) 0.193 0.678 0.129  0:10 0.32
Table 3.2: Characteristics of the Mardia mixture examples.
The second set of parameters ( 0:5;0:825) diminishes the impact of the
boundary copulas in the Mardia copula and magnies the impact of the 
copula (see Table 3.2). Thus, it makes the violation (from PQD) harder to
detect, leading to a decrease of the power performance overall when com-
pared to the previous Mardia example.
The third set of parameters ( 0:2;8:056) yields a copula which lies in
32% of the unit square region above the  copula. This set of parameters
decreases the impact of the  copula in the mixture (see Table 3.2). From
Table 3.3 we see that for the KS- and CvM-based test statistics the power
is further decreased. In this situation the non-parametric approach works
better. Note that the largest gain in power is obtained when using the
AD-based test statistic.
Now let us analyze copula examples which are mixtures of two members
of the Frank family
CmFrank
1;2; = CFrank
1 + (1   )CFrank
2 :
For the rst set of parameters (1;2;) = (9:5; 9:5;0:5) the theoret-
ical Kendall's tau is zero and half of the copula function lies above the 
copula (see also Table 3.1). Thus, among the considered examples this one
is the most dicult one to detect for the -reference approach. The non-
parametric approach works similarly to the other non-NQD cases, except for
the CvM distance, which gives clearly smaller power than in the other cases.
The parametric approach yields even more power than the non-parametric
one.76 CHAPTER 3. CONSTRAINED COPULA ESTIMATION FOR POSITIVE QUADRANT
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KS 0.608 0.599 0.599 0.599
CvM 0.695 0.702 0.704 0.704
AD 0.706 0.705 0.709 0.709
C = Clayton( 0:2)
KS 0.573 0.551 0.551 0.551
CvM 0.723 0.715 0.723 0.723
AD 0.795 0.775 0.783 0.783
C = Mardia
KS 0.636 0.614 0.615 0.615
CvM 0.775 0.772 0.779 0.779
AD 0.856 0.849 0.855 0.853
C = extended Mardia I
KS 0.465 0.460 0.460 0.461
CvM 0.615 0.613 0.619 0.619
AD 0.709 0.699 0.710 0.710
C = extended Mardia II
KS 0.440 0.400 0.414 0.412
CvM 0.596 0.546 0.561 0.560
AD 0.769 0.709 0.754 0.750
C = mixture of Frank I
KS 0.457 0.357 0.580 0.522
CvM 0.499 0.366 0.653 0.607
AD 0.739 0.600 0.896 0.899
C = mixture of Frank II
KS 0.317 0.138 0.945 0.859
CvM 0.386 0.086 0.986 0.974
AD 0.642 0.330 0.994 0.995
C = asymmetric copula (3.13)
KS 0.386 0.277 0.327 0.313
CvM 0.320 0.218 0.259 0.251
AD 0.500 0.351 0.426 0.433
Table 3.3: Power performances of the three methods for a selection of copula
models. The highest proportion per row is indicated in bold.3.4. SIMULATION STUDY 77
The second parameter set (10; 15;0:6) yields a copula which lies in 69%
of the unit square region above the  copula and has the theoretical Kendall's
tau close to 0:11. Thus, in comparison to the previous copula this copula
is a bit more dicult to distinguish from a PQD copula. Therefore, on the
one hand, we can observe a decrease in power in the non-parametric and -
reference approaches, yet the loss is much lower in the non-parametric case.
On the other hand, because the parametric models are built on the estimated
Kendall's tau, the parametric resampling produces samples coming from
copulas deep into the null hypothesis, so the power increases in this approach.
Finally, to illustrate that a good choice of the parametric model for re-
sampling is inuential while testing for PQD, we present an example of an
asymmetric copula based on the construction of copulas with quadratic sec-
tions as dened in Proposition 1.6.
In this simulation study we use
 (v) = 1(1   v2)sin(v2) (3.13)
with the parameters (1;2) = ( 0:12;8:3), which gives a copula with the-
oretical Kendall's tau around  0:02 and lying in almost 38% of the unit
square above the independence copula (see also Table 3.1). In this example
we clearly see, from Table 3.3, that the non-parametric method works best.
The parametric models also work better than the -reference approach.
Overall, the proposed non-parametric and parametric built testing pro-
cedures behave in the same way as the -reference approach in case of the
NQD copulas (the rst two examples). The more complex the dependence
structure the better the non-parametric approach works, as can be seen in
the examples of the extended Mardia II and the asymmetric copulas. Fur-
thermore, the parametric approach of Section 3.3.2 is always better than the
-reference approach. As for the cross-distance analysis, the non-parametric
approach improved the performance of the KS-based test statistic, yet overall
the advisable choice is the AD-based test statistic.
Finally, we provide Figure 3.3 to give more insight into the results of
the parametric approach, seen from Table 3.3. In Figure 3.3(a), we depict
approximated densities of the unconstrained parameter estimator ^ n (based
on the 1000 parameter estimates from the 1000 simulations) for a selection of
the considered copula examples under the copula reference model C = Frank.
Similar (not presented here) shape formations were captured under the cop-
ula model C = Clayton. We also do not include the examples with true
copula C = Clayton, Mardia and extended Mardia I, as the estimated den-
sities are similar to the case C = Frank( 1). We include instead two PQD78 CHAPTER 3. CONSTRAINED COPULA ESTIMATION FOR POSITIVE QUADRANT
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copula model examples for comparison:  and Frank(0:5). In Figure 3.3(b),
we present the approximated densities of the AD-based test statistic for the
corresponding copula examples. Additionally, we indicate the 0:95 quantile
under the  distribution.
From Figure 3.3(a) one can note that the density of the estimated pa-
rameter values for the mixture of Frank I lies symmetrically around zero, but
it is much wider than the one for the  copula. Moreover, the test statistic
distributions are very dierent, as is seen from Figure 3.3(b). Although,
during the simulations we observe test values coming from the at dashed
density (mixture of Frank I), we compare them with the density for the 
copula (the dotted short-dashed line). When the true copula is a Frank(0:5),
the density of the test statistic even gets more concentrated around zero, and
takes on values closer to zero for parameter values larger than 0:5. The sit-
uation for the mixture of Frank II is comparable to that for the mixture of
Frank I. Here the density of the parameter estimates lies even more to the
right than for Frank(0:5), but the test statistic density stays at in compari-
son to the one coming from Frank(0:5). This explains the high power results
of the parametric models in the examples of the mixture of Frank copulas.
The other observation is that for the asymmetric copula model the den-
sity of the parameter estimate is very similar to the one for the  copula,
but shifted slightly to the negative side. There is still a high percentage of
positive parameter estimates as in the example of mixture of Frank I, yet the
test statistic density is again very dierent. It is narrower and concentrated
closer around zero. This explains the discrepancy in power between the two
examples.3.4. SIMULATION STUDY 79

























































Figure 3.3: (a). Densities of the parameter estimates (C = Frank); (b). Densities
of AD test statistics (with indicated 0:95 quantile under  copula).80 CHAPTER 3. CONSTRAINED COPULA ESTIMATION FOR POSITIVE QUADRANT
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Size study
Keeping the size of the test occurs to be impossible for some PQD copulas
in the considered PQD testing setting. Indeed, any of the described test
statistics converges to zero (degenerately) when the true copula lies entirely
above the  copula. One could consider PQD copulas which have a common
(measurably non-zero) part with the  copula or a subset of PQD copulas
\asymptotically close" to the  copula, e.g., C    o
 
n 
. Both of these
considerations are beyond the scope of this chapter.
Nevertheless, we present nite-sample performances for two examples of
PQD copulas coming from the Frank and Clayton families with theoreti-
cal Kendall's tau equal to 0:05. Table 3.5 contains results for sample sizes
200, 1000 and 3000. The results for the non-parametric and -reference ap-
proaches for the larger sample sizes were all equal to zero, and hence are not
included in the table. Moreover, as the Clayton copula has heavier tails than
the Frank one, we see that the results when using the parametric reference
model C = Clayton are smaller than the results for the model C = Frank.
Lastly, Table 3.4 shows that all of the testing approaches approximately
hold the level for nite-sample sizes when the true copula is the  copula.




KS 0.047 0.042 0.045 0.044
CvM 0.046 0.050 0.050 0.050
AD 0.050 0.050 0.050 0.050
n = 1000
KS 0.057 0.045 0.048 0.048
CvM 0.053 0.056 0.057 0.056
AD 0.066 0.056 0.057 0.057
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3.5 Danish re insurance data
The Danish re insurance data set consists of 2167 claims over 1 million
Danish Krone (DKK) on re insurance in Denmark in the years 1980 to
1990. There are three types of claims referring to losses in buildings (B),
their content (C) and prot they generated (P). The multivariate Dan-
ish re insurance data are publicly available at http://www.ma.hw.ac.uk/
~mcneil/data.html. In a univariate setting the sum of three variables has
been studied in Embrechts et al. (1997), McNeil (1997) and Scaillet (2004).
We consider only positive claims in all three variables, which reduces the
sample size to 517. Figure 3.4 provides pairwise scatter plots of the observa-
tions (a) (restricted to the [0;5]2 region, for a good visual impression of the
relations in the observed data) and all pseudo-observations (b). Figure 3.4
(c) presents the level plots of the estimated copula function minus the in-
dependence copula function. The violation regions, colored in dark green,
are clearly visible in the left plot. They are rather small in the middle plot
and are not present in the right plot at all. Moreover, Table 3.6 contains
summary statistics of this reduced data set and we can see that the data are
highly positively correlated, but to answer the question if a pair is PQD we
employ the proposed testing procedures.
building content prot
Min. 0:0482 0:0254 0:0041
1st Qu. 0:8377 0:2903 0:0964
Median 1:2816 0:6030 0:2451
Mean 2:1592 2:3712 0:8572
3rd Qu. 2:1104 1:5241 0:6401
Max. 95:1684 132:0132 61:9327
Table 3.6: Summary statistics for the Danish re insurance data.
Table 3.7 contains estimates of Pearson's correlation coecient, Kendall's
tau and the univariate parameter of the Frank copula family, revealing that
the dependence is strongest between the variables content and prot.
For illustration purposes and according to our recommendations from
the simulation section, we present results only for the AD-based tests. The
p-values in Table 3.8 suggest that we strongly reject the null hypothesis of
PQD for the (B;C) pair for all the tests. It is most likely the eect of the gap
in (pseudo-)data in the lower-left range region. The estimate of the copula in
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Figure 3.4: Danish re insurance data. (a): observations (restricted to [0;5]2
region); (b): pseudo-observations; (c) level plots of estimated C   .
condition. Moreover, next to the concentration of the pseudo-observations
towards the upper-right corner of the unit square, there is a visible increased
denseness towards the upper-left direction, which also proves against PQD.84 CHAPTER 3. CONSTRAINED COPULA ESTIMATION FOR POSITIVE QUADRANT
DEPENDENCE TESTING
(B;C) (B;P) (C;P)
Pearson's cor.coef. 0:6269 0:7910 0:6174
Kendall's tau 0:1172 0:2009 0:4620
^ n 1:0669 1:8699 5:0853
Table 3.7: Estimates of selected parameters.
(B;C) (B;P) (B;C)
u;v > 0:2
non-parametric 0 0.0217 0.7158
-reference 0.0004 0.2706 0.9998
parametric (C=Frank) 0 0 0.9997
Table 3.8: Estimated p-values for the proposed tests based on the AD-distance.
Concerning the second pair of variables (B;P) there is not as much
agreement between the results of the three tests. The -reference test gives
no evidence to reject the null hypothesis and the other two tests reject it.
In the scatter plot of the pseudo-data for this pair of variables we also see
a concentration of points towards the upper-left corner as in the rst pair.
This is probably enough for the non-parametric method to catch it. For
the parametric method this eect is even amplied by a high value of the
empirical Kendall's tau.
For the third pair (C;P) the test statistic occurs to be equal to zero, thus
any distribution of the test statistic is uninformative and thus the resampling
process is unnecessary. We naturally do not reject the null hypothesis.
It occurs that the (B;C) and (C;P) pairs are presumably easily decided
upon. The (B;P) pair, although much more PQD-looking, still does not
follow a PQD structure in our view.
The PQD structure is a global feature of a copula. Specically in the
considered example, practitioners might be interested in testing for a local
shape of the structure, e.g., for the (B;C) pair the underlying copula might
lie signicantly above the  copula in the region where (for example) u;v >
0:2. Our tests can be easily modied to check that, simply by restricting
the integration in the test statistic to the particular local region, for example
(u;v) 2 (0:2;1]2. We carried out this local tests for (B;C) pair and report on
the resulting p-values in the last column of Table 3.8. Note, that restricting
the region results in not rejecting the null hypothesis by any of the methods.
This result nicely complement our former analysis of the (B;C) pair on
whole the region.3.5. DANISH FIRE INSURANCE DATA 85
Finally, we mention that the PQD condition extends to higher dimensions
(X1;:::;Xd) in a form of
 Positive Lower Orthant Dependence (PLOD)




 Positive Upper Orthant Dependence (PUOD)




 Positive Orthant Dependence (POD): when both PLOD and PUOD
hold.
In higher dimensions one is, of course, facing the curse of dimensional-
ity: there is a need for larger data sets to ll the gaps in the space. Apart
from this, it is straightforward to extend the -reference and the parametric
reference model approach to higher dimensions. The extension of the pro-
posed non-parametric approach to higher dimensions is more tricky, since
the method requires computing higher order partial derivatives, which are
necessary to estimate the conditional distribution functions, i.e., similarly as
in Theorem 1.2,
U2 = C 1





(T2) =) (U1;U2;U3)  C;
where (U1;T1;T2) iid U[0;1] and cu1;u2(u3) denotes the second order partial
derivative of C(u1;u2;u3) with respect to u1 and u2. This demands exten-
sive computational resources. Table 3.9 contains p-values of the tests applied
to all the 3 variables. We can see that the -reference and the parametric
approaches lead to dierent conclusions. The non-parametric approach re-
jects both PLOD and PUOD, whereas the -reference approach rejects none
of the two. Given the revealed violations of PQD-ness in for example the
pair (B;C) one would expect at least one of the two conditions (PLOD or
PUOD) to be rejected. The trivariate Frank copula only depends on one
parameter and its appropriateness here is even more of an issue than in the





parametric (C=Frank) 0 0.0014
Table 3.9: Estimated p-values based on AD-distance for the 3 variables.
3.6 Conclusions and further discussion
In this chapter we proposed a constrained copula estimation approach to
the PQD testing problem. Via constrained copula estimation and resam-
pling from this estimated distribution, we assess the distribution of the test
statistic under the null hypothesis. In the case of non-parametric PQD-
constrained copula estimation, a monotonic rearrangement technique was
used to be able to carry out the resampling. Similar techniques of monotonic
rearrangements have, in the statistics literature, been used in estimation of
unimodal densities by Foug eres (1997), or monotone regression functions in
Dette et al. (2006) and, in estimation of regression quantiles in Dette and
Volgushev (2008) and Chernozhukov et al. (2009). Note that in our copula
context the monotonic rearrangement technique is used on a partial deriva-
tive of a bivariate function. Theoretical studies of the nal estimates are
quite involved here, and are part of future research.
The nite-sample performances of the constrained copula estimation
built testing procedures were compared to the nite-sample performance of
the -reference approach, available in the literature. The proposed testing
procedures always outperform the -reference approach.
The main idea employed was to explore the local structure of a copula
estimator, as the PQD condition can be violated on a subset of the unit
square. Specically, if C >  on a non-zero measure subset A of the unit
interval, then P
 
(u;v)   Cn(u;v) < 0 : (u;v) 2 A

! 1, hence the test
statistic under C should be smaller than the one under , leading to smaller
critical values. Smaller critical values under the alternative lead to increase
in power. At the same time, the new procedures manage to hold the level
of the test for the  copula.
Eventually, we tested a real data example of Danish re insurance data
for PQD. Within the context of this example we also discussed the extendibil-
ity of the methods to higher dimensions and mentioned the challenges related
to this.3.6. CONCLUSIONS AND FURTHER DISCUSSION 87
In the next chapter we investigate tail monotonic properties in testing
for another dependence structures.Chapter 4




This chapter is based on Gijbels and Sznajder (2011c) and develops tests for
tail monotonicity.
Tail monotonicity was among the dependence concepts discussed
in Lehmann (1966) and was further investigated in Esary and Proschan
(1972). For two random variables X and Y , Y is said to be left tail decreasing
(LTD) in X if and only if
P(Y  yjX  x) is non-increasing in x 8y :
This type of dependency is on the one hand stronger than X and Y being
positive quadrant dependent (PQD) which holds if and only if
P(Y  y;X  x)  P(Y  y)P(X  x) 8x;y ; (4.1)
and is on the other hand weaker than Y being positively regression dependent
on X which holds if and only if
P(Y  yjX = x) is non-increasing in x 8y :
The notion of positive regression dependency goes back to Tukey (1958)
and Lehmann (1959). Esary and Proschan (1972) showed that Y being
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left tail decreasing in X implies that Cov(f(X;Y );g(X;Y ))  0 for all non-
decreasing functions f and g. The above relationships between these positive
dependence structures were pointed out in Lehmann (1966). Parallel deni-
tions of similar notions of negative dependence structures can be given. The
bivariate positive dependence concepts of left tail decreasingness and right
tail increasingness have been generalized to positive dependence orderings
in Colangelo (2008). See also Colangelo et al. (2005) and Colangelo et al.
(2006) for studies on multivariate positive dependencies.
Investigating the specic dependence structure between random variables
is of great importance in many area's. The study of tail dependencies, and in
particular testing whether a specic tail monotonicity dependency structure
holds or not, is of interest for applications in insurance and nance, among
others. Finding out relations between tail distributions corresponding to,
e.g., large losses and large claims is a main concern for insurance companies.
Testing for positive quadrant dependence has received considerable at-
tention in the recent literature including the papers of Denuit and Scaillet
(2004), Scaillet (2005), and Gijbels et al. (2010) and Gijbels and Sznajder
(2011a), among others. Up to the authors' knowledge, tail monotonicity has
not yet been a subject for testing in statistics. It might however be of interest
to practitioners as it gives more insight in the overall conditional distribu-
tion or survival functions, and it allows for more exibility than regression
monotonic structures. In the application section we apply tail monotonicity
tests to data examples from insurance, nance and ecological studies.
The contribution of this chapter consists of developing testing procedures
for the following testing problem
H0 : Y is left tail decreasing in X
versus
H1 : Y is not left tail decreasing in X :
(4.2)
When as a result of a test a positive quadrant dependence structure has
not been rejected, it is worthwhile to explore further and test whether the
more stringent positive dependence structure \Y is left tail decreasing in X"
holds or not. In the rst step we reformulate testing problem (4.2) in terms
of copulas. The basic idea is then to look at test statistics that describe
the discrepancy between a non-constrained copula estimator and an LTD-
constrained copula estimator. Major issues when constructing a constrained
copula estimator are: (i) this estimator should have the properties of a bi-
variate distribution function; (ii) a method of how to resample from it needs
to be worked out. Both issues require the use of innovative techniques. Sim-
ilar techniques were applied in the previous chapter in the simpler context of4.2. TAIL MONOTONICITY 91
testing for positive quadrant dependence. Although the focus is on deriving
a testing procedure for the testing problem (4.2), the developed methodology
easily applies to testing for other type of tail monotonicity structures.
The chapter is organized as follows. In Section 4.2 we briey recall the
denitions of tail monotonic structures, their properties and connections
with quadrant dependency. In Section 4.3 we develop the testing procedure
and dene the constrained copula estimator. Section 4.4 then discusses ap-
proaches to assess the distribution of the test statistic under the null hypoth-
esis. Monte Carlo power simulation results are gathered in Section 4.5 and
in Section 4.6 we apply the testing procedures to real data examples. Some
conclusion of the contributions in this chapter are provided in Section 4.7.
4.2 Tail monotonicity
Tail monotonicity as dened in Esary and Proschan (1972) describes the
monotonic behaviour of a tail (left or right) of the \conditional" distribution
of Y given X. Similar to the denitions of LTD and RTI in Denition 1.13
one can dene left tail increasing (LTI) and right tail decreasing (RTD)
dependence structures. Note from Denition 1.13 that tail monotonicity is
not a symmetric concept, and thus the conditional distributions of Y jX and
XjY have to be treated separately. This is in contrast to positive quadrant
dependence, where the role of X and Y can be interchanged and hence is a
symmetric concept.
The reformulation of Denition 1.13 in terms of the copula function in
Proposition 1.12 will be exploited in the sequel to derive testing procedures
for tail monotonicity. We develop a test for testing the null hypothesis that
Y is left tail decreasing in X. However, exploiting the relations among the
dierent tail dependence concepts, as stated in Proposition 4.1, easily ex-
tends to testing procedures for any other specic monotonic tail dependence
structure. Proposition 4.1 shows how the various dependence concepts are
related among themselves under monotonic transformations of the marginal
distributions.
Proposition 4.1. Let  be a strictly increasing real function, and 1 and
2 be strictly decreasing real functions. Then
(a) (Y )j1(X) is left tail decreasing if and only if Y jX is right tail decreas-
ing, i.e.,
LTD((Y )j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(b) 2(Y )j(X) is left tail decreasing if and only if Y jX is left tail increasing,
i.e.,
LTD(2(Y )j(X)) () LTI(Y jX)
(c) 2(Y )j1(X) is left tail decreasing if and only if Y jX is right tail in-
creasing, i.e.,
LTD(2(Y )j1(X)) () RTI(Y jX):
So when the interest is in testing for \Y is right tail increasing (RTI)
in X" it thus simply suces to consider, for example, 1(x) = 2(x) =  x
and hence the couple ( X; Y ), and apply the testing procedure for left tail
decreasingness to this couple. By similar considerations we can test for any
other specic tail monotonic dependency structure.
To prove Proposition 4.1 we rst need to see how the copula of a trans-
formed couple of random variables, say ((X);(Y )), with () and () be-
ing monotonic transformations, relates to the copula of the original couple
(X;Y ). This information is provided in the following lemma (see Theorem
2.4.4. in Nelsen (2006)).
Lemma 4.1. Let  be a strictly increasing real function, and 1 and 2 be
strictly decreasing real functions. Then
(a) C(X);2(Y )(u;v) = u   CX;Y (u;1   v)
(b) C1(X);(Y )(u;v) = v   CX;Y (1   u;v)
(c) C1(X);2(Y )(u;v) = u + v   1 + CX;Y (1   u;1   v):
We now provide the proof of Proposition 4.1.
Proof of Proposition 4.1.
We only explicitate the proof of item (c) as the methodology of proof is the
same for the other items.
The random variable 2(Y ) is left tail decreasing in 1(X) if and only if
C1(X);2(Y )(u;v)=u is non-increasing in u for any xed v. According to




u + v   1 + CX;Y (1   u;1   v)
u
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The right-hand side of the last equality being non-increasing in u is equiva-
lent to
1   u + 1   v   1 + CX;Y (u;v)
1   u
being non-decreasing in u for any xed v, which is exactly as the copula
denition of RTI in Proposition 1.12. .
In the dependence structure world LTD is a form of a positive depen-
dence, that is a stronger and more constrained relation than positive quad-
rant dependence. In particular according to Nelsen (2006)
Proposition 4.2. If XjY or Y jX are left tail decreasing or right tail in-
creasing, then (X;Y ) are positive quadrant dependent, i.e.,
[LTD(Y jX) or LTD(XjY ) or RTI(Y jX) or RTI(XjY )] =) PQD(X;Y ):
We shall use C to denote CX;Y or CU;V (where U = F(X) and V = G(Y ))
and LTD for LTD(Y jX) or LTD(V jU), unless the more detailed notations
are necessary.
4.3 LTD adjustment and test statistic
In this section we discuss how to develop a testing procedure for the testing
problem (4.2). Exploiting the equivalent copula function condition for LTD





we can reformulate testing problem (4.2) as follows:
H0 : Cv(u) is non-increasing in u for every v
versus
H1 : Cv(u) is not non-increasing in u for some v :
4.3.1 LTD adjustment
Suppose for a moment that the copula function C would be known, and we
would like to measure how far the copula is away from a \closest" LTD-
copula. Of course we then need to dene a measure of closeness, as well as
an LTD-constrained copula constructed from the given copula C. In other94 CHAPTER 4. TESTING TAIL MONOTONICITY BY CONSTRAINED COPULA ESTIMATION
words, for a given copula C (not necessarily LTD) we are searching for an
LTD-constrained copula e e C which is closest in some sense to C.
We rst describe how to deal with the second issue. First of all we need
to impose condition (1.11) on that given copula C. Therefore, we construct
its \non-increasing hull" as a bivariate function








is a non-increasing function in u, for all xed v. As an example we depict in
Figure 4.1 the copula function A, dened in (4.18) in Section 4.5, together
with its corresponding \non-increasing hull" function C(u;v). It can be
clearly seen from Figures 4.1 (c) and(d) that the function Cv(u) violates
the non-increasingness property for certain values of v, whereas the function
Cv(u) is non-increasing as a function of u for all values of v. This is in
particular visible from the lower left corner in the graphs.
Note from the denitions that if Cv(u) is non-increasing for a xed v,
then C(u;v)  C(u;v) as a function of u. Further note that Cv(u)  Cv(u),
for all u and v.
For a given copula C, its \closeness" to the LTD-constrained bivariate





In case of an unknown copula, the functions Cv(u) and Cv(u) need to be
estimated from the available data as we describe later on in this section.
For assessing the distribution of a test statistic based on an empirical
version of (4.6) we need to be able to resample under H0, and hence need to
be able to resample from an LTD-constrained copula estimator. This still
requires more work. Indeed, C in (4.4) is a bivariate function on the unit
square, but in general it is not a distribution function. However, we can
create one from C by applying a monotone rearrangement technique to its
partial derivative. Denition 1.7 and Proposition 1.7 provide us with the
tools to continue. Indeed, from items (b) and (d) in Proposition 1.7 it is
clear that if we have a function f that is possibly not non-decreasing we can













Figure 4.1: Illustration for the copula A: (a) the copula A; (b) its corresponding
`non-increasing hull' function C(u;v); (c) the function Cv(u) and (d) the function
Cv(u).
closest in Lp-sense to the original not non-decreasing version. Furthermore,
item (c) tells us that if the original function is already non-decreasing, then
this operation alters nothing to it. In addition, item (a) tells us that the
operation is unique.
We apply this monotonic rearrangement technique to obtain a proper
bivariate distribution function that satises the LTD-constraint. Therefore
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e ct(v)dt ; (4.8)
where
e cu(v) = (  )(cu())(v) : (4.9)
In Figure 4.2 we depict for the copula A the function cu(v) which, for this
example, is a non-decreasing function in v for all xed u, and hence is not
altered by the monotonic rearrangement operation.
u
v
Figure 4.2: Illustration for the copula A: the function cu(v).
As e C is a cumulative distribution function on the unit square with con-
tinuous margins, there exists its unique copula function (denoted by e e C),
i.e., if (U; e V )  e C, then







e V is a pseudo-inverse of the cumulative distribution function of e V ,
and Ge V (v) = e e C(1;v).
Finally, note that for (U; e V )  e C, with U  U[0;1] distributed random
variable, we have
P(e V  vjU = u) =
@ e C(u;v)
@u
= e cu(v) : (4.10)
This will be the key for the random number generation process in Section 4.4.4.4. ASSESSING THE DISTRIBUTION OF THE TEST STATISTIC UNDER THE NULL
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4.3.2 Test statistic
Our test statistic will be based on an empirical version of (4.6). Given an
i.i.d. sample f(X1;Y1);:::;(Xn;Yn)g from (X;Y ) we estimate the unknown
copula function C(;) by the empirical copula estimator of Deheuvels (1979).
The corresponding estimates of the functions Cu(v) and Cu(v), dened in





Cn(u;v) = u max
ut1
Cv;n(t) and Cv;n(u) = max
ut1
Cv;n(t):




























u(v)u(1   u) + c2
v(u)v(1   v)
nu2 ;
which can be unbounded for xed n and u close to zero. Therefore, we pro-
pose to limit the integration region in the test statistic (4.11) to (n 1=2;1]
[0;1] for u  v.
4.4 Assessing the distribution of the test statistic
under the null hypothesis
To obtain critical values for the test we propose a nite sample approach
by means of resampling under the null hypothesis. We compare approaches
based on: (i) resampling from an estimated non-parametric distribution and
(ii) resampling from a reference type of a parametric copula family. Ap-
proaches similar to these have been used in the previous chapters in the
simpler context of testing for positive quadrant dependence.98 CHAPTER 4. TESTING TAIL MONOTONICITY BY CONSTRAINED COPULA ESTIMATION
Nonparametric resampling
The non-parametric approach is based on resampling from a smooth esti-
mate of (4.8). This is obtained by looking at the smoothing problem in a
bivariate regression context, with Cn the response variable, using the bivari-
ate local linear regression smoothing technique, as described in Section 1.2.3.
Obviously any other bivariate regression smoothing technique might be used.
We consider the ci;j's in the regression setting (1.4) to be equal to Cn
values on the xed grid of points f(ui;vj)gm+1
i;j=0, i.e.,





The local linear estimate of (4.7) is then given by cu;n(v) from (1.4). Fur-
thermore, let
e cu;n(v) = (  )(cu;n())(v) (4.13)
be an estimator of (4.9). Note, that  is an operator on a space of func-
tions, yet we can approximate it with prescribed precision on a nite (dense
enough) sequence of points. Also note, that because of the nite sample
error, (4.13) is likely not to be a valid cumulative distribution function (con-
trary to (4.9)), so we transform it linearly into one
b e cu;n(v) =
e cu;n(v)   e cu;n(0)
e cu;n(1)   e cu;n(0)
: (4.14)
Eventually, (4.14) is a valid (random) univariate cumulative distribu-
tion function and an estimator of (4.9), which is also a partial derivative of
(4.8), and hence an estimator of the conditional distribution function of e V jU
(see (4.10)), which can be used to resample from the estimated (4.8).
Indeed, for a xed sample (corresponding to a random event !) let us
















to obtain a sample fu
i;e v
i gn
i=1 coming from the estimated (4.8). If we repeat
the resampling N times and at each step compute the realized test statistic
(4.11) S
n;j(!), we obtain an approximated distribution of the test statistic4.4. ASSESSING THE DISTRIBUTION OF THE TEST STATISTIC UNDER THE NULL
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under (4.8), which can be used to obtain an approximate p-value of the test












As will be seen from the simulation study in Section 4.5, this non-
parametric approach tends to exceed the prescribed nominal signicance
level in the independence copula example. This tendency to exceed the
nominal level is caused by the fact that we resample each time from a cop-
ula which is a bit \too LTD" as we use the empirical non-increasing envelope
(4.12) as a starting point for obtaining a smooth derivative estimate. This
can be improved upon by using a less crude way to force the empirical copula
Cn to be such that Cn(u;v)=u is a non-increasing function for each xed v.
This can for example be achieved by applying a constrained least squares
t instead. Specically, we apply the cone projection algorithm described






, and this for each




The iterative algorithm of Meyer (2008) allows for solving a general problem
of the following form:
^  = argminjjx   jj2 such that A  0; (4.16)
where x is a vector of observations and A is an irreducible matrix of linear







0 0 0 ::: 0 0 1
0 0 0 ::: 0 0  1
1  1 0 ::: 0 0 0
... ... ...







where the rst two rows correspond to the boundary condition C(1;v) = v
and the next rows enforce non-increasingness. The implemented algorithm
is available at http://www.stat.colostate.edu/~meyer.
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Figure 4.3: Illustration of copula adjustment for the Copula A in (4.18): (a)
empirical copula Cn section for xed v (points), corresponding C
LSC
n (dashed line)
and Cn (dotted line) values; (b) the same plot on the copula level.
The dierence between the two approaches is illustrated in Figure 4.3 for a
simulated sample from copula A in (4.18).
In Section 4.5 we investigate the nite-sample performance of the result-
ing two non-parametric methods:
Nonparametric method I: using Cn in (4.12) to enforce the non-increasingness
assumption;
Nonparametric method II: using the less crude C
LSC
n to enforce this assump-
tion.
Resampling by making reference to a parametric copula family
We need to resample under the null hypothesis. Instead of relying on the
non-parametric LTD-constrained estimator one can also resample from a
parametrically estimated LTD-copula. Essential is then to consider a para-
metric family of copulas that results into an LTD-copula when restricting
the parameter space.
An extreme case within this approach is to simply resample from the
independence copula , since this copula obviously is LTD. We refer to this
approach as the -reference approach.
Note that the independence copula is often a boundary point between
positive and negative dependencies in parametric families of copulas. This
is also the case in tail monotonicity considerations as the independent dis-
tribution of (X;Y ) is at the same time left and right tail increasing and4.5. SIMULATION STUDY 101
decreasing. Therefore, it is of interest to consider resampling (N times)
from the independent distribution, and obtain an approximate p-value in
the same way as in (4.15).
Naturally, one can focus on any another xed distribution if it is a pri-
ori suitable in a particular study. However, the resampling procedure en-
tirely depends on that xed parametric choice. A generalization of such an
approach is to consider a parametric copula family as a reference for the
resampling purpose. Such a parametric family of copulas should at least in-
clude a subset of copulas that are LTD. For brevity of presentation we restrict
the simulation study in Section 4.5 to the same copula families considered in
previous chapters, namely Frank and Clayton one parametric Archimedean
copula families.
In this family a positive parameter  results in an LTD-copula whereas a
negative value of  gives a copula that is not LTD. Moreover, there exists a
bijection between the parameter  and Kendall's tau, and this relation is used
in the estimation procedure (see Genest (1987)). The constrained parameter
estimation in this case relies on projecting an estimator (see Fils-Villetard
et al. (2008)) on the positive half-line.
4.5 Simulation study
A Monte Carlo simulation study was conducted to investigate the nite-
sample power performance of the testing procedures. According to Proposi-
tion 4.1 we can perform tests for all of the tail monotonic relations by apply-
ing the proposed testing procedure to appropriately transformed marginal
observations, e.g., (x) = x and 1(x) = 2(x) =  x.
In the simulation study we consider four true copulas: a Frank copula
with parameter  1, the independence copula (C = ), and two other copulas
referred to as Copulas A and B respectively. The latter two copulas are
elements of two broad collections of copulas described in Nelsen (2006).
Copula A is a copula with mass distributed equally among two curves in the








This copula possesses none of the tested eight dependence structures.
Copula B is an asymmetric absolutely continuous copula coming from a
family of copulas with quadratic sections in v, as described in Section 1.2.2102 CHAPTER 4. TESTING TAIL MONOTONICITY BY CONSTRAINED COPULA ESTIMATION
in Proposition 1.6. In our example,   is a quadratic spline function
 (u) = 2u2I(0  u  0:25) + ( 2u2 + 2u   0:25)I(0:25 < u  0:75)
+ 2(1   u)2I(0:75 < u  1):
This copula is neither symmetric in its tails nor in its variables, in particular
it has no considered dependence properties for Y jX, but it is LTD(XjY ) and
RTI(XjY ). As an illustration we plot in Figures 4.4 (a)|(b) the functions
Cu(v) and Cu(v), and in Figure 4.4 (c) the function Cu(v) for the couple










Figure 4.4: Illustration for the copula B in: (a) and (b) respectively the functions
Cv(u) and Cv(u) for the couple (U;V ) and; (c) the function Cv(u) for the couple
( V; U).
These last simulation models are nontrivial cases of copulas which are
PQD and not LTD. Furthermore, according to the results in Gijbels et al.
(2010) and Gijbels and Sznajder (2011a) we can expect to wrongly reject
approximately at most ve percent of their samples when testing for PQD.
Thus, the proposed LTD testing method allows to dierentiate further be-
tween the two dependence structures.
Table 4.1 summarizes (indicated with an ) the tail monotonicity de-
pendencies that are present in each of the four copula models.
For each of the simulation models, we considered 1000 samples of sizes
n = 200 and n = 400 to approximate the power. Every p-value was approxi-
mated by resampling 1000 times from the resampling distribution. The grid
parameter was set to m = b
p
nc and the bandwidth parameters hi; i = 1;2;
were taken equal to 1:5=m. We also used the same grid size for integrating
the test statistic and applying the rearrangement operator to the estimated4.5. SIMULATION STUDY 103
Y jX XjY
copula LTD RTD LTI RTI LTD RTD LTI RTI
Frank( 1)    
-copula        
Copula A
Copula B  
Table 4.1: The copula simulation models and their dependence structures.
partial derivatives. Finally, we rejected the null hypothesis for p-values lower
than 0:05 (the considered signicance level).
The simulation results are summarized in Tables 4.2 and 4.3, for re-
spectively sample sizes n = 200 and n = 400. In the tables we present
the proportion of times (over 1000 simulated samples) that the stated null
hypothesis was rejected, and this for the testing procedures based on the
three dierent approaches to the resampling as exposed in Section 4.4. We
summarize results for the following ve methods:
non-parametric I: based on Cn in (4.12);
non-parametric II: based on C
LSC
n and (4.17);
parametric Frank: using parametric resampling of Section 4.4 with as
reference the Frank copula family;
parametric Clayton: using parametric resampling of Section 4.4 with
as reference the Clayton copula family;
-reference: using the independence copula for the resampling.
We rst discuss the simulation results for sample size n = 200 reported
in Table 4.2. For the Frank copula with parameter  1, all ve methods work
comparably well, with a slightly better performance for the non-parametric
resampling methods. The results are similar for LTD and RTI in both tails
as this copula is symmetric in its tails and in its variables. Moreover, the true
negative dependence, in the form of LTI and RTD, is rarely rejected. Regard-
ing this note however the dierent performance between the two parametric
methods: when the parametric resampling is done from a Clayton reference
family, the proportion of (wrong) rejections is around 14%. In other words,
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































.106 CHAPTER 4. TESTING TAIL MONOTONICITY BY CONSTRAINED COPULA ESTIMATION
If we look at the results for the independence copula the level is slightly
higher than the prescribed ve percent level for the non-parametric I method,
and close to the ve percent level for the non-parametric II method.
The situation for the singular copula A is correctly recognized in almost
all of the cases except for the positive dependence in the -reference ap-
proach. This method seems to completely fail in this setting.
Concerning the results for the copula B, all of the methods correctly
reject the majority of negative dependence structures. In the case of Y jX
and positive dependence the parametric Clayton method seems to work the
best and the -reference has almost no power at all. In the reverse case XjY
all but the parametric Clayton method correctly did not reject in most of the
cases the positive dependence structures. In particular the results for this
copula B simulation model show that the choice of the parametric copula
family for resampling is an important issue. This choice is a clear drawback
for such parametric resampling methods.
Recall that the non-parametric I method tends to reject more samples
than the prescribed signicance level of the test, and that the non-parametric
II method is designed to correct for this. As a consequence, the non-
parametric I method uniformly outperforms the non-parametric II method
in terms of power in several copula simulation models.
The evolution of the results when the sample size increases from 200 to
400 can be seen from comparing Tables 4.2 and 4.3. For all four simulation
examples we see that under the alternative the power increases for all of
the methods. Under the independence model it uctuates around the ve
percent level and in many cases comes closer to this nominal level. Moreover,
the evolution of the results while going from sample size 200 to 400 for the
copula B model, suggests that a `bad' choice of the resampling parametric
family may lead to inconsistency under the null hypothesis. Indeed, the
rejection proportions for LTD in the XjY case increase from 0:323 to 0:599
for the parametric Clayton reference method, getting thus further away from
the 0:05 level.4.6. REAL DATA EXAMPLES 107
4.6 Real data examples
4.6.1 Danish re insurance data
The Danish re insurance data example introduced in Section 3.5 consists of
observations on three random variables referring to insurance losses in the
value of buildings (B), their content (C) and prot they generated (P).
The data seem to be positively correlated, but it is not clear from the
picture if there is a tail monotonic relation for a certain pair. As an example
of a possible visual validation of the LTD property we present Figure 4.5. It
depicts the slope of the C=u surface. The violation regions, where the slope
is positive, are colored in orange and red. Clearly plots (a) and (b) show the
largest violation regions. It is much harder to visually interpret the rest of
the plots. What occurs from the testing procedure is that the tests reject
neither LTD(PjC) (c) nor LTD(CjP) (f), but they reject LTD(BjC) (d).
Table 4.4 contains approximate p-values for dierent pairs and tail cong-
urations. Clearly none of the pairs has any considered negative dependence.
For building and prot, and content and prot pairs none of the methods,
with exception of the parametric Clayton reference method, rejects the null
hypothesis of positive dependence in the right tails. As for the building and
content pair only the parametric Frank method and the -reference method
suggest positive dependence in the right tails. For this pair however, positive
quadrant dependence was rejected by all of the testing methods considered
in Chapter 3, and hence one expects that RTI should be rejected.
Note that both non-parametric methods lead to the same conclusions
in this data example. This is in contrast to the parametric methods for
which we see some huge discrepancies in the approximate p-values. This
is in particular the case for RTI(CjB), RTI(BjC), RTI(BjP), LTD(PjC)
and LTD(CjP).108 CHAPTER 4. TESTING TAIL MONOTONICITY BY CONSTRAINED COPULA ESTIMATION
































































































































































































































































































































































































































































































































































































































































































































.110 CHAPTER 4. TESTING TAIL MONOTONICITY BY CONSTRAINED COPULA ESTIMATION
4.6.2 Market data
The second example is taken from the market data on the Belgian stock
price index BEL20 (B), currency exchange rate EUR/DOL (ED) and gold
index ETFS GOLD (G) in the period of two years from 30th June 2009 to
29th June 2011.
association measure (B;ED) (B;G) (ED;G)
Pearson's cor.coef. 0.369 0.016  0.234
Kendall's tau 0.244 0.022  0.134
Spearman's rho 0.358 0.032  0.195
Table 4.5: Market data: empirical association measures.
Figure 4.6 (a) contains plots of the original time series data. Parts (b)





pseudo-log-returns in pairwise scatter plots. Tail monotonicity is in general
hardly recognizable from the plots, yet we could expect from the BEL20
and EUR/DOL pair that it constitutes some positive dependence, whereas
EUR/DOL and ETFS GOLD probably has some negative one. The remain-
ing pair, BEL20 and ETFS GOLD, visually does not present any pattern.
In Table 4.5 we summarize some global association measures for all pairs,
and these suggest that there might be a global slightly positive dependence
structure between BEL20 and ETFS GOLD.
The approximate p-values presented in Table 4.6 suggest that the (B;ED)
pair is symmetrically positively tail dependent in both directions, whereas
the (ED;G) pair is negatively dependent. For the pair (B;G) the results
hardly reject any of the checked hypotheses. This might be an indicator that
the sample is independent and this is indeed conrmed by external tests for
independence.
Note also for this example the large dierences in approximate p-values
for the two parametric methods, specically for the cases RTI(BjED),













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.6: Market data. (a): original time series data; (b): log-returns pairwise;



































































































































































































































































































































































































































































































































































































































































































































































































.4.6. REAL DATA EXAMPLES 113
4.6.3 Air quality
The last data example concerns daily observations of four air quality mea-
surements in New York from May until September 1973. The observations
refer to mean Ozone parts (O), solar radiation (S), average wind speed (W)
and maximum daily temperature (T). The data are analyzed in Chambers
et al. (1983) and are publicly available in the datasets R package. The con-
















































































































































































































































































Figure 4.7: Air quality data. (a): original time series data; (b): measurements
pairwise; (c): pseudo-measurements pairwise.
association measure (O;S) (O;W) (O;T) (S;W) (S;T) (W;T)
Pearson's cor.coef. 0.348  0.612 0.698  0.127 0.294  0.497
Kendall's tau 0.240  0.440 0.586  0.043 0.142  0.362
Spearman's rho 0.348  0.605 0.772  0.061 0.209  0.499
Table 4.7: Air quality data: empirical association measures.114 CHAPTER 4. TESTING TAIL MONOTONICITY BY CONSTRAINED COPULA ESTIMATION
Graphical representations of the data in Figure 4.7 reveal dierent global
dependence structures among the pairs. We can see some clear global pos-
itive relation in the (O;S) and (O;T) pairs and global negative ones in the
(O;W) and (W;T) pairs, whereas the rest of the pairs exposes less visible
global dependence structures. Table 4.7 summarizes some empirical associa-
tion measures, and seems to conrm the global behaviour of pairs. However,
Tables 4.8 and 4.9 reveal a lot more sophisticated dependence structures
for some of the pairs. In particular, the (WjS) distribution seems to be
monotonic in both tails, yet with opposite impact, as we do not reject both
LTI(WjS) and RTI(WjS). However, we do not reject any of the tests for
SjW. The most sophisticated situation is with the (S;T) pair, where we do
not reject LTD(TjS) and RTD(TjS), and nor LTD(SjT) and RTI(SjT).
There is only one signicant discrepancy between the conclusions of the
ve testing methods. It is in testing for RTI(OjS) where the parametric
methods rejects the null hypothesis and the other methods do not (or barely
not). As for the previous two examples, a similar remark can be made regard-
ing dierent conclusions coming from the two parametric methods. See for
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































.4.7. CONCLUSIONS AND FURTHER DISCUSSION 117
4.7 Conclusions and further discussion
In this chapter we introduced testing procedures for testing for a specic tail
monotonicity dependence structure. We propose several nite-sample resam-
pling approaches for obtaining approximate p-values for the test statistic. A
simulation study reveals that the -reference method might occasionally
give very inaccurate results. The performance of the parametric reference
resampling approach can depend very much on the choice of the parametric
reference family as was seen from the simulation study as well as from the
data examples. On the one hand, this sensitivity to the specication of the
parametric copula reference family is a clear drawback of this parametric
resampling approach. On the other hand, the computational advantage is a
plus in comparison with the non-parametric method. We presented several
real data examples, where the various tests often reveal several interesting
and sophisticated compositions of dependence structures among the vari-
ables.
In the next chapter, we present a constrained copula approach to testing
for the strongest among the specic dependence structures discussed in the





This chapter is based on Gijbels and Sznajder (2011c) and develops tests
for stochastic monotonicity. Recall, that Y is stochastically increasing in X
when P(Y  yj X = x) is a non-increasing function in x for every y.
The stochastic monotonicity concept originates from the work of Tukey
(1958) and Lehmann (1959), where it was called complete regression de-
pendence. This name refers to the idea behind the concept, namely that
all conditional quantiles are monotonic functions (in the same direction).
In particular it implies what is nowadays called regression monotonicity,
i.e., monotonicity of E(Y j X = x) as a function of x. This property has
been studied by many authors, e.g., Bowman et al. (1998), Gijbels et al.
(2000), Birke and Dette (2007) and Antoniadis et al. (2007).
The concept of stochastic monotonicity has gained particular interest in
econometrics, where it is assumed in many studies. This eventually yields
a question on justication of the assumption of stochastic monotonicity. A
recent answer to this question was given in Lee et al. (2009), where the
authors construct a statistical test for testing for stochastic increasingness.
This article also includes a broad overview of recent applications of the
stochastic monotonicity concept in econometrics.
The method in Lee et al. (2009) for testing for stochastic monotonicity
is supported by an asymptotic distribution of a supremum of the following









I(Yi  y)   I(Yj  y)

sgn( b Xi   b Xj)
 khn( b Xi   x)khn( b Xj   x);





i=1 the rst argument is unobservable, yet it is a
known parametric function 	 of an observable variable W, and b  is an n-
root consistent estimator of the true parameter . The signum function is







for a given kernel function k and bandwidths hn > 0.
This U-statistic can, in the authors' words, \be viewed as a locally weighted
version of Kendall's tau statistic applied to I(Y  y)". Furthermore, it
can be seen as a discrete (rescaled) approximation of Fx(yjx), the partial
derivative of P(Y  yj X = x) with respect to x. Now, if we look at the
denition of stochastic increasingness in Denition 1.14, we can see that
(under some smoothness conditions) this denition is equivalent to Fx(yjx)
being non-positive for every x. Therefore if the supremum of the U-statistic
is \too positive" it suggests rejection of the null hypothesis of stochastic
increasingness in the data.
As we have seen in Chapters 2 and 3, the discrete partial derivative esti-
mation as an approximation to the asymptotic expression can be sometimes
lacking power in small to moderate sample size problems. In this chapter
we thus incorporate the non-parametric resampling methodology developed
in Chapters 3 and 4 in the stochastic monotonicity testing problem, i.e., in
testing
H0 : Y is stochastically increasing in X
versus
H1 : Y is not stochastically increasing in X:
(5.1)
Stochastic monotonicity as a feature of dependence structure is a strength-
ening of the tail monotonicity concept (see Proposition 1.14). In other words,
when not rejecting the null hypothesis of left tail decreasingness, we might
get further insight in the data, by testing for stochastic increasingness.
This chapter is organized as follows. Section 5.2 contains the theoretical
denition and properties of the stochastic monotonic dependence structure.
In Section 5.3 we motivate the construction of the test statistic. Section 5.45.2. STOCHASTIC MONOTONICITY 121
describes the constrained SI adjustment and constrained resamling tech-
nique. Simulation study results are discussed in Section 5.5 and Section 5.6
investigates two data examples. Section 5.7 concludes the chapter with a
discussion.
5.2 Stochastic monotonicity
Stochastic monotonicity is the strongest dependence feature studied in this
thesis. It is dened as stochastic increasingness in Denition 1.14, but in
a similar way one can dene a stochastic decreasing relation. Stochastic
monotonicity is not a symmetric concept with respect to the variables. As
we have seen in Proposition 1.15, the relation that a random variable Y is
stochastically increasing in another random variable X, can be expressed
as a feature of the underlying copula function; namely, that it is a concave
function in the rst argument for every xed value of the second argument.
In the next section we will focus on developing a statistical test for (5.1).
However, as a consequence of Proposition 5.1, we can apply the same test to a
monotonically transformed data set to test also for stochastic decreasingness.
Similarly to Proposition 4.1 one can prove the following statements.
Proposition 5.1. Let  be a strictly increasing real function, and 1 and
2 be strictly decreasing real functions. Then
(a) (Y )j1(X) is stochastically increasing if and only if Y jX is stochasti-
cally decreasing, i.e.,
SI ((Y )j1(X)) () SD(Y jX)
(b) 2(Y )j(X) is stochastically increasing if and only if Y jX is stochasti-
cally decreasing, i.e.,
SI (2(Y )j(X)) () SD(Y jX)
(c) 2(Y )j1(X) is stochastically increasing if and only if Y jX is stochasti-
cally increasing, i.e.,
SI (2(Y )j1(X)) () SI(Y jX):
Finally, note that we can express the condition for SI in a dierent way
than in Proposition 1.15.122 CHAPTER 5. TESTING STOCHASTIC MONOTONICITY BY CONSTRAINED COPULA
ESTIMATION
Proposition 5.2. SI(Y jX) if and only if for every v,
@C(u;v)
@u is a non-
increasing function of u.
Proposition 5.2 deals with a condition on a partial derivative of a function
and this is much harder to impose and/or estimate than a condition on the
function itself.
5.3 Test statistic
From Proposition 1.15 we have that problem (5.1) is equivalent to
H0 : C(u;v) is a concave function in u for every v
versus
H1 : C(u;v) is not a concave function in u for some v.
The test statistic that we propose here is motivated by theoretical con-
siderations of a certain distance between a copula and its concave (only in
the u direction) hull. Specically, let us dene  to be an operator on a set of
bounded functions, which transforms a function f : A ! B to its smallest
concave majorant, i.e.,
 f(x) = inf

g(x)j g : A ! B & g is concave on A
	
: (5.2)
Using (5.2) we specify the following distance to be the measure of discrepancy
in the SI testing problem
Z    C(;v)(u)   C(u;v)

dudv: (5.3)
Naturally, in the testing problem none of the functions in (5.3) is known,
thus we consider their empirical versions and get to the test statistic
Tn =
Z    Cn(;v)(u)   Cn(u;v)

dudv; (5.4)
where Cn is the empirical copula estimator dened in (1.3).
To obtain critical values for the given test statistic we propose to apply
the method of constrained copula smoothing and resampling, described in
detail in Section 5.4. The basic idea behind the proposed inference, is to
draw (j = 1;:::;N) samples (of size n) from a constrained copula estimator
and for each compute the corresponding test statistic T
n;j, and approximate











: (5.5)5.4. SI ADJUSTMENT AND RESAMPLING 123
5.4 SI adjustment and resampling
We will apply the ideas of Chapters 3 and 4 and focus on the function  C
from (5.3). Note that if for a xed v, C is a concave function of u, then
 C(;v)  C(;v). In particular, if all of the v-sections of C are concave then
 C  C. In general however,  C might not be a valid distribution function.
Therefore, we apply the rearrangement technique described in Section 1.2.3
to the partial derivative of  C and integrate it back to obtain a true distri-
bution function, and nally, a copula.
5.4.1 SI adjustment














Figure 5.1: Schema of the construction of a constrained copula.
1. Having a copula C we apply the  operator to obtain the \concave hull"
 C of C.




3. and monotonize it so that for every u it is a proper univariate distri-
bution function on the unit interval
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4. Then, we integrate e cu(v) to obtain a valid distribution function on the





The marginal distribution of the rst component of e C is the uniform
distribution on the unit interval, by construction,
5. and the marginal distribution of the second component can be com-
puted as follows
Ge V (v) = e C(1;v):
6,7. Eventually, we can write the copula function of the distribution e C as






Note that if the second order partial derivative
@2C(u;v)
@u2 of the copula C
exists, then it has to be non-positive for the concavity constraint to hold, see
also Proposition 5.2. In Figure 5.2 we present contour plots of the second
order partial derivative (with respect to u) of the copula B from Section 4.5
and the (approximate) second order partial derivative of the corresponding
SI-constrained copula  e C.
From Figure 5.2(b) we can see that imposing the constraint works, as
there are no positive levels anymore. However, the general shape of the
derivative visibly changed and thus in this case  C and  e C are signicantly
dierent.
5.4.2 Constrained resampling
The idea behind constrained resampling is to estimate e cu(v) in (5.6) and
follow Algorithm 1.1 to obtain samples from (U; e V )  e C in (5.7) as
e cu(v) = P(e V  vj U = u):
We rst estimate  cu(v) by means of a local polynomial method as dis-
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Figure 5.2: Contour plots of the second order partial derivative @
2C
@u2 of copula B
from Section 4.5 (a) and of the corresponding constrained copula  e C (b).
and then apply the rearrangement operator to the obtained values  cn;u(v)
to get an estimator e cu;n(v) of (5.6)





Due to the nite sample error this estimate is likely not to satisfy the bound-
ary conditions of a univariate distribution function on the unit interval as
opposed to its theoretical counter-part (5.6), thus we transform it linearly
to x the end point values in zero and one, i.e.,
b e cu;n(v) =
e cu;n(v)   e cu;n(0)
e cu;n(1)   e cu;n(0)
:
Eventually, b e cu;n(v) is a proper (random) univariate distribution function
and is used for the resampling process and the calculation of the approximate
p-value as in (5.5).
In the next section we present part of a large simulation study that
was conducted to verify the power and size performance of the described
testing procedure and compare it with the proposed method of Lee et al.
(2009). Similarly as in Chapter 4 we shall see that the non-parametric
procedure proposed so far creates resampled samples which are \too SI".
This results generally in a greater chance of rejection, even under the null
hypothesis. Specically, the simulation results for the independence copula
are signicantly above the prescribed level of the test.126 CHAPTER 5. TESTING STOCHASTIC MONOTONICITY BY CONSTRAINED COPULA
ESTIMATION
Therefore, we propose an alternative to obtain values of ci;j in (5.8) as
a starting point of the procedure. The algorithm of Meyer (2008) described
in Section 4.4 allows for a constrained least squares t of a general problem
^  = argminjjx   jj2 such that A  0; (5.9)
where x is a vector of observations and A is an irreducible matrix of linear
conditions.
We apply the cone projection algorithm of Meyer (2008) to the points
x = fxigm+1
i=0 = fCn(ui;vj)   uivjg
m+1
i=0
for every xed j. Note that we want x to form a concave shape grounded to
zero in the end points, for the boundary condition to hold, i.e., Cn(1;vj) = vj.
As for the concavity, we require that for i = 0;:::;m   1
xi+2   xi+1  xi+1   xi: (5.10)
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 1 2  1 0 ::: 0 0 0 0
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where the rst two rows correspond to the condition related to the boundary
values and the other rows to the concavity condition. The copula estimator
that is obtained with the constrained least squares t is denoted by C
LSC
n .
Figure 5.3 depicts dierences between the estimators from the copula B in
Section 4.5. We can see that C
LSC
n is \less SI", than the concave envelope  Cn.
Note that one can also follow a parametric resampling approach similar
to these discussed in the previous chapters. The Frank and Clayton copula
families are again SI for parameter values not smaller than zero and SD for
parameter values not greater than zero. To sum up, we shall include in the
simulation study the following testing procedures:
non-parametric I: based on  Cn in (5.8);
non-parametric II: based on C
LSC







































Figure 5.3: Illustration of copula adjustment for the copula B in Section 4.5;
section of the empirical copula Cn for xed v (points), of the corresponding C
LSC
n
(dashed line) and of the  e Cn (dotted line) values.
parametric Frank: using parametric resampling from Frank copula fam-
ily;
parametric Clayton: using parametric resampling from Clayton copula
family;
-reference: using the independence copula for the resampling;
Lee's method: method described in Lee et al. (2009).
5.5 Simulation study
In this section we present results of the simulation study on power and size
performance of the proposed testing procedures.
We consider several distribution examples to generate 1000 samples of
size n = 200 and n = 400. For each sample another 1000 iterations were
used for the resampling and for assessing the p-values. The signicance level
was set to 0:05 and we report on the percentage of rejected tests.
In the non-parametric methods we used the grid size of m = b
p
nc for
approximating the integral in the test statistic and for estimating the smooth
partial derivative. The bandwidth parameters were taken equal to 1:5=m.
We present results for the Frank( 1) copula, the independent pair of ran-
dom variables, the copula B introduced in Section 4.5 and three distributions
constructed by specifying the mean regression function, i.e.,
(S1) a distribution example considered in Lee et al. (2009)
X  U[0;1] Y jX = N
 
X(1   X);:1
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(S2)





X  U[0;1] Y jX  N
 
0:3sin(2X) + X;X(1   X) + 0:1

:
In Figure 5.4 we present exemplary samples from copulas S1, S2 and S3
together with the corresponding pseudo-observations. Naturally, from the
construction of these copula distributions we have that for none of them Y is
stochastically increasing or decreasing in X, as the mean regression function
is not a non-decreasing function. A summary of the stochastic monotonicity
structures that we investigate in this simulation study is given in Table 5.1.
Y jX XjY
copula SI SD SI SD
Frank( 1)  





Table 5.1: The copula simulation models and their dependence structures.
Table 5.2 contains the results of the simulation study for sample size 200.
For the \classical" Frank copula example, we can see that all of the pro-
posed methods reveal similar powers. The percentage of rejections when the
hypothesis is true, in case of SD(Y jX) or SD(XjY ), is always below the pre-
scribed signicance level of the tests. Lee's method reveals less power. This
might be caused by the fact that this testing procedure is rather \conserva-
tive" judging on the simulation study results for the independence copula,
i.e., it rejects fewer samples than the prescribed ve percent level.
As was mentioned in Section 5.4, the non-parametric method I does not
hold the level. The rest of the methods seems to oscillate around the ve
percent level in the independence copula example.
For the copula B we can see that it is much harder to detect SI(Y jX)
than SD(Y jX). Especially, we can observe that the -reference method and
Lee's method do not seem to work at all. For the XjY dependence all of the
methods perform equally well.5.5. SIMULATION STUDY 129
For the copula S1 all the approaches correctly reject a vast majority
of samples and we can see that Lee's method outperforms the -reference
method, yet its power is below the method proposed in this chapter.
The results for the Copulas S2 and S3 are very similar to those for copula
B, with the exception of the results for testing for the SI(XjY ) in Coupla
S3. The same situation is seen for Lee's method for copula S3.
The results when moving to a larger sample size (n = 400) are presented
in Table 5.3. The evolution in power is visible for all the methods in almost
all of the examples. The exception is the -reference method, which does
not seem to improve at all for SI(Y jX) and Copulas B, S2 and S3. The
same situation is with Lee's method for copula S3. Note also the slow
convergence to the true distribution for Lee's method, seen from the results
for the independence copula, as they are again much lower than the ve



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.4: Samples (left column) of size 200 from Copulas S1, S2 and S3 (top,
middle and bottom row accordingly) with indicated lines of mean conditional func-
tions, and the corresponding pseudo-observations (right column).5.5. SIMULATION STUDY 131
Y jX XjY
copula method SI SD SI SD
Frank( 1)
non-parametric I 0.751 0.011 0.766 0.020
non-parametric II 0.690 0.002 0.708 0.001
parametric Frank 0.701 0.011 0.707 0.011
parametric Clayton 0.705 0.003 0.713 0.006
-reference 0.702 0 0.713 0
Lee's method 0.315 0.001 0.316 0.002
Independence
non-parametric I 0.117 0.129 0.126 0.116
non-parametric II 0.049 0.052 0.055 0.059
parametric Frank 0.052 0.047 0.059 0.055
parametric Clayton 0.051 0.046 0.054 0.055
-reference 0.052 0.049 0.053 0.058
Lee's method 0.031 0.029 0.028 0.033
B
non-parametric I 0.354 0.999 0.030 0.984
non-parametric II 0.200 0.996 0.002 0.981
parametric Frank 0.431 0.996 0.036 0.984
parametric Clayton 0.296 0.996 0.012 0.986
-reference 0 0.996 0 0.986
Lee's method 0.052 0.967 0 0.908
S1
non-parametric I 1 1 0.970 0.971
non-parametric II 1 1 0.939 0.954
parametric Frank 1 1 0.939 0.957
parametric Clayton 1 1 0.928 0.940
-reference 0.995 0.997 0.619 0.643
Lee's method 1 1 0.728 0.749
S2
non-parametric I 0.674 1 0.023 1
non-parametric II 0.436 1 0.008 1
parametric Frank 0.925 1 0.052 1
parametric Clayton 0.869 1 0.019 1
-reference 0 1 0 1
Lee's method 0.069 1 0 1
S3
non-parametric I 0.750 1 0.006 1
non-parametric II 0.499 1 0 1
parametric Frank 0.957 1 0.055 1
parametric Clayton 0.934 1 0.022 1
-reference 0.006 1 0 1
Lee's method 0 1 0.143 0.995
Table 5.2: Simulation study results for sample size 200.132 CHAPTER 5. TESTING STOCHASTIC MONOTONICITY BY CONSTRAINED COPULA
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Y jX XjY
copula method SI SD SI SD
Frank(1)
non-parametric I 0.956 0 0.940 0.014
non-parametric II 0.925 0 0.933 0.008
parametric Frank 0.958 0 0.935 0.022
parametric Clayton 0.901 0 0.929 0.004
-reference 0.928 0 0.939 0
Lee's method 0.604 0 0.658 0
Independence
non-parametric I 0.110 0.105 0.106 0.081
non-parametric II 0.055 0.020 0.057 0.022
parametric Frank 0.052 0.039 0.055 0.019
parametric Clayton 0.034 0.020 0.062 0.012
-reference 0.046 0.018 0.053 0.020
Lee's method 0.005 0.032 0.026 0.008
B
non-parametric I 0.673 1 0.027 1
non-parametric II 0.471 1 0 1
parametric Frank 0.805 1 0.054 1
parametric Clayton 0.690 1 0.020 1
-reference 0 1 0 1
Lee's method 0.112 1 0.002 1
S1
non-parametric I 1 1 1 1
non-parametric II 1 1 1 1
parametric Frank 1 1 1 1
parametric Clayton 1 1 1 1
-reference 1 1 0.961 0.976
Lee's method 1 1 0.990 0.982
S2
non-parametric I 0.957 1 0 1
non-parametric II 0.863 1 0 1
parametric Frank 0.999 1 0.041 1
parametric Clayton 1 1 0 1
-reference 0.002 1 0 1
Lee's method 0.121 1 0.002 1
S3
non-parametric I 0.943 1 0.003 1
non-parametric II 0.788 1 0.003 1
parametric Frank 0.990 1 0.072 1
parametric Clayton 0.994 1 0.013 1
-reference 0.011 1 0.005 1
Lee's method 0 1 0.347 1
Table 5.3: Simulation study results for sample size 400.5.6. REAL DATA EXAMPLES 133
5.6 Real data examples
In this section we illustrate the application of the described tests to real data
examples.
5.6.1 Danish re insurance data
The Danish re insurance data example introduced in Section 3.5 consists
of observations on three random variables referring to insurance losses in
the value of buildings (B), their content (C) and prot they generated (P).
As seen in Table 4.4 we rejected any tail dependence for the couple fB;Cg,
we have seen a positive right tail dependence for the couple fB;Pg, and
we have decided upon a positive dependence in both tails for the couple
fC;Pg. Thus, referring to Proposition 1.14 it is only worth to investigate
further the fB;Pg, and fC;Pg pairs for stochastic monotonicity. Indeed, we
do not include in Table 5.5 approximate p-values for the couple fB;Cg as
all methods strongly reject the null hypotheses of any stochastic monotonic
dependence (returning approximate p-values equal to zero). The same holds
for any negative stochastic monotonicity structure for all the couples, and
so we drop these zero-columns from Table 5.5. Note that we wish to obtain
consistent results with respect to Proposition 1.14. In particular we would
like (potentially) not to reject only cases of SI for which we have not rejected
both LTD and RTI.
The more interesting ndings concern the other two pairs fB;Pg and
fC;Pg. The hypothesis of SI(PjB) is rejected by all the methods (except the
-reference one), which is as expected as all the methods strongly rejected
LTD(PjB). The results are also consistent for SI(BjP): the non-parametric
II and -reference methods did not reject both LTD(BjP) and RTI(BjP)
and only they do not reject SI(BjP).
The fC;Pg pair seems to have more symmetric dependence structure
as none of the tests reject the stochastic increasingness neither for PjC nor
for CjP. However, there is one inconsistency in the results for this couple.
Specically, the parametric Clayton method strongly rejects LTD(PjC) and
LTD(CjP), but it rejects neither SI(PjC) nor SI(CjP). This situation is
another example of the importance of correctly specifying the model in the
parametric resampling method.
Similar plots to the ones in Figure 4.5 were drawn in case of SI, where
the violation regions were referring to positive approximated second order
partial derivative of C with respect to u. They were however unreadable
and therefore uninformative.134 CHAPTER 5. TESTING STOCHASTIC MONOTONICITY BY CONSTRAINED COPULA
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method (PjB) (BjP) (PjC) (CjP)
non-parametric I 0.0001 0.0421 0.9086 0.4972
non-parametric II 0.0020 0.0786 0.9465 0.6486
parametric Frank 0 0.0013 0.7759 0.0804
parametric Clayton 0 0.0095 0.8504 0.1718
-reference 0.1603 0.9117 1 1
Table 5.4: Approximate p-values for the SI tests for the Danish Fire Insurance
data example.
5.6.2 Intergenerational income data
This data set was tested for stochastic increasingness in Lee et al. (2009).
The data come from the Panel Study of Income Dynamics (PSID), rst
introduced by Solon (1992). We analyze the same data subsample as in Lee
et al. (2009), which is a data extract from Minicozzi (2003) (available online
on the Journal of Applied Econometrics website).
The data consist of 616 observations of `the logarithm of parental pre-
dicted permanent income' (variable X) and `the logarithm of sons averaged
full-time real labor income at ages 28 and 29' (variable Y ). The scatter
plot of the data and pseudo-observations is presented in Figure 5.5. We can
clearly see some positive dependence in the data and indeed there is a very
strong positive dependence structure as the tests do not reject any of the










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 5.5: Income data (a) and corresponding pseudo-observations (b).5.7. CONCLUSIONS AND FURTHER DISCUSSION 135
method (Y jX) (XjY )
non-parametric I 0.8705 0.8762
non-parametric II 0.9309 0.9411
parametric Frank 0.6191 0.5409
parametric Clayton 0.7491 0.6812
-reference 1 1
Table 5.5: Approximate p-values for the SI test for the Income data example.
5.7 Conclusions and further discussion
In this chapter we introduced a non-parametric test for a stochastic mono-
tonicity dependence structure based on the constrained copula estimation
and resampling.
In a simulation study we evaluated the power performances of the dis-
cussed testing procedures, and compared these with the performance of the
method of Lee et al. (2009). The latter method relies on the asymptotic
distribution of a U-statistic type of testing quantity.
We applied the tests to the real data examples. We have obtained in-
teresting dependence structure results for the Danish re insurance data
which gives more insight into the data set. We have also found evidence in
the available data for the assumption of the stochastic increasingness in the
econometric model of intergenerational income.
The conclusions from both the simulation studies and the real data ex-
amples are that the -reference method is not a valid approach any more.
The class of stochastically monotonic structures is \too narrow" to be ap-
proximated by the  copula boundary point. Finally, we advise to use the
non-parametric method II if there is no evidence or a prior knowledge of




This thesis describes the research done on dependence structure testing prob-
lems. It explores the copula applicability and constructs non-parametric
tests by means of smooth constrained resampling.
In Chapter 2 we start the analysis of the weakest form of dependence,
namely Positive Quadrant Dependence. Dierent copula estimators are used
to construct the test statistic and the rejection rule is based on resampling
from the -reference copula. The -reference method improves upon the
existing method of Scaillet (2005) and kernel copula estimators combined
with Cram er-von Mises and Anderson-Darling distances outperform tests
based on the empirical copula estimator and Kolmogorov-Smirnov distances.
In Chapter 3 we consider a constrained copula resampling approach in
Positive Quadrant Dependence testing. We manage to improve the power
performance further and introduce parametric resampling for comparison.
Chapter 4 applies the constrained copula resampling methodology to an-
other dependence structure, namely Tail Monotonicity. This dependence
feature has not yet been, up to the authors' knowledge, an object in sta-
tistical testing. The advantage of the non-parametric approach over the
-reference and parametric approaches is more visible when investigating
this stronger dependence structure of Tail Monotonicity. On the one hand,
the -reference method does not seem to catch the details which constitute
the essence of this dependence structure. On the other hand, the test is
sensitive to misspecication of the parametric reference copula model used
for resampling.
These drawbacks emerge even further in the case of testing for Stochastic
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Monotonicity in Chapter 5. Moreover, the proposed non-parametric method
outperforms the recently developed testing method of Lee et al. (2009).
All of the dependence structures are tested on a variety of simulation
examples with broad ranges of diculties to give an idea about applicability
of the tests. In the real data examples the tests demonstrate clearly their
use in broadening the knowledge about the association in these data sets.
A challenging topic for further research is to prove in general the method-
ology summarized in Figure 5.1. It would give a tool to handle other possible
dependence structures. The main diculty here is the impact of the rear-
rangement step on the theoretical features of the transformed copula. With
such a result at hand one can prove statistical consistency of the methods.
Another important question is the theoretically based bandwidth selec-
tion procedure for testing. It is an important and unexplored topic in general
and in particular in copula studies. The large amount of conducted simula-
tions suggests however strong undersmoothing, which is a direction for the
investigation in the area of the constrained resampling for testing.
With the above questions answered, one receives a convenient and coher-
ent tool to be applied to testing for any dependence structures. For example,
one can consider local behaviour of the described dependence structures as
very often global features are too restrictive and certain regions in the data
range are of no/most interest.Bibliography
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