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Abstract: An implementation of bias correction and data assimilation using the ensemble Kalman
filter (EnKF) as a procedure, dynamically coupled with the conceptual rainfall-runoff Hydrologiska
Byråns Vattenbalansavdelning (HBV) model, was assessed for the hydrological modeling of seasonal
hydrographs. The enhanced HBV model generated ensemble hydrographs and an average stream-flow
simulation. The proposed approach was developed to examine the possibility of using data (e.g.,
precipitation and soil moisture) from the European Organisation for the Exploitation of Meteorological
Satellites (EUMETSAT) Satellite Application Facility for Support to Operational Hydrology and Water
Management (H-SAF), and to explore its usefulness in improving model updating and forecasting.
Data from the Sola mountain catchment in southern Poland between 1 January 2008 and 31 July 2014
were used to calibrate the HBV model, while data from 1 August 2014 to 30 April 2015 were used
for validation. A bias correction algorithm for a distribution-derived transformation method was
developed by exploring generalized exponential (GE) theoretical distributions, along with gamma
(GA) and Weibull (WE) distributions for the different data used in this study. When using the
ensemble Kalman filter, the stochastically-generated ensemble of the model states generally induced
bias in the estimation of non-linear hydrologic processes, thus influencing the accuracy of the Kalman
analysis. In order to reduce the bias produced by the assimilation procedure, a post-processing
bias correction (BC) procedure was coupled with the ensemble Kalman filter (EnKF), resulting in an
ensemble Kalman filter with bias correction (EnKF-BC). The EnKF-BC, dynamically coupled with the
HBV model for the assimilation of the satellite soil moisture observations, improved the accuracy
of the simulated hydrographs significantly in the summer season, whereas, a positive effect from
bias corrected (BC) satellite precipitation, as forcing data, was observed in the winter. Ensemble
forecasts generated from the assimilation procedure are shown to be less uncertain. In future studies,
the EnKF-BC algorithm proposed in the current study could be applied to a diverse array of practical
forecasting problems (e.g., an operational assimilation of snowpack and snow water equivalent in
forecasting models).
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1. Introduction
In hydrology, the discrepancy between simulated and observed streamflow (Q) data can be
used to update a model’s state variables, which has applications in basin-wide estimations and
hydrological forecasting [1–4]. Data assimilation (DA) procedures, which allow for accurate modeling
of hydrological variables, can be used to provide the necessary ground conditions (e.g., soil moisture
(θ), snowpack and snow water equivalent) for mathematical models. These state variables, along
with other past and present model states (e.g., the contents of upper and lower boxes in a response
routine in the conceptual rainfall-runoff Hydrologiska Byråns Vattenbalansavdelning (HBV) model),
can also be used in the model’s updating procedures. Given the high level of uncertainty and the
inherent difficulties in hands-on measurements of soil moisture, snowpack and its meltwater content,
satellite-based data can be used as input data for hydrological models. The spatial and temporal
distribution of satellite data can, however, differ substantially from that of data obtained through
simulations generated by mathematical models. A properly configured hydrological simulation model
should assimilate these observations, rather than use them directly as inputs for the deterministic
model. This can be achieved through the application of the DA procedure, coupled with the use of
model state variables.
Satellite products delivered to the mathematical model from various sources (e.g., satellite
retrievals, ground measurements and land model integrations of observed meteorological forcing data)
often exhibit various mean values and statistical variability (e.g., range, interquartile range, variance and
standard deviation). However, systematic error (bias) can affect hydrological processing in mathematical
models. It is important that this bias be removed. In the scientific literature, many approaches
are described for bias removal from precipitation data obtained from meteorological and climatic
models [5–8], and for bias removal for remotely-sensed satellite data [9]. A distribution-derived
transformation based upon Cumulative Distribution Function (CDF) matching is particularly promising
for the minimization of systematic differences between observed and modeled satellite soil moisture
products [10,11].
Due to its flexibility in applications where the precise nature of the modeled system is unknown,
the Kalman filter [12] and its numerous modifications have been frequently used to estimate the state
variables of deterministic-type hydrological models; this prompted its use in the current study. The most
widely used method for hydrological data assimilation is the ensemble Kalman filter (EnKF) [13–17].
This method is most frequently employed as a procedure dynamically coupled with hydrological
models that are run forward in time, with a finite set of ensemble realizations (members). In this
case, ensemble realizations denote equally plausible representations of the state variables describing a
modeled catchment [18].
In most hydrological rainfall-runoff models, the values of the initial variables are estimated
using observations from ground-based measurement networks, or calculated using physical and
geographical basin characteristics (e.g., water balances).
Soil moisture is a key variable in the exchange of water and energy on the earth’s surface,
and its precise estimation significantly affects the simulation of flows during floods. Traditional
methods of estimating soil moisture, such as gravimetric analysis [19], are less accurate than modern
methods. Satellite observations, however, are increasingly used to identify the distribution of soil
moisture content, wherein the DA system performs the assimilation of satellite-derived soil moisture
observations [20]. During the assimilation of meteorological data in rainfall-runoff models, it is
important to update the soil moisture state variable. However, soil moisture estimates from DA are
sensitive to observations and model error variances. Estimated state variables with high input errors
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can generate more bias than DA-free model estimates. Thus, one way to improve the accuracy of
hydrological forecasts is to employ observed data when determining the state variables at the time of
the hydrological forecasts (i.e., throughout the updating process).
Past studies have mainly focused on the bias correction of satellite products, such as
precipitation [21] and the assimilation of soil moisture [22–31]. Applying a distributed, physically-based
hydrological model to three small Italian catchments, Laiolo et al. [32] tested the effects of the assimilation
of three different satellite-derived (Advanced SCATterometer, ASCAT) soil moisture products on model
performance. The ASCAT products were processed to allow for their direct input as state variables by
the hydrological model’s pre-processor. They were then assimilated using various techniques, such as
simple nudging (e.g., Newtonian relaxation). Similarly, Alvarez-Garreton et al. [33] employed the
assimilation of remotely-sensed soil moisture data (i.e., satellite soil moisture data) from the Advanced
Microwave Scanning Radiometer (AMSR−E), ASCAT and the Soil Moisture and Ocean Salinity (SMOS)
instrument with EnKF in order to improve operational flood prediction within a large semi-arid
catchment in Australia using lumped and semi-distributed schemes.
The EnKF generates an ensemble of model states by adding noise to state variables, model
parameters and/or forcing data. In the EnKF filter, the uncertainty of hydrological models is represented
by an ensemble of state variables obtained as a result of stochastic perturbation. A Gaussian random
number, with a mean of zero, is most commonly used to perturb the model states and parameters due
to the assumption of unbiased state variables in the EnKF. However, due to the non-linear nature of
hydrologic processes, ensemble perturbation using Gaussian noise can lead to biased background
predictions. This problem has also been considered in previous studies; for example, Ryu et al. [34]
and Alvarez-Garreton et al. [33] proposed a bias correction scheme that effectively removed bias
in soil moisture. The perturbed bias was corrected using an unperturbed model simulation run in
parallel with the EnKF analysis. This simple method assumes that an ensemble spread is created by
adding Gaussian noise only to the state variable. The mean bias of the perturbed state variables for
each ensemble members is calculated by subtracting the unperturbed background prediction from
the ensemble mean of the perturbed states. This solution’s limitation is that it does not consider the
distribution of the bias occurring in the whole of an ensemble, although the bias can take on different
weights for each ensemble member of the perturbed state variables. According to the authors of this
article, the bias distribution in the ensemble of these perturbed state variables can affect the quality of
the filtering by the EnKF.
The bounds of assimilated variables can also cause estimation biases. In the EnKF, a normal
distribution is generally chosen to perturb the model states and parameters. However, in the case of
perturbations on a bounded variable such as soil moisture, the perturbation may cause the estimation
to exceed the natural upper or lower bound of the analyzed variable. This potential source of bias is
especially problematic under dry or wet catchment conditions. To remedy this, Baguis and Roulin [35]
treated the soil moisture as a variable with lower and upper bounds. Truncation from below and above
the normal distribution was performed as part of the post-processing technique for the EnKF.
One of the main purposes of the present research was to improve short-term hydrological forecasts
by increasing the efficiency of the updating procedure. Following a literature review, the possibility
of correcting satellite precipitation data and assimilating satellite-derived soil moisture products to
generate ensemble hydrological forecasts is assessed. A new mathematical procedure was developed
to: (i) Remove the systematic error from satellite precipitation data (a forcing data), and (ii) assimilate
satellite soil moisture observations for direct processing by a hydrological model.
The above solution was compared with the case where the satellite soil moisture observation
was not assimilated, but after removing the systematic error, the bias-corrected satellite soil moisture
replaced the state variable of the hydrological model.
Inputs were in the form of: (i) A precipitation product (i.e., accumulated precipitation on the
ground) obtained from geostationary and new generation low Earth orbit satellites and (ii) soil moisture
products obtained from the assimilation of ASCAT soil moisture products in the European Centre
Water 2019, 11, 2138 4 of 31
for Medium-Range Weather Forecast’s Integrated Forecasting System (ECMWF’s IFS). Specifically,
the precipitation product was obtained from the European Organisation for the Exploitation of
Meteorological Satellites (EUMETSAT) and low Earth orbit satellites.
This research provides two contributions to the field of hydrology. First, a distribution-derived
transformation method as a bias correction (BC) procedure with a new algorithm using three theoretical
distributions, namely generalized exponential (GE), gamma (GA) and Weibull (WE), either alone or
in paired combinations, was developed to generate bias-free satellite precipitation and soil moisture
data. Second, a mathematical procedure composed of integrated DA methods that take into account
the possibility of creating an ensemble of model states with unbiased errors, (i.e., the EnKF-BC) was
constructed and implemented in the IT environment of the HBV model.
In the hydrological literature, it is often argued that a single well-described distribution must be
used in a distribution-derived transformation method. For example, in the modeling of precipitation
occurrence and intensity probability, a gamma-gamma (GA-GA) transformation is typically used [6,8,36].
The authors of the current study, however, extend the scope of analysis and use the three aforementioned
probability distributions to show that the GA distribution, currently preferred in the literature, is not
always optimal. The EnKF-BC is used to assimilate soil moisture observations acquired from remote
sensing observations. The algorithm of the filter was supplemented with a simple BC scheme that
removed bias in soil moisture from the perturbed state ensemble using a derived transformation method.
The current study begins by formulating the problem and methodologies adopted to correct and
assimilate the H-SAF (Satellite Application Facility for Support to Operational Hydrology and Water
Management) products. The paper first describes the study area and the data used. A description
of the models, including the partially-distributed hydrological model, as well as the bias correction
and assimilation procedures, including the ensemble Kalman filter with bias correction, follows.
Subsequently, an overview of specific results and a summary of the advantages and limitations of the
proposed correction and assimilation method are explored.
2. Study Area and Data
The Sola River in Poland, the Vistula River’s first major tributary, extends 88.9 km (55.24 miles)
within the Sola Watershed. The watershed, which covers an area of 1400 km2 (540.543 sq. mi.)
(19.23◦–22.68◦ E, 50.05◦−53.71◦ N; Figure 1), is monitored by the Zywiec gauging station. Roughly
two-thirds of the regional annual precipitation (Pann), which varies from 750 to 1300 mm year−1, occurs
between May and October, with 39% of Pann occurring during the three summer months (June–August)
and 17% falling in the winter months (December–February) [37]. Accordingly, high water levels occur
primarily in March and April due to the spring snow-melt, and in July and August due to storm
rainfall. The same factors that lead to high peak flood levels also result in shorter peak flow levels.
Generally, the Sola Basin experiences flash floods during the summer months.
The rain gauge measurements used in the validation of the BC method and the Kalman filter
procedure were obtained from Poland’s Institute of Meteorology and Water Management—National
Research Institute (IMWM—NRI). H-SAF-derived precipitation and soil moisture products were
generated from the rain gauge data. Observed daily precipitation data, POBS, were obtained for the
period of July 2012 to May 2015. The locations of the ground-based IMWM−NRI meteorological
stations (black squares, Figure 1), and precipitation H-SAF product readings (black points, Figure 1) in
the Sola Watershed highlight the difference in the grid of H-SAF products, P0524 vs. POBS.
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Figure 1. Hydrographic map of the Sola Watershed at Zywiec, including the location of the precipitation
points for P0524 European Organisation for the Exploitation of Meteorological Satellites (EUMETSAT)
Satellite Application Facility for Support to Operational Hydrology and Water Management (H-SAF)
precipitation rate at the ground, and for POBS, and for H14 H-SAF soil moisture points.
The P0524 (mm) observation was derived from precipitation maps generated by merging microwave
detector (MW) images from operational sun-synchronous satellites, and infrared (IR) images from
geostationary satellites. Sampling was performed using the Spinning Enhanced Visible and Infrared
Imager Instantaneous Field of View (SEVIRI IFOV) instrument, i.e., a line by line scanning radiometer,
which pr vides image data in four Visible and Near InfraRe (VNIR) channels d eight InfraRed
(IR) channels. In rder to minimize bias and random errors, the satellite-deriv d field w s forced
to integrate precipitation intensities and some information sources, such as rain gauge data and
quantitative precipitation forecasts (QPF) from a Numerical Weather Prediction (NWP) model [38].
Integration was performed over 3, 6, 12 and 24 h, and P0524 , r accumulat d precipitation, over 24 h,
was selected for analysis. The P0524 res lution for the Sola Catchment changes from 3.5 km horizontally
to 5.9 k vertically (Figure 1).
With respect to the H-SAF products, SM-DAS-2 (or H14) at the root zone level, i.e., the soil moisture
index Irzθ, was generated in the ECMWF Land Data Assimilation System by assimilating ASCAT soil
moisture data [39]. The value of H14(%) was a result of land surface analysis that included screen level
parameters (2 m) from surface synoptic observations and soil moisture analysis based on a simplified
extended Kalman filter.
The primary ASCAT observation, sea-surface wind, was processed at a 50 km resolution.
Soil moisture data processing was performed at a 50 km resolution in operational mode (verified
products for operational hydrological applications) and a 25 km resolution in research mode (products
developed pre-operationally). The resolution of the H14 soil moisture products in the Sola Basin
changes from 16.287 km horizontally to 25.07 km vertically (black hexagon, Figure 1).
The ECMWF model-generated soil moisture profiles, according to the Hydrology Tiled ECMWF
Scheme for Surface Exchanges over Land, provides estimates for four layers (for a total thickness
of 2.89 m), with a daily time step. The soil moisture-related products constitute the inputs into the
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mathematical model, representing a vertical profile of the following soil depth ranges: 0 –0.07 m,
0.07 –0.28 m, 0.28 –1.00 m and 1.00 –2.89 m. In keeping with the inputs of the HBV hydrological
model, the H14 product was simplified by calculating a weighted average of the first three or four
depths considered (0 –1.00 m, H1.0014 and 0 –2.89 m, H
2.89
14 , respectively). In order to perform the BC
procedure it was necessary to generate a sequence of soil moisture values using HBV, θHBV (mm)
with the same range as the employed satellite data. In the BC scheme, the soil moisture θHBV must
be expressed in %, like the H14. Therefore, the θHBV was recalculated according to the formula:
θHBV(%) =
[
θHBV(mm)
Fc
]
100%, where FC is the soil water capacity, a state variable of the HBV, with a
value determined during HBV calibration. After applying the developed BC scheme to compute the
Kalman gain, the values of θ (%) were recalculated as follows:
θ(mm) =
[
Fc(mm)θ(%)
100%
]
3. Problem Formulation and Methodology
In the current study, the ensemble Kalman filter (EnKF) and ensemble Kalman filter with bias
correction (EnKF-BC), were used with bias correction (BC) and assimilation methods, to develop a
procedure that was dynamically coupled with the Hydrologiska Byråns Vattenbalansavdelning (HBV)
model. The proposed methodology (vertical columns, Figure 2) is a composite of four substantive
modules, with the possibility of configuring the computational component with regards to input,
output and performance evaluation. The methodology can be described as follows:
1. Calibration of the deterministic HBV hydrological model based on observations and measurements
from the hydro-meteorological monitoring network of the IMWM—NRI;
2. Removal of bias from the satellite precipitation product, PSAT: P0524 , and from satellite soil
moisture observations, H14: H1.0014 and H
2.89
14 , using the BC method in all phases (e.g., probability
distribution fitting, validation and correction);
3. Simulation of the HBV model with and without the updating procedure. The HBV model was
updated using three methods:
• Bias correction H1.00−BC14 or H2.89−BC14 without assimilation (the bias-corrected satellite
observations replaced the proper state variables of the HBV),
• Assimilation of the uncorrected satellite soil moisture data, i.e., H1.0014 or H2.8914 , using EnKF, and
• Assimilation of the uncorrected satellite soil moisture data, i.e. H1.0014 or H2.8914 , with the bias
correction of the perturbed background prediction of soil moisture, for the creation of an
unbiased ensemble of model states using EnKF-BC.
These three methods use PBC0524 as the precipitation input (i.e., a forcing data),
4. Simulation in forecast mode in the form of an ensemble (interval forecast) using the hindcast
method, in which the input (forcing data) of the hydrological model is the historical data
instead of the meteorological forecast data, e.g., POBS, observed ground-based precipitation and
TOBS, temperature.
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Figure 2. The block diagram of the methodology, where POBS, TOBS and QOBS represent mean
ground-based precipitation, temperature and river discharge, respectively. PSAT represents the P0524
and H14, H1.0014 and H
2.89
14 represent soil moisture observations; QHBV is the product of the HBV
model without correction and assimilation procedures; QHBV−BC represents the product of the HBV
model with bias-corrected satellite precipitation and without assimilation; QHBV−BC−BC is the product
of the HBV model with bias-corrected satellite precipitation and with bias-corrected satellite soil
moisture data without assimilation; QHBV−BC−EnKF is the product of the HBV model with bias-corrected
satellite precipitation and with assimilation of the satellite soil moisture (EnKF); and QHBV−BC−EnKF−BC
represents the product of the HBV model with bias-corrected satellite precipitation and with assimilation
of the satellite soil moisture data with bias correction of the perturbed soil moisture for the creation of
an unbiased ensemble of model states (EnKF-BC).
The inputs were: River discharge (QOBS), observed ground-based precipitation (POBS), temperature
(TOBS) and satellite observations (i.e., precipitation products, PSAT: P0524 and soil moisture observations,
H14: H1.0014 and H
2.89
14 ). Depending on the inputs, the methodology adopted in this work evaluates the
performance of five different simulations. In the first step, the calibration of the HBV model with
gauge-based rainfall data was initiated. The steps used to calibrate the HBV model r discussed
in depth in the following sections. The appropriate configurati n llowed fo the generation of
the following outputs: QHBV−BC (river discharge calculated by the HBV model with input in t e
form of corr cted satellite precipitation, without the assimilation method), QHBV−BC−BC (updating the
HBV model using bias-corrected H1.00−BC14 or H
2.89−BC
14 without assimilation), QHBV−BC−EnKF (updating
the HBV model with the assimilation of uncorrected satellite soil observations by EnKF filter),
and QHBV−BC−EnKF−BC (updating the HBV model with the assimilation of uncorrect d atellite soil
moisture obs rvations by EnKF-BC filter).
3.1. Calibration of the Deter inistic el
The conceptual rainfall-runoff HBV model (version HBV 7.3) [40–43] was used to model rainfall nd
ru off patterns in the Sola Basin. The HBV model is a partially-distribu ed conceptual rainfall-runoff
model that uses simpl continuity equations and other suppl mentary r lationships to simulate
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streamflow in gauged or ungauged rivers, to design flood calculations and to perform hydrological
forecasting. The model consists of sub-routines for snow accumulation and snowmelt, soil moisture,
runoff generation and simple routing. The main control of runoff formation in the rainfall-runoff HBV
model is the soil moisture accounting routine: When the soil is dry, the runoff from rain or snowmelt is
small, whereas when the soil is wet, the runoff is higher. Therefore, the runoff generation routine is the
response function that transforms excess water from the soil moisture layer to the runoff.
The structure of the HBV system allows the model to make necessary sub-divisions concerning
different climate zones, land-use types, hydro-meteorological network densities and other variables.
In this study, a hydrologic analysis of the study area was attempted without dividing the area into
sub-catchments. The model used a lumped scheme, setting up the catchment as a single vegetation
zone, i.e., a field area [44], thus the simulation carried out a single soil moisture box with lumped
inputs. As a consequence of the lumped scheme, the satellite products from a regular satellite grid
(H0524 , H
1.00
14 , H
2.89
14 ) and from irregular ground-based meteorological stations (POBS) were spatially
interpolated into the centroid of the Sola Watershed’s catchment. In the present study, the simple
Thiessen polygons interpolation technique was used [45].
The HBV model was treated solely as a calibrated engine, i.e., as a dynamic function of the HBV,
and the model was assumed to have its own set of initial state variables, constants and definitions.
A relatively long period of ground-based meteorological station observations (from 1 January 2008 to 31
July 2014) was used to calibrate the model. This was done automatically with small manual corrections
for the following model parameters: Field capacity, limit for potential evaporation, exponent in the
formula for soil drainage, recession coefficient and precipitation and snow melt factors. It was further
assumed that the model was well-calibrated, such that it did not require additional adjustments during
assimilation run-up, i.e., the hydrological model was not re-calibrated with input data derived from
satellite-based products.
3.2. Bias Correction of Ground-Based Observations and Satellite Products—The Distribution Derived
Transformation Method
The BC algorithm was tested for its ability to remove bias from satellite precipitation and soil
moisture data series. Several methods for downscaling and correcting bias in monthly and daily data
derived from hydro-meteorological models have been proposed [46–48], and applied to satellite-based
remotely-sensed data [9–11]. However, associating the downscaled data drawn from different sources
(e.g., weather data, mathematical climate model outputs, radar or satellite remote sensing data) with
the appropriate input of hydrological models can be problematic. Generally, the correction methods
applied to meteorological data fall into four main categories [49]: (i) Methods based upon simple
changes in data attributes/values [5]; (ii) parametric transformations [6,50,51]; (iii) non-parametric
transformations [11,52]; and (iv) distribution-derived transformations [8,36,53–55].
In the current study, the method of transforming the derived distribution (iv) was selected for the
removal of systematic differences between observed and modeled satellite H-SAF products. In the
case where the marginal distribution of the variable of interest was known, the transformation was
achieved using the theoretical distributions to solve the equation [8]:
XOBS = F−1OBS(FMOD(XMOD)) (1)
where:
FMOD is the cumulative distribution function (CDF) of the modeled variable XMOD, and
F−1OBS is the inverse CDF corresponding to the observed variable, XOBS.
The Bernoulli distribution (B) was used to model the precipitation occurrence probability, while
the gamma (GA) theoretical distribution was used for modeling intensities [36].
Joined distribution in pairs, including the Bernoulli-Weibull (B-WE), Bernoulli-lognormal (B-LN)
and Bernoulli-exponential (B-E) distributions [54], were also used. As previously mentioned,
gamma-gamma (GA-GA) transformation is typically used for similar applications [6,8].
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In the current study a distribution-derived transformation method with a new algorithm using
three theoretical distributions with similar random properties was developed. Generalized exponential
(GE), gamma (GA) and Weibull (WE) distributions were used separately, or in paired combinations
(e.g., GE-GA, GE-WE, etc.) to generate bias-free satellite precipitation and soil moisture data (see
details in Appendix A).
Satellite precipitation data (i.e., P0524 ) were compared with POBS from ground-based meteorological
stations, while satellite soil moisture observations (i.e., H14) were compared to the value of θHBV
derived from the HBV model. Certain variable boundaries were assumed for each variable (P meaning
precipitation and θ meaning soil moisture):
P =
{
P P ≥ 0.1 mm
0 P < 0.1 mm
; θ =

θ 100 ≥ θ > 0 %
100 θ > 100 %
0 θ ≤ 0 %
(2)
Within the BC method the satellite products were processed through fitting probability distributions
to POBS and θHBV, and subsequently validated. Model performance comparisons are discussed in
depth in Section 3.4. Subsequently, corrected satellite precipitation, PBC0524 , was used as a direct input
into the HBV simulation (a forcing data), and H1.00−BC14 and H
2.89−BC
14 were used as direct inputs into
the HBV simulation without assimilation (as part of a simple updating procedure for the HBV model,
the corrected satellite soil moisture observations were directly substituted for the corresponding HBV
state variable). Probability distribution fitting of the BC model for soil moisture provided optimized
parameter functions that transformed each observation into its corrected form. Information on the
optimal probability distributions helped to correct the soil moisture for unbiased perturbing within the
Kalman filter procedure.
Distribution fitting data for the bias correction procedure of P0524 were drawn from 1 January
2013 to 31 July 2014, while data for H1.0014 and H
2.89
14 were drawn from 1 January 2012 to 31 July 2014.
All validation data were drawn from 1 August 2014 to 30 April 2015. Input ranges for the calibration
of the HBV model and BC method were different, and depended upon the period in which the data
were observed/measured. Distribution fitting and validation of H1.0014 and H
2.89
14 took into account the
summer (August to October) and winter (November to April) seasons. In Poland, the hydrological
division is represented by two seasons: Winter starts on 1 November and ends on 30 April, and the
remaining period is considered the summer season. Such a division of time agrees with the course of
the drain cycle phenomena. Climatic winter begins in one of the last two months of the year, and the
outflow of rainwater, made difficult in winter due to freezing temperatures, takes place only during
the spring months of the following calendar year.
The corrected satellite products from 1 August 2014 to 30 April 2015 then served as the input for
the hydrological simulation model. The results of the distribution fitting and validation of the bias
correction procedure are discussed in Section 4.2.
3.3. Assimilation of Satellite Products Using the Ensemble Kalman Filter
The data assimilation approach employed in the present study was based on the EnKF technique.
The Kalman filter is considered the most efficient sequential DA scheme, as it only requires: (i) System
variables of a previous time step and forcing terms and (ii) observations from the current time step [12].
This filter also provides powerful support for estimations of past, present and future states via a set of
mathematical equations that provide an efficient computational framework that can estimate the state
of a process, while minimizing the mean of the squared error [56].
The EnKF is derived from the standard Kalman filter [57] and generates ensembles ipso facto,
extending the sampling range to account for the model and forcing uncertainties in the presence of
non-linear processes. For the EnKF method, model errors and uncertainties are assumed to be Gaussian
distributed when all uncertainties are defined.
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Such a situation, however, is rare in hydrological datasets. Most of the existing data assimilation
techniques, including the EnKF, have been developed to correct random error that occurs, but systematic
errors must be removed separately. It is important to update the soil moisture state variable; however,
soil moisture estimates from DA are sensitive to observations and model error variances. Estimated
state variables with high input errors can prove to be far less accurate than DA-free model estimates.
For simulations of non-linear and non-Gaussian relationships between model states and observations,
one can use the EnKF. However, the possibility of bias introduction in the estimations of non-linear
processes must be considered in the analysis.
In this study, the hydrological model HBV was run forward in time with a finite set of ensemble
members. In the EnKF, the model error estimates were produced assuming that the ensemble mean
was correct. The variance of the differences between ensemble members and the ensemble mean were
then calculated. Model error was estimated directly from the ensemble. Each observation was updated
based on the relative error between the model and observations. The update of the model states with
the EnKF filter assumed that model errors had a Gaussian distribution (see Appendix B for the detailed
mathematical formulation).
One weakness of the EnKF is the occurrence of errors resulting from the use of perturbed
observations. The resulting noise added to the perturbed observations can be correlated with the
background error. This can result in a systematic underestimation of the analysis error variance [58].
3.3.1. Model Error and the Perturbation of Error Factors within the EnKF Filter Algorithm
Model errors can result from uncertainties in model inputs (forcing data), model structure and
model parameters [33,59]. These errors represent unbiased noise, which adds to forcing variables,
model state variables and/or model parameters. In this study, a problem appeared when applying
unbiased perturbations to the soil moisture variable. The unperturbed background prediction was
designated as θ, while the perturbed state was represented as θ′ to simplify the computational formulas.
Similarly, the unperturbed and perturbed precipitation were defined as P and P′, respectively. In their
study, Alvarez-Garreton et al. [33] ensured that the ensemble of model states remained unbiased after
perturbation by implementing the BC scheme proposed by Ryu et al. [34]. Furthermore, the authors
applied a post-processing technique that involved the simultaneous run of a hydrological model with
and without the perturbation of state variables. The mean bias of the perturbed state variables of
n ensemble members at the time j (δj) was computed by subtracting the unperturbed background
prediction (θ j) from the ensemble mean of the perturbed states [34], as follows:
δ j =
1
n
n∑
i=1
(
θ′j−1 − θ j
)
(3)
where δ j is the mean bias of the perturbed state variables of n ensemble members at the time j.
In order to obtain an unbiased ensemble of state variables (θ˜ j,i) (i.e., a corrected ensemble),
the perturbation bias (δj) was subtracted from the perturbed ensemble states (θ′j−1,i) [34]:
θ˜ j,i = θ
′
j−1,i − δ j (4)
Since soil moisture is expressed as a percentage ranging from 0% to 100%, the application of
Gaussian noise during assimilation using the EnKF often violates this constraint. To avoid crossing these
limits while generating the variance of the noise term (ξθ ∼ N
(
0, σ2θ
)
), whereσ2θ is the standard deviation
of the normal distribution, Baguis and Roulin [35] used truncated normal probability distributions
to impose upper (100) and lower (0) boundaries on the soil moisture products variable. Similarly,
they used the truncated log-normal distribution to generate the perturbation for the precipitation
variable. For the random variable, X, with the function of density, f, and the cumulative distribution
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function, F, the interval limit (a, b] is described by the distribution function, g(f )(a, b], according to the
formula [60]:
g( f )(a,b](x) =
f (x)
F(b) − F(a) (5)
where,
f (x) =
{
f (x) a < x ≤ b
0 x ≤ a ∪ x > b (6)
for a = 0% and b = 100%.
The current study adopted a multiplicative error model for rainfall data [59]. The precipitation
error was expressed as ξp ∼ lnN
(
1, σ2p
)
, where σ2p was the standard deviation of the log-normal
distribution. For the soil moisture error, a simplified model was used and expressed as ξθ ∼ N
(
0, σ2θ
)
.
In practice, under the EnKF method, DA was preceded by a calibration involving a sensitivity analysis
of user-selected state variables, and the values of observation errors were set within a specified
allowable range. For example, fractional error parameters were proposed for the EnKF method as ξθ
= 0.20 and ξP = 0.10. These errors were chosen based on the sensitivity analysis using the following
acceptable sets: 0.10 ≤ ξθ ≤ 0.40 and from 0.05 ≤ ξP ≤ 0.40.
As only one variable was assimilated from the satellite observations (H14, i.e., H1.0014 or H
2.89
14 ) in
this research, the assimilation problem was one-dimensional, and all the matrices included were real
numbers (see Appendix B for more information on the DA algorithms used for model state updating).
Optionally, ensembles can be produced by stochastically perturbing the precipitation, P, and soil
moisture, θ [59]. In implementing the EnKF, it was assumed that θ was perturbed by default, though
the choice of P0524 was up to the user’s discretion. P0524 , as a forcing data, should be perturbed when the
dynamic HBV function generates an outflow that is significantly different from the observed outflow.
The HBV model was run with an hourly step, while the satellite soil moisture was only available at a
daily step. In the implemented Kalman filter procedure, the soil moisture model was updated if the
product, H14, was available.
The perturbations were parameterized as fractional error parameters for ξθ and ξP and were
related to θ and P. Soil moisture (θ) was accordingly defined as:
θ′ ji ∼ θ j +U
⌊
−ξθ
(
θ j − θ j−1
)
; +ξθ
(
θ j − θ j−1
)⌋
ξθ = {0.1, · · · , 0.4} (7)
where:
θ′ ji was the perturbed θ j, i.e., the soil moisture storage for the ith ensemble member, for j = 1, . . .N,
where N is the number of simulation steps, and for i = 1, 2, · · · , n, where n is the size of the ensemble
assumed in the procedure,
θ j is the soil moisture storage in the jth step,
θ j−1 is the soil moisture storage calculated in the previous (j − 1)th step and
U is the uniform distribution in the range of ±ξθ
(
θ j − θ j−1
)
.
Precipitation, P, was defined as:
P′ ji ∼ P j +U
⌊
−ξPP j; +ξPP j
⌋
ξP = {0.05, · · · , 0.40} (8)
where:
P′ ji is the perturbed P j precipitation for the ith ensemble member, for j = 1, . . . , N and for i = 1, 2, · · · , n,
P j is the input areal average precipitation from the measurement and observation network in the jth
step, and
U is a uniform distribution in the range ±ξPP j.
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3.3.2. A New Procedure for the EnKF Coupled with the Bias-Correction Scheme Using
Distribution-Derived Transformation
Within EnKF, a BC scheme (Section 3.2.) was applied to the soil moisture background prediction.
The proposed BC scheme was a post-processing technique (Figure 3). This procedure, in contrast to
the method of Ryu et al. [34], takes into account the distribution of bias of the perturbed state variable
of the n ensemble members at the time j, not just the mean bias. Specifically, this study used the
distribution-derived transformation technique for the removal of bias.Water 2019, 11, x FOR PEER REVIEW 13 of 31 
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Figure 3. Data assimilation algorit f r ti t e r l giska Byråns Vattenbalansavdelning
(HBV) model (EnKF-BC). Distrib tio fitti g of t e e se ble al an filter with bias correction
(EnKF-BC) (left part) and assimilation procedure including the En F-B (right part).
The proc dure was divided into two stages: A probability dist ibution fitting of the bias correction
method (left part of Figure 3), and a correction of the ensemble perturbation bias within the EnKF-BC
filter (right part of Figure 3). Input to the distribution fitting of the BC scheme (left part of Figure 3) for
unbiased perturbations was a random sample of two variables, θ and θ′, representing the unperturbed
and perturbed background prediction of soil moisture, respectively, where θ =
{
θ j
}
and θ′ =
{
θ ji
}
for j = 1, . . . , N and for i = 1, . . . , n. The above procedure required parallel simulation with and
without the perturbed ensemble states (left part of Figure 3). Within the distribution fitting of the
distribution-derived transformation method [8] (separately for θ and θ′i ), an optimal theoretical
marginal distribution was chosen, i.e., Fθ and Fθ′1 , . . . , Fθ′n (see Appendix A). Based on the results of
the calculations described in Section 3.2, the considerations were limited to one theoretical probability
distribution. The size of the random sample (i.e., from 1 January 2012 t 31 July 2014, dividing into
the summer, from 1 May to 31 October, and winter from 1 November to 30 April, with a daily step)
was sufficient to obtain op imal heoretical distributions two seasons. The probability istribut ons
(i.e., ype of distributions and parameters) we necessary t carry out the cor ection of the ensemble
perturbation b as within the EnKF-BC filter. Fθ and Fθ′1 , . . . , Fθ′n were inpu s into the EnKF-BC within
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the HBV updating procedure using assimilation by EnKF-BC from 1 August 2014 to 30 April 2015,
including summer and winter seasons (right part of Figure 3).
It was assumed that the random properties of the ensemble state variables would be subject to
the above estimated probability distributions during the simulation of the HBV model with updating.
The assumption that the modeled relation holds if confronted with new data [49] is intrinsic to
statistical transformations. The above assumption can be addressed in the context of the perturbation
technique by using a uniform distribution. The distribution-derived transformation showed relatively
poor performance with respect to the extreme part of the distribution. The theoretical form of the
transformation equation, however, was relatively easy to calibrate (optimize) and convenient to
implement, which is an important feature in this application.
Thus, a bias-corrected ensemble of state variables (θ˜ ji) was calculated as:
θ˜ ji = F−1θ
(
Fθ′i
(
θ′j−1i
))
(9)
where:
Fθ, Fθ′1 , . . . , Fθ
,
n
are the cumulative distribution functions (CDF) of the unperturbed and perturbed
background prediction of the soil moisture variable, θ, and
F−1θ is the inverse CDF corresponding to the unperturbed variable, θ.
The physical limits of this variable (lower and upper bounds) were taken into account within the
bias correction procedure (Equation (2)).
3.3.3. Scheme of the KF Method Used in the Assimilation Procedure
The assimilation of satellite products was divided into two periods: Summer (1 August to
31 October 2014) and Winter (1 November 2014 to 30 April 2015). The summer season started on
1 August, and not on May 1, due to a lack of hourly river discharge observations at the gauge.
This seasonal division was implemented to account for the occurrence of air temperatures below
0 ◦C, and permanent snow cover in the cold season. This division allowed for the examination of
the effects of seasonal change on the assimilation of the satellite products, especially with regards
to θHBV. The assimilation procedure is a continuous process, which, in this study, uses different
distribution-derived transformation equations (BC) determined for the summer and winter season
during the calibration of EnKF-BC (left part of Figure 3). The BC method can use various types of
probability distributions and parameters, which were estimated during the calibration procedure
of EnKF-BC.
A scheme of the KF method used in the assimilation procedure, including the EnKF-BC, shows
how this method, integrated into the form of a dynamic HBV function, allowed for updating with
partial sequences of the observed soil moisture (right part of Figure 3). The proposed algorithm
for the assimilation of satellite soil moisture products started with the initialization of HBV model
parameters. The set of perturbed background predictions, the ensemble corrected bias perturbation
and the observations pseudo in situ of the satellite products, were then used as inputs to the EnKF
analysis. The EnKF analysis included: (i) Simulation ensembles to obtain new forecasted data and
to run the HBV model for each ensemble member; (ii) calculation of the Kalman gain (K); and (iii)
updating of the ensemble members using K. The calculation of K included θ (mm), the soil moisture
background state variable.
The EnKF method of assimilation involved choosing the size of the ensemble (n was the number
of members) while allowing for sufficient time to process the annual hydrographs (BC of the perturbed
ensemble state variables as a post-processing technique).
While a total ensemble size of 10− 100 members was tested, the number of members per ensemble
was set to 10. The basic criterion for choosing the size of the ensemble was the short processing time,
while guaranteeing an even distribution of perturbed hydrographs throughout the entire ensemble.
Assimilation was ongoing, as long as new observations of satellite soil moisture were available.
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A hindcasting method was used to test the predictive HBV hydrological model, taking into account
the updating procedure using DA, i.e., the EnKF-BC. In the last step of updating, n vectors of updated
state variables were obtained. Next, the HBV model was run (in forecasting mode) with existing
historical hourly data (forcing data) as an input (i.e., POBS+1, · · · , POBS+72, and TOBS+1 · · · , TOBS+72 ).
The simulation in forecasting mode did not perform the DA procedure. This revealed how well the
output matched the known results. Optionally, in the first step of the simulation run in the forecasting
mode, a total of m perturbations for n = 10 ensemble sets of state variables obtained in the last step
of updating could be allowed. Theoretically, the width of the forecasted ensemble (interval forecast)
could reach a size equal to n × m. It was assumed that the forecasts generated by the HBV model with
the previous updating would be presented as a single hydrograph of an average ensemble of flows
(QHBV+1 , . . . , QHBV+72 ) and ensemble hydrographs.
3.4. Model Performance Comparison
The validity of the selection of the optimal theoretical marginal distributions for both historical
(observed) and modeled (satellite precipitation and soil moisture products) variables was assessed
using the Akaike Information Criterion (AIC) [61], while the model performance evaluation was based
upon the following parameters:
1. R0M showing over (R0M > 1.0), under (R0M < 1.0) or perfect (R0M = 1.0) prediction of the
desired parameter [62].
R0M =
1
n
∑i=n
i=1 Pi
1
n
∑i=n
i=1 Oi
=
P
O
(10)
where:
n is the number of modeled (corrected) values,
Oi is the ith observed value,
O is the mean of the observed values,
P is the mean of the predicted values and
Pi is the ith predicted value.
2. RMSE, a scale-dependent measure of accuracy for assessing different models’ ability to predict a
single variable [63], was expressed in mm for satellite precipitation and pseudo in situ observations
of soil moisture, and as m3s−1 for the procedure product,
3. the Nash-Sutcliffe Model efficiency index (EI) [64], where −∞ < EI ≤ 1.0, with EI = 1.0
representing a perfect match between observed and predicted values, and EI ≤ 0 representing a
prediction no better than the mean of observed values. Values of EI ≥ 0.5 were taken to represent
a satisfactory model performance.
4. Results and Discussion
4.1. Selecting the Best Probability Distribution Function for P and θ Based on the AIC
Based on minimizing AIC values [61], one of three probability distribution functions (GE, GA or
WE) with three parameters (α, β and ε, Equation (1)–Equation (3) in Appendix A) was deemed to best
fit the studied variable’s distribution (Table 1). The distribution that best fit POBS was GE, and the best
fit for P0524 was WE.
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Table 1. Choice of the distribution used in the bias correction of precipitation and soil moisture H-SAF
products: P0524 , H
1.00
14 and H
2.89
14 based on the AIC (Akaike Information Criterion) with: WE (Weibull),
GA (gamma) and GE (generalized exponential) distribution. Bolded values represent the best
fitting distributions.
Product
Distribution
AIC
Type Coefficients
A β ε
Precipitation
POBS
WE 0.0091 0.3389 0.0990 9673.47
GA 0.9979 0.2313 0.0000 9702.60
GE 1.2140 4.9784 0.0000 9520.16
P0524
WE 0.0130 0.3239 0.0990 8134.90
GA 0.7193 0.1824 0.0540 21895.00
GE 1.8952 8.2915 0.0000 15248.30
Soil Moisture
Winter Season
θHBV
WE 34.4556 5.6428 38.00 4549.28
GA 69.1987 1.0107 0.00 4709.36
GE 11.3523 0.0885 36.00 5102.45
H1.0014
WE 20.6861 4.0103 42.40 4212.17
GA 50.8409 0.8123 20.00 4186.79
GE 12.1816 0.1415 40.00 4502.38
H2.8914
WE 40.6269 3.8497 19.80 5178.59
GA 19.8836 2.8677 0.00 5250.16
GE 5.9666 0.0631 18.60 5572.46
Summer Season
θHBV
WE 33.2265 2.9743 22.80 4954.12
GA 20.0311 2.6243 0.00 4982.81
GE 9.6627 0.0820 18.00 5110.21
H1.0014
WE 17.8183 2.9249 46.50 4173.68
GA 61.1260 0.7925 14.00 4165.42
GE 8.2893 0.1502 44.50 4324.50
H2.8914
WE 26.5781 4.6010 38.80 4253.31
GA 66.0066 0.8109 9.60 4197.62
GE 28.7413 0.1320 34.00 4481.33
The probability distribution fitting in the bias-correction method for soil moisture was divided
into two seasons (Table 1). In winter, the best fitting distribution for θHBV was WE, while for H1.0014 it
was GA, and for H2.8914 it was WE. In the summer, the best fitting distribution for θHBV was WE, while
for H1.0014 it was GA, and for H
2.89
14 it was GA.
The selected distributions were used throughout the subsequent validation, bias correction,
modeling and Kalman filtering efforts.
4.2. Assessing the Influence of Bias Correction on Model Accuracy
The impact of the bias correction method on model accuracy was assessed for uncorrected satellite
products (e.g., P0524 vs. POBS, or H
1.00
14 vs. θHBV, or H
2.89
14 vs. θHBV) and their bias-corrected forms (e.g.,
PBC0524 vs. POBS, or H
1.00−BC
14 vs. θHBV, or H
2.89−BC
14 vs. θHBV). Based on R0M, RMSE and EI, modeling
POBS or θHBV with bias-corrected data was more accurate than modeling with uncorrected data (Table 2).
For example, in the distribution fitting phase, R0M, RMSE and EI for the precipitation satellite product(
P0524
)
were 0.908, 0.885 (mm) and −0.045, respectively, for the non-corrected observation, compared
to 0.945, 0.818 (mm) and 0.108, respectively, for the corrected observation. Similarly, in the winter
validation phase, R0M, RMSE and EI for the soil moisture satellite product
(
H1.0014
)
were 0.876, 13.673
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(mm) and −2.112, respectively, for the non-corrected observation, compared to 1.000, 11.487 (mm) and
−1.197, respectively, for the corrected observation.
Table 2. Improvement in the modeling accuracy of the POBS and θHBV with BC of precipitation and
soil moisture H-SAF products: P0524 , H
1.00
14 and H
2.89
14 , based on the R0M (ratio of means), RMSE (root
mean squared error), and EI (Nash-Sutcliffe efficiency index). Bold values show the improved accuracy
of modeling H-SAF products after bias-correction.
Product
Modeling Phase
Distribution Fitting: from 1 January 2012 to 31 July 2014 Validation: from 1 August 2014 to 30 April 2015
No Bias Correction With Bias Correction No Bias Correction With Bias Correction
R0M
RMSE
(mm) EI R0M
RMSE
(mm) EI R0M
RMSE
(mm) EI R0M
RMSE
(mm) EI
Precipitation
P0524 0.908 0.885 −0.045 0.945 0.818 0.108 0.699 0.617 0.126 1.025 0.512 0.397
Soil Moisture
winter
H1.0014 0.815 13.572 −1.728 1.007 12.584 −1.346 0.876 13.673 −2.112 1.000 11.487 −1.197
H2.8914 0.876 19.580 −4.679 1.002 12.569 −1.340 0.815 19.793 −5.523 1.001 11.953 −1.397
summer H
1.00
14 1.187 14.012 −0.655 0.999 9.615 0.220 1.188 13.219 −0.419 1.000 9.538 0.261
H2.8914 1.201 13.702 −0.583 1.001 7.764 0.492 1.201 13.167 −0.408 1.002 7.944 0.487
The BC method proved to be least effective for soil moisture satellite products in winter (Table 2)
when it improved EI for H1.0014 from −1.728 to −1.346 in the distribution fitting phase, and from −2.112
to −1.197 in the validation phase. Even with BC, the simulation remained significantly poorer than
simply using the mean measured θHBV. In summer, however, despite a non-corrected H1.0014 yielding
negative EI values in the distribution fitting and validation phases (−0.655 and −0.418, respectively),
EI values for the corrected H1.0014 , while not indicative of high accuracy (EI > +0.5), were 0.220 and 0.261,
respectively, indicating significant improvement (Table 2). This discrepancy between the seasons likely
resulted from the occurrence of snow cover and low temperatures in the soil subsurface at a depth of
0.05 m during winter. The results indicate the usefulness of soil moisture bias correction in the summer.
Bias removal can affect the efficiency of satellite soil moisture assimilation using EnKF-BC; this will be
assessed in Section 4.3.2.
Of the performance criteria considered (i.e., R0M, RMSE and EI), no model performed well
according to all criteria, and no single criteria was suitable for describing the performance of a
particular model. Therefore, it was not possible to identify which of the performance criteria were the
most important [65]. Based on the three criteria, however, it was clear that the efficiency gained by
removing the bias from these satellite products could affect the assimilation of satellite soil moisture
products as inputs to hydrological models. The BC satellite precipitation data
(
PBC0524
)
served as input,
i.e., a forcing data, for the HBV model, and corrected H14 products served as direct inputs to the HBV
simulation with updating (the third input option from the top in Figure 2). The corrected satellite soil
moisture replaced the corresponding state variable of the HBV.
4.3. Simulating Discharge with or without Updating Using the HBV Model
Discharge at the Sola Basin Gauge (Zywiec) for the summer period (1 August to 31 October
2014) and winter period (1 November 2014 to 30 April 2015) were simulated using the HBV model.
The analysis was performed in four steps:
1. Using the best precipitation product, i.e., PBC0524 as a forcing data without assimilation of the soil
moisture observations (the second input option from top in Figure 2),
2. Using the best precipitation product, i.e., PBC0524 and corrected satellite soil moisture product
(H1.00−BC14 or H
2.89−BC
14 ) without assimilation, but with updating (replacing the corresponding state
variable of the HBV; the third input option from the top in Figure 2),
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3. Using the best precipitation product, i.e., PBC0524 and assimilation of the H
1.00
14 or H
2.89
14 with the
EnKF filter (the fourth input option from top in Figure 2), and
4. Using the best precipitation product, i.e., PBC0524 and assimilation of the H
1.00
14 or H
2.89
14 using the BC
scheme to create an ensemble of the unbiased model states using EnKF-BC (the fifth input option
from top in Figure 2).
The simulation results obtained for the selected procedure configurations, i.e., computational
components and time periods according to Figure 2, are shown in Table 3.
Table 3. Accuracy of the HBV model in estimating stream flow based on observed precipitation, and
precipitation and soil moisture-related H-SAF products after BC and with filtering the soil moisture
H-SAF products using the ensemble Kalman filter (EnKF) and EnKF-BC (ensemble Kalman filters
without and with bias correction); R0M (ratio of means), RMSE (root mean squared error), and EI
(Nash-Sutcliffe efficiency index).
Input
Product
BC
Filter
Output Product
Season
EnKF
EnKF-BC
Summer
1 Aug 2014–31 Oct 2014
Winter
1 Nov 2014–30 Apr 2015
R0M
RMSE
(m3m−1) EI R0M
RMSE
(m3m−1) EI
POBS —
— QHBV 1.274 11.806 −0.045 1.065 18.843 −0.185—
P0524
√ — QHBV−BC 1.271 10.134 0.103 0.801 15.537 0.195—
P0524
√
— QHBV−BC−BC 1.232 9.486 0.326 1.314 14.652 0.284H1.0014
√
—
P0524
√
— QHBV−BC−BC 1.158 7.791 0.545 1.139 12.668 0.465H2.8914
√
—
P0524
√ √
QHBV−BC−EnKF 1.192 8.575 0.418 1.359 13.702 0.492H1.0014 — —
P0524
√
— QHBV−BC−EnKF−BC 1.140 6.755 0.658 1.161 11.884 0.529H1.0014 —
√
P0524
√ √
QHBV−BC−EnKF 1.180 7.764 0.583 1.160 11.882 0.551H2.8914 — —
P0524
√
— QHBV−BC−EnKF−BC 1.143 6.838 0.650 1.139 11.392 0.567H2.8914 —
√
Precipitation inputs and simulation results using the HBV model with the observed precipitation
(QHBV) and corrected satellite precipitation without assimilation (QHBV−BC) are presented in Figures 4
and 5. Figures 6 and 7 compare the observed (θHBV) and satellite soil moisture products (HBC14 ) with the
averaged ensemble of the perturbed H14 without the BC method (avg. H14 perturbed), the averaged
ensemble of perturbed H14 with the BC method (avg. HBC14 perturbed), the averaged ensemble of the
HBV simulations with the assimilation procedure using EnKF-BC (avg. QHBV−BC−EnKF−BC), simulations
with the assimilation procedure using EnKF (avg. QHBV−BC−EnKF), and another using only the corrected
satellite soil moisture product without assimilation, QHBV−BC−BC. The figures include the satellite soil
moisture product, whose assimilation received the best assessment. Each figure corresponds to one
season (summer or winter) of the study period (July 2014 to April 2015). Additionally, each figure
contains the QOBS and QHBV simulation.
The last step was the simulation of the HBV model for the two selected floods (i.e., summer and
winter). The simulation included two stages: (i) Updating with the DA procedure, and (ii) the HBV
simulation in forecast mode using the hindcast method with the state values obtained in the last step
of updating. The results are shown in Table 4 and Figures 8 and 9.
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Figure 4. The comparison of QOBS (observed flow; blue dotted line), QHBV (HBV product for POBS;
green solid line), QHBV−BC (HBV product for PBC0524 without assimilation; solid orange line), and POBS
(green bar), with PBC0524 (orange bar) in the Sola Basin at Zywiec in the summer period from 06:00H 1
August 2014 to 23:00H 31 October 2014.
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Figure 5. The comparison of QOBS (observed flow; blue dotted line), QHBV (HBV product for POBS;
green solid line), QHBV−BC (HBV product for PBC0524 without assimilation; solid orange line), and POBS
(green bar), with PBC0524 ( range bar) in the Sola basin at Zywiec i the winter period from 06:00H 1
November 2014 to 23:00H 30 April 2015.
4.3.1. Simulating Discharge with Bias-Corrected Satellite Precipitation without Assimilation
In the first step of the analysis, the effects of the corrected satellite precipitation (PBC0524) on the
accuracy of the HBV model simulation in summer (Figure 4) and winter (Figure 5) were examined.
Observed flow (QOBS) was compared with the HBV simulation (QHBV) (first input opti from
the top in Figure 2) and HBV simulatio with PBC0524 (QHBV−BC) (second input option fro the top
in Figure 2). In both seasons, a slight increase in the efficiency of the HBV model, using satellite
precipitation as forcing ata, QHBV−BC (Table 3), was observed. In the summer, the PBC0524 improved the
model EI from −0.045 to 0.103 and from −0.185 to 0.195 in the winter compared to QHBV. Furthermore,
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the highest quantitative and qualitative discrepancy between observed and satellite precipitation was
registered in August, which was associated with convective instability in the atmosphere. Differences
in the quantitative estimation of precipitation affected the discrepancy between the QHBV and QHBV−BC.
A noticeable improvement in the model simulation using satellite precipitation was observed in the
second half of September and October.
In winter, with negative air temperatures and snow cover, quantitative information on the
precipitation indirectly influenced the simulation. The main determinant of runoff is groundwater
sources, however, when the snowpack disappears and the thawing of topsoil layers begins, surface
and sub-surface runoff also play a major role. Therefore, at the end of the winter season during the
rainy spring flood, an increase in the accuracy of the simulated hydrographs was seen, due to the
impact of the corrected satellite precipitation.
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1 November 2014 to 23:00H, 30 April 2015), the Sola Catchment was covered with snow, and air 
temperatures were negative, thereby deteriorating the quality of the 𝐻ଵସଵ.଴଴  and 𝐻ଵସଶ.଼ଽ  satellite 
products.  
This resulted in an increase in the RMSE  and a decrease in the EI  when compared to the 
simulations generated by the HBV model in the summer (Table 3). In winter, the best simulation 
result was obtained by the assimilation of 𝐻ଵସଶ.଼ଽ , avg. 𝑄ୌ୆୚ି୆େି୉୬୏୊ି୆େ  (R଴M = 1.139 , RMSE  =
Figure 6. The comparison of QOBS (observed flow; dashed blue line with double dots), QHBV (HBV
product for POBS; dashed green line), QHBV−BC−BC (HBV product for PBC0524 and for H
1.00−BC
14 without
assimilation; dashed black line), avg.QHBV−BC−EnKF (averaged HBV product for PBC0524 with assimilation
the H1.0014 using the EnKF filter; solid orange line), avg. QHBV−BC−EnKF−BC (averaged HBV product
for PBC0524 with assimilation t e H
1.00
14 using EnKF-BC filter; solid red line), θHBV (HBV soil moisture
product, dash d green line), H1.00−BC14 (corrected satellit soil mois ure product; dashed black line),
avg. H1.0014 (perturbed) (av aged ensemble of perturb d H
1.00
14 without BC method; solid orange line)
with v . H1.00−BC14 (perturbed) (averaged nsemble of perturbed H
1.00
14 with BC method; solid red line) in
the Sola Basi at Zywiec in the summer period fro 06:00H, 1 August 2014 to 23:00H, 31 October 2014.
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Figure 7. The comparison of QOBS (observed flow; dashed blue line with double dots), QHBV (HBV
product for POBS; dashed green line), QHBV−BC−BC (HBV product for PBC0525 and for H
2.89−BC
14 without
assim lation; dashed black line), avg.QHBV−BC−EnKF (averaged HBV product f r PBC0524 with assimilation
the H2.8914 using EnKF filter; solid orange line) and avg. QHBC−BC−EnKF−BC (averaged HBV product for
PBC0524 with assimilation the H
2.89
14 using EnKF-BC filter; solid red line), and θHBV (HBV soil moisture
product; dashed green line), H2.89−BC14 (corrected satellite soil moisture product; dashed black line),
avg. H2.8914 (perturbed) (averaged ensemble of perturbed H
2.89
14 without BC method, solid orange line)
with avg. H2.89−BC14 (perturbed) (averaged ensemble of perturbed H
2.89
14 with BC method; solid red line)
in the Sola Basin at Zywiec in the winter period from 06:00H, 1 November 2014 to 23:00H, 30 April 2015.
Table 4. Comparison of the accuracy of the HBV simulation in forecast mode both with and without
updating for: PBC0524 and the assimilation of H
1.00
14 or H
2.89
14 using EnKF-BC (the e semble Kalman filt r
with bias correction), R0M (ratio of means), RMSE (root mean squared err r) and EI (Nash-Sutcliffe
efficiency index).
Products
Used for
Updating
BC
Filter
Updating
Products
Used to
Forecast
Forecast
120 h 72 h
EnKF-BC R0M
RMSE
(m3m−1) EI R0M
RMSE
( 3m−1) EI
21–26 September 2014 26–29 September 2014
POBS — — 0.860 7.324 0.461 POBS 1.187 7.079 −0.141
P0524
√
—
0.992 2.467 0.839
POBS 1.049 2.557 0.485H1.0014 —
√
—
25–30 March 2015 30 Mar–2 April 2015
POBS — — 2.248 17.163 0.188 POBS 1.394 11.678 −0.996
P0524
√
—
1.155 12.959 0.304
POBS 1.031 9.634 0.353H2.8914 —
√
—
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Figure 8. The comparison of 𝑄୓୆ୗ (observed flow; blue dotted line), 𝑄ୌ୆୚ (HBV product without 
updating; solid green line), avg. 𝑄ୌ୆୚ with updating (averaged HBV product; solid red line) with 
updating (𝑃଴ହమర୆େ  and assimilation of 𝐻ଵସଵ.଴଴ using EnKF-BC) for 𝑃୓୆ୗ (green bar), and ensemble 𝑄ୌ୆୚ 
(HBV product with updating; solid gray lines) in the Sola Basin at Zywiec, obtained for simulation of 
the HBV model in forecast mode in the period from 06:00H,26 September 2014 to 06:00H, 29 
September 2014 (72 hours). 
Figure 8. The comparison of QOBS (obser fl tted line), QHBV (HBV product without
updating; solid green line), avg. QHBV it ti (averaged HBV product; solid red line) with
updating (PBC0524 and assimilation of H
1.00
14 using EnKF-BC) for POBS (green bar), and ensemble QHBV
(HBV product with updating; solid gray lines) in the Sola Basin at Zywiec, obtained for simulation of
the HBV model in forecast mode in the period from 06:00H,26 September 2014 to 06:00H, 29 September
2014 (72 h).
4.3.2. Simulating Discharge Using Two Methods, with Bias-Corrected Satellite Soil Moisture or with
the Assimilation Procedure
The best satellite precipitation product for modeling POBS was PBC0524 , and therefore P
BC
0524
was
used in further analyses. The impact of the assimilation of these observations of soil moisture (H1.0014
and H2.8914 ) (fifth input option from top in Figure 2) in improving the accuracy of the HBV simulation
using EnKF-BC as an averaged ensemble, avg. QHBV-BC-EnKF-BC (solid red line in Figures 6 and 7) was
determined, with results provided in Table 3. Model simulations using the assimilation procedure
were compared to the assimilation of soil moisture (H1.0014 and H
2.89
14 ) (fourth input option from top in
Figure 2) using EnKF, avg. QHBV−BC−EnKF (solid orange line), to the simulation using only BC satellite
soil moisture as an input to the HBV model, QHBV−BC−BC (dashed black line) (third input option from
top in Figure 2), as well as to the HBV simulations with observed precipitation, QHBV (dashed green
line) (first input option from top in Figure 2). The calculations were made separately for the two
satellite soil moisture products and the summer and winter seasons (left and right parts of Table 3,
respectively). The upper part of Figures 6 and 7 compares the soil moisture graphs (generated by the
HBV model), θHBV (dashed green line), the unperturbed satellite observations with removed bias, HBC14
(dashed black line), the averaged value of perturbed satellite observations without bias correction,
avg. H14 (perturbed) (solid orange line), and the averaged value of bias-free perturbed satellite soil
moisture, avg. HBC14 (perturbed) (solid red line).
In summer, the best overall simulation model for the period of 06:00H, 1 August 2014 to 23:00H,
31 October 2014, was the HBV model using the PBC0524 precipitation product with EnKF-BC assimilation
of the H1.0014 , avg. QHBV−BC−EnKF−BC. As soil moisture dynamics are complex, only the effects of soil
moisture on runoff generation at the basin scale were modeled using the HBV. This was based on a
modification of the Bucket Theory, which assumes a statistical distribution of storage capacities in
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a basin [43]. The rate of evaporation depends on the potential evaporation and soil water content,
and similarly, the rate of percolation depends upon rain intensity and soil water content. This implies
that the rate of contribution of runoff depends on soil moisture, which is a main part of the model.
The largest runoff was attained in the HBV model when all the boxes were full and contributed to the
runoff volume. In this case, the routine’s equations lead to maximum soil moisture storage. Precise
estimation of this physical quantity (assimilation of the satellite soil moisture observation) greatly
affected the simulation of flow during floods.
A good example was the summer floods which occurred from 19:00H on 22 September to 11:00H
on 4 October, and from the 23:00H on 21 October to 08:00H on 26 October (Figure 6). The state variable
of the assimilated satellite soil moisture
(
H1.0014
)
served as an observation affecting the value of the
runoff coefficient.
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Figure 9. The comparison of QOBS (observed flow; blue dotted line), QHBV (HBV product without
updating; solid green line), avg. QHBV with updating (averaged HBV product; solid red line) with
updating (PBC0524 and assimilation of H
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14 using EnKF- ) for POBS (gree bar), and ensemble QHBV
(HBV product with updating; solid gray lines) in the Sola Basin at Zywiec, obtained for the simulation
of the HBV model in forecast mode for the peri fr : , 30 ach 2015 to 06: 0H, 2 April 2015
(72 h).
Moreover, the error in estimating the largest observed flows, in the second part of the summer
season, w s reduced by using the HBV model with the EnKF-BC (avg. QHBV−BC−EnKF−BC), r sulting in
a closer match between the simulated hydrograph and obs rved values in the last step of the simulation.
Suc situations were im ortan in the process of estimating a set of initial variables at run-up when
using the HBV model i forecasting mode. Of course, too high of an stimation of soil moisture resulted
in an overestimation of the flo , whic was visible in the period from 12:00H, 11 August to 02:00H, 26
August 2014.
In the summer, the EnKF-BC clearly impacts the simulation of hydrographs compared to the
EnKF method, i.e., avg. QHBV−BC−EnKF−BC (R0M = 1.140, RMSE = 6.775 m3s−1, EI = 0.658) vs.
avg. QHBV−BC−EnKF (R0M = 1.192, RMSE = 8.575 m3s−1, EI = 0.418). Correction of the ensemble
perturbation bias within the EnKF-BC filter reduced soil moisture values in the HBV model, and thus
reduced the outflow, especially during convective precipitation, e.g., comparison of hydrographs avg.
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QHBV−BC−EnKF−BC (solid red line) vs., QHBV−BC−EnKF (orange solid line) from 12:00H, 25 August 2014
to 29 August 2019, or from 19:00H, 22 September 2014 to 11:00H, 4 October 2014.
In summer, the positive impact of the correction and assimilation of the satellite products can be
seen in the increased accuracy of the simulated hydrographs. However, in winter (i.e., from 06:00H,
1 November 2014 to 23:00H, 30 April 2015), the Sola Catchment was covered with snow, and air
temperatures were negative, thereby deteriorating the quality of the H1.0014 and H
2.89
14 satellite products.
This resulted in an increase in the RMSE and a decrease in the EI when compared to the simulations
generated by the HBV model in the summer (Table 3). In winter, the best simulation result was
obtained by the assimilation of H2.8914 , avg. QHBV−BC−EnKF−BC (R0M = 1.139, RMSE = 11.392 m
3s−1 and
EI = 0.567), which proved to be more accurate than the HBV model for H2.8914 without the assimilation
procedure, QHBV−BC−BC (Table 3).
The quality of the soil moisture estimation from ASCAT is poor when there is snow cover.
The H14/SM-DAS-2, as an ECMWF product, is validated against ground soil moisture measurement
from in situ data (SSM), among others, with a single station in Poland located in the lowland [66].
The comparison between the observed data (SSM) and the H14 product uses the following statistical
scores: Mean bias, standard deviation, correlation coefficient and root mean square difference. A low
correlation coefficient was found in Poland (0.61). Therefore, for this station, the winter and late
summer data are filtered when temperatures are below +3 ◦C.
There were five hydrographs produced for winter river flow (Figure 7):
(i) QOBS, observed flow;
(ii) QHBV, flow simulated by HBV with POBS precipitation;
(iii) QHBV−BC−BC, flow simulated by HBV with PBC0524 and H
2.89−BC
14 ;
(iv) Avg. QHBV−BC−EnKF and using PBC0524 and assimilating H
2.89
14 ,
(v) And avg. QHBV−BC−EnKF−BC using PBC0524 and assimilating H
2.89
14 with the creation of an unbiased
ensemble of model states.
Figure 7 shows that from November to mid-March, all simulated hydrographs underestimated
QOBS, yet overestimated the flood event in April. Pre-processing with the assimilation procedure more
effectively estimated the flood in March and April of 2015 when compared to QHBV, as shown by the
large discrepancy between the dashed blue line with double dots (QOBS), dashed green line (QHBV)
and solid red line (avg. QHBV−BC−EnKF−BC) in Figure 7. After the disappearance of the permanent
snow cover at the end of March and into April, the positive impact of the satellite precipitation
product, i.e., PBC0524 , was evident. There was a slight difference in the March and April hydrographs
between QHBV−BC (Figure 5), QHBV−BC−BC, avg. QHBV−BC−EnKF and avg. QHBV−BC−EnKF−BC (Figure 7).
The influence of the satellite soil moisture and its correction and assimilation was visible only to a
small extent, i.e., avg. QHBV−BC−EnKF−BC (R0M = 1.139, RMSE = 11.392 m3s−1 and EI = 0.567) vs. avg.
QHBV−BC−EnKF (R0M = 1.160, RMSE = 11.882 m3s−1 and EI = 0.551) vs. QHBV−BC−BC (R0M = 1.161,
RMSE = 11.884 m3s−1 and EI = 0.529).
In Figure 7, the negative influences of the DA procedure on the outflow from the lower linear
reservoir can be seen. There is a clear increasing trend in discharge. In the HBV model, the runoff
generation routine was the response function that transformed excess water from the soil moisture
zone into the runoff. The water from the soil moisture zone was added to the upper box and percolated
towards the lower box, representing the groundwater storage of the catchment contributing to the
base flow. With a high yield from the soil, percolation was not sufficient to keep the upper reservoir
empty. The generated discharge contributes directly to the upper reservoir, which represents drainage
through more superficial channels. The lower reservoir, on the other hand, represents the groundwater
storage of the catchment, contributing to rises in base flow. The consequence is a constant trend of flow
in Figure 7. In order to optimize (decrease) the base flow, especially in the winter season (Figure 7),
the procedure would likely need to be extended to interactively update past and present model states
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(e.g., content of upper and lower boxes in the response routine) to improve model initial conditions,
and hence flow forecasts.
4.3.3. Examples of Hydrological Updating the HBV Model Using EnKF-BC and Simulation of the HBV
Model in Forecast Mode for the Sola Basin at Zywiec for Selected Flood Events
The last element of the study evaluated the possibility of using satellite products to update
hydrological forecasts and to compare forecasts carried out with and without updating between
summer and winter. One flood event occurring in each of the summer and winter periods was selected.
The HBV model was run in forecast mode in the last step of the updating procedure. The input to
the forecast was generated using the hindcast method. For the events examined, the same length of
updating (120 h) and window forecast (72 h) were used. The updated input consisted of the corrected
satellite precipitation, PBC0524 and assimilation H
1.00
14 for summer, and H
2.89
14 for winter events using the
EnKF-BC (according to the assessment of the accuracy of the HBV model shown in Table 3; fifth input
option from the top in Figure 2). The forecasted input consisted of the observed precipitation, POBS
(hindcast method), and the HBV model was run without the assimilation procedure (first input option
from the top in Figure 2). The results showed that forecasts preceded by updating achieved better
values of R0M, RMSE and EI than the forecasts without updating (Table 4).
The performances of the simulations in forecast mode are shown in Figure 8 (summer) and 9
(winter). For each flooding event, three hydrographs were compared:
(i) QOBS—observed hydrograph (dotted blue line);
(ii) QHBV—forecasted hydrograph without updating (solid green line);
(iii) and avg. QHBV—averaged forecasted hydrograph with updating (solid red line) with the ensemble
hydrographs (solid gray lines).
The flood event occurring between 06:00H on 26 September 2014 and 06:00H on 29 September
2014 is an example of a good simulation in forecasting mode. The success is likely due to the effective
updating using the EnKF-BC method, which is highlighted by the difference in starting positions on
the observed hydrograph (dotted blue line), the averaged hydrograph with updating by the EnKF-BC
(solid red line), and the hydrograph without updating (solid green line). In this case, a large part of the
forecast horizon was within the ensemble forecast (gray lines) (Figure 8). The recession in the second
part of the hydrograph was smaller than that of the forecast without updating, and the forecast error in
the last step of the horizon was comparable.
For the winter updating and forecasting process, two key observed quantitative parameters tied
to the forecasted runoff were not available. These included the surface distribution of snow cover
and the snow water equivalent. Information about these parameters was only contained within state
variables that were recalculated using the snow model that was implemented in a subroutine of the
HBV model. Within an update, the satellite snow observations were not assimilated. The hydrological
simulation in the forecasting mode of a rainy spring flood (06:00H on 30 March 2015 to 06:00H on
2 April 2015) (Figure 9) is an example of the effective use of the correction of satellite precipitation data
and the assimilation of corrected soil moisture within the updating procedure. Calculations during
the update of the matrix of state variables allowed for better precision when generating the ensemble
forecast through the HBV model, compared to HBV simulations without updating, which is evident
from the difference in starting positions between hydrographs.
5. Summary and Conclusions
The possibility of using a satellite precipitation product correction as a forcing data, and the
assimilation of soil moisture data to generate ensemble forecasts within the HBV model environment,
were explored in detail using four processes. These processes include: (i) Calibration of the HBV
model, (ii) removal of the bias module, BC, (iii) simulation of the HBV, with or without updating,
where updating the HBV was carried out using bias-corrected satellite soil moisture which replaced
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the proper state variable of the HBV, or by using an assimilation procedure to create an ensemble of the
model states with or without unbiased errors using an EnKF or an EnKF-BC filter, and (iv) simulation of
the HBV in forecast mode with an updating procedure using assimilation of the satellite observations.
The framework proposed in the study addressed the two main stages of the HBV simulation
procedure, the bias correction method and the assimilation procedure, with regards to the potential
application of unbiased perturbation to soil moisture state variables. The goal of this study consisted of
developing a distribution-derived transformation method with a new algorithm using three theoretical
distributions (i.e., generalized exponential (GE), gamma (GA) and Weibull (WE) singly, or in pairs) to
generate bias-free satellite precipitation and soil moisture data. This study proposed the use of these
three probability distributions with similar random properties.
The soil moisture estimates resulting from the data assimilation procedure were sensitive to
observations and model error variance. The model error had an impact upon the error covariance
between observations and the model state, and the effectiveness of the assimilation procedure used.
This paper proposed removing bias from the ensemble of model states using a distribution-derived
transformation method dynamically combined with a Kalman filter. This procedure included probability
distribution fitting, validation and correction of the ensemble perturbation bias.
The deterministic hydrological model, HBV, was calibrated using historical data from 06:00H
on 1 January 2008 to 06:00H on 31 July 2014, and was not re-calibrated with input data derived from
satellite-based products. This study examined the impact of the proposed procedure (bias correction
and assimilation using an ensemble Kalman filter, EnKF-BC) on the accuracy of the HBV-simulated
hydrographs during two validation periods: (i) Summer from 06:00H, 1 August 2014 to 23:00H,
31 October 2014, and (ii) winter from 06:00H, 1 November 2014 to 06:00H, 30 April 2015. The
calculations were carried out using data from the Sola Mountain Catchment in southern Poland. The
HBV model was updated using two methods: Assimilation of satellite soil moisture observations,
and bias correction of the satellite soil moisture products without assimilation. The proposed HBV
simulation procedure used corrected satellite precipitation P0524 as forcing data. The results of these
simulations were compared to simulations with observed precipitation and flow.
The last stage of this research presented examples using the HBV model and the data assimilation
procedure, i.e., the methods for the assimilation of satellite soil moisture products for updating in
short-term hydrological forecasting. The algorithms enabled the development of ensemble (interval)
forecasts based on the EnKF method. Two summer and winter flooding events were analyzed via
the updating of events through a procedure using data assimilation. The model’s forecasting ability
was then compared to that of the model with no updating. Performance forecasts were made using
simulations by the HBV model in forecasting mode using the hindcast method.
In accordance with the results, the following conclusions can be made:
1. The most effective transformation function for observed daily precipitation (POBS) was the GE
distribution. For satellite precipitation (P0524 ), the WE distribution was the most effective.
2. The best-suited transformation function for the HBV soil moisture (θHBV) was the WE distribution
in both winter and summer. For satellite soil moisture (H1.0014 ), the optimum transformation
function was GA in both winter and summer. For H2.8914 , the optimum transformation function
was WE in the winter and GA in the summer.
3. Removing bias from the satellite precipitation improved the modeling accuracy of POBS,
both during distribution fitting and the validation of the product. Removing the bias from
satellite soil moisture products, however, was only effective in summer during distribution fitting
and validation. In winter, negative efficiency index values were observed.
4. The tested satellite product, PBC0524 , without the assimilation soil moisture product, did not
significantly improve hydrograph performance, especially in the summer. This is likely due
to the influence of convective precipitation upon runoff. The quality of the spatial distribution
of precipitation, however, was an important factor influencing the quality of the simulated
hydrograph, especially in the mountain catchment.
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5. After taking into account the assimilation of the satellite soil moisture product, the best simulation
model included the assimilation of H1.0014 in summer. In winter, a negligible improvement was
observed between the simulated hydrograph using the corrected assimilation H2.89−BC14 and the
assimilation H2.8914 using EnKF and EnKF-BC filters.
6. The HBV model with updating in the forecast mode generally performed poorly; however,
it improved the forecast compared to the HBV without updating. It should be noted that the
forecasts were calculated based on matrix state variables determined in the final step of updating
using the assimilation of satellite soil moisture.
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Appendix A Choice of the Optimal Theoretical Marginal Distributions Algorithms
A critical step in the transformation method was the selection of the optimal theoretical marginal
distributions for both historical (observed) and modeled (satellite precipitation (P) and soil moisture
(θ) products) parameters. The bias correction method assumed that full knowledge of the statistical
properties of P and θ data were used to select the most reliable probability distribution function.
This study used the probability distributions of variables (total observed precipitation (POBS), and
θHBV obtained from HBV simulation and their H-SAF counterparts, i.e., precipitation (P0524) and Irzθ
(i.e., H1.0014 and H
2.89
14 )). These exhibited a positive asymmetry (positive skewness) and non-negative
lower left-side bound.
Gupta and Kundu [67] noted that the generalized exponential distribution (GE) showed some
resemblance, in terms of density f (x) and quantile function, xp, to the gamma (GA) and Weibull (WE)
distributions. These distributions can be described by three coefficients, α (where α > 0), β (where
β > 0) and ε (where ε ≤ x ≤ +∞), representing a scale factor, shape factor and a lower (left-side)
boundary, respectively. The density function of the gamma distribution can, therefore, be stated as [68]:
f (x) =
(x− ε)β−1
αβΓ(β)
exp
(
−x− ε
α
)
(A1)
xp = ε+ αtp(β) (A2)
where:
x is the observed realization of variable X,
Γ(β) is the Gamma Euler Function, and
tp(β) is a standardized quantile of the gamma distribution with exceedance probability equal to p.
The generalized exponential distribution can then be stated as [68]:
f (x) =
β
α
exp
(
−x− ε
α
)[
1− exp
(
−x− ε
α
)]β−1
(A3)
xp = ε− α ln
[
1− (1− p) 1β
]
(A4)
The Weibull distribution can be stated as [68]:
f (x) = βα−β(x− ε)β−1 exp
⌊
α−β(x− ε)β
⌋
(A5)
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xp = α[− ln(1− (1− p))]
1
β + ε (A6)
When the shape parameter, β, of these distributions is equal to 1.0, they simplify to an
exponential distribution, thus indicating that they are simply the different generalized forms of
an exponential distribution [68]. This generalization consists of introducing a shape parameter (β) into
the exponential distribution.
Appendix B Data Assimilation Algorithms for the Ensemble Kalman Filter (EnKF)
Model state updating proceeds as follows [18]:
Xa = Xb + K[Z − (H × Xb)] (A7)
where:
m is the number of state variables,
n is the number of ensemble members,
p is a dimension of observations pseudo in situ,
H is a p × m matrix of the operator that converts the model states to observation space,
K is a m × p matrix of the Kalman gain,
Xa is a m × n matrix of updated model states,
Xb is a m × n background matrix of model states (calculated by the model) and defined as:
Xb =
(
Xb1 , . . . , X
b
n
)
, where: Xb1 , . . . , X
b
n are vectors of all state variables for each
of the n members of the ensemble, and
Z is a p × n matrix of observations pseudo in situ defined as:
Z = (Z1, . . . , Zn) where: Z1, . . . , Zn are vectors of observations pseudo in situ for each of n members
of ensemble.
The Kalman gain, K is defined as [18]:
K =
PbHT(
H·Pb·HT
)
+ R
(A8)
where:
Pb is a m × m matrix of model error covariance which is computed directly from the ensemble
anomalies as:
P =
1
n− 1
[
Xb′·
(
Xb′
)T]
(A9)
where: Xb′ = Xb −Xb, Xb = 1n
n∑
i
Xbi , and
R is a p × p error covariance matrix of the observations which is defined as:
R =
1
n− 1
[
Z ′·( Z ′)T
]
(A10)
where Z ′ = Z−Z, Z = 1n
n∑
i
Zi.
The parameters: K, Pb and R are calculated based on the ensemble. The H matrix is called the
observation matrix, or observation function, and is used to map model estimates of states in matrix
Xb to observations in situ in matrix Z, and to compute the model equivalent of the observation from
the model states. If these types of relationships are linear, the H matrix can be calculated directly,
while in the case of a non-linear relationship, a separate model must be used. If an exact match exists
between the observations and their model equivalent, the H matrix can be filled with values of 1.00 for
elements where there is a model prediction of the observation, and 0 where no equivalent observation
exists. In the present study, there were no suitable equivalents for the observations; therefore, H·Pb·HT
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was a p × p dimensional matrix of model covariance at the given observed location, Pb·HT was an
m × p dimensional matrix of covariance between modeled soil moisture products and K was an m × p
dimensional matrix.
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