Abstract. Generalized Lüroth series generalize b-adic representations as well as Lüroth series. Almost all real numbers are normal, but it is not easy to construct one. In this paper, a new construction of normal numbers with respect to Generalized Lüroth Series (including those with an infinite digit set) is given. Our method concatenates the beginnings of the expansions of an arbitrary equidistributed sequence.
Introduction
In 1909, Borel proved that the b-adic representations of almost all real numbers are normal for any integer base b. However, only a few simple examples for normal numbers are known, like the famous Champernowne constant [Cha33] 0 . 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 . . . .
Other constants as π or e are conjectured to be normal. The concept of normality naturally extends to more general number expansions, including Generalized Lüroth Series [DK02, pp. 41-50]. For example, the numbers 1/e and 1 2 √ 3 are not normal with respect to the classical Lüroth expansion that was introduced in [Lü83] .
In his Bachelor thesis, Boks [Bok09] proposed an algorithm that yields a normal number with respect to the Lüroth expansion, but he did not complete his proof of normality. Some years later, Madritsch and Mance [MM14] transferred Champernowne's construction to any invariant probability measure. However, their method is rather complicated and does not reflect that digit sequences represent numbers. Vandehey [Van14] provided a much simpler construction, but for finite digit sets only, in particular, not for the original Lüroth expansion.
Like classical Lüroth expansions, continued fraction expansions are number representations with an infinite digit set. Adler, Keane and Smorodinsky [AKS81] showed that the concatenation of the continued fractions of
leads to a normal number. This motivates our approach for the construction of normal numbers with respect to Generalized Lüroth Series (GLS) from equidistributed sequences. The idea is to look at the expansions of some equidistributed sequence with respect to a given GLS. In general, these expansions are infinite. Hence, in order to concatenate them, we have to trim each digit sequence to a certain length.
The paper is organized as follows: In Sections 2 and 3 we recall the notions of equidistributed sequences and GLS respectively, then in Section 4 we describe our construction, finally, in Section 5 we prove that the constructed number is normal.
Equidistributed Sequences
Recall that a sequence (a 1 , a 2 
Many easy computable equidistributed sequences exist, e. g. the sequence (1) used by [AKS81] and the sequence (nβ mod 1) n∈N for any
It is convenient to introduce the concept of uniform equidistribution:
As it turns out, these two terms are equivalent. This fact is commonly used without proving it. For clarity, we will sketch a simple proof here.
Lemma 3. Every equidistributed sequence is uniformly equidistributed.
Proof. Consider an equidistributed sequence (a 1 , a 2 , . . .
which have a non-empty intersection with I. Take an arbitrary integer n ≥ N . We get
Similarly, −ε is a lower bound.
We are interested in maps which preserve the equidistribution property of sequences. a 1 , a 2 , . . . ) the sequence (T a 1 , T a 2 , . . . ) is equidistributed.
Generalized Lüroth Series
Based on [DK02, pp. 41-50], we precise our notion of Generalized Lüroth Series. (1)
(2) the intervals
is called a Generalized Lüroth Series (GLS).
Indeed, the transformation of a GLS possesses the desired property.
Proof. Let (a 1 , a 2 
It is a well known fact that T preserves the Lebesgue measure. Hence
Using Definition 2, there exists an integer N ∈ N such that for all n ≥ N we have
For the upper bound we get for every
For the lower bound we similarly obtain
With respect to a GLS L, a number x ∈ [0, 1] is normal if for any block b = (b 1 , . . . , b r ) ∈ D r , we have 
Finally, we define z ∈ [0, 1] such that its expansion with respect to L is the concatenation of L l(1)
0 (a 3 ), etc., whereas l(j) is chosen such that c l(j)−1 + 1 ≤ j ≤ c l(j) . In particular, we have l(j) ≤ j as well as l(j) → ∞ for j → ∞. 
Proof of Normality
Theorem 7. The number z is normal with respect to L. 
Obviously, the number of digit positions m ∈ {0, . . . , n − 1} which belong to an
Similarly, it is bounded below by k − 1 − c i , hence
Counting the number of occurrences of b in each column separately (see Figure 1) ,
In a similar manner, we establish a lower bound:
For n → ∞, we have k → ∞ and thus l(k) → ∞. Using the Cauchy limit theorem, we conclude This completes the proof.
Open Problems
It would be more straightforward and closer to [AKS81] , if the trimming of the expansions could be omitted by using equidistributed sequences of rational numbers with a finite expansion. Lüroth himself proved that rational numbers always have a finite or periodic Lüroth expansion [Lü83] , but he did not find a way to distinguish between these two possibilities. Some algebraic manipulation shows that fractions of the form a 2 k (i. e. the dyadic rationals) have a finite Lüroth expansion. We conjecture that this also applies to fractions of the form a 3 k . It would be very interesting to get a full understanding of rationals with a finite Lüroth expansion.
