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Abstract
In this paper we derive the condition providing the on-shell equivalence of L∞-type and
WZW-like formulations for superstring field theory. We construct the NS string products
L = {Ln}
∞
n=1
of L∞-type formulation and the shifted BRST operator QG in WZW-like for-
mulation by the similarity transformations of the BRST operator Q. Utilizing the similarity
transformations, we can consider a morphism connecting the L∞-algebras on both sides. It
naturally induces the field redefinitions and guarantees the equivalence of the on-shell con-
ditions in two formulations. In addition, we have confirmed up to quartic order that the
on-shell equivalence condition also provides the off-shell equivalence. Then partial-gauge-
fixing conditions giving L∞-relations in WZW-like formulation naturally appear.
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1 Introduction
The complete formulation for superstring field theory has been the important problem. However,
the action in the same form as well-understood bosonic string field theory [1–10] has some
disadvantages: divergences and broken gauge invariance [11,12]. To construct a gauge invariant
action consistently, various approaches have been proposed [13–16]. In this paper we focus on two
formulations: Wess-Zumino-Witten-like (WZW-like) formulation and A∞/L∞-type formulation,
and discuss their equivalence.
The WZW-like formulation [17–23] is one of the successful approaches. The theory is for-
mulated by using the string field which belongs to the state space spanned by bosonized super-
conformal ghosts (ξ, η, φ): the large Hilbert space. The resultant action has the different form
that the bosonic one and is invariant under the large gauge transformation. The largeness of
the state space and the gauge symmetry suggests this approach would be more fundamental.
On the other hand, however, it makes the construction of a classical Batalin-Vilkovisky (BV)
master action complicated, and the quantization of WZW-like theory remains mysterious.
The alternative one is the A∞/L∞-type formulation proposed in [24,25]. The action consists
of an infinite set of string products satisfying A∞/L∞-relations and the string field belonging
to the subspace of the large Hilbert space annihilated by the zero-mode of η-current: the small
Hilbert space. The A∞/L∞-relations arises the nilpotent gauge invariance, and therefore, one
can carry out the classical BV quantization of the action in a straightforward way.
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In this paper, we discuss the relation between these two formulations for NS closed string
field theory. First, we show that the NS string products L = {Ln}
∞
n=1 in L∞-type formulation
and the shifted BRST operator QG in WZW-like formulation both are obtained by similarity
transformations of the BRST operator Q. Utilizing invertible maps G = {Gn}
∞
n=1 and EV ,
one can write L = GQG† and QG = EV Q EV
†, where Gn is a n-fold multilinear map. Then,
combining these invertible maps, we construct F = {Fn}
∞
n=1 := {EV G
†
n}
∞
n=1 and obtain the
similarity transformation connecting QG and L
FLF† = QG . (1.1)
Second, we consider a morphism of L∞-algebras which is given by the similarity transformation.
We also show that there exists a natural field redefinition induced by the L∞-morphism F
Φ′ :=
∞∑
n=1
1
n!
Fn(
n︷ ︸︸ ︷
Φ, . . . ,Φ), (1.2)
which is the key ingredient to discuss the on-shell equivalence. Since the L∞-morphism F maps
the state L(e∧Φ) to the state QG Φ
′∧e∧Φ
′
, the zeros of L(e∧Φ) becomes equivalent to the zeros of
QG Φ
′ unless Φ′ = 0. By identifying these zeros with the on-shell condition of string field theory,
we try to clarify the relation of two formulations. One can write L(e∧Φ) = 0 for the on-shell
condition in L∞-type formulation and QG Ψη = 0 for that in WZW-like formulation, where the
associated field Ψη is a function of large-space string fields V . Therefore, the identification
Φ′ ∼= Ψη (1.3)
provides the on-shell equivalence of L∞-type and WZW-like formulations. Furthermore, we
show that at least up to quartic order, this identification Φ′ ∼= Ψη also provides the off-shell
equivalence of two formulations for NS closed superstring field theory.
This paper is organized as follows. In section 2, we briefly review a coalgebraic description
of a cyclic L∞-algebra, which plays an important role in the action for (super-) string field
theory. The technique of coalgebraic operations is a key tool in this paper. In section 3, first we
introduce the concept of the path-ordered integral of multilinear maps, an iterated integral with
directions. Then, we construct the NS string products L and the shifted BRST operator QG by
appropriate similarity transformations of the BRST operator Q. This is the first result in this
paper. As we will see in section 4, the similarity transformation naturally induces a morphism of
two L∞-algebras. Using this morphism, one can derive the explicit form of the field redefinition
Φ′ ∼= Ψη providing the on-shell equivalence of two formulations. Furthermore, we find that at
least up to quartic order, Φ′ ∼= Ψη also provides the off-shell equivalence of two formulations.
Then, a partial-gauge-fixing condition giving L∞-relations in WZW-like formulation naturally
appears, which leads us to the idea that by choosing partial-gauge-fixing conditions of the WZW-
like action, one can obtain any corresponding L∞-type actions. We end with conclusion and
discussion.
2
2 Cyclic L∞-algebras
In this section, we explain a cyclic L∞-algebra which are important tools to describe closed
(super-) string field theory. As a preparation for the following sections, we demonstrate it in
closed bosonic string field theory. See also [8, 9, 26–28] or mathematical manuscripts.
String products in closed bosonic SFT
To begin with, we briefly review a bosonic closed string field theory constructed by Zwiebach
[8]. The fundamental degree of freedom is a string field Ψ which carries ghost number 2 and is
Grassmann even. The action is given by
SB =
1
2
〈Ψ, QΨ〉B +
∞∑
n=2
κn−1
(n+ 1)!
〈Ψ, [
n︷ ︸︸ ︷
Ψ,Ψ, ...,Ψ]〉B, (2.1)
where 〈A,B〉B is the BPZ inner product with c
−
0 =
1
2(c0 − c¯0) insertion, which satisfies
〈A,B〉B = (−)
(A+1)(B+1)〈A,B〉B. (2.2)
Owing to the anomaly in the conformal ghost sector, the inner product 〈A,B〉B vanishes unless
the sum of the ghost number of A and B equals to 5, which imposes the condition that the
n-string product carries ghost number −2n+3. The kinetic term consists of the BRST operator
Q and so it gives the physical state condition in the first-quantization of strings. The cubic
and higher interaction vertices are given by the string products [Ψ, ...,Ψ], which satisfies the
following algebraic properties:
[Bσ(1), . . . , Bσ(k)] = (−)
σ[B1, . . . , Bk] (Graded commutativity), (2.3)
0 =
∑
i+j=n+1
∑
σ
′
(−)σ[ [Bσ(1), . . . , Bσ(i)], Bσ(i+1), . . . , Bσ(n)] (L∞ relations), (2.4)
〈B1, [B2, ..., Bn+1]〉B = (−)
B1+B2+...+Bn〈[B1, B2, ..., Bn], Bn+1〉B (cyclicity), (2.5)
where (−)σ is the sign factor of the permutation from {B1, ..., Bn} to {Bσ(1), ..., Bσ(n)}, and we
define [B] = QB, and
∑
σ
′ means the summation over all different (i, n− i) splittings with i ≥ 1.
The string products satisfying the L∞-relations play crucial roles, especially for the gauge
invariance. Utilizing their commutativity and cyclicity, the variation of the action can be taken.
The equation of motion is given by
∞∑
n=1
κn−1
n!
[
n︷ ︸︸ ︷
Ψ, ...,Ψ] = 0. (2.6)
From (2.4), one can see that the equation of motion belongs to the kernel of the operator
∑∞
m=0
κm
m! [
m︷ ︸︸ ︷
Ψ, ...,Ψ, · ], and this operator generate the gauge transformation of the field:
δΨ =
∞∑
m=0
κm
m!
[
m︷ ︸︸ ︷
Ψ, ...,Ψ,Λ]. (2.7)
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The gauge invariance follows from the cyclicity and the L∞-relations:
δS =
∞∑
n=1
κn−1
n!
〈δΨ, [
n︷ ︸︸ ︷
Ψ, ...,Ψ]〉B =
∞∑
n=1
κn−1
n!
∞∑
m=0
κm
m!
〈Λ, [[
n︷ ︸︸ ︷
Ψ, ...,Ψ],
m︷ ︸︸ ︷
Ψ, ...,Ψ]〉B = 0. (2.8)
In addition to the gauge invariance, the L∞-relations would be important also for the repro-
duction of the scattering amplitudes in the first-quantization of strings, which are given by the
single covering of the moduli spaces of punctured Riemann surfaces. In bosonic string field
theory, it is known that the string products defined to give the single covering of the moduli
space naturally satisfy the L∞-relations [5, 8].
2.1 Coalgebras and multilinear maps
Symmtrized tensor algebras as coalgebras
Let C be a set. When a coproduct ∆ : C → C ⊗ C is defined on C and it is coassociative
(∆ ⊗ 1l)∆ = (1l⊗∆)∆, (2.9)
then (C,∆) is called a coalgebra.
In our case, C corresponds to the symmetrized tensor algebra S(H) of the Z2-graded vector
space H. In the language of closed string field theory, H is the state space for the string field,
and the Z2-grading, called degree, equals to the Grassman parity.
The symmetrized tensor product ∧ for elements of H is defined by
Φ1 ∧ Φ2 = Φ1 ⊗ Φ2 + (−)
deg(Φ1)deg(Φ2)Φ2 ⊗ Φ1 , Φi ∈ H. (2.10)
This product satisfies the following properties:
Φ1 ∧ Φ2 = (−)
deg(Φ1)deg(Φ2)Φ2 ∧ Φ1, (2.11)
(Φ1 ∧ Φ2) ∧ Φ3 = Φ1 ∧ (Φ2 ∧ Φ3), (2.12)
Φ1 ∧ Φ2 ∧ ... ∧ Φn =
∑
σ
(−)σΦσ(1) ⊗ Φσ(2) ⊗ ...⊗Φσ(n). (2.13)
We can construct a symmetrized tensor algebra S(H) by
S(H) = H∧0 ⊕H∧1 ⊕H∧2 ⊕ · · · . (2.14)
We can define a coassociative coprduct ∆ : S(H) → S(H) ∧ S(H) and a set (S(H),∆) gives
coalgebra. The action of ∆ on Φ1 ∧ ... ∧ Φn ∈ H
∧n is given by
∆(Φ1 ∧ ... ∧ Φn) =
n∑
k=0
∑
σ
′
(−)σ(Φσ(1) ∧ ... ∧ Φσ(k)) ∧ (Φσ(k+1) ∧ ... ∧ Φσ(n)). (2.15)
Multi-linear maps
From a multilinear map bn : H
n → H which is graded symmetric upon the interchange of
the arguments, a map bn : H
∧n →H is naturally defined by
bn(Φ1 ∧ Φ2 ∧ ... ∧Φn) = bn(Φ1,Φ2, ...,Φn). (2.16)
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The symmetric tensor product of two multilinear maps A : H∧k → H∧l and B : H∧m → H∧n,
A ∧B : H∧k+m → H∧l+n, can also be defined naturally by
A ∧B(Φ1 ∧ ... ∧ Φk+m) =
∑
σ
′
(−)σA(Φσ(1) ∧ ... ∧ Φσ(k)) ∧B(Φσ(k+1) ∧ ... ∧ Φσ(k+m)). (2.17)
The identity operator on H∧n is defined by
In =
1
n!
I ∧ I ∧ ... ∧ I = I⊗ I⊗ ...⊗ I. (2.18)
Note that we need the coefficient 1
n! .
Multilinear maps with degree 1 and 0 naturally induce the maps from S(H) to S(H). They
are called a coderivation and a cohomomorphism respectively, and are the main focus of the rest
of this subsection.
Multi-linear maps as a coderivation
A linear operator m : C → C which raise the degree one is called coderivation if it satisfies
∆m = (m⊗ 1l)∆ + (1l⊗m)∆. (2.19)
From a map bn : H
∧n →H which carries the degree one, the coderivation bn : S(H)→ S(H)
is naturally defined by
bnΦ = (bn ∧ IN−n)Φ , Φ ∈ H
∧N≥n ⊂ S(H), (2.20)
and bn vanishes when acting on H
∧N≤n. We will call bn a n-coderivation .
The explicit action of the one-coderivation b1 is given by
b1 : 1 → 0
Φ1 → b1(Φ1)
Φ1 ∧ Φ2 → b1(Φ1) ∧Φ2 + (−)
deg(Φ1)deg(b1)Φ1 ∧ b1(Φ2).
(2.21)
We can also define the zero-coderivation b0 : S(H) → S(H) which is derived from a map
b0 : H
0 →H by
b0Φ = (b0 ∧ IN )Φ = b0 ∧Φ , Φ ∈ H
∧N ⊂ S(H). (2.22)
Its explicit action is as follows:
b0 : 1 → b0
Φ1 → b0 ∧ Φ1
Φ1 ∧Φ2 → b0 ∧ Φ1 ∧ Φ2.
(2.23)
It is useful in the field redefinition and the gauge transformation.
Given two coderivations bn and cm which are derived from bn : H
∧n →H and cm : H
∧m →H
respectively, the graded commutator [[bn, cm]] becomes the coderivation derived from the map
[[bn, cm]] : H
∧n+m−1 →H which is defined by
[[bn, cm]] = bn(cm ∧ In−1)− (−)
deg(bn)deg(cm)cm(bn ∧ Im−1). (2.24)
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Multilinear maps as a cohomomorphism
Given two coalgebras C,C ′, a cohomomorphism f : C → C ′ is a map of degree zero satisfying
∆f = (f ⊗ f)∆. (2.25)
A set of degree zero multilinear maps {fn : H
∧n →H′}∞n=0 naturally induces a cohomorphism
f : S(H) → S(H′), which we denote as f = {fn}
∞
n=0. Its action on Φ1 ∧ · · · ∧ Φn ∈ H
∧n ⊂ S(H)
is defined by
f(Φ1 ∧ · · · ∧ Φn) =
∑
i≤n
∑
k1<···<ki
e∧f0 ∧ fk1(Φ1, . . . ,Φk1) ∧ fk2−k1(Φk1+1, . . . ,Φk2)∧
· · · ∧ fki−ki−1(Φki−1+1, . . . ,Φn). (2.26)
Its explicit actions are given as follows:
f : 1 → e∧f0
Φ → e∧f0 ∧ f1(Φ)
Φ1 ∧ Φ2 → e
∧f0 ∧ f1(Φ1) ∧ f1(Φ2) + e
∧f0 ∧ f2(Φ1 ∧ Φ2).
(2.27)
2.2 Cyclic L∞-algebra
Cyclic L∞-algebra (H,L, ω)
Let H be a graded vector space and S(H) be its symmetrized tensor algebra. A weak L∞-
algebra (H,L) is a coalgebra S(H) with a coderivation L = L0 + L1 + L2 + ... satisfying
(L)2 = 0. (2.28)
We denote the collection of the multilinear maps {Lk}k≥0 also by L. In particular, if L0 = 0,
(H,L) is called an L∞-algebra.
In the case of an L∞-algebra, the part of (2.28) that correspond to an n-fold multilinear map
H∧n →H is given by
Ln · L1 + Ln−1 · L2 + · · ·+ L2 · Ln−1 + L1 · Ln = 0. (2.29)
We can act it on B1∧B2∧ ...∧Bn ∈ H
∧n to get the L∞ relations for the multilinear maps {Lk}:
0 =
∑
i+j=n+1
∑
σ
′
(−)σLj(Li(Bσ(1), . . . , Bσ(i)), Bσ(i+1), . . . , Bσ(n)). (2.30)
We can define an inner product 〈·, ·〉 : H⊗2 → C satisfying the same property as (2.2) using
the graded symplectic form 〈ω| : H⊗2 → C:
〈A,B〉 = (−)A〈ω|A⊗B. (2.31)
Given the operator On, we can define its BPZ-conjugation O
†
n as follows:
〈ω|I⊗On = 〈ω|O
†
n ⊗ I. (2.32)
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A set (S(H),L, ω) is called cyclic L∞-algebra if each Ln is BPZ-odd:
L†n = −Ln. (2.33)
Projector and group-like element
We can naturally define a projector pi : S(H)→H whose action on Φ ∈ S(H) is given by
piΦ = Φ1,Φ =
∞∑
n=1
Φ1 ∧ · · · ∧ Φn ∈ S(H). (2.34)
Note that pi acts trivially on H and commutes with one-coderivations.
Let H0 be the degree zero part of H. The following exponential map of Φ ∈ H0
e∧Φ = 1+Φ+
1
2
Φ ∧ Φ+
1
3!
Φ ∧ Φ ∧ Φ+ · · · . (2.35)
is called a group-like element. It satisfies
∆e∧Φ = e∧Φ ∧ e∧Φ, (2.36)
The action of a coderivation on a group-like element is given by
bn(e
∧Φ) =
1
n!
bn(Φ
∧n) ∧ e∧Φ. (2.37)
Where we promise 0! = 1. Note that we can not distinguish a one-coderivation b1 derived from
a linear map b1 : H → H,Φ 7→ b1(Φ) and a zero-coderivation b0 derived from b0 : H
∧0 →H, 1 7→
b0 = b1(Φ) when acting on group-like element:
b0(e
∧Φ) = b0 ∧ (e
∧Φ) = b1(Φ) ∧ (e
∧Φ) = b1(e
∧Φ). (2.38)
One of the important property of a cohomomorphism is its action on the group-like element:
∆f(e∧Φ) = (f ⊗ f)∆e∧Φ = (f ⊗ f)e∧Φ ∧ e∧Φ = f(e∧Φ) ∧ f(e∧Φ). (2.39)
We can see that the cohomomorphisms preserves the group-like element : f(e∧Φ) = e∧Φ
′
.
Utilizing the projector and the group-like element, the Maurer-Cartan element for an L∞-
algebra (H,L) is given by
FΦ := piL(e
∧Φ) = L1(Φ) +
1
2
L2(Φ ∧ Φ) +
1
3!
L3(Φ ∧ Φ ∧Φ) + · · · . (2.40)
The Maurer-Cartan equation for an L∞-algebra (H,L) is given by FΦ = 0, which correspond to
the on-shell condition in string field theory based on the L∞-algebra(H,L).
Zwiebach’s closed bosonic string field theory in coalgebraic representation
To conclude this section, let us describe closed bosonic string field theory in the coalgebraic
representation. String products in closed bosonic string field theory can be represented by a set
of multilinear maps LBn : HB
∧n →HB:
[Ψ1,Ψ2, ...,Ψn] = L
B
n (Ψ1 ∧Ψ2 ∧ ... ∧Ψn), (2.41)
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and the set of {LBn} naturally define a set of coderivations {L
B
n}. Because of the L∞ relation
(2.4) for the original products, LB =
∑∞
n=1L
B
n is nilpotent
(LB)2 = 0. (2.42)
The cyclicity of original string products (2.5) corresponds to LBn
†
= −LBn . Therefore the algebraic
properties of the string products is encoded to the fact that (HB,L
B, ωB) defines a cyclic L∞
algebra.
We can transform the action into the form respecting its L∞-algebra. Let t be a real parame-
ter t ∈ [0, 1]. We introduce a t-parametrized string field Ψ(t) satisfying Ψ(0) = 0 and Ψ(1) = Ψ,
which is a path connecting 0 and the string field Ψ in the space of string fields. Using this Ψ(t),
SB =
1
2
〈Ψ, QΨ〉+
∞∑
n=2
κn−1
(n + 1)!
〈Ψ, LBn (
n︷ ︸︸ ︷
Ψ,Ψ, ...,Ψ)〉B
=
∞∑
n=1
κn−1
(n+ 1)!
〈Ψ, LBn (
n︷ ︸︸ ︷
Ψ,Ψ, ...,Ψ)〉B
=
∫ 1
0
dt
∞∑
n=1
κn−1
(n+ 1)!
∂t〈Ψ(t), L
B
n (
n︷ ︸︸ ︷
Ψ(t),Ψ(t), ...,Ψ(t))〉B
=
∫ 1
0
dt
∞∑
n=1
κn−1
n!
〈∂tΨ(t), L
B
n (
n︷ ︸︸ ︷
Ψ(t),Ψ(t), ...,Ψ(t))〉B
=
∫ 1
0
dt〈∂tΨ(t),FΨ(t)〉B. (2.43)
In the fourth line we act ∂t and use the cyclicity of the string products to move ∂tΨ(t) to the
first slot of the inner product. In the last line we represent the second slot of the inner product
by the Maurer-Cartan element FΨ of the L∞-algebra (HB,L
B, ωB) which is given by
FΨ =
∞∑
n=1
κn−1
n!
LBn (
n︷ ︸︸ ︷
Ψ,Ψ, ...,Ψ). (2.44)
Utilizing the cyclicity, the variation of the action becomes δS = 〈δΨ,FΨ〉B and the equation of
motion is given by the Maurer-Cartan equation FΨ = 0.
The action can be represented using the coderivations and the group-like element as follows:
SB =
∫ 1
0
dt〈∂tΨ(t),piL
B(e∧Ψ(t))〉B
=
∫ 1
0
dt〈pi∂t(e
∧Ψ(t)),piLB(e∧Ψ(t))〉B, (2.45)
where we denote the one-coderivation derived from ∂t as ∂t. Note that the group-like element we
use in the first slot of the inner product of (2.45) is just a representational convention. However,
this representation is the form respecting the L∞-algebra of the theory, and is very useful when
we compare two actions. We will see in the appendix A that WZW-like and L∞-type actions
can be represented in this form.
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In coalgebraic representation, the equation of motion is written as
piLB(e∧Ψ) = 0. (2.46)
The equation of motion belongs to the kernel of the operator generating the gauge transfor-
mation. In the present case, since (LB)2 = 0, the equation of motion belongs to the kernel of
piLB(e∧Ψ ∧ · ):
piLB
(
e∧Ψ ∧ piLB(e∧Ψ)
)
= piLBLB(e∧Ψ) = 0. (2.47)
It means that the gauge transformation of the field is generated by piLB(e∧Ψ ∧ · ), and we can
confirm it actuary is:
δΨ =
∞∑
m=0
κm
m!
[
m︷ ︸︸ ︷
Ψ, ...,Ψ,Λ] = piLB(e∧Ψ ∧ Λ). (2.48)
3 Similarity transformations
We focus on two popular and successful formulations of NS superstring field theories: the L∞-
type formulation which is based on the small Hilbert space, and the WZW-like formulation
which is based on the large Hilbert space. In both formulations, nonlinear nilpotent operators
play crucial roles. The first one L is the NS superstring products in the L∞-type formulation.
The second one QG is the BRST operator shifted by the bosonic pure gauge string field G in the
WZW-like formulation. In this section, we show that these nilpotent operators L and QG can
be given by the similarity transformations from the BRST operator Q.
Path-ordered exponential
The similarity transformations which we introduce in this section are given by the path-
ordered exponential. It is defined by the following iterated integral
A[τ ] =
→
P exp
(∫ τ
0
dτ ′O[τ ′]
)
= 1l +
(∫ τ
0
dτ1O[τ1]
)
+
∞∑
n=2
(∫ τ
0
dτ1O[τ1]
)(∫ τ1
0
dτ2O[τ2]
)
· · ·
(∫ τn−1
0
dτnO[τn]
)
. (3.1)
The→ over P denote the order of integrations. ThisA satisfies the following differential equation
∂τA[τ ] = O[τ ] · A[τ ] (3.2)
and the initial condition A[0] = 1l. Note that we use the character τ to represent the parameter
used in the iterated integral, and that the dependence on τ is denoted by [ ] in order to distinguish
it from the parameter in string field like Φ(t). We will omit [1] for notational simplicity: A = A[1].
For the operator O which can be expanded in powers of τ as follows:
O[τ ] =
∞∑
k=0
τkOk+2, (3.3)
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the lower order terms in τ of A[τ ] =
→
P exp
(∫ τ
0 dτ
′O[τ ′]
)
are given by
A[τ ] = 1l + τO2 +
τ2
2
(O3 +O2O2) +
τ3
3!
(2O4 + 2O3O2 +O2O3 +O2O2O2) + · · · . (3.4)
Note that if O is independent of τ , it becomes an usual exponential.
The inverse of A can be defined by O → −O with the reversal of the order of the integrations:
A−1[τ ] =
←
P exp
(
−
∫ τ
0
dτ ′O[τ ′]
)
= 1l−
(∫ τ
0
dτ1O[τ1]
)
+
∞∑
n=2
(−)n
(∫ τn−1
0
dτnO[τn]
)
· · ·
(∫ τ1
0
dτ2O[τ2]
)(∫ τ
0
dτ1O[τ1]
)
.
(3.5)
The integration in the equation (3.5) is defined to be performed from the right to the left. It
can be represented in the usual representation as follows:
A−1[τ ] = 1l−
∫ τ
0
dτ1O[τ1]+
∞∑
n=2
(−)n
∫ τ
0
dτ1
∫ τ1
0
dτ2 · · ·
∫ τn−1
0
dτnO[τn] · · · O[τ2]O[τ1]. (3.6)
The important property of A−1 is that it is the solution to the following equation
∂τA
−1
[τ ] = −A−1[τ ] · O[τ ] (3.7)
with the initial condition A−1[0] = 1l.
We can show that A−1 defined by (3.5) gives actually the inverse of A by solving the differ-
ential equations for A−1[τ ]A[τ ]− 1l:
∂τ
(
A−1[τ ]A[τ ]− 1l
)
= (−A−1[τ ]O[τ ]A)[τ ]) +A−1[τ ](O[τ ]A[τ ]) = 0. (3.8)
Since the initial condition is given by A−1[0]A[0]−1l = 0, the solution of the differential equation
is A−1[τ ]A[τ ]− 1l = 0, which leads to
A−1[τ ]A[τ ] = 1l. (3.9)
Acting A[τ ] from the left and A−1[τ ] from the right on (3.9), A[τ ]A−1[τ ] = 1l can also be obtained.
Simirality transformation
Given a linear operator qˆ, we can define its similarity tramsformation by A as
qˆA = A qˆA−1. (3.10)
It has two important properties. The first one is that it gives the solution of the following
differential equation
∂τ qˆ
A = [[O, qˆA ]] (3.11)
with the initial condition qˆA[τ=0] = qˆ. The second one is as follows:
(qˆA)n = (qˆn)A. (3.12)
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In particular, if qˆ is nilpotent, qˆA is also nilpotent.
In string field theory, if the operator O in the exponent is BPZ-odd: O† = −O, the BPZ-
conjugation of the path-ordered integral gives its inverse: A−1 = A†. (Recall that the BPZ-
conjugation † includes the inversion of the order of operators.) In what follows, we see that
the key nilpotent operators L in the L∞-type formulation and QG in the WZW-like formulation
satisfy the differential equations of the type of (3.11), and can be obtained by the similarity
transformations of the BRST operator Q.
3.1 Superstring product in the small Hilbert space
To construct a consistent superstring field theory of NS sector in the small Hilbert space, the
insertion of the picture changing operator X seems to be necessary. In the works [25], the
NS superstring products L satisfying the L∞ relations are constructed in the systematic way
from the bosonic string products LB and the zero-modes X, ξ of the picture changing operator
X(z) and the fermionized superconformal ghost ξ(z). In this subsection, we show that the NS
superstring products L can be obtained by the similarity transformation of the BRST operator
Q.
In the small space formulation, the fundamental degree of freedom is the string field Φ
carrying ghost number 2 and picture number −1, belonging to the small Hilbert space Hsmall:
ηΦ = 0. The action is written using the NS string products L = {Lk}k≥1:
SEKS =
1
2
〈ξΦ, QΦ〉+
∞∑
n=2
κn−1
(n + 1)!
〈ξΦ, Ln(
n︷ ︸︸ ︷
Φ,Φ, ...,Φ)〉
=
∞∑
n=1
κn−1
(n+ 1)!
〈ξΦ, Ln(
n︷ ︸︸ ︷
Φ,Φ, ...,Φ)〉, (3.13)
where L1 = Q and the inner product is the c
−
0 -inserted BPZ inner product satisfying
〈A,B〉 = (−)(A+1)(B+1)〈B,A〉. (3.14)
Owing to the anomaly in the superconformal ghost sector, the inner product 〈A,B〉 vanishes
unless the sum of the ghost number of A and B equals to 4 and the sum of the picture number
of A and B equals to −1. These anomalies impose the condition that the NS string product Ln
carries ghost number −2n + 3 and picture number n − 1. Besides, the NS string products L
satisfy the following three properties:
L2 = 0 (L∞ relation), (3.15)
L† = −L (cyclicity), (3.16)
[[L, η]] = 0 (η-derivation). (3.17)
The theory is characterized by the cyclic L∞-algebra (Hsmall,L, ω).
As in the case of closed bosoninc string field theory, the action can be transformed into
the form respecting the L∞-algebra. Let t be a real parameter t ∈ [0, 1]. We introduce a t-
parametrized string field Φ(t) satisfying Φ(0) = 0 and Φ(1) = Φ, which is a path connecting 0
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and the string field Φ in the space of string fields. Using this Φ(t), we can rewrite the L∞-type
action as follows.
SEKS =
1
2
〈ξΦ, QΦ〉+
∞∑
n=1
κn
(n+ 2)!
〈ξΦ, Ln+1(
n+1︷ ︸︸ ︷
Φ, . . . ,Φ)〉
=
∫ 1
0
dt
∂
∂t
( ∞∑
n=0
κn
(n+ 2)!
〈ξΦ(t), Ln+1(
n+1︷ ︸︸ ︷
Φ(t), . . . ,Φ(t))〉
)
=
∫ 1
0
dt 〈ξ∂tΦ(t), FΦ(t)〉, (3.18)
where FΦ(t) is the Maurer-Cartan element of the L∞-algebra
FΦ(t) := QΦ(t) +
∞∑
n=1
κn
(n+ 1)!
Ln+1(
n+1︷ ︸︸ ︷
Φ(t), . . . ,Φ(t)), (3.19)
which gives the on-shell condition of L∞-type superstring field theory FΦ = 0. Note that since
the variation of the action becomes δSEKS = 〈ξδΦ,FΦ〉, the t-dependence is topological.
In the coalgebraic representation, the action becomes
SEKS =
∫ 1
0
dt 〈pi(ξt e
∧Φ(t)),pi
(
L(e∧Φ(t))
)
〉, (3.20)
where ξt is a one-coderivation derived from ∂tξ. Its explicit action is given by
ξt : 1 → 0
Φ → ∂tξΦ
Φ1 ∧ Φ2 → (∂tξΦ1) ∧ Φ2 +Φ1 ∧ (∂tξΦ2).
(3.21)
Note that ∂t and ξ act on the same slot. At this stage one can see that the L∞-type action
consists of the L∞-algebra (Φ,L).
In coalgebraic representation, the equation of motion can be written as
piL(e∧Φ(t)) = 0. (3.22)
The equation of motion belongs to the kernel of the operator generating the gauge transfor-
mation. In the present case, since L2 = 0, the equation of motion belongs to the kernel of
piL(e∧Φ ∧ · ):
piL
(
e∧Φ ∧ piL(e∧Φ(t))
)
= piLL(e∧Φ) = 0. (3.23)
It means that the gauge transformation of fields is generated by L:
δΦ = piL(e∧Φ ∧ Λ), (3.24)
where Λ is the gauge parameter carrying ghost number 1 and picture number −1. In addition,
since [[η,L]] = 0, the equation of motion belongs also to the kernel of η:
ηL(e∧Φ) = 0. (3.25)
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However, since string fields belong to the kernel of η, it does not generate the gauge transfor-
mation of the fields in the small Hilbert space. When we replace the string field A in the small
Hilbert space by A = ηB using the string field B in the large Hilbert space it corresponds to the
gauge transformation of the large-space string field B, which does not change the small-space
string field A.
L∞-products from the similarity transformation of Q
Let us first consider the defining equation for the string products L satisfying L∞-relations.
Introducing a parameter τ as L[τ ] =
∑∞
n=1 τ
n−1Ln, and differentiating L[τ ]
2 by τ :
∂τ
(
L[τ ]2
)
=
(
∂τL[τ ]
)
L[τ ]+ L[τ ]
(
∂τL[τ ]
)
=
[
L[τ ],
(
∂τL[τ ]
)]
, (3.26)
one can find that L[τ ]2 = 0 hold if L[0]2 = 0 and ∂τL[τ ] commute with L[τ ] under L[τ ]
2 = 0. One
natural choice is
∂τL[τ ] =
[
L[τ ],Ξ[τ ]
]
, (3.27)
where Ξ[τ ] is a set of BPZ-odd gauge products:
Ξ[τ ] =
∞∑
n=2
τn−2Ξn. (3.28)
So far, introducing the gauge products Ξ, we can write down the defining equation for the string
products L[τ ] satisfying L∞ relation L[τ ]
2 = 0.
In appendix C of [24], the solution for (3.27) is obtained for the theory with only one-
and two- bosonic string products. The procedure there can be extended to the theories in
which original bosonic products consist of three- and more- string products. The path-ordered
exponentials discussed in the beginning of this section play a curtail role. Since (3.27) is of the
form of (3.11), the solution is given by the similarity transformation of Q:
L = GQG†, (3.29)
where G is the path-ordered exponential of the gauge products Ξ:
G[τ ] =
→
P exp
(
−
∫ τ
0
dτ ′Ξ[τ ′]
)
. (3.30)
Since the gauge products Ξ[τ ] are BPZ-odd, G† is given by
G†[τ ] =
←
P exp
(∫ τ
0
dτ ′Ξ[τ ′]
)
, (3.31)
and it satisfies
G†[τ ] = G[τ ]−1. (3.32)
Utilizing the properties of the path-ordered exponential, we can see that L = GQG† is the
solution for (3.27) with L[τ=0] = Q:
∂τL[τ ] = −Ξ[τ ]G[τ ]QG
†
[τ ]+G[τ ]QG†[τ ]Ξ[τ ] =
[
L[τ ],Ξ[τ ]
]
(3.33)
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and that L is nilpotent more directly:
L2 = GQG†GQG† = GQQG† = 0, (3.34)
and furthermore that this L is BPZ-odd:
L† = (GQG†)† = −GQG† = −L. (3.35)
Thus, we obtain the string ploducts L satisfying the L∞-relation (3.15) and the cyclicity (3.16)
by introducing the BPZ-odd gauge products Ξ.
L∞-products in EKS theories
The η-derivation property (3.17) and the quantum numbers of L follows from the detail of
the gauge products Ξ. The n-th gauge product Ξn must carry ghost number −2n+2 and picture
number n − 1. In the work [25], the recursive construction of the BPZ-odd gauge products Ξ
which lead to the η-derivation property of L (3.17) is given. Here we do not explain the detail
of their construction and only show their explicit forms:
Ξ2(Φ,Φ) =
1
3
(
ξ[Φ,Φ]− 2[ξΦ,Φ]
)
, (3.36)
Ξ3(Φ,Φ,Φ) =
1
8
ξX[Φ,Φ,Φ] +
3
8
ξ[XΦ,Φ,Φ]−
3
8
[XξΦ,Φ,Φ]−
3
8
X[ξΦ,Φ,Φ]−
3
4
[XΦ, ξΦ,Φ]
+
1
2
ξ[Φ, ξ[Φ,Φ]]−
1
2
[ξΦ, ξ[Φ,Φ]]− [Φ, ξ[ξΦ,Φ]]. (3.37)
The string product L can be constructed from this Ξ, and the explicit forms of L2 and L3 are
L2(Φ,Φ) =
1
3
(
X[Φ,Φ] + 2[XΦ,Φ]
)
, (3.38)
L3(Φ,Φ,Φ) =
1
16
(
X2[Φ,Φ,Φ] + 3[X2Φ,Φ,Φ]
)
+
3
8
(
[Φ,XΦ,XΦ] +X[XΦ,Φ,Φ]
)
−
1
3
[ξX[Φ,Φ],Φ] +
1
12
(
ξ[X[Φ,Φ],Φ] + 2[X[ξΦ,Φ],Φ] + [X[Φ,Φ], ξΦ]
)
+
−5
12
(
X[ξ[Φ,Φ],Φ] + 2[ξ[XΦ,Φ],Φ] + [ξ[Φ,Φ],XΦ]
)
+
1
24
(
[[Φ, ξΦ],XΦ] + [[Φ,XΦ], ξΦ] + ξ[[XΦ,Φ],Φ] +X[[ξΦ,Φ],Φ]
)
+
3
16
(
X[[Φ,Φ], ξΦ] + 2[[ξΦ,XΦ],Φ] + ξ[[Φ,Φ],XΦ]
+Xξ[[Φ,Φ],Φ] + 2[[ξXΦ,Φ],Φ] + [[Φ,Φ], ξXΦ]
)
. (3.39)
3.2 Superstring product in the large Hilbert space
In this subsection, we explain the key structure in the WZW-like formulation which is a successful
formulation for superstring field theories in the large Hilbert space. Although we take the
notation assuming heterotic string field theory, it works also for open string and type II string.
To begin with, recall that in bosonic closed string field theory, we can define the BRST
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operator and the string products around the new background A:
QAB =QB +
∞∑
n=1
κn
n!
[An, B], (3.40)
[B1, B2, ..., Bm]A =
∞∑
n=0
κn
n!
[An, B1, B2, ..., Bm]. (3.41)
This shifted products satisfy the weak L∞-relation and if A satisfies the equation of motion of
bosonic theory, it satisfies the L∞-relation.
The key ingredient in WZW-like theories is the (bosonic) pure gauge string field G which is the
solution for the equation of motion of bosonic string field theory. It is obtained by the successive
infinitesimal gauge transformation from 0 along the gauge orbit parameterized by τ . The pure
gauge string field G in the WZW-like theory is obtained by replacing the gauge parameter in
bosonic theory with the string field V in WZW-like theory. Note that V is Grassman odd and
carries ghost number 1 and picture number 0, same as the gauge parameter in bosonic theory.
By construction, G is defined by the following differential equation:
∂τG[τ ] = QG[τ ]V, (3.42)
where QG is the BRST operator shifted by the pure gauge string field G,
QGB =QB +
∞∑
n=1
κn
n!
[Gn, B]. (3.43)
The pure gauge string field G[τ ] and the G-shifted BRST operator QG[τ ] satisfy
G[0] = 0, (3.44)
QG[0] = Q, (3.45)
G[τ ] =
∫ τ
0
dτ ′QG[τ ′]V. (3.46)
Their explicit forms are given by
G[τ ] = τQV +
κτ2
2
[V,QV ] +
κ2τ3
3!
(
[V,QV,QV ] + [V, [V,QV ]]
)
+ · · · , (3.47)
QG[τ ]B =QB + κτ [QV,B] +
κ2τ2
2
(
[[V,QV ], B] + [QV,QV,B]
)
+
κ3τ3
6
(
[[V,QV,QV ], B] + [[V, [V,QV ]], B] + 3[QV, [V,QV ], B] + [QV,QV,QV,B]
)
+ · · · . (3.48)
To constract the WZW-like action, it is convenient to introduce a t-parametrized string field
V (t) satisfying V (0) = 0 and V (1) = V . Using this V (t) and G-shifted BRST operator QG[τ ],
the action can be written as follows:
SWZW =
∫ 1
0
dt〈Ψ∂t(t), QG(t)Ψη(t)〉. (3.49)
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Here ΨX for X = η, ∂t, δ is an associated string field, which is defined by the following differential
equation
∂τΨX[τ ] = XV + κ
[
V,ΨX[τ ]
]
G[τ ]
, (3.50)
and it satisfies
QGΨX = (−)
X
XG. (3.51)
The variation of the WZW-like action can be taken as δSWZW = 〈Ψδ, QGΨη〉 and the on-shell
condition is given by
QGΨη = 0. (3.52)
Note that t-dependence is topological as in the case of the L∞-type action. Since QGΨη = −ηG,
the on-shell condition QGΨη belongs to the kernel of QG and η, which generate the gauge
transformation of the composite field in WZW-like action:
Ψδ = QGλ+ ηω. (3.53)
The gauge invariance follows from the nilpotency of QG and η. Especially, the nilpotency of
QG plays an important role: the WZW-like theory is characterized by the L∞-algebra (H
′, QG)
where H′ is the space for Ψη, which we will explain in section 4.
QG from the similarity transformation of Q
Let us first consider the defining equation for the G-shifted BRST operator QG. Since τ -
dependence of QG comes from the pure gauge string field G, differentiation of QG by τ gives
∂τ
(
QG[τ ]B
)
=
∞∑
n=1
κn
(n− 1)!
[∂τG[τ ],G[τ ]
n−1, B]
= κ[QG[τ ]V,B]G[τ ]
= −κQG[τ ][V,B]G[τ ] + κ[V,QG[τ ]B]G[τ ]. (3.54)
Introducing a linear map V̂ [τ ] : H → H defined by
V̂ [τ ] := κ[V, ]G[τ ], (3.55)
the above equation can be written as
∂τQG[τ ] = [[V̂ [τ ], QG[τ ]]]. (3.56)
Since (3.56) is of the form of (3.11), the G-shifted BRST operator QG can also be obtained
by the similarity transformation from Q:
QG = EVQEV
†. (3.57)
Here EV is defined by path ordered exponential of V̂
EV [τ ] =
→
P exp
(∫ τ
0
dτ ′V̂ [τ ′]
)
, (3.58)
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and its explicit form is given by
EV [τ ](A) =A+ κτ [V,A] +
κ2τ2
2
(
[V,QV,A] + [V, [V,A]]
)
+
κ3τ3
6
(
[V,QV,QV,A] + [V, [V,QV ], A] + 2[V,QV, [V,A]]
+ [V, [V,QV,A]] + [V, [V, [V,A]]]
)
+ · · · . (3.59)
Since V̂ [τ ] is BPZ odd, EV
† is given by
EV
† =
←
P exp
(
−
∫ 1
0
dτV̂ [τ ]
)
, (3.60)
and it satisfies
EV
†
[τ ] = EV [τ ]
−1. (3.61)
The nilpotency and cyclicity of QG follows from that of Q, which can be seen easily in the form
using the similarity transformation:
Q2G =EVQEV
†EVQEV
† = EVQQEV
† = 0,
(QG)
† =(EVQEV
†)† = EVQ
†EV
† = −QG. (3.62)
The equivalence of EVQEV
† and QG which is defined as the G-shifted operator can be shown
also by solving the differential equation for I [τ ] = EV
†
[τ ]QG[τ ]EV [τ ]−Q. Differentiating I [τ ] by τ ,
we obtain
∂τI [τ ] = −EV
†
[τ ][V,QG[τ ]EV [τ ] · ]G + EV
†
[τ ][QG[τ ]V, EV [τ ] · ]G + EV
†
[τ ]QG[τ ][V, EV [τ ] · ]G = 0, (3.63)
where we used ∂τQG[τ ] = [QG[τ ]V, · ]G[τ ] and that QG act as a derivation on [ , ]G , which follows
from the L∞ relation of G-shifted products. Since the initial condition is I [0] = 0, we have
I [τ ] = 0 for arbitrary τ , and therefore EV
†
[τ ]QG[τ ]EV [τ ] = Q. Acting EV [τ ] from the left and EV
†
[τ ]
from the right, we get (3.57).
4 Equivalence of on-shell conditions
In this section, first, we explain that the similarity transformation of the BRST operator gives an
invertible morphism of L∞-algebras preserving the zeros of the Maurer-Cartan element, which
naturally induces a redefinition of string fields. Then, identifying these zeros with two on-shell
conditions, we derive the explicit form of the field redefinition connecting two string fields, which
guarantees the on-shell equivalence of two formulations.
4.1 L∞-morphism
Let (H,L) and (H′,L′) be L∞-algebras, and f : S(H) → S(H
′) be a cohomomorphism of
symmetric tensor algebras. A cohomomorphism f = {fn}
∞
n=1 satisfying
f L = L′ f (4.1)
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is called an L∞-morphism. For L∞-morphism f :
(
H,L
)
→
(
H′,L′
)
, one can get a relation in⊕n
k=1H
′∧k by evaluating the condition (4.1) with Φ1 ∧ · · · ∧ Φn ∈ S(H). For example,∑
i≤n
∑
k1<···<ki
L′i
(
fk1(Φ1, . . . ,Φk1), fk2−k1(Φk1+1, . . . ,Φk2), . . . , fki−ki−1(Φki−1+1, . . . ,Φn)
)
=
∑
k+l=n+1
k−1∑
j=0
(−)Φ1+···+Φj fk
(
Φ1, . . . ,Φj, Ll(Φj+1, . . . ,Φj+l),Φj+l+1, . . . ,Φn
)
(4.2)
holds for 1 ≤ k1, . . . , ki and ki = n in H
′∧1, whose first two relations are given by
L′1
(
f1(Φ1)
)
= f1
(
L1(Φ1)
)
L′2
(
f1(Φ1), f1(Φ1)
)
+ L′1
(
f2(Φ1,Φ2)
)
= f2
(
L1(Φ1),Φ2
)
+ (−)Φ1 f2
(
Φ1, L1(Φ2)
)
+ f1
(
L2(Φ1,Φ2)
)
.
Suppose that a set of multilinear maps A = {An}
∞
n=1 generates the similarity transformation
of the BRST operator Q
Q′ := AQA†, (4.3)
where Q : H → H, An : H
∧n → H′, and Q′ : H′ → H′. By identifying A = {An}
∞
n=1
with a cohomomorphism on S(H) as shown in (2.25), this A naturally gives the L∞-morphism
A : (H,Q)→ (H′,Q′) because of
AQ = (AQA†)A = Q′ A. (4.4)
Therefore, once the similarity transformation is given, one can consider the corresponding L∞-
morphism, which becomes a powerful tool to discuss the on-shell equivalence.
Field redefinition induced by L∞-morphism
An L∞-morphism f : (H,L) → (H
′,L′) naturally induces a formal field redefinition from
original string fields Φ ∈ H to the new string field Φ′ ∈ H′ as follows
Φ′ := pi
(
f(e∧Φ)
)
=
∞∑
n=1
1
n!
fn(
n︷ ︸︸ ︷
Φ, . . . ,Φ), (4.5)
which gives a nonlinear correspondence of two fields Φ ∈ H and Φ′ ∈ H′. The word ‘formal’
means that in general, these two state spaces of fields may not be equivalent: H 6= H′. Then,
by construction, it satisfies f
(
e∧Φ
)
= e∧Φ
′
, which means that the formal field redefinition Φ′ :=
pi f(e∧Φ) maps the group-like element e∧Φ of the original L∞-algebra (H,L) to the group-like
element e∧Φ
′
of the new L∞-algebra (H
′,L′). Furthermore, we quickly find that
f L(e∧Φ) = L′ f(e∧Φ) = L′(e∧Φ
′
), (4.6)
and therefore f maps the zeros of L(e∧Φ) to that of L′(e∧Φ
′
) unless Φ′ = 0.
Since utilizing the projector pi : S(H)→H defined in (2.34), one can write
L(e∧Φ) =
(
piL(e∧Φ)
)
∧ e∧Φ, (4.7)
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the Maurer-Cartan equation pi L(e∧Φ) = 0 is equivalent to L(e∧Φ) = 0. (Note that L(e∧Φ) ∈
S(H) and pi L(e∧Φ) ∈ H.) Hence, at least formally, an L∞-morphism preserves the solutions of
the Maurer-Cartan equations piL(e∧Φ) = 0 and pi L′(e∧Φ
′
) = 0, namely, on-shell states of string
field theory.
Similarity transformation GQG† = L
The exponential map G defined in (3.30) is a typical example of the above L∞-morphism.
Let us consider the free theory in the small Hilbert space Hsmall and let (Hsmall,Q) be the
corresponding L∞-algebra. Recall that the Maurer-Cartan element piQ (e
∧Φ) gives the equation
of motion QΦ = 0, where Φ ∈ Hsmall is a closed NS string field belonging to the small Hilbert
space Hsmall. Then, G gives a multilinear map Gn : H
∧n
small →H
′ for n ≥ 1.
First, we can lift the set of (degree zero) multilinear maps G = {Gn}
∞
n=1 to the cohomomor-
phism of two Fock spaces S(Hsmall) and S(H
′) as shown in (2.25). Then, by construction of the
NS string products L, the invertible cohomomorphism G satisfies
GQ = LG, (4.8)
which is the condition of the L∞-morphism G : (Hsmall,Q) → (H
′,L). This G, therefore,
induces the following formal field redefinition
Φ′ := pi
(
G(e∧Φ)
)
=
∞∑
n=1
1
n!
Gn(
n︷ ︸︸ ︷
Φ, . . . ,Φ). (4.9)
Note that ηΦ′ 6= 0 and the state space H′ of Φ′ is different from Hsmall. Hence, the resulting
theory
(
H′,L
)
, which is equivalent to the free theory
(
Hsmall,Q
)
, is not equivalent to the L∞-
type interaction theory
(
Hsmall,L
)
proposed by [25]. It clarifies the difference to compare the
equation of motion in G-mapped free theory
piL
(
e∧Φ
′)
= piL
(
G(e∧Φ)
)
= piGQ (e∧Φ) = 0 (4.10)
with that in the L∞-type interaction theory proposed by [25]
pi L
(
e∧Φ
)
= 0. (4.11)
4.2 On-shell equivalence
Combining the result of section 3 and the concept of L∞-morphism giving (4.6), we discuss the
on-shell equivalence of L∞-type and WZW-like formulations.
Similarity transformation FLF† = QG
In section 3, we found that utilizing invertible maps G and EV , one can construct the NS
string products L
L = GQG† (4.12)
and the G-shifted BRST operator QG
QG = EV Q EV
†, (4.13)
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which are similarity transformations of the BRST operator Q respectively. Hence, composing
G† = {G†n}∞n=1 with EV , we can construct the invertible map F = {Fn}
∞
n=1
F := EV G
†. (4.14)
Note that we use EV as a linear map and define the n-fold multilinear map Fn := EV G
†
n. This
set of multilinear maps F = {Fn}
∞
n=1 is the key ingredient in deriving our main result. We can
quickly find that F generates the similarity transformation connecting L and QG :
FLF† = (EVG
†)GQG† (G EV
†)
= EV Q EV
†
= QG . (4.15)
We write H′ for a state space on which QG acts as a linear nilpotent operator and consider
two L∞-algebras (H
′, QG) and (Hsmall,L). Since F is invertible and FL = QG F holds, this
cohomomorphism F, as well as G, becomes an L∞-morphism F : (Hsmall,L)→ (H
′, QG). Then,
we can consider the field redefinition induced by F
Φ′ := pi F(e∧Φ) =
∞∑
n=1
1
n!
Fn(
n︷ ︸︸ ︷
Φ, . . . ,Φ) (4.16)
which provides the equivalence of two Maurer-Cartan equations piL(e∧Φ) = 0 and QGΦ
′ = 0 of
two L∞-algebras (Hsmall,L) and (H
′, QG). The state space H
′ is spanned by Φ′.
Equivalence of on-shell conditions
We derive the on-shell equivalence of L∞-type and WZW-like formulations by identifying
the on-shell states of WZW-like string field theory with the zeros of the Maurer-Cartan equation
QG Φ
′ = 0, which provides the field redefinition of two string fields. While the equation of motion
in L∞-type formulation is given by
FΦ ≡ pi L(e
∧Φ) = 0 (4.17)
using the group-like element e∧Φ consisting of small-space NS string fields Φ ∈ Hsmall, the
equation of motion (or on-shell condition) in WZW-type formulation is given by
FV ≡ QGΨη = 0, (4.18)
where the field Ψη is the associated field defined by (3.50) with X = η, a function of large-space
NS string fields V . Since L2 = 0, the state FΦ belongs to the kernel of L(e
∧Φ ∧ I), which is the
generator of the gauge invariance of the L∞-type action. It is also clear that the state FV is
QG-exact and belongs to the kernel of QG , which generates a gauge invariance of the WZW-like
action. In addition, since Ψη satisfies QGΨη = −η G, as well as the state FΦ, the state FV also
belongs to the kernel of η, namely, the small Hilbert space Hsmall.
Therefore, to obtain the equivalence of these on-shell conditions, we identify Φ′ defined by
(4.16) with the associated field Ψη
Φ′ := pi F(e∧Φ) ∼= Ψη (4.19)
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and H′ with the state space in which Ψη lives. It gives the field redefinition of two string fields
and provides the on-shell equivalence of two formulations. Note, however, that there exist two
ambiguities in the identification: the terms being equivalent to zero on the mass shell and the
L- or QG-exact terms. In other words, (4.19) is the identification of two representatives [Φ
′] and
[Ψη] of the equivalent class defined by the equivalence relation belongs to the kernel of QG when
pi L(e∧Φ) = 0 holds. The reason is that we used an L∞-morphism to derive (4.19). Since the
L∞-morphism F : (Hsmall,L)→ (H
′, QG) satisfies FL = QG F and the linear map QG commutes
with the projector pi, we can quickly find
pi FL(e∧Φ) = piQG F(e
∧Φ)
∼= QG Ψη. (4.20)
As we saw in (4.6), the L∞-morphism F maps the solution space of pi L(e
∧Φ) = 0 into that of
QGΨη ∼= QGΦ
′ = 0, rather than the equation of motion itself, and only provides the equivalence
of the zeros, namely, on-shell states. Hence, it does not affect the on-shell equivalence to add
the terms which vanishes on the mass shell or is L- or QG-exact.
Solving the nonlinear correspondence (4.19) of two string fields Φ and V with respect to the
coupling constant κ, one can explicitly check the equivalence of two on-shell conditions (4.17)
and (4.18). Furthermore, as we will see in section 4.3, the identification (4.19) also provides the
off-shell equivalence of two formulations at least up to quartic order of fields.
Correspondence of two string fields
Before solving (4.19), we rewrite it into a more computable form. As we explain, the cor-
respondence of two string fields pi F(e∧Φ) ∼= Ψη, which provides the equivalence of L(e
∧Φ) = 0
and QGΨη = 0, can be rewritten as
pi
(
G†(e∧Φ)
)
∼=
∫ 1
0
dτ EV
†
[τ ]
(
ηV
)
. (4.21)
While the left hand side is a function of string fields Φ and ξΦ, the right hand side is a function
of string fields V and ηV . Each side of (4.21) can be constructed by invertible transformations
of small-space states e∧Φ or ηV . For this purpose, we show that the following relation holds
EV
†ΨX =
∫ 1
0
dτ EV
†
[τ ]
(
XV
)
. (4.22)
Then, by construction of F, (4.21) follows from (4.19) and (4.22). Recall that for any A ∈ H,
the defining equation of the map EV
† is given by
∂
∂τ
EV
†
[τ ]
(
A
)
= −EV
†
[τ ]
(
[V,A]G[τ ]
)
(4.23)
with the initial condition EV
†
[τ=0] = I. Thus, we find that
∂
∂τ
(
EV
†
[τ ]ΨX[τ ]
)
=
( ∂
∂τ
EV
†
[τ ]
)
ΨX[τ ]+ EV
†
[τ ]
( ∂
∂τ
ΨX[τ ]
)
= −EV
†
[τ ]
([
V,ΨX[τ ]
]
G[τ ]
)
+ EV
†
[τ ]
(
XV + κ
[
V,ΨX[τ ]
]
G[τ ]
)
= EV
†
[τ ]
(
XV
)
. (4.24)
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Since ΨX[τ=0] = 0, we obtain (4.22). In addition to this fact, the relation (4.22) also implies that
using the invertible map EV and the state XV , one can construct the associated field ΨX as
ΨX = EV
∫ 1
0
dτ EV
†
[τ ] (XV ). (4.25)
Hence, we can write WZW-like actions using the BRST operator, exponential maps, and string
fields. (See appendix A.3.)
4.3 On the off-shell equivalence
In the rest, we show that the identification Φ′ ∼= Ψη also provides the off-shell equivalence at
least up to quartic order of fields. Note that the on-shell equivalence is guaranteed by
piG†
(
e∧Φ(t)
)
∼=
∫ 1
0
dτ EV (t)
†
[τ ]
(
ηV (t)
)
, (4.26)
which is the identification of representatives. Therefore, choosing a BRST-exact term B =∑
κnBn+1 and an on-shell vanishing term E =
∑
κnEn+1, we can write the relation of two
string fields in the state space (not in the equivalent class)
piG†
(
e∧Φ(t)
)
=
∫ 1
0
dτ EV (t)
†
[τ ]
(
ηV (t)
)
+
∞∑
n=0
κnBn+1 +
∞∑
n=0
κnEn+1. (4.27)
When we obtain the relation of two string fields V and Φ in the state space by determining
B-terms, E-terms, and the form of G†, a partial gauge fixing condition giving L∞-relation in
WZW-like formulation naturally appears. For simplicity, in the following computation, we take
G† obtained by (3.36) and (3.37), which is the gauge product used in [25].
The string field V in terms of Φ
It is in fact straightforward to determine B- and E-terms of (4.27) and obtain the relation
in the state space. Let us expand V in powers of κ
V =
∞∑
n=0
κnV Φn+1, (4.28)
and let V Φn+1 be a homogeneous function of (n + 1) string fields Φ. We would like to write the
string field V in terms of Φ. For this purpose, we impose the ξ-exact condition ξV = 0. Since
G
†
1(Φ) = Φ, the relation at O(κ
0) is given by
ηV Φ1 = Φ−B1 − E1. (4.29)
Note that we have to take B1 and E1 such that η(B1+E1) = 0 because ηV and Φ belong to the
kernel of η. The simplest choice would be B1 = E1 = 0. Under ξV = 0, we obtain V
Φ
1 = ξΦ.
Then, utilizing these ηV Φ1 = Φ and V
Φ
1 = ξΦ, the relation at O(κ) is given by
ηV Φ2 =
1
3!
(
ξ[Φ,Φ]− 2[ξΦ.Φ]
)
+
1
2
[V Φ1 , ηV
Φ
1 ]−B2 − E2
=
1
3!
(
ξ[Φ,Φ] + [ξΦ,Φ]
)
−B2 − E2. (4.30)
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We, therefore, set B2 = E2 = 0 and obtain V
Φ
2 =
1
3!ξ[ξΦ,Φ] under ξV = 0. Similarly, using
these V Φ1 = ξΦ and V
Φ
2 =
1
3!ξ[ξΦ,Φ], we obtain the relation at O(κ
2) as follows
ηV Φ3 =
ξ
4!
(1
4
X[Φ,Φ,Φ] +
3
4
[ξXΦ,Φ,Φ] +
5
3
[Φ, ξ[Φ,Φ]]−
4
3
[Φ, [ξΦ,Φ]]
)
+
1
4!
(
−
3
4
[ξXΦ,Φ,Φ]−
3
4
X[ξΦ,Φ,Φ]−
3
2
[ξQΦ, ξΦ,Φ] +
5
2
[QξΦ, ξΦ,Φ]
+
1
3
[ξΦ, ξ[Φ,Φ]] +
4
3
[Φ, ξ[ξΦ,Φ]]−
2
3
[ξΦ, [ξΦ,Φ]]
)
−B3 − E3. (4.31)
To obtain the representative which realizes that the right hand side belongs to the kernel of η, B3
and E3 have to satisfy 4! · η(B3+E3) = Q([ξΦ,Φ,Φ]+ ξ[Φ,Φ,Φ])+ [ξQΦ, ξΦ,Φ]− ξ[QΦ,Φ,Φ]−
6[ξΦ, QΦ,Φ]. We take the following choice of B3 and E3
B3 = −
1
4!
Qξ[ξΦ,Φ,Φ], (4.32)
E3 = −
3
4!
(
ξ[ξΦ, QΦ,Φ] + [ξΦ, ξQΦ,Φ]
)
. (4.33)
As a result, with the condition ξV = 0, we obtain V = V Φ1 + κV
Φ
2 + κ
2V Φ3 +O(κ
3) as follows
V = ξΦ+
κ
3!
ξ[ξΦ,Φ] +
κ2
4!
(3
2
ξ[ξΦ, ξQΦ,Φ] +
5
2
ξ[ξΦ, QξΦ,Φ]−
3
4
ξ[ξQξΦ,Φ,Φ]
+
1
4
ξQξ[ξΦ,Φ,Φ] +
4
3
ξ[ξ[ξΦ,Φ],Φ]−
2
3
ξ[[ξΦ,Φ], ξΦ] +
1
3
ξ[ξ[Φ,Φ], ξΦ]
)
+O(κ3). (4.34)
Actually, it just gives a partial gauge fixing condition reducing WZW-like action to L∞-
type action. We can directly check that this correspondence of two string fields provides the
equivalence of WZW-like and L∞-type actions.
Partial gauge fixing
We start with expanding the WZW-like action in powers of κ:
SWZW = S2[V ] + κS3[V ] + κ
2S4[V ] +O(κ
3)
=
1
2
〈ηV,QV 〉+
κ
3!
〈ηV, [QV, V ]〉+
κ2
4!
〈ηV,
[
QV,QV, V
]
+
[
[QV, V ], V
]
〉+O(κ3). (4.35)
First, we briefly carry out the computation up to O(κ2). We consider S2[V ] + κS3[V ] and
substitute V = V Φ1 +κV
Φ
2 +O(κ
2) into S2[V ] =
1
2 〈ηV,QV 〉 and κS3[V ] =
κ
3!〈ηV, [QV, V ]〉. Then,
we find that S2[V ] = S
′
2[Φ] + κS
′
3[Φ] +
κ
3!〈ξΦ, Q[ξΦ,Φ]〉 and κS3[V ] = −
κ
3!〈ξΦ, Q[ξΦ,Φ]〉, where
S′2[Φ] =
1
2〈ξΦ, QΦ〉 and S
′
3[Φ] =
1
3!〈ξΦ,X[Φ,Φ]〉. Note that these S
′
2[Φ] and S
′
3[Φ] are nothing but
the kinetic term and the three point vertex of the L∞-type action SEKS respectively. Therefore,
a partial gauge fixing V = ξΦ+ κ3!ξ[ξΦ,Φ] +O(κ
2) reduces WZW-like action S2[V ] + κS3[V ] to
L∞-type action S
′
2[Φ] + κS
′
3[Φ]:
SWZW = S2[V ] + κS3[V ] +O(κ
2)
(4.34)
= S′2[Φ] + κS
′
3[Φ] +O(κ
2) = SEKS. (4.36)
In the same way, substituting (4.34) into the WZW-like action (4.35), we obtain
SWZW =
1
2
〈ξΦ, QΦ〉+
κ
3!
〈ξΦ, [XΦ,Φ]〉+
κ2
4!
〈ξΦ,
1
3
[Φ, ξX[Φ,Φ]〉
+
κ2
4!
〈ξΦ,
(5
3
X[Φ, ξ[Φ,Φ]] −
3
4
X[ξΦ, [Φ,Φ]] +
1
6
X[Φ, [ξΦ,Φ]]
)
〉
+
κ2
4!
〈ξΦ,
(1
4
[X2Φ,Φ,Φ] +
3
4
[XΦ,XΦ,Φ]
)
〉+O(κ3). (4.37)
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This is just equal to the L∞-type action:
SEKS = S
′
2[Φ] + κS
′
3[Φ] + κ
2S′4[Φ] +O(κ
3)
=
1
2
〈ξΦ, QΦ〉+
κ
3!
〈ξΦ, [XΦ,Φ]〉 +
κ2
4!
〈ξΦ,
1
3
[Φ, ξX[Φ,Φ]〉
+
κ2
4!
〈ξΦ,
(5
3
X[Φ, ξ[Φ,Φ]] −
3
4
X[ξΦ, [Φ,Φ]] +
1
6
X[Φ, [ξΦ,Φ]]
)
〉
+
κ2
4!
〈ξΦ,
(1
4
[X2Φ,Φ,Φ] +
3
4
[XΦ,XΦ,Φ]
)
〉+O(κ3). (4.38)
Hence, the correspondence of fields (4.34) derived from the identification Φ′ ∼= Ψη guar-
anteeing the on-shell equivalence matches two actions and provides the off-shell equivalence of
two formulations at least up to quartic order. In the above, we use G† obtained by (3.36) and
(3.37). Note, however, that there is another choice of G† since the solution of the differential
equation providing the NS string products L = GQG† is not unique, and another choice of G†
gives another NS string product satisfying L∞-relations and η-derivation properties [29]. In that
sense, it would be expected that by choosing partial gauge fixing conditions of the WZW-like
action, we can obtain any corresponding L∞-type actions.
5 Conclusion and discussion
In this paper, we derive the condition providing the on-shell equivalence of L∞-type and WZW-
like formulations. We showed nonlinear nilpotent operators L and QG in both formulations can
be represented by the similarity transformations G and EV of the BRST operator Q. Utilizing
them, we construct the similarity transformation F = EVG
† connecting L with QG . This F gives
an L∞-morphism and naturally induces the field redefinition Φ
′ = F(e∧Φ) which preserves the
zeros of L(e∧Φ) and QG Φ
′. By the Identification Φ′ ∼= Ψη of these zeros with on-shell states,
one can obtain the equivalence of two on-shell conditions L(e∧Φ) = 0 and QGΨη = 0.
L∞
WZW
Free theories
QΦ = 0
(Φ, Q)
QηV = 0
(ηV,Q)
replacing
replacing
Interacting theories
piL(e∧Φ) = 0
(Φ,L)
QGΨη = 0
(Ψη, QG)
G
G†
EV
E†V
F† F
QpiG†(e∧Φ) = 0
(G†(e∧Φ), Q)
Q
∫
E†V (ηV ) = 0
(
∫
E†V (ηV ), Q)
In addition, we have confirmed up to quartic order that this field redefinition Φ′ ∼= Ψη also
provides the equivalence of two actions SEKS and SWZW. In particular, the partial-gauge-fixing
conditions giving L∞-relations in WZW-like string field theory can be obtained. Although we
showed them in the language of NS closed superstrings, our derivation works also for NS open
superstrings and NS-NS closed superstrings.
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Toward the equivalence of two formulations, it is necessary to understand whether and how
the on-shell equivalence condition Φ′ ∼= Ψη works off shell in all order. As we explained in section
4, the on-shell equivalence condition Φ′ ∼= Ψη, or equivalently
piG†
(
e∧Φ(t)
)
∼=
∫ 1
0
dτ EV (t)
†
[τ ]
(
ηV (t)
)
, (5.1)
determines the correspondence of two string fields only up to Q-exact terms and terms which is
equivalent to zero on shell. We need to understand the off-shell prescription to solve (5.1) which
leads to the equivalence of the actions in two formulations in all order, namely the all-order
partial-gauge-fixing condition giving L∞-relations in WZW-like string field theory.
It is also suggestive that the interacting actions in both formulations can be written in the
same form. One can write the action in the L∞-type formulation as
SEKS =
∫ 1
0
dt 〈piξG
†
t G
†(e∧Φ(t)), Qpi
(
G†(e∧Φ(t))
)
〉, (5.2)
and the action in WZW-like formulation, under ξV = 0, as
SWZW =
∫ 1
0
dt〈ξ
(
∫
E†)
t (
∫
E†)ηV,Q(
∫
E†)ηV 〉, (5.3)
where we denote
∫ 1
0 dτE
†
V [τ ] as (
∫
E†) for the notational simplicity, and we defined f-deformed ξt
by ξft := f ξt f
−1 = f ∂tξ f
−1. The property of G is well known in terms of the cyclic L∞-algebra,
although the property of
∫
E is not yet well understood. For more detail, see appendix A.
There is an alternative approach. When we can truncate the higher vertices {LBn }
∞
n=3 of
bosonic string field theory,1 the WZW-like action reduces to the WZW-type one and the Z2-
reversing symmetry enhances. The Z2-reversing changes the algebraic relations appearing in the
WZW-like formulation by switching the role of some fields or operators, however, we can find
that some algebraic relations appearing in A∞/L∞-type theory are equivalent to those in Z2-
reversed WZW-type theory. This fact guarantees the off-shell equivalence of two theories [30,31].
It would be interesting to seek a nonlinear extended version of this Z2-reversing operation.
The construction of the all-order Batalin-Vilkovisky master action [32] is one of the important
problem [33–35]. Owing to the cyclic L∞-algebra, the classical BV master action in the small-
space formulation is given by relaxing the ghost number of the string field. On the other hand,
that in the large-space formulation has not been constructed. In addition to the equivalence
of the actions, the all-order correspondence of the gauge transformations of string fields in two
formulations will be also impotent. To construct the quantum BV master action, the inclusion
of the R sector will be necessary. Although the complete action including the R sector has not
been understood, as the important step toward it, the equations of motions and pseudo actions
are well discussed in [36–40]. It would be interesting to understand them in terms of similarity
transformations.
1Then, we can obtain a single covering of the bosonic moduli of Riemann surfaces by Feynman graph built
using only the cubic vertex.
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A Cyclic L∞-algebras and actions
Toward the all-order off-shell equivalence of two formulations, we summarize some properties of
actions for NS closed string field theory. It would be important to understand the compatibility
of the (naive) cyclic property and the nilpotent property.
A.1 Cyclic L∞-morphism
Let (H,L, ω) and (H′,L′, ω′) be cyclic L∞-algebras, and f : (H,L) → (H
′,L′) be an L∞-
morphism of L∞-algebras. An L∞-morphism f = {fn}
∞
n=1 satisfying
〈ω′| f1(Φ1)⊗ f1(Φ2) = 〈ω|Φ1 ⊗ Φ2, (A.1)
and for fixed n ≥ 3,∑
k+l=n
k,l≥1
∑
σ
′
(−)|σ|〈ω′| fk(Φσ(1), . . . ,Φσ(k))⊗ fl(Φσ(k+1), . . . ,Φσ(n)) = 0 (A.2)
is called a cyclic L∞-morphism, where
∀Φ1, . . . ,Φn ∈ H and fk : H
∧k →H′.
In closed (super-) string field theory, a cyclic L∞-morphism
2 preserves the value of the
action. The equality follows from the fact that the symplectic structures on both sides are
nondegenerate.
Similarity transformation generated by G
Note that the L∞-morphism G = {Gn}
∞
n=1 is invertible GG
† = 1 . Acting GG† = 1 on∑
nΦ1 ∧ · · · ∧ Φn ∈ S(H) =
⊕
nH
∧n, we obtain∑
n=k+l
∑
σ
′
Gk+1
(
Φσ(1), . . . ,Φσ(k),G
†
l(Φσ(k+1), . . . ,Φσ(n))
)
= Φ1 (A.3)
in H′∧1. Let 〈Φ0,Φ1〉 be the BPZ inner product in the large Hilbert space H. The above relation
implies
〈Φ0,Φ1〉 =
∑
n=k+l
∑
σ
′
(−)|σ|〈G†k+1(Φσ(0), . . . ,Φσ(k)),G
†
n−k(Φσ(k+1), . . . ,Φσ(n))〉. (A.4)
2Note that f1 : H → H
′ may not be an isomorphism.
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Since G1 = G1
† = 1 and the BPZ inner product 〈Φ0,Φ1〉 is nondegenerate, we obtain
〈G1(Φ0),G1(Φ1)〉 = 〈Φ0,Φ1〉, (A.5)
and for fixed n ≥ 3,∑
k+l=n
k,l≥1
∑
σ
′
(−)|σ|〈G†k(Φσ(1), . . . ,Φσ(k)), G
†
l(Φσ(k+1), . . . ,Φσ(n)) = 0. (A.6)
Hence, G and G† become cyclic L∞-morphisms.
A cyclic L∞-morphism preserves the value of actions for string field theory. Let us consider
the free action S2 using small-space closed NS string fields Φ ∈ Hsmall. Introducing a real
parameter t ∈ [0, 1], we can rewrite the action as follows
S2 =
1
2
〈ξΦ, QΦ〉
=
∫ 1
0
dt 〈ξ∂t(tΦ), Q(tΦ)〉 (A.7)
Furthermore, in coalgebraic representation, S2 becomes
S2 =
∫ 1
0
dt 〈pi ξt
(
e∧tΦ
)
, piQ
(
e∧tΦ
)
〉, (A.8)
where pi : S(Hsmall)→Hsmall is the one-state projector defined in (2.34) and ξt is the coderiva-
tion constructed from the linear operator ξ∂t : Hsmall → H defined in (3.21). The cyclic L∞-
morphism G† L = QG† preserves the action:
S2 =
∫ 1
0
dt 〈pi ξt
(
e∧tΦ
)
, piQ
(
G†G(e∧tΦ)
)
〉
=
∫ 1
0
dt 〈piG
(
ξt(e
∧tΦ)
)
, pi L
(
G(e∧tΦ)
)
〉 (A.9)
Using the G-transformed coderivation ξGt := G ξtG
† and the G-transformed field
G(tΦ) := piG(e∧tΦ) =
∞∑
n=1
1
n!
Gn(
n︷ ︸︸ ︷
Φ, . . . ,Φ), (A.10)
the free action is given by
S2 =
∫ 1
0
dt 〈pi ξGt
(
G(e∧tΦ)
)
, piL
(
G(e∧tΦ)
)
〉
=
∫ 1
0
dt 〈pi ξGt
(
e∧G(tΦ)
)
, piL
(
e∧G(tΦ)
)
〉 (A.11)
Note that a cohomomorphism preserves the group-like elements G(e∧Φ) = e∧G(Φ). The free
action S2 consists of the triplet (Φ,Q, ξt), which naturally gives a cyclic L∞-algebra, and thus,
the triplet (Φ,Q, ξt) is mapped to (G(Φ),L, ξ
G
t ) by the cyclic L∞-morphism G. This is just a
field redefinition from Φ to G(Φ), which transforms from the A to GAG†.
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A.2 L∞-type action
In the previous subsection, we explain that the action can be characterized by the triplet giving
a cyclic L∞-algebra. In this subsection, we understand the L∞-type action using the triplet.
As explained in section 3, L∞-type action can be written as
SEKS =
∫ 1
0
dt 〈pi(ξt e
∧Φ(t)),pi
(
L(e∧Φ(t))
)
〉. (A.12)
One can find that the action consists of the triplet (Φ,L, ξt).
Since G is the cyclic L∞-morphism satisfying L = GQG
†, we can transform the action into
the following form:
SEKS =
∫ 1
0
dt 〈pi(ξt e
∧Φ(t)), pi
(
GQG†(e∧Φ(t))
)
〉
=
∫ 1
0
dt 〈pi
(
G†(ξte
∧Φ(t))
)
, piQ
(
G†(e∧Φ(t))
)
〉
=
∫ 1
0
dt 〈piξG
†
t G
†(e∧Φ(t)), piQ
(
G†(e∧Φ(t))
)
〉
=
∫ 1
0
dt 〈piξG
†
t (e
∧G†(Φ(t))), piQ (e∧G
†(Φ(t)))〉. (A.13)
Thus, one can find that the action can be represented also by (G†(Φ),Q, ξG
†
t ). In other words,
the triplet (Φ,L, ξt) is mapped to (G
†(Φ),Q, ξG
†
t ) by the cyclic L∞-morphism G, which preserves
the value of the action since GG† = 1l.
It is interesting to compare this with the free action S2 which consists of (Φ,Q, ξt). One
can easily find that the interacting theory can be obtained from the free theory by replacing the
field Φ and ξt by G
†(Φ) and ξG
†
t at once. It can be understood by the following table.
Free theory∫ 1
0
dt 〈pi ξt
(
e∧tΦ
)
, piQ
(
e∧tΦ
)
〉
(Φ,Q, ξt)
G G†∫ 1
0
dt 〈pi ξGt
(
e∧G(tΦ)
)
, pi L
(
e∧G(tΦ)
)
〉
(G(Φ),L, ξGt )
replacing
(Φ, ξt)↔ (G
†(Φ), ξG
†
t )
replacing
(G(Φ), ξGt )↔ (Φ, ξt)
Interacting theory∫ 1
0
dt 〈pi ξG
†
t
(
e∧G
†(tΦ)
)
,piQ
(
e∧G
†(tΦ)
)
〉
(G†(Φ),Q, ξG
†
t )
G G†∫ 1
0
dt 〈pi ξt
(
e∧tΦ
)
,pi L
(
e∧tΦ
)
〉
(Φ,L, ξt)
A.3 WZW-like action
The WZW-like action can be transformed into the same forms as the L∞-type action which
we discussed in the previous subsection. In what follows, we denote the linear maps EV and∫ 1
0 dτE
†
V [τ ] as E and (
∫
E†) for the notational simplicity. Utilizing ΨX = E(
∫
E†)XV , the WZW-
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like action can be transform as follows3:
SWZW =
∫ 1
0
dt〈Ψ∂t , QGΨη〉
=
∫ 1
0
dt〈(
∫
E†)∂tV,Q(
∫
E†)ηV 〉 (A.14)
Under ξV = 0, the action can be transformed further:
SWZW =
∫ 1
0
dt〈(
∫
E†)∂tξηV,Q(
∫
E†)ηV 〉
=
∫ 1
0
dt〈ξ
(
∫
E†)
t (
∫
E†)ηV,Q(
∫
E†)ηV 〉. (A.15)
where we define the deformed ξt by ξ
f
t := f ξt f
−1 = f ∂tξ f
−1. Thus, under the condition ξV = 0,
we can represent WZW-like action in the same form as (A.13) and it is formally described by(
(
∫
E†)ηV,Q, ξ
(
∫
E†)
t
)
. Note that (
∫
E†)−1 is not equal to (
∫
E†)†, which is the obstacle to the
compatibility of the L∞-algebra and the cyclicity. Therefore the theory does not have an cyclic
L∞-algebra naively, and in this sense the description of the action by the triplet is formal. The
non-compatibility of the cyclicity and the L∞-algebra in the large-space formulation is discussed
also in [31].
Under the condition ξV = 0, the associated string fields can be transformed as follows:
ΨX = ξ
E(
∫
E†)
X
Ψη. (A.16)
Utilizing it, one can find the WZW-like action can be described also by
(
Ψη, QG , ξ
E(
∫
E†)
t
)
:
SWZW =
∫ 1
0
dt〈ξ
E(
∫
E†)
t Ψη, QGΨη〉. (A.17)
As in the case of the small-space formulation, the interacting theory in the large-space
formulation can be obtained from the free theory by replacing the field ηV and ξt. It can be
understood by the following table.
Free theory∫ 1
0
dt 〈ξtηV, QηV 〉
(ηV,Q, ξt)
E E†∫ 1
0
dt 〈ξEt E(ηV ), QGE(ηV )〉(
E(ηV ), QG , ξ
E
t
)
replacing
(ηV, ξt)↔
( ∫
E†(ηV ), ξ
∫
E†
t
)
replacing(
E(ηV ), ξEt
)
↔ (Ψη, ξ
E
∫
E†
t )
Interacting theory∫ 1
0
dt〈ξ
(
∫
E†)
t (
∫
E†)ηV,Q(
∫
E†)ηV 〉
(
(
∫
E†)ηV,Q, ξ
(
∫
E†)
t
)
E E†∫ 1
0
dt〈ξ
E(
∫
E†)
t Ψη, QGΨη〉(
Ψη, QG , ξ
E(
∫
E†)
t
)
3 Although (A.14) is the same form as the second line of (A.13), note that we can not naively identify
piG†(ξte
∧Φ(t)) with (
∫
E)∂tV and piG
†(e∧Φ(t)) with (
∫
E)ηV as states. As we have seen in section 4, they should
be considered as the identification of representatives of certain equivalent class.
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