In this work we implement approximate Bayesian computational methods to improve the 13 design of a wound-healing assay used to quantify cell-cell interactions. This is important as 14 cell-cell interactions, such as adhesion and repulsion, have been shown to play an important 15 role in cell migration. Initially, we demonstrate with a model of an ideal experiment that 16 we are able to identify model parameters for agent motility and adhesion, given we choose 17 appropriate summary statistics. Following this, we replace our model of an ideal experiment 18 with a model representative of a practically realisable experiment. We demonstrate that, 19 given the current (and commonly used) experimental set-up, model parameters cannot be 20 accurately identified using approximate Bayesian computation methods. We compare new experimental designs through simulation, and show more accurate identification of model 22 parameters is possible by expanding the size of the domain upon which the experiment 23 is performed, as opposed to increasing the number of experimental repeats. The results 24 presented in this work therefore describe time and cost-saving alterations for a commonly 25 performed experiment for identifying cell motility parameters. Moreover, the results pre-26 sented in this work will be of interest to those concerned with performing experiments that 27 allow for the accurate identification of parameters governing cell migratory processes, espe-28 cially cell migratory processes in which cell-cell adhesion or repulsion are known to play a 29 significant role. 30 31 tification, experimental design, approximate Bayesian computation, individual-based model, 32 simulation. 33 1 Introduction 34 Cell-cell interactions are known to play an important role in several cell migration processes. 35 For example, multiple different cell-cell interactions, such as cell-cell signalling and cell-cell ad-36 hesion [1], have been identified as promoting metastasis in breast cancer. Repulsive interactions 37 mediated via ephrins on the surface of neural crest stem cells are known to coordinate the early 38 stages of melanoblast migration away from the neural tube [2]. More fundamentally, it is hy-39 pothesised that the emergence of cell-cell interactions over one billion years ago helped establish 40 the necessary conditions for multicellular organisms [3].
because the symmetry of the initial conditions may not be possible in a realistic experimental 145 setting. The initial condition is also ideal as it is 'double-sided', as opposed to the 'single-146 sided' experiment data that we will later analyse. It has been shown that double-sided initial 147 conditions can provide more information than single-sided initial conditions for some model In the IBM cell-cell interactions are simulated by altering the probability of an agent attempting 156 to move, depending on the number of nearest occupied neighbours, n, an agent has. We employ 157 two models to simulate cell-cell interactions in the IBM, one of which has been published before 158 [20, 21] . We define T (v |v) as the transition probability of an agent situated at site v, having is defined as 
on the average displacement of agents in an IBM [21] . As may be expected, repulsive (adhesive) 210 interactions between agents tend to increase (decrease) the average displacement of agents, and 211 so the average displacement of agents may be a useful summary statistic for distinguishing 212 between repulsive and adhesive cell-cell interactions in the IBM.
213
Agent density profile 214 The agent density profile at time t in the IBM is calculated as:
1{v}.
Here C t (i) is the agent density profile and 1 is the indicator function for the occupancy of a 218 lattice site v (i.e. 1 if an agent occupies lattice site v, and 0 if it is not occupied by an agent).
219
We have shown previously that different cell-cell interactions have different effects on the agent 220 density profile [21] . For instance, repulsive interactions between agents can create a concave 221 agent density profile, whereas adhesive interactions between agents can create a convex agent 222 density profile. Therefore, the agent density profile may be an effective summary statistic for 223 distinguishing between repulsive and adhesive cell-cell interactions in the IBM.
224
Pairwise-correlation function 225 The final summary statistic we consider is the pairwise-correlation function (PCF). The PCF 226 provides a measure of the spatial clustering between agents in an IBM, and has been used 227 frequently in the analysis of cell migratory processes [4, 9, 23, 24] . The PCF has also been 228 successfully used as a summary statistic for the parameterisation of IBMs of cell migration [10] . 229 We use i k t to denote the column position of agent k at time t, i l t to denote the column position 230 of agent l at time t, and define c t (m) to be the number of occupied pairs of lattice sites for each 231 nonperiodic 4 horizontal pair distance m = 1, . . . , L x − 1 at time t. This means c t (m) is given by
where 1 is the indicator function such that it is equal to 1 if |i k t − i l t | = m, and is equal to 235 0 otherwise. In Eq. (7) only the pair agent distances in the horizontal direction are counted.
236
Given the translational invariance of the initial conditions in the vertical direction of the IBM, 237 the majority of important spatial information will be in the horizontal direction 5 . Binder the PCF is whereas the average agent displacement at time t has one data point. Therefore we write S(D) 280 as S(D) r,t , where S(D) r,t is the r th data point in the summary statistic at the t th sampling time.
282
The ABC method proceeds in the following manner: we wish to estimate a posterior dis-283 tribution of Θ given D. We now simulate the process that created D using model M with 284 parameters Θ, sampled from π, and produce dataD. We calculate the difference between a 285 summary statistic applied to D andD with where R is the number of data points in S(D) and T is the number of sampling times. We 289 repeat the above process many times, that is, sample Θ from π, produceD, calculate d with 290 a predefined number of Θ that minimise d can be accepted). This enables us to generate a 292 distribution for Θ that is an approximation of the posterior distribution, p(Θ|D), given M .
293
More specific details of the ABC algorithms we implement are introduced when necessary in 294 the text. 295 3 Results
296
We begin by demonstrating that for an IBM representing an ideal experiment we are able to 297 identify model parameters, given we use the appropriate summary statistics. To ascertain the effectiveness of the chosen summary statistics to identify model parameters, 300 we first attempt to identify Θ from data generated synthetically. Synthetic data is IBM data 301 generated with fixed parameter values, and so can be thought of as a simulation equivalent of 302 experimental data. To generate the synthetic data using the IBM we proceed as follows: interest. These times are t = [240, 480, 720]. We choose these times as they are the 308 times (in minutes) we will later analyse for the simulations of the practically realisable 309 experiment, and correspond to 4 hours, 8 hours and 12 hours into an experiment. 3. We repeat step 2. ten times and calculate the ensemble average for each summary statistic 311 for each individual time-point.
312
This procedure generates synthetic data for which we will now attempt to identify the param- 
320
We stipulate these lower and upper bounds for α for both models A and B to make sure in-321 equalities (2) and (4) are satisfied. identification, especially for model A (Fig. 2 (b) ). In the case of the average agent displacement discrete probability distribution is defined as follows:
In total we have data from five repeats of the experiment. Each data set contains cell track data 377 7 However, this does not necessarily mean the posterior distribution is a more accurate representation of the parameter distribution.
8 That there is little improvement in parameter identification from combining summary statistics is to be expected. Combining summary statistics is most effective when the posterior distributions are 'orthogonal', which is not the case for the posterior distributions created by the summary statistics presented here. Figure 3 : Typical initial frame of the experimental data. The cells are positioned such that they will migrate primarily horizontally into the space without cells, this space represents a wound (the direction of migration is indicated by the white arrow). The red and green cells are the same cells, with red and green indicating which phase of the cell cycle cells are in. In this work we do not take the cell cycle into account.
for every cell for sixty-four hours imaged at twenty minute intervals. Therefore, we have the 378 information required to apply our summary statistics to the experimental data. More specifi-379 cally, we have the position of all cells at each time interval so that the PCF may be computed.
381
One key difference between the ideal and practically realisable experiments is the size of the 382 domain and, because of this, the number of agents in a simulation. As we have data from five 383 experiments we now generate our synthetic data from five repeats of the IBM, using the same 384 procedure as described in Section 3.1.
386
The experimental images were captured by a microscope with a field of view of 597.24 µm 387 by 597.24 µm. The cell size in the experimental images is consistent with each cell occupying a 388 26 µm by 26 µm square lattice site. Given the size of the microscope field of view this means 389 the IBM domain size is L x = 23 by L y = 23. We use the average initial conditions from the 390 experiment to generate the initial conditions in the IBM. Exact details of how the initial con-391 dition is generated in the IBM, and how experimental data is mapped to a lattice can be found 392 in the supplementary material. We also alter the IBM to have flux (nonperiodic) boundary conditions at the left-hand and 395 right-hand boundaries of the domain (i.e. for lattice sites with j = 1 or j = N y ). The left-most 396 column is kept at or above a constant density throughout the simulation time course. That is, 397 after any movement event from the left-most column in the simulation the column density of 398 the left-most column is calculated, and if found to be below a certain density agents are added 399 to empty sites in this column chosen uniformly at random until the required density is achieved. 400 This mechanism ensures that the agent density profile in the IBM replicates the evolution of To reduce the computational time of the ABC algorithm we now employ the Metropolis-Hastings 407 algorithm. We do not implement rejection ABC as we expect parameter identification to be less 408 efficient with a more realistic model, and so we implement a sequential Monte Carlo method. 
414
We collect simulation data at three time-points so that the computational time is of practical 415 length (our longest ABC implementations took approximately 192 hours). A value of P m = 0.5, 416 given that the simulation time is in minutes, and the length of a lattice site is 26 µm, means 417 that the motility of the agents is biologically realistic. To be precise, the agents here are ap-418 proximately five times faster than cell motility rates previously published [4, 9] 9 . However, the 419 cells considered in [4, 9] are not thought to exhibit cell-cell adhesion, and so a higher motility 420 rate is sensible as agent movement is being reduced in the case of cell-cell adhesion in our IBM. In Fig. 4 it can be seen that the synthetic data parameters cannot be accurately identified 423 using our ABC method, with the PCF summary statistic, given the current IBM design. This experiment was successful, as the variance in the summary statistics of the synthetic data was 439 much smaller than for the practically realisable experiment (data not shown).
441
We conjectured that the variance in the summary statistics of the synthetic data could be 442 reduced in two ways: 443 1. increasing the number of IBM repeats used to generate the synthetic data; 444 2. increasing the size of the IBM domain while keeping the column density of the initial 445 conditions invariant. An example of this proposed initial condition is given in Fig. 6 (b) . Therefore, the identification of parameters in experimental data using the PCF as a summary 461 statistic may be best facilitated by increasing the size of the domain upon which the experiment 462 is performed, rather than increasing the number of repeats of an experiment with a smaller do-463 main. Further variance plots for models A and B for the PCF summary statistic can be found 464 in the supplementary material.
466
It is important to note that it is also the case for the agent density profile synthetic data.
467
If generated from 500 repeats of a L x = 23 by L y = 23 sized domain, the agent density profile 468 synthetic data will have greater variance than the agent density profile synthetic data generated than increasing the number of repeats used to generate the synthetic data. 
Discussion

500
In this work we have presented methods to identify motility and adhesion parameters in an 501 IBM of a wound-healing assay. Our findings suggest that for a commonly performed exper-502 iment increasing the size of the experimental domain can be more effective in improving the 503 accuracy of parameter identification, when compared to increasing the number of repeats of the 504 experiment. This is because increasing the size of the domain, which is equivalent to increasing 505 the number of cells in the experiment, more effectively reduces the variance in the synthetic 506 data from which the parameters are identified. The reason for this reduction in variance is 507 explained by Eq. (7) , where the number of agent pair counts that generate the PCF increases 508 nonlinearly with the number of agents on the domain. In addition, increasing the size of the 509 experimental domain may make the collection of experimental data less time-consuming, as 510 potentially fewer repeats of the experiment will have to be conducted. For instance, five repeats 511 of the experiment on a larger domain provides more information about parameters than 500 512 repeats of the experiment on a smaller domain (in the examples we have presented in this work).
513
