Counting orbits of integral points in families of affine homogeneous
  varieties and diagonal flows by Gorodnik, Alexander & Paulin, Frédéric
ar
X
iv
:1
11
0.
57
73
v2
  [
ma
th.
DS
]  
19
 Ju
n 2
01
3
Counting orbits of integral points
in families of affine homogeneous varieties
and diagonal flows
Alexander Gorodnik Frédéric Paulin
September 14, 2018
Abstract
In this paper, we study the distribution of integral points on parametric families
of affine homogeneous varieties. By the work of Borel and Harish-Chandra, the set
of integral points on each such variety consists of finitely many orbits of arithmetic
groups, and we establish an asymptotic formula (on average) for the number of the
orbits indexed by their Siegel weights. Our arguments use the exponential mixing
property of diagonal flows on homogeneous spaces. 1
1 Introduction
In this paper, we investigate the asymptotic distribution of integral points on families of
homogeneous algebraic varieties using dynamical systems techniques. Let L be a reductive
algebraic group in GLn(C) defined over Q, and let Xv = Lv with v ∈ Q
n be a Zariski-
closed set. Borel-Harish-Chandra’s finiteness theorem [BHC, Theo. 6.9] says that the
number of orbits of L(Z) in Xv(Z) is finite. We investigate the asymptotic behaviour of
this number where the orbits are counted with suitable weights. Namely, to each orbit
[u] ∈ L(Z)\Xv(Z), we associate the Siegel weight
w([u]) =
vol
(
StabL(u)(Z)\StabL(u)(R)
)
vol
(
L(Z)\L(R)
)
and consider
β(v) =
∑
[u]∈L(Z)\Xv(Z)
w([u]).
This quantity appears naturally in the study of spatial distribution of integral points.
Given a cone Ω ⊂ Rn and a sequence of colinear vectors vn ∈ Q
n such that Xvn(R) ∩ Ω
is bounded with boundary of measure zero and StabL(vn) is a maximal subgroup of L, it
was shown in [EO], when L is semi-simple, that
|Xvn(Z) ∩ Ω| ∼ vol(Ω) · β(vn) as β(vn)→∞. (1)
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Under some additional conditions on the varieties Xvn , the asymptotics of |Xvn(Z)∩Ω| can
be also computed using the Hardy–Littlewood circle method, so that the quantities β(vn)
can be expressed in terms of local densities (see [BR, Oh1]). However, we emphasise that
the asymptotic formula (1) and the Hardy–Littlewood method do not apply in general. In
particular, it might happen that β(vn) does not converge to ∞ even though β(vn) does
on average. Contrarily to the last two references, we also consider non semi-simple cases,
which are useful for some examples.
The aim of this paper is to develop a direct argument that establishes an asymptotic
formula for the quantities β(v) on average. Our methods use flows on homogeneous spaces
and dynamical systems techniques. We show that sums over β(v) can be interpreted as
volumes of intersections of two transversal submanifolds in a suitable homogeneous space.
Then we prove that one of these submanifolds becomes equidistributed and deduce an
asymptotic formula for the sums of β(v)’s.
Now we proceed to state our result precisely. Let L be a reductive linear algebraic group
defined and anisotropic over Q, let π : L→ GL(V) be a rational linear representation of L
defined over Q and let Λ be a Z-lattice in V(Q) invariant under L(Z). For every v ∈ V(Q)
whose orbit Xv under L is Zariski-closed in V, the number of orbits of L(Z) in Xv ∩ Λ is
finite. We will count these orbits using appropriate weights. For every u ∈ Xv(Q) with
stabiliser Lu in L, define the Siegel weight of u as
wL,π(u) =
vol
(
Lu(Z)\Lu(R)
)
vol
(
L(Z)\L(R)
) ,
using Weil’s convention for the normalisation of the measures on Lu(R) (depending on the
choice of a left Haar measure on L(R) and of a L(R)-invariant measure on Xv(R), see
Section 2). These weights generalise the ones occuring in Siegel’s weight formula when L
is an orthogonal group (see for instance [Sie1, ERS], and [Vos, Chap. 5] for general L).
A particular case of the main results of this paper is the following one.
Theorem 1 Let G be a simply connected reductive linear algebraic group defined over Q,
without nontrivial Q-characters. Let P be a maximal parabolic subgroup of G defined over
Q, and let P = AMU be a relative Langlands decomposition of P, such that A(R)0 is a
one-parameter subgroup (as)s∈R, with λ = log det (Ad a1)|U > 0, where U is the Lie algebra
of U(R). Let ρ : G → GL(V) be a rational representation of G defined over Q such
that there exists v0 ∈ V(Q) whose stabiliser in G is MU. Let L be a reductive algebraic
subgroup of G defined and anisotropic over Q. Assume that LP is Zariski-open in G and
that for every s ∈ R, the orbit Xs = ρ(Las)v0 is Zariski-closed in V.
Let Λ be a Z-lattice in V(Q) invariant under G(Z), and let Λprim be the subset of
indivisible elements of Λ. Assume ρ to be irreducible over C. Then there exist c, δ > 0
such that, as t tends to +∞,∑
0≤s≤t
∑
[x]∈L(Z)\(Xs∩Λprim)
wL,ρ|L(x) = c e
λt +O(e(λ−δ)t) .
More precisely, let G,P,A,M,U,V,L, ρ, v0, (as)s∈R be as above (ρ not necessarily
irreducible). Endow G(R) with a left-invariant Riemannian metric, for which the Lie
algebras of MU(R) and A(R) are orthogonal, and the orthogonal of the Lie algebra of
P(R) is contained in the Lie algebra of L(R).
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Theorem 2 There exists δ > 0 such that, as t tends to +∞,∑
0≤s≤t
∑
[x]∈L(Z)\(ρ(L(R)as)v0∩ρ(G(Z))v0)
wL,ρ|L(x)
=
vol
(
MU(Z)\MU(R)
)
vol(aZ1\A(R)0)
λ vol(G(Z)\G(R)
eλt +O(e(λ−δ)t) .
We will prove a more general version of this result in Section 2 without the maximality
condition on P, involving the more elaborate root data of P, and without the simple
connectedness assumption on G (up to a slight modification of the Siegel weights), see
Theorem 5 and Theorem 15.
We illustrate Theorem 1 by an example, which is new: we give an asymptotic estimate
on the (weighted) number of inequivalent integral points on hyperplane sections of affine
quadratic surfaces. More examples are given in Section 3.
Corollary 3 Let n ≥ 3, let q : Cn → C be a nondegenerate rational quadratic form,
which is isotropic over Q, let ℓ : Cn → C be a nonzero rational linear form, and let
L = {g ∈ SLn(C) : q ◦ g = q, ℓ ◦ g = ℓ}. For every k ∈ Q, let Σk be the set of primitive
x ∈ Zn such that q(x) = 0 and ℓ(x) = k. Assume that the restriction of q to the kernel of ℓ
is nondegenerate and anisotropic over Q. Then there exist c = c(q, ℓ) > 0 and δ = δ(q) > 0
such that, as r→ +∞,∑
k∈[1,r]
∑
[u]∈(L(Z)∩L(R)0)\Σk
vol
(
(Lu(Z) ∩ L(R)0)\(Lu ∩ L(R)0)
)
= c rn−2 +O
(
rn−2−δ
)
.
This result fits into the above program (up to a slight modification of the Siegel weights,
see Section 2), by taking V = Cn, Λ = Zn, and π : L → GL(V) the inclusion map,
noting that L is semisimple, and defined and anisotropic over Q as a consequence of the
assumptions (see Section 3.2 for details, where we also explicit c).
Asymptotics of the number of integral points in affine homogeneous varieties has been
extensively studied over the last decades using harmonic analysis and dynamical systems
techniques. See for instance [ERS, DRS, EM, EMS, GO, Oh1, EO], as well as the surveys
[Bab, Oh2]. Our results are quite different, since we are counting whole orbits, weighted by
the Siegel weights, of integral points. The asymptotic formula that we obtain here is similar
to the classical asymptotic formula for the number of integral quadratic forms averaged
over discriminant, proved by Siegel in [Sie2]. More generally, if V is a prehomogeneous
vector space, analogous asymptotic formulas can be deduced from the analytic properties
of the corresponding zeta functions that were studied by Sato and Shintani in [SS] (see
also the monograph [Kim]). However, the dimension of Gv0 in Theorem 1 is typically
much smaller than the dimension of V, and these methods don’t apply. We also note
that we do not assume Xv(R) to be an affine symmetric space or that the stabiliser is
a maximal subgroup, contrarily to [DRS] and many other references. Another difference
with the counting results of [EMS, Oh1, EO] is that these papers are using the dynamics of
unipotent flows, as instead we are using here the mixing property with exponential decay
of correlations of diagonalisable flows, in the spirit of [KM1] (see also [EM, BO]). We are
using the proof of the main result of [PP] as a guideline.
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2 Counting Siegel weights
Here are a few notational conventions. By linear algebraic group G′ defined over a subfield
k of C, we mean a subgroup of GLN (C) for some N ∈ N which is a closed algebraic subset
of MN (C) defined over k, and we define G
′(Z) = G′ ∩GLN (Z). For every linear algebraic
group G′ defined over R, we denote by G′(R)0 the identity component of the Lie group of
real points of G′. We denote by log the natural logarithm.
Let us first recall Weil’s normalisation of measures on homogeneous spaces. Let G′
be a unimodular real Lie group, endowed with a transitive smooth left action of G′ on a
smooth manifold X ′, with unimodular stabilisers. A triple (νG′ , νX′ , (νG′x)x∈X′) of a left
Haar measure νG′ on G
′, a left-invariant (Borel, positive, regular) measure νX′ on X
′ and
of a left Haar measure νG′x on the stabiliser G
′
x of every x ∈ X
′, is compatible if, for every
x ∈ X ′, for every f : G′ → R continuous with compact support, with fx : X
′ → R the map
(well) defined by gx 7→
∫
h∈G′x
f(gh) dνG′x(h) for every g ∈ G, we have∫
G′
f dνG′ =
∫
X′
fx dνX′ .
Weil proved (see for instance [Wei, §9]) that, for every left-invariant measure νX′ on X
′,
then
• for every left Haar measure νG′ on G
′, there exists a unique compatible triple
(νG′ , νX′ , (νG′x)x∈X′).
• for every x0 ∈ X
′, for every left Haar measure ν0 on G
′
x0 , there exists a unique
compatible triple (νG′ , νX′ , (νG′x)x∈X′) with νG′x0
= ν0.
The following remark should be well-known, though we did not found a precise refer-
ence.
Lemma 4 If (νG′ , νX′ , (νG′x)x∈X′) is a compatible triple, then for every ℓ ∈ G
′ and x ∈ X ′,
with iℓ : h 7→ ℓhℓ
−1 the conjugation by ℓ, we have
νG′
ℓx
= (iℓ)∗νG′x .
Proof. Let x ∈ X ′, ℓ ∈ G′, H ′ = G′x and H
′′ = G′ℓx = ℓH
′ℓ−1. Using the left invariance
of νX′ for the first inequality and the bi-invariance of the Haar measure on G
′ for the last
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one, we have, for every f : G′ → R continuous with compact support,∫
g′ℓx∈X′
∫
h′′∈H′′
f(g′h′′) d(iℓ)∗νG′x(h
′′) dνX′(g
′ℓx)
=
∫
g′ℓx∈X′
∫
h′′∈H′′
f(ℓg′h′′) d(iℓ)∗νG′x(h
′′) dνX′(g
′ℓx)
=
∫
g′ℓx∈X′
∫
h′∈H′
f(ℓg′ℓh′ℓ−1) dνG′x(h
′) dνX′(g
′ℓx)
=
∫
gx∈X′
∫
h′∈H′
f ◦ iℓ(gh
′) dνG′x(h
′) dνX′(gx)
=
∫
G′
f ◦ iℓ dνG′ =
∫
G′
f dνG′ .
The result then follows by uniqueness. 
In order to deal with non simply connected groups, we introduce a modified version of
the Siegel weights.
Let L′ be a reductive linear algebraic group defined and anisotropic over Q, let π :
L
′ → GL(V′) be a rational linear representation of L′ defined over Q, let v ∈ V′(Q) be
such that its orbit X′v under L
′ is Zariski-closed in V′, let u ∈ X′v(Q) and let L
′
u be the
stabiliser of u in L′. We define the modified Siegel weight of u as
w′L′,π(u) =
vol
(
(L′u(Z) ∩ L
′(R)0)\(L
′
u ∩ L
′(R)0)
)
vol
(
(L′(Z) ∩ L′(R)0)\L′(R)0
) , (2)
using Weil’s convention for the normalisation of the measures on L′u(R) (depending on the
choice of a left Haar measure on L′(R) and of a L′(R)-invariant measure on X′v(R)). Note
that the denominator of the standard Siegel weight wL′,π(u) is an integral multiple (de-
pending only on L′) of the denominator of the modified one, since (L′(Z)∩L′(R)0)\L
′(R)0
is a connected component of L′(Z)\L′(R). But the ratio of the numerator of the Siegel
weight by the numerator of the modified one may depend on u.
Let us now describe the framework of our main result. Let G be a connected reductive
linear algebraic group defined over Q. Let P be a (proper) parabolic subgroup of G
defined over Q (see for instance [BJ, §III.1], [Spr, §5.2])). Recall that a linear algebraic
group defined over Q is Q-anisotropic if it contains no nontrivial Q-split torus.
Recall that there exist a (nontrivial) maximal Q-split torus S in G (contained in P
and unique modulo conjugation by an element of P(Q)), such that if ΦC = ΦC(G,S) is
the root system of G relative to S (seen contained in the set of characters of S), if gCβ is
the root space of β ∈ ΦC, then there exist a unique set of simple roots ∆ = ∆P in Φ
C and
a unique proper subset I = IP of ∆, such that, with Φ
C
+ the set of positive roots of Φ
C
defined by ∆ and ΦCI the set of roots of Φ that are linear combinations of elements of I, if
A is the identity component of ⋂
α∈I
kerα ,
which is a Q-split subtorus of S, if U is the connected algebraic subgroup of G defined
over Q whose Lie algebra is
uC =
⊕
β∈ΦC+−Φ
C
I
gCβ ,
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then P is the semi-direct product of its unipotent radical U and of the centraliser of A in
G. Note that A is one-dimensional if P is a maximal (proper) parabolic subgroup of G
defined over Q (that is, if ∆− I is a singleton).
Let g be the Lie algebra of G(R). Using the multiplicative notation on the group of
characters of S, for every α ∈ ∆, we define mα = mα,P ∈ N by∏
β∈ΦC+−Φ
C
I
β dimR(g
C
β
∩g) =
∏
α∈∆
αmα .
Let (α∨)α∈∆−I in A(R)0
∆−I be such that log β(α∨) is equal to 1 if α = β and to 0
otherwise. Let Λ∨ be the lattice in A(R)0 generated by {α
∨ : α ∈ ∆ − I}. For every
element T = (tα)α∈∆−I of [0,+∞[
∆−I , let
AT = {a ∈ A(R)0 : ∀ α ∈ ∆− I, 0 ≤ log(α(a)) ≤ tα} .
Recall that by the definition of a relative Langlands decomposition of the parabolic
subgroup P defined over Q, there exists a connected reductive algebraic subgroup M of
P defined over Q without nontrivial Q-characters such that AM is the centraliser of A in
G. In particular, AM is a Levi subgroup of P defined over Q, A centralises M and is the
largest Q-split subtorus of the centre of AM, AM normalises U, and
P = AMU .
For every Lie group G′ endowed with a left Haar measure, for every discrete subgroup
Γ′ of G′, we endow Γ′\G′ with the unique measure such that the canonical covering map
G′ → Γ′\G′ locally preserves the measures.
In what follows, we will need a normalisation of the Haar measures, which behaves
appropriately when passing to some subgroups. We will start with a Riemannian metric
on G(R), take the induced Riemannian volumes on the real points of the various algebraic
subgroups of G defined over Q that will appear, which will give us the choices necessary
for using Weil’s normalisation to define the Siegel weights.
The main result of this paper is the following one.
Theorem 5 Let G be a connected reductive linear algebraic group defined over Q, without
nontrivial Q-characters. Let G = G(R)0 and Γ = G(Z)∩G. Let P be a parabolic subgroup
of G defined over Q, and let P = AMU be a relative Langlands decomposition of P. Let
ρ : G → GL(V) be a rational representation of G defined over Q such that there exists
v0 ∈ V(Q) whose stabiliser in G is H = MU. Let L be a reductive algebraic subgroup of
G defined and anisotropic over Q.
Assume that LP is Zariski-open in G and that for every a ∈ A, the orbit ρ(La)v0 is
Zariski-closed in V. Endow G(R) with a left-invariant Riemannian metric, for which the
Lie algebras of H(R) and A(R) are orthogonal, and the orthogonal of the Lie algebra of
P(R) is contained in the Lie algebra of L(R).
Then there exists δ > 0 such that, as T = (tα)α∈∆−I ∈ [0,+∞[
∆−I and minα∈∆−I tα
tends to +∞, ∑
a∈AT
∑
[x]∈(L(R)0∩Γ)\(ρ(L(R)0a)v0∩ρ(Γ)v0)
w′L,ρ|L(x) =
vol
(
(H ∩ Γ)\(H ∩G)
)
vol(Λ∨ \A(R)0)
vol(Γ\G)
( ∏
α∈∆−I
emαtα
mα
)(
1 + O(e−δminα∈∆−I tα)
)
.
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Proof. Let us start by fixing the notation that will be used throughout the proof of
Theorem 5, and by making more explicit the above-mentionned conventions about the
various volumes that occur in the asymptotic formula.
Consider the connected real Lie group G = G(R)0, its (closed) Lie subgroups
A = A(R)0, H = H ∩G, L = L(R)0, M = M ∩G, P = P ∩G, U = U(R) .
We have H =MU and P = AMU =MUA, since A and U are connected. Note that L is
also connected, but H and M are not necessarily connected. We denote by
a, g, h, l, m, p, u
the Lie algebras of the real Lie groups A,G,H,L,M,P,U respectively, endowed with the
restriction of the scalar product on g defined by the Riemannian metric of G. Since L is
Q-anisotropic, so is L ∩ P. Since the map L ∩P → P/H ≃ A is defined over Q and A is
a Q-split torus, this implies that the identity component of L ∩ P is contained in H. In
particular
l ∩ h = l ∩ p . (3)
Note that g = l+ p since LP is Zariski-open in G. We have assumed that a is orthogonal
to h and that the orthogonal p⊥ of p is contained in l. In particular, with q the orthogonal
of l ∩ h in h, we have the following orthogonal decompositions
g = p⊥
⊥
⊕ (l ∩ h)
⊥
⊕ q
⊥
⊕ a, h = (l ∩ h)
⊥
⊕ q, l = p⊥
⊥
⊕ (l ∩ h), p = h
⊥
⊕ a . (4)
The left-invariant Riemannian metric on G induces a left Haar measure ωG on G, and a
left-invariant Riemannian metric on every Lie subgroup G′ of G, hence a left Haar measure
ωG′
on G′ (which is the counting measure if G′ is discrete). Note that A,G,H,L,M,U,L ∩H
are unimodular: indeed A,G,L,M are reductive and U is unipotent; furthermore, L ∩H
is the stabiliser of v0 in L, the orbit of v0 under L is affine and hence L ∩H is reductive
by [BHC, Theo. 3.5]. But P is not unimodular.
The map A ×M × U → P defined by (a,m, u) 7→ amu is a smooth diffeomorphism
(see for instance [BJ, page 273]). We will denote by dωAdωH the measure on P which is
the push-forward of the product measure by the diffeomorphism (a, h) 7→ ah. Since A nor-
malises H, the measure dωAdωH is left-invariant by P , so that dωP (ah) and dωA(a)dωH(h)
are proportional. Since these measures are induced by Riemannian metrics, and since a
and h are orthogonal, we hence have
dωP (ah) = dωA(a)dωH(h) .
Since A normalises U , the group A acts on the Lie algebra U of U by the adjoint repre-
sentation. The roots of this linear representation of A are exactly the restrictions to A
of the elements β in ΦC+ − Φ
C
I , with root spaces g
C
β ∩ g and a set of simple roots is the
set of restrictions of the elements of ∆ − I to A (see for instance [BJ, Rem. III.1.14]).
Since A is connected, these roots have value in ]0,+∞[ . The map A → R∆−I defined by
a 7→ (log(α(a)))α∈∆−I is hence a smooth diffeomorphism. We will denote by
∏
α∈∆−I dtα
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the measure on A which is the push-forward of the product Lebesgue measure by the
inverse of this diffeomorphism. By invariance, there exists a constant cA > 0 such that
dωA = cA
∏
α∈∆−I
dtα .
By the definition of Λ∨, we have cA = Vol(Λ
∨\A).
Let Γ = G(Z) ∩ G, which is a discrete subgroup of G acting isometrically for the
Riemannian metric of G by left translations. Let YG = Γ\G and let π : G → YG = Γ\G
be the canonical projection, which is equivariant under the right actions of G. Then YG
is a connected Riemannian manifold (for the unique Riemannian metric such that π is a
local isometry) endowed with the transitive right action of G by translations on the right.
To simplify the notation, for every Lie subgroup G′ of G, define
YG′ = π(G
′) ,
which is a injectively immersed submanifold in YG, endowed with the Riemannian metric
induced by YG, and identified with (G
′ ∩ Γ)\G′ by the map induced by the inclusion of G′
in G. Note that YL and YU are connected, but YH and YM are not necessarily connected.
For every Lie subgroup G′ of G, let
µG′
be the Riemannian measure on YG′ , which locally is the push-forward of the left Haar
measure ωG′ .
Since G and the identity component of MU have no nontrivial Q-character, the Rie-
mannian manifolds YG and YH have finite volume (see [BHC, Theo. 9.4]) and YH is closed
in YG (see for instance [Rag, Theo. 1.13]). Since L is reductive and Q-anisotropic, the sub-
manifold YL is compact (see [BHC, Theo. 11.6]). Since U is unipotent, the submanifold
YU is compact (see for instance [BHC, § 6.10]).
For every Lie subgroup G′ of G such that YG′ has finite measure (that is, such that
Γ ∩G′ is a lattice in G′), we denote by
µG′ =
µG′
‖µG′‖
the finite measure µG′ normalised to be a probability measure. In particular, µG, µH , µL,
µU are well defined.
For every T = (tα)α∈∆−I and T
′ = (t′α)α∈∆−I in [0,+∞[
∆−I , let
A[T,T ′] = {a ∈ A : ∀ α ∈ ∆− I, tα ≤ log(α(a)) ≤ t
′
α} .
and P[T,T ′] = UMA[T,T ′]
−1 = HA[T,T ′]
−1. Define YP[T,T ′] = π(P[T,T ′]), which is a subman-
ifold with boundary of YG, invariant under the right action of H, since A normalises H.
To shorten the notation, we define
AT = A[0,T ] , PT = P[0,T ] = HAT
−1 and YPT = YP[0,T ] = π(PT ) = YHA
−1
T ,
as well as minT = minα∈∆−I tα ≥ 0, which measures the complexity of T and will converge
to +∞. We will need to estimate the volume of π(PT ) for µP .
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Lemma 6 For every T = (tα)α∈∆−I in [0,+∞[
∆−I , we have
µP (YPT ) = vol(Λ
∨ \A(R)0) ‖µH‖
∏
α∈∆−I
emαtα
mα
.
Proof. Denote by duβ the Lebesgue measure on the Euclidean space gβ = g
C
β ∩ g. For
any order on ΦC+ − Φ
C
I , the map from
∏
β∈ΦC+−Φ
C
I
gβ to U defined by (uβ)β∈ΦC+−ΦCI
7→∏
β∈ΦC+−Φ
C
I
expuβ is a smooth diffeomorphism, and there exists cU > 0 such that dωU is
the push-forward by this diffeomorphism of the measure cU
∏
β∈ΦC+−Φ
C
I
duβ .
For every a ∈ A, if ia : g 7→ aga
−1 is the conjugation by a, then for every uβ ∈ gβ, we
have ia(exp uβ) = exp((Ad a)(uβ)) = exp(β(a)uβ). Hence
(i−1a )∗(ωU ) =
∏
β∈ΦC+−Φ
C
I
β(a)dim gβωU =
∏
α∈∆−I
α(a)mαωU
by the definition of (mα)α∈∆ and since the elements of I are trivial on A. Since A commutes
with M , we hence have (i−1a )∗(ωH) =
∏
α∈∆−I α(a)
mαωH .
We have, since A is unimodular,
dωP (ha
−1) = dωP (a
−1aha−1) = dωA(a
−1)dωH(aha
−1) = dωA(a)d((i
−1
a )∗ωH)(h) .
Since Γ ∩ P = Γ ∩H (see for instance the lines following Proposition III.2.21 in [BJ, page
285]) and A ∩H = {e}, we have π(Ha) 6= π(Ha′) if a 6= a′. Hence
µP (YPT ) =
∫
y∈YH
∫
a∈AT
dµP (ya
−1) =
∫
AT
∏
α∈∆−I
α(a)mαdωA(a)
∫
YH
dµH (5)
= ‖µH‖ cA
∏
α∈∆−I
∫ tα
0
emαs ds .
Since mα > 0, the result follows. 
To simplify the notation, we write ρ(g)x = gx for every g ∈ G and x ∈ V, we define
va = av0 for every a ∈ A, and we denote by Lx = Gx ∩L the stabiliser of x in L for every
x ∈ V(R).
Since we have a left Haar measure ωL on L and ωL∩H on L ∩H, Weil’s normalisation
gives a L-invariant measure on the homogeneous space L/(L ∩H), and hence a left Haar
measure on the stabilisers ℓ(L∩H)ℓ−1 for every ℓ in L, as explained above. As announced,
the modified Siegel weights w′L,ρ|L(·) are defined using this Weil’s normalisation, as follows.
For every ℓ ∈ L and a ∈ A, if x = ℓav0, since H = MU is normalised by A and is the
stabiliser of v0 in G, we have
Lx = L ∩ StabG x = L ∩ (ℓHℓ
−1) = ℓ(L ∩H)ℓ−1 . (6)
Note that
L(R)0 ∩ L(Z) = L(R)0 ∩G(Z) = L(R)0 ∩G(R)0 ∩G(Z) = L ∩ Γ , (7)
and similarly L(R)0 ∩ Lx(Z) = Lx ∩ Γ for every x ∈ Lva ∩ Γv0. Hence the denominator
of the modified Siegel weight w′L,ρ|L(x) is equal to vol
(
(L ∩ Γ)\L
)
= vol(YL), using the
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measure µL on YL induced by the Haar measure ωL on L. Its numerator vol
(
(Lx∩Γ)\Lx
)
is defined by using the measure on (Lx ∩ Γ)\Lx induced by the left Haar measure on
Lx = ℓ(L ∩H)ℓ
−1 given by Weil’s normalisation.
We now proceed to the proof of Theorem 5.
Step 1. The first step of the proof is the following group theoretic lemma, which relates
the counting function of modified Siegel weights to the counting function of volumes of
orbits of L∩H. We denote with square brackets the (left or right) appropriate orbit of an
element.
Lemma 7 For every a ∈ A, there exists a bijection between finite subsets
Θa : (L ∩ Γ)\(Lva ∩ Γv0) −→ (YL ∩ YHa
−1)/(L ∩H)
such that for every x ∈ Lva ∩ Γv0, if [y] = Θa([x]), then
vol
(
(Lx ∩ Γ)\Lx
)
= vol
(
y(L ∩H)
)
. (8)
In particular, for every T ∈ [0,+∞[∆−I , we have
∑
a∈AT
∑
[x]∈(L∩Γ)\(Lva∩Γv0)
w′L,ρ|L(x) =
∑
a∈AT
∑
[y]∈(YL∩YHa−1)/(L∩H)
vol
(
y(L ∩H)
)
vol(YL)
.
Proof. Fix a ∈ A. First note that the groups L ∩ Γ and L ∩H do preserve the subsets
Lva ∩ Γv0 of V (R) and YL ∩ YHa
−1 of Y respectively for their left and right action, since
A normalises H. The finiteness of the set (L ∩ Γ)\(Lva ∩ Γv0) follows from Borel-Harish-
Chandra’s finiteness theorem as in the introduction. Also recall that H = MU is the
stabiliser of v0 in G.
Define
Θa : [ℓva] 7→ [π(ℓ)] .
Let us prove that this map is well defined and bijective. Let ℓ, ℓ′ ∈ L.
We have ℓva ∈ Γv0 if and only if there exists γ ∈ Γ such that ℓav0 = γv0, that is,
if and only if there exist γ ∈ Γ and h ∈ H such that ℓ = γha−1, that is, if and only
if π(ℓ) ∈ YL ∩ YHa
−1. This proves that Θa has values in (YL ∩ YHa
−1)/(L ∩ H) and is
surjective.
Let us prove that Θa does not depend on the choice of representatives and is injective.
We have [ℓ′va] = [ℓva] if and only if there exists γ ∈ L ∩ Γ such that ℓ
′av0 = γℓav0, hence
if and only if there exist γ ∈ L ∩ Γ and h ∈ H such that ℓ′a = γℓah. Note that this
equation implies that aha−1 ∈ L if and only if γ ∈ L. Since A normalises H, we hence
have [ℓ′va] = [ℓva] if and only if ℓ
′ ∈ Γℓ(L ∩H), that is if and only if [π(ℓ)] = [π(ℓ′)].
To prove the second assertion, let ℓ ∈ L be such that x = ℓva ∈ Γv0 and let y = π(ℓ), so
that Θa([x]) = [y]. The orbit of y under L∩H in YG is the image by the locally isometric
map π of the Riemannian submanifold ℓ(L ∩ H) of G. The left translation by ℓ−1 is an
isometry (hence is volume preserving) from ℓ(L ∩H) to (L ∩H). By Lemma 4, the map
g 7→ ℓgℓ−1 from L ∩H to ℓ(L ∩H)ℓ−1, which is equal to Lx by Equation (6), is measure
preserving. Therefore the map ϕ : [z] 7→ [zℓ] from (Lx ∩ Γ)\Lx to y(L ∩H) is a measure
preserving bijection. This proves the volume equality of Equation (8).
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The last claim follows from the other ones, since the numerator of the modified Siegel
weight w′
L,ρ|L
(x) is vol
(
(Lx ∩ Γ)\Lx
)
. 
Step 2. The second step of the proof is an equidistribution result, in the spirit of [KM1],
saying that the piece YPT of orbit of P equidistributes in YG as minT → +∞.
For every smooth Riemannian manifold Z and q ∈ N, we denote by C qc (Z) the normed
vector space of Cq maps with compact support on Z, with norm ‖ · ‖q.
Proposition 8 There exist q ∈ N and κ > 0 such that for every f ∈ C qc (YG) and T =
(tα)α∈∆−I ∈ [0,+∞[
∆−I , we have, as minT tends to +∞,
1
µP (YPT )
∫
YPT
f dµP =
∫
YG
f dµG +O
(
e−κminT ‖f‖q
)
.
To prove the proposition, we will use the disintegration formula already seen in the
proof of Lemma 6∫
YPT
f dµP =
∫
AT
( ∫
YH
f(ya−1) dµH(y)
)( ∏
α∈∆−I
α(a)mα
)
dωA(a) .
This formula indicates that the proposition would follow from (an averaging of) the equidis-
tribution of the translates YHa
−1, which is established in Proposition 9 below. To state
this proposition, we need to introduce additional notation.
The linear algebraic group G decomposes as an almost direct product
G = Z(G)G1 · · ·Gs
where Z(G) is the centre ofG, andG1, . . . ,Gs are Q-simple connected algebraic subgroups
of G. The maximal Q-split torus S decomposes as an almost direct product
S = S1 · · ·Ss
where Si is a maximal Q-split torus in Gi. We also get an almost direct product decom-
position
G = Z(G)G1 · · ·Gs, (9)
where Z(G) is the centre of G (which is equal to Z(G)0 since G is connected and G
is Zariski-dense in G) and Gi = Gi(R)0 for 1 ≤ i ≤ s. Since G has no nontrivial Q-
character, and since M is the centraliser of A, this gives corresponding almost direct
product decompositions of the Lie groups A = A1 . . . As (this one being a direct product),
U = U1 . . . Us, M = Z(G)M1 . . .Ms, H = Z(G)H1 . . . Hs. The set of simple roots ∆
decomposes as a disjoint union
∆ = ∆1 ⊔ · · · ⊔∆s
where ∆i is a set of simple roots of Gi relatively to Si, and the positive (closed) Weyl
chamber A+ in A associated to ∆ decomposes as
A+ = A+1 · · ·A
+
s ,
where A+i is the positive (closed) Weyl chamber in A ∩Gi associated to ∆i.
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For 1 ≤ i ≤ s and a ∈ Ai, we define
Ei(a) = exp
(
−
(
max
α∈∆i−I
log α(a)
))
> 0 (10)
if ∆i − I 6= ∅, and Ei(a) = 0, otherwise. For every κ > 0, we also define
Eκ(a) =
s∑
i=1
Ei(ai)
κ
for every a ∈ A+ with a1 ∈ A
+
1 , · · · , as ∈ A
+
s and a = a1 · · · as.
Proposition 9 There exist q ∈ N and κ > 0 such that for all f ∈ C qc (YG) and a ∈ A
+,∫
YH
f(ya−1) dµH(y) =
∫
YG
f dµG +O
(
Eκ(a) ‖f‖q
)
.
Given a Lie subgroup D of G such that Γ ∩ D is a lattice in D, we denote by νD
the normalised right invariant measure on (Γ ∩D)\D. Recall that YD = π(D) is a closed
submanifold of YG, and that µD is the invariant measure on YD induced by the Riemannian
metric, with normalised measure µD.
We identify (Γ ∩H)\H with YH using the (well defined) map h 7→ Γh (denoting again
by h ∈ H a representative of a coset h ∈ (Γ ∩H)\H). Since the groups Z(G),H1, · · · ,Hs
commute, we also have the map
(Γ ∩ Z(G))\Z(G) × (Γ ∩H1)\H1 · · · × (Γ ∩Hs)\Hs → YH
well defined by (h0, h1, . . . , hs) 7→ Γh0h1 · · · hs (using conventions similar to the above
one for coset representatives). Then the normalised invariant measures µH , µH1 , . . . , µHs
satisfy, for all f ∈ Cc(YG),∫
YH
f(y) dµH(y) =
∫
(Γ∩H)\H
f(Γh)dνH(h)
=
∫
(Γ∩Z(G))\Z(G)×···×(Γ∩Hs)\Hs
f(Γh0h1 · · · hs)dνZ(G)(h0) · · · dνHs(hs). (11)
We will prove Proposition 9 by using an inductive argument on the number of factors. We
start by analysing the distribution of YUia
−1 in Lemma 10 and then the distribution of
YHia
−1 in Lemma 11.
Let D be a product of almost direct factors of G in the decomposition (9). For every
f ∈ C 0c (YG), we define a map PDf : YG → C by
(PDf)(Γg) =
∫
(Γ∩D)\D
f(Γdg) dνD(d)
which does not depend on the choice of the representative of Γg, by the right invariance of
νD under D. Note that PDf is continuous and invariant under the right action of D.
Lemma 10 There exist q ∈ N and κ1 > 0 such that for every i ∈ {1, . . . , s} with Ai 6= {1},
for every f ∈ C qc (YG) and a ∈ A
+
i ,∫
YUi
f(ya−1) dµUi(y) = (PGif)(Γe) + O
(
Ei(a)
κ1‖f |YGi‖q
)
.
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Proof. For 1 ≤ i ≤ s, we consider the unitary representation of the group Gi on the
orthogonal complement of the space of Gi-invariant (hence constant on YGi) functions in
the Hilbert space L2(YGi , µGi), whose scalar product we denote by 〈·, ·〉YGi (using the nor-
malised measure µGi). We note that for every f ∈ Cc(YG), the function f |YGi−(PGif)(Γe)
belongs to this space.
We say that a unitary representation of a connected real semisimple Lie group G′
has the strong spectral gap property if the restriction to every noncompact simple factor
of G′ is isolated from the trivial representation for the Fell topology (see for instance
[Cow], [BdlHV, Appendix], [KM2, Appendix] for equivalent definitions and examples, and
compare for instance with [Nev, KS] for variations on the terminology). We claim that
the above unitary representation of Gi has the strong spectral gap property. Indeed, if Gi
is simply connected and Γi is a congruence subgroup in Gi, then the strong spectral gap
property on Γi\Gi is a direct consequence of the property τ proved in [Clo], see Theorem 3.1
therein. By [KM2, Lemma 3.1], this also implies, when Gi is simply connected, the strong
spectral property on Γi\Gi for subgroups Γi that are commensurable with congruence
subgroups, and, in particular, for arithmetic subgroups of Gi. Now let pi : G˜i → Gi be a
simply connected cover of Gi, and let G˜i = G˜i(R). Then YGi ≃ p
−1
i (Γ ∩ Gi)\G˜i, and the
strong spectral gap property for L2(YGi , µGi) follows from the above arguments.
Applying [KM1, Theorem 2.4.3], we deduce that there exist q ∈ N and κ′1, C > 0 such
that for every i ∈ {1, . . . , s} such that Ai 6= {e}, for every φ ∈ C
q
c (YGi) and a ∈ A
+
i ,〈
(f |YGi − (PGif)(Γe)) ◦ a
−1, φ
〉
YGi
≤ C Ei(a)
κ′1 ‖f |YGi‖q ‖φ‖q , (12)
where Ei(a) is defined in Equation (10).
Let P−i denote the parabolic subgroup in Gi opposite to Ui. The product map Ui ×
P−i → Gi is a diffeomorphism between neighbourhoods of the identities. Since YUi = π(Ui)
is compact, if ǫ > 0 is small enough, there exists an open ǫ-neighbourhood Ωǫ of the identity
in P−i such that the product map YUi×Ωǫ → YGi is a diffeomorphism onto its image YUiΩǫ.
We have (see also Lemma 13)
∀ y ∈ YUi , ∀ p ∈ Ωǫ, dµGi(yp) = dµUi(y)dω(p),
for a suitably normalised smooth measure ω on Ωǫ. There exists σ > 0 (depending on q)
such that for every ǫ > 0 small enough, there exists a nonnegative function ψǫ ∈ C
q
c (Ωǫ)
satisfying ∫
Ωǫ
ψǫ dω = 1 and ‖ψǫ‖q = O(ǫ
−σ) .
Define a Cq function φǫ : YGi → [0,+∞[ supported on YUiΩǫ by
∀ y ∈ YUi , ∀ p ∈ Ωǫ, φǫ(yp) = ψǫ(p) .
Then ∫
YGi
φε dµGi = 1 and ‖φǫ‖q = O(ǫ
−σ) .
Since for all a ∈ A+i and p ∈ Ωǫ,
d(apa−1, e) = O(ǫ),
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we obtain
〈
f |YGi ◦ a
−1, φǫ
〉
YGi
=
∫
YUi×Ωǫ
f(ypa−1)ψǫ(p) dµUi(y)dω(p)
=
∫
YUi
f(ya−1) dµUi(y) + O
(
ǫ‖f |YGi‖1
)
.
Since PGif is Gi-invariant,
〈
PGif, φǫ
〉
YGi
= (PGif)(Γe)
( ∫
YGi
φε dµGi
)
= (PGif)(Γe).
Combining these estimates with (12) (we may assume that q ≥ 1), we conclude that∫
YUi
f(ya−1) dµUi(y) = (PGif)(Γe) + O
(
(ǫ+ Ei(a)
κ′1ǫ−σ) ‖f |YGi‖q
)
.
Finally, taking ǫ = Ei(a)
κ′1/(1+σ) which is small if a lies outside a compact subset of A+i ,
we deduce that∫
YUi
f(ya−1) dµUi(y) = (PGif)(Γe) + O
(
Ei(a)
κ′1/(1+σ)‖f |YGi‖q
)
,
as required. 
Lemma 11 There exist q ∈ N and κ2 > 0 such that for every f ∈ C
q
c (YG) and a ∈ A
+
i ,
for every i ∈ {1, . . . , s}, we have∫
YHi
f(ya−1) dµHi(y) = (PGif)(Γe) + O
(
Ei(a)
κ2‖f |YGi‖q
)
.
Proof. We first observe that if Ai = {e}, then Hi = Gi, and the claim of the lemma is
obvious. Now we assume that Ai 6= {e} in which case Lemma 10 applies.
Let Ni = (Γ ∩Mi)\Mi. The space YHi = π(UiMi) is a bundle over Ni with fibres
isomorphic to YUi , and the invariant measure µHi on YHi decomposes with respect to this
structure. Explicitly, for every m ∈Mi, the integrals
∫
YUi
f(ym) dµUi(y) for all f ∈ Cc(YG)
define a Ui-invariant probability measure on YUim, which depends only on the coset n = [m]
of m in Ni = (Γ ∩Mi)\Mi, and the Hi-invariant probability measure on YHi is given by∫
Ni
( ∫
YUi
f(ym) dµUi(y)
)
dνMi([m]) for all f ∈ Cc(YG). Hence, denoting again by n any
representative of a coset n in Ni, since A centralises M ,∫
YHi
f(ya−1) dµHi(y) =
∫
Ni
∫
YUi
f(yna−1) dµUi(y) dνMi(n)
=
∫
Ni
∫
YUi
f(ya−1n) dµUi(y) dνMi(n) .
For m ∈ Mi and f ∈ Cc(YG), we consider the function fm : YG → C defined by
y 7→ f(ym). We note that there exist c1, C
′ > 0 such that for every f ∈ C qc (YG), we have
‖fm|YGi ‖q ≤ C
′ec1d(e,m)‖f |YGi‖q .
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Hence, by Lemma 10, for every f ∈ C qc (YG) and m ∈ Mi, since PGifm = PGif by
invariance under Gi,∫
YUi
f(ya−1m) dµUi(y) = (PGif)(Γe) + O
(
Ei(a)
κ1ec1 d(e,m)‖f |YGi‖q
)
. (13)
We fix n0 ∈ Ni and for R > 0, we set
(Ni)R = {n ∈ Ni : d(n0, n) ≤ R} ,
where d(·, ·) denotes the distance on Ni with respect to the induced Riemannian metric.
We shall use the following estimate on the volumes of the “cusp”: there exists c2 > 0 such
that for every R > 0,
νMi(Ni − (Ni)R) = O(e
−c2R). (14)
To prove this estimate, we may pass to an equivalent Riemannian metric and to a finite
index subgroup of Γ∩Mi. This way, we reduce the proof to the case whenMi is semisimple,
Γ ∩Mi is an nonuniform lattice in Mi, and the Riemannian metric on Mi is bi-invariant
under a maximal compact subgroup in Mi. Then Equation (14) follows from [KM2, §5.1]
(which notes that the irreducible assumption on Γ ∩Mi is not necessary).
Equation (14) implies that∫
Ni−(Ni)R
∫
YUi
f(ya−1n) dµUi(y) dνMi(n) = O
(
e−c2R ‖f |YGi‖0
)
. (15)
Given m ∈Mi such that (Γ∩Mi)m ∈ (Ni)R, there exists m
′ ∈Mi such that (Γ∩Mi)m =
(Γ ∩Mi)m
′ and d(e,m′) ≤ R. Therefore, it follows from Equation (13) that∫
(Ni)R
∫
YUi
f(ya−1n) dµUi(y) dνMi(n)
= νMi((Ni)R)(PGif)(Γe) + O
(
Ei(a)
κ1ec1R ‖f |YGi‖q
)
= (PGif)(Γe) + O
(
(e−c2R + Ei(a)
κ1ec1R) ‖f |YGi‖q
)
. (16)
Finally, combining (15) and (16), we obtain that∫
Ni
∫
YUi
f(ya−1n) dµUi(y) dνMi(n)
= (PGif)(Γe) + O
(
(e−c2R + Ei(a)
κ1ec1R) ‖f |YGi‖q
)
.
Taking R = logEi(a)
−
κ1
c1+c2 , we deduce the claim of Lemma 11 with κ2 =
κ1c2
c1+c2
. 
Proof of Proposition 9. For a subsemigroup D which decomposes as a product
D = Dp · · ·Dq and p ≤ i ≤ q, we write
D≤i = Dp · · ·Di and D>i = Di+1 · · ·Dq.
We show inductively on i ∈ {0, . . . , s} that for every a = a1 . . . ai ∈ A
+
≤i (by convention
a = e if i = 0) and g ∈ G>i, we have∫
YH≤i
f(ya−1g) dµH≤i(y) = (PG≤if)(Γg) +
i∑
j=1
O
(
Ej(aj)
κ‖f‖q
)
(17)
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with κ = κ2 and q as in Lemma 11. Since H≤0 = G≤0 = Z(G), this is obvious for i = 0.
To get this estimate for i = 1, we apply Lemma 11 to the function fg(y) = (PG≤0f)(yg)
with g ∈ G>1. Since G1 commutes with G≤0 and G>1, we have
‖fg|YG1‖q ≤ ‖f‖q and (PG1PG≤0f)(Γg) = (PG≤1f)(Γg) .
This proves Equation (17) with i = 1.
Now suppose that Equation (17) is proved at rank i. As in Equation (11), for f ∈
Cc(YG), ∫
YH≤i+1
f(y) dµH≤i+1(y) =
∫
(Γ∩Hi)\Hi
∫
YH≤i
f(yh) dµH≤i(y) dνHi(h) .
Hence, for every a′ = a1 . . . ai ∈ A
+
≤i, ai+1 ∈ A
+
i+1 and g ∈ G>i+1, with a = a
′ai+1, by the
right invariance of νHi+1 under Hi+1 and by Equation (17), we have∫
YH≤i+1
f(ya−1g) dµH≤i+1(y)
=
∫
(Γ∩Hi+1)\Hi+1
∫
YH≤i
f(y(a′)−1ha−1i+1g) dµH≤i(y) dνHi+1(h)
=
∫
(Γ∩Hi+1)\Hi+1
(PG≤if)(Γha
−1
i+1g) dνHi+1(h) +
i∑
j=1
O
(
Ej(aj)
κ‖f‖q
)
.
Applying Lemma 11 to the functions fg : y 7→ (PG≤if)(yg) on YG, we obtain∫
(Γ∩Hi+1)\Hi+1
(PG≤if)(Γha
−1
i+1g) dνHi+1(h)
= (PGi+1fg)(Γe) + O
(
Ei+1(ai+1)
κ ‖f g|YGi+1‖q
)
= (PG≤i+1f)(Γg) + O
(
Ei+1(ai+1)
κ ‖f‖q
)
.
This completes the proof of Equation (17). Since
(PG≤sf)(Γe) =
∫
YG
f dµG,
the proposition follows. 
Proof of Proposition 8. Since∫
YPT
f dµP =
∫
AT
( ∫
YH
f(ya−1) dµH(y)
)( ∏
α∈∆−I
α(a)mα
)
dωA(a) ,
it follows from Proposition 9 and from Equation (5) that∫
YPT
f dµP = µP (YPT )
∫
YG
f dµG +O
(
‖f‖q
∫
AT
Eκ(a)
( ∏
α∈∆−I
α(a)mα
)
dωA(a)
)
.
For every i ∈ {1, . . . , s} such that ∆i − I 6= ∅, let β ∈ ∆i − I. For every bi ∈ Ai, we have
Ei(bi) ≤ e
− log β(bi).
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Hence, by Lemma 6, we have, assuming that κ < minα∈∆−I mα (which is possible),∫
AT
Ei(ai)
κ
( ∏
α∈∆−I
α(a)mα
)
dωA(a) ≤ cA
( ∏
α∈∆−I−{β}
∫ tα
0
emαs ds
)∫ tβ
0
e(mβ−κ)s ds
= O
(
µP (YPT ) e
−κtβ
)
.
Therefore, since Eκ(a) =
∑
1≤i≤s : ∆i−I 6=∅
Ei(ai)
κ, we have
1
µP (YPT )
∫
YPT
f dµP =
∫
YG
f dµG +O(e
−κminT ‖f‖q),
as required. 
Step 3. In this last step of the proof of Theorem 5, we will diffuse the orbits of L ∩H
we want to count using bump functions, and apply the equidistribution result given by
Proposition 8 in Step 2 to infer our main theorem.
Before starting this program, we rewrite the sum whose asymptotic we want to study
in a more concise way. Let T, T ′ ∈ [0,+∞[∆−I . By transversality (see for instance [Hir,
p. 22, Theo. 3.3]), the intersection
Z[T,T ′] = YL ∩ YP[T,T ′]
is a compact Riemannian submanifold of YG, invariant under the right action of L ∩ H,
and for every x ∈ Z[T,T ′], we have TxZ[T,T ′] = (TxYL) ∩ (TxYP[T,T ′]). Since l ∩ p = l ∩ h by
Equation (3), the Lie group L ∩H has open orbits in Z[T,T ′]. Hence the compact subset
Z[T,T ′] is a finite union of orbits of L∩H (see the picture below when A is 1-dimensional).
YHa
−1
T
YHa
−1
T ′
YP[T,T ′]
YL
Z[T,T ′] =
⊔
i yi(L ∩H)
We will denote by µZ[T,T ′] the Riemannian measure on Z[T,T ′]. Using Riemannian
volumes, we hence have
µZ[T,T ′](Z[T,T ′]) =
∑
[y]∈(YL∩YP
[T,T ′]
)/(L∩H)
vol
(
y(L ∩H)
)
=
∑
a∈A[T,T ′]
∑
[y]∈(YL∩YHa−1)/(L∩H)
vol
(
y(L ∩H)
)
.
By Lemma 7 in Step 1, the quantity µZ[0,T ](Z[0,T ]), when divided by vol(YL), is the sum
whose asymptotic we want to study.
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We first start by studying the supports of the bump functions we will define: they will
be appropriate neighbourhoods of YL and Z[T,T ′]. Fix ǫ > 0, which will be appropriately
choosen small enough later on. Consider the open ball B(0, ǫ) of center 0 and radius ǫ in
the orthogonal complement q⊕ a of l∩ p in p, and let Oǫ = expB(0, ǫ), which is contained
in P .
Since L is compact, if ǫ is small enough, the right action of G on YG induces a map YL×
Oǫ → YG, with (y, g) 7→ yg, which is a smooth diffeomorphism onto an open neighbourhood
YLOǫ of the submanifold YL in YG. Similarly, if ǫ is small enough, then for every T, T
′ ∈
[0,+∞[∆−I , the map Z[T,T ′]×Oǫ → YP defined by (y, g) 7→ yg is a smooth diffeomorphism
onto an open neighbourhood Z[T,T ′]Oǫ of the submanifold Z[T,T ′] in YP . If η ∈ R and
T ′′ = (t′′α)α∈∆−I ∈ [0,+∞[
∆−I , we denote T ′′ + η = (t′′α + η)α∈∆−I .
Lemma 12 There exists c > 0 such that if ǫ > 0 is small enough, for every T, T ′ ∈
[0,+∞[∆−I , then
Z[T+cǫ,T ′−cǫ]Oǫ ⊂ YLOǫ ∩ YP[T,T ′] ⊂ Z[T−cǫ,T ′+cǫ]Oǫ .
Proof. We first claim that there exists c > 0 such that
P[T+cǫ,T ′−cǫ] ⊂ P[T,T ′]Oǫ ⊂ P[T−cǫ,T ′+cǫ] .
Since the product map (h, a) 7→ ha is a diffeomorphism from H × A to P , since Oǫ is
contained in P , and since the distances are Riemannian ones, there exists c1 > 0 such that
if ǫ > 0 is small enough, then for every g ∈ Oǫ, there exist h ∈ H and a ∈ A with g = ha
and d(a, e) ≤ c1ǫ. Since the Riemannian distance on A is equivalent to the image by exp
of the distance on a defined by the norm ‖x‖ = maxα∈∆−I | log(α(exp x))|, there exists
c2 > 0 such that | log α(a)| ≤ c2d(a, e) for every a ∈ A.
Let g ∈ Oǫ, h ∈ H and a ∈ A be such that g = ha and d(a, e) ≤ c1ǫ. Since A
normalises H, we have HA−1[T,T ′]g = HA
−1
[T,T ′]ha = HA
−1
[T,T ′]a. Hence HA
−1
[T,T ′]g is contained
in HA−1[T−c1c2ǫ,T ′+c1c2ǫ] and contains HA
−1
[T+c1c2ǫ,T ′−c1c2ǫ]
. This proves the first claim.
Now, let y ∈ YL, g ∈ Oǫ and p ∈ P[T,T ′] be such that yg = π(p). Then y = π(pg
−1).
Since Oǫ is invariant by taking inverses, pg
−1 belongs to P[T,T ′]Oǫ, hence by the first claim,
yg ∈ Z[T−cǫ,T ′+cǫ]Oǫ. The left inclusion is proven similarly. 
We now study the properties of the Riemannian measures on the neighbourhoods YLOǫ
and Z[T,T ′]Oǫ.
Lemma 13 For every ǫ > 0 small enough, there exist smooth measures ν and ν˜ on Oǫ such
that the product maps YL × Oǫ → YG and Z[T,T ′] × Oǫ → YP send the product measures
µL ⊗ ν and µZ[T,T ′] ⊗ ν˜ to the restricted measures µG|YLOǫ and µP |Z[T,T ′]Oǫ , respectively.
Furthermore, dν˜dν (e) = 1.
Proof. Since the measure µG|YLOǫ (respectively µP |Z[T,T ′]Oǫ) is Riemannian, it disintegrates
with respect to the trivialisable fibration YLOǫ → YL (respectively Z[T,T ′]Oǫ → Z[T,T ′] with
measure on the basis µL (respectively µZ[T,T ′]), and conditional measures νy (respectively
ν˜y on the fibers yOǫ for all y ∈ YL (respectively y ∈ Z[T,T ′]). By left invariance of the
measures ωL and ωL∩H , there exist smooth measures ν (respectively ν˜) on Oǫ such that
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the maps Oǫ → yOǫ defined by g 7→ yg send ν (respectively ν˜) to νy (respectively ν˜y) for
all y ∈ YL (respectively y ∈ Z[T,T ′]). This proves the first claim.
Since q+ a is orthogonal to l (respectively l ∩ h) by Equation (4), the manifold yOǫ is
orthogonal to YL (respectively Z[T,T ′]) at every y ∈ YL (respectively y ∈ Z[T,T ′]). Hence any
orthonormal frame F of Ty(yOǫ) at a given y ∈ Z[T,T ′] may be completed to an orthonormal
frame whose last vectors form a basis of TyYL, whose first vectors form a basis of TyZ[T,T ′].
By desintegration, the orthogonal frame F has the same infinitesimal volume for ν and ν˜.
The last assertion follows. 
Let us now define our bump functions. By the standard construction of bump functions
on manifolds, for every q ∈ N, there exists κ′ > 0 such that for every ǫ > 0 small enough,
there exists a Cq map ψǫ from Oǫ to [0,+∞[ , with compact support, such that
∫
ψǫ dν = 1
and ‖ψǫ‖q = O(ǫ
−κ′). Since dν˜dν = 1 + O(ǫ) on Oǫ by Lemma 13, we have∫
Oǫ
ψǫ dν˜ = 1 + O(ǫ) .
For every ǫ > 0 small enough, define fǫ : YG → [0,+∞[ by fǫ(y) = 0 if y /∈ YLOǫ and
fǫ(yg) = ψǫ(g) for every y ∈ YL and g ∈ Oǫ. Note that fǫ is C
q with compact support,
since YL is compact. We have∫
YG
fǫ dµ =
∫
YLOǫ
fǫ dµG
vol(YG)
=
∫
g∈Oǫ
∫
y∈YL
ψǫ(g) dµL(y)dν(g)
vol(YG)
=
vol(YL)
vol(YG)
,
and ‖fǫ‖q = O(ǫ
−κ′).
Since the support of fǫ is contained in YLOǫ, by Lemma 13, and by the right inclusion
in Lemma 12, we have, for every T ∈ [0,+∞[∆−I ,∫
YPT
fǫ dµP ≤
∫
Z[−cǫ,T+cǫ]Oǫ
fǫ dµP
=
∫
g∈Oǫ
∫
y∈Z[−cǫ,T+cǫ]
ψǫ(g) dµZ[−cǫ,T+cǫ](y)dν˜(g)
= vol(Z[−cǫ,T+cǫ])
(
1 + O(ǫ)
)
. (18)
Similarly, since fǫ ≥ 0 and by the left inclusion in Lemma 12, we have, for every T ∈
[0,+∞[∆−I , ∫
YPT
fǫ dµP ≥
∫
Z[cǫ,T−cǫ]Oǫ
fǫ dµP = vol(Z[cǫ,T−cǫ])
(
1 + O(ǫ)
)
. (19)
Finally, we apply Step 2 to our bump functions. By Proposition 8, we have the equality
1
µP (YPT )
∫
YPT
fǫ dµP =
∫
YG
fǫ dµG +O
(
e−κminT ‖fǫ‖q
)
. Hence, by the properties of fǫ,
∫
YPT
fǫ dµP =
vol(YL)µP (YPT )
vol(YG)
(
1 + O(ǫ−κ
′
e−κminT )
)
. (20)
Let δ = κκ′+1 > 0 and ǫ = e
−δminT (which tends to 0 as minT tends to +∞). Then
ǫ−κ
′
e−κminT = e(κ
′δ−κ)minT = e−δminT . By the equations (19) and (20), and by Lemma
19
6, we have, as minT tends to +∞,
vol(Z[cǫ,T−cǫ]) ≤
(∫
YPT
fǫ dµP
)(
1 + O(e−δminT )
)
=
vol(YL)µP (YPT )
vol(YG)
(
1 + O(e−δminT )
)
=
Vol(Λ∨\A) vol(YL) vol(YH)
vol(YG)
( ∏
α∈∆−I
emαtα
mα
)(
1 + O(e−δminT )
)
.
Since ex = 1 + O(x) as x tends to 0, we have ec e
−δminT
∑
α∈∆−I mα = 1 + O(e−δminT )
as minT tends to +∞. Since Z[0,cǫ] is bounded, we hence have, as minT tends to +∞,
vol(Z[0,T ]) ≤
Vol(Λ∨\A) vol(YL) vol(YH)
vol(YG)
( ∏
α∈∆−I
emαtα
mα
)(
1 + O(e−δminT )
)
.
The converse inequality is proven similarly, using Equation (18) instead of Equation (19)
Since
∑
a∈AT
∑
[x]∈(L∩Γ)\(Lva∩Γv0)
w′L,ρ|L(x) =
vol(Z[0,T ])
vol(YL)
as said in the beginning of
Step 3, this ends the proof of Theorem 5. 
Remark 14 Let G,P,A,M,U,L,V, ρ, v0 be as in the statement of Theorem 5, and
assume furthermore that G is simply connected. Then we have the following counting
results using the standard Siegel weights.
There exists δ > 0 such that, as T = (tα)α∈∆−I ∈ [0,+∞[
∆−I and minα∈∆−I tα tends
to +∞, ∑
a∈AT
∑
[x]∈L(Z)\(ρ(L(R)a)v0∩ρ(Γ)v0)
wL,ρ|L(x) =
vol
(
MU(Z)\MU(Z)
)
vol(Λ∨ \A(R)0)
vol(G(Z)\G(R))
( ∏
α∈∆−I
emαtα
mα
)(
1 + O(e−δminα∈∆−I tα)
)
.
The proof is the same as the one of Theorem 5, with the following modifications. Since
G is simply connected, G(R) is connected (see for instance [PR, §7.2]). Hence with the
previous notation, we have G = G(R) and Γ = Γ(Z) (and the connectedness of G was
useful). Now take L = L(R) instead of L = L(R)0 (which is still contained in G, but
would not have been if G was only taken to be G(R)0 while G(R) is not connected).
Though L and YL may be no longer connected, the proof stays valid.
To end this section, we give two slightly different versions of Theorem 5 when P is
maximal.
Theorem 15 Let G be a connected reductive linear algebraic group defined over Q, without
nontrivial Q-characters. Let P be a maximal (proper) parabolic subgroup of G defined over
Q, and let P = AMU be a relative Langlands decomposition of P, such that A(R)0 is a
one-parameter subgroup (as)s∈R, with λ = log det (Ad a1)|U > 0, where U is the Lie algebra
of U(R). Let ρ : G → GL(V) be a rational representation of G defined over Q such
that there exists v0 ∈ V(Q) whose stabiliser in G is MU. Let L be a reductive algebraic
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subgroup of G defined and anisotropic over Q. Assume that LP is Zariski-open in G and
that for every s ∈ R, the orbit Xs = ρ(Las)v0 is Zariski-closed in V.
(1) Endow G(R) with a left-invariant Riemannian metric, for which the Lie algebras
of MU(R) and A(R) are orthogonal, and the orthogonal of the Lie algebra of P(R) is
contained in the Lie algebra of L(R). Let G = G(R)0 and Γ = G(Z) ∩ G. There exists
δ > 0 such that, as t ≥ 0 tends to +∞,∑
0≤s≤t
∑
[x]∈(L(R)0∩Γ)\(ρ(L(R)0as)v0∩ρ(Γ)v0)
w′L,ρ|L(x)
=
vol
(
(MU ∩ Γ)\(MU ∩G)
)
vol(aZ1\A(R)0)
λ vol(Γ\G)
eλt +O(e(λ−δ)t) .
(2) Let Λ be a Z-lattice in V(Q) invariant under G(Z), and let Λprim be the subset of
indivisible elements of Λ. Assume ρ to be irreducible over C. Then there exist c, δ > 0
such that, as t ≥ 0 tends to +∞,∑
0≤s≤t
∑
[x]∈(L(Z)∩L(R)0)\(Xs∩Λprim)
w′L,ρ|L(x) = c e
λt +O(e(λ−δ)t) .
Proof. (1) In this case, ∆−I consists of one simple root α0. Changing the parametrisation
of the one-parameter subgroup (as)s∈R appearing in Theorem 15 by multiplying s by a
positive constant does not change the asymptotic formula in the statement of Theorem 15
(1). Hence we may assume that a1 = (α0)
∨, hence that the group aZ1 generated by a1 is
equal to the lattice Λ∨. The constant λ defined in Theorem 15 is then equal to mα0 . The
first part of Theorem 15 hence follows from Theorem 5.
(2) We start by proving two lemmas.
Lemma 16 If ρ is irreducible, then the stabiliser of Cv0 in G is P and there exists χ ∈ R
such that asv0 = e
χsv0 for every s ∈ R.
Proof. Let T be a maximal torus of G containing S, and let ∆T be a set of primitive
roots of G relative to T, whose set of nonzero restrictions to S is ∆ (see for instance [Bor3,
§21.8]. Then the unipotent subgroup U+
T
, whose Lie algebra is the sum of the positive root
spaces of G relative to T, is contained in MU. By the properties of the highest weights,
if ρ is irreducible, the space {v ∈ V : U+
T
v = v} is one-dimensional, hence equal to
Cv0. Since A normalises MU, hence U
+
T
, it preserves Cv0, and the result follows, by the
connectedness of A. 
Lemma 17 There exist v1, . . . , vk in Λ
prim such that Λprim ∩Gv0 =
⊔k
i=1 Γvi.
Proof. By [Bor3, Prop. 20.5], the natural map G(Q)→ (G/P)(Q) is onto. Since Gv0 ≃
G/MU, this implies that every x ∈ (Gv0)(Q) may be written as x = gpv0 for some
g ∈ G(Q) and p ∈ P. Hence by Lemma 16,
(Gv0)(Q) ⊂ C
×
G(Q)v0.
By [Bor2, Prop. 15.6], there exists a finite subset F of G(Q) such that G(Q) = ΓFP(Q).
Hence,
(Gv0)(Q) ⊂ C
×ΓFv0.
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In particular, we conclude that there exist v1, . . . vk in Λ
prim such that
Λprim ∩Gv0 ⊂
k⊔
i=1
C×Γvi.
Since for every v ∈ Λprim,
C×v ∩ Λprim = {±v},
this implies the lemma. 
Now, since the identity component L of L(R) has finite index in L(R), there exist
ℓ1 . . . , ℓk′ in L(R) such that L(R) =
⊔k′
j=1 L ℓj. Hence, since v0 belongs to V(R) and
Xs ⊂ Gv0, by Lemma 16 and Lemma 17, we have
Xs ∩ Λ
prim = (L(R)eχsv0) ∩ (Λ
prim ∩Gv0) =
⊔
1≤i≤k , 1≤j≤k′
eχsL ℓjv0 ∩ Γvi . (21)
If L ℓjv0∩Γvi is nonempty, fix vi,j ∈ Lℓjv0∩Γvi. In particular, there exist γ ∈ Γ and ℓ ∈ L
such that vi,j = ℓ ℓjv0 = γvi. Since vi ∈ V(Q), we have vi,j ∈ V(Q). Hence the stabiliser
Pi,j of vi,j in G is an algebraic subgroup defined over Q. Since vi,j is in the G-orbit of
v0, the stabilisers of v0 and of vi,j are conjugate, hence Pi,j is a parabolic subgroup of
G. Since two parabolic subgroups of G, which are defined over Q and conjugate in G,
are conjugated by an element of G(Q) (see for instance [Bor4, Theo. 20.9 (iii)]), there
exists αi,j ∈ G(Q) such that Pi,j = αi,jPα
−1
i,j . Furthermore, using Lemma 16, we have
Cvi,j = Cαi,jv0. A relative Langlands decomposition of Pi,j is Pi,j = Ai,jMi,jUi,j where
Ai,j = αi,jPα
−1
i,j , Mi,j = αi,jMα
−1
i,j , Ui,j = αi,jUα
−1
i,j .
We have Ai,j(R)0 =
(
ai,js = αi,jasα
−1
i,j
)
s∈R
and the Lie algebra of Ui,j(R) is Ui,j =
Adαi,j(U). Hence a
i,j
s vi,j = e
χsvi,j for every s ∈ R and
log det(Ad ai,j1 )|Ui,j = λ ,
for every i, j with L ℓjv0 ∩ Γvi 6= ∅.
By Assertion (1) of Theorem 15 applied to the (maximal) parabolic subgroup Pi,j
defined over Q, there exist ci,j , δi,j > 0 (with ci,j explicit) such that, as t ≥ 0 tends to +∞,∑
0≤s≤t
∑
[x]∈(L∩Γ)\(Lai,js vi,j∩Γvi,j)
w′L,ρ|L(x) = ci,j e
λt +O(e(λ−δi,j )t) .
Hence, using the equations (7) and (21), with δ = mini,j δi,j and c =
∑
i,j ci,j, we have, as
t ≥ 0 tends to +∞, ∑
0≤s≤t
∑
[x]∈(L(Z)∩L(R)0)\(Xs∩Λprim)
w′L,ρ|L(x)
=
∑
1 ≤ i ≤ k
1 ≤ j ≤ k′
Lℓjv0 ∩ Γvi 6= ∅
∑
0≤s≤t
∑
[x]∈(L∩Γ)\(Lai,js vi,j∩Γvi,j )
w′L,ρ|L(x)
= c eλt +O(e(λ−δ)t) .
This ends the proof of Assertion (2) of Theorem 15. 
Remark. Using Remark 14 instead of Theorem 5 in the above proof gives Theorem 2 and
Theorem 1 in the introduction.
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3 Examples
In this section, we give several examples to illustrate our main results.
3.1 Counting inequivalent representations of integers by norm forms
Let n ≥ 2. A decomposable form F (x1, . . . , xn) is a polynomial in n variables with coeffi-
cients in Q which is the product of d linear forms with coefficients in Q. In particular, a
norm form is a decomposable form NK/Q(α1x1 + · · · + αnxn) where α1, . . . , αn are fixed
elements in a number field K of degree d and x1, . . . , xn are rational variables. Existence
of integral solutions to the equation F (x) = m is a difficult problem (see, for instance,
[CTX]). Here we demonstrate how our main result applies to integral solutions of the
inequality |F (x)| ≤ m, which can be also studied using elementary methods as in [Lan,
Ch. VI]. See also, following an approach of Linnik and Sarnak, the papers [EO, GO, Oh1],
using dilations of relatively compact subsets.
Corollary 18 Let n ≥ 2, let F ∈ Q[x1, . . . , xn] be a rational polynomial in n variables,
which is irreducible over Q, splits as a product of n linearly independant over C linear
forms with coefficients in Q, and satisfies F−1(]0,+∞[) 6= ∅. Let ΓF = {g ∈ SLn(Z) :
F ◦ g = F}, and for every k ∈ Q, let Σk be the set of x ∈ Z
n such that F (x) = k. Then
there exist c = c(F ) > 0 and δ = δ(n) ∈ ]0, 1[ such that, as r → +∞,∑
k∈[1,r]
Card
(
ΓF\Σk
)
= c r +O
(
rδ
)
.
It is easy to see that the above sum is indeed finite, and that the irreducibility as-
sumption is necessary. With L the stabiliser of F in SLn(C), V = C
n, Λ = Zn and π the
inclusion of L in GL(V), this result fits into the program described in the beginning of the
introduction, since ΓF = L(Z), the algebraic torus L is anisotropic over Q (see Lemma 19)
and acts simply transitively on the affine subvariety of V with equation F (x) = k if k 6= 0,
noting that the Siegel weights wL,π(u) = 1/ vol
(
L(Z)\L(R)
)
are then constant.
When K is a number field of degree n with ring of integers OK , taking an integral basis
(α1, . . . , αn) of K, and F (x1, . . . , xn) the particular norm form NK/Q(α1x1 + · · ·+ αnxn),
we recover the well-known counting result of the number of nonzero integral ideals of OK
with trivial ideal class and norm at most s (see for instance [Lan, Theorem 3, page 132]),
giving
{a ideal in OK : NK/Q(a) ≤ s} =
2r1(2π)r2RKhK
ωK
√
|DK |
s+O(s1−ǫ) , (22)
where r1 and r2 are the numbers of real and complex conjugate embeddings of K, RK is
the regulator of K, hK is the ideal class number of K, ωK is the number of roots of unity
of OK , DK is the discriminant of K and ǫ = 1/n.
Proof of Corollary 18. In order to apply Theorem 1, let us first define the objects
appearing in its statement.
Let G = SLn(C) which is a (Q-split) quasi-simple simply connected linear algebraic
group without nontrivial Q-characters. Let V = Cn, Λ = Zn (which is a Z-lattice in V(Q)
invariant under G(Z)), (e1, . . . , en) the canonical basis of V and ρ : G → GL(V) the
monomorphism mapping a matrix x to the linear automorphism of V whose matrix in the
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canonical basis is x, which is an irreducible rational representation over C. To simplify
the notation, we denote ρ(g)v = gv for every g ∈ G and v ∈ V. Let P be the stabiliser
in G of the line generated by e1, which is a maximal (proper) parabolic subgroup of G
defined over Q. With Ik the identity k × k matrix and s ∈ R, let U =
{(1 u
0 In−1
)
: u ∈
M1,n−1(C)
}
, as =
(e sn 0
0 e
− s
n(n−1) In−1
)
, and M =
{(1 0
0 m
)
: m ∈ SLn−1(C)
}
. With A
the centraliser of M in G, we have that P = AMU is a relative Langlands decomposition
of P over Q, and the identity component of A(R) is the one-parameter subgroup (as)s∈R.
With U the Lie algebra of U(R), an immediate computation gives
λ = log det(Ad a1)|U = 1 > 0 . (23)
Since F is homogeneous, as F takes a positive value (and equivalently), there exists
v0 ∈ Z
n such that F (v0) > 0. We may assume that v0 is primitive up to rescaling it,
and after an integral linear change of variable (which does not change the set of integral
representations of a real number by F ), we may assume that v0 = e1. Note that the
stabiliser of v0 in G is then precisely MU.
We denote by L the stabiliser of F in G and by π : L → GL(V) the restriction of ρ to
L. By the linear independence over C assumption, L is a maximal algebraic torus defined
over Q in G (hence L is reductive, but not semisimple). For every z ∈ C−{0}, the group L
acts simply transitively on the affine hypersurface F−1(z). Hence, with vs = asv0 = e
s
n v0,
the orbit
Xs = Lvs = F
−1(F (vs)) = F
−1(esF (v0)) (24)
(since F is homogeneous of degree n) is Zariski-closed in V.
Let us now check in two lemmas that the hypotheses of Theorem 1 are satisfied by
these objects.
Lemma 19 The algebraic torus L is anisotropic over Q.
Proof. By [Koc, Theo. 2.3.3, page 38], there exist a ∈ Q− {0} and linearly independant
linear forms ℓ1, . . . , ℓn on C
n with coefficients in Q such that F = a
∏n
i=1 ℓi and the absolute
Galois group Gal(Q/Q) acts transitively on the set {ℓ1, . . . , ℓn}. Let B be the basis of C
n
whose dual basis is (ℓ1, . . . , ℓn). The algebraic torus L is the subgroup of the elements of
G whose matrix in the basis B is diagonal. For 1 ≤ i ≤ n, let χi be the character (defined
over Q) of L which associates to an element of L the i-th diagonal element of its matrix in
B. Note that Gal(Q/Q) acts transitively on the set {χ1, . . . , χn}. Any character of L may
be uniquely written
∏n
i=1 χ
ki
i with k1, . . . , kn ∈ Z. Any Q-character
∏n
i=1 χ
ki
i of L, being
invariant under Gal(Q/Q), should have k1 = · · · = kn by transitivity, hence is trivial. The
result follows, since an algebraic torus defined over Q without nontrivial Q-characters is
anisotropic over Q, that is, it contains no nontrivial Q-split torus (see for instance [Bor3,
page 121], though this reference uses a different meaning of anisotropic). 
Lemma 20 The intersection L ∩P is finite and LP is Zariski-open in G.
Proof. Let us prove that the algebraic group L ∩ P is finite. Since an algebraic group
has only finitely many components, we only have to prove that its identity component
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S = (L ∩ P)0 is trivial. The algebraic torus S is defined over Q, hence is contained in a
maximal torus of P defined over Q. By [Bor3, Theo. 19.2], two maximal tori of P defined
over Q are conjugated over Q. Since G splits over Q, this implies that L ∩ P splits over
Q. Since L is anisotropic over Q by Lemma 19, this implies that S is trivial, and proves
the first claim.
Now, the homogeneous spaceG/P is identified with the complex projective space P(Cn)
by the map g 7→ Cge1. We write e1 =
∑n
i=1 ciwi where B = (wi)1≤i≤n is a diagonalisation
basis of V for the action of the algebraic torus L, as in the proof of Lemma 19. Since
the Galois group Gal(Q/Q) acts transitively on {w1, . . . wn} and fixes e1, it follows that
the coefficients ci are all different from 0. Hence L(Ce1) = {C
∑n
i=1 biwi : bi 6= 0}, which
implies the second claim. 
To conclude the proof of Corollary 18, we relate the two counting functions in the
statements of Corollary 18 and Theorem 1.
For every s > 0 and p ∈ N − {0}, let A
(p)
s be the set of integral points of Xs whose
coefficients have their greatest common divisor equal to p. Note that A
(1)
s = Xs ∩ Λ
prim
is the set of primitive integral points of Xs. With N
(p)
s = Card(L(Z)\A
(p)
s ), we have
Card(L(Z)\Xs(Z)) =
∑+∞
p=1N
(p)
s , and N
(p)
s = N
(1)
s−ln(pn), since Xs−log(pn) =
1
pXs by the
homogeneity of F and Equation (24).
Since L acts simply transitively on each Xs, the stabiliser Lx of every x ∈ Xs is trivial,
hence the Siegel weight wL,π(x) is constant, equal to
1
vol(L(Z)\L(R) . By Theorem 1 and
Equation (23), there exist δ > 0, that we may assume to be in ]0, 1 − 1n [, and c > 0 such
that, as t ≥ 0 and t→ +∞, ∑
s∈[0,t]
N (1)s = c e
t +O(et(1−δ)) .
For every r ≥ F (v0)+1, by setting t = log
r
F (v0)
≥ 0 and by using the change of variables
k = esF (v0) (see Equation (24)), we have, with Σk = F
−1(k) ∩ Zn and ζ Riemann’s zeta
function,
∑
k∈[F (v0),r]
Card(L(Z)\Σk) =
∑
s∈[0,t]
Card(L(Z)\Xs(Z)) =
∑
s∈[0,t]
+∞∑
p=1
N (p)s
=
+∞∑
p=1
∑
s∈[0,t]
N
(1)
s−ln(pn) =
+∞∑
p=1
c p−n et +O(pn(δ−1)et(1−δ))
= c ζ(n) et +O
(
et(1−δ)
)
=
c ζ(n)
F (v0)
r +O
(
r1−δ
)
.
Note that
∑
k∈[min{1,F (v0)},max{1,F (v0)}]
Card(L(Z)\Σk) is finite. The result follows. 
3.2 Counting inequivalent integral points on hyperplane sections of affine
quadratic surfaces
Let n ≥ 3, let q : Cn → C with q(x) =
∑n
i=1 qijxixj for every x = (x1, . . . , xn) be a
nondegenerate quadratic form in n variables with coefficients qij in Q, and let ℓ : C
n → C
with ℓ(x) =
∑n
i=1 ℓixi for every x = (x1, . . . , xn) be a nonzero linear form in n variables
with coefficients ℓi in Q.
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The aim of this section is to count the number of orbits of integral points on the
sections, by the hyperplanes parallel to the kernel of ℓ, of the isotropic cone q−1(0) of q.
ℓ = k v0
q = 0
v0
ℓ = k
ℓ = ℓ(v0)
ℓ = 0
ℓ = 0
q = 0
For K = R or Q, recall that q is isotropic (or indefinite when K = R) over K or
represents 0 over K if there exists x ∈ Kn−{0} such that q(x) = 0, and that q is anisotropic
over K otherwise. For instance, x2 + 2y2 − 7z2 is anisotropic over Q, but indefinite over
R. By A. Meyer’s 1884 result (see for instance [Ser, page 77]), if n ≥ 5, then q is isotropic
over Q if and only if q is indefinite over R.
Proof of Corollary 3. In order to apply Theorem 15 (2), let us first define the objects
appearing in its statement.
Let G = Oq be the orthogonal group of the nondegenerate rational quadratic form q,
which is a connected semisimple linear algebraic group defined over Q, hence is reductive
without nontrivial Q-characters. Let V = Cn and let ρ : G → GL(V) be the monomor-
phism mapping a matrix x to the linear automorphism of V whose matrix in the canonical
basis is x, which is an irreducible rational representation over C. Let Λ = Zn, which is a
Z-lattice in V(Q) invariant under G(Z). To simplify the notation, we denote ρ(g)v = gv
for every g ∈ G and v ∈ V.
Since q is assumed to be isotropic over Q, there exists v0 in Λ−{0} such that q(v0) = 0
and we assume that ℓ(v0) ≥ 0 up to replacing v0 by −v0. Since the restriction of q to the
kernel of ℓ is assumed to be anisotropic over Q, we have ℓ(v0) > 0. Let P be the stabiliser
in G of the line generated by v0, which is a maximal (proper) parabolic subgroup of G
defined over Q since this line is isotropic. Let B = (e1, . . . , en) be a basis of V over Q
such that e1 = v0, (e1, e2) is a standard basis of a hyperbolic plane over Q for q, which is
orthogonal for q to the vector subspace V′ generated by B′ = (e3, . . . , en). In particular,
the matrix of q in the basis B is Q =

0 1 01 0 0
0 0 Q′

 with Q′ the (rational symmetric)
matrix in the basis B′ of the restriction q′ of q to V′. Denoting in the same way a vector
v (resp. u) of V (resp. V′) and the column vector of its coordinates in B (resp. B′), we
have q(v) = tvQv (resp. q′(u) = tuQ′u). With Ik the identity k × k matrix and s ∈ R,
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define
as =

es 0 00 e−s 0
0 0 In−2

 , A =



a 0 00 a−1 0
0 0 In−2

 : a ∈ C∗

 ,
M =



1 0 00 1 0
0 0 m

 : m ∈ Oq′

 and U =



1 −q′(u)/2 − tuQ′0 1 0
0 u In−2

 : u ∈ V′

 .
It is easy to check that P = AMU is a relative Langlands decomposition of P, that the
identity component of A(R) is the one-parameter subgroup (as)s∈R, and that the stabiliser
of v0 = e1 inG is exactlyMU. With U the Lie algebra ofU(R), an immediate computation
gives (since n ≥ 3)
λ = log det(Ad a1)|U = n− 2 > 0 . (25)
We denote by L = {g ∈ G : ℓ ◦ g = ℓ} the stabiliser of ℓ in G, which is a linear
algebraic group defined over Q. Let W be the kernel of ℓ and W⊥ be its orthogonal for
q. Since q|W is assumed to be nondegenerate, W
⊥ is a line, V = W⊥ ⊕W, and the bloc
matrix of q in this decomposition is diagonal.
Let us now check in the next lemma that the hypotheses of Theorem 15 are satisfied
by these objects.
Lemma 21 (1) The linear algebraic group L is reductive and anisotropic over Q.
(2) For every s ∈ R, if k = esℓ(v0) and Xs = Lasv0, then Xs = {v ∈ V : q(v) =
0, ℓ(v) = k}. In particular, Xs is Zariski-closed in V.
(3) The subset LP is Zariski-open in G.
Proof. (1) For every g ∈ GL(V), if ℓ ◦ g = ℓ, then g preserves W. If furthermore
g ∈ G = Oq, then g preserves W
⊥. Since W⊥ is a line, there exists λ ∈ C such that g
acts by x 7→ λx on W⊥. As ℓ|W⊥ is nonzero and g preserves ℓ, we have λ = 1. Hence the
elements of L are exactly the elements of GL(V) whose bloc matrix in the decomposition
V = W⊥ ⊕W has the form
(1 0
0 g′
)
with g′ ∈ Oq|W . In particular, the linear algebraic
group L, isomorphic overQ to the orthogonal group of the nondegenerate rational quadratic
form q|W, is semisimple hence reductive.
It is well-known (see for instance [Bor1][BJ, page 270]) that theQ-rank of the orthogonal
group Oq′′ of a nondegenerate rational quadratic form q
′′ is zero (or equivalently that Oq′′ is
anisotropic over Q) if and only if q′′ does not represents 0 over Q. For instance, this follows
from the fact that the spherical Tits building over Q of Oq′′ is the building of isotropic
flags over Q. Hence by assumption, L is anisotropic over Q.
(2) Note that by the definition of as, we have asv0 = e
sv0, hence by the linearity of
ℓ, we may assume that s = 0. Recall that q(v0) = 0 and ℓ(v0) > 0. By the definition of
L, the orbit X0 = Lv0 is contained in {v ∈ V : q(v) = 0, ℓ(v) = ℓ(v0)}. To prove the
opposite inclusion, write v = v′ + v′′ the decomposition of any v ∈ V in the direct sum
V = W⊥ ⊕W. If ℓ(v) = ℓ(v0) and q(v) = 0, then v
′ = v′0 and q(v
′′) = −q(v′) = −q(v′0),
and in particular q(v′′) = q(v′′0 ). By Witt’s theorem, there exists g
′ ∈ Oq|W such that
v′′ = g′v′′0 . Hence the linear transformation of V which is the identity on W
⊥ and is equal
to g′ on W, is an element of L sending v = v′ + v′′ to v0 = v
′
0 + v
′′
0 . The second assertion
follows.
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(3) The algebraic group G = Oq acts transitively on the projective variety of isotropic
lines in V, the stabiliser of the line generated by v0 being P by definition. As we have
seen in (2), the orbit under L of the line generated by v0 is hence the Zariski-open subset
of G/P consisting of the isotropic lines not contained in W. The last claim of Lemma 21
follows. 
To conclude the proof of Corollary 3, we relate the two counting functions in the
statements of Corollary 3 and Theorem 15 (2). Let L = L(R)0 and Γ = G(R)0 ∩G(Z).
We have ℓ(v0) > 0 by the definition of v0. For every r ≥ ℓ(v0) + 1, let t = ln
r
ℓ(v0)
> 0.
With Σk as in the statement of Corollary 3, using the change of variables k = e
sℓ(v0) and
Lemma 21 (2), by the definition of the modified Siegel weights in Equation (2), we have∑
k∈[ℓ(v0),r]
∑
[u]∈(L(Z)∩L)\Σk
vol
(
(Lu(Z) ∩ L)\(Lu ∩ L)
)
=
vol
(
(L ∩ Γ)\L
) ∑
s∈[0,t]
∑
[u]∈(L(Z)∩L)\Xs∩Λprim
w′L,ρ|L(u) . (26)
By Theorem 15 (2) and Equation (25), there exist c, δ > 0 such that as t → +∞, the
quantity (26) is equal to
c e(n−2)t +O
(
e(n−2−δ)t
)
=
c
ℓ(v0)n−2
rn−2 +O
(
rn−2−δ
)
.
Note that
∑
k∈[min{1,ℓ(v0)},max{1,ℓ(v0)}]
∑
[u]∈(L(Z)∩L)\Σk
vol
(
(Lu(Z)∩L)\(Lu∩L)
)
is finite.
This concludes the proof of Corollary 3. 
Remarks (1) If n ≥ 6, since q is isotropic over Q and the restriction of q to the kernel of
ℓ is anisotropic over Q, then the signature of q over R is (1, n− 1) or (n− 1, 1), and L(R)
is compact (see the above picture on the right); hence L(Z) is finite, and our result allows
to count integral points on the quadratic hypersurface q−1(0) (see the references given in
the introduction for related works).
(2) If n ≥ 4, then we have a result similar to Corollary 3 where we consider all the
integral points and not only the primitive ones: under the other assumptions of Corollary
3 and with c as above, we have, for every r ≥ 1 with r → +∞,∑
k∈[1,r]
∑
[u]∈(L(Z)∩L)\(q−1(0)∩ℓ−1(k)∩Zn)
vol
(
(Lu(Z) ∩ L)\(Lu ∩ L)
)
=
c ζ(n− 2)
ℓ(v0)n−2
rn−2 +O
(
rn−2−δ
)
.
The proof is similar to the one at the end of Section 3.1. For every s ∈ R and p ∈ N−{0},
we denote by A
(p)
s the set of integral points of Xs whose greatest common divisor of their
coefficients is p. We note that by Lemma 21 (2), the map from A
(p)
s to A
(1)
s−ln p defined by
x 7→ xp is a bijection such that Lxp = Lx for every x ∈ A
(p)
s . Hence with
N (p)s =
∑
[u]∈(L(Z)∩L)\A
(p)
s
vol
(
(Lu(Z) ∩ L)\(Lu(R) ∩ L)
)
,
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we have N
(p)
s = N
(1)
s−ln p and
∑
[u]∈(L(Z)∩L)\(q−1(0)∩ℓ−1(k)∩Zn)
vol
(
(Lu(Z) ∩ L)\(Lu ∩ L)
)
=
∞∑
p=1
N (p)s ,
and one concludes as in the end of Section 3.1.
When n = 3, the same argument gives∑
k∈[1,r]
∑
[u]∈(L(Z)∩L)\(q−1(0)∩ℓ−1(k)∩Zn)
vol
(
(Lu(Z) ∩ L)\(Lu ∩ L)
)
=
c
ℓ(v0)
r log r +O
(
r
)
.
3.3 Counting inequivalent integral points of given norm in central divi-
sion algebras
Let n ≥ 2, let D be a central simple algebra over Q of dimension n2, let N : D → Q be its
reduced norm, and let O be an order in D (that is, a finitely generated Z-submodule of D,
generating D as a Q-vector space, which is a unitary subring). We refer for instance to [Rei]
and [PR, Chap. I, §1.4]) for generalities. The aim of this section is to use our main result
to deduce asymptotic counting results of elements of O (modulo units) of given norm. We
note that this result can be also deduced by elementary methods (as for the first example)
of fundamental domain for the action of unit groups on a level set of the norm, as well as
from the analytic continuation (established in [SS]) of the zeta function associated to the
corresponding prehomogeneous vector space.
Corollary 22 If D is a division algebra over Q, then there exist c = c(D,O) > 0 and
δ = δ(D) > 0 such that, for every r ≥ 1 with r → +∞,
Card O×\{x ∈ O : 1 ≤ |N(x)| ≤ r} = c r
n
(
1 + O
(
r−δ
))
.
Proof. In order to apply Theorem 1, let us first define the objects appearing in its
statement.
Let V be the vector space over Q such that V(K) = D ⊗Q K for every characteristic
zero field, with the integral structure such that Λ = V(Z) = O, which is (for the extended
multiplication) a central simple algebra over C. Let D1 be the group of elements of
(reduced) norm ±1 in V.
We take G = SL(V) (which is connected, simply connected, semisimple, defined over
Q, hence reductive without nontrivial Q-characters) and ρ the inclusion of G in GL(V)
(which is an irreducible rational representation). To simplify the notation, we denote
ρ(g)v = gv for every g ∈G and v ∈ V.
Let L be the algebraic subgroup of G which is the image of D1 into G by the (left)
regular representation d 7→ {v 7→ dv}. Note that the linear algebraic groups L and D1 are
defined over Q and are isomorphic by this representation. We have
L(Z) = D1 ∩ O = O× . (27)
We take v0 ∈ V to be the identity element in D. The stabiliser of the line Cv0 in G is a
(maximal) parabolic subgroup P of G defined over Q. We note that dim(P) = dim(D)2−
dim(D) − 1 and dim(L) = dim(D) − 1. We have a relative Langlands decomposition
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P = AMU with MU the stabiliser of v0 in G, and we may write A(R)0 = (as)s∈R such
that asv0 = e
s
n v0. An easy computation gives
λ = log det(Ad a1)|U = n > 0 . (28)
Let us now check that the hypotheses of Theorem 1 are satisfied by these objects.
We claim that the group L ∩ P is finite. The action of this group on v0 defines a
Q-character of L ∩P. Since L ≃ D1 is anisotropic over Q (see for instance [PR, Chap. II,
§2.3]), this character must be trivial on (L∩P)0, and (L∩P)0v0 = v0. Since StabL(v0) =
{e}, it follows that (L ∩ P)0 = {e}, which proves the claim. Comparing dimensions, we
deduce that LP is Zariski-open in G.
For every s ∈ R, we have
Xs = Lasv0 = e
s
nLv0 = e
s
nD
1 . (29)
Hence Xs is Zariski-closed in V.
To conclude the proof of Corollary 22, we relate the two counting functions in the
statements of Corollary 22 and Theorem 1.
Since L acts simply transitively on the orbit of v0, the Siegel weights are constant, equal
to 1vol(L(Z)\L(R)) . For every k ∈ N− {0}, denote by O
(k) the subset of nonzero elements of
O whose greatest common divisor of their coefficients in a Z-basis of O is k. In particular,
since the norm is a homogeneous polynomial of degree n and by Equation (29), we have
Xs ∩ Λ
prim = {x ∈ O(1) : N(x) = es} .
Note that the map x 7→ xk is a bijection from O
(k) to O(1). Hence, using Equation (27) and
Theorem 1, there exist δ > 0, that we may assume to be in ]0, 1[ , and c > 0 such that, as
r ≥ 1 and r → +∞,
Card O×\{x ∈ O : 1 ≤ |N(x)| ≤ r} =
+∞∑
k=1
Card O×\{x ∈ O
(k) : 1 ≤ |N(x)| ≤ r}
=
+∞∑
k=1
Card O×\{x ∈ O
(1) : 1 ≤ |N(x)| ≤
r
kn
}
=
+∞∑
k=1
∑
0≤s≤log r
kn
Card
(
L(Z)\
(
Xs ∩ Λ
prim
))
=
+∞∑
k=1
c
( r
kn
)n(
1 + O
(( r
kn
)−δ))
= c ζ(n2) rn
(
1 + O(r−δ)
)
.
This ends the proof of Corollary 22. 
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