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Abstract
In this paper the regularity of nine P(al-type interpolation problems is proved. In the literature interpolation
on the zeros of the pair
w()n (z) = (z + )
n + (1 + z)n; v()n (z) = (z + )
n − (1 + z)n
with 0¡¡ 1 has been studied. Here the nodes form a subset of these sets of zeros. c© 2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction
The study of Hermite–Birkho< interpolation is a well-known subject (cf. the excellent book [6]).
Recently, the regularity of some interpolation problems on non-uniformly distributed nodes on the
unit circle have been studied. For some references see [2–4].
Along with the continuing interest in interpolation in general, a number of papers on P(al-type
interpolation have appeared, cf. [1,7,8].
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In this paper a combination of these two types of approximation is considered. The basic ingre-
dients are the polynomials
w()n (z) = (z + )
n + (1 + z)n; zeros: {wj}; (1)
and
v()n (z) = (z + )
n − (1 + z)n; zeros: {vj}; (2)
with 0¡¡ 1 and n¿ 2.
It has been proved in [4] that the P(al-type interpolation problem
given 2n numbers bj; cj (16 j6 n);
Jnd a polynomial P(z) of degree6 2n− 1;
satisfying P(wj) = bj; P′(vj) = cj (16 j6 n); (3)
has a unique solution for 0¡¡ 1. This is equivalent to: the problem stated above with bj = cj =
0 (16 j6 n) has the trivial solution P(z) ≡ 0 only. This uniqueness property is referred to as
regularity.
In the sequel, a number of problems will be treated where one or two of the zeros of w()n (z)
and=or v()n (z) is omitted from the set of interpolation points. This type of problem is quite di<erent
from the problems studied by H.P. Dikshit (manuscript [draft]), where one or more zeros is added
to the set of points that are used in the interpolation to the derivative.
The layout of the paper is as follows: in the next section the main results will be given, followed
in Section 3 by the proofs.
2. Main results
For sake of simplicity, the zeros to be left out will be taken to be z =±1 (from v()n (z)) and=or
z = 1 (from w()n (z)). The results are summed up in
Theorem 1. Let w()n (z); v
()
n (z) be as in (1); (2); with 0¡¡ 1 and n¿ 2. Then the P9al-type
interpolation problem (3) is regular for the following pairs of functions:
1:
{
w()n+1(z);
v()n (z)
z − 1
}
; 2:
{
w()n (z);
v()n (z)
z − 1
}
; 3:
{
v()n+1(z)
z − 1 ; w
()
n (z)
}
;
4:
{
w()2n+1(z);
v()2n (z)
z + 1
}
; 5:
{
w()2n+1(z)
z + 1
; v()2n (z)
}
; 6:
{
v()2n (z)
z + 1
; w()2n−1(z)
}
;
7:
{
w()2n (z);
v()2n (z)
z2−1
}
; 8:
{
w()2n+1(z)
z + 1
;
v()2n (z)
z + 1
}
; 9:
{
w()2n+1(z)
z + 1
;
v()2n (z)
z2−1
}
:
In each case the zeros of the ;rst polynomial of the pair are used to interpolate the values P(·)
and the zeros of the second one for the derivative P′(·).
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Remark 1. It is clear that we are indeed using pairs of polynomials:
w()n (1) =0 for all n; w()n (−1) = 0 for n odd;
v()n (1) = 0 for all n; v
()
n (−1) = 0 for n even: (4)
Remark 2. The interpolation operator assigning to each set of data its unique polynomial appears to
be rather stable under removal of a few interpolation points. One may wonder whether a P(al-type
problem is regular for all choices of interpolation points or not.
This is, however, not the case as can be seen by the following simple example: c(z − 1)(z −
3); c∈C solves the interpolation problem where the values are interpolated in the zeros of (z −
1)(z − 3) and the derivatives in z − 2.
Restriction to points on the unit circle, {ei’; ei }; {ei}, with ’;  ; ∈ (−; ] and pairwise distinct,
does lead to a regular problem! The coeNcient c in c(z − ei’)(z − ei ) turns out to be
2ei − ei’ − ei ;
and a necessary condition for non-regularity is that this expression vanishes. But this implies
cos = 12(cos’+ cos  ); sin =
1
2(sin’+ sin  )
and thus cos(’−  ) = 1, leading to a contradiction.
Remark 3. The question whether P(al-type interpolation using two arbitrary disjoint sets of points on
the unit circle (or roots of unity) is regular or not; remains open.
3. Proofs
The proofs for the nine cases of the main theorem all use the same method. This method will be
explained explicitly for cases 1 and 2; for the remaining cases only intermediate steps will be given
and, where necessary, a more detailed explanation.
Introduce for convenience the notation
n = {P |P ∈C[z]; degree P6 n};
for the set of polynomials of degree less than or equal n with complex coeNcients.
Proof of case 1. Here we have (n+ 1) + (n− 1) = 2n interpolation points; leading to the problem:
Jnd P ∈2n−1 with
P(wj) = 0 (wj from w
()
n+1(z) = 0); P
′(vj) = 0
(
vj from
v()n (z)
z − 1 = 0
)
: (5)
From the conditions; one can conclude
P(z) = w()n+1(z)Q(z); Q∈n−2;
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with Q satisfying
w()n+1(vj)Q
′(vj) + w
()
n+1(vj)
′Q(vj) = 0; vj from
v()n (z)
z − 1 = 0: (6)
For vj formula (2) implies (vj + )n = (1 + vj)n; thus;
w()n+1(vj) = (1 + ) (vj + 1)(vj + )
n;
w()n+1(vj)
′ = (1 + ) (n+ 1)(vj + )n: (7)
Inserting (7) into (6) and dividing out the common factor (1 + ) (vj + )n; we Jnd
(vj + 1)Q′(vj) + (n+ 1)Q(vj) = 0; 16 j6 n− 1: (8)
Now Q∈n−2; and thus
(1 + z)Q′(z) + (n+ 1)Q(z) = 0; (9)
as the left-hand side of (9) belongs to n−2 and has n− 1 zeros from (8).
This di<erential equation is easily solved
Q(z) = c(z + 1)−n−1; c∈R:
But Q is a polynomial and thus Q ≡ 0.
For the sequel we need two lemmas:
Lemma 1. For Re a; Re b¿− 1 and 0¡¡ 1; we have∫ −
−1=
(+ )a(1 + )b d= (−1)a (1− 
2)a+b+1
a+1
(a+ 1)(b+ 1)
(a+ b+ 2)
:
Proof. see [4].
Lemma 2.
3F2
(
a; b; c
1 + a− b; 1 + a− c
∣∣∣∣∣ x
)
= 1F0(a; x)3F2
(
a=2; (a+ 1)=2; 1 + a− b− c
1 + a− b; 1 + a− c
∣∣∣∣∣− 4x(1− x)2
)
:
Proof. This is Whipple’s formula; see [5; p. 43].
Proof of case 2. Now there are 2n − 1 interpolation points and the problem is to Jnd P ∈2n−2
satisfying
P(wj) = 0 (wj from w()n (z) = 0);
P′(vj) = 0
(
vj from
v()n (z)
z − 1 = 0
)
: (10)
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Put
P(z) = w()n (z)Q(z); Q∈n−2
with
w()n (vj)Q
′(vj) + w()n (vj)
′Q(vj) = 0; vj from
v()n (z)
z − 1 = 0: (11)
As in case 1; we can calculate the coeNcients explicitly:
w()n (vj) = 2(vj + )
n;
w()n (vj)
′ =
n(vj + )n−1(2vj + 2 + 1)
1 + vj
: (12)
Inserting (12) into (11); we arrive after some simpliJcation for 16 j6 n− 1 at
2(vj + ) (1 + vj)Q′(vj) + n(2vj + 2 + 1)Q(vj) = 0: (13)
This time Q∈n−2 and the number of zeros following from (13) leads to
2(z + )(1 + z)Q′(z) + n(2z + 2 + 1)Q(z) = C
v()n (z)
z − 1 : (14)
Using the integrating factor
(z) = {(z + )(1 + z)}(n=2)−1
the di<erential equation can be solved explicitly:
{(z + ) (1 + z)}(n=2)Q(z) = C
∫ z
−1=
v()n ()
− 1 {(+ ) (1 + )}
(n=2)−1 d+ D: (15)
The left-hand side of (15) has a zero for z =− 1 ; implying D = 0 and for z =−; implying
C
∫ −
−1=
v()n ()
− 1 {(+ ) (1 + )}
(n=2)−1 d= 0: (16)
The Jnal step in the proof now consists of showing that the integral; write I ; in (16) does not vanish
for 0¡¡ 1.
Using Lemma 1, the integral in (16) can be written as a sum:
I
1−  =
∫ −
−1=
(+ )n − (1 + )n
(+ )− (1 + ) {(+ ) (1 + )}
(n=2)−1 d
=
n−1∑
k=0
∫ −
−1=
(+ )(n=2)−1+n−k(1 + )(n=2)−1+k d
= (−1)3n=2−1 (1− 
2)2n−1
3n=2(2n)
n−1∑
k=0

(
3n
2
− k
)

(n
2
+ k
)
(−)k :
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The proof reduces to the calculation of the sum
∑n−1
k=0; to this end we Jrst extend the upper limit
of summation to n and rewrite the new sum using Lemma 2.
n∑
k=0

(
3n
2
− k
)

(n
2
+ k
)
(−)k
=
(
3n
2
)

(n
2
)
3F2
( −n; n2 ; 1
−n;− 3n2 + 1
∣∣∣∣∣ 
)
=
(
3n
2
)

(n
2
)
1F0(−n; ) 3F2
( − n2 ; −n+12 ;− 3n2
−n;− 3n2 + 1
∣∣∣∣∣− 4(1− )2
)
: (17)
For n even, n= 2m, this reduces to
(3m)(m) (1− )2m 3F2
(
−m;−m+ 12 ;−3m
−2m;−3m+ 1
∣∣∣∣∣− 4(1− )2
)
: (18)
Rewriting the 3F2
m∑
k=0
(−m)k(−m+ 12)k(−3m)k
(−2m)k(−3m+ 1)kk!
(
− 4
(1− )2
)k
=
m∑
k=0
(m+ 12 − k)k(3m+ 1− k)k
(2m+ 1− k)k(3m− k)kk!
(
4
(1− )2
)k
;
we immediately see that this is a sum with strictly positive terms.
Now it is possible to write for this case n= 2m the sum running to n− 1 as the sum to n with
the term with k = n subtracted:
n−1∑
k=0

(
3n
2
− k
)

(n
2
+ k
)
(−)k =
n∑
k=0

(
3n
2
− k
)

(n
2
+ k
)
(−)k − (3m)(m)2m;
and we are done when it is shown that the sum contains a term which is at least as large as the
subtracted term: indeed, the term with k =0 cancels and we Jnd that I =0, showing C=0 by (16).
In the case n odd, n= 2m+ 1, the sum (17) can be written as

(
6m+ 3
2
)

(
2m+ 1
2
)
(1− )2m+1 3F2
(
− 2m+12 ;−m;− 6m+32
−2m− 1;− 6m+12
∣∣∣∣∣− 4(1− )2
)
: (19)
The sum from (19) reduces to a Jnite sum again with positive terms for 0¡¡ 1:
m∑
k=0
(−m)k(−m− 12)k(−3m− 32)k
(−2m− 1)k(−3m− 12)kk!
(
− 4
(1− )2
)k
=
m∑
k=0
(m+ 32 − k)k(3m+ 32 − k)k
(2m+ 2− k)k(3m+ 32 − k)kk!
(
4
(1− )2
)k
:
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And this immediately implies
n−1∑
k=0

(
3n
2
− k
)

(n
2
+ k
)
(−)k
=
n∑
k=0

(
3n
2
− k
)

(n
2
+ k
)
(−)k −
(
−
(
3m+
3
2
)

(
m+
1
2
)
2m+1
)
¿ 0;
showing I =0, and thus C = 0 by (16).
The remaining cases will not be treated in full: the conditions for the derivative, the di<eren-
tial equation and the integral representation for Q will be given, along with some details for the
conclusion Q ≡ 0.
Proof of case 3.
P(z) =
v()n+1(z)
z − 1 Q(z); Q∈n−1;
(wj − 1)Q′(wj) + nQ(wj) = 0; wj from w()n (z);
(z − 1)Q′(z) + nQ(z) = 0;
Q(z) = C(z − 1)−n ∈n−1 ⇒ C = 0:
Proof of case 4.
P(z) = w()2n+1(z)Q(z); Q∈2n−2;
(vj + 1)Q′(vj) + (2n+ 1)Q(vj) = 0; vj from
v()2n (z)
z + 1
;
(z + 1)Q′(z) + (2n+ 1)Q(z) = 0;
Q(z) = C(z + 1)−2n−1 ∈2n−2 ⇒ Q ≡ 0:
Proof of case 5.
P(z) =
w()2n+1(z)
z + 1
Q(z); Q∈2n−1;
(vj + 1)Q′(z) + 2nQ(z) = 0; vj from v
()
2n (z);
(z + 1)Q′(z) + 2nQ(z) = 0;
Q(z) = C(z + 1)−2n ∈2n−1 ⇒ Q ≡ 0:
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Proof of case 6.
P(z) =
v()2n (z)
z + 1
Q(z); Q∈2n−2;
(w2j − 1)Q′(wj) + {2n(wj + 1)− (wj − 1)}Q(wj) = 0; wj from w()2n−1(z);
(z2 − 1)Q′(z) + {2n(z + 1)− (z − 1)}Q(z) = Cw()2n−1(z);
(z − 1)2nQ(z)
z + 1
= C
∫
(− 1)2n−1w()2n−1()
(+ 1)2
d;
no logarithmic contribution:
C(− 1)2n−1 w
()
2n−1()
+ 1
∣∣∣∣∣
=−1
= 0⇒ C = 0:
Proof of case 7.
P(z) = w()2n (z)Q(z); Q∈2n−3;
(vj + ) (1 + vj)Q′(z) + n(2vj + 2 + 1)Q(vj) = 0; vj from
v()2n (z)
z2 − 1 ;
(z + ) (1 + z)Q′(z) + n(2z + 2 + 1)Q(z) = C
v()2n (z)
z2 − 1 ;
{(z + ) (1 + z)}nQ(z) = C
∫ z
−1=
v()2n ()
2 − 1{(+ ) (1 + )}
n−1 d;
C
∫ 
−1=
v()2n ()
2 − 1{(+ ) (1 + )}
n−1 d= 0;
(1− 2)C
n−1∑
k=0
∫ −
−1=
(+ 1)3(n−1)−2k(1 + )(n−1)+2k d= 0;
C
(1− 2)4n−2(−1)3(n−1)
3n−2(4n− 2)
n−1∑
k=0
(3n− 2− k)(n+ 2k)2k = 0⇒ C = 0:
Proof of case 8.
P(z) =
w()2n+1(z)
z + 1
Q(z); Q∈2n−2;
(vj + 1)Q′(vj) + 2nQ(vj) = 0; vj from
v()2n (z)
z + 1
;
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(z + 1)Q′(z) + 2nQ(z) = 0;
Q(z) = C(z + 1)−2n ∈2n−2 ⇒ C ≡ 0:
Proof of case 9.
P(z) =
w()2n+1(z)
z + 1
Q(z); Q∈2n−3;
(vj + 1)Q′(vj) + (2n+ 1)Q(vj) = 0; vj from
v()2n (z)
z2 − 1 ;
(z + 1)Q′(z) + 2nQ(z) = 0;
Q(z) = C(z + 1)−2n ∈2n−3 ⇒ C ≡ 0:
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