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The fourth or  der Rosenbrock method with an au  to  matic step size con  trol fea  ture was
de  scribed and ap  plied to solve the re  ac  tor point ki  net  ics equa  tions. A FOR  TRAN 90
pro gram was de vel oped to test the com pu ta tional speed and al go rithm ac cu racy. From
the re  sults of var  i  ous bench  mark tests with dif  fer  ent types of re  ac  tiv  ity in  ser  tions, the
Rosenbrock method shows high ac  cu  racy, high ef  fi  ciency and sta  ble char  ac  ter of the
so lu tion.
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IN TRO DUC TION
The point ki  net  ics equa  tions, the sim  pli  fied nu  -
clear ki net ics model, are a sys tem of stiff or di nary dif  -
fer  en  tial equa  tions (ODE). Al  though the cur  rent re  -
search high  lights fo  cus on the space-time so  lu  tions,
the point ki net ics equa tions still play an im por tant role
in  nu clear  ki net ics  anal y sis.  An  ac cu rate  and  ef fi cient
gen  eral nu  mer  i  cal method is needed to solve the point
ki net ics  equa tions  with  any  re ac tiv ity  driv ing  func -
tions.
Ex  ten  sive lit  er  a  ture can be found on how to
solve the re  ac  tor point ki  net  ics equa  tions. For ex  am  -
ple, Chao and Attard [1] de  vel  oped the well known
stiff ness con  fine  ment method that elim  i  nates the stiff  -
ness of the de layed neu tron pre cur sor and con fines the
stiff  ness in  side the neu  tron den  sity. The tra  di  tional
gen  er  al  ized Runge-Kutta method was used by
Sánchez [2] to solve the stiff  ness prob  lem. Re  cently,
the power se ries so lu tion [3], re ac tiv ity piecewise con -
stant  ap prox i ma tions  [4],  Padé  ap prox i ma tions  [5],
CORE nu  mer  i  cal al  go  rithm [6], and better ba  sis func  -
tion [7] have been suc  ces  sively ap  plied to nu  mer  i  cal
so lu tions of the re ac tor point ki net ics equa tions. These 
meth  ods are briefly dis  cussed as fol  lows.
Stiff ness  Con fine ment  Method  (SCM).  By in  tro  -
duc  ing an as  sis  tant func  tion, the stiff  ness was con  -
fined in  side the neu  tron den  sity and elim  i  nated from
the de layed neu tron pre cur sor den sity. Within one time 
step, it er a tion and a lin ear ex trap o la tion are re quired to 
find the value of the as  sis  tant func  tion. The nu  mer  i  cal
tests dem  on  strate that SCM pro  duces mod  er  ate ac  cu  -
racy un  der mod  er  ate stiff con  di  tion and low ac  cu  racy
where the stiff  ness is strong. The im  ple  men  ta  tion of
this method is rel  a  tively com  plex.
Gen er al ized  Runge-Kutta  method  (GRK).  The
so  lu  tion of the fourth or  der GRK method adopts the
form of the Runge-Kutta so lu tion. The co ef fi cients are 
found by solv ing four sys tems of lin ear equa tions. The
au  to  matic step size con  trol was re  al  ized based on the
trun ca tion er ror of each time step. There is no ap prox i -
ma  tion in this method, and good agree  ment be  tween
the GRK so  lu  tion and the ex  act value is ob  tained, but
the rel a tive er ror of GRK so lu tion may ex ceed the pre -
de fined tol er ance un der the strong stiff ness con di tion.
Power  Se ries  So lu tion  (PWS).  The power se  ries
was used to rep re sent the so lu tion of the point ki net  ics
equa  tions. The neu  tron den  sity is ob  tained af  ter com  -
put ing  the  ma trix  el e ments  and  PWS  co ef fi cients  in
the re  cur  rence re  la  tion. A high ac  cu  racy in the slow
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tatjanaj@ecn.purdue.edu (T. Jevremovic)tran  sient case can be ob  tained while the mod  er  ate ac  -
cu racy un der the con di tion of the strong stiff ness is ob -
served. The com pu ta tion speed is rel a tively slow com -
pared to the Rosenbrock method de  scribed in this
pa per.
Re ac tiv ity  Piecewise  Con stant  Ap prox i ma tions
(PCA).  PCA as  sumes that the re  ac  tiv  ity slowly var  ies
with re  spect to time. The piecewise con  stant func  tion
over a time par ti tion is used to ap prox i mate the con tin -
u ous  re ac tiv ity  func tion.  New ton’s  method  is  uti lized
to find the roots of the inhour equa  tion, which are the
eigenvalues of the point ki  net  ics ma  trix, and the
eigenvector  is  com puted  by  ma trix  mul ti pli ca tions.
This meth od ol ogy ap plies to the mod er ate fast or slow
tran  sient prob  lems, since the er  ror be  comes large
when the prob  lem be  comes very stiff. This method
showed to be ac cu rate for the step re ac tiv ity, and mod -
er ately ac cu rate  in  com put ing  the  ramp re ac tiv ity.  The
im ple men ta tion  of  PCA  is  sim ple  and  com pu ta tion
speed is ex  pected to be fast.
Padé  Ap prox i ma tions.  The Padé ra  tio  nal ap  -
prox i ma tion  is  used  to  ap prox i mate  the  ex po nen tial
func  tion in the point ki  net  ics equa  tion so  lu  tion. The
roots of the inhour for mula are used as the eigenvalues
of the point ki  net  ics ma  trix. The nu  mer  i  cal tests dem  -
on  strated that high ac  cu  racy could be achieved in
strong step re  ac  tiv  ity in  ser  tion. The low step size was
re  quired to com  pute the zig  zag re  ac  tiv  ity ramp to ac  -
quire the same ac  cu  racy.
CORE  Nu mer i cal Al go rithm. Laplace trans form
and Heaviside ex  pan  sion the  o  rem give an ex  plicit so  -
lu  tion to the point ki  net  ics equa  tions. The roots of the
inhour equa  tion serve as the pa  ram  e  ters in the ex  po  -
nen  tial term and the other co  ef  fi  cients can be found
through  an other  ex plicit  for mula.  Then,  de ter min ing
the ini  tial con  di  tion for the next time in  ter  val is re  -
quired to ad  vance to the next step. This meth  od  ol  ogy
as sures  rel a tively  mod er ate  ac cu racy.
Better Ba  sis Func tion (BBF). This re  cently pub -
lished meth  od  ol  ogy is based on the third or  der ex  po  -
nen  tial func  tion used as a ba  sis func  tion to ap  prox  i  -
mate the in  te  gra  tion of the neu  tron den  sity. The four
co  ef fi  cients in the ba sis func  tion are ob  tained by solv  -
ing four equa  tions. The us  ers have to pro  vide the an  a  -
lytic  equa tion  of  the  in te gra tion  of  the  mul ti pli ca tion
of  the re ac tiv ity func tion and  an  ex po nen tial  func tion.
Since the in te gra tion is not as friendly as the dif fer en ti -
a  tion, the in  te  gra  tion term may not be rep  re  sented by
the  el e men tary  func tions  for  some  re ac tiv ity  func -
tions. The nu mer i cal tests show that this method is rel -
a tively ac cu rate com pared to the large step size used in
those benchmarks. The dis  crep  ancy be  comes large
when the neu  tron den  sity chang  ing is very fast.
Most of these meth  ods can  not achieve the per  -
for  mance of the Rosenbrock method. In other words,
the Rosenbrock method can achieve high ac  cu  racy
with fewer in  te  gra  tion steps. Be  sides, with  out the
func  tion of the au  to  matic step size con  trol, us  ers will
have dif  fi  culty in de  ter  min  ing the step size based on
the de sired ac cu racy and prob lem stiff ness. Com pared
to the tra  di  tional GRK method, three ma  jor im  prove  -
ments were made: the for  mu  las were re  vised to re  -
move the time vari  able from the list of the de  pend  ent
vari  ables to re  duce the com  pu  ta  tion time; the orig  i  nal
set of pa ram e ters was re placed by an other set pro posed 
by Shampine [8] for better per  for  mance; LU (Lower
tri an gu lar  Up per  tri an gu lar  ma trix)  de com po si tion
sub  sti  tuted the ma  trix in  vert  ing to re  duce the te  dious
math e matic  der i va tion  and  cod ing  work,  while  the
gen eral math e matic pro ce dure made the pro gram have 
the func tion of solv ing the point ki net ics equa tion with 
any de  layed neu  tron groups.
In this pa per, the Rosenbrock method so lu tion of
the re  ac  tor point ki  net  ics equa  tions is pre  sented. A
FOR  TRAN 90 pro  gram was de  vel  oped to test the ac  -
cu  racy and ef  fi  ciency of this meth  od  ol  ogy (see Ap  -
pen  dix). Nu  mer  ous bench  mark tests are pre  sented
lead  ing to a con  clu  sion that the pre  sented meth  od  ol  -
ogy shows high ac cu  racy and high ef fi  ciency. We also
used this de vel op ment to in cor po rate into ex pe ri en tial
in  ter  ac  tive learn  ing tools on re  ac  tor phys  ics at the ju  -
nior level in nu  clear en  gi  neer  ing pro  grams at the uni  -
ver  si  ties in United States. There is an ev  i  dent nu  clear
re nais sance  started  with  this  cen tury,  in spir ing  ed u ca -
tional sys  tem to re  vi  tal  ize and re  visit teach  ing meth  -
ods.
ROSENBROCK METHOD IN 
POINT KINETICS EQUA  TIONS
The Rosenbrock method [9], also known as the
Kaps-Rentrop method, evolves from the GRK
method. It seeks the so  lu  tion of stiff ODE in the fol  -
low ing  form
¢ = y f y ( ) (1)
where  y is an n-di men sional  col umn  vec tor.  The  so lu -
tion of eq. (1) at each time step is given with
y t h y t b g
s
( ) ( ) 0 0
1
+ = + å
=
i i
i
(2)
where t0 is the ini tial time, h – the step size, bi – the con -
stants, gi – the col  umn vec  tors, and s – the or  der of the
Rosenbrock method.
In or  der to per  form the au  to  matic step size con  -
trol, two es  ti  mates of eq. (2) are com  puted: one y with
the or der of s and co ef fi cients bi  and the other ) y, with a
lower or  der of ) s  and  dif fer ent  co ef fi cients 
)
bi. The dif  -
fer ence  be tween  y and ) y gives the trun  ca  tion er  ror at
this time step that can be used for step size ad just ment.
Kaps and Rentrop [10] sug gested the small est value of
s and ) s to be 4 and 3, re  spec  tively; this is called the 4th
or  der method [9].
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nec es sary, even if the right-hand side (RHS) of eq. (1),
f (y, t) ex plic itly de pends on t. The gi needed in eq. (2) is 
ob  tained as fol  lows
(3)
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where  h is the step size, a, c, and  g are con  stants, and I
is the iden  tity ma  trix.
Equa  tions (3) con  sists of four lin  ear sys  tems of
equa  tions. Be  cause the left-hand side (LHS) ma  tri  ces
are the same, only one time of the LU de com po si tion is 
needed to fac  tor  ize the LHS ma  trix. Thus, start  ing
from the first equa  tion of eqs. (3), gi are found by four
back-sub  sti  tu  tion with four dif  fer  ent RHS of these
equa tions.  The  es ti mate  of  y is com  puted by eq. (2),
and the trun  ca  tion er  ror is ob  tained as fol  lows
err e g
i
= å
=
i i
1
4
(4)
Since the er ror cri te rion is de fined by the rel a tive 
er  ror, a vec  tor yscale, is re  quired to scale the trun  ca  tion
er  ror at each time step (tiny value is added to avoid
yscale to be  come zero)
y y t hf y t scale = + + ( ) ( , )
–
0 0 0
30 10 (5)
The max  i  mum er  ror of the vec  tor y is ob  tained
with
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If the errmax is larger than the pre  de  fined er  ror
con trol  cri te rion  e, the al  ready com  puted y  es ti mate
will be aban doned, and a smaller step size hre try will be
found  ac cord ing  to
h h err h retry =
- max[ . ( ) , , ] max
/ 09 0 5
1 3 (7)
to  re cal cu late  y.  Oth er wise,  this  y es  ti  mate will be ac  -
cepted and the next step size will be de ter  mined based
on the trun  ca  tion er  ror of this time step as fol  lows
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In  stead of us  ing the co  ef  fi  cients of Kaps and
Rentrop [10], the pa  ram  e  ters sug  gested by Shampine
[8], which are as  sumed to have better sta  bil  ity and ac  -
cu racy,  are  used  in  de vel op ing  this  meth od ol ogy.
Those  pa ram e ters  are
g = 0.5;
a21 = 2, a31 = 1.92, a32 = 0.24;
c21 = –8, c31 = 14.88, c32 = 2.4, c41 = –0.896,
c42 = –0.432, c43 = –0.4;
b1 = 19/9, b2 = 0.5, b3 = 25/108, b4 = 125/108;
e1 = 17/54, e2 = 7/36, e3 = 0, e4 = 125/108;
c1 = 0.5, c2 = –1.5, c3 = 2.42, c4 = 0.116;
a2 = 1, a3 = 0.6.
The well-known re ac tor point ki net ics equa tions 
are
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where n(t) is the neu  tron den  sity, Ci(t) – the de  layed
neu tron pre cur sor den sity of i-th group, r(t) – the re ac -
tiv ity  driv ing  func tion,  b – the to  tal de  layed neu  tron
frac tion,  bi – the de  layed neu  tron frac  tion of the i-th
group, li – the de cay con stant of the i-th group, and L –  
the  av er age  neu tron  gen er a tion  time.
There fore, for a given re ac tiv ity driv ing func tion 
r(t), the ma  tri  ces in eq. (3) are de  fined as 
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Be  cause the ma  trix di  men  sion is re  duced by one
by re  mov  ing the time vari  able from the list of the de  -
pend  ent vari  ables, the com  pu  ta  tion time can be saved
for 30% (for six de  layed neu  tron groups) to 60% (for
one de  layed neu  tron group) com  pared to the con  ven  -
tional GRK method [2].
BENCH MARK  TESTS
We  pres ent  seven  dif fer ent  bench mark  ex am ples
[7, 11, 12] in clud  ing the step re  ac  tiv ity, ramp re ac  tiv ity,
zig zag  ramp  re ac tiv ity  and  sine  re ac tiv ity  to  ver ify  the
meth od ol ogy and nu mer i cal so lu tions, the ac cu racy and 
com  pu  ta  tional time. In all pre  sented tests the au  to matic
step size con  trol with an ini  tial ten  ta  tive step size of
0.01s and the er  ror tol er a tion of 10–6 is spec i fied. All of
the pre  sented ki  net  ics ex  am  ples start from the equi  lib  -
rium state, there  fore, the Ci(0) are com  puted us  ing
C n i
i
i
( ) ( ) 0 0 =
b
l L
(13)
with n(0) = 1.0. The benchmarks 1, 2, 3, 5, and 6 share
two sets of typ  i  cal re  ac  tor pa  ram  e  ters that are listed in
tab. 1. The ex  act so  lu  tions of those bench  mark tests are
adopted from da Nobrega [11], but the method that pro  -
duced the ex  act so lu tion was not men tioned in this ref er -
ence.
The com pu ta tion time of the nu mer i cal so lu tions 
pre  sented for all bench  mark tests is ob  tained by run  -
ning the FORTRAN90 code on the AMD Opteron
2354 Pro  ces  sor. The av  er  age step size is ob  tained as
the to  tal in  te  gra  tion time di  vided by the to  tal num  ber
of  cal cu la tion  steps.
Bench  mark 1: fast re  ac  tor,
re ac tiv ity  step  of  $0.5*
A  con stant  re ac tiv ity  of   r(t) = 0.0022 is in serted
into a fast re  ac  tor. The neu  tron den  sity at three time
points is pre  sented in tab. 2. The av  er  age step size is
0.078 s. The neu  tron den  sity re  sponse pro  duced by
Rosenbrock method ex  actly matches the ref  er  ence
value. Fig ure 1 shows the neu tron den sity and de layed
neu tron  pre cur sor  den sity  vs. time. Each point rep  re  -
sents one cal cu lated time point. At the be gin ning of the 
pos i tive  re ac tiv ity  in ser tion,  the  neu tron  den sity  rap -
idly in creases in a very short pe riod of time; there  fore,
the step sizes at the be  gin  ning are very small to over  -
come the strong stiff ness. Af ter the ini tial jump, the in -
creas  ing speed of neu  tron den  sity be  comes slow, re  -
sult  ing in large step sizes. The de  layed neu  tron
pre cur sor  den sity  fol lows  the  rel a tively  same  in creas -
ing trend but with  out the ini  tial jump. There  fore, the
main stiff  ness oc  curs in the neu  tron den  sity.
Bench  mark 2: thermal re  ac  tor,
re ac tiv ity  step of –$0.5
In  this  ex am ple the re ac tiv ity driv ing  func tion is
r(t) = –0.00375, which equates –$0.5 step in  ser  tion.
Ta  ble 3 shows the neu  tron den  sity change, and the av  -
er  age step size is 0.093 s. The zero rel  a  tive er  ror in  di  -
cates that the rel  a  tive er  ror of the neu  tron den  sity is
much lower than the pre  de  fined er  ror tol  er  ance. The
neu tron den sity and de layed neu tron pre cur sor den sity 
are dis  played in fig. 2. The neg  a  tive re  ac  tiv  ity in  ser  -
tion in  tro  duces a neu  tron den  sity jump at the be  gin  -
ning; there fore, the Rosenbrock method au to mat i cally
se  lects small step sizes at the start. On the other hand,
the curves of the de layed neu tron pre cur sor den sity are 
rel  a  tively flat. Thus the main stiff  ness also oc  curs
within the neu  tron den  sity.
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Ta ble  1.  Ki net ics  pa ram e ters  for  two  typ i cal  re ac tors
Group
Thermal reactor Fast reactor
li[s–1] bi li[s–1] bi
1 0.0127 0.000285 0.0129 0.0001672
2 0.0317 0.0015975 0.0311 0.001232
3 0.115 0.00141 0.134 0.0009504
4 0.311 0.0030525 0.331 0.001443
5 1.40 0.00096 1.26 0.0004534
6 3.87 0.000195 3.21 0.000154
b   0.0075    0.0044
L (s)   0.0005   10–7
Ta  ble 2. Neu  tron den  sity of bench  mark 1
(fast re  ac  tor, step of $0.5); CPU time: 0.002 s
t (s) Reference
[11] Rosenbrock Relative error
0.1 2.075317 2.075317 0.0
1.0 2.655853 2.655853 0.0
10.0 12.74654 12.74654 0.0
Ta  ble 3. Neu  tron den  sity of bench  mark 2
(thermal re  ac  tor, step of –$0.5); CPU time: 0.002 s
t (s) Reference
[11] Rosenbrock Relative error
0.1 0.698925 0.698925 0.0
1.0 0.607054 0.607054 0.0
10.0 0.396078 0.396078 0.0
* $1 = bBench mark  3:  ther mal  re ac tor,
re ac tiv ity  step  of  $1
The neu  tron den  sity listed in tab. 4 cor re sponds
to $1 step re  ac  tiv  ity in  ser  tion into a ther  mal re  ac  tor,
where r(t) = 0.0075.The av  er  age step size is 0.020 s.
The Rosenbrock neu  tron den  sity is also ac  cu  rate in
this  strong  pos i tive  re ac tiv ity  step  in ser tion  test  case.
Fig ure 3 dis plays the neu tron den sity and de layed neu -
tron pre  cur  sor. A larger in  creas  ing slope is ex  pected
due to the stron  ger step re  ac  tiv  ity in  ser  tion. Be  cause,
as shown with eqs. (8), for sta  bil  ity rea  son, the max  i  -
mum h grow ing fac tor is 1.5, the ini tial 0.01 s step size
grad u ally in creases till the end of the in te gra tion time.
Bench mark  4:  ther mal  re ac tor,
re ac tiv ity  ramp  of  $0.1/s
The ther mal re ac tor de cay con stants li given in tab. 
1 are used for this test, but the other pa  ram  e  ters are re  -
placed with: b1 = 0.000266, b2 = 0.001491, b3 =
=j0.001316, b4 = 0.002849, b5 = 0.000896, b6 =
=j0.000182,  b  =0.007, and L = 2×10–5 s [2]. The re ac tiv ity 
driv ing func tion is r(t) = 0.0007 t. The neu tron den sity at
five time points be  tween 0 and 10 s is com  puted and
shown in tab. 5. The ref  er  ence value was pro  vided by
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Fig  ure 1. Bench  mark 1:
(a) Neu  tron den  sity; (b) De  layed
neu tron  pre cur sor  den sity
Fig  ure 3. Bench  mark 3:
(a) Neu  tron den  sity; (b) De  layed
neu tron  pre cur sor  den sity
Ta  ble 4. Neu  tron den  sity of bench  mark 3
(thermal re  ac  tor, step of $1); CPU time: 0.002 s
t(s) Reference
[11] Rosenbrock Relative error
0.1 2.515766 2.515766 0.0
0.5 10.36253 10.36253 0.0
1.0 32.18354 32.18355 3.1×10–7
Fig  ure 2. Bench  mark 2:
(a) Neu  tron den  sity; (b) De  layed
neu tron  pre cur sor  den sityHermite poly  no  mial method with the fixed step size of
0.0001 s [7]. An av  er  age step size of 0.008 s was ob  -
tained with the Rosenbrock method. By ex  am  in  ing the
rel  a  tive er  ror given in tab. 5, the Rosenbrock method
gives  ac cu rate  val ues  con sis tently.  All  rel a tive  er rors  are
much lower than the pre de fined er ror tol er ance. The neu -
tron den  sity and de  layed neu  tron pre  cur  sor den  sity are
pre sented in fig. 4. Af ter 5 s, when the re ac tiv ity ex ceeds
$0.5, the neu  tron den  sity and de  layed neu  tron pre  cur  sor
den sity  ex po nen tially  in crease. The Rosenbrock method
could ac  cu  rately solve this stiff  ness. If this bench  mark is
cal  cu  lated with the er  ror tol  er  ance of 2×10–5, the max  i  -
mum Rosenbrock rel  a  tive er  ror is –9.7×10–6, which is
lower than the max i mum GRK rel a tive er ror of –3.0×10–5
com  puted by 10–5  er ror  tol er ance.  In  ad di tion,  the
Rosenbrock av er age step size of 0.023 s is larger than the
GRK av  er  age step size of 0.020 s [2]. By com  par  ing the
Rosenbrock CPU time with PWS CPU time of 3.02 s [3],
the Rosenbrock method is about a hun  dred times faster
than the PWS method.
Bench  mark 5: fast re  ac  tor,
re ac tiv ity  ramp  of  $1/sec ond
A fast ramp of $1/s pro  duces the neu tron den sity
given in tab. 6. The stiff  ness is rel  a  tively strong. The
re ac tiv ity driv ing func tion is de fined as r  (t) = 0.0044 t. 
Fig  ure 5 il  lus  trates the fast in  creas  ing neu  tron den  sity
and de layed neu tron pre cur sor den sity. Af ter 0.5 s, this 
prob  lem ap  pears to be very stiff. The neu  tron den  sity
and  de layed  neu tron  pre cur sor  den sity  ex po nen tially
in  crease af  ter 0.5 s. The rel  a  tively small av  er  age step
size of 0.0006 s of this case also shows that the step
size can be au  to  mat  i  cally de  ter  mined based on the
stiff ness of the prob lem. The rel a tive er ror that is lower 
than the pre  de  fined tol  er  ance in tab. 6 also proves that
the Rosenbrock method gives the ex  act re  sults as the
math e mat i cal  ex pec ta tion.
Bench  mark 6: thermal re  ac  tor,
zig zag  re ac tiv ity  ramp  of  $1/sec ond
A zig  zag ramp re  ac  tiv  ity is in  serted into a ther  -
mal re  ac  tor. The re  ac  tiv  ity in  creases at the speed of
$1/s till 0.5 s, then it de  creases with a slope of –$1/s
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Ta  ble 5. Neu  tron den  sity of bench  mark 4
(thermal re  ac  tor, ramp of $0.1/s); CPU time: 0.029 s
t(s) Reference
[7] Rosenbrock Relative error
2 1.338200 1.338200 0.0
4 2.228442 2.228442 0.0
6 5.582052 5.582051 –1.8×10–7
8 42.78630 42.78629 –2.3×10–7
10 451163.6 451163.6 0.0
Fig ure  4. Bench  mark 4:
(a) Neu  tron den  sity;
(b) De  layed neu  tron
pre cur sor  den sity
Ta  ble 6. Neu  tron den  sity of bench  mark 5
(fast re  ac  tor, ramp of $1/s); CPU time: 0.03 s
t(s) Reference
[11] Rosenbrock Relative error
0.5 2.136407 2.136406 –4.7×10–7
1.0 1207.813 1207.814 8.3×10–7
Fig  ure 5. Bench  mark 5:
(a) Neu  tron den  sity;
(b) De  layed neu  tron
pre cur sor  den sityfrom 0.5 s to 1.0 s, there  af  ter is fol  lowed by a ramp of
$1/s up to 1.5 s again. From there, it main tains the con -
stant at $0.5. The re  ac  tiv  ity driv  ing func  tion is
r( )
. .
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t t
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The neu tron den sity at five sam ple time points is
shown in tab. 7. The av  er  age step size is  0.05 s. Ac  -
cord  ing to all zero rel  a  tive er  rors in tab. 7, the
Rosenbrock method pro  vides ac  cu  rate re  sults. The
neu tron  den sity,  re ac tiv ity  driv ing  func tion,  and  de -
layed neu  tron pre  cur  sor den  sity pro  files are shown in
fig. 6. The zig zag re ac tiv ity ramp brings fluc tu a tion to
the neu tron den sity pro file whose curve shape fol lows
the re ac tiv ity  driv ing  func tion,  but  the rel a tive  mag ni -
tude of the re  sponse of the de  layed neu  tron pre  cur  sor
den  sity to the zig  zag re  ac  tiv  ity ramp is rel  a  tively
small.
Com  pared to Padé and SCM max  i  mum rel  a  tive
er ror of 6×10–4 cal cu lated with the fixed 0.01s step size
[1], the Rosenbrock method has much better per  for  -
mance, be cause it could achieve much higher ac cu racy 
with a quite large av  er  age step size. If this bench  mark
is cal cu lated by the Rosenbrock method with the fixed
step size of 0.03 s, the max  i  mum rel  a  tive er  ror is
8.3×10–6 which is still lower than the max  i  mum rel  a  -
tive er  ror of 9.5×10–6 com  puted by the GRK method
with the fixed step size 0.01 s [2]
Bench mark  7:  si nu soi dal  re ac tiv ity
This  ex am ple  dem on strates  the  neu tron  den sity
re  sponse to a  si nu soi dal    re ac tiv ity    os cil la tion.    The
one group  cal cu la tion  pa ram e ters are  b = 0.0079, l  =
=j 0.077 s–1, and L = 10–8 s. The re  ac  tiv  ity driv  ing
func tion  is
r( ) . sin t t = æ
è
ç
ö
ø
÷ 0005333
50
p
The to  tal CPU time is 0.025 s. The cal  cu  la  tion
was per formed for one pe riod (0-100 s). The n(t), r (t),
and  Ci(t) are shown in fig. 7. This neu  tron den  sity
curve ex actly matches the prompt jump ap prox i ma tion 
(PJA) so  lu  tions pro  vided by [12]. The one group de  -
layed neu  tron pre  cur  sor den  sity curve has the sim  i  lar
shape, but the peak is de layed ap prox i mately 10 s. The
PJA max  i  mum re  sponse value is 61.4963 [2], while
the Rosenbrock max  i  mum neu  tron den  sity is 61.4964
cal  cu  lated with the av  er  age step size of 0.083 s. The
peak neu  tron den  sity of the Rosenbrock method is
much closer to the PJA an a lytic so lu tion than the GRK
re  sult, 61.509 [2].
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Ta  ble 7. Neu  tron den  sity of bench  mark 6
(thermal re ac tor, zigzag ramp of $1/s); CPU time: 0.004 s
t(s) Reference [11] Rosenbrock Relative error
0.5 1.721422 1.721422 0.0
1.0 1.211127 1.211127 0.0
1.5 1.892226 1.892226 0.0
2.0 2.521601 2.521601 0.0
10.0 12.04711 12.04711 0.0
Fig  ure 6. Bench  mark 6:
(a) Neu  tron den  sity and
re ac tiv ity;  (b)  De layed  neu tron
pre cur sor  den sity
Fig  ure 7. Bench  mark 7:
(a) Neu  tron den  sity and
re ac tiv ity;  (b)  De layed  neu tron
pre cur sor  den sityDIS CUS SION
The rel  a  tive er  ror that is lower than the pre  de  -
fined cri  te  ria in all first six test cases proves that the
Rosenbrock method could solve the point ki  net  ics
equa tions with suf fi cient ac cu racy. From the com par i -
sons be  tween the Rosenbrock and GRK for
benchmarks 4, 6, and 7, it is shown that the
Rosenbrock method gives more ac  cu  rate re  sults with
fewer cal  cu  la  tion steps, which means that the
Rosenbrock method has better ac  cu  racy and sta  bil  ity
than the GRK method. The CPU time for all these
benchmarks is quite short; the max  i  mum time was
only 0.03 s; on av  er  age, 2×10–5 s is needed to ad  vance
to the next time step. There  fore, the com  pu  ta  tion bur  -
den of the Rosenbrock method in solv  ing point ki  net  -
ics equa tions is neg li gi ble. More over, the im ple men ta -
tion of this method is rel  a  tively sim  ple. In or  der to
de  velop a gen  eral code that could han  dle ar  bi  trary de  -
layed neu  tron group struc  ture and re  duce the cod  ing
work, in vert ing the LHS ma trix in eq. (2) is not rec om -
mended, al  though it may save some cal  cu  la  tion time.
The  nu mer i cal  so lu tion  pre sented  in  this  pa per  shows
to be di  rectly ap  pli  ca  ble in solv  ing the point ki  net  ics
with any r (t) , as long as the de riv a tives of r (t) are an a -
lytic.  Oth er wise,  nu mer i cal  dif fer enc ing  sub rou tine  is
needed.
CON CLU SION
This pa per pres ents the fourth or der Rosenbrock
method ap  plied to solve the re  ac  tor point ki  net  ics
equa  tions. From the pre  sented var  i  ous bench  mark
tests, it can be con  cluded that the Rosenbrock al  go  -
rithm ex  hib  its high ef  fi  ciency, high ac  cu  racy and sta  -
ble fea  tures. By adopt  ing the au  to  matic step size con  -
trol, the us  ers do not have to de  ter  mine the step size.
The  de vel oped  nu mer i cal  code  can  au to mat i cally  out -
put the re  sults with the de  sired ac  cu  racy.
The de vel oped pro gram has be come a part of the
in ter ac tive web-based course mod ule for re ac tor phys -
ics teach  ing at the un  der  grad  u  ate level [13]. It will as  -
sist the stu  dents to un  der  stand and solve the neu  tron
den sity  re sponse  of  dif fer ent  point  ki net ics  mod els.
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[ue  JANG,   Tatjana JEVREMOVI]
ROZENBROKOVO   NUMERI^KO  RE[EWE  KINETI^KE  JEDNA^INE 
REAKTORA  SA  PRIMERIMA
U ovom radu opisana je Rozenbrokova metoda ~etvrtog reda sa automatskom kontrolom
veli~ine intervala i wena primena u re{avawu kinetike nuklearnih reaktora.  Na osnovu ove
metode razvijen je numeri~ki pro gram zasnovan na ra~unarskom jeziku FOR TRAN 90  i testirani su
wegova brzina i ta~nost. Prikazano je vi{e primera koji ukqu~uju razli~it tip promene
reaktivnosti reaktora. U svim testovima, opisana procedura re{ewa kinetike reaktora na osnovu
Rozenbrokove metode pokazala je visoku ta~nost, a numeri~ki pro  gram izuzetnu brzinu re{ewa.
Kqu~ne re~i: kinetika reaktora, Rozenbrokova metoda, FOR  TRAN 90