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Resumo 
A análise matemática apresentou, principalmente a partir da década de 60, um 
considerável avanço no que se refere à teoria de correspondências ou multifunções. 
Muitas das contnbuições nesta área são devidas a economistas matemáticos, tais como 
Robert Aumann, Wener W!ldenbrand, Gerad Debreu, dentre outros, que motivados por 
problemas teóricos da ciência econômica, mais especificamente à Teoria do Equihbrio 
Geral e Teoria de Jogos, foram responsáveis por vários resultados que, ou generalizavam 
alguns fatos obtidos na análise de funções clássicas, ou mesmo apresentavam novos 
conceitos e resultados. O objetivo principal deste trabalho é o de, num primeiro 
momento, sistematizar a teoria básica de correspondências: passando por sua definição, a 
conceituação de convergência, o estudo da continuidade até mensurabilidade e 
integração. Por fim, vamos dar algumas das aplicações deste escopo à Teoria do 
Equihbrio Geral com finitos bens; mais especificamente, o modelo de Equihbrio Geral 
com um continuo de agentes e puras trocas e ao modelo com produção e agentes 
mensuráveis, conhecido como coalition production economy. 
iii 
Abstract 
The rnathernatical analysis has presented, specially after the 60's, a considerable 
development in what is referred to tbe tbeory o f correspondences or multi:functions. Many 
of the contributions in this area are due to rnathernatic-economists, such as Robert 
Aumann, Wener Hildenbrand, Gerard Debreu, arnongst others, that motivated by 
theoretical problems of economic science, more specifically the Theory of General 
Equilibriurn and tbe Garne Theory, were reponsable for many results that have, eitber 
generalized facts obtalned in the analysis of classical functions, or even presented new 
concepts and results. The maln goal o f this work is to, in a fist stage, syntbesize the basic 
theory of correspondences; passing by its definition, the concept of convergence, the 
study of continuity up to measurability and integration. In the end we give some 
aplications of this frarnework to the theory of General Equilibriurn with finite goods; 
more specifically, to the model of General Equihbriurn witb a continuurn of agents and 
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Capítulo 1 
Teoria de Correspondências. 
1.1 Apresentação. 
Nesta primeira parte do trabalho, temos como objetivo, introduzir os elementos básicos da teo-
ria de correspondências, Tendo em vista que uma correspondência, de um conjunto X a um 
conjunto Y, é uma aplicação que associa a cada elemento de X um subconjunto não-vazio de Y, 
temos a necessidade de realizar um estudo sobre os espaços de subconjunto de Y para, então, 
podermos especificar alp;uns conceitos de convergência de conjuntos. Como neste trabalho o 
estudo é desenvolvido para o caso em que Y = JI<n, ou de forma um pouco mais geral, para 
o caso em que Y é um espaço de Polonês (Y é um espaço métrico completo e separável), não 
estabeleceremos resultados em contextos mais gerais; um tratamento em que admitimos espaços 
topológicos formados pela coleção de subconjuntos de um espaço topológico original Y é dado 
em [26]. Como daremos enfase para o caso em que Y = JI<n, vamos apresentar alguns tipos 
de espaços de subconjuntos de JI<n, a saber: a farm1ia dos subconjutos compactos de JI<n e seu 
subespaço dos compactos e convexos, o qual apresenta relevância ao se trabalhar com corre-
spondências que relacionam elementos em X a subconjuntos não-vazios, compactos e convexos 
de JI<n. :'\ão obstante, também apresentaremos uma noção de convergência de conjuntos aplicáv-
el a qualquer sequência de conjuntos, conhecida por convergência de Kuratowski. Veremos que, 
quando dotamos o espaço de conjuntos compactos com a métrica de Hausdorff, obtemos um 
espaço de Polonês. Ainda, apresentaremos uma caracterização da métrica de Hausdorff via 
função suporte, graças a um resultado devido a l1inkowski, o que torna sua operacionalização 
bem mais cômoda. 
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Em seguida, daremos os principais resultados relacionados à continuidade e hernicontinuidade 
superior e inferior para correspondências. Tais resultados são de extrema importància para o 
estabelecimento dos teoremas de ponto fixo, mais precisamente, o teorema do ponto fixo de 
Kakutani para correspondência o qual generalizou o teorema do ponto fixo de Brouwer para 
funções. 
A última parte deste primeiro capítulo versa sobre mensurabilidade e integração de cor-
respondências. Iniciaremos esta seção apresentando os conceitos de mensurabilidade e Borel-
mensurabilidade para correspondências cujo domínio é um espaço de medida (X,A,f.L), além 
da noção de seleção mensurável e de contextos que garantam sua existência. Daí, vamos definir 
a integral de Aumann além de tratarmos algumas de suas propriedades, destacando sua con-
vexidade decorrente de um resultado devido a Lyapunov. Ao fim, depois de definirmos uma 
correspondência contável aditiva, apresentaremos o teorema de Radon-Nikodym. 
1.2 Espaços de Conjuntos em iR.n. 
1.2.1 Os Espaços K(IRn) e KC(IRn). 
Inicialmente, vamos recapitular alguns resultados e definições básicas: 
(a) A ç; Rn é fechado se para toda sequência (xn) ç; A tal que Xn-+ x tenhamos que x E A. 
(b) A c;; Rn é limitado se existe alguma constante k >O tal que para todo a E A, d(a, O)= 
lia!!< k. 
(c) A ç; Rn é compacto se, e somente se, A é fechado e limitado. 
(d) A c;; lRn é convexo quando para todo a 1 , a2 E A e para todo À E [0, 1], tenhamos 
que .\a1 + (1- .\)a2 E A. 
(e) A envolvente convexa de A é o conjunto: 
Ou equivalentemente, coA é a intersecção de todos os subconjuntos convexos que contém A; 
como a intersecção de conjuntos convexos é um conjunto convexo[l], então coA é um conjunto 
convexo. Ainda, é claro que A ç; coA= co( coA). 
Definamos, então, dois espaços de conjuntos em Rn, a saber, o espaço dos subconjuntos não-
vazios e compactos e outro, um espaço próprio deste último, que toma o requerimento adicional 
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de convexidade. 
(i) K(Rn) ={A Ç Rn/ A =J f!J, A é compacto}. 
(ii) KC(IRn) ={A E K(IRn)/ A é convexo}. 
Usando as definições acima podemos provar a seguinte proposição: 
Proposição 1 Seja A Ç Rn. Então: 
(i) Se A é convexo então coA= A. 
(ii)Se A é fechado então coA é fechado. 
(iii)Se A é compacto então coA é compacto. 
Definição 2 Sejam A, B subco77;junto não-vazios de Rn e À E R temos a seguinte definição 
dada por ]V[inkowski: 
A+ B - {a+ b: a E A, b E B} 
AA - {Aa: a E A} 
Daí, vemos que K(Rn) e KC(Rn) são fechados para estas operações de adição e multiplicação 
por escalar, ou seja, são espaços vetoriais. 
1.2.2 A Função Suporte. 
Seja A Ç Rn, A =J 0. Definimos a função suporte do conjunto A como sendo: 
x c---+ OA(x) =sup (a, x) 
a E A. 
em que ( ·, -) denota o produto escalar usual em ]Rn. 
Tal função apresenta uma série de propriedades, as quais listamos abaixo: 
Teorema 3 Seja D(oA) = {x E IRn: OA(x) < +oc} o domínio efetivo de 0.4. Então: 
(i) D( a .4) é um cone convexo com vértice em O E IRn. 
(ii)aA(Àx) = ÀaA(x), 'tÀ 2: 01 
1Desta propriedade: o-A(x) = !!xf!a.-t( :.~!'),daí é usual definir O"A : sn-l ~ IRU {oo}, em que sn-l = {x E 
H:': l!x[l- 1}. 
(iii) OA é convexa, ou seja: 
<7A.(ax+f3y) ~ au_4(x) +i3aA(y),Vx,y E Rn eVa,p;::: O tais que a+i3= 1 
(iv) OA é uma função semicontínua inferior (s.c.i-)2 e nunca ocorre que <TA= +x. 
(v) <TA = <TcoAo em que coA é igual a intercecsão de todos os conjuntos convexos fechados 
que contém A, ou equivalentemente, coA = coA, em que X é o fecho3 do conjunto X. 
Demonstração: (i)Seja x E lJ(uA)- Logo VÃ;::: Ü,<7A.(ÀX) =sup (>-a,x) =À sup (a,x) -
aEA aEA 
À<TA(x) < +x. Assim Àx E D(u.4). Além disso, <7.4(0) =sup (O, a)= O. Portanto, D(uA) é um 
aEA 
cone com vértice em O. Sua convexidade, como veremos, será decorrente do item (iii). 
(ii) Segue como escólio de (i). 
(iii)Dados x, y E Rn, para todo a, 3;::: O tais que a+ i3 = 1, temos: 
u.4(ax + f3y) 
a sup (x, a) + ,i3sup (y, a) 
- sup (ax + i3y, a) =sup {a (x, a) + (f3y, a)} ~ 
aEA aEA 
W7A(x) + ,i3uA(Y) < +oc 
aEA aEA 
ou seja, <TA é convexa sobre D(uA.)- Em particular, ax + py E D(u.4),o que completa (i), 
isto é, D(uA) é um cone convexo com vértice em O. 
(i v) Como <TA (o) = O, nunca ocorre que <7.4 _ +oc. A s.c.L segue do fato de <TA ser o 
supremo das formas lineares e contínuas. 
(v) Mostremos duas desigualdades: 
(~) - Como A ç: coA segue que: 
<7A(x) = sup(a,x)~sup (a,x)=<TcoA(x) 
aEA aecoA 
=> aA:SacoA 
(;:::) - Seja x E Rn arbitrário. 
Se <7A(x) = +x, da desigualdade anterior, <TcoA (x) = +oc. 
Todavia, se <7A(x) < +x, façamos ( = u_4(x). 
2 Seja E um espaço vetorial normado. C' ma função ( : E - JR.U { oo} é dita s.cj_ se Vx E E lim inf ( (y) 2: Ç ( x); 
Y-• 
em que lim ini ((y) = lim,-o ini ((y) = sup<>0 inf ((y). 
y__.z yEB(x.d yEB(x.s) 
3 0 fecho de um conjunto X é definido como: X = n{ K ~X : K é fechado} 
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m 
Se z E coA ==>- 3 a1 ... am E A e 0:1 ... O:m E {x E R : x > 0}, com 'L ai - 1, tais que 
i=l 
m 
z = 'L O:iai. 
i=l 
Logo, (x, z) = / x, f; o:;a;) -
\ z=l 
coA, (x, z) :=:; 0"_4(x)-
Assim, O"coA(x) :S <7A(X)-
m 





Se agora z E coA= coA, então 3(zp) Ç coA tal que Zp-+ z_ Portanto, \lp E N temos que 
(x, zp) :=:; <7A(x). Como se, dado um x E R" fi.xo, definirmos a função: 
z >---+ (x, z) 
Vx é contínua, podemos fazer: 
(x, z) 
Portanto, O"coA(x) = sup (x,a) :=:; <7A(x). Isto é, O"coA :S O" A, o que encerra a demonstração. 
a ECOA 
[] 
Observação 4 Também podemos mostrar que se a : JRn -+IR é uma função convexa, positiva-
mente homogênea e s.c. í. Então a é a função suporte do seguinte cor~:íunto fechado e convexo: 
a demonstração deste fato pode ser encontrada em {30]. 
Proposição 5 Dado A C Rn e O" A sua função suporte. Sejam u, v E IRn com O" A (v) < oo. Então, 
se vk = k-1v + (1- k-l )u, (vk -+ u). com k E {L 2, ... }, temos que 0".4( u) =klim 0"_4( vk)· 
~= 
Demonstração: Em [14] temos a demonstração utilizando o fato de O" A ser s.c.i. [] 
Teorema 6 Seja A E KC(IRn) eu E lRn\{0} fixado. Então: 
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(i) Existe Xu E A tal que UA(u) = (u, x,); 
(ii)O hiperplano H= {x E IRn: u.4(u) = (u, x)} suporta A em x,. 
(iii) d(O, H) = 0".4( n~n ). 
11-11 
Demonstração: (i) Temos que a aplicação x E IRn ~--+ (u, x) E IR, por uma das propriedades do 
produto interno, é linear além de contínua. Ainda, A é um conjunto compacto, logo tal aplicação 
atinge um máximo em algum ponto x, E A, isto é, (u, x,) =maxA (u,x) =sup (u,x) = OA(x). 
xE xEA 
(ii) 0 hiperplano H limita A já que Yx E A, (u, x) ::; u_4(x). Ainda, x, E H nA o que 
implica em H suportar A em x,. 
(iii) Como ué ortogonal a H, então existe.\ E IR tal que .\u E H. Mas daí ll.\u\1 é a distância 
de O a H. O que nos permite escrever: 
2 
1 . . . , !!u!l .. .
1 
·c ) 




= 11.\UI = d O, H 
1U11 !UI 
o 
Vejamos alguns exemplos, quando particularizamos o conjunto A <;; IRn. 
Exemplo: Seja A= B[O, 1] = {x E IRn : llxll ::; 1}. Portanto para todo x # O,podemos 
escrever: 
o-BIO,lj(x) =aEs;Kll (x, a)=\ x, ll:!l) = !!~!l\lxf = llxl! 
Se x =o, o-.4(x) =O= llxll- Logo, Yx E IRn, o-B[O,lj(x) = !lxii-
Em outras palavras, a função suporte da bola unitária n-dimensionai corresponde a função 
norma 11-11 : IRn -->IR. o 
m 
Exemplo: Seja A = { ( a1 ... o:n) E R~ : L ai = 1}. Então sua fu..~.">'lçào suporte GA. é dada por: 
í=l 
u.4(x) =sup (x,a) =rn~ {xi}, ern que x= (x1-··xn)- De fato: seja À =rnax {xi} 
aE!7A l.:$z:S:n 1.:$i.:$n 
m m 
u.4(x) =sup (x,a) sup{Lxio:i: l:o:i = l,o:i ~O} :S:,r;'-~ {xi} =Xj = .\ 
aEA i=l i=l _.__:::~_:::n 
que ocorre na j-ésima coordenada. Tomando a E A tal que a = (0, ... ,O, L O, ... , 0), em que 
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o número 1 ocorre na j-ésima coordenada, temos: 
(x, a) = Xj =À, 
Portanto, OA(x) =À. o 
Exemplo: Seja W tun subespaço de JRn (vV f= {O}) e Wl. seu complemento ortogonal, ou 
seja, JRn = W$ WJ... Então: 
. ) r o, x E w1. 
O"w\X = Í ..J.. c: H! 
\. I X~ X '- •• 
Com efeito, 
Se x E n:r.J.. =? (x, K) = O, \:fK E vV, logo crw(x) =sup (x. a) = O. Pois, sem perda de 
aEVV" 
generalidade, se sup (x,a) > 0, teríamos que "'E> O, 3ac E WJ.. tal que [c E (O,crw(x))J 
aEW 
O< crw(x)- s < (x. ac) < ow(x), absurdo, pois as E w·J.. =? (x, ac) =O. Portanto ow(x) =O. 
Se x E W =? crw(x) =sup (x, a) :C: (x, x) = lixil 2 . Como W é subespaço, "'Ã, (J E lR e 
aEltF 
'iy E VV, Àx + (3y E W. Portanto crw(x) =sup (x, a) :C: (x, Àx + (3y) = À (x, x) + (3 (x, y) f= O. 
aEW 
Daí, como 'ir E Jl4, 3J\,:J E JR,3y E W tal que r= Ã(x,x) +/3(x,y), crw(x) :C: r, 'ir E JR+. 
Logo, crw(x) = +oo. o 
n 
Exemplo: Seja A = {a E Rn : ]ai I :::;; 1,1 :::;; i :::; n} então o-A(x) = 2::: ]xil, em que 
i-1 
x = (x1, ... ,x,). C'Ã)m efeito, ';fa, E A, lail ~ 1, "'i E {l, ... n}. Assim, "A(x) =sup (x,a) =sup 
aEA aEA 
n n n n 
2: xiai, mas max L:: ai = 1 + ... + 1 = n. Logo~ sup L xiai :S L lxi\· Tomando a = 
i=l aEA i=l aEA i=l i=l 
n 
( -lç(i), -1Wl, ... , -1Wl), em que Ç(i) =O se xi :C: O e Ç(i) = l se Xi <O, então (x,a) = 2:= ixd. 
i=l 
o 
Teorema 7 Sejam A, B Ç JRn, com A e B não-vazios. 
(i) Se À,fL são reais positivos, então cr:IA+i'B(x) = ÀcrA(x) + fLcra(x). 
(ii) Se .4 Ç B então crA(x) ~ cra(x), Vx E JRn. Reciprocamente, se 'ix E Rn, crA(x) ~ cr8 (x) 
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então coA ç;; coE. Em particular, se A e E são convexos, fechados e não-vazios então: 
(iii) Seja {Ai: i E I} uma fann1ia de subconjuntos não-vazios de Rn. Então O'U A, (x) =s~p 
iEI kl 
i7A.;(x). 
Demonstração: (i)Pela definição da função suporte, i7M+MB (x) = sup (x, z), sendo 
zEAA+;.tB 
z E .>.A + JLE então :l a E A e :l b E E tal que z = Àa + JLb, assim podemos escrever 
<7-"A+MB (x) = sup {.>. (x, a)+ fL (x, b)} =À sup (x, a)+ fL sup (x, b) = ÀO' A(x) + fLi7B(x) pois 
(a,b)EAxB aEA bEB 
À e fL são reais positivos. 
(ii) Como A <;;; E é imediato que i7A(x) ::; <7s(x)\fx E Rn. Reciprocamente, se \fx E 
Rn, i7A.(x) ::; <7s(x) e, por contradição, existisse um elemento z E coA tal que z f/; coE. Daí 
pelo Teorema de Hahn-Banach, existe uma forma linear e contínua f : Rn -+ R que sepa-
ra estritamente {z}, que obviamente é um compacto, e coE, que é um fechado. Em outras 
palavTas, existe xo E Rn tal que , como (x0 , w) < (xo, z) \fx E coE, sup (xo, w) < (xo, z). 
wEcoB 
Mas (xo, z) :S sup (xo, w) e daí <7s(xo) = O'cos(xo) < O'coA(xo) = i7.4.(xo) , absurdo. Para 
wEcoA 
a última equivalência, segue do que mostramos acima e de que se A é convexo fechado então 
A= coA. 
(iii) Seja {Ai : i E I} uma farm1ia de subconjuntos não-vazios de Rn. Temos que \fi E I, 
Ai<;;; U Ai=;. i7A; (x) :S i7U A,(x), lixE Rn. 
zEJ i.E T 
Inversamente, se a E A= U Ai=;. :lio E I tal que a E Aio· Assim, (x,a) :S sup (x,Ç) = 
iEI ÇEAi0 
O'A;. (x) :Ssup O' A; (x). Logo, sup (x,a) :Ssup O'A;(x). O que encerra a demonstração. D 
v iEI aEU Ai iEI 
iEl 
1.2.3 Convergência de Kuratowski. 
Definição 8 Seja (Ap) um sequéncia de subconjuntos de Rn. Seguem as definições abaixo: 
(a) x E Rn é um ponto limite de (Ap) se \f V= E(x, e:), :l Po E N/ \fp '2. Po. Ap n V f= i/J. 
(b) x E R" é um ponto aderente de (Ap) se \fp E N e V V = E(x, e:), :lq 2 p tal que 
Aqn v f= f/J. 
(c) liminfAp = {x E R!'/ x é um ponto limite de (Ap)}. 
(d) íimsupAp = {x E Rn/ x é um ponto aderente de (Ap)}. 
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(e) Se lim inf Ap = lim sup Ap = A, então dizemos que A é o limite da sequência ( Ap), no 
sentido de Kuratowski. Como notação, utilizamos: 
K 
A ouAp --+A. 
Vejamos, primeiramente, um exemplo em que uma sequência de conjuntos em llll.n não con-
verge no sentido de Kuratowski. 
Exemplo: Em R seja 
, { [1/p,+oo),pépar. 
Ap= /1" ( -oo, -1, p" pe%mpar. 
temos que lim inf Ap = {0}, isto é, O é oúnicopontolimitede (Ap). Todavia, lim supAp = llll., 
ou seja, todo número real é ponto aderente de (A.p). Com efeito, dado x E llll., Vp E l\1, V c;> O, 
tomando q = min{n E l\1 : 1/n < se n > p}, temos que Aq n B(x, s) i= 0. Assim (Ap) não 
converge no sentido de Kuratowsky. o 
Teorema 9 Seja (Ap) uma sequência de conjuntos em llll.n. então: 
(IimsupAp)c C liminf A~4 
Demonstração: Seja xo um elemento que não pertença a lino sup Ap. Logo existe uma viz-
inhança VÕ de xo e no E l\1 tal que, Vm 2: no. Am n Vo 0. Agora, seja V uma vizinhança 
arbitrária de xo. Então, para todo m ;?: no, xo E A;,., n V. Assim, A;,., n V é certamente não-vazio 
e, logo, xo E lim inf A~. o 
Exemplo: Para vermos que não podemos ter, em geral, a igualdade de conjuntos no teorema 
anterior, segue o seguinte exemplo em llll. : 
4. - r [1/p,+oo), pépar 
' P -l ( -oo, -1/p], pé ímpar 
temos do exemplo anterior que lim supAp =R isto é, (lim supAp)c = 0, mas lim inf A~= 
4 A"= Rn\A = {x E Rn: x ;f_ A} de7Wta o complementar do conjunto A em Rn. 
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{0}. o 
Lema 10 (Monotonicidade dos limites de Kumtowskí) Sejam (Ap) e (Ep) sequências de con-
juntos em iR" tais que Ap C Ep, Vp E N, então: 
(i)lim supAp C lim supEp. 
(i i }lim inf Ap C lim inf Ep 
Demonstração: (i)Queremos mostrar que, sob a hipótese de que Ap C Ep, Vp E 1\l, todo 
ponto aderente de (Ap) é ponto aderente de (Ep)- Com efeito, se x é ponto aderente de (Ap) 
então, dados quaisquer E > O e p E N, é possível encontrar q E N tal que Aq n E ( x, E) i 0, mas 
Eq n E (x, c) ::::J Aq n E (x, E) i í/J, isto é, X também é ponto aderente de (Ep)-
(ii)Seja x um ponto limite de Ap, ou seja, Vs >O, ::lpo E N tal que Vp 2: po, ApnE(x, E) i f/J. 
Mas Vp 2: po, EpnE(x, E) ::::J ApílE(x, c) i f/J. O que mostra que x é um ponto limite de (Ep)- O 
Teorema 11 Sejam (Ap) e (Ep) sequências de conjuntos em lRn, então: 
(i) iim sup(Ap U Ep) iim supAp U iim supEp. 
(ii) lim inf(.4.p n Ep) c lim inf Ap n lim inf Ep. 
Demonstração: (i) Pelo lema anterior lim supAp C lim sup(Ap U Ep) e lim supEp C 
lim sup(Ap U Ep) e daí, lim supAp U lim supEp C lim sup(Ap U Ep)· Mostremos a inclusão 
inversa, seja xo E lim sup( Ap U Ep) e suponha que x 0 não pertença a lim sup Ap. Então existem 
uma vizinhança Vo e um natural no tal que para todo m 2: no, Am n V0 = 0. Agora seja V um 
vizinhança qualquer de xo e seja n E N. Então existe uma vizinhança U C V n V0 e um número 
natural n1, com n1 2: max{no, n}. Agora, por x 0 E limsup(ApUEp), existe um natural m 2: n 1 
tal que (AmUEm) nU i 0. Como m 2: no e U c Vo e Am nU = 0, temos que Em nU i 0. 
Assim, Em n V i 0 Vm 2: no que implica em x 0 E lim supEp. 
(ii) Segue imediatamente do lema anterior, item (ii). o 
Lema 12 Seja (.4.p) uma sequência de conjuntos em lRn, então lim inf An C lim supAp. 
Demonstração: Das definições, temos que todo ponto limite é um ponto aderente. O 
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Exemplo: Em lf!.n, seja Ap = B(O,p) = {x E lf!.n: jjxjj < p},Vp E N. Se x E lf!.n e V é 
uma vizinhança qualquer de x, então é claro que 3po E N tal que Ap n V i= 0, Vp 2: PD· Daí, 
consequentemente, lim inf Ap lf!.n .e como lim inf An C lim sup Ap :;. lim sup Ap = JF!.n, isto é, 
limAp = lf!.n. O 
Teorema 13 Sejam (Ap) e (Bp) sequências de conjuntos em JF!.n, então: 
(i)íim inf(Ap n Bp) :::> íim inf Ap n lirn inf Bp 
(ii)lim inf(Ap U Bp) C lim inf Ap U lim inf Bp U [lim supAp n lim supBp]· 
Demonstração: (i) Segue da monotonicidade do conjunto de pontos limites lim inf. 
(ii)Como para qualquer sequência de conjuntos (Ap) de JF!.n, vale que lim inf Ap c lim supAp, 
vemos que: 
lim inf Ap U lirn inf Bp U [lim sup Ap n lim sup Bp] = [lim inf Ap n lim inf Bp] U lim inf Ap U 
iim inf Bp U [lim supAp n lim supBp] = [lim inf Ap n lim inf Bp] U [iim inf Ap n iim supAp] U 
[lim sup Bp n lim inf Bp] U [lim sup Bp n lim sup Ap] = [!im inf Ap U lim sup Bp] n [lim inf Bp U 
lirn supAp]· Mas, por simetria5 , é suficiente mostrar que lim inf(Ap U Bp) c lirn inf Ap U 
lim supHp. Seja xo E lim inf(Ap U Hp) e suponha que xo !f. lirn supHp. J;;ntão existe uma 
vizinhança Uo e algum número natural no tal que, para todo m 2: no, Bm n U0 = 0. Tornemos 
agora uma vizinhança arbitrária U de xo e seja n E N. Então U n U0 é uma vizinhança de x0 . 
Assim existe algum número natural n1 tal que, para todo m 2: n1, (Am U Bm) n (U n U0 ) i= 0. 
Escolhendo n2 de maneira que n2 2: max{no,n1}, podemos concluir que, para todo m 2: n 2, 
Am n (U n Uo) i= 0. Ou seja, x 0 E lim inf Ar o 
Os teoremas acima implicam em boas propriedades para a operação de união, como são 
atestadas nos corolários abaixo. 
Corolário 14 (i) Se a sequência (Bp) converge então iim sup(Ap U Bp) = lirn supAp U !imBp 
e iim inf(Ap U Bp) = lim supAp U íirnBp. 
(i i} Se ambas as sequências ( Ap) e ( Bp) convergem então ( Ap U Bp) também converge e 
iim(Ap u Bp) = iimAp u limBp. 
,:;Ou seja, demonstrado que lim inf(ApnBp) C lim inf ApUlimsupBp segue que liminf(ApnBp) = lim inf(Bpn 
Ap) c lim inf B" u limsupA". 
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Demonstração: (i) Como Bp converge, lim supBp = liminf Bp = limBp. Assim, segue do 
teorema 11, que lim sup(Ap U Bp) = lim sup Ap U limBp. Agora pelo teorema 13, lim inf(Ap U 
Bp) :::> lim supAp U limBp e liminf(Ap U Bp) C (liminf Ap U limBp) n (limBp U limsupAp) = 
(lim inf Ap n lim Bp) u lim inf Ap u iim Bp 
U(limBp n limsupAp) = limsupAp UlimBp. Logo, lim inf(Ap U Bp) = lim supAp U limBp-
(ii) Segue imediatamente da hipótese de convergência e do teorema 11. D 
Corolário 15 Se a sequência (ApUBp) converge e se limsupApnlimsupBp 0, então ambas 
as sequências (Ap) e (Bp) convergem. 
Demonstração: Pela hipótese e pelo teorema 11, lim(Ap U Bp) = limsupAp U limsupBp. 
Ainda, pela hipótese e pelo teorema 13, iim(Ap U Bp) :::> liminf Áp U liminf Bp e lim(Ap U 
Bp) c liminf Ap u liminf Bp u [limsupAp n limsupBp],mas limsupAp n limsupBp = f/J. Lo-
go, limsupÁp U iimsupBp = liminf Ap U liminf Bp. Mas pelo lema 12, liminf Ap C limsupÁp, 
sendo que se esta inclusão é estrita, então limsupApnliminf Bp i= f/J, o que contraria a hipótese, 
logo liminf Av= limsupAp. Analogamente, temos que liminf Bp = limsupBp. D 
Para a operação de interceção, no entanto, o limite de Kuratowski não apresenta pro-
priedades análogas, como podemos constatar no próximo exemplo. 
Exemplo: Seja Ap = {-1} U [1 + 1/p,oo) e Bp = (-oo,-1 1/p} U {1}. Então limAp = 
{ -l}U[L oo) e limBp = (-oo, -1-l/p}U{l}, o que nos permite concluir que limApniimBp = 
{ -1} U {1}, mas para todo p E N, Ap n Bp =(/)e assim lim(Ap n Bp) = (/). D 
Os teoremas abaixo estabelecem uma maneira alternativa de se caracterizar os limites de 
Kuratowski. 
Teorema 16 Se (Ap) é um sequência de conj-untos em Rn, então limsupAp = n ( U Am)· 
nEN m?:n 
Demonstração: Pela definição de limite de Kuratowski, x E limsupAp se, e somente se, 
para todo n E N e para qualquer vizinhança U de x, existir algum m ;:=: n tal que Am nU i= f/J, 




Teorema 17 Se (Ap) é um sequência de conjuntos em lll.n ,então liminf Ap = n( U Am), em 
H mEH 
que H denota um subconjunto cofinat' arbitrário de N e a intersecção é sobre todos os H. 
Demonstração: Seja x E limínf Ap. Tomemos U uma vizinhança de x, H um subconjunto 
cofinal de N e Po E N apropriado, logo 't/p ;::: Po, Ap n U #- f/J. Assim existe m E H, com m ;::: Po 
e Am nU #- f/J. Então x E U Am. Como isso vale para qualquer subconjunto cofinal H, temos 
mE H 
que liminf Ap c n( U Am) 
H mEH 
Agora, supondo que x f/c liminf Ap, então existe uma vizinhança U de x tal que, 'tfp E N, 
podemos escolher mp ;::: p com Am, nU = f/J. Seja Hu = {mp : p E N}. Então Hu é um 
subconjunto cofinal de N para o qual U n ( U Amp) = f/J e assim x f/c ( U Am)· 
mpEHu mEHu 
-;-;--..,.-' 
Logo temos que liminf Ap c nc u Am) e se X f/c liminf Ap então X f/c nc u Am), dai 
H mEH H mEH 
podemos concluir que limínf Ap = n( U Am)· D 
H mEH 
Corolário 18 Dada uma sequéncia qualquer ( Ap) de conjuntos em lll.n, então os conjuntos 
liminf Ap e limsupAp são fechados. 
Demonstração: Seguem como consequências imediatas dos teoremas 16 e 17. 
Corolário 19 Dada uma sequéncia qualquer (Ap) de conjuntos em lll.n, então limínf Ap 
iiminf Ap e limsupAp = limsupAp. 
D 
Demonstração: Segue diretamente dos teoremas 16 e 17, já que, se b. é qualquer subconjunto 
de N, então ( U Am) = ( U Am); isto ocorre porque qualquer conjunto fechado que contém 
mE.ó. mELl 
Ap também contém Ap. D 
Corolário 20 Se ( Ap) é uma sequência constante, isto é, se Ap = Ao para todo p E N, então 
límAp =Ao. 
6 H é um conjunto co final de N se 'in E 1V, 3m E H tal quem > n. 
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Demonstração: Temos que para qualquer subconjunto .6- C N, ( U Am) = Ao,e assim 
mELl 
liminf Ap = n( U Am) =Ao e também, limsupAp = n ( U Am) =Ao. D 
H mEH nEN m;;:n 
1.2.4 Convergência na Métrica de Hausdorff. 
Definamos, agora, uma métrica sob o espaço K(lRn), conhecida como métrica de Hausdorff: 
H K(lRn) x K(lRn) --> lR 




{x E lRn/ d(x,A) :Se:} 
inf d(x,a) 
MA 
Equivalentemente, podemos definir a métrica de Hausdorff da seguinte forma: 
H(A, B) = max{sup d(a, B),sup d(b, A)} 
aEA bEB 
Daí segue a definição usual de convergência em espaços métricos: 
Definição 21 Dizemos que uma sequencia (Ap) de compactos não-vazios converge a um com-
pacto A E K(Rn), na métrica de Hm"sdor.fJ, (notação: Ap .!!..c, A) se, 
lim H(Ap, A) =O 
p-oo ~ 
Teorema 22 (K(lRn), H) é um espaço métrico completo. 
Demonstração: Para mostrarmos que (K(lRn), H) é completo, tomemos uma sequéncia de 
Cauchy (Ap) de compactos e não-vazios de lRn. Mostremos que: 
(i)A = n ( U .4;) i= 0, o que é um conjunto fechado. 
pEN i?:_p 
( .. \A H A \11 j-~':lp __,. • 
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Com efeito, seja c> O. Então, como (Ap) é de Cauchy, para cada k E N existe Pk tal que 
p, q ;::: Pk implica em H(Ap, Aq) < 2-ks. Seja (rk) uma sequência estritamente crescente em 
N tal que rk 2:: Pk ,'lk. Seja x1 E ATl. Suponhamos, então, que escolhemos x 1, x2, ... , xk tais 
que x; E Arke, ainda, d(x;, x;-1) < 2-ie:, Vi E {1, ... , k- 1 }. Então Xk-1 é escolhido de modo 
que se verifique d(xk,xk-1) < 2-(k-l)s. Observamos que tal Xk-1 existe, pois: d(xk,Ar._,) :S 
H(Ark. Ark_,) :S 2-(k-1ls. Podemos ver que a sequência (xk) é de Cauchy em !Rn, logo existe 
x E !Rn tal que Xk--..; x. Ainda, temos que x E A, o que prova (i). 
k-1 
Por outra parte, temos que: d(x,x1) = lim d(xk,x1) :S lim L: d(x;_1,x;) :Sê. 
k-oo k__,.oo i-1 
Assim: para todo r1 ?:: Pl e para todo x1 E A1, podemos constrp1l"' U...Tll x E A tal que 
d(x, x 1) :S E. Ou seja, Ar1 Ç N(A, c), Vr1 ;:: p1 . Mostremos agora que A ç; N(Ap, c), 'lp;::: q. 
Com efeito, sabemos que H(Ap, Aq) < c/2 para todo p, q ;::: p1 . Se x E A, então x E U Ap 
p;?:pl 
e, por tanto, existe q > P1 e y E Aq com d(x,y) < c/2. Finalmente, se p > p1 ,temos que 
d(x, Ap) :S d(x, Aq) + H(Ap, Aq) < E. Por tanto, A Ç N(Ap, e), 'lp ;:: p 1 . Isto mostra que 
lim H(Ap, A) =O, o que prova (ii). 
p~oo 
Agora, só resta mostrarmos que A E K (Rn). Por (i), temos que, A é a intersecção de con-
juntos fechados, logo A é um conjunto fechado. Agora, seja E > O, então H(Ap,A) < e:/2 
para todo p 2:: Po· Em particular, temos que A ç; N(Apo,c/2). Daí, como Ap0 é compacto então 
este é limitado, logo existe um conjunto finito F tal que Avo ç; N(F, c/2), o que implica que 
A ç; N(F, c) e, por tanto, A também é limitado. Concluímos que A é um conjunto compacto, 
o que encerra a demonstração. o 
Teorema 23 (K(!Rn), H) é um espaço métrico separável'. 
Demonstração: Para a demonstração, vamos usar o fato de que <Qln é um conjunto denso 
em !Rn. Seja <l> o conjunto de todos os conjuntos finitos da forma {x;, ... ,x;P}, com x;. E 
<Ql". Então é claro que <l> é um subconjunto enumerável de K(JRn). Agora mostremos que <l> 
é um subcojunto denso de K(!Rn). Com efeito, seja A E K(!Rn) e c > O dado. Como A 
é um subconjunto compacto, então este é limitado, de modo que existem y;1 , ••• , Yip em !Rn 
tais que A Ç N({x;, ... ,x;,},c/2). Mas, pela densidade de <Qln em !Rn, podemos encontrar 
elementos x;,, ... ,x;P em <Ql" tais que d(x;.,y;k) :S c/2,'Vk E {l, ... ,p}. Assim fica claro que 
7 Um espaço X é dito separável se este admite um subconjunto enu.merável e denso. 
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A Ç N({xi, ... ,xip},s). 
Por último, podemos supor também que { xi1 , ••• , Xip} Ç N (A, ê), pois, caso contrário, deveria 
existir xo E { Xi1 , ••• , Xip} tal que d(xo, A) > ê, o que implicaria em A n B(xo, c) = f/J. Mas, em 
tal caso, é ciaro que o conjunto {xi11 ..• ,x;P}\{x0} continua sendo :finjto, possuindo ainda a 
propriedade de que A Ç N({x;, ... ,xi,}\{xo},c). Isto mostra que H(A,{xi 11 ••• ,xip}) < s, 
provando que<!> é um conjunto denso em K(JRn). 
Assim, (K(lRn), H) é um espaço métrico separável. o 
Os Teoremas 22 e 23 indicam, assim, que (K(lR"), H) é um espaço de Polonês. Vejamos 
alguns exemplos: 
Exemplo: Seja (xk) uma sequência de pontos na reta, podemos vê-la como uma sequência 
de conjuntos unitários em lR ao trabalharmos com ( { xk}), e ainda, lim Xp = x Ç} { Xp} !!. { x}. O 
Um resultado interessante é que a convergência na métrica de Hausdorff não é equivalente à 
convergência de Kuratowski em K(JRn) , vejamos o exemplo abaixo, confirmando tal afirmação: 
Exemplo: Seja em lR a seguinte sequência de compactos: 
A = {{0, 1/p} se pé par 
P {O,p}sepéimpar 
temos que, liminf Ap = limsup Ap = {0}, ou seja, (Ap) converge no sentido de Kuratowski. 
Todavia, H(Ap, {O}) -+>O, isto é, (Ap) não converge na métrica de Hausdorff. o 
Mas, como dado em [31], sob certa condição sobre a sequência de compactos tomada, temos 
a equilivalência: 
Teorema 24 Seja (Ap) uma sequência em K(Rn) e suponha que exista K E K(Rn) tal que 
Ap ç K, 'ip. Então 
Vemos, facilmente, que a condição de que exista K E K(Rn) tal que Ap Ç K, 'ip, não ocorre 
no exemplo anterior. Também dado em [31], temos o seguinte resultado: 
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Teorema 25 Seja X E K(lRn) e considere o conjunto: 
K(X) ={A E K(JRn): A Ç X} 
Então K(X) é compacto em K(JRn). 
Proposição 26 Algumas das propriedades da métrica de Hausdorff são as seguintes: 
(i}H é positivamente homogênea, isto é, liA, B E K(lRn) e li À> O temos que H(ÀA, ÀB) = 
AH(A,B). 
(ii}liA, B E K(JRn) é verdade que H(coA, coE)::; H(A, B). 
(iii}liA, B, C, DE K(lRn) temos a desigualdade H(A + B, C+ D) :0: H(A, C)+ H(B, D). 
(iv}A métrica de Hausdorff é invariante por translação sobre KC(JRn), isto é, liA, E, C E 
KG(JRn), temos que H(A +C, B +C) = H(A, B). 
Um resultado importante sobre a convergência de sequências de compactos e convexos é o 
seguinte: 
Teorema 27 (KC(lRn), H) é um subespaço fechado de (K(R"), H). 
Demonstração: Seja (Ap) uma sequência de compactos e convexos não-vazios de JRn, tal 
que Ap !!, A E K(lRn). Então temos que, pela desigualdade triangular, \ip E N, H(A, coA) ::; 
H(A,Ap) + H(Ap, coA). Por outra parte, como (Ap) é uma sequência de compactos e com·ex-
os não-vazios de JRn, \ip E N, H(Ap,coA) = H(coAp,coA)::; H(Ap,A), ou seja, H(A,coA)::; 
2H(Ap, A), \ip E N, como lim H(Ap, A) =O então H(A coA) =O, daí coA= A o que diz que 
p---1-00 
A é convexo, encerrando a demonstração. o 
Segue, então, o resultado de compacidade: 
Teorema 28 (Teorema de Seleção de Blaschke}: Se X E K(lRn) e (Ap) Ç X é um sequência 
em KC(JRn), então existe uma subsequência convergente em KC(JRn). 
Demonstração: Sabemos que se X E K(lRn) então o conjunto K(X) = {A E K(lRn) : 
A Ç X} é compacto. Portanto, (Ap) Ç KC(JRn) possui uma subsequência convergente em 
K(X) Ç K(lRn). Ainda, como (KC(lRn), H) é um subespru:;o fechado de (K(Rn), H), então A 
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é um subconjunto convexo de X. o 
Segundo um resultado devido a Minkowski, a classe dos subconjuntos compactos-convexos 
de ]Rn' pode ser imerso isometricamente na classe de funções contínuas sobre a esfera sn-I 
Este resultado proporciona, como veremos, a caracterização da métrica de Hausdorff através 
da função suporte, além de implicar em algumas propriedades. Denotemos por: 
qsn-1) ={f: sn-1 __,R 1 f é contínua} 
dotado com a métrica uniforme: 
d C(sn-1) x C(sn-1 ) _., lR 
(f, g) f----> d(f, g) = sup [f(x)- g(x)j 
xE§n-1 
Teorema 29 (Imersão de Minkowski). A aplicação j : KC(JRn) _., C(sn-1), definida por 
j(A) = 0'.4. é uma isometria aditiva e positivamente homogênea, isto é: 
(a) d(j(A),j(B)) = H(A,B) 
(b) D'A+B =<TA +<TB 
(c) <TM = >-.a.4..\i,\;::::: O. 
Observação 30 Tal teorema, implica em resultados já estabelecidos no Teorema 3 (item (i)) e 
no Teorema 7 (item(i)), como o caso dos itens (b) e (c) do Teorema 29. Podemos ver também 
que o item (a) do Teorema 29 nos possibilita caracterizar a métrica de Hausdorff da seguinte 
forma: 
H(A,B) = sup [a.4(x)- <TB(x)[ 
xE§n-1 
O que nos permite obter o seguinte resultado, já obtido no Teorema 7 (item(ii)): 
A, B E KC(Rn), então A= B <=> a.4. = <TB 
Corolário 31 Dado A E KC(Rn), <TA é uma função Lipschitziana com constante liA[[ .-
H(A, {0}), isto é, lix,y E lRn, ja.4(x)- <T.4.(y)[ :S [[A[[[[x- y[j. 
Demonstração: Defato, [[A[[=H(A,{O})= sup iaA(x)-<T{o}(x)!= sup [a.4.(x)[. 
xE§n-1 xE§n-1 
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Logo, io-A(x)- aA(Y)I - iaA(x- y)l - i!x 
!!AI! llx-vll-
1.3 Continuidade e Hemicontinuidade de Correspondências. 
o 
Nesta seção, introduziremos os conceitos básicos relacionados à continuidade de correspondên-
cias, mas para isso, definamos uma correspondência. 
Definição 32 Uma correspondência r do conjunto X no conjunto Y (escrevemos r : X =t Y), 
é uma regra ao qual associa a cada elemento x E X um subconjunto não-vazio r( x) c;; Y. 
O gráfico de uma correspondência r : X =t Y é dado pelo subconjunto do produto cartesiano 
X x Y, denotado por Gr = {(x, y) E X x Y/ y E r(x)}. 
Como em (14], segue a seguinte definição: 
Definição 33 Seja r : X =t Y uma correspondência: 
(i) A imagem inversa r- 1 da correspondência r é definida como: Seja F uma família de 
subconjunto de Y, então r-1(F) = {x E X: r(x) E F}. 
(ii) A imagem inversa forte rs da correspondência r é definida como: Seja U c Y, então 
r•(U) = {x E X: r(x) cU}. 
(iii) A imagem inversa fraca rw da corresondência r é definida como: Seja U C Y, então 
rw(U) = {x E X: r(x) nU f. 0}. 
Inicialmente, vamos definir o conceito de hemicontinuidadé superior: 
Definição 34 Uma correspondência r : X =t Y é dita hemicontinua superior (h.c.s.) em x se 
para todo aberto e contendo r( X), existe uma vizinhança V de X tal que: 
r(z) C e, Vz E V. 
Dizemos então que uma correspondência é h.c.s. se esta for h.c.s. em todo ponto de seu 
domfnio. 
s Alguns autores empregam o termo Semicontinuidade ao invés de Hemicontinuidade para correspondências. 
O termo mvltífunção também é usualmente empregado como sinônimo de correspondência. 
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Exemplo: Seja f : X -> Y uma função e i: X ::::::) Y uma correspondência tal que Vx E X, 
i(x) = {f(x)}, daí podemos mostrar que f é contínua em x se, e somente se, i é h.c.s. em x. 
o 
A proposição seguinte ilustra algumas propriedades sobre hemicontinuidade superior: 
Proposição 35 (í} Se a correspondt!ncia r: X::::::) y é h.c.s. em X então o fecho de r, isto é, 
a correspondf!ncia x,...., r(x) é também h.c.s. Todavia, a recíproca é falsa. 
(ii)Se as correspondf!ncias (ri)j=1 , ri : X ::::::t Y , são h.c.s. então a união, isto é, a 
n 
correspondência x \---). U ri(x), é também h.c.s. 
i-1 
(iii)Sejam. as correspondências r: X::::! Y e w: Y _, 1111, tais que, r e w sejam. h.c.s., então 
a composição woL isto é, X f-+ w(r(x)) = u w(y) é h.c.s. 
yEf'(x) 
Em muitas aplicações, como salienta[21], a ccrrespondência é a valores compactos, ou seja, 
r(x) é um subconjunto compacto de Y para todo x em X. Para este caso, a definição geral 
de h.c.s. em termos de vizinhança possui uma reformulação por sequências, o que facilita em 
muitos casos as demonstrações. 
Teorema 36 A correspondf!ncia r : X _, K(Y), em que K(Y) denota a coleção de todos os 
subconjuntos compactos de Y, é h.c.s. em x se, e somente se, para toda sequêncía convergindo 
para x em X e toda sequência (yn), com Yn E r(xn), exista uma subsequência convergente de 
(Yn) com limite pertencente a f(x). 
Demonstração: ver [21 J. o 
Proposição 37 Seja a correspondência r : X ::::::) Y a valores compactos e h.c.s .. Então a 
imagem. r(K) = U f(x) do conjunto compacto K é um compacto. 
xEK 
Demonstração: Vamos mostrar que toda sequência (Yn) contida na imagem f(K) possui 
alguma subsequência convergente, e ainda, seu limite pertence a f(K). Com efeito, seja a se-
quência (yn) C f(K), temos que para todo Yn existe algum Xn E K tal que Yn E r(xn). Como 
K é ccmpacto, existe uma subsequência (xnJ ao qual o limite lim Xn" = x E K. Assim, pela 
. q~ . 
hipótese de h.c.s. de r, podemos aplicar o Teorema 36 para as subsequências (xn,) e (Yn,), 
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e daí obtemos uma subsequência de (Yn,) convergente com limite pertencente a f( x) C f( X). O 
Proposição 38 Sejam as correspondências r, X ~ Y (i 
h.c.s. Então a correspondência 
k 
1, ... , k) a valores compactos e 
W x~nY;,Y;=Y\;IiE{l, ... ,k}. 
i=l 
k 
x f-+ Tir;(x) 
í=l 
é a valores compactos e h.c.s. 
Demonstração: Precisamos mostrar que para qualquer sequência (xn) convergindo a x e 
para toda sequência (Yn) = (y~ • ...• y~)nEl'i· com y~ E r,(xn) \;li E {1 •.. ., k }. existe uma subse-
k 
quência convergente, e ainda, seu limite pertence ao produto cartesiano TI r, ( x). Recordemos 
i.::::::l 
que a sequência (y~, ... , y~)nEN do produto cartesiano converge a (y1 , .•. , yk) se, e somente se, 
toda sequência (y~)nEN de suas coordenadas converge a yi \;li E {i, ... , k }. Assim, aplicando o 
Teorerna 36 suces~livamente, desde a primeira até a última coordenada, obtemos a convergência 
desejada no espaço produto. o 
Proposição 39 Sejam as correspondências f; : X ~ Rn (i = 1, ... , k) a valores compactos e 
h. c.s. Então a correspondência soma 
w X~Rn 
k 
X H- >: r,(x) ....... 
Í=l 
é a valores compactos e h. c.s. 
k 
Demonstração: Seja a sequência (xn) cunvergindo a X e seja Yn E L: r,(xn). n E N. Assim, 
i=l 
k 
temos que Yn = 2: y~, em que y~ E ri(xn), í E {1, ... , k }. Pelo Teorema 361 existe para cada 
i=1 
sequência (y~)nEN uma subsequência convergente que, ainda, tem seu limite y' E r,(x). Conse-
quentemente, existe uma subsequência convergente (Ynq )qEN tal que a coordenada y~q converge 
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o 
Proposição 40 Seja a correspondência r :X =t lRn a valores compactos e h.c.s. em x. Então 
a correspondência envolvente convexa 
x f-+ \lr(X) = cor(x) 
é a valores compactos e h.c.s. em x. 
Demonstração: Seja a sequência (xp) convergindo a x e seja Yp E cor(xp), 'lip E N. Por 
um bem conhecido resultado devido a Caratheodory (ver [24]) no qual todo Yp E R" pode ser 
escrito como uma soma convexa de n + 1 vetores em r·(xp), isto é: 
n 
em que, z; E r(xp), L; ,\; = 1, >.; ;::: O. Assim, pelo Teorema 36, 'ii E {O, 1, ... , n} exis-
k~O 
te uma subsequéncia convergente de (z~)pEl'i que, ainda, tem seu limite pertecente a r(x). 
Ainda mais, a sequência ( >.~)pEN é limitada e assim possui uma subsequéncia convergente. 
Consequentemente, existe uma subsequência convergente (ypq) tal que as correspondentes sub-
sequências (z~)qEN e (~9 )qEN são convergentes. Escrevemos explicitamente, lim z~q = zi e q~oo 
n 
lim /~ =_..\i. Claramente, temos que L Ai= 1 e .-\i ~O, daí lim YP = (.\0z0 + ... + Anzn) E 
q-co q i=O q-oo q 
cor(x), o que enc-erra a demonstração. o 
Definição 41 Uma correspondência r : X =t Y é dita fechada se o gráfico Gr é um subcon-
junto fechado de X x Y. 
Observação 42 Pela definição anterior e pelo Teorema 36, vemos que se uma correspondência 
r: X =t Y é a valores fechados (isto é, r(x) é fechado em Y, 'lixE X) e h.c.s. então esta 
possui gráfico fechado. Todavia uma correspondência pode ter gráfico fechado e não ser h.c.s., 
24 
como o exemplo: 
r JR+ ~ lR 
l(x) = rfl/x} se x >O 
L {O} se x =O 
Neste exemplo, o gráfico da correspondf;ncia r, a valores compactos, é fechado em X x Y, mas 
r não é h,c.s. em x =O. Todavia, note que se Y é um espaço compacto- o qual pode ser o caso 
em algumas aplicações- então toda correspondência fechada é h. c.s.; isto segue imediatamente 
do teorema 36. Por esta razão, muitas vezes na literatura, denomina-se uma correspondência 
fechada como h.c.s. Entretanto, como podemos trabalhar com Y não compacto. é importante 
distinguir o dois casos. 
Proposição 43 Sejam a correspondência r: X~ Y a valores compactos e h.c.s. e a corre-
spondência W: X~ Y fechada e assuma que r(x)nw(x) i= 0, Vx E X. Então a correspondência 
intercesão 
<I> X~Y 
X e-+ <l>(x) = r(x) n \!f(x) 
é a valores compactos e h.c.s. 
Demonstração: Vamos provar que V(xp) tal que Xp-+ x e V(yp) com Yv E r(xp) n W(xp) Vp E 
N, existe uma subsequência convergente de (yp) tal que seu límte pertence a r(x) n w(x). Apli-
cando o Teorema 36 à correspondência r segue que existe uma subsequêncía convegente (Yv.) tal 
que seu limte y pertence a r( x). Para provarmos que y E ljt ( x), observemos que ( Xp,, Yp,) E C, 
e lim (xp,,YP,) = (x,y). Como por hipótese o gráfico Gw é fechado, segue que (x,y) E c,.,, 
q-oo 
isto é, y E w(x),o que encerra a demonstração. O 
Damos agora a definição de hemicontínuidade inferior para correspondências. 
Definição 44 A correspondência r: X ~ Y é dita hemicontinua inferior (h.c.i) em x se, e 
somente se, para todo conjunto aberto 8 em Y, com r(x) n e i= 0, existir uma vizinhança V 
de x tal que: 
f(z) neoj= 0,\lz E V 
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Dizemos então que uma correspondência é h. c. i. se estafar h. c. i. em todo ponto de seu domínio. 
Exemplo: Seja f : X -+ Y uma função e considere a correspondência: 
f X=tY 
x >--+ {f(x)} 
então f ê contínua se, e somente se, f ê h.c.i. o 
Algumas propriedades, que seguem imediatamente da definição de h.c.i., são listadas na 
proposição abaixo: 
Proposição 45 (i) r: X ::::t Y é h. c. i. se. e somente se, f: X ::::t Y é h. c. i. 




X e-;. 1lf(x) = u r;(x) 
i=l 
também é h. c. i. 
(iii}Se as correspondências r: X ::::t Y e W: Y ::::tU são h. c. i ... então a correspondência: 
-= X=tU 
X f-+ 3(x) = 1lfor(x) 
é também h.c.i. 
Demonstração: ver [20] e [21]. o 
Como quando tratamos de hemicontinuidade superior, temos também para o caso de hemi-
continuidade inferior uma caracterização por meio de sequências, todavia tal caracterização não 
necessita da hipótese de que a correspondência seja a valores compactos, como no Teorema 36. 
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Teorema 46 A correspondência r: X =l Y é h. c. i em x se, e somente se, para toda sequência 
(xn) tal q·ue Xn-+ x e Vy E r(x), existe uma sequência (Yn) tal que Yn-+ y com Yn E r(xn). 
Demonstração: ver [21]. O 





x e-; Tiri(x) 
i=1 
é h.c.i. e-m, x. 
Demonstração: Seja a sequência (xp) tal que Xp -+X e seja y = (y1 , •.• ,yk) E rl(x) X 
... x rk(x). Pelo Teorema 46, yipode ser obtido como limite de uma sequência (y~)pEN, com 
y; E r;(xp), Vi. Assim, Yp = (y~, ... , y~) é a sequência desejada. o 
Proposição 48 Seja r: X =llRn uma correspondência h. c. i. em x. Então a correspondência 
erwol?Jente r:o1MJe:r:a: 
x f-+ <l?(x) = cor(x) 
é h.c.i. 
Demonstração: Seja a sequência (xp) tal que Xp -+ x. Seja, ainda, y E cor(x), ou seja, 
n n 
y = L :>.Jyi, em que yi E r(x), >.i ::::: o, Vi E {0, ... , n} e L >.i = l. Como r é h.c.i. em x, 
j=O j=O 
existe uma subsequência (y/,)pEN convergente a yi com yf, E r(xp)· Daí, Yp = >.0yg + ... + >.ny; 
pertence a cor( Xp) e converge a y. o 
Observação 49 Como citado em [21}, em contraste com um resultado obtido na Proposição 
43, a intersecsão de correspondências h.c.i. não é, em geral, uma correspondência h.c.i. 
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Definição 50 Uma correspondência fé dita contínua se f for h.c.i. e h.c.s. 
Vejamos alguns exemplos de correspondências descontínuas, dados em (6]: 
Exemplo: Seja a correspondência: 
lR:::tlR 
((-1, 1] se x #O 
L {O} se x =O 
então F1 é h. c. i. em O, mas não é h.c.s. em O. 
Seja, ainda, a correspondência: 
X !-+ 
lR:::tlR 
{[-1, 1] se x O 
\. {O} se x =/= O 
então F2 é h.c.s. em O, mas não é h.c.i. em O. 
Segue, agora, um exemplo dado em (20] de correspondência que seja contínua: 
Exemplo: Sejam f; :X---+ JRn funções contínuas (i E {1, ... , m} ). Definindo: 
x ,___. W(x) = co{fl(x), ... Jm(x)} 
o 
ou seja. temos uma correspondência que associa cada ponto x E X a envolvente convexa em 
JF.n dos pontos {ft(x), ... , .fm(x)}. Então \li é contínua. o 
Podemos definir a continuidade de correspondências do tipo f: T c JRn---+ K(JR:.n) através 
da definição usual de continuidade para espaços métricos. A equivalência da definição herda-
da da estrutura de espaço métrico com a definição mais g;eral, dada acima, pode ser obtida 
trabalhando-se com a caracterização de continuidade dada por sequências. 
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1.4 Teoremas do Ponto Fixo. 
Os teoremas de Ponto Fixo para correspondência surgem nos contextos em que tenhamos uma 
correspondência do tipo r : fl ~ O. Para o caso em que a correspondência é a valores unitários, 
ou seja, uma função r - f : fl -+ n, o problema é saber em que condições podemos ?;arantir a 
existência de um elemento t, E O tal que g(t;) Ç. Keste contexto, t<Jmos o clássico resultado 
quando n E KC(Rn) e f é contínua: 
Teorema 51 Ponto Fixo de Brouwer: 
Se.ia n um subconjunto não-vazio, compacto e convexo de Rn e seja f : n -+ n contínua. 
Então existe um ponto fixo z E O tal que f(z) = z. 
Demonstração: ver [16]. o 
Exemplo: Se, em particular, n = 1 e daí tomamos n = [a, b} c R, a demonstração segue 
imediatamente ao fazermos g: x E [a, b] -+ g(x) = f(x)- x. De fato, se f(a) =a ou f(b) = b 
nada há a demonstrar. Se todavia, f(a) >a e f(b) < b, logo g(a) >O e g(b) <O, do fato de g 
ser uma função contínua segue, do teorema do valor intermediário, que existe z E (a, b) tal que 
g(z) =O, ou seja, f(z) = z. O 
Para correspondências r : O ~ O, em geral, podemos ter, dentre outros, dois tipos de 
teoremas do ponto fixo. 0 primeiro tipo questiona a existência de um ponto z E [l tal que z E 
r( z), já o outro tipo, mais forte, questiona a existência de um ponto z E [l tal que r( z) = { z}. 
O primeiro tipo é o mais importante, sob o ponto de vista de aplicações, e trataremos deste 
nesta seção para o caso em que tenhamos O c Rn. 
Antes, necessitamos da definição de seleção para uma correspondência: 
Definição 52 Seja r : X ~ Rn. Dizemos que f : X -+ Rn é uma seleção de r se f(x) E 
r(x), Vx E X. 
Daremos, agora, um caso particular do clássico Teorema de Michael sobre a existência de 
seleções contínuas demonstrado em [29]. 
Teorema 53 Sejam n E KC(Rn) e r : fl ~ fl cujos valores são compactos e convexos. 
Supondo que r é h. c. i. então r admite uma seleção contínua. 
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A seguir, vamos estabelecer um lema para daí provarmos o teorema do ponto fixo de Kaku-
tani; este lema decorre do Teorema 53. Assim, necessitamos da hipótese de h.c.i. para corre-
spondências, entretanto, o teorema de Kakutani é usualmente estabelecido para correspondên-
cias h.c.s. a valores fechados. Não obstante, como o conjunto fl é compacto, temos um resultado 
(Observação 42) em que h.c.s. associada à propriedade de a correspondência assumir valores 
fechados, imp!iea nesta possuir gráfico fechado. 
Lema 54 Sejam X. Y subconjuntos compactos de JRn e r : X ::::; Y uma correspondência a 
valores convexos com gráfico fechado. Então, dado {3 > O. existe uma correspondência W : X ::::; 
Y a valores convexos, h. c. i. tal que Grw C {3 + Grf = N(Grí,,B). 
Demonstração: Vamos considerar a seguinte correspondência 'I' E' definida para todo e> O: 
we'(x) = U r(x') 
.... 1cv 
llx-::_;(li<z 
Para vermos que >Ir' é h.c.i., vamos considerar um aberto G tal que WE'(x) n G f= 0. Então 
existe x' E X com llx'- xll < e e í(x') n G f= 0. Se ryé suficientemente pequeno ('7 < ê-
llx'- xli)e se lixo -xll < ry,então llx'- xoll <e e wE'(xo) n G f= f/J,pois í(x') c 'l'e'(xo).Daí, 
segue da proposição 48 que W e = co >Ir e' também é h.c.L logo W e é a valores convexos, restando 
apenas provar que Grwe C {3 + Grr se e é suficientemente pequeno. Por contradição, vamos 
supor que isto não seja possível, isto é, qualquer que seja e > O e para algum ,B > O temos que 
Grwe r:J; {3+Grr, o que nos pennite escrever que 3,8 >O tal que Vn E N, Grw11r. r:J; {3+Grr. Então 
existe uma sequência (xn, Yn) C X X Y tal que (xn, Yn) E Grw
11
r. mas d((xn, Yn), Grr) 2: {3. 
m+l m+l 
Temos que (xn, Yn) E Grw1;n equivale a afirmar que Yn = L Àn,iYn.i com Àn,i 2: O, L Àn.i = 1 
i=l i=l 
e Yn,i E í(x'n,il em que l!x~,i- xnll < 1/n. Nesta afL"'D.ação temos que a soma é sobre o mesmo 
subconjunto dos naturais {L 2, ... , m + 1 }; e foi utilizado o teorema de Caratheodory em JRn, já 
utilizado na Proposição 40. 
Como X, Y E K(JRn) e Àn,i E [0,1] vamos assumir (passando à subsequência se necessário) 
que Xn --+ x, Yn ____,. y, Àn,i --1o À.i, Yn,i -+ Y·i e x'n,í----+ xi. Daí, como [lx~,í- Xn li < 1/n, passando o 
m+l m+l 
limite quando n-+ oo, temos que X:= x. Temos também que L Ài = 1 e Yn = L Àn.iYn.i-+ 
i=l í=l 
m+l 
L ÀiYi = y. Então, de (x~.Í' Yn;i) E Grr~ (xi, Yi) = (x.i, y.;J E Grr = Grr. Daí, Y·i E r(x) e, 
i=l . 
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como r(x)é convexo, y E f(x), isto é, (x,y) E Grr.Mas como d((xn,Yn),Grr) 2': í3 para todo 
n, isto é impossível, e esta contradição encerra a demonstração. D 
Corolário 55 Nas condições do teorema anterior, W é a valores fechados. 
Demonstração: Seja W = Ws para E suficientemente pequeno e, pela Proposição 45, Wé 
h.c.i. Ainda, W é a valores convexos e, se Gr-;,, C í3 + Grr, então Gr-w C /3 + Grr. D 
Teorema 56 Ponto Fixo de Kakutani: 
Seja S1 um subconjunto não-vazio, compacto e convexo de JRn e seja r : S1 :::; S1 uma 
correspondênicia a valores convexo com gráfico fechado. Então existe z E!? tal que z E r(z). 
Demonstração: Pelo Lema 54 e Corolário 55, para cada natural n existe uma correspondên-
cia Wn : S1 :::; !? h. c. i. tal que Gr-;,n C n-1 + Grr e Wn é a valores convexos e fechados. Então 
pelo Teorema 53, existe uma seleção contínua <Pn para Wn. Como <Pn : Q -+ S1 é uma função 
contínua, pelo Teorema 51, existe Xn E S1 tal que .Pn(Xn) = Xn, "in. Como n é compacto então a 
sequência (xn) possui algum ponto limite x. Do fato de que (xn, Xn) E Gr;vn C n-1 +Grr. segue 
que (x,x) E Grr = Grr.Assim X E r(x),o que encerra a demonstração. D 
O exemplo a seguir mostrar que a hipótese, no Teorema do Ponto Fixo de Kakutani, de que 
r seja a valores convexos é necessária para a tese: 
Exemplo: Seja!? E KC(JRn) , 8S1 sua fronteira9 e seja 
r o:::;n 
x >-+ B(x, inf d(x, z))\B(x, inf d(x, z)/2) 
zE8Q zEân 
vemos que 'dx E S1, B(x, z~% d(x, z))\B(x, z~~n d(x, z)/2) não é um conjunto convexo e 
X!/'. r(x). D 
9 Dado A C Rn, a fronteira de A, denotado por DA~ é o c-nnjunto dos pontos a E Rn tal qne 'i!F. > O~ 
B(a,t:) nA i 0 e B(a,c) nA c f 0. 
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1.5 Medida e Integração de Correspondências. 
1.5.1 Alguns Elementos Básicos sobre Integração de Funções. 
Tomemos o espaço de medida (X, A, 11) o--aditivo, em que: 
(a) A é uma o--álgebra, ou seja, 
(i)Ql, X E A-, 
(ii)A E A=:. Ac E A; 
(iii)(An)N ç A =:.U An E A 
f') 
(b) I' é um medida, ou seja, f1 : A-+ lR e, 
(i)fl(Ql) O; 
(ii)fl(A) > O, \iA E A; 
(iii)(An)N Ç A, disjunta =:. 11(U An) =_E fl(An)-
K ~ 
Vamos, inicialmente, dar algumas definições e resultados importantes para o contexto de 
funções integráveis, que serão importantes mais a frente. 
Sejam (X, A,fl) um espaço de medida e Y um espaço de Banach10 Um conjunto E E A é 
dito de medida nula se 11(E) =O. 
Definição 57 Uma função 1/J :X-+ Y é dita A-simples se existe uma partição finita de X de 
conjuntos (A;):'=-1 pertencentes a A 11 , tal que w é constante em cada conjunto desta partição. 
Definição 58 A integral de 1/J, com respeito a 11 é definida por: 
em que (A;)~1 é uma partição correspondente a 1/J, e 1/J(A;) = {y;}. 
10 Seja X um espaço vetorial com norma 1!-lix· se este for completo nesta norma, então (X, 1!-lbJ é um espaço 
de Banach. 
11 Ou seja, O Ai =X e Ai n Aj = 0. Vi f. j. 
i=1 
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Definição 59 Uma sequt!ncia (1/Jp) de funções A simples de X em Y é dita Ll.- Cauchy se 
Ll-(1/Jm,\Ún) = fx 111/Jm(x) -1/Jn(x)lldfL-+ O quando m,n-+ 00. 
Definição 60 (Integral de Bochner) Uma função"! :X-+ Y é dita fL- integrável, se existe 
uma sequt!ncia Ll.- Cauchy (wp) de funções A- simples de X em Y que converge a; fL q.s. 
em X. A integral de ; com respeito a fL é definida por J "(dfL = lim J 1/Jmdf.L. 
m,--:,.oo 
O espaço de funções fL- integráveis de X em Y é denotado por L1(X, Y,f.L). 
Definição 61 Dado A E A, seja XA. = g: ~~~ a função característica do conjunto A. A função 
"!:X-+ Y é dita f-t- integrável em A se a função XA·i E L1(X, Y,J-t). 
Quando tomamos o espaço de Banach Y IRn, a integral da função "! = (;1, ... ,in), de X 
em IRn, é o vetor (J "fldf-t, ... , J "fndf-t). Obviamente, ; = ( "11, •.• ,"in) é fL- integrável se cada 
componente li : X -+ IR for fL - integrável. 
Definição 62 Para cada k = 1, 2, ... , sejam (XbAk, f-tk) espaços de medida e ik : Xk-+ IR. A 
sequt!ncia ( /k) é dita uniformemente integrável se, e somente se: 
(i) sup f-:. likl dfLk < oo; 
kEN "' 
(ii}Para toda sequt!ncia de conjunto (Ak), tal que lim f-tk(.4k) = O, tenhamos que lim 
k-co k-+oo 
IA. trkl dfLk =o. 
A proposição seguinte proporciona uma condição suficiente para que a sequência ( "!k), defini-
da anteriormente, seja uniformemente integrável. 
Proposição 63 Para cada k = l, 2, ... , sejam (Xk, Ak, !Lk) espaços de medida e rk : Xk -+IR. 
A sequt!ncía ( !k) é uniformemente integrável se existe uma função integrável w tal que bk I < w 
para todo k. 
Vamos apresentar agora um resultado conhecido como Lema de Fatou em dimensão n. 
estabelecido em [22] e [32]: 
Lema 64 Seja (X,A,J-t) um espaço de medida e uma sequência (:Pk) c L1(X,IR't,J-t). Supondo 
que k~n;, fx :Pkdf-t existe. Então existe uma função :p E L1(X,lR't,J-t), tal que: 
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Teorema 65 (i)<p(x) E limsup{'Pk(x)} 1-'- q.s.; 
(ii) i" <pd!-' S: lim i>e 'Pkdl-'. 
~ k ........ oo ~ 
Se, adicionalmente, a sequência ('Pk) for uniformemente integrável e se o conjunto ('Pk(x))kEN 
for limitado 1-'- q.s. Então existe uma função 'P; X-+ JR~, tal que, <p(x) E limsup{'f'k(x)} 1-'-
q.s. e fx <pdp = lim fx 'Pkdl-'. 
k-700 
Ainda, se toda função 'P : X -+ JRn, com as propriedades (i} e {ii} ac,ma, valer que 
f" <pdp = lim i" 'Pkdf-'. Então a sequência ( 'Pk) é uniformemente integrá veZ. 
~ k-co ~ 
1.5.2 Mensurabilidade e Seleções Mensuráveis 
Definição 66 Sejam (X, A, p) um espaço de medida e r :X =í JRn uma correspondência. r é 
mensurável quando: 
rw(C) := {x E X: r(x) n C f- 0} E A, ':/C ç JRn, C fechado. 
Notemos que no contexto clássico, se f : X -+ JRn então f é mensurável se, e somente se, 
f-1(C) E A, ':/C fechado de JRn. Assim, se definirmos a correspondência J(x) = {f(x)}, então 
J: X =í JRn e ainda, 
jw(A) - {x E X: J(x)nAf-0} = {x E X: {f(x)}nAf- 0} = 
{x E X: f(x) E A}= r 1(A). 
O que nos permite afinnar que f é mensurável no sentido usual se, e somente se, f é 
mensurável no sentido da definição dada para correspondências. 
Seguem, na proposição seguinte, alguns resultados sobre mensurabilidade de correspondên-
cias. 
Proposição 67 Sejam r, 'l!: X-+ JRn correspondências mensuráveis. 
Exemplos: (a)rl(x) = r(x) é mensurável. 
(b)f2(x) = cor(x) é mensurável. 
(c)Se r e 'l! são a valores compactos, então f :X-+ JR tal que f(x) = H(r(x), 'l!(x)) é 
mensurável. 
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(d) Qualquer que seja y E JRn, a função gy: x E X___, d(y,r(x)) é mensurável. D 
Para o contexto de mensurabilidade, segue naturalmente a definição: 
Definição 68 Seja r : X ~ JRn. Dizemos que f : X ___, JRn é uma seleção mensurável de r se 
f é uma seleção (f(x) E r(x), Vx E X) e f é mensurável. 
Exemplo: Seja a correspondência r : x E lR ~ [x, x + 1] C JR, então a função f : x E lR -> 
2x;{1 E lR é uma das possíveis seleções (neste caso mensurável) de r. Note que, neste exemplo, 
as seleções mensuráveis mais fáceis de serem observadas são g( x) = x e h( x) = x + 1. D 
Como citado em [31], a existência de seleções está garatida pelo axioma da escolha, já que, 
dada r : X ~ ]Rn' para todo X E X temos r (X) # f/J, podemos para cada X escolher algum 
y E r(x) e fazer <p(x) = y. Todavia, um problema bem difícil em geral, é saber quando uma 
correspondência admite seleção mensurável. O teorema a seguir, provado por Kuratowski em 
1965, dá condições suiicientes para a existência de seleções mensuráveis para uma certa classe 
de correspondências: 
Teorema 69 Seja r : X ~ Y,em que Y é um espaço Polonês (por exemplo, JH:.n), é uma 
correspondência mensurável a valores fechados, então r admite uma seleção mensurável. 
Castaing, em 1967, estabeleceu uma equivalência muito importante, a saber: 
Teorema 70 Nas condições do enunciado anterior, são equivalentes: 
(i) r é mensurável. 
(ii) Existe uma sequência Un) de seleções mensuráveis de r, tais que, 
r(x) = {fn(x)j n E N}, Vx E X. 
Demonstração: ver [26]. D 
Definição 71 Uma outra definição de mensurabilidade ao qual é, em geral mais forte que a 
anterior, dada como: Seja r : X ~ Y, denotemos por: 
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(i} B(Y) a a-álgebra de Borel de Y. 
(ii} A® B(Y) a a-álgebra gerada pelo espaço produto A x B(Y). 
Então dizemos que r é borel-mensurável se Gr E A® B(Y). 
O resultado a seguir dado em [31], ilustra uma situação em que os dois conceitos de mensu-
rabilidade apresentados são equivalentes: 
Teorema 72 Se Y é um espaço Polonês, então r borel-mensurável implica em r mensurável. 
A reciproca só é válida se r é a valores fechados. 
Definição 73 Dizemos que um espaço de medida (X, A, f.!) é completo se: 
B E A, f.!( E) =O e A. c;;; B =o;. A E A. 
Assim, usando a definição boreliana de mensurabilidade e a completude de um espaço de 
medida obtemos um outro resultado acerca das seleções mensuráveis, e este é o seguinte: 
Teorema 74 (Teorema da Seleção Mensurável de Aumann} Seja (X, A, f.!) um espaço de me-
dida finíta12 e completo e Y um espaço de Polísh. Se r : X ::::; Y borel-mensurável, então 
r admite uma seleção mensurável f.! - q.s.,ou seja, 3 f : X -+ Y tal que f é mensurável e 
f(x) E r(x) f.!- q.s. 
Demonstração: ver [20], [26], e [6]. D 
É preciso ressaltar que os adjetivos mensurável e fechado não são equivalentes, o que com-
provamos no exemplo a seguir, dado em [31]: 
Exemplo: Seja IR com a medida usual de Lebesgue, considere ainda um conjunto A, que não 
seja Lebesgue-mensurável (isto é, A <f; .C(IR)), por exemplo o conjunto de Vitali (ver[ll]), e seja 
X.1 = g; :~: sua função característica. Definindo, 2: x E IR::::; 2(x) C IR, Vx E IR, 2(x) = 
{XA(x)}. Temos que 2 é fechada porém não é mensurável; com efeito, 2w({l}) = {x E IR: 
2(x) n {1} # 0} A<{; .C(IR). D 
12 O espaço (X,A,,u) é dito de medida finita se .u(X) < +oo. Como exemplo particular~ ternos os espaços de 
probabilidade em que !L( X)= 1. 
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Para as situações em que trabalhamos com correspondências do tipo r: T Ç lRn-+ K(lRn), 
temos a seguinte caracterização de mensurabilidade, dada na seguinte proposição: 
Proposição 75 Seja B(lRn) e B(K(lRn)) as a-álgebms de Borel de lRn e (K(lRn), H), respecti-
vamente. Então, de acordo com (31}, as seguintes afirmações são equivalentes: 
{i )r : T -+ K (lRn) é mensurável. 
{ii){t E T: r(t) E~} E B(lRn), \f~ E B(K(lRn)). 
{iii}rw(B) E B(lRn), \fB E B(K(lRn)). 
(iv)rw(A) E B(lRn), \f A Ç lRn,A aberto. 
(v)rw(C) E B(lRn), \fC Ç lRn, C fechado. 
(vi)Gr = {(t,y) E T x lRn: y E r(t)} E B(lRn) ®B(K(lRn)). 
{vii}d(y,r(·)): T-+ lR é mensurável \fy E lRn. 
(viii)l!fOII : T-+ lR é mensurável. 
Se ainda, r : T ç lRn -+ KC(JRn), temos a equivalência das afirmações anteriores com: 
(ix)aro(x): T-+ IR, aro(x)(t) = ar(t)(x) é mensurável \fx E lRn. 
1.5.3 A Integral de Aumann e suas Propriedades. 
Seja X é mn espaço de medida finita, e /-' a medida usual de Lebesgue. Denotamos, como de 
costume neste trabalho, por: 
em que f integrável significa que cada componente fi é Lebesgue integrável. 
Vamos supor que o espaço de medida é completo. 
Definição 76 Seja r : X =t lRn. Dizemos que f : X -+ ]Rn é uma seleção integrável se f E L 1 
e f(x) E f(x) /-'- q.s. Vamos denotar por S(r) o conjunto das seleções integráveis de r. 
A definição dada por Aumann para a integral de correspondências segue abaixo e pode 
ser encontrada originalmente em [9], juntamente com várias propriedades, que aqui também 
trataremos. 
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Definição 77 Seja r : X ::::; líl.n. A integral de Aumann de r se define como: 
Dizemos que r é integrável quando f rdl-' f 0. 
Exemplo: Suponhamos que f E L1 (X,líl.n,/L) e defindo, para todo x E X, F(x) = {f(x)}. 
Obtemos que F é integrável, pois S(F) ={f}, e f F di-'= {f fd!-'}· O 
Um problema, então, que nos apresentar é saber quando uma correspondência é integrável. 
Para o tratamento deste problema, precisamos estabelecer a seguinte definição: 
Definição 78 Se.ía r : X ::::; líl.n. r é dita integravelmente !Imitada se existe uma função 
g E L 1(X, IR+,!-') tal que sup{IIYII : y E r(x)} :-:; g(x) 1-'- q.s. em X. 
Assim, temos que se r é uma correspondência mensurável e fechada, então r é integravel-
mente limitada se, e somente se, llr(x)ll E L 1 (X,líl.). 
Teorema 79 Se r : X ::::; líl.n é Borel-mensurável e integravelmente limitada, então r é inte-
grável. 
Demonstração: Temos pela definição que r é integravelmente limitada quando f r di-' = 
{.f fdl-'i f E S(r)} f 0 o que é equivalente a afirmar que S(r) # 0. Daí, basta mostrarmos 
que r admite alguma seleção integrável. Com efeito, como r é borel-mensurável, pelo Teo-
rema 74, r admite uma seleção mensurável!-'- q.s., isto é, existe uma f mensurável tal que 
f(x) E r(x) 1-'- q.s. Ainda, a hipótese de r ser integravelmente limitada garante que existe 
T E L1(X, IR) tal que IIYII :-:; T(x), Vx, 'iy tal que y E r (x). Portanto, llf(x)ll :-:; T(x), 'ix. o que 
mostra que f é integrá vel. Assim, f E S (r) e daí J r di-' # 0 . o 
Definição 80 Seja (X, A/L) um espaço de medida. A E A é chamado de átomo se: 
(i) !-'(A) > O; 
(ii) B E A e B Ç A=;. !-'(B) =O ou !-'(B) =!-'(A) . 
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Assim, uma medida f1 é dita sem-átomos quando liA E A, A não for um átomo. 
Se associarmos ao conceito de integral a idéia de sorna, e se considerarmos correspondências 
a valores convexos, então, nete caso, é natural esperarmos que a integral de Aumann seja um 
conjunto convexo. Todavia, não há razão aparente para esperarmos que a integral seja convexa 
para correspondência a valores não necessariamente convexos. O teorema de Lyapunov, a seguir, 
tem corno consequência mais importante justamente o fato de que a convexidade da integral 
de Aumann depende, essencialmente, da hipótese de não atornicidade da medida iJ, quando 
tratamos de correspondências a espaços de dimensão finita, em particular, a valores em JRn. 
Teorema 81 (Lyapunov) Seja (X, A, {L) um espaço de medida finita e suponhamos que f1 não 
possua átomos. Então a imagem de f1 (isto é, {!"(A)/ A E A}) é um conjunto fechado e 
convexo. 
Demonstração: ver [27] o 
O teorema a seguir é devido a Richter: 
Teorema 82 Seja r : X =tlRn. Se f1 não possui átomos, então a integral f rdfl é um conjunto 
convexo. 
Demonstração: Sejam /1,'1'2 E f rdfl, então existem Jr, h E S(r) tais que /I = f frdfl 
e 12 =f hdfL. Vamos definir p:(A) = (JA frdfl, JA hdfl), liA E A. Como fr e h são seleções 
integráveis de r e f1 é sem-átomos então fi é uma medida vetorial finita sem-átomos. Com 
efeito, supondo que E seja um átomo para fi; então Ji(E) #O implica que {L( E) >O. Aplicando 
o teorema de Lyapunov (Teorema 81) em {L, E pode ser particionado em Er e E2 pertencentes 
a A, tais que ft(Er) = ft(E;) = /"(:) e /i(Er) =fi( E), Ji(ED O. Repetindo esta construção, 
obtemos uma sequência (Ep) com a propriedade de que, para todo p, Ep E A, Ep+I C Ep, 
= 
fL(Ep) = (l/2")f1(E), c fi.(Ep) = fi.(E). Seja então F = n Ep; então fl(F) = O c fi.(F) = 
p=l 
p:(E) # O, o que é uma contradição. Por outro lado, JI(0) = (0, O) e fi.( X) (ir, 12). Assim, 
pelo teorema de Lyapunov (Teorema 81), para todo À E [0, 1], existe W E A tal que fi.(W) = 
(>.11 + (1- >.)O, À/2 + (1 ->.)O) = (À/r, À/2), daí, segue que Ji(X\ W) = ([1 -..\]')r, [1- >-h2l· 
Definindo, 
f(x) = r fr(x), X E W • 
Lh(x), x E X\Tt 
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temos que, para todox E X, f(x) E r(x) e f fdJJ-= hvfrdJJ-+ f-<\whdJJ- = À/1 +(1-Ah2· 
Assim, dados quaisquer 11,12 E frdp, qualquer combinação convexa À/1 + (1- Ah2é o resul-
tado da integral de alguma seleção integrável de r, isto é, [A11 + (1- Ah2J E f fdJJ-. D 
Exemplo: Seja ([0. 1], .C([O, 1]), m), em que m denota a medida usual de LBbesgue, portan-
to sem-átomos, e .C([O, 1]) denota a família dos subconjuntos de [0, 1] que sejam LBbesgue 
mensuráveis. Sejam, ainda, a, b reais tais que O < a < b. Definamos a correspondência 
r(x) = {a,b}, 'dx E [ü,1].Logo r não é a valores convexos. Sejam agora, 'dx E [0,1], fl(x) =a 
e h(x) = b. Claramente, h, h E S(f) e f hdf.L =a e f f2df.L = b. Por outra parte, se tomarmos 
qualquer partição mensurável de [0, 1] da forma {A, B}, isto é, [0, l] = A U B, A n B = f/J 
e A, B E .C([O, 1]). Então fazendo f = fiXA + f2XB, obtemos a família de seleções inte-
gráveis de r. Temos que para todo X E [0, 1], f(x) = h(x)XA(x) + h(x)XB(x). Logo, se 
x E A então f(x) = fi(x) e se x E B então f(x) = h(x). Assim, f E S(r) e ainda, 
f fdp =f flXAdJJ-+ f f2XBdiJ- = a~-t(A) +bf.L(B) = Aa+ (1- A)b, À E [0, 1]. Logo, f fd~-t = [a, b]. 
o 
Exemplo: Consideremos o espaço X= [0, 1] com a medida usual de LBsbegue m, mas com 
a introdução de um átomo em um de seus extremos, por exemplo, JJ-( {1}) = 3. Ou seja, se 
A E .C([O, 1]), então definimos: 
(4.) _ { m(A), se1 !/:.A 
JJ-" - 3+m(A\{l}),se1EA 
Definindo a correspondência F(x) = {4, 5}, Vx E [0, 1] e considerando todas as partições 
mensuráveis de [0, 1] da forma {A,b, {1} }, obsservamos que dada qualquer f E S(F), ela deve 
ser da forma: 
f 4X4 + 5XB + 4X{1} ou 
f 4XA + 5XB + 5X{1} 
no primeiro caso~ obtemos: 
f fdf.L = 4JJ-(A) + 5~-t(B) + 12 = 4A + 5(1- A)+ 12, A E [0, 1]. 
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já no segundo caso, obtemos: 
f fdJ.L = 4J.L(-4) + 5J.L(B) + 15 = 4À + 5(1- À)+ 15, À E [0, 1], 
Assim, J FdJ.L = [16, 17] U [19, 20], o que não é um conjunto convexo. o 
Corolário 83 Dado o espaço de medida (X, Á, v) não necessariamente sem-átomos, seja r : 
X=+ IRn uma correspondência em que r(x) é convexo para todo x pertencente a algum átomo. 
Então f rdv é um subconjunto convexo de IRn. 
Demonstração: Com efeito, seja X1 = u{A E Á: A é um átomo}, e seja Xo = X\X1 , ou 
seja, X 0 não possui átomos. Denotemos por r o e r 1 as restrições de r em Xo e X 1 , respectiva-
mente. Assim, frdv = fxo rodv+ J'l:, r1dv. Pelo teorema de Richter (Teorema 82), f'l:o rodvé 
um conjunto convexo. Agora, pelo hipótese de r(x) ser convexo para todo x pertencente a 
alp;um átomo, fx, f1dv é um conjunto convexo. Logo, f rdv é um subconunto convexo de IRn. 
o 
Notemos que no exemplo anterior, r(1) = {4, 5}nãoé convexo e {1} era um átomo. Todavia, 
se tomarmos deste exemplo o mesmo espaço de medida em que {1} é um átomo com J.L( {1}) = 3, 
mas com a correspondência: 
'lr(x) = {{4, ~}, sex # 1 
[4, o], sex = 1 
por um raciocínio análogo para o cálculo da integral, chegamos que f WdJ.L = [16, 20], o que é um 
conjunto convexo. Note, contudo, que W(l) é convexo, o que exemplifica o corolário anterior. 
Vamos discutir, agora, alguns resultados sobre convergência de integrais, para então abor-
darmos em que condições a integral de Aumann é um conjunto compacto. 
Proposição 84 Seja (rk) uma sequência de correspondência de X em IR')., e suponhamos que 
exista uma sequência de funçães ( rk) de X em IR'). satisfazendo: 
(i} Dado y E rk(x), y :S -tk(x) J.L- q.s. 
(ii}A sequência (-yk) é uniformemente integrável e o conjunto {-yk(x)} é limitado 1-L q.s. 
Então limsup(JrkdJ.L) C flimsup(rk)dp.. 
Demonstração: Seja y E lim sup(J rkdp.). Então existe uma sequência (Yk; )jEN com limite y, 
tal que Yk; = f "fJdp. com rj ( x) E rkr Y j E N. Agora, basta mostrar que a correspondência que 
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associa a cada x E X o conjunto lim sup{ 'Yk (x)} possui uma seleção integrável -y satisfazendo a 
condição f "fdf.L = lim f 'Ykdf.L. Mas, como ( 'Yk) é uniformemente integrável e o conjunto { 'Yk (x)} 
·~= 
é limitado 11 - q.s., segue do Lema 64 que tal fato é satisfeito. O 
Corolário 85 Seja (r k) uma sequência de correspondência de X em JRn, e suponhamos que ca-
da rk é limitado pela mesma função 7jJ E L 1 (X, JRn, 11). Então lim sup(J r k df.L) C f lim sup(r k )df.L. 
Segue, então, o teorema abaixo análogo ao lema de Fatou: 
Teorema 86 Seja (rk) uma sequéncia de correspondência de X em JRn tal que para todo k, 
rk seja borel-mensurável. Ainda, suponhamos que cada rk seja limitada pela mesma função 
Demonstração: ver [9]. o 
Segue um contra-exemplo que mostra que a hipótese de borel-mensurabilidade não pode ser 
dispensada, dado em [ 9 J . 
Exemplo: Seja A um subconjunto não-mensurável de [0, 1] com medida interior nula e medida 
exterior igual a 1. Consideremos a sequência (Fk) de correspondências de [0, 1] em lR definida 
o 
O teorema seguinte é análogo ao teorema da convergência dominada de Lesbegue. 
Teorema 87 Sejam r, rk : X ::::; JRn k = 1, 2, ... , uma sequência de correspondências borel-
mensuráveis, tais que, 'ifx E X temos que limrk(x) = r(x) (no sentido de Kuratowski) e 
supondo também que cada rk seja limitada pela mesma função 'P E L 1(X, JRn, f.L). Então. 
lim J i 'kdf.L = J i 'df.L. 
Demonstração: Se r(x) = liminf(rk(x)) = limsup(rk(x)) para todo x E X, então pelo 
Corolário 85 e pelo Teorema 86 podemos escrever frdf.L = fliminf(rk)df.L c liminf(frkdf.L) c 
limsup(JrkdJ.L) c Jlimsup(rk)df.L = .{rdf.L. o 
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Teorema 88 Se r : X ::4 ffi'.n é uma correspondência integravelmente limitada e a valores 
fechados, então a integral f rdj1 é um conjunto compacto. 
Demonstração: Para k = 1, 2, ... ,escrevemos rk =r. Assim, para todo x, o conjunto r(x) é 
fechado, e daí obtemos que limsup(rk(x)) = r(x) = r(x) e limsup(j rkdf.L) = rdf.L. Agora, 
a partir da Proposição 84, temos que f rdJ1 = limsup(j rkdJ1) c f lim sup(rk)dJ.L. Daí, f rdJ1é 
fechado. Por outro lado, como r é limitado por uma função a valores reais 7/J, segue que f r di-' é 
limitado pela integral J 1/JdJ1. Assim, mostramos que .f rdf.L é compacto. D 
O teorema a seiSUÍr é muito importante por seu uso em aplicações, como veremos no segundo 
capítulo: 
Teorema 89 Seja P um espaço métrico e uma correspondência r : X x P ::4 ffi'.n tal que: 
(i)existe uma função r E L 1 (X,ffi'.,J.L)satisfazendo !IY!! $ r(x) para todo y E r(x,p) e para 
todo p E P; 
(ii)A correspondência r(x, ·) : P ::4 ffi'.n é fechada em p, J1- q.s. em X. 
Então, a relação que associa a cada p E p a integral Jr(·,p)dJ1 é fechada em p. 
Demonstração: Seja (Pk) uma sequência em P convergindo a p. Lembrando que lim sup Ak é o 
conjunto de pontos aderentes da sequência ( Ak), então provaremos este teorema monstrando que 
lim sup(J r(-, Pk)dJ1) C f r(·, p)dJ1. Com efeito, como a correspondência r(x, ·)é, por hipótese, 
fechada em p, temos que lim sup(r(x,pk)) C r(x,p). Pela Proposição 84, limsup(.f r(·,pk)dJ1) c 
.{limsup(r(-,pk)d/1 C .fr(·,p)dJ1, o que encerra a demonstração. D 
Deste resultado, se r : X x P ::4 W c ffi'.n, em que W é compacto, segue que se r(x,p) 
é h.c.s. em p e temos as hipóteses do teorema anterior, então J r(x,p)d/1 é h.c.s em p. O 
trabalho pioneiro sobre este resultado foi de Aumann [9]. Alternativamente, em [7] Aumann 
sem utilizar o lema de Fatou e o teorema da convergência dominada, mas sim o teorema de 
Lyapunov(Teorema 81) e um teorema sobre seleções mensuráveis (em que toda correspondência 
Borel-mensurável a valores compactos admite uma seleção mensurável), demonstra tal fato; 
neste trabalho. Aumann define uma correspondência r : X x P ::4 ffi'.n h.c.s como sendo uma 
correspondência que possui gráfico fechado, isto é, sua definição de h.c.s é mais forte que a 
adota aqui. Yannelis, em [33], estende tais resultado para o caso em que r : X x P ::4 Y, sendo 
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Y um espaço de Banach separável. De breu, em [14], já havia estabelecido tais resultados para o 
caso em que Y seja um espaço de Banach, entretanto, este utilizou uma noção de convergência, 
para provar o teorema da convergência dominada em dimensão infinita, distinta da definição 
dada a partir dos limites de Kuratowsky. 
A proposição seguinte, dada em [31], ilustra algumas propriedades básicas para a integral 
de Aumann. 
Proposição 90 Sejam r, \11 : X =í IRn e À E IR. Então: 
(i)Se r(x) c \f!(x) JL- q.s. então f rdJL c f \f!dJL. 
(ii)Se Àí(x) = r(Àx) então f ÀrdJ.L = ÀfrdJ.L. 
(iii)Se r e \11 são fechadas e integravelmente limitadas, então f(r + \f!)dJL =f rdJL+ f \f!dJL. 
Assim, sob condições razoáveis, a integral é linear. 
A Integral e a Função Suporte. 
Pelos teoremas anteriores temos que, quando a medida JL é sem-átomos, a integral é um conjunto 
convexo e, ainda, se a correspondência é a valores fechados, sua integral é um conjunto compacto. 
A questão que estamos interessados agora, é saber o que ocorre com a função suporte associada 
à integral de uma correspondência. O teorema seguinte trata de tal questionamento: 
Teorema 91 Se r: X =í IRn é Borel-mensurável (Gr E .A®B(IRn)) e a valores fechados, então 
17Jrd,.(y) =f 17r(·)(y)dJL. 
Demonstração: Observamos que a f N,. : IRn-+ IR esta definida por a f rdi<(x) = sup (x, z). 
zE{ rdl' 
Fixemos agora um y E IRn e consideremos a forma linear r. associada com y, isto é: r.(x) = 
(x, y), Vx E IRn. Então, temos que: 
"frd,.(y) = sup (x,y) = supr.(JrdJ.L) =f supr.(r(x))dJL(x) = 
xEfPdJ' 
fsup{n(z): z E r(x)})dJL(x) = fsup{(z,y): z E r(x)}dJL(x) =f aqx)(y)dJL(x), isto é, 
o 
Corolário 92 Sejam F, G correspondências nas condições do teorema anterior. 
Então, H (f FdJL, f GdJL) :S f H(F(-), G(·))dJ.L. 
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Demonstração: Utilizando a caracterização da métrica de Hausdorff, dada na Observação 
30, vemos que: 
H(JFd;.t,fGdf.t)= sup Í"JFd1,(y)-o-jGdl'(y)l= sup \fo-po(y)df.t-fo-ac-J(y)dJL\= 
yesn~l , yE§n~1 
= sup_ \f{o-F(·)(Y)-o-G(·)(y)}dJL\ 5 sup f\o-F(-)(y)-o-ao(Y)\dfL= 
yE§n--'- yE§n-1 
=f sup \o-F(·)(Y) -o-a(-)(Y)\dfL= f H(F(-),G(·))dJL. C 
yEfp-1 
Sabemos, pela Observação 30, que se AB E KC(JRn) então A= B"" <TA= "B· Assim, 
sendo r : X :::::l JRn integravelmente limitada, fechada com fL sem-átomos, então f fdJL E 
f fdJL "" o-A = o-f rdw :\1as, pelo Teorema 91, para todo y E JRn, 
"Jrd
1
,(y) =f o-ro(y)dJL, o que nos permite conhercer pontualmente <TA(y), para cada yE JRn. 
Assim, podemos reconstruir o conjunto compacto-convexo f f'dJL através de sua função suporte. 
Exemplo: Seja A E KC(lRn) e consideremos a correspondência: 
T [a, b] :::::llRn 
x -+ T(x)=A 
Então, f TdfL = (b a)A. Com efeito, como "JTdf.'(y) =f o--ro(y)dfL, 
<T f Tdf.'(y) = O" f[o,bj A.dt(Y) .f[a,b] <TA (y )dt = OA(Y) f[a,b] dt = (b- a )o-A(Y) = 
= O"(b-a)A(y),\fy E JRn. Logo, "fTdf.' =<T(b-a)A Ç} fTdfi= (b-a)A. c 
Exemplo: Seja Z : [0, 1] :::::l lRn tal que Z(t) = B[O, t] = {x E lRn : [[xll 5 t}, \ft E [0, 1]. 
Observemos que Zé a valores fechados e integravelmente limitada, portanto integrável, e ainda, 
J[o,l] Z(t)dt = B[O, ~]. Com efeito, calculemos J[o,l] Z(t)dt. 
Temos que, para todo tE [0, 1] : 
o-z(t)(Y) = ""B[O,lJ(Y) = sup (a, y) = \ t ll~il, y) = 11!11 (y, y) = t l!Y[[, \fy E lRn. aEB[O,lJ 
Logo, f "Z(t)(y)dt =f t [[y[[ dt = [[y[[ f tdt = ll~ll = "J Zdt(Y), \fy E lRn. 
Por outro lado, notemos que para t = 1/2, aB[O,~](Y) = y, \fy E JRn. Ou seja, temos que: 
tT f Zdt = <T B[O,~J ""f Zdt B[O, ~J C 
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A Integral e a Envolvente Convexa. 
Uma questão interessante na integração de correspondência, é o estudo da relação entre a 
integral de uma correspondência r e a integral de sua envolvente convexa cor ou a integral 
de sua envolvente convexa fechada cor. Para o caso da envolvente convexa fechada, se~e a 
seguinte proposição. 
Proposição 93 Seja r : X :=:; JRn uma correspondência a valores fechados e integravelmente 
limitada, em que o espaço de medida (X, A, p.) não possua átomos. Então f rdp. =f cordp.. 
Demonstração: Sabemos que pelo Teorema 3, item (v), para todo subconjunto A de JRn, 
é certo que: a A = <r coA e assim, como r é a valores fechados, integravehnente limitada e fJ. é 
sem-átomos, então frdfJ. E KC(JRn). Logo, "frdf.< = "fêõl'dJ.<• e pela Observação 30, temos que 
.r rdp. = .feõrdp.. o 
Vejamos um exemplo: 
Exemplo: Considerando a correspondência F: [0,1] :=:;JR, definida por F(t) = {a,b},\ft. 
Logo, f10,11 F(t)dt = f10.11 coF(t)dt = fr0.11 [a, b]dt =[a, b]. o 
Uma outra questão, mais difícil, é saber a relação entre f rdp. e f cordfJ.. A proposição a 
seguir responde esta questão. 
Proposição 94 Se r: X =llR';. é Borel-mensurável, então co .frdfJ. = J cordfJ.. Daí, se fJ. não 
possui átomos, então J rdfJ. = f cordfJ.. 
Demonstração: ver em [9]. o 
Exemplo: Considerando, novamente, a correspondência F: [0, 1] :=:;JR, definida por F(t) = 
{a,b},Vt.Como coF(t) = [a,b],\ft E [0,1], segue que f10_11 F(t)dt= f10.11 [a,b]dt= [a,b]. O 
Exemplo: Seja fJ. a medida usual de Lebesgue sobre [0, 1] e seja {1} um átomo com medida 
fJ.({1}) = 5. Se G é definida por G(x) = {2,3},\fx E [0,1]. Então temos que: 
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.f Gdp = [12, 13] U [17, 18], enquanto que .f coGdp = [12, 18]. o 
1.5.4 A Derivada de Radon-Nikodym para Correspondências. 
Vamos introduzir, inicialmente, alguns conceitos necessários para a apresentação dos resultados 
desta seção. 
Definição 95 Um subconjunto A C JE.n é dito um subespaço afim se 'dy1o Y2 E A e 'i À E lR, 
ÀY1 + (1 - À)Y2 E A. 
Desta definição Se!';Ue o conceito de envolvente afim, como abaixo: 
Definição 96 A envolvente afim de um subconjunto B C JE.n, denotada por a .f B. é a inter-
secção de todos os subconjuntos afim de JE.n que contém B. 
Definição 97 O interior relativo de um subconjunto convexo C C IR.n, denotado por ir C, é o 
conjunto irC ={v E a.fC: 3ry >O em que Vu E a.fC tenhamos que u E C e llu- vil ::; ry}. 
Vamos supor, nesta seção, que o espaço de medida (X,A,p) seja finito. 
Até agora sempre trabalhos com correspondências do tipo r : X =l IR.n, existem também 
multos problemas em que podemos associar subconjuntos de X a subconjuntos de lRn, como 
veremos na segunda parte deste trabalho. Para isso, vamos introduzir a noção de correspondên-
cias do tipo f : A =l JE.n, ou seja, correspondências que associam a cada elemento A E A, um 
subconjunto não-vazio r(A) c JE.n. 
Definição 98 Uma correspondência r :A =llRn é dita a-aditiva se, pam toda sequência (Ak) 
de elementos disjuntos contida em A, f( U Ak) = I; f(Ak)· 
kEN kEN 
O lado direito da i!';Ualdade é, por definição, i!';Ual ao conjunto: 
Os principais teorema desta seção são atribuídos ao trabalho de Artstein [5], o qual utiliza 
o termo set value measures para correspondências do tipo r : A =llR.n contáveis-aditivas. 
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Assim como definimos a função suporte para a classe de todos os subconjuntos de lll:.n, 
naturalmente podemos estender tal definição para correspondências com valores em lll:.n. Assim, 
dada uma correspondência r: X~ lll:.n, para todo p E lll:.n, fazemos crrrxl(P) = sup (p,y). 
· · yEr(x) 
Proposição 99 Seja r: A~ lll:.n cr-aditíva, e seja p E lll:.n. Para todo A E A, sejam: 
(í}f.lp(A) = sup (p, y) 
yEr(A) 
(íi}rp(A) = {y E r( A): f.'p(A) = (p, y)} 
Então, (i) define uma medida f.lp sobre A com valores em lll:.+ = lll:.U {+oc}, e (ii) define 
uma relação r p contável-aditiva de A em lll:.n. 
Demonstração: (i) Temos que r(0) = {0}, pois em caso contrário, 3y E r(0) tal que y f O e 
como r(0) = L: r(0), teríamos uma contradição. Assim f.Lp(0) =O. 
kEN 
Ainda, temos que, seja qual for r : A ~ lll:.n e p E lll:.n, f.'p(A) c j - oo, +ocj, pois vemos que 
f.'p(A) = crr(A)(p). 
Mostremos que fLp é cr-aditiva. Com efeito, seja (Ak) uma sequência de elementos disjuntos 
em A. Escolhendo y E r( U Ak), temos que y = L: Yk, com Yk E Ak, Vk E N. Tomando 
kEN kEN 
(p, y) = L: (p, Yk), e disto segue que 
kEN 
m m m 
sup (limm inf L: (p, Yk)) :$ limm inf L sup (p, Yk) = limm inf L fl·p(Ak)· 
yEr( U Ak) k=l k=l yEr(Ak) k=l 
kEI"i 
Se f.lp( U Ak) = oc, não temos mais nada a demonstrar. Todavia, se f.Lp( U Ak) < oo, temos 
kEN kEN 
que f.lp(Ak) :::; f.'p( U Ak) < oo. Agora, seja 1) > O dado, e em cada conjunto f(A.k), k E N, 
kEN 
escolhemos um ponto zk satisfazendo a condição f.'p(Ak) - (p, zk) < 2-kry. 
r co 
Definindo Vr = L: Zk + L: Yk, temos que Vk E r( U Ak) e f.Lp( U Ak) :2: limr sup (p, vr) ;::: 
k=l k=r+ 1 kEN kEN 
r r 
limr sup L f.Lp(Ak) - 1). Como 1) > O é arbitrário, 
k=l 
fLp ( U ,1k) > lim,. sup L f.Lp ( Ak). Logo, 
.icE~ k=l 
l'·p( u Ak) = L fi.p(A.). 
kEN kEN 




(<;;)Seja y E rp( U Ak)· Fazendo y 
kEI\! 
L (p, Yk) :::; L f.'p(Ak) = f.lp( u A.) 
kE~ kEN kEJ!-i; 
= L Yk com Yk E rp(Ak), obtemos que (p, y) 
kEN 
(p, y), isto é, L (p, Yk) = L f.'p(Ak ). Agora temos 
kEN kE:I' 
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que mostrar que, V k E N, (p, Yk) = J.Lp(Ak), isto segue de, combinando o fato de que, V k E N, 
(p, Yk) :::; J.Lp(Ak) e L (:p, Yk) = L J.Lp(Ak), não poderemos ter algum índice j E N tal que 
kEN kEN 
(p,yk) < f.Lp(Ak),o que nos proporciona a igualdade desejada. 
(;;;>)Seja y E L rp(Ak), ou seja, y = L Yk, com Yk E rp(Ak), V k E N. Daí,V k E N, 
kEN kEN 
(p,yk) = J.Lp(Ak) implicando que L Yk = L f.Lp(Ak) = f.Lp( U Ak) = L (:p,yk) = (:p,y), ou 
kEN kEf:i' kEN kEK 
o 
Observação 100 A relação rp não é necessariamente uma correspondência, pois rp(A) pode 
ser vazio. Não obstante, se r é a valores compactos então rP é uma correspondência. 
Definição 101 Uma correspondência r : A =t lRn é dita absolutamente contínua com respeito 
a medida J.L se pam todo A E A tal que p(A) = O implicar que r( A) = {0}. Como notação 
utilizamos [' « J.L. 
Proposição 102 Seja a medida J.Lp, como definida na Proposição 99. Dado p E lR, então se 
r « f.1 então j.Lp « fL· 
Demonstração: Fixado p E lRn, seja A E A arbitrário tal que f.l(A) = O, pela hipótese, 
r( A)= {0}. Daí, /-Lp(A) = sup (p, y) = sup (p, y) =O. o 
yer(A.) yE{O} 
Recordamos agora que D(oA) é o domínio efetivo da função suporte a.4 do conjunto A. 
Definimos então o conjunto L(A) 
subspaço L( A) de lRn. 
D(aA)- D(a_,). Assim, D(a.4) é um cone que gera o 
Lema 103 Seja r : A =t lRn a-aditiva tal que r « fL· Assumindo que exista uma subspaço 1\I 
de JRn tal queM= L(f'(A)) para cada A E A com f.L(A) >O. Então existe uma correspondência 
qr : X =t ]Rn A-mensurável tal que: 
{i)Para todo x E X, w(x) é fechado e convexo. 
(ii)Para a/unção suporte a de W, temos que J4 a.v(x)(p)df.L = J.Lp(A) VA E A e Vp E lRn. 
Demonstração: ver [5] e [26]. o 
O lema a seguir generaliza o anterior ao retirar a necessidade da hipótese de existência de 
um subspaço M. 
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Lema 104 Seja r : A =i JRn u-aditiva tal que r ~ I'· Então existe uma correspondência 
\jf : X =ílRn A-mensurável tal que: 
(i)Pam todo x E X, W(x) é fechado e convexo. 
(ii)Pam a função suporte <T de W, temos que J~ "w(x)(p)d!-' = l-'p(A) \iA E A e \fp E lRn. 
Demonstração: Inicialemente, observemos que se A1 C A2 então L(r(AJ)) C L(r(A2)), 
e substituindo a condição do Lema 103 de que exista uma subspaço M de JRn tal que 1v1 = 
L(r(.4.)), para cada A E A com !-'(A) > O, pela seguinte construção: X = U Xi para algum 
jEN 
(Xj : j E N) tal que L(r(A)) lv1j seja verdadeiro para todo A C Xi com !-'(A) >O e para 
cada j; daí o Lema 103 vale em cada Xi-
Assim, seja Ao = {A C X : !-'(A) > 0}, e fixemos no = maxAEAo dimL(f(.4)). Vamos 
denotar por .C. o conjunto {L(f(A)): dimL(f(A)) =no para algum Aa E Ao com ,u(Aa) > 0}. 
Como no é o máximo para o qual A C Aa e ,u(A) > O temos que L(r(A)) = L(r(Aa)). 
Supondo, ainda, que L(r(Aa)) i= L(r(A;3)). Como L(r(Aa)) c L(f(Aa n A3) e L(f(A;3)) c 
L(r(Aa n A;3), obtemos que dimL(f(Aa nAS) >no. Daí, se L(r(Aa)) i= L(r(A;3)) temos 
,u(Aa n A,S) =O, e assim .C. é no máximo um conjunto enumerável. 
Agora, para cada a se pode encontrar algum X a, uma união enumerável de conjuntos Ai tais 
que L(f(Aj)) = L(r(Aa)), e X a é maximal no sentido de que se L(r(A)) = L(r(Aa)) então 
1-'(A\Xa) =O. Assim, obtemos uma farm1ia enumerável de conjuntos mensuráveis e disjuntos 
{X a : a E N} em que o Lema 103 seja válido em cada espaço de medida (X a, A1x"' .Uix"), 
onde A1x" e fLIX" denotam as respectivas restrições de A e I' a X a. 
Seja X(l) = X\UaXa: temos então que X(l) é mensurável. Definindo A1 ={A C X(l): 
!-'(A)> O} e fixando n1 = max_4EA: dimL(r(A)). Então n 1 <no. O argumento é repetido para 
X(l) e analogamente obtemos X(2), e assim sucessivamente. Após um número finito de passos, 
X é decomposto em uma farm1ia enumerável de conjuntos Xj, em que o Lema 103 é aplicado 
para cada (Xj, A1x" 1-'JxJ- Como ,Up é <T adítivam, a prova esta completa. D 
Vamos introduzir, agora, o conceito de seletor para uma correspondência do tipo r : A =l 
JRn. Tal definição segue a idéia dada quando discutimos a existência de seleções para corre-
spondência do tipo r : X =ílRn. 
Definição 105 Uma medida vetorial <f:> é um seletor pam r: A =ílRn se <f:>( A) E r( A), \f A E A. 
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Lema 106 Seja (jl : X ~ Rn A-mensurável a valores fechados e compactos do Lema 104. 
Definindo a correspondência J: X~ Rn por J(x) = irw(x), Vx E X. Então o conjunto S(J) 
é não-vazio. 
Lema 107 Seja r : A ~ Rn (j- aditiva a valores convexos tal que r « J.L Seja também 
1jJ : X ~ Rn A-mensurável a valores fechados e compactos do lema 104. Definindo a corre-
spondência J: X~ Rn por J(x) = ir1J!(x), Vx E X. Então J4 J(x)dp, = irr(A), "'A E A. 
Demonstração: ver [5] e [26]. o 
A partir destes dois lemas anteriores, estabelecidos originalmente em [5], vamos estabelecer 
condições suficientes para a existência de uma seletor <f; de r tal que, dado Ao E A e y E r( Ao), 
tenhamos que <f;( Ao) = y. 
Teorema 108 Seja r : A~ Rn (]'-aditiva a valores convexos tal que r « p,. Então, dado 
Ao E A, para todo ponto y E r(Ao), existe um seletor <f; de r tal que <!;(Ao) = y. 
Demonstração: ver [5] e [26]. o 
Exemplo: Seja v a medida de Lebesgue sobre o intervalo [0, 1], e vamos considerar a corre-
spondência r definida por: r( A) = N se v(A) > O e r(A) {O} se v( A) = O. Pela construção 
r « v e r não ê a valores convexos. Qualquer seletor di de r é sem-átomos pois di « v. Agora 
supondo que 9([0, 1]) = 1; segue que a imagem de <f; é o intervalo [0, 1], o que claramente é uma 
contradição. Daí o único seletor neste caso é a medida indenticaroente nula. O 
Exemplo: Seja novamente v a medida de Lebesgue sobre [0, 1], e consideremos a corre-
spondência r definida por: r( A) = {O} se A é enumerável e r( A) (0, co) se A é não-
enumerável. Como podemos construir um conjunto não-enumerável de medida de Lebesgue 
nula (conjunto de Cantor), temos que r não admite nernhum seletor. O 
Estabeleceremos, então, o teorema de Radon-Nikodym para correspondências: mas antes, 
daremos uma definção e alguns conceitos, como segue: 
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Definição 109 Seja r : A :::llli.n 0'-aditiva tal que r«: fL· Uma correspondéncia \fJ : X :::llli.n 
é uma derivada de Radon-Nikodym de r com respeito a /L se f 4 \fl(x)d/L = r(A), \f A E A. 
Dadas J1, Jz : A :::l lli.n contável-aditivas. escrevemos J1 C Jz quando para todo A E A, 
J 1 (A) c Jz(A). Tomando, então, r : A :::l lli.n 0'-aditiva a valores convexos, vamos denotar 
por J\.1 como sendo a coleção de todas as correspondências contável-aditivas a valores convexos 
J : A :::l :m:.n satisfazendo a condição: 'liA E A, J(A) = r(A). Ainda, denotaremos o maior 
e o menor elemento em M, com respeito a inclusão (c), quando estes existirem, por rsup e 
rinf. respectivamente. 
Segue abaixo um tipo de teorema de Radon-Nikodym para correspondência: 
Teorema 110 Seja r :A :::llli.n 0'-aditiva a valores convexos tal que r«: /L· EntãoA1. admite 
um maior elemento rsup. e rsup possui uma derivada de Radon-Nikodym A-mensurável a valores 
fechado e convexos. 
Demonstração: Seja \fJ : X :::l lli.n A-mensurável a valores fechados e compactos do Lema 
104. Temos que para todo A E A, f 4 iJ!dv c r( A). 
Como consequência do Lema 107, irr(A) C JA \lJdfL. E assim segue que a correspondência 
0'-aditiva F(A) = f 4 \fldf" pertence a M. Necessitamos provar agora que F= rsup. Supondo que 
hEM e y E h( A). O Teorema 108 nos diz que existe um seletor 'Y para h para o qual 'Y(A) = y. 
Agora, temos que 'Y possui uma derivada de Radon-Kikodym com respeito a 1-' e vamos denotá-
la por 4>. Para todo P E lli.n e B E A, obtemos que (p, JB }'dfL) = (p, <P(B)) :::; /Lp(B). Daí. 
(p<!J(x)):::; O'r(x)(p) f-'- q.s. em X. 
Seguindo, vamos requerer que <P(x) E \fJ(x) I"- q.s. em X. Vamos utilizar a decomposição 
(Xj : j E N) de X em conjuntos disjuntos discutida no Lema 104. Para cada conjunto Xj da 
decomposição, podemos encontrar uma sequência (pk) em lll.n tal que \fJ(x) = n {y: (pk, y) :::; 
kEN 
O'r(x)(Pk)} f-'- q.s. em Xj. Podemos ver que (pk, 4>(x)) :::; O'r(x)(Pk) fL q.s. em Xj. Daí, o 
requerimento acima é válido, e como 4> é uma seleção integrávei de ifi, temos que y = fA <P(x)df.l 
é um elemento de rsup; o que encerra a demonstração. o 
52 
Capítulo 2 
Aplicações à Economia: O Modelo 
de Equilíbrio Geral com Agentes 
Mensuráveis. 
2.1 Introdução. 
A Teoria do Equilíbrio Geral é uma promissora área de investigação na teoria econômica. Desde 
a publicação de A Riqueza das Nações de Adam Srnith, em 1776, o questionamento sobre a 
possibilidade de o sistema social, em que cada indivíduo age segundo seus próprios interesses, ou 
seja, sob um regime descentralizado, alcançar um resultado em que cada agente tenha suprida 
suas necessidades de maneira satisfatória, obteve grande avanço no que se refere ao processo de 
alocação de recursos escassos. 
Depois da obra de Adam Smith, o grande expoente foi Walras, formulando uma criativa 
forma de realização dos intercâmbios que levariam a uma distribuição dos recursos, em que todos 
os participantes do mercado se sentiriam satisfeitos com o resultado, levando em consideração 
as dotações iniciais que estes dispunham. Todavia, o intrumental matemático da época ainda 
não conferia a sua obra uma formalidade matemática coerente. Com efeito, só com a obra de 
Arrow & Debreu [3], de 1954, é que observamos a consolidação de um tratamento matemático 
bem fundamentado do problema, utilizando o teorema do ponto fixo de Kakutani (Teorema 
56), provado bem após a obra de Walras. Daí em diante, os avanços na Teoria do Equilíbrio 
Geral são inúmeros. 
Um dos principais nomes da Teoria do Equilíbrio Geral é Robert Aumann, o qual publicou 
em 1964 um artigo criticando a idéia de trabalharmos a noção de mercados perfeitamente 
competitivos com um número finito de agentes. Propondo um modelo com um contínuo de 
agentes, ou mais precisamente, um modelo em que os agentes são caracterizados por um espaço 
de medida sem átomos, Aumann em [10] expõe os conceitos clássicos de equilíbrio Walrasiano, 
ou competitivo, e de núcleo (core) para uma economia de puras trocas (ou seja, sem produção) 
e prova a equivalência entre estes conceitos para uma economia com um contínuo de agentes. 
Ainda, Aumann em [8], prova a existência de equiHbrio geral para uma economia de puras 
trocas, sem a usual hipótese, até então, de preferências convexas. 
A equivalência provada por Aumann, entre o conjunto de alocações que respeitam a definição 
de um equilfbrio competitivo e o conjunto de alocações pertencentes ao núcleo da economia, em 
[10] é generalizada por Hildenbrand para uma economia com produção1 em [17]. No artigo [19], o 
mesmo autor estende o resultado de existência de equilíbrio competitivo, dado em [8], para uma 
economia com produção com um finito de firmas, em que os consumidores são caracterizados 
por um espaço de medida, que pode ser particionado em um espaço sem-átomos e outro com 
átomos; neste último os agentes possuem preferências convexas. 
A questão da otimalidade de Pareto para economias com agentes mensuráveis, e sua relação 
com conceito de equilibrio competitivo, foi tratada por Hildenbrand em [18]. 
Assim, neste segundo capítulo, vamos apresentar alguns destes fatos, destacando a utilização 
dos resultados expostos no primeiro capítulo desta dissertação. 
Inicialmente, vamos estabelecer a existência de equilíbrio competitivo para uma economia de 
puras trocas, provado em [8]. Veremos que neste resultado utilizaremos o fato de que a integral 
de Aumann, de uma correspondência definida sobre um espaço sem átomos e a valores no lRn, 
é um conjunto convexo. E este fato é o que possibilita descartarmos a hipótese de convexidade 
nas preferências. 
Daremos, finalizando, a generalização realizada por Hildenbrand [17] do trabalho pioneiro 
de Aumann[lO], em que temos a equivalência dos conceitos de equilibrio competitivo e núcleo 
de uma economia com agentes mensuráveis e com produção ( coalítion production economies ). 
Neste resultado, utilizaremos o teorema de Radon-Nikodym para correspondências. 
1 Hildenbrand utiliza originalmente o termo coalition production ecorwmies para a caracterização de uma 
economia com produç ão. A razão disto é o fato de se associar a cada possível coalizão de agentes da economia 
uma certa tecnologia. 
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Vale mencionar que não vamos tratar o caso de economias com um número infinito de bens. 
Bewley foi o pionero no tratamento das questões aqni abordadas para o caso de infinitos bens 
e estendeu ambos os resultados apresentados neste capítulo nos trabalhos [12] e [13]. 
Um ponto importante a ser destacado é que a existência de eqnilíbrio em uma economia 
com um contínuo de agentes, apresentado em [10], pode ter a demonstração da existência de 
eqnilíbrio competitivo feita sem a utilização da teoria de correspondência. Como encontrado 
em [23], Ichiishi conclni que num contexto contínuo a economia apresenta, genericamente, uma 
.função de demanda contínua. Intnitivamente, qualquer economia com um contínuo de agentes 
pode ser aproximada por uma sequência de economias que apresente uma função de demanda 
contínua, e esta última tem a demonstração da exitência de equilibrio sem a necessidade de 
recorrermos aos argumentos da teoria de correspondência. 
2.2 Existência de Equilíbrio Competitivo para urna Economia 
de Puras Trocas com um Contínuo de Agentes. 
2.2.1 Definições e o Teorema de Existência. 
Uma economia de puras trocas é um sistema de mercado sem produção, ou seja, é um modelo 
para estudar o intercâmbio entre agentes econômicos que, de posse de uma determinada quantia 
de cada bem presente na economia, buscam satisfazer suas necessidades ao máximo trocando 
entre si suas dotações sem haver a interferência de um orgão centralizado. As trocas são regidas 
por um sistema de preços que especifica as possibilidades de trocas para uma dada dotação 
inicial, associando a cada bem um valor que chamamos de preço. O problema central nesta 
teoria é perguntar, sob que condições, se estas existem, encontramos um sistema de preços em 
que, aos agentes realizarem as trocas sob este sistema, tenhamos um estado para a economia 
configurado por dotações que satisfaçam cada agente de modo a não haver mais incentivos âs 
trocas; tal estado para a economia é dito um eqnilíbrio competitivo. 
Veremos que um modelo com um contínuo de agentes possibilita obtermos um contexto 
em que tenhamos as condições suficientes para uma resposta positiva a tal questão, isto é, 
possibilite a existência de eqnilíbrio competitivo. Um modelo com um contínuo de agentes 
tem por objetivo modelar a idéia de uma economia perfeitamente competitiva, ou seja, uma 
economia em que nenhum agente tenha o poder de interferir nos preços, assim os agentes tomam 
os preços como dados. De maneira um pouco mais geral, podemos pensar o espaço de agentes 
como um espaço de medida sem-átomos; isto implica que cada agente, visto como um ponto 
neste espaço, tem medida nula. Vamos, então, iniciar a construção do modelo: 
Trabalhamos com o espaço euclidiano JR.1; a dimensão l do espaço representa o número de 
diferentes bens para serem trocados no mercado. 
Observação 111 Utilizamos, neste capitulo, a seguinte notação: V x, y E JR1• 
X > y <=?X; > Yi, 'di E {1, ... ,/} 
X ;;;; Y <=? Xi 2: Yi, 'di E {1, ... , i} 
x 2: y<.=>x;;;;yex#y 
Uma cesta de bens x é um ponto no octante não negativo f1 =R~. A i-ésima coordenada 
de urna cesta x representa a quantidade do bem i contido nesta cesta x. 
O conjunto de agentes (traders) é o intervalo compacto T = [0, 1]. fiotemos que (T, B(T), m), 
é um espaço de medida sem átomos(m é a medida usual de Lebesgue e B(T) é a famHia dos 
conjuntos Borel-mensuráveis de T). Poderíamos adotar qualquer espaço de medida sem-átomos, 
que é a condição suficiente para que cada agente individual não possua influência. 
Definição 112 Um alocação (uma distribuição de cesta sobre os espaço de agentes) é uma 
função f : T -+ Sl, em que, cada coordenada é Lebesgue integrável sobre T. Ou seja, temos o 
conjunto L 1(T, Sl, m) representando o conjunto de alocação da economia. 
Para cada agente t E T, associamos uma cesta ou dotação inicial i(t), isto é, temos um 
alocação inicial i : T-+ fl. 
Por hipótese: 
[ Í no~ão [ i(t)dt >O 
O que significa que cada bem esta presente no mercado. 
Definição 113 Uma alocação factivel (alocação final ou troca) é uma alocação f para o qual 
Jr= J; 
Assim definimos A(i) ={.f E L 1(T,Sl,m): J'rf = fTi} 
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Vamos agora especificar o critério de escolha dos agentes a partir de urna relação de quasi-
ordem sobre o espaço de escolha !1. Para cada agente t definimos urna relação 'rt sobre !1, 
chamada de relação de preferência-indiferença e vamos supor que esta é urna quasi-ordem, ou 
seja, 'rté refiexi va, transitiva e completa. Respectivamente, definimos: 
(i) x >- tY quando x 'rt y mas não tenhamos que y 'rt x 
( ii)x tY quando x 'rt y e y 'rt x 
Agora, vamos especificar um espaço de preferências do tipo (i) acima, a partir de algumas 
propriedades: 
Definição 114 Denotemos por lP'(!l), como sendo o conjunto de todru ru relações>-<;;; !1 x !1 
que cumprem: 
(a) Monotonicidade: x:?: y ~ x >- y. 
(b )Continuidade: Vy E !l,os conjuntos { x : x >- y} e { x : y >- x} são abertos em relação a 
n. 
(c}Mensurabilidade: Se x e y são alocações, então o conjunto {t : x(t) >- y(t)} é Borel-
mensurável. 
Dai, definimos uma aplicação 
W T-+ lP'(fl) 
Assim, >-t é chamada de relação de preferência do agente t, e ainda, vemos que W determina 
uma rede de preferênciru (h)tET· A condição (a) significa que todo agente prefere uma cesta 
que tenha, ao menos, uma quantidade maior de algum dos bens. Em particular esta hipótese 
implica em não-saciabilidade local, ou seja, dado qualquer t E T, para toda cesta x E !1 é 
possfvel encontrar, tão próxima quanto se queira, uma outra cesta y E !1, tal q·ue y >-t x. Da 
propriedade (b) e do fato de 'rt ser uma pré-ordem segue a existência de uma função utilidade 
Ut : !1-+ JR, isto é, para todo x, y E !1, U,(x) ;?: U,(y) ~ x 'rt y; e ainda Ut é continua. Este 
resultado pode ser encontrado em vários textos clássicos da área, ver por exemplo {2},{21},{24} 
e {28}. Já a propriedade (c}, nos garante que U, pode ser escolhida de maneira que tal função 
sda mensurável tanto em t como em x. 
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Para cada bem, devemos associar um preço não-negativo e, como temos l bens na economia, 
definimos um vetor de preços p como um vetor em IR~. 
Obviamente os agentes, dadas suas dotações iniciais, não podem escolher qualquer cesta 
x E fl, estes podem apenas escolher aquelas cestas que são acessíveis ao seu poder de compra 
limitado pelo produto interno (p, i(t)) que podemos entender pela riqueza do agente t. Assim, 
definimos a correspondência: 
B IR~xT:::+fl 
(p, t) ,___... B(p,i(t)) = {x E fl: (p, x)::; (p, i(t))} 
que nos dá o conjunto de cestas que o agente t pode adqtúrir a partir de trocas realizadas 
com suas dotações iniciais i(t) E fl. 
Assim, pelo que foi exposto podemos definir uma economia E como sendo uma aplicação 
E T--> fl x JP'(fl) 
t ,___... (i(t), >-t) 
Definição 115 Um eqtúhbrio competitivo ou Walrasiano é um par consistinto de um vetor de 
preços p e uma alocação f, tal que, a menos de um conjunto de medida nula2 , f(t) é máximo 
com respeito a >-t, no conjunto B(p,i(t)) = {x E fl: (p, x) ::; (p, i(t)) }. 
Uma alocação de equil,ôrio é uma alocação f para o qual existe um vetor de preços p tal 
que o par (p,x) é um eqtúhbrio competitivo. 
De maneira um pouco mais formal podemos definir o conjunto W(E) de eqtúhbrios \'Val-
rasianos como sendo: 
W(E) = {(p, f) E IR~ x J\.(i) : f(t) é máximo com respeito a >-t no conjunto B(p.i(t)) JL- q.s. 
emT} 
Dadas as definições, vamos enunciar o resultado principal desta seção: 
Teorema 116 (EW) Nas condições exposta anteriormente para uma economia E, existe um 
equilzôrio competitivo, ou seja, W (E) f 0. 
2 Entretanto, em alguns casos vamos desconsiderar os conjuntos de medida nula. 
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2.2.2 Teorema Auxiliar 
Para a demonstração do Teorema (EW), vamos inicialmente demonstrar um teorema auxiliar. 
Vamos definir uma economia M, consistindo de um natural l, determinado pelo número de 
bens na economia inicialmente tomada & , uma alocação inicial e uma relação de preferência 
~,ç [l x [l para cada agente tem T. Diferentemente das propriedades que definem a economia 
&, dadas na seção anterior, vamos assumir para a economia }vi que : 
Hipótese 1: Existeumadotaçãoiniciali E L1(T,f!.m) paraaeconomiaM, tal que, i(t) >O 
para todo t E T, ou seja, todo agente possui uma quantia positiva de cada bem presente na 
economia. No temos que esta é uma hipótese mais forte que aquela feita para a economia & , 
que especificava apenas que J i > O. 
Hipótese 2: Para esta hipótese vamos definir primeiramente: 
Definição 117 Uma cesta x E f! é dita um maximal-h para as preferências do agente t se 
para qualquer cesta y E [l valer que x ~t y. 
Daí, assumiremos que a rede de preferências (>-tltET apresenta a seguinte propriedade: para 
todo t E T. se x > y então x >-t y a menos que y seja uma cesta maximal. Esta propriedade 
para as preferências é conhecida como monotonicidade fraca. Vemos que, diferentemente da 
monotorúcidade definida anteriormente, neste caso, dada uma cesta x que não seja maximal 
para os agentes, não será mais suficiente que se aumente a quantia de algum bem em suas 
dotações para que estes se sintam mais satisfeitos. Ainda, a existência de uma cesta maximal 
é impossível com a hipótese de monotonicidade. 
Hipótese 3: Não somente vamos permitir a existência de uma cesta maximal, mas também 
vamos exigir isto para a economia M. Mais precisamente, vamos definir: 
Definição 118 Se.ia v uma alocação, isto é, v E L1(T, O, m). Dizemos que a preferência do 
agente t é commodity-wise-satured em v(t) se para toda cesta x e bem i, tal que xi ;:;; vi(t) 
tenhamos que x ,.,..,_t (x1, ... ,Xi-1~vi(t),xi+l, ... ,xz). 
Ou, em outras palavras, mudando o valor da i-ésima coordenada para acima de vi(t) não 
alteramos o nível de satisfação. Intuitivamente, temos que a preferência pelo i-ésimo bem é 
saciada quando a quantidade deste bem é igual a vi(t), embora o agente t possa querer ainda 
mais de outro bem j, de qual detem menos do que Vj(t). 
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Agora, seja V : T =:; !1 uma correspondência que associa a cada t E T o hiper-retângulo 
V(t) = {x E !1: x;;; v(t)}, ou seja, o conjunto de cestas em que suas componentes são menores 
ou iguais a v(t). Daí, vamos definir uma aplicação Vt: Q 3 x >-+ v,(x) E V(t) como segue: v,(x) é 
a cesta formada a partir de x ao substituirmos toda coordenada x; por v;(t) quando x; for maior 
que v;(t). Então a hipótese commodity-u;ise-saturation sobre v(t) implica que v,(x) ~, x. Desta 
maneira, podemos restringir a escolha dos agentes ao hipercubo V(t), já que para qualquer 
x, y E Q por nossa construção x irt y? v,(x) irt v,(y). 
A existência de v( t) é intuitivamente coerente, ao passo ela implica dizer simplesmente que 
existe um limite superior para a quantidade do bem que pode ser consumida de maneira indi-
viduahnente proveitosa, aconteça o que acontecer com os outros bens, sendo ou não avaliados. 
O requerimento de que v seja uma alocação, ou seja, v E L1(T, !1, m), quer dizer que a economia 
como um todo pode ser commodity-wise-satured, ou seja, existe uma cesta (a saber, J vdm) que 
pode ser distribuída entre os agentes de forma que cada agente t tenha sobre sua preferência a 
propriedade commodity-wise-satured em v(t). 
Assim, segue a hipótese: Existe uma alocação v E L1(T, !1, m) tal que, toda preferência >-t 
apresenta a propriedade commodity-wise-satured em v( t). 
Finahnente, para a economia A1 damos a seguinte hipótese. 
Hipótese 4: Restrição à Saturação, x não pode ser maximal->-, a menos que x > i(t). 
Podemos então ver a economia M como uma aplicação: 
M T-+ !1 X lP''(fl) 
t 1---+ (i(t), >-t) 
em que, lP''(Q) apresenta algumas diferenças com relação a lP'(fl) :trocamos a propriedade (a) 
da Definição 114 pela hipótese 2 apresentada nesta seção. Além disso assumimos as hipóteses 
1, 3 e 4. Estabelecemos, então, o teorema auxiliar sobre existência de equilJbrio competitivo 
Teorema 119 (Teorema Auxiliar) Se M satisfaz as condições expostas nas hipóteses 1 ,2, 3 e 
4 desta seção, além das propriedade de continuidade e mensurabilidade dadas nos itens (b) e 
(c) da Definição 114, então existe equilzôrio competitivo para A1. ou seja. W(M) o;f 0. 
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Esboço da Prova do Teorema Auxiliar. 
Para a demonstração, temos como ponto inicial a definição da correspondência pre.ferred set 
Cp(t), definido para cada agente te para cada vetor de preços p, como o conjunto de cestas 
preferíveis ou indiferentes a todos os elementos da restrição orçamentária B(p.i(t))· Formalmente: 
c JR~ X T::::H! 
(p, t) ~ Cp(t) = {x E 51: ':fy E B(p,i(t))• x >rt Y} 
Dada a correspondência pre.ferred set Cp, agora fixamos p E JR~, definimos por aggregate 
preferred set o seguinte conjunto, dado pela integral de Aumann: 
em que, S(Cp) é o conjunto das seleções integráveis da correspondência Cp: T ~51. Notemos 
que neste caso, S(Cp) é o conjunto de alocações .f tais que f(t) E Cp(t) f.L- q.s. em T. 
A integral de Aumann JT Cpdm é o conjunto de todas as cestas agregadas que podem ser 
distribuídas entre os agentes de tal maneira que cada agente esteja, no mínimo, tão satisfeito 
como ele estaria ao vender suas dotações iniciais e comprando o melhor (de maneira padrão3 ) 
que ele poderia no mercado, aos preços p. 
Como não fizemos nehuma hipótese de convexidade sobre as preferências, o conjunto Cp(t) 
pode não ser convexo. Todavia, pelo Teorema 82, o conjunto JT Cpdm é convexo, pois estamos 
trabalhando com (T, B(T), m), como já comentado no início deste capítulo, sendo um espaço 
de medida sem-átomos. Ao utilizarmos a convexidade do conjunto JT Cpdm, estaremos aptos 
a provar que existe um único ponto c(p) E f r Cpdm que seja o mais próximo de j idm; Daí, 
definimos h(p) = c(p) - r idm. 
( 
Seja P = {p E 51 : L Pi = 1} o simplex dos vetores de preços normalizados, cujas coorde-
i=l 
nadas tenham soma unitária. Daí, a idéia central da prova é fazer uso de h para construir uma 
função contínua de P em P e então aplicar o teorema do ponto fixo de Brouwer; o ponto fixo 
obtido, o qual denotamos por q, resulta em um vetor de preços de equilíbrio. 
SEntedemo..s como maneira padrão, o comportamento maxlmizarlor, c-Ondicionado peJa Sllfl. relação de prefer-
ência. requerido na definição de Equilíbrio Walrasiano. 
61 
Definimos a função f : P-+ lR1 como: 




Vamos mostrar, mais a frente, que h(p) ;;; O. Ainda, o denominador na definição da função 
f nunca é igual a zero e, também, f(p) E P, Vp E P. 
l 
Agora, supondo que q seja Ulll ponto fixo para r Então q(l +L hi(p)) = q + h(q), isto 
i=l 
l 
é, h(q) = oq. Por ser h(p) ;;; O, o = L hi(P) ;;; O. Desejamos mostrar que h(q) = O. Por 
i=1 
contradição, vamos supor que h(q) > O. Pela definição de h e pela convexidade de fr Cpdm 
segue que para todo p E JR1, o hiperplano que passa por h(p) + J idm e é perpendicular a h(p) 
suporta fr Cpdm. Aplicando isto para p = q, obtemos que 
\ (y- f idm), h(q));;; (h(q), h(q)) = llh(q)ii2 , Vy E l Cpdm 
Como h( q) > O, o > 0: e pelo fato de h( q) = a.q, obtemos que ( (y - f ídm), a.q) ;;; a.2 !! qll2 
e daí: 
Agora, para cada t, seja x( t) um ponto pertencente à restrição orçamentária B(q,i(t)) que 
seja maximal com respeito a relação de preferência de t, então temos por um lado que 
\ x(t)- Iidm,q) ~O 
e, por outro lado, x(t) E Cq(t). Daí, integrando, obtemos que 
\(f xdm- fidm),q) ~Oe f xdm E f Cpdm 
e isto é uma contradição, pois havíamos estabelecido que ((y- f idm), q) ;;; a. !lql!2 , Vq E 
.frCpdm. Daí, h(q) =O. 
O que acabamos de mostrar, significa que J idm E J Cpdm, ou seja, existe uma alocação 
g: T-+ !1 tal que J gdm = J idm e g(t) E Cp(t), Vt E T. Logo, g é uma alocação (g E A( i)), e 
g(t) é preferível ou indiferente a todos os elementos de B(q.i(t))· 
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Para completarmos a prova de que (q, g) é um equilíbrio competitivo, só é necessário mostrar 
que g(t) E B(q,i(t)) Vt E T, Com efeito, supondo que para algum t, (q, g(t)) < (q, i(t)), En-
tão, g(t) não pode ser maximal pela hipótese 4 para a economia M, e daí pela hipótese de 
monotonicidade fraca, segue que g(t) + (ó, ,,, ó) >-t g(t) para ó >O, Mas para ó suficientemente 
pequeno, temos que (q,(g(t) +(ó,,,,ó))) = (q,g(t)) +ó < (q,i(t)) e asslm (g(t) +(8,,,,6)) E 
B(q,i(t))• contradizendo o fato de g(t) E Cq(t), Daí, (q,g(t)) < (q, i(t)) é impossível, o que 
nos permite concluir que (q,g(t)) ~ (q, i(t)), Vt E T, Se a desigualdade estrita valer para al-
gum t, podemos deduzir que f (q, g) dm > f (q, i) dm, contradizendo f gdm = f idm, Assim, 
(q,g(t)) = (q, i(t)), Vt E T, seguindo que g(t) E B(q,i{t))• Vt E T, Mostramos, assim que (p,g) é 
um equilíbrio competitivo paraM, 
Provas dos Resultados Complementares para o Teorema Auxiliar. 
Vamos começar estabelecendo a existência, unicidade, continuidade e não-negatividade da 
função h, Em principio, as três primeiras propriedades seguem das propriedades de f Cpdm 
ser a valores fechados, ser não-vazia, convexa e contínua em p, A não-negatividade, veremos 
que segue da hipótese de monotonicidade fraca, Uma dificuldade que surge é o fato de Cp(t) 
não ser limitado, Para transpormos esta dificuldade vamos trabalhar com um outro conjunto, 
definido a partir de Cp, que seja limitado. 
Seja v uma alocação tal que a preferência de cada agente t apresente a propriedade commodíty-
v.;ise-satured em v(t), dada na definição 118. Recordemos que V(t) = {x E n : x ;;;; v(t)}, 
daí, vamos trabalhar com o conjunto Dp(t) := V(t) n Cp(t). Notemos que a correspondên-
cia Dp : T =t n é integravelmente limitada, uniformemente em p, pela função v : T ......, n. 
Estabelecemos os seguintes lemas: 
Lema 120 Fixado tE T, a imagem direta de P, D(t)(P) é um conjunto compacto. 
Notemos que por este lema, dada uma sequência (pk) c P tal que Pk ......, p, toda sequência 
(Yk) com Yk E Dpk(t) possui uma subsequência convergente. Daí, quando necessitarmos de 
demonstrar a h.c.s. para a correspondência D( t) : P =t n não precisaremos mostrar a existência 
de uma subsequência, pois sua existência já está garantida, necessitaremos tão somente mostrar 
que limyk E Dp(t), já que, sem perda de generalidade, podemos tomar a subsequência, como 
sendo a própria (Yk)· Ver também a Observação 42. 
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Lema 121 Para cada t E T, Do(t) é contínua em p. 
Demonstração: Inicialmente vamos mostrar que Do(t) é h.c.s. em P. Com efeito, seja (Pk) 
uma sequência tal que lim Pk = p. Seja a sequência (xk) tal que Xk e lim Xk = x. Como 
k-oo k........-oo 
Xk E V(t), Vk E N podemos escrever que xk ;; v(t), Vk E N, passando o limite temos que 
lim xk = x ;; v(t), logo x E V(t). Mostremos que x E Cp(t); Se x 1/c Cp(t) então existiria 
k---+00 
y E B(p,i(t)) tal que y >-t x. Assim, i,p, y) ;; (p, i(t)) >O. Pela hipótese em que i(t) >O, temos 
(p, i(t)) >O. Pela continuidade nas preferências, podemos tomar uma cesta y, suficientemente 
próxima de y, em que tenhamos z >-t x, mas i,p, z) ;; i,p, i(t)) . Então, para um k suficientemente 
grande, obtemos que (pk, z) ;; i,pk, i(t)). Novamente, aplicando a hipótese de continuidade nas 
preferências, deduzimos, de z >-t x, que, para k suficientemente grande, z >-t Xk; mas isto 
contradiz o fato de xk E Cp(t) e logo x E Dp(t). Assim, Do(t) é h.c.s. em p. 
:VIostremos agora que Do(t) é h.c.i. em P. Dado p E P, seja (pk) Ç P tal que lim Pk = p e 
k-->-oo 
tomemos x E Dp(t). Devemos encontrar uma sequéncia (xk) tal que lim Xk = x e Xk E Dp.(t), 
k-= 
Vk E N. Com efeito, se x é maximal-r-,, então x E Dp.(t), Vk E N e daí, fazendo xk = x, 
temos a sequência desejada. Agora, suponhamos que x não é maximal->-t . Seja Xk um ponto 
em Dp.(t) o mais perto a x; a existência de Xk segue do fato de Dp,(t) ser fechado, o qual é 
decorrente da h.c.s. Para um íi >O arbitrário, fixemos yíi ~, x + (íi, ... , 8) >-t x, pela monotoni-
cidade fraca temos que para todo íi, yíi E Dpk ( t) para qualquer k suficientemente grande, senão 
para algum íi, exitiriam infinitos k tais que yíi ifc Dpk (t). No primeiro caso, temos que para 
todo 8, pela definição de xk, que [[xk - x[[ ;; [[yíi- x[[ ;; íizl/2. Como {j é arbitrário, temos que 
lim xk = x, o que implica na h.c.i. desejada. No segundo caso, vamos assumir, sem perda de 
k-+oo 
generalidade, que yíi 1/c Dp.(t), Vk E N. Então para cada k, existe algum Zk E B(p.,i(t)J n V(t) 
tal que zk >-t yíi. Como (zk) Ç V(t), (zk) possui um ponto limite z; novamente, sem perda de 
generalidade, suporemos que este seja seu limite. Como lim Pk = p e (Pb zk) ;; (pk, i(t)), 
k-oo 
segue que i,p, z) ;; (p, í(t)), isto é, z E B(p,i(t))· Por outro lado, pela hipótese de continuidade 
sobre as preferências, temos que z :Pt y; como yíi >-t x, segue também que z >-t x. Mas isto 
contradiz x E Dp(t) C Cp(t), completando a prova do nosso lema. o 
Vale observarmos que a prova de h.c.s. do lema anterior foi possível graças à hipótese de 
que i(t) >O para a economia M, a qual é uma suposição mais forte que a feita para a economia 
E, dada por f idm >O. 
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Lema 122 Cp e Dp são borel-mensuráveis para cada p fixado. 
Demonstração: Como toda função Lebesgue-mensurável é Borel-mensurável a menos de 
um conjunto de medida nula, podemos assumir que v e i são Borel-mensuráveis. A afirmação 
x E Dp(t) é equivalente a x;:;; v(t) ex E Cp(t). Afirmar que x E Cp(t) equivale a 'fy E B(p,i(t))• 
x ~~ y; como ~ é contínua, a úitima passagem equivale a afirmarmos que 'ir E Q n B(p,i(t))• 
x ~~ r. Para algum r fixado, x ~~ r equivale a escrever que: existe algum ponto s E Q n [l tal 
que s;;;; x e r >-t s. Daí {(x.t): x ~~r}, o qual é igual a: 
é Borel-mensurável. 
[l X T\ u [ {X : S ;;;; X} X { t : r >-t S}] 
sEQ:nn 
Daí, também {(x, t): x E Cp(t)}, o qual é igual a: 
n [(Ox{t:(p,r)>(p,i(t))})U{(x,t):x~1 r}} 
rEQnn 
é Borel-mensurável; o que mostra que CP é Borel-mensurável. 
Assim, {(x, t): x E Dp(t)}, que é igual ao conjunto 
{(x, t) : x ;:;; v(t)} n {(x, t) : x E Cp(t)} 
é Borel-mensurável, o que completa a demonstração. o 
Corolário 123 O conjunto dado pela integral de Aumann f Dpdm é não-vazio, convexo, con-
tínuo em P e fechado. 
Demonstração: (i) Temos que, 'ft E T, Dp(t) = V(t) n Cp(t) = {x : x ;:;; v(t)} n {x : 
'fy E B(p,i(t))• x ~~ y}. Logo, v(t) E Dp(t), 'ft E T. Como v é uma alocação, v é uma seleção 
integrável de Dp. Logo, f Dpdm é não vazio. 
(ii)A convexidade de f Dpdm segue do Teorema 82. 
(iii)Como, Vi E T, Dp(t) é integravelrnente limitada por v, segue dos Lemas 121 e 122 e do 
Teorema 89, que f Dpdm é contínua em P. 
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(i v )Ainda, como os valores de urna correspondência contínua são sempre fechados, o corolário 
tem sua demonstração terminada. o 
Para cada p E P, seja d(p) o ponto em f Dpdm que seja o mais próximo de f idm. A 
existência de tal ponto é garantida pelo fato de f Dpdm ser um conjunto fechado e não-vazio; 
sua unicidade é decorrente da convexidade de f Dpdm. Ou seja, as condições do clássico teorema 
da projeção ortogonal em espaços de Hilbert. 
Lema 124 A função d: P 3 p e-+ d(p) = { ( E f Dpdm : jj(- f idm[j = Jinf jjw- f idm[IJ 
wE Dpdm 
é contínua em P. 
Delllonstração: Seja (pk) C P tal que lim Pk = p, e seja x um ponto limite de d(pk)· Pela 
k-+oo 
h.c.s. de f Dpdm temos que x E f Dpdm. Supondo que exista um ponto y E f Dpdm tal que 
jjy- f idmjj < jjx- f dmjj. Pela h.c.i de f Dpdm existe urna sequência de pontos Yk E f Dpdm 
convergindo a y. Seja (d(pk1 )) uma subsequência de (d(pk)) convergindo a x. Como a norma é 
contínua, segue que para j suficientemente 117ande, 
contradizendo a definição de d(Pk;). Daí, x = d(p). Logo o único ponto limite de ( d(pk)) é 
d(p), e o lema está demonstrado. O 
Lema 125 Para todo p E P, d(p) ;;; f idm. 
Demonstração: Se, ao contrário, d(p) <f idm, então d(p) possui alguma coordenada( sem 
perda de generalidade, a primeira) tal que d1 (p) < f i1dm. Agora, d(p) = f 7dm, em que 
•t(t) E Dp(t), Yt E T. Seja y(t) = (vi(t),"f2(t), ... ,"fz(t)). Então, y(t) ;;; 7(t) e y(t) ;;; v(t); 
ainda, y(t) E Dp(t), Yt E T. Mais ainda, (.f v1dm, ~(p), ... ,d1(p)) = f ydm E J Dpdm. Agora, 
d1 (p) < f i1dm, e pela Restrição à Saturação, f i 1dm <f v1dm; assim, existe algum a E (0, 1) 
tal que a f v1dm + (1- a)di(P) =f i1dm Fixando z = ay + (1- ah e z =f zdm, obte-
mos quezE f Dpdm (pela convexidade de f Dpdm), ez=(Ji1dm,d2(p), ... ,dz(p)). Então, de 
l l 
d1(p) <f i1dm, deduzimos que l!z- f idmjj 2 = L: (d;(p) f Íjdm) 2 < L (d;(p) f Íjdmj2 = 
j=2 j=l 
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jjd(p) f idrnjj 2 . Assim, z E f Dpdm é um ponto mais próximo de f idm que d(p), o que é 
uma contradição. O que prova o lema. o 
Agora, seja g(p) = d(p) - f idm. Estabelecemos para g(p) todas as propriedades que dese-
jamos para h(p). Daí segue o seguinte resultado: 
Lema 126 Paro todo p E P temos que g(p) = h(p). 
Demonstração: Fixamos p E P, escrevemos g g(p), h = h(p), c= c(p) e d = d(p). E 
lembramos que g = d - f idm e h = c f idm. Daí: 
(i) Se g = O, logo d = f idm e assim d é o ponto mais próximo, em f Cpdm, de f idm. 
Portanto, d = c e g = h. 
(ii) Se 9 # O. Pela definição de g o hiperplano que passa por d, perpendicular a g suporta 
f Dpdm. Isto quer dizer que: 
Supondo que exista um ponto y em f Cpdm que seja mais próximo de f idm que d, ou seja, 
y E (J Cpdm- J idm) que é mais próximo de O (origem) que g. Então, 
Ainda mais, IIYII 2 - 2 (y, g) + llgll2 = IIY- 911 2 > O. Daí, IIYII2 > (y, 9) + [(y, 9) - 11911 2]. 
Se (y, g) - 11911 2 > O, então IIYII2 > (y, g) ;; 11911 2 , o que é uma contradição, pois vimos que 
IIYII2 < 1!911 2 · Logo, 
Agora, y =f xdm- f idm, em que x(t) E Cp(t), 1:/t E T. Pela commodity-wise-satumtion, 
v,(x(t)) ;S x(t) e v,(x(t)) ;S v(t). Fazendo z(t) = v,(x(t)), obtemos que J zdm E J Dpdm e 
f zdm- f idm ;S y. Como 9 ;; O, pelo Lema 125, segue que, (f zdm- f idm, g) ;S (y.9). 
Daí, como vimos que (y, 9) < [[g[l 2 , temos que (J zdm - .f idm) E (J Dpdm - .f idm), e como 
(x, g) ;; llgll2 , 1:/x E (f Dpdm f idm), vale que <J zdm- f idm, 9)? 11911 2 , o que é uma con-
tradição, e assim temos g(p) = h(p). o 
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Agora, só nos resta mostrar que algum x : T ---+ Q mensurável pode ser escolhido de maneira 
que sua integral contrarie 
como na passagem da demonstração do Teorema Auxiliar em que mostramos que h(q) =O 
e q é um ponto fixo de 




De acordo com a seção em que estabelecemos o Teorema Auxiliar, é suficiente mostrarmos 
que existe um x mensurável tal que, para todo tE T, x(t) é máximo em B(q,i(t)) com respeito 
a >rt . Assim temos o lema: 
Lema 127 Existe uma função x : T -+ B(q,i(t)) mensurável tal que, para todo t E T, x(t) é 
máximo em B(q,i(t)) com respeito a >;- . 
Demonstração: Seja X(t) o conjunto de todos os pontos maximais em B(q,i(t))• ou seja: 
X T =t B(q,i(t)) 
t f---+ {(E B(q.i(t)): (>;-,TI m- q.s. em B(q,i(t))} 
Como na prova do Lema 122, podemos tomar i Borel-mensurável. Então, {(x,t) x E 
B(q,i(t))}= {(x,t): (q,x);; (q,i(t)) =Q xT\U[{x: (q,x) >TI} x {t: TI> (q,i(t))}J, 
~ 
em que TI percorre todos os racionrus. Logo, {(x, t) : x E B(q,i(t))} é Borel-mensurávei. 
Aplicando o Lema 122, deduzimos que {(x, t): x E X(t)}, o qual é igual ao conjunto {(x, t) : x E 
B(q,i(t))}n {(x,t): x E Cq(t)}, é um conjunto Borel-mensurável. Assim, X é Borel-mensurável. 
Agora, vamos mostrar que X(t) # 0 para todo tE T. Pela compacidade do conjunto V(t)n 
B(q,i(t)) e pela continuidade da relação de preferência ":rt, seguimos que V(t)n B(q,i(t)) possui um 
elemento maximal y. Então, pela commodity-wise-saiuraiion, y também é maximal em B(q,i(t))· 
De fato, suponhamos que exista algum z E B(q,i(t)) tal que z >-t y. Assim, (q, z) ;; (q, i(t)); ainda 
mais, (q, v,(z)) ;; (q, z) ;; (q, i(t)), o que nos leva a concluir que v,(z) E B(q,i(t))· Finalmente, 
v,(z) ~, z >-t y. Assim, v,(z) contradiz a maximalidade dez em V(t)n B(q,i(t))· 
Logo, temos que X : T =t B(q,i(t)) é uma correspondência Borel-mensurável satisfazendo as 
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hipótese do Teorema 74, e assim temos a existência de uma seleção mensurável x: T-+ B(q,i(t)) 
~X o 
2.2.3 Prova do Teorema de Existência de Equih'brio Geral para a Economia 
E. 
A idéia geral é aproximar a economia E : T-+ rlxJl>(O), definida inicialmente, por uma sequência 
de economias (Mk)kEl'i, em que J'vlk : T-+ n xJl>*(fl) são economias com as propriedades dadas 
no Teorema A1nciliar, ou seja, já temos uma sequência de economias em que a existência de 
equilíbrio geral é garantida para cada uma delas, e vamos denotá-los pela sequência ((qk,Yk)), 
destes equilíbrios competitivos vamos construir um par ( q, y), e mostraremos que este par é 
um equilfbrio competitivo para E. 
Para definir a economia Mk, vamos especificar a dotação inicial ik e a relação de preferência 
>,o~; quanto ao número de bens, fixamos l em todas as economias Mk· 
Seja (<5k) uma sequência monótonona de números reais positivos tais que 11m bk = O, e 
k___,.oo 
definimos: 
Para definir a relação de preferência, seja 'Yk uma sequência monótona de números reais 
tais que lim 'Yk = oo e 'Yl > 61, assim façamos: k-= 
Seja, finalmente os hiper-retângulos Vk(t) e as funções vk.t : n -+ Vk(t) como definidos na 
construção do Teorema Auxiliar. 
Agora, definimos a relação de preferência como: 
Assim, temos que, para todo k, a economia A1.k satisfaz as condições do Teorema Auxiliar, 
em que, vk é a alocação commodity-wise-satumtion. Ainda mais, notemos que a ordem de 
preferência em Mk coincide com a ordem em E para todo x e y tais que x ;;2 i( i)+ ('Yk, ... ,"fk) 
e y ;;2 i(i) + ('Yk, ... , 'Ykl· 
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Seja ( qko Yk) um equilíbrio competitivo para a economia Mk. Pela compacidade de P, a 
sequência ( qk) possui uma subsequência convergente e sem perda de generalidade, vamos supor 
que esta seja a sequência original (qk)- Seja q = lim qk. Segue um importante lema desta seção: 
k-oo 
Lema 128 lim qk = q > O. 
k~oo 
Demonstração: Inicialmente, vamos mostrar que: 
(i) Se (q,i(t)) >O, então (yk(t)) não possui ponto limite quando k--+ oo. 
C<:>m efeito, supondo que exista algum ponto y que seja ponto limite de (Yk(t)), sem perda de 
generalidade, vamos assumir que este seja o limite. Como (qk, Yk) é um equilíbrio competitivo 
em Mk, temos que (qk, Yk);;; (%, i(t)). Usando este fato e a restrição à saturação na economia 
Mk, deduzimos que Yk(t) não pode ser um maximal+,. Daí, se (qk, Yk(t)) < (qk, ik(t)), então 
pela monotonocidade fraca das preferências na economia Mk. poderíamos encontrar algum 
ponto w E B(q.,i(t)) em que w >-t Yk(t), o que contraria a definição de equiliôrio competitivo. 
Logo, e pela hipótese de (i), obtemos: 
Assim existe alguma coordenada j tal que Yi > O e qj > O. Vamos assumir, sem perda de 
generalidade, que j 2. Agora, pela hipótese de monotonidade, y + (1, O, ... , O) >-t y. Se, para 
algum 6 > 0 suficientemente pequeno, definirmos z = y + (1, -15, 0, ... , 0), então z E fi, e pela 
continuidade deduzimos que z >-t y. Novamente, usando a continuidade, obtemos z >-t Yk(t) 
para k suficientemente grande. 
Como (qk, Yk) ê um equi!Jôrio competitivo para Mk, obtemos que (qk, z) > (qk, ik(t)), 
fazendo k--+ oo e aplicando (ii), temos: 
(iii) (q, z) = lim (qk, z) ~ lim (qk, ik(t)) = (q, y) 
k-+co k-+r:x:; 
Mas como q1 = O e q2 > O, obtemos: 
Contradizendo (iii). Assim, obtemos (i). 
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Como q E P e f idm >O, segue que f (q,í) dm = (q, f idm) >O. 
SejaS= {t: (q,i(t)) > 0}, então S não tem medida nula; e seja m(S) >O sua medida. 
Definimos: 
l l 
A= {x E Q: 'Ex; ;S 2 ]'E[ij/m(S)]dm} 
i=l j=l 
Vemos que A Ç fi é limitado e fechado, ou seja, A é compacto. Este fato associado à (i) implica 
que, para todo tE S, Yk(t) E A para um número finito de indíces k; isto é, para cada tE S 
l l 
existe algum natural k(í) tal que, para Lodo k ;;; k(l), L Yk,i(í) > 2 f L [ij/m(S)Jdrn. Daí, 
i=l j=l 
para tE S, 
l l 
(iv)limir~JLYk,;(t) > 2 j'L[ii/m(S)Jdm 
i=l j=l 
Por Yk ser uma alocação em J'vl.k, temos que: 
l 
(v) lir" j LYk,;dm 
i=l 
O Lema de Fatou, em dimensão 1, nos diz que se (</>k) é uma sequéncia de funções a valores 
reais não-negativa e mensurável, então !iminfk f <f>kdm ;;; f liminfk <Pkdm. Assim, pelo Lema de 
Fatou , por (i v) e pelo hipótese de que f idm > O, temos que: 
Isto contradiz (v), e assim provamos nosso lema. o 
Agora, como qk --+ q > O, existe um certo 15 > O tal que qk,i ;;; 15 para k suficientemente 
grande e para todo i. Sem perda de generalidade, vamos assumir que qk,i ;;; 15 para todo k e i, 
e que Ík,;(t) ;S i;(t) + 15 para todo i, k e t. Assim, para todo i, k e t, 
l 





(vi)Yk,i(t);;; 1 + f"'L_[ij(t)/8]dm 
j=l 
Para cada t, seja Y(t) o conjunto de pontos limites de Yk(t) quando k---> oc. Seja Yk(t) o 
conjunto unitário consistindo do ponto Yk(t), assim Y(t) = limsup Yí,(t). Por (vi), todo Yk(t) é 
limitado pela mesma função integrável. Daí pelo Corolário 85, 
f idm = lim f Íkdm E lim sup f Ykdm Ç f lim sup Ykdm = f Y dm. 
Seja y tal que y(t) E Y(t) para todo t, e 
(víi) f ydm =f idm 
Vamos mostrar que (q,y) é um equiHbrio competitivo para a economia&. 
Para isso, necessitamos mostrar que y é uma alocação, que y(t) E B(q.i(t)) para todo t, e que 
y( t) é maximal em B(q.(i(t)) m - q.s em T, isto é, que nenhum ponto em B(q,i(t)) é preferível a 
y(t) m- q.s em T. Por (víi), y é uma alocação. Agora, como y(t) E Y(t), segue que y(t) é um 
ponto limite de (Yk(t)), ou seja, y(t) = Iimp-.ooYkp(t). Como (qkp•Ykp(t));;; (qkp•ikp(t)), e ao 
fazermos p--+ oc, deduzimos que (q,y);;; (q,i(t)), e daí, para quase todo t, 
(viii) y(t) E B(q.i(t)) 
Finalmente, vamos supor que para t num conjunto de medida positiva, exista algum z E 
B(q.i(t)) tal que z :>-, y(t). Claramente z -# O, e vamos supor, sem perda de generalidade, que 
z1 > O. Se para 8 > O suficientemente pequeno definirmos z8 = z - ( 8, O, ... ,O), então podemos 
escrever que 
(ix) z8 :>-, y(t) 
Ainda mais, como limk (qk, z8) = (q, z)- q18 < (q, z) ;;; (q, i(t)) = limk (q, ik(t)), segue que, 
(qk, z/5) < (q, ik(t)), para k suficientemente grande; digamos, para k > ko. Agora, do fato de 
y(t) ser um ponto limite de (yk(t)), existe uma subsequência (Yk"(t)) convergindo para y(t); 
daí, para p suficientemente grande, temos a estrita preferência z8 :>-t Yk"(t), por (ix). Se nós 
tomarmos p de tal forma que kp > k0, então zó contradiz o fato de Ykv(t) ser maximal no 
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conjunto de restrição orçamentária B(qkp·ikp(t))· Logo, a suposição de que z h y(t) nos levou 
a uma contradição, e assim concluímos que y(t) é maximal em B(q,i(t)) para quase todo t. 
Assim, este último fato, juntamente com (vi i) e ( vííí), nos mostram que ( q, y) é um equilíbrio 
competitivo para a economia E. Temos assim provado o Teorema (EW). 
2.3 O Teorema do Núcleo para urna Economia com agentes 
mensuráveis e com Produção. 
Vamos tratar agora de uma economia com produção, ou seja, um sistema de mercado em que 
os bens não são apenas trocados entre os agentes, mas também produzidos por apropriados 
agentes: as firmas. O modelo aqui exposto é conhecido na literatura por coalition productíon 
economy. Vamos, nesta seção, fazer uma apresentação do modelo econômico um pouco mais 
geral do que a apresentada na seção anterior. Diferentemente da maneira como definimos 
anteriormente o espaço de agentes, vamos adotar agora como espaço de agentes (consumidores) 
um espaço de medida finita (espaço de probabilidade) completo (A, A, v) sem átomos, em que: A 
é o conjunto de agentes ou consumidores presentes na economia; A é a 0'-álgebra das possíveis 
coalizões de agentes e v é uma medida que indica a fração do total de agentes contidos em 
cada possível coalizão, podemos interpretar v também como uma medida que associa a cada 
coalizão um medida de seu poder político relativo na sociedade. Se a coalizão S E A é tal que 
v(S) = O, dizemos que esta é uma coalizão nula. Notemos que na seção anterior tínhamos 
A= [0, 1], A= B([O, 1]) e v sendo a medida de Lebesgue. 
Como feito na seção anterior, IR1 denotará o espaço de bens e !1 =IR~ é o conjunto de cestas 
sobre o qual definimos uma relação de preferência >,=apara todo a E A. 
Vamos denotar por JP'(!l) o conjunto de relações de preferência >-C !1 x !1 que satisfaçam as 
seguintes propriedades: 
(i) A relação de preferência >- é localmente não saciável, ou seja: para todo x E !1 e para 
toda vizinhança U de X existe uma cesta y E !J n U tal que y )- X. 
(ii) Para todo x E !1, os conjuntos { y : x >- y} e { x : y >- x} são abertos em relação a !1. 
(iii)A preferência >- satisfaz a seguinte condição de mensurabilidade: 
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Como feito na seção anterior, vamos assumir que E é uma economia de trocas puras e vamos 
vê-la, analogamente, como a seguinte aplicação: 
E (A, A, v) --.\1 x lP'(fl) 
t >---+ (i( a), >-a) 
Agora para nossa coalition production economy falta especificar o setor produtivo da econo-
nna. 
Definição 129 O setor produtivo é descrito por uma correspondência Y : A ~ JR1 que seja 
O"-aditiva e a valores convexo. Ou seja: 
= = 
Dado (5k) C A disjunta, Y(U 5k) = LY(5k), e 
k=1 k=! 
'IS E A, Y(S) é um conjunto convexo. 
A correspondência Y é conhecida como productíon set correspondence. Tal correspondência 
associa a cada possível coalizão S E A uma tecnologia Y(5) que interpretamos como o con-
junto possibilidade de produção, o que define urna firma. Um vetor y E Y(S) representa uma 
possível produção para 5, em que suas componentes negativas representam os insumos ( ínputs) 
e as coordenadas positivas representam os bens que a coalizão S poderá ofertar na economia 
( outputs ). 
Assim especificamos urna coalitíon productíon economy como sendo o par (e, Y). 
Vamos assumir a hipótese do comportamento maximizador tanto por parte dos agentes 
(consumidores) em A. como por parte das coalizões 5 E A, este último no seguinte sentido, a 
coalizão escolhe uma possível produção y em Y(S) de modo a maximizar seus lucros aos preços 
p E JR~. Dado um preço p, o lucro por parte da coalizão S ao produzir y E Y(5) é dado pelo 
produto interno (p, y). Logo, o comportamento maximizador de S implica na escolha de uma 
produção y E Y(S) tal que (p, y) = sup (p, w) = O"y(sl(p), ou seja, o lucro máximo é dado 
wEY(s) ' · 
pela função suporte de Y(E) aplicada em p. 
Uma hipótese que vamos assumir é que Y é absolutamente contínua com respeito a v, pela 
notação Y «:v, ou seja, dado 5 E A, se v(5) =O então Y(S) = {0}. Tal hipótese diz que toda 
coalizão nula não exerce alguma atividade produtiva. 
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Proposição 130 Seja (E, Y) uma coalition production economy em que E e Y sati~fazem as 
hipóteses dadas anteriormente. Então exite uma função rr(·,p) de A emRU{oc}, que denota 
a distribuição individual do lucros, unicamente determinda por v. 
Demonstração: Para toda coalizão S E A, associamos sua função suporte cry(s)(p), assim 
definimos uma aplicação ~<( ·, p) de A em R U { oo}, e ela denota a distribuição dos lucros entre as 
00 00 
coalizões. Obscvamos que~>( U Sk,P) = L; ~>(Sk,p), pois Y é contávcl aditiva c Y «v. Logo 
k=l k=l 
K também é a-aditiva e"·<< v. Daí, pelo teorema de Radon-Nikodym , existe uma função, que 
denotamos por rr(·,p): A-+ lR U {oc}, tal que, para todoS E A, 
t-r(S,p) = 1s rr(·,p)dv 
o 
Vamos estender agora o conceito de alocação e alocação factível para uma coalition produc-
tion economy. 
Definição 131 Uma alocação <jJ paro (E, Y) é uma função integrável de A em S1 , isto é, o 
conjunto é alocação é dado pelo espaço L 1(A,S1,v). 
Ainda, uma alocação <f; éfactivelse fA cpdv E fAidv+Y(A), em que i E L 1(A,S1,v) e como 
de costume, i( a) denota a dotação inicial do agente a. 
Daí, definimos Ll(i) = {<P E L1(A,S1,v): J1 <Pdv E fridv + Y(A)} como sendo o conjunto 
de alocações factiveis. 
Definição 132 Uma alocação factível <P E Ll(i) de (E, Y) é dita bloqueada (ou dominada) pela 
coalizão não nula E E A se existe uma alocação ,P E L 1 (A, O, v) tal que: 
(i),P(a) >- a<P(a), v- q.s. em E, 
(ii) L ?j;dv E L idv + Y(E) 
A condição (ii), usando uma terminologia de Aumann [10], diz que a alocação ,Pé efetiva 
para E, ou seja, temos uma espécie de factibilidade de ,P restrita a E. 
Passamos, assim, para a definição do conceito de núcleo da economia (E, Y) : 
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Definição 133 O núcleo {core) C(E, Y) para (E, Y) é dado pelo conjunto de todas as alocações 
factíveis Ç E ~(i) de (E, Y) tais que não admitem nenhuma coalizão E E A tal que Ç é bloqueada 
por E. Toda alocação factivel em C( E, Y) é dita uma alocação de Edgeworth. 
Agora, vamos para a definição do conceito de equihbrio competitivo ou \Valrasiano para 
(E, Y), mas, antes vamos definir o conjunto de demanda . Vemos que a correspondência restrição 
orçamentária em (E, Y) é dada por: 
(p,a) >----> B(p,í(a)) = {x E Q: (p,x);;:; (p,í(a)) +rr(a,p)} 
Assim definimos a correspondência de demanda por: 
(p,a) >----> D(p,>-a,í(a)) = {z E B(p,i(a)): Z >.:=a x, Vx E B(p,í(a))} 
Segue assim a definição de equilíbrio competitivo: 
Definição 134 Um Equilibrio Competitivo ou Walrasiano para (E, Y) é uma alocação factível 
<f>, uma produção r E Y(A) e um vetor de preços p E JR~, tal que: 
(í)4>(a) 
(íi) (p,r) 
E D(p,>-a,i(a))V- q.s. em A .. 
max (p,q) 
qEY(A) 
- Z idv +r }_;,_ 
Vamos denotar por W(E, Y) o conjunto de alocação que são equihbrios competitivo. 
Por último, vamos assumir a existência de uma alocação 4>0 e uma produção Yo tal que 
J4 q>0dv < J4 ídv + Yo- Esta suposição elimina a excepcional situação em que 
. inf I p, f <i>dv \ = I p, f ídv \ + rr(A,p) 
9EL1 (A_,n,1-·) \ }A / \ }_4 J 
como afirmam [20] e [26]. 
Segue portanto o teorema: 
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Teorema 135 Seja (E, Y) uma coalition production economy com as características descritas 
anteriormente, então C(E, Y) = W(E, Y). 
Demonstração: (;:2) Desejamos mostrar que W(E, Y) <;; C(E, Y). Supondo que 9 E W(E, Y) 
e que 9 f= C (E, Y); então existe uma coalizão não nula S E A e uma alocação 1j; tal que 
(i)w(a) >- a<?( a), v- q.s. emS, 
(ii) l J;dv E .l idv + Y(S) 
.s 
(i) e a Definição 134 implicam que existe um vetor de preços p E JR~ tal que (p, i( a)) +r.( a, p) < 
(p, 1j;(a)) v-q.s. em A. Assim, segue que rc(S,p) = fs r.(·,p)dv < J5 (1j;-i)dv. Como f5 (w-i)dv E 
Y(S), nós obtemos uma contradição pela definição de ~<(S,p). 
(<;;)Agora, vamos mostrar que C(E, Y) <;; W(E, Y). Com efeito, seja 0 E C( E, Y) e definimos 
a correspondência 
r A =lJR.1, 
T 
a >---; f'( a)= {x E JR~ : x + i(a) >-a <fi( a)} 
temos que[' é uma correspondência Borel-mensurável e pelo Teorema 7 4, [' admite uma seleção 
A-mensurável. Ainda, S(f') # 0, pois <? é integrável e as preferências são localmente não-
saciáveis. 
Pelo teorema de Radon-Nikodym para correspondências (Teorema 110), existe uma corre-
spondência 'li: A =llR~ tal que Js Wdv C Y(S) e fs if!dv = Y(S), para todoS E A. 
Seja Ao= {SE A: v(S) >O} e definimos Z = U {J:S f'dv- J:S Wdv }; podemos, utilizando 
SEAo 
o teorema de Lyapunov (Teorema 81), ver que Zé um subconjunto convexo de JR1. Temos que 
O f= Z, caso O E Z então existiria uma coalizão não nula S E A e uma seleção integrável 1j; de 
r com fs J;dv E fs if!dv. Agora, ao definirmos r;= <f;+ i, notamos que fs r;dv E fs idv + Y(S); 
e r;( a) >-a <?(a) v- q.s. em S. Disto segue que 9 f= C(E, Y), o que é uma contradição. 
Por um argumento padrão de separação podemos encontrar um vetor de preços não-nulo 
tal que para todo z E Z tenhamos (p, z) 2: O. Ainda podemos ver que ~<(A,p) < oo e daí, por 
Radon-Nikodym, r.(·,p) : A --> lR é uma função integrável. Ainda, para quase todo a E A, 
(p,i(a)) +r.(a,p) < (p,x) para todo x >-a d>(a). 
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Pela não-sociabilidade local e do fato de que para quase todo a E A, /p, i( a))+ r.(a,p) < 
(p, x), para todo x >-a ,P(a), temos que lp, i( a))+ r.(a,p) < /p,,P(a)) v- q.s. em A. Supondo 
então que existe alguma coalizão não-nula S E A, e que tenhamos uma estrita inequação para 
cada agente na coalizão. Podemos assim escrever que (p, _[1 idv) +!i:(A,p) < (p, .[,<, dv), e assim 
!i:(A,p) < J4 (.P- i)dv. Mas isto constradiz a definição de !i:(A,p), para J4 (.P- i)dv E Y(A). 
Daí, (p, ,P(a)) < (p, i( a))+ r.(a, p) v- q.s. em A. 
Mas por nossa hipótese, é sempre válido que 
i]f (p, x) < (p, i( a))+ r.(a,p) 
Daí, usando de uma argumentação análoga a feita por Aumann em [10] para provar que toda 
alocação no núcleo é um equilíbrio competitivo no caso de um modelo de puras trocas, temos 
que <;&(a) é um elemento maximal sobre a restrição orçamentária do agente a. Para comple-
tarmos a prova, observemos que, de /p,cj>(a)) < /p,i(a)) + 7i(a,p) v- q.s. em A, segue que 
(p,JA(cf>- i)dv) = !i:(A,p), isto é, J4(,P-i)dv maximizaoslucros em Y(A). Assim, @possui as 
propriedades de uma alocação que seja uma equilibrio Warlrasiano ou competitivo. o 
Deste último teorema, uma consequência natural é que uma economia perfeitamente com-
petitiva pode ser definida como uma economia em que o núcleo coincida com o conjunto de 
equilíbrio competitivos. 
Nos modelos em que temos um número finito de agentes com finitos bens (economias finitas) 
de puras trocas, não é possível estabelecermos a equivalência dos conjuntos de alocações de 
equil:fbrio competitivo e de alocações no núcleo. Neste caso todo alocação de equilfbrio está no 
núcleo, porém não vale a recíproca. Todavia, um resultado devido a De breu e Scarf mostrar que, 
tomando uma economia com finitos agentes, para toda alocação no núcleo podemos encontrar 
uma nova economia com um número maior ou igual de agentes, tal que, esta alocação seja um 
equilíbrio competitivo para tal economia; ou seja, quando o número de agentes tende ao infinito 
o núcleo coincide com o conjunto de alocações de equilíbrio. Para estes resultados, ver [4]. 
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