New accurate values of the imaginary part of the refractive index k of polycrystalline ice at T 5 222°C are reported. The k spectrum in the 1.43-2.89-µm region was found to be in excellent agreement with the most recent study, and the data in the 3.35-7.81-µm range eliminate the large existing uncertainty in the 3.5-4.3-µm region.
Introduction
The refractive index of water is well known throughout the spectrum, but the uncertainty in the imaginary part of the refractive index k of ice is high in some spectral regions 1solar wavelengths2 according to the most frequently used compilation. 1 In the near infrared 11.4-2.8 µm2, for instance, Warren 1 quotes an uncertainty of a factor of 2. In the middle infrared 13.5-4.3 µm2, the uncertainty is 50%. More accurate data are desirable in the above spectral ranges. To this end, we have made accurate measurements of the imaginary part of the refractive index for polycrystalline ice in the 1.43-2.89-and 3.35-7.81-µm ranges; the typical error is 2%. This paper is divided into four sections. Section 2 describes the experimental setup and procedures used to measure k for ice. In Section 3 we present new measurements for ice, and in Section 4 we discuss our results and suggest future work.
Experimental Setup and Procedures
Measurements were carried out with a Bomem DA3.02 Fourier-transform infrared spectrometer at spectral resolutions of 16 and 32 cm 21 . The spectrometer has an absolute wavelength calibration, 2 and no adjustment of light intensity was necessary to obtain 100% transmittance in regions of negligible absorption.
We derived the Lambert absorption coefficient a of polycrystalline ice by using the ratio of spectra obtained at different path lengths. This procedure eliminates the effect of the windows on the calculated transmittance because reflection losses at the airwindow and window-ice interfaces and any absorption losses by the windows will be exactly the same for each spectrum. Samples ranging in thickness from ,1 to 309 µm were used to derive a from transmittance values generally falling in the 15-80% range. Figures 1 and 2 display representative transmittance spectra for thickness changes of 308 and 6.7 µm, respectively. We checked our results for internal consistency by comparing absorption spectra obtained from thickness changes that varied by as much as a factor of 2 in the 3.35-7.81-µm spectral range. Excellent agreement was observed when the transmittance fell in the 15-80% range.
Measurements near the strong 3.1-µm absorption band and the 3.35-7.81-µm region required very thin samples. This was accomplished with a wedged-cell arrangement. 3 Two Mylar spacers with thicknesses of 25 and 7 µm were placed between two optically flat 1l@10 at l 5 0.63 µm2 calcium fluoride plates so that sample thicknesses varied from 0-25 and 0-7 µm, respectively. The measurements were taken in a temperature-controlled cryostat at sample temperatures in the 220 to 225°C range. The wedged cell was placed in a movable holder assembly that was contained within the cryostat. Freshly distilled, deionized, filtered water was placed in the wedge in such a way that the sample was free to expand in a direction normal to sample thickness. The temperature was decreased gradually until freezing occurred. Spectra were then obtained at different absorption path lengths by the translation of the holder assembly in the beam path. We confirmed sample clarity through visual inspection and by continually monitoring the transmitted infrared radiation to check for changes in the spectra.
The sample thicknesses used were measured in two ways. For the wedged-cell technique, the change in thickness as the cell was translated in the light path was determined by the use of thin-film interference. Light from a sodium lamp was shone directly onto the cell so that interference fringes 1Fizeau fringes2 could be observed in the reflected light. Measurement of the fringe spacing and a knowledge of the real part of the refractive index of the film and the wavelength of the incident light allows one to calculate the wedge angle of the cell by Dy 5 l@2n tan1f2, where Dy is the fringe spacing, f is the wedge angle, n is the refractive index of the film 1taken to be 1.00 for air2, and l is the wavelength of the sodium light. 4 The change in thickness Dz is then given by Dz 5 Dx tan1f2, where Dx is the translation distance of the cell and f is as above. The relative error in the thickness change when the wedged-cell setup was used was #1%.
A second cell configuration, in which three optically flat quartz windows and two discrete thicknesses 1309 and ,1 µm2 were used, was employed in the 1.4-2.7-µm region, where the absorption was weaker. A thickness of less than 1 µm was accomplished when a small drop of water was placed between two windows and the windows were squeezed together by clamps. The 309-µm thickness was achieved by the placement of a previously measured spacer of that thickness between two windows and the clamping of the arrangement once more. The relative error in thickness change when this arrangement was used was again #1%.
The a spectrum was obtained by the averaging of sets of spectra collected under the same experimental conditions. The error in our measurements was calculated from the standard deviation of the same set of a spectra and the uncertainty in the pathlength change. We also measured the absorption spectrum for water in the 1.4-7.8-µm region as a check of the experimental apparatus and procedures because the absorption coefficient is known to within approximately 5%. 5 Our results fall within this error.
Refractive Index of Ice
Measurements of the absorption coefficient of polycrystalline ice were done in the 1.43-2.89-and 3.35-7.81-µm ranges. We calculated the imaginary part of the refractive index k from the absorption coefficient a by using the relation k 5 la@4p.
Our k data and the corresponding error are shown in Fig. 3 along with Warren's 1 compilation. There are five major absorption features, occurring at approximately 1.5, 2.0, 3.1, 4.5, and 6.0 µm. The band at 3.1 µm is too strong to measure by transmittance measurements because submicrometer sample thick- nesses are required. Good general agreement exists throughout the considered range between our data and Warren's compilation. 1 The largest deviation is ,60% 1relative to Warren's compilation2, occurring at ,2.7 µm. The largest discrepancy in the 3.5-4.3-µm region, where Warren quotes an uncertainty of 50%, is ,30%. The typical error in our measurements is 2-3% with some excursions above this in hightransmittance 1T . 80%2 regions. The Gosse-LabrieChylek 1GLC2 data displayed in Fig. 3 are listed with wave-number intervals of 20 cm 21 in Table 1 .
A Kramers-Kronig analysis was also performed to obtain the real part of the refractive index n by the use of the GLC k values along with those reported in Warren's compilation. The effect of the reported measurements by GLC was negligible when the calculated n values were compared with the numbers in Warren's compilation 1a difference in n of approximately 0.0001-0.00052, even in the region of maximum disagreement at 2.7 µm.
Discussion and Conclusion
Very good agreement between the collected water k data and the data of Robertson and Williams 5 and Kou et al. 6 confirm the validity of the experimental techniques and apparatus. Furthermore, the low typical error in all the data attests to the high quality of the measurements. Excellent agreement between our ice data and those of Kou et al. 6 in the 1.4-2.5-µm region provides confidence in our results. Reasonable agreement also exists between our data and Warren's compilation, with a maximum discrepancy of ,60% at 2.8 µm.
The values in Warren's compilation between 2.62 and 2.78 µm were obtained from an interpolation 1assuming log k linear in l2 between these two data points; Warren used Reding's 7 data in the 2.11-2.62-µm range and Schaaf and Williams's 8 results in the 2.78-33-µm region. Reding's data are uncertain because they were corrected for the temperature dependence of k and because of the ambiguity in the labeling of the vertical axis. The Schaaf and Williams data are not very accurate because the KramersKronig analysis employed does not give k accurately when k is much less than n 1as is the case here2. We have eliminated the large existing uncertainty 150%2 in the 3.5-4.3-µm region quoted by Warren.
The two curves in Fig. 3 appear to be diverging beyond 7.8 µm. Further measurements at longer wavelengths would therefore be desirable to investigate this divergence. The high refractive index 1real part2 of the useful window materials 1such as Cleartran and zinc selenide2 in the considered spectral range, however, lead to Fabry-Perot fringes 9 in the spectra. This problem could be overcome by the use of an antireflection coating that matches the refractive indices of the optical plates and the ice sample. 
