Abstract-Recently, a static power management with parallelism (P-SPM) technique has been proposed to reduce the energy consumption of distributed systems to execute a set of real-time dependent tasks [7] . The authors claimed that the proposed P-SPM outperforms other known methods in energy reduction. However, how to take advantage of the local static slack for further energy optimization remains as an open problem.
I. Introduction
With the advances in VLSI and communication technology, distributed real-time systems have emerged as a popular platform for applications such as multimedia applications, mobile computing and information appliances. For hard real-time systems, application deadlines must be met at all time. However, early completion (before the deadline) of the applications may not bring the systems extra benefits. In this case, we can trade this extra performance for other valuable system resources, for example, energy consumption. Low power (energy) consumption has become more and more important in the design of distributed real-time systems. Dynamic voltage scaling (DVS), which varies the processor speed and supply voltage according to the workloads at run-time, can achieve the highest possible energy efficiency for time-varying computational loads while meeting the deadline constraints [1] . Evidently, there are many recent works on the power management problem of distributed systems by using DVS [4, 5, 6, 7, 10] .
In this paper, we consider distributed real-time systems executing a set of dependent tasks that are normally represented by a task graph. Our goal is to develop DVS schemes to reduce the energy consumption without missing any deadlines. Specifically, given the mapping of tasks to multiple processors, we propose a static power management (SPM) scheme that simultaneously considers both proportionally distributing the slacks among tasks and the degree of the parallelism presented in distributed systems. Extensive simulation shows that our proposed scheme outperforms all the known SPM algorithms such as P-SPM [7] and S-SPM [3] by using the worst case execution time (WCET). We discuss our algorithms on DVS systems that support either continuous speeds (voltages) or multiple discrete speeds (voltages).
The rest of the paper is organized as follows: Section II formulates the problem based on application model and DVS system model. The static scheduling algorithms have been discussed in Section III. Simulation results for different scheduling schemes to reduce energy consumption are given in Section IV. Finally, we conclude the paper in Section V.
II. Problem Formulation
We consider real-time distributed systems, which support DVS, executing frame based applications.
Application Model
We assume that the distributed systems repeatedly executes frame based applications [5] that consist of a set of tasks that have to be completed before a common deadline. The applications in a frame can be modeled by a task graph G = (V, E), where V is the set of vertices each of which represents one computation (task), and E is the set of directed edges that represent the data dependencies between vertices. For each vertex v i we associate it a worst case execution time (WCET) at the reference (highest) voltage that can be obtained a priori by profiling. For each directed edge (v i , v j ), there is a significant interprocessor communication (IPC) cost when the data from vertex v i in one processor is transmitted to vertex v j in another processor although the data communication cost in the same processor can be ignored. We are also given a deadline constraint D, which must be met for the completion of any iteration.
DVS System Model
We assume there are distributed real-time systems with N homogeneous processors each of which has its private memory. In each system the processor can support continuous or discrete voltage and speed changes. We assume that the energy consumption, when the processor is idle, is ignored 1 . We assume that the dynamic power dominates the processor power consumption. The relation between dynamic power P d , processor speed (or operational frequency) f and supply voltage V dd can be expressed as follows [8] :
where C ef is the effective switching capacitance, k is the constant and V t is the threshold voltage. When V t is small enough to be negligible or can be proportionally adjusted at run time [3] , the power consumption is a cubic function (and the energy consumption is a quadratic function) of V dd and f . Specifically, given a workload that requires computation time T at the highest voltage V max and speed f max , if the processor finishes this workload just in time (T + l − δ O ) at the reduced voltage and speed, then the energy consumption E can be given by
where P max , the power consumption at the highest voltage and speed, is
δ O is the delay switching overhead, and ∆ O is the energy switching overhead.
Energy-Efficient Scheduling Problem Given a task graph where all the tasks have already been assigned to multiple processors [9] , we consider the problem of when and at which voltage should each task be executed in order to reduce the system's energy consumption while meeting the deadline constraint. Our solution includes two phases: first we use SPM schemes based on WCET to statically assign a time slot to each task. Then we apply dynamic scheduling algorithm (DPM) to further reduce energy consumption by exploiting the slack arising from the run-time execution time variation. As our main contribution is the static part in distribution of slack, in this paper we focus on the static power management techniques.
III. SPM: Static Power Management
In this section, we first introduce the current state-of-theart SPM techniques by a small example. Then, using the same example, we illustrate how to achieve better (actually optimal in this case) solutions by exploiting slacks in the middle of a schedule, a problem known as "non-trivial" [7] . Finally, we propose our approach: SPM with proportional slack distribution and parallelism (or PDP-SPM for short).
A. A Motivational Example
For a scheduled task graph, let L be the length of its critical path (when all tasks have their WCET) and D be the deadline, the global static slack of such schedule is defined as L 0 = D − L. The laxity is the ratio D L , which measures how loose the deadline is. On each processor, there may still exist idle time between the execution of two consecutive tasks due to the IPC cost and dis-synchronization among difference processors. We refer to such idle time as the local static slack. Fig. 1 depicts a task graph with three vertices and a schedule that assigns them to two homogeneous processors, where task A is on one and tasks B and C are on the other. The IPC cost between the two processors will be 2 and 4 if task C is scheduled to a processor different from the one for task A and B respectively. The critical path of this schedule in Fig. 1 (b) is the path from task A to task C, which has length 4 (including the IPC cost). Therefore, the global static slack L 0 = 6 − 4 = 2. We also notice a local static slack L 1 = 1 between the execution of tasks B and C on the second processor. Assuming, for simplicity, that running at the reference frequency f max consumes one unit of energy in one unit time, and there is no energy consumed when the system is idle, this schedule consumes energy in the total of E npm = 1 + 2 + 1 = 4 on computation, where npm stands for "no power management".
A simple SPM technique distributes the global static slack evenly over the length of the schedule and reduces the speed for all tasks accordingly [3] . In this example, all three tasks will run at
This results in a total computation energy consumption of 4 9 E npm . A greedy SPM technique (G-SPM) assigns the global static slack to the first task on each processor and reduces the running speed and voltage on these tasks to save energy [7] . In this case, tasks A and B will get two more units of CPU time and can be run at 1 3 f max and 1 2 f max , respectively. Task C will still run at the reference speed. This yields a total energy consumption of The static power management for parallelism scheme (P-SPM) transfers this problem as a constrained optimization problem and solves it numerically [7] . First, the total CPU time T i when i processors are running at the same time is counted; next l i units of CPU time will be added to T i so the speed can be reduced to Ti Ti+li f max ; then it seeks to minimize the total energy consumption
under the constraint that the total CPU assigned i l i is no more than the global static slack L 0 . This gives the static schedule as shown in Fig. 2 (a) with a total energy consumption of 0.3464E npm , slightly less than 25 72 E npm . We observe that none of these SPM techniques take advantage of the local static slack and this consequently creates new global static slack even when all the original L 0 is distributed as one can see from L 0 in Fig. 2(a) . This prevents such techniques from finding the best solution. For example, a better solution shown in Fig. 2(b) is reported as a case when P-SPM fails [7] .
We propose an iterative algorithm that proportionally distributes both the global and local static slack to the tasks under the deadline constraints. It quickly converges to the solution in Fig. 2 (b) which has a total computation energy consumption is 1 4 E npm . Now there is no static slack left, however, we find that it is still possible to reduce energy by further exploiting the parallelism. Specifically, if we reduce the CPU time assigned to task C, then more energy will be consumed on executing C, but both tasks A and B will get more CPU time and can run at reduced speed to save energy. We win when the energy savings from A and B are more than the extra energy we spend on task C. In this case, we find a static schedule with 0.2417E npm energy consumption, which is better than 1 4 E npm , as shown in Fig. 2(c) .
B. PDP-SPM: SPM with Proportional Distribution and Parallelism
The proposed PDP-SPM algorithm is based on the above observations. It consists of two phases, the global and local static slack distribution and the CPU time re-allocation for parallelism. Fig. 3 shows the P roportional Slack Distribution() procedure that iteratively distributes slack to tasks. The global slack is distributed evenly to all vertices in step 9 by expanding their allocated slot t } /* now L > D, we need to take back the assigned slack from t i q . */ 12. for each vertex vi with done(vi) = 0 13.
if vi is on a critical path done(vi) = 1; /* there is no slack left for vi for the selected δ */ 15. } 16. } /* the while loop continues as the local slack exists in the middle of the schedule off critical paths. */ factor of δ till the completion time L exceeds the deadline D. Let L IP C be the total IPC cost on any critical path when this inner while loop (steps 7-11) stops. It is easy to see that this loop will execute at most log 1+δ
times, where L ini is the initial completion time obtained in step 3.
Then we need to scale down the CPU time assigned to all the vertices so the deadline D can be made. For all the nodes that are on any critical paths, we mark them done because expanding such nodes' CPU time by the factor δ again will violate the deadline constraint (steps 12-15). Note that, following a (predetermined) topological order, one can compute the completion time and obtain the vertices on the critical paths for a given schedule in time linear to the N , the number of nodes in the task graph.
At this point, the completion time is within δ of the deadline (i.e., L > D 1+δ ). The remaining global static slack is not sufficient to be distributed proportionally among all the vertices by the factor δ again. However, we can still distribute this along with the local static slack to those nodes off critical path. This is conducted in the outer while loop (steps 5-16) till all the nodes are marked done. This loop will be executed no more than N times as each time there will be new nodes being marked done. For given parameters such as D and δ, we conclude that the P roportional Slack Distribu− tion() algorithm has a computational complexity of O(N 2 ). In the second phase, PDP-SPM re-allocates the CPU time assigned to each task based on the degree of parallelism (that is, the number of processors running at the same time). The basic idea is to create slack by reducing the time assigned to the tasks with small degree of parallelism. Fig. 4 depicts in detail this phase, where we take away time finish(vj) = 1; 13. } 14. } δL from task v j that has the smallest degree of parallelism in step 6. This introduces local slack in the amount of δL on the processor which v j is assigned to. Then part of the P roportional Slack Distribution() procedure is called to distribute such slack in step 7. If this gives us energy reduction, we continue the while loop (steps 3-14) by taking away time from the same task again. We repeat this until there is no or little energy saving. We mark v j finished, meaning that it gets its final CPU assignment. However, the same while loop will continue running on the remaining unfinished tasks. Because that P roportional Slack Distribution() has an O(N 2 ) run time, the complexity of PDP-SPM algorithm is O(N 3 ).
C. Voltage and Speed Selection
After the SPM techniques distribute the slack to each task, the system need to select the appropriate voltage and speed to execute it. The provably most energy-efficient voltage scaling technique has been reported as follows [8] :
• for ideal voltage systems, select voltage that corresponds to speed f ideal = W CETi t i q f max , where t i q is the time slot allocated to vertex v i .
• for discrete voltage (speed) systems, find the two consecutive speed f 1 and f 2 with f 1 < f ideal < f 2 , execute at f 1 for certain time and then switch to f 2 till v i 's completion.
Note that the above technique can be easily adapted to the case when there are non-negligible delay and energy overhead for voltage switching. We will switch the voltage only when the voltage scaling provides us sufficient energy saving to compensate the overhead. When voltage and speed are not allowed to change at any time as assumed in [8] , we can apply the method proposed by Zhang et al. [11] to minimize the number of intra-task and inter-task transitions to achieve the maximal energy reduction.
IV. Simulation Results

A. Simulation Setup
We have implemented the two algorithms: P-SPM proposed originally in [7] , and our proposed PDP-SPM. We simulate them over a variety of real-life graphs such as FFT (Fast Fourier Transform), Laplace (Laplace transform) and karp10 (Karplus-Strong music synthesis algorithm with 10 voices), and some random task graphs generated by a standard package TGFF [2] . Before we apply the algorithms to the benchmark graphs, we use the dynamic level scheduling (DLS) [9] method to schedule the tasks to different processors.
Each processor in the systems can support continuous or discrete voltage(speed) changes. For discrete case, the processors are modeled to support four different voltage and speed pairs ((1.75V,1000MHz), (1.40V, 800MHz), (1.20V, 600MHz) and (1.00V, 466MHz)).
Based on the WCET, we can get the length of the critical paths L for the task graph that indicates the minimum deadline we can set without any deadline missing. By varying the laxity, we model the inverse of the load imposed on the systems by the actual deadline D = laxity × L, where laxity ≥ 1. If not specify, the laxity is 1.5 in the simulation.
In order to compare the energy consumption for all algorithms, we normalize the energy consumption for no power management (NPM) to be 1.
B. Results and Discussion
We first analyze the sensitivity for the PDP-SPM algorithm. Then give the comparison of the energy consumption by using different algorithms such as P-SPM and PDP-SPM on different benchmarks, which use WCET in the case of continuous or discrete voltage and speed changes. We also investigate the impact of the laxity and number of processors to energy efficiency of different SPM algorithms.
Sensitivity analysis of PDP-SPM is done offline by determine the optimal value of δL (step 6 in Fig. 4) , where δL = L0 mmaxK . L 0 , which is equal to D − L, is the global static slack for the current setting. m max is the maximum number of tasks assigned to one processor. K is the granularity of PDP-SPM. When we change the granularity K, δL will be changed. From the simulation we have seen that the energy consumption does not change much (within 1% error) with the variation of granularity from 1 to 10,000. Therefore, we set the granularity to be 100 for the rest of simulation. Table I reports the average energy consumption per iteration by different SPM algorithms on different benchmarks. From the table we can see that in average P-SPM can save more than 58% energy when the systems support continuous speed and voltage changes, and 48% energy when they support discrete changes, over NPM. More importantly our PDP-SPM scheme can save more energy than P-SPM on all benchmarks. Specifically, PDP-SPM can have nearly 15% and 9% energy saving over P-SPM in the case of continuous and discrete changes, respectively. And obviously the energy consumption in the case of continuous changes is much lower than that in the case of discrete changes for the same task graph and algorithm. Fig. 5 depicts the laxity's impact to energy efficiency of P-SPM and PDP-SPM. PDP-SPM can save more energy than P-SPM with any laxity. The smaller is the laxity, the more energy efficient is the PDP-SPM in both continuous and discrete changes. The reason is that P-SPM only exploits the global slack while PDP-SPM exploits both global and local slack. With decreased laxity, the global slack will be reduced while the local slack due to task synchronization does not change, which results in the energy saving by PDP-SPM being reduced with its reduction percentage being less than P-SPM's. Similarly we can explain the scenario in Fig. 6 that shows the energy consumption per iteration by using NPM, P-SPM and PDP-SPM with different number of processors and different deadlines. For the same task graph, using more processors will reduce the length of its critical paths and increase the task parallelism. Therefore for the same deadline such as 6000, with the increase of the number of processors, both the global and local slack will increase. This results in the energy reduction by using either P-SPM or PDP-SPM scheme and that PDP-SPM achieving more energy saving compared with P-SPM. It is mentioned that when the deadline is too loose, such as 12000 in the case of discrete changes and the number of processors is larger than 4 ( Fig. 6(b) ), all tasks will be executed at the lowest voltage (1.0V) and speed (466MHz) and the energy consumption will keep constant regardless of the increase of the number of the processors. We conclude that our PDP-SPM algorithm can save significant energy over P-SPM, especially when the deadline is tight and the number of processors is large.
V. Conclusions
In this paper, we consider how to schedule a set of dependent tasks for distributed real-time systems in order to reduce the energy consumption without any deadline misses. Given the task assignment and ordering, we propose the PDP-SPM (Static Power Management with Proportional Distribution and Parallelism) algorithm that exploits both the global and local slack. It can save more energy than P-SPM (SPM with Parallelism), which at the best of our knowledge is the most energy-efficient SPM scheme. Specifically, compared with P-SPM, PDP-SPM can save more than 15% and 8.9% energy in the case of continuous and discrete voltage/speed changes, respectively. Similarly, when compared with NPM (No Power Management), PDP-SPM can save more than 64% and 53% energy. 
