Purpose: Targeted proteomics using MRM with stable-isotope-labeled internal-standard (SIS) peptides is the current method of choice for protein quantitation in complex biological matrices. Better quantitation can be achieved with the internal standard-addition method, where successive increments of synthesized natural form (NAT) of the endogenous analyte are added to each sample, a response curve is generated, and the endogenous concentration is determined at the x-intercept. Internal NAT-addition, however, requires multiple analyses of each sample, resulting in increased sample consumption and analysis time. Experimental design: To compare the following three methods, an MRM assay for 34 high-to-moderate abundance human plasma proteins is used: classical internal SIS-addition, internal NAT-addition, and external NAT-addition-generated in buffer using NAT and SIS peptides. Using endogenous-free chicken plasma, the accuracy is also evaluated. Results: The internal NAT-addition outperforms the other two in precision and accuracy. However, the curves derived by internal vs. external NAT-addition differ by only 3.8% in slope, providing comparable accuracies and precision with good CV values. Conclusions and clinical relevance: While the internal NAT-addition method may be "ideal", this new external NAT-addition can be used to determine the concentration of high-to-moderate abundance endogenous plasma proteins, providing a robust and cost-effective alternative for clinical analyses or other high-throughput applications. 
Introduction
During the past 25 years, proteomics has moved from a qualitative science to a quantitative one. Initially used for protein identification and modification site determination, it is now being advocated as an alternative to ELISA for clinical use. [1] [2] [3] [4] [5] Although relative quantitation techniques are still in use and are still valuable for biomarker discovery, for biomarker verification, and clinical analysis, what is required are techniques that allow determination of the absolute amount of material present, so that the amount of protein in a patient sample analyzed in various clinical laboratories can be compared with normal levels. Although these quantitation techniques are sometimes called "absolute", the concentrations in the biological sample are, in fact, determined by comparison to known amounts of standard materials. [6] [7] [8] [9] Exactly how this comparison is performed is the subject of this current paper.
MRM-based targeted proteomics is now widely accepted as a flexible, precise, and sensitive method for www.advancedsciencenews.com www.clinical.proteomics-journal.com
Clinical Relevance
Many clinical cohort studies require rapid, deep, and multiplexed analytical methods to match the extreme complexity of the collected samples and to allow high-throughput biomarker monitoring at low sample consumption. Targeted proteomics has been widely used to address these challenges when quantifying protein abundances in complex biological matrices. The "gold standard" quantitation method is the internal standardaddition method, where increasing amounts of synthesized natural form (NAT) of the proteotypic END peptides are added to each sample along with isotopically labeled internal standard (SIS) at a fixed concentration for normalization, response curves are generated, and the END concentrations are determined by extrapolation. This approach, however, requires multiple analyses of each sample, resulting in increased sample consumption and analysis time. Our study of 34 plasma proteins showed that an "external" standard-addition-generated in buffer using NAT and SIS-can be used to determine the concentration of high-to-moderate abundance plasma proteins. While the internal standard-addition is the still best method, the standard curves derived with our external NATaddition method differed by only 3.8% in slope, resulting in comparable accuracy and precision values with good CVs, and provided a robust, precise, cost effective, and low sampleconsuming alternative suitable for clinical applications.
absolute protein quantitation in complex biological samples, [10] [11] [12] [13] [14] [15] [16] particularly when performed as part of a bottom-up approach using stable-isotope labeled analogues (SIS peptides) of the target peptides as internal standards. [17, 18] When SIS peptides are used in conjunction with standard operating procedures (SOPs), reproducible results can be generated within and between laboratories, as the use of SIS peptides helps to compensate for instrumental drift and/or differences in matrix effects between samples, [19] [20] [21] as well as facilitating interference testing. [10, 22, 23] Ideally, for the highest quantitative precision, the SIS peptide concentrations should be balanced to reflect the expected concentrations in the particular matrix being studied (plasma, urine, cerebrospinal fluid (CSF), etc.). [24] [25] [26] [27] The analyte intensities are used in the downstream data analysis to determine the concentrations of the surrogate peptides and thus the proteins of interest. Quantitation is typically done through linear regression analysis of the relative ratios of the internal standard (SIS) peptides to the endogenous (END) peptides, i.e. SIS/END, using for a dilution series of the SIS peptide in a standard sample digest, prepared from a control or pooled sample. [23, 25, 28] The actual concentrations of the target analytes are determined by comparison with a calibration curve, where the relative responses of the END analyte and the spiked-in internal isotopically labeled standard ( Figure 1A ) are plotted as a function of concentration. These calibration curves also provide information on the linear dynamic range of the assay and the uncertainties (CVs) in the measurements.
A less rigorous variant of this absolute quantitation method is where a single known concentration of SIS peptide is spiked into the sample, and the concentration in the sample is determined from the ratio of the area of the END peak to the area of the labeled peak. This approximation is possible because of the wide linear dynamic range of a triple quadrupole instrument-up to 5-6 orders of magnitude. This "single point" method makes the assumption that the calibration curve is linear within the region spanned by the SIS and the END peaks. Thus, the single-point method should be used with extreme caution and only over a dynamic range of few orders of magnitude in concentration, where the instrument response is known to be linear from previous experiments.
In addition, while isotopically-labeled internal standards are considered to be chemically identical to the target analyte, and have identical retention times and fragmentation patterns, there have been occasions where SIS peptides do not entirely compensate for differences in matrix effects. These appear as "outliers" in previous studies, [23, 29] and may be caused by a particular sample having a slightly different matrix composition (and potential interferences) than the reference sample used to generate the calibration curve.
An alternative to quantification using calibration curves based on SIS peptides is to use the standard addition approach. In the standard addition method (a well-established technique in classical analytical chemistry), a standard curve is generated by adding a series of different concentrations of the (unlabeled) target analyte to each sample. Thus, the standard curve is created in exactly the same matrix in which the analysis is performed. Specifically, successive additions of the target analyte are made into each sample, followed by measuring the increasing responses resulting from the increased amount of the analyte in the sample. A straight line fitting the data points is determined by linear regression, and the END concentration can be determined by the extrapolation of the regression line to the x-intercept. The y-axis corresponds to the response, and the x-axis corresponds to the amount of analyte added ( Figure 1B) .
Although the term "standard addition" is sometimes used incorrectly in the literature, the key feature of the standard addition method (which differentiates it from other methods involving the addition of standards to a sample) is that varying concentrations of the target analyte-in its unlabeled form-are added to each sample. One of its obvious drawbacks of the internal standard addition method (called the internal NAT-addition method in this paper) is that it requires multiple analyses of each sample, which makes it impractical for LC/MS-based analyses of large numbers of research or clinical samples due to time and/or sample limitations. Thus, while standard addition is used in many branches of analytical chemistry (including colorimetry), and it is used fairly routinely in MS-based toxicology, it is not normally used in pharmacology or in clinical chemistry. It does, however, have clear advantages when matrices are complex or variable, or in the presence of strong matrix effect.
The internal NAT-addition method has been used more often for MALDI-based analyses-both of drugs and peptidesbecause of the speed and low sample requirements of this technique, [30] [31] [32] [33] sometimes in combination with a labeled internal standard to compensate for instrument drift, as we did in our iMALDI study on angiotensin I. [34] Internal NAT addition typically reduces the %CV and/or leads to a lower detection limit. Anderson et al. used a labeled internal standard in combination with standard addition, to determine interferences and matrix www.advancedsciencenews.com www.clinical.proteomics-journal.com Figure 1 . The three methods for generating standard curves. The method shown in panel A-the internal SIS-addition method-illustrates the common method for generating the standard curve in sample, which uses a SIS peptide mixture spiked in at several concentration levels. The calibration curve is generated by plotting the SIS/END peak area ratios as a function of SIS peptide concentration. The method shown in panel B shows the internal NAT-addition method where a concentration-balanced SIS peptide mixture (SIS c ) is spiked into the sample at a single concentration level and the NAT is added at several concentration levels. The standard curve is generated by plotting the relative response (i.e., R (NAT + END) /R SISc ), as a function of the spiked-in NAT peptide concentration. The concentration of the END peptide is estimated by extrapolating the standard curve and determining the x-intercept, of which the END concentration is the absolute value. Panel C shows the external NAT-addition method-ExSTA. In this method, the SIS c peptide mixture is spiked into buffer at a single concentration level, and varying levels of NAT are spiked into the mixture. The peak areas of the NAT and SIS c peptides are used (the END peptide is not present). After generating the calibration curve in buffer, the END peptide concentration in a sample is estimated from a single point measurement of a sample, to which only a single concentration level of SIS c peptide has been added. The yellow lines in all three panels represent the confidence interval associated with the standard curve. [35] Because the internal NAT-addition method requires multiple analyses of the same sample, there have been relatively few applications of this method with LC/ESI-MS, even though this method has the advantage of compensating for matrix effects. Not surprisingly, most of these applications have been for cases where the biological matrix is particularly challenging (such as the analysis of tissues) or extremely variable (such as in postmortem or decomposed samples). [36, 37] The internal NATaddition method has, however, been used occasionally to provide reference values for LC-MRM-based proteomic assays. [38] Internal NAT addition has also been used for LC/MS-based quantitation of small molecules in various tissues [39] [40] [41] [42] and in postmortem blood. [37] A recent multiplexed MRM study used standard addition, [43] for the quantitative analysis of 115 veterinary drugs in a variety of food matrices.
Here we compare the conventional method of adding a concentration-balanced SIS peptide mixture to each sample at multiple concentration levels ( Figure 1A) , with the internal standard addition method ( Figure 1B) . Specifically, quantitation in the internal NAT-addition method is done by linear regression using a dilution series of the synthesized natural unlabeled form of the surrogate peptide (NAT) which is added to a sample where the END peptide is already present. The responses are normalized to the signal from the constant amount of SIS peptide which has been added to the sample.
In addition to these two methods, a third method is also evaluated. This new method, which we call the external NAT-addition method-external standard addition (ExSTA), is based on a standard curve derived from unlabeled standards spiked into buffer ( Table 1 and Figure 1C ), again using a constant concentration of SIS peptide for normalization. Although using the same background matrix as the sample is preferable, in real applications it is sometimes impractical, not affordable, or even impossible to obtain sufficient material to generate an internal SIS or NAT calibration curve, as this would require a minimum of 18 injections (3 repeats of 6 levels). The question in such situations is whether an external NAT-addition method could be considered as an alternative.
Experimental Section
The three methods compared here are shown in Figure 1 . For the internal SIS-addition method ( Figure 1A ), we spiked varying amounts of a mixture of 34 SIS peptides into a standard plasma sample to give a >100-fold range of concentrations (as in [44, 45] ) and measured the SIS/END response ratios for the END and heavy-labeled peptides.
For the internal NAT addition method ( Figure 1B ), we spiked 34 synthetic heavy-labeled SIS peptides representing the target proteins into a human plasma sample. The fixed concentration of each SIS peptide was concentration-balanced to be close to the END concentration of that peptide. We added the synthetic natural (unlabeled) forms (NAT) of these 34 peptides at 5 concentration levels, spanning a 100-fold concentration range, with level 3 being close to the END peptide concentrations. The (NAT + END)/SIS response ratios for the synthetic (NAT) plus END peptide were calculated as:
For the external NAT-addition experiments ( Figure 1C ), we spiked a mixture of 34 SIS peptides into 0.1% FA in water at the same concentrations as would be expected in a plasma sample. We then spiked-in varying amounts of a concentration-balanced mixture of the 34 synthetic NAT peptides, to span a 100-fold concentration range. The response ratios for the synthetic unlabeled peptide; i.e. NAT, and the corresponding SIS peptide were measured as:
Standard curves were generated for all three methods and the concentrations were determined using Qualis-SIS, as described previously. [46] For all calibration curves and standard curves, we used a weighted least-squares fitting approach to determine the slope and y-intercept of a straight line. The best-fit curves were obtained in an iterative four-step procedure (see Figure S1 , Supporting Information). First, the best least-squares linear fit was calculated without weighting, followed by three similar fittings using weighting. The weights were generated for each step by using the standard curve from the previous iteration to calculate the reciprocal of the squared estimated value, i.e. (1/y i ') 2 where y i ' is the estimated value for y at concentration level i. Using this strategy, we reached a stable standard curve after a total of four iterations, after which there were no further changes in the slope and y-intercept of the curve.
Internal SIS Addition (Varying Amounts of SIS and no NAT, in Plasma)
In the conventional internal SIS-addition method, we used our previously described approach [44, 45] to determine the concentration of the END peptide. Briefly, we spiked in a series of increasing SIS concentrations across six levels covering a 1000-fold concentration range. These data are used to generate a calibration curve based on a linear regression analysis of the peak area ratios in the sample. The ratio of SIS peak area to the END peak area is considered as the independent variable and the SIS concentration at each level as the dependent variable. We used the curve to evaluate the dynamic range and to determine the concentration of the END peptide ( Figure 1A ).
Internal NAT Addition Method (Constant SIS and Varying Amounts of NAT, in Plasma)
We determined the END peptide concentrations in the sample by using standard addition curves based on the relative responses of the heavy and light peptide forms in the sample ( Figure 1B ). This method uses linear regression of the relative response (RR) as a function of the spiked-in NAT concentration. The RR here is the ratio of the total response area for the light form of the peptide in the sample (i.e., NAT + END) to the response area of the SIS peptide. The END peptide concentration is then determined by the x-intercept of the regression line (see Figure 1B) . [47] This approach uses a single fixed SIS concentration and series of increasing NAT concentrations across five levels covering a 100-fold concentration range. The SIS mixture is balanced to the expected END concentrations in the sample.
External NAT-Addition Method-ExSTA (Constant SIS and Varying Amounts of NAT, in Buffer)
For this method ( Figure 1C ), we generated a standard addition curve in buffer using the same concentration-balanced SIS mixture and NAT amounts as in the internal NAT-addition method, i.e., a fixed SIS concentration and series of increasing NAT concentrations across five levels covering a 100-fold concentration range. Using linear regression, we established the relationship between the peak area ratios, i.e., the RR at the different concentrations as the dependent variable and the NAT concentration as the independent variable. We used the regression equation from this standard curve to calculate the concentration of the END peptide in the sample by determining the RR of the peak area ratio when only the SIS peptide is spiked-in the sample (i.e., the RR for level A where there is no added NAT and where the peak signal in the light channel represents only the END peptide).
Chemicals and Reagents
For the internal standard experiments, we used human plasma obtained from BioreclamationIVT (catalogue number HM-PLEDTA2, lot number BRH796723). This plasma contained K 2 EDTA as an anticoagulant, and was obtained from healthy raceand gender-matched consenting donors, aged 18-50. The target panel used was composed of 34 peptides corresponding to high-to-moderate abundance plasma proteins, i.e. 20 fmol/μL to 200 pmol/μL (see Table 2 ). All of these proteins are part of the PeptiQuant Workflow Performance Kit (MRM Proteomics, catalogue number WFPK-A6495-1) used to monitor LC/MRM-MS performance. [48] For each protein, one proteotypic surrogate peptide was chosen. These peptides were selected from our previous panels and experiments according to our standard selection crite-www.advancedsciencenews.com www.clinical.proteomics-journal.com ria discussed previously, [49] and had been empirically optimized and used in various previous studies and projects. [16, 45, 50] The internal standard peptides are C-terminal isotopically labeled tryptic peptides. These were synthesized in-house using a standard Fmoc procedure on an Overture peptide synthesizer (Protein Technologies; Woburn, MA, USA). Purification was performed by HPLC and confirmed by matrix-assisted laser desorption/ionization time of flight mass spectrometry (MALDI-TOF-MS) analysis, while characterization was performed by CZE and amino acid analysis (AAA). The AAA and CZE analyses enabled us to determine the SIS peptide concentrations.
The corresponding natural forms of the 34 peptides were purchased from SynPeptide Co. Ltd. with purity higher than 90% for all peptides. Characterization of these 34 peptides was done by CZE and AAA, which enabled us to accurately determine the NAT peptide concentrations. Other chemicals (e.g., ammonium bicarbonate, and dithiothreitol) and solvents (e.g., acetonitrile and water) were LC-MS grade and were purchased from Sigma-Aldrich (St. Louis, MO, USA).
Sample Preparation
We followed a slightly modified version of the standard sample preparation of the PeptiQuant Workflow Performance Kit. [45] For the current study, 60 μL of 10× diluted human plasma was added to 355 μL of 25 mM ammonium bicarbonate and 54 μL of 10% (w/v) sodium deoxycholate for protein denaturation. Disulfide www.advancedsciencenews.com www.clinical.proteomics-journal.com bonds were reduced with a 52.4 μL addition of 50 mM tris(2-carboxyethyl)phosphine for a final concentration of 5 mM. The sample was incubated in dry air at 60°C for 30 min, followed by alkylation of free sulfhydryl groups by adding 58 μL of 100 mM iodoacetamide to give a final concentration of 10 mM, and incubating at 37°C for 30 min in the dark in a dry air incubator. To prevent alkylation of other residues, the remaining iodoacetamide was quenched by adding 58 μL of 100 mM DTT and incubated at 37°C in a dry air incubator for 30 min. Proteolytic digestion was then initiated by adding an aliquot of TPCK (l-(tosylamido-2-phenyl) ethyl chloromethyl ketone)-treated bovine trypsin (Worthington; Lakewood, NJ, USA) at a 10:1 substrate/enzyme ratio. Digestion was allowed to proceed over night for 16 h at 37°C
. Upon digestion completion, acidified concentration-balanced SIS or SIS-NAT peptide mixture was added for the standard curve method ( Figure 1A ) and the standard addition method ( Figure  1B) respectively. The six SIS mixtures were prepared in 0.1% FA solution to have six concentration levels of the SIS peptides spanning a 1000-fold concentration range, with a dilution series from the highest concentration of 1:2:5:2:5:10 (labeled F to A, from the highest to the lowest concentration), with level D being balanced to be as close as possible to the END concentration. This dilution series was designed to cover a relatively wide concentration range (1000), with the highest concentration designed to be 10 times as high as the average END peptide concentration, and the lowest concentration to be 100 times lower than the average END peptide concentration. For the standard addition method, the SIS-NAT mixtures were prepared in 0.1% FA solution to have six concentration levels of the NAT peptides, with a dilution series from the highest concentration of 1:2:5:2:5 for levels F to B, and fixed concentrations of SIS peptides across all levels. The Level A sample was prepared in the same way but without adding any NAT and Level D contained equal amounts of SIS and NAT.
The six standard samples were prepared by combining aliquots of the plasma tryptic digest (200 μL, containing 1.8 μL of original undiluted plasma) with the SIS peptide mixture or the SIS-NAT mixture (98 μL) and then the adding 202 μL of 1% FA to each standard. After centrifugation at 12 000 × g for 10 min, 300 μL of the supernatant was removed from the acid insoluble sodium deoxycholate, and then desalted and concentrated by SPE with an Oasis HLB cartridge using traditional vacuum manifold processing. The extractions were performed with vacuum bleed valve set to -25 kPa and a <1 mL/min flow rate. The eluted samples (one per concentration level) were then frozen, lyophilized to dryness overnight, and rehydrated in 0.1% FA to give a final concentration of 1 μg/μL (assuming an initial plasma protein concentration of 70 mg/mL) prior to injection. For the preparation of the buffer samples, exactly the same SIS-NAT mixture was used, except that the standards are added to 0.1% FA instead of to the plasma digest.
LC/MRM-MS Analysis
LC/MRM-MS experiments were performed in quintuplicate, by reversed-phase UHPLC on a 1260 Infinity LC system using a Zorbax Eclipse Plus C18 Rapid Resolution HD column (150 × 2.1 mm, 1.8 μM particles; Agilent Technologies; Palo Alto, CA, USA). The column was maintained at 50°C and the autosampler was kept at 4°C. Mobile phase compositions of 0.1% FA in water for solution A and 100% ACN in 0.1% FA for B at a flow rate of 0.4 mL/min were used. The gradient was 0:2.7, 2:9.9, 15:17.1, 22:26.1, 25:40.5, 27:81, 29:81, and 30:2.7 (time, %B). The LC system was interfaced to a 6495 triple quadrupole mass spectrometer (both from Agilent Technologies) via a standard-flow ESI source-see Table S1 , Supporting Information for the list of the general acquisition parameters. Specific peptide parameters, such as collision energy and retention time, had been previously optimized and were not changed. [45] 
Precision, Repeatability, and Correlation
The precision was evaluated as recommended by the FDA guidelines [51, 52] at each concentration level by determining the CV of quintuplicate measurements using the following equation:
The coefficients of determination (R 2 ) for each standard curve were used to evaluate the intra-batch repeatability and was determined using the residual and total sum of squares as in following equation:
where y i are the measured values, f i is the estimated values by the standard curve, andȳ is the mean of all measurements. To evaluate the closeness or discrepancy between the protein concentrations determined using two different methods (method 1 and method 2), we determined both the Pearson and Spearman's rank correlation coefficients using the following equations:
where x1 i and x2 i the concentration values determined by method 1 and method 2, and x1 and x2 are the mean concentration values determined by method 1 and method 2 respectively. Spearman correlation coefficient was determined by the following equation:
Where cov is the covariance matrix, rank x1 is the rank vector of the concentration values determined by method 1, similarly r ank x2 is the rank vector of the concentration values determined by method 2, σ rank x1 and σ rank x2 are the standard deviations of the rank vector of method 1 and 2. respectively, d i is the difference between the ranks of each two corresponding determined concentrations, i.e. d i = rank(x1 i ) − rank(x2 i ), and n is the number of www.advancedsciencenews.com www.clinical.proteomics-journal.com observations, i.e. the number determined protein concentrations by both methods.
Accuracy
In order to evaluate the accuracies of the three methods, the same experiment was repeated using chicken plasma instead of human plasma as the matrix. Chicken plasma was selected because, with the exception of one peptide-YWGVASFLQK from retinol-binding protein 4 (a highly conserved protein between human and chicken)-all of the peptides used in our method were not present in the chicken proteome. We, nonetheless, kept the method unchanged and included retinol-binding protein 4 in the LC-MRM/MS quantification, but it was excluded in the evaluation of the accuracy. The accuracies of the three types of calibration were determined based on the other 33 peptides, keeping the MRM method unchanged. For this test, we spiked a known amount of the natural form of each peptide into a chicken plasma sample. After digestion, the standards (SIS only for internal SIS-addition method, both SIS and NAT for internal and external NAT-addition methods) were added to generate the standard curves, as was done for the human samples. The accuracies of each method were calculated based on the known spiked-in amounts and the concentrations determined using each method's calibration curve.
Results and Discussion
The three methods were compared on the basis of precision (as determined by the CVs of quintuplicate measurements), repeatability (as determined by the coefficients of determination), and the correlation between the determined concentrations. Table 3 shows the average CVs of the relative response at each concentration level of all peptides. The average CV was 4.44% for the replicates in the internal SIS-addition method, 3.77% for the replicates in the internal NAT standard addition method, and 3.50% for the replicates in the external NAT-addition method. The values were calculated considering concentration levels F to B, which range from 10× the expected END concentration to 0.01× the expected END concentration levels. One extreme outlier (DDLYVSDAFHK from antithrombin-III) in the external NAT-addition method was removed after it showed a difference of >5 SD at the lower concentration levels and 4 SD at levels F and E. The three methods, therefore, have similar precisions, but both the internal and external NAT-addition methods led to more precise measurements than the internal SIS-addition method.
Precision
Comparing the maximum CVs across all concentration levels, the internal SIS-addition method had maximum CVs of 16.02 and 16.03% at concentration levels B and D, respectively, while the internal NAT addition method had a maximum CV of 10.69% for level F and maintained CVs of <10% for all other concentration levels. Similarly, the external NAT-addition method had its maximum CV in level B (12.09%) and maintained <10% maximum CVs across all other concentration levels. The FDA guideline for the validation of bioanalytical chromatographic methods [51, 52] sets the acceptable precision limits at 15% of the nominal value. This shows that, even at their worst, the two standard addition methods still met the FDA precision requirements for plasma proteins with high-to-moderate abundance.
Repeatability
Three curves were generated for each peptide: one curve using the internal SIS-addition method, one internal NAT addition curve, and one external NAT-addition curve (Figure 1 ). For the internal SIS-addition method ( Figure 1A ), the coefficient of determination (R 2 ) of the standard curve was between 0.9638 and 0.9987, with a mean of 0.9910 (Figure 2) . The coefficients of determination for the external NAT-addition curves were between 0.9623 and 0.9985, with a mean of 0.9912. For the internal NAT-addition curves, the coefficients of determination were between 0.9671 and 0.9990, with a mean of 0.9902 (Figure 2 ). Only one peptide (DDLYVSDAFHK, from antithrombin-III) had an R 2 value below 0.90 in buffer (i.e., with the external NAT-addition method).
The calculated R 2 values for the internal and external NATaddition methods included all of the measured points-i.e., we did not apply any level-removal strategy or impose any accuracy and precision requirements (see 46 for details). This evaluates the methods for accuracy and precision, and shows any possible deviation from acceptable ranges. In the internal SISaddition method, generated by using only the balanced SIS peptide mixture, correspondingly high R 2 values were only observed after applying precision and accuracy filters of 20% each, which removed any lower concentration levels that did not pass our acceptance criteria (see 46 for details). Because all measurements were performed in quintuplicate at each concentration level, the mentioned R 2 values demonstrate the high intra-laboratory technical repeatability of all three methods.
Concentration Correlation
The protein concentrations determined by the three methods are shown in Table 2 . Figure 3 shows the correlation between the internal SIS addition and the internal NAT-addition methods. The determined concentrations had a Pearson correlation coefficient of 0.9972 and a Spearman correlation coefficient of 0.9037. The internal SIS-addition method and the internal NAT-addition method show an acceptable level of correlation. The concentrations values determined using the internal SIS-addition method were on average 1.44 times as high as those determined from the internal NAT-addition method, ranging from a minimum of 0.63 to a maximum of 2.35, with 26 out of the 34 peptides having concentrations higher in the internal SIS-addition method. This can also be seen in the slope of the regression equation: after removing five outliers-alpha-1B-glycoprotein, apolipoprotein A-I, clusterin, antithrombin-III, and heparin cofactor 2-the regression equation between the two methods has a slope of 2.22 with a y-intercept of -284. While this is a good correlation, the high number of outliers is troublesome. Further investigations on the peptide levels of these five proteins will be necessary in order to find the source of the deviation between the two methods. For example, measuring these proteins with alternative peptides and comparing the results with those from the current peptides could help to identify interferences in any of the methods used. It is also important to keep in mind that an error could also originate from incorrect AAA values-any error in the characterization of the SIS peptides would affect both methods similarly, but errors in the characterization of the NAT peptides would affect only the NAT addition method. However, we did not observe any indication of a systematic error in the AAA values of the SIS and NAT peptides used. Figure 4 shows the excellent correlation between the concentrations determined from the internal and external NAT-addition methods with a Pearson correlation coefficient of 0.99994 and a Spearman correlation coefficient of 0.99939. It is evident that these two methods show very similar results, with only the two peptides at the lowest determined concentrations showing a relative difference of >15%, and all differences being <23%. This shows that the external method can be used instead of the internal NAT-addition method for quantitating peptides with concentrations of ࣙ60 fmol/μL, with expected deviations of <15% from the concentrations that would have been obtained if the internal NAT addition approach had been used.
Matrix Effect and Slope Difference in Standard Curves
The slopes of the external NAT-addition curves in buffer were compared with those of the internal NAT-addition curves generated in plasma ( Figure S2 , Supporting Information). There can be no direct comparison with the slope of the calibration curve in the internal SIS-addition method, because this method is based on addition of increasing SIS concentrations, while the internal and external standard additions involve addition of increasing NAT concentration, while keeping the SIS concentration for each peptide fixed.
The average difference in slope between the internal NATaddition method and the external NAT-addition method was 3.8%, with a range of 0.14-12.45% (Report S1, Supporting Information). This means that the curves generated by both methods using iterative linear regression are very similar. Thus, if the amount of a plasma sample is too small for an internal NAT-addition curve to be generated, a single-point measurement might be a method for determining the content of the sample. However, a single-point measurement approach can also be combined with an external standard curve in case of high-to-moderate abundance proteins to obtain information about the figures of merit for measuring a specific peptide from the external NATaddition curve. This would add more confidence to the determined concentration value of the protein. In addition, because the sensitivity of an MRM assay for a specific protein is characterized by the slope of the standard curve, [53, 54] the small difference in slope between the internal and external NAT-addition methods indicates that these two methods have very similar nominal sensitivities.
Accuracy
Using known amounts of NAT peptides spiked into chicken plasma, we evaluated the accuracies of the three methods by the experimentally determined concentrations of each peptide using each of the three calibration methods. For determining Figure 3 . Scatter plots showing the correlation between the concentrations determined by the internal SIS-addition method and the internal NAT-addition method. The four plots show four different plotting ranges and the corresponding measured peptide concentration in these ranges, these are 0 to 5e5 fmol/μL for the full range, 1000 to 5000 fmol/μL, 100 to 1000 fmol/μL, and 0 to 100 fmol/μL. the concentrations, we generated one standard curve per peptide per method in chicken plasma (see Report 2, Supporting Information). Table 4 shows the amount of each unlabeled NAT peptide used for this experiment, along with the determined concentrations and the percent recoveries. The spiked-in peptide amounts varied from 44 fmol/μL to nearly 9000 fmol/μL, simulating the concentration ranges of authentic human plasma (i.e., 20 to 5000 fmol/μL) excluding three very high abundant proteins, i.e. serum albumin, apolipoprotein A-I, and haptoglobin with concentration levels of above 17 (pmol/μL). With exception of two outliers, very good recoveries in all of the three methods were observed, with lower CVs in both of the internal and external NAT-addition methods compared to the internal SIS-addition method. The two outliers were heparin cofactor 2 peptide (TLEAQLTPR), which we found to have strong interferences from chicken plasma, as well as retinol-binding protein 4 peptide (YWGVASFLQK), which is also found in the conserved domain between the human and chicken retinol-binding protein 4.
In the internal NAT-addition method, the mean accuracy of all of the determined peptide concentrations was 81.7% with a CV of 16.9%; in the external NAT-addition method, the mean accuracy was 102.3% with a CV of 26.4%; in the internal SISaddition method the mean accuracy was 95.5% with a CV of 44%. It is important to note that the variability (represented by %CV here) is approximately 2.5 times higher in internal SIS-addition Figure 4 . Scatter plots showing the correlation between the concentrations determined by the internal and external NAT-addition methods, both using the same concentration-balanced SIS and NAT peptides. The four plots show four different plotting ranges and the corresponding measured peptide concentration in these ranges, these are 0 to 2e5 fmol/μL for the full range, 1000 to 5000 fmol/μL, 100 to 1000 fmol/μL, and 0 to 100 fmol/μL. compared to the internal NAT-addition method. Table 4 and Figure 5 show that, while there is a fairly good mean percent accuracy obtained when using the SIS-addition method, the percent accuracy values have higher variability due to the wider spread of determined concentrations around the true peptide concentrations. Similarly, while the external NAT-addition shows a better mean accuracy value than the internal NATaddition, the percent accuracy values have higher variability in the external NAT-addition method. In general, however, having tighter accuracy values with lower percent CVs is preferable, as it means that the error is less random and more systematic, which can be corrected for when determining the actual concentration.
These accuracy values were obtained after removing the two outliers described above, and are based on all of the other values, including the extreme values appearing above and below the whiskers as shown in Figure 5 . When removing these extreme values from all three methods (i.e., transthyretin, inter-alpha-trypsin inhibitor heavy chain H1, fibrinogen beta chain, and alpha-1B-glycoprotein), we observed mean percent recoveries of 81.9, 98.7, and 91.2% with CVs of 12.6, 14.6, and 40.1%, with the internal NAT addition, external NAT addition-ExSTA, and the internal SIS-addition methods, respectively.
The FDA guideline for the validation of bioanalytical chromatographic methods [51, 52] within 15% of the nominal value (except at the LLOQ, where values with <20% accuracy are acceptable). Using the external standard addition method, we obtained a mean difference in concentration of 16.8% when using all peptides, except for the two peptides which showed interferences in chicken plasma. When removing the two extreme values in external standard addition method (i.e., alpha-1B-glycoprotein and fibrinogen beta chain, Figure 5 ), the mean difference dropped to 12.3% with a range between 0.04 and 29.6%. This indicates that accurate concentrations of END peptide surrogates for high-to-medium abundance proteins in plasma samples can be obtained by performing single point measurements (i.e., where a single known amount of SIS mixture is spiked into the sample), in conjunction with external standard-addition curves generated in buffer, using a SIS-NAT mixture.
Conclusions
In a multiplexed targeted LC/MRM-MS experiment, a concentration-balanced mixture of heavy-labeled internal www.advancedsciencenews.com www.clinical.proteomics-journal.com standards is usually added to the tryptic sample digest and the responses from both the END and the heavy-labeled peptides are measured. This is the conventional internal SIS-addition method. Here we compared this conventional method with two standard-addition methods, in sample and in buffer. Both standard addition methods showed less variability than the internal SIS-addition method. Although the quantitated targets in this current study are high-to-moderate abundance plasma proteins, we believe that this improvement is due to increases in the S/N ratios, should also improve the quantitation of low-abundance proteins.
Although the classical internal NAT-addition method is the best approach for generating a standard curve, it is impractical for routine analysis when the sample volume is limited. It also has a higher cost due to the use of SIS and NAT peptides for each sample at multiple concentration levels. Data acquisition times are also increased, because multiple analyses are required for each sample. The external NAT-addition technique-ExSTA described in this paper is a robust, fast, and cost-effective alternative, resulting in an average difference from the slope of the internal NAT-addition curve of only 3.8%. It needs to be kept in mind that our results were not obtained on random peptides and transitions. In our opinion, the key to the success of the external NAT-addition method is that the peptides and transitions used have previously been carefully tested and were found to be interference free in a pooled sample of target matrix.
An alternative to generating the external NAT-addition curve in buffer, external NAT-addition curves could also be generated in representative matrices, such as BSA in buffer, urine or CSF, or in pooled control samples, if available. In the absence of representative matrix, for instance in cases where pooled control is not available due to limited sample volume (as in tissue biopsies where ࣘ20 μg of total protein is available for proteomics analysis), external standard addition technique in buffer offers a robust alternative.
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