Airborne light detection and ranging (LiDAR) datasets with a large volume pose a great challenge to the traditional interpolation methods for the production of digital terrain models (DTMs). Thus, a fast, global interpolation method based on thin plate spline (TPS) is proposed in this paper. In the methodology, a weighted version of finite difference TPS is first developed to deal with the problem of missing data in the grid-based surface construction. Then, the interpolation matrix of the weighted TPS is deduced and found to be largely sparse. Furthermore, the values and positions of each nonzero element in the matrix are analytically determined. Finally, to make full use of the sparseness of the interpolation matrix, the linear system is solved with an iterative manner. These make the new method not only fast, but also require less random-access memory. Tests on six simulated datasets indicate that compared to recently developed discrete cosine transformation (DCT)-based TPS, the proposed method has a higher speed and accuracy, lower memory requirement, and less sensitivity to the smoothing parameter. Real-world examples on 10 public and 1 private dataset demonstrate that compared to the DCT-based TPS and the locally weighted interpolation methods, such as linear, natural neighbor (NN), inverse distance weighting (IDW), and ordinary kriging (OK), the proposed method produces visually good surfaces, which overcome the problems of peak-cutting, coarseness, and discontinuity of the aforementioned interpolators. More importantly, the proposed method has a similar performance to the simple interpolation methods (e.g., IDW and NN) with respect to computing time and memory cost, and significantly outperforms OK. Overall, the proposed method with low memory requirement and computing cost offers great potential for the derivation of DTMs from large-scale LiDAR datasets.
Introduction
There is little doubt that the acquisition and availability of airborne light detection and ranging (LiDAR) datasets have revolutionized the construction of high-quality digital terrain models (DTMs) [1] [2] [3] , which play an important role in supporting wide range of applications, including engineering projects, geomorphology, hydrology management, and disaster assessment and planning [4] . One promising feature of LiDAR point clouds is the high-density with a large amount of data points. However, this imposes a great challenge on most traditional interpolation methods for the construction of high-resolution and high-quality DTMs [5] .
At present, a variety of interpolation methods have been adopted in geosciences for LiDAR-derived DTM generation, such as inverse distance weighting (IDW), triangulated irregular network (TIN)
Preliminary
Let (x i , y i , z i ), i=1, . . . ,N be the three-dimensional coordinates of airborne LiDAR-derived terrain points. Suppose that sample point can be modeled as z i = f (x i , y i ) + e i , where e i is an independent and normally distributed noise with zero mean and unknown variance, which may be caused by random measurement error and short range micro-scale variation that occurs over a range below the resolution of the dataset, and f (x, y) is the required function for DTM interpolation. TPS interpolation is achieved by minimizing a criterion function that balances the tradeoff between the fidelity to the data and the smoothness of the interpolated surface [37] . Specifically, the objective function of TPS is expressed as min
where · is the Euclidean norm; λ is a smoothing parameter with the optimal value determined by the generalized cross-validation or the trial-and-error method; T(f ) represents the penalty term of the smoothness defined as T( f ) = R 2 f 2 xx + 2 f 2 xy + f 2 yy dxdy, where f xx and f yy are the second order partial derivatives of f (x, y) with respect to x and y, respectively, and f xy is the cross partial derivative.
For the analytical TPS, the function value of f (x,y) at any point (x 0 ,y 0 ) is evaluated as
where q(·) and α represent the kernel function and the corresponding weight; p(·) and β represent the polynomial and its coefficient; r i is the Euclidean distance between the interpolated point (x 0 , y 0 ) and
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To produce a DTM, the parameters α and β must be estimated beforehand by solving the following system Q + λI P P T 0
We can see that the analytical TPS needs two steps for DTM construction, namely solving the linear system of Equation (3) to estimate α and β and evaluating the function of Equation ( 2) at all DTM grids.
In case of gridded data, T(f ) can be formulated by a second-order finite difference operator
where f = f 11 . . . f m1 f 12 Based on Equation (4), the matrix form of Equation (1) is expressed as
Minimizing Equation (5) with respect to f and letting it be zero, we obtain f − z + λB T Bf = 0 (6) or, I + λB T B f = z. (7) Thus, Equation (7) can be used to smooth the gridded data like remote-sensing-derived images to different levels based on a proper smoothing parameter λ.
Proposed Method
In the methodology, a weighted finite difference TPS is first proposed to deal with the problem of missing data in the gridded data. Then, the interpolation matrix of the weighted TPS is deduced, and the values and positions of the non-zero elements in the matrix are analytically determined. Finally, the procedure of the derivation of DTMs from LiDAR datasets is given, where the Gauss-Seidel method is employed to efficiently solve the linear system of the proposed method. The schematic of the proposed method for DTM generation is shown in Figure 1 . 
Weighted TPS
When the gridded surface has missing data, a weighted TPS should be adopted. Here, grids with and without values are termed known and unknown grids. Thus, the weighted finite difference TPS is to smooth the known grids and interpolate the unknown grids. Its objective function is formulated as and wi is the weight of the ith DTM grid cell. The weights of the known and unknown grid cells are set to be one and zero, respectively. Here, the DTM grid cells are defined by an orthogonal division of the computational domain with a specified resolution. Note that if the grid cell includes more than one sample points, the mean is used. Similar to the deduction of Equation (7), we obtain the linear system of the weighted finite difference TPS as
where k is the iterative times. The initial values z (0) of the unknown grids are estimated using the nearest neighbor interpolation in this paper, since it is the simplest interpolation method. Equation (9) shows that unlike the analytical TPS, the weighted finite difference TPS only requires one step for DTM construction. The interpolation matrix dimension of Equation (9) equals to the total number of grid cells in the study domain (i.e., m·n). Thus, if direct methods were used to solve the system, the computational cost is O((m·n) 3 ), which is computationally expensive. To improve the efficiency, Garcia [38] recently proposed a discrete cosine transform (DCT)-based algorithm with the computational complexity of O((m·n) log (m·n)).
In fact, Equation (9) is a largely sparse linear system, and each element of the left-hand interpolation matrix A can be analytically deduced beforehand, where ( )
Thus, by making full use of the sparseness of the interpolation matrix, Equation (9) can be efficiently solved using an iterative method with low computational cost. 
Determining the elements of A
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where I m·m is the identity matrix. 
Based on A = (W/λ + B T B), the elements of A are same to those of B T B except for the diagonals. More specifically,
where a ii and b ii is the ith diagonals of A and B T B, respectively. We can see that A is a largely sparse matrix, which has at most 13 nonzero elements for each row (Figure 2 ), and each element is known beforehand. 
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where aii and bii is the ith diagonals of A and B T B, respectively. We can see that A is a largely sparse matrix, which has at most 13 nonzero elements for each row (Figure 2 ), and each element is known beforehand. 
DTM Construction in Practice
Considering the fact that finite difference-based interpolation is only valid in case of gridded data, for the production of DTMs with scattered sample points, the computational domain of the study site must be covered with grid cells, firstly. Then, the points are assigned to the corresponding grids using the following equations:
where (i, j) respectively represent the row and column of the DTM grid cell, which the sample point (x, y) is assigned to; x min and y min are the minimum x and y of the sample points; floor(x) is the function that rounds each element of x to the nearest integer less than or equal to that element.
In the process of DTM construction, for solving Equation (9), the general element-wise formula of the Gauss-Seidel method is as follows
In the computation, when a ij =0, the corresponding multiplication in the right expression of Equation (11) should be ignored. This can greatly reduce the computational cost due to the large sparseness of A. Theoretically, the Gauss-Seidel method only requires, at most, (13m·n) operations per iteration. Namely, the computational cost of the proposed method is proportional to the total number of grid cells, i.e., O(m·n). Moreover, the Gauss-Seidel-based method does not need the storage of the matrix A. Therefore, the proposed method is extremely fast and has low memory requirement, making it suitable to handle large datasets.
The pseudo codes of the proposed method for DTM generation are shown in Algorithm 1. 
3.
Assign p i to the grid cell using Equation (10). 4. End. 5. Estimate the values of the unknown grids using nearest neighbor interpolation. 6. For j=1 to I.
8.
For k=1 to size(DTM). 9.
Update the value of the kth grid using Equation (11). 10.
End. 11. End.
Experiments
In this section, we respectively employed simulated and real-world LiDAR-derived datasets to assess the performance of the proposed method, and its results were compared with those of some well-known interpolators with respect to interpolation accuracy, computing time, and memory requirement.
Numerical Test
In the numerical test, we analyzed the results of the proposed method and a recently developed fast TPS method based on DCT [38] for interpolating simulated points. The DCT-based TPS allows fast smoothing and interpolating of data. It was performed with the MATLAB function 'smoothn' (https://ww2.mathworks.cn/matlabcentral/fileexchange/25634-robust-spline-smoothing-for-1-d-to-n-d-data?focused=8189808&tab=function). Similar to the proposed method, the initial values of DCT-based TPS were estimated by the nearest neighbor interpolation without other processes. To give a fair comparison, the codes of the new method were also written in MATLAB. The two methods were conducted on a PC with the configuration of Intel ® Core™ i7-4790 CPU @ 3.60 GHz and 16.00 GB RAM.
In principle, the accuracy of DCT-based TPS only depends on the change of the smoothing parameter λ, which is automatically determined by the generalized cross-validation in 'smoothn'. For the proposed method, its result mainly relies on the number of iterations I and λ. In the test, we set I = 10 based on the tradeoff between interpolation accuracy and efficiency, and λ = 10.
Synthetic Surfaces
We took six synthetic surfaces as the test surfaces ( Figure 3 ) to assess the efficiency of the proposed method and the DCT-based method. The six surfaces with different shapes are respectively formulated as For each surface, 1001×1001 grids were created with an orthogonal division of the computational domain, and 501×501 points were randomly selected by resorting to the so-called Halton sequence, which can generate uniformly distributed random points in [0, l] × [0, l]. Thus, the sample proportion is 25%.
Root mean square error (RMSE) was used to assess the interpolation accuracy. It is formulated as, For each surface, 1001×1001 grids were created with an orthogonal division of the computational domain, and 501×501 points were randomly selected by resorting to the so-called Halton sequence, which can generate uniformly distributed random points in [0, l] × [0, l]. Thus, the sample proportion is 25%.
Root mean square error (RMSE) was used to assess the interpolation accuracy. It is formulated as,
where f i andf i respectively represent the ith true and simulated values, and N is the number of evaluation points.
Comparative Analysis
The results of the two methods for interpolating the six surfaces are shown in Table 1 . It is found that the proposed method is always faster and more accurate than the DCT-based method. On average, the former is about 30 times as fast as the latter. The high speed of the proposed method owes to the fact that the nonzero elements of the interpolation matrix are known beforehand, and the Gauss-Seidel method makes full use of the sparseness of the matrix. The DCT-based method requires different smoothing parameter for interpolating the six surfaces. This indicates its high sensitivity to the smoothing parameter. Compared to the proposed method, the slightly lower accuracy of the DCT method might be due to the sub-optimal smoothing parameter determined by the generalized cross-validation. We assess the influence of the smoothing parameter λ on the results of the two methods, since it has an effect on the interpolation accuracy. We set λ = {0.01, 0.1, 0.5, 1 : 10 : 200} for the two methods, and the number of iterations is 15 for the proposed method. Results (Figure 4a ) demonstrate that with the increase of λ, the RMSEs of the DCT-based method become larger on three surfaces, i.e., f 2 , f 5 , and f 6 . These surfaces seem more complex than the others (Figure 3 ). The DCT method has the best performance on λ = 0.01 for the three surfaces, which is completely different from the values derived from the generalized cross-validation method ( Table 1) . This further indicates its unreliability, caused by the fact that the generalized cross-validation is based on the assumption of the independence of the sample points [39] . In comparison, the proposed method ( Figure 4b ) is less sensitive to the smoothing parameter when it is larger than 10. This is very helpful in practice as it is tedious and time-consuming for determining the optimal parameter. Regardless of the smoothing parameter, the proposed method always outperforms the DCT-based method.
Since the number of iterations I influence the convergence, we further assess its effect on the result of the proposed method. Here, we set λ = 10 and I = {1 : 10 : 200}. We can see that when I is larger than 10, the result seems stable on all synthetic surfaces ( Figure 5 ). This proves the high rate of convergence of the proposed method.
The random-access memory requirements of the two methods mainly depend on the number of sample points and grid cells, unrelated to the shape of the synthetic surfaces. Thus, taking f 1 as an example, we compute their memory costs. We found that the DCT-based and the proposed method need the memory costs of about 87.2 M and 29.5 M, respectively. Namely, the memory cost of the former is about three times as large as that of the latter. The large cost of the DCT-based method is mainly due to the storage of DCT and inverse DCT matrices, weight matrix, and the eigenvalues of the finite difference operators.
demonstrate that with the increase of λ, the RMSEs of the DCT-based method become larger on three surfaces, i.e., f2, f5, and f6. These surfaces seem more complex than the others (Figure 3 ). The DCT method has the best performance on λ = 0.01 for the three surfaces, which is completely different from the values derived from the generalized cross-validation method ( Table 1) . This further indicates its unreliability, caused by the fact that the generalized cross-validation is based on the assumption of the independence of the sample points [39] . In comparison, the proposed method ( Figure 4b ) is less sensitive to the smoothing parameter when it is larger than 10. This is very helpful in practice as it is tedious and time-consuming for determining the optimal parameter. Regardless of the smoothing parameter, the proposed method always outperforms the DCT-based method.
(a) DCT-based (b) Proposed Since the number of iterations I influence the convergence, we further assess its effect on the result of the proposed method. Here, we set λ = 10 and { } 1:10 : 200 I = .
We can see that when I is larger than 10, the result seems stable on all synthetic surfaces ( Figure 5 ). This proves the high rate of convergence of the proposed method. The random-access memory requirements of the two methods mainly depend on the number of sample points and grid cells, unrelated to the shape of the synthetic surfaces. Thus, taking f1 as an example, we compute their memory costs. We found that the DCT-based and the proposed method need the memory costs of about 87.2 M and 29.5 M, respectively. Namely, the memory cost of the former is about three times as large as that of the latter. The large cost of the DCT-based method is mainly due to the storage of DCT and inverse DCT matrices, weight matrix, and the eigenvalues of the finite difference operators.
Real-World Applications
In the real-world examples, the effects of topographic variability and sampling density on the performance of the proposed method for DTM generation were assessed using 10 public and 1 private LiDAR-derived datasets. In principle, the existing interpolation methods can be roughly categorized into two groups: Locally weighted interpolation and global finite difference interpolation. Inverse distance weighting (IDW), ordinary kriging (OK), natural neighbor (NN), and linear interpolation based on a Delaunay triangulation belong to the former, while the DCT-based TPS and the proposed method belong to the latter. In addition to the DCT-based TPS, the locally weighted interpolators were also used for comparison. The general formula for these interpolators is formulated as
where ( ) i z x and wi are the value and weight of the ith sample point, respectively;
is the point to be predicted; and N is the number of sample points used for computation. Equation (12) indicates that the local interpolation methods weight the surrounding measured values to derive a prediction for an unmeasured location, and the main difference between the interpolators is the way to determine the weight w.
Prior to DTM grid value estimation using Equation (12), some preliminary operations should be conducted for the local interpolators, namely the linear and NN method should construct Delaunay triangulation, IDW should search the k nearest neighbors, and OK needs to estimate the weights by sequentially computing the experimental variogram, fitting a theoretical variogram to the 
where z(x i ) and w i are the value and weight of the ith sample point, respectively; x 0 ∈ R 2 is the point to be predicted; and N is the number of sample points used for computation. Equation (12) indicates that the local interpolation methods weight the surrounding measured values to derive a prediction for an unmeasured location, and the main difference between the interpolators is the way to determine the weight w.
Prior to DTM grid value estimation using Equation (12), some preliminary operations should be conducted for the local interpolators, namely the linear and NN method should construct Delaunay triangulation, IDW should search the k nearest neighbors, and OK needs to estimate the weights by sequentially computing the experimental variogram, fitting a theoretical variogram to the experimental one, and solving a dense linear system. In this paper, we used the kd-tree algorithm to search the k nearest neighbors [40] and the divide and conquer algorithm for Delaunay triangulations [41] Based on the aforementioned discussion, Tables 2 and 3 , respectively, show the time and space complexities of all the interpolation methods for each step during DTM generation. Theoretically, the proposed method seems to have less memory and computational costs than the other methods. Table 2 . Time complexities of the proposed method and the classical interpolation methods for Dconstruction.
Method
Search k Nearest Neighbors
Construct Delaunay Triangulations Estimate Weights Estimate Grid Values
Proposed 
Method Sample Points Delaunay Triangulations/KD-Tree Weight Estimation DTM
In the test, for OK, we employed the existing 'kriging' function (https://cn.mathworks.com/ matlabcentral/fileexchange/29025-ordinary-kriging) to perform interpolation, where the computation of the experimental variogram and the fit of a theoretical variogram to the experimental one were, respectively, conducted with the functions of 'variogram' (https://cn.mathworks.com/matlabcentral/ fileexchange/20355-experimental--semi---variogram) and 'variogramfit' (https://cn.mathworks.com/ matlabcentral/fileexchange/25948-variogramfit). Since variogram fitting is computationally expensive, only 5000 points, randomly selected from the training dataset, were used to fit the variogram. Note that all the interpolation methods were executed in MATLAB.
In the process of parameter determination, we tested different combinations. Specifically, the number of neighbors ranges from 15 to 40 with the step of 5 for IDW and OK. The power value of IDW varies from 1 to 5 with the step of 1. The smoothing parameters of the proposed method and the DCT-based TPS are λ = 10 −4 , 10 −3 , 10 −2 , 0.1, 1, 5, 10 , and the number of iterations of the proposed method is 20. Moreover, the smoothing parameter of the DCT-based method was also determined by the generalized cross-validation. Hereafter, for ease of discussion, DCT-based TPS with the parameter determined by trial-and-error and generalized cross-validation were termed DCT-T and DCT-G, respectively. NN and the linear interpolation do not require any parameters.
Public Dataset
Ten benchmark datasets with different terrain characteristics, provided by the International Society for Photogrammetry and Remote Sensing (ISPRS) Commission III [42] , were used to analyze the interpolation accuracy of the proposed method. Since the point labels (i.e., ground or nonground) in the dataset were known beforehand, only the ground points were used to produce DTMs. Firstly, the ground points were randomly divided into training and testing points consisting of 90% and 10% of points, respectively, then the former was used to produce DTMs and the latter to assess the DTM accuracy. Table 4 gives the numbers of training points (#training) and testing points (#testing), area, and average point space for each sample. In addition, the standard deviation (STD) of elevations for describing terrain characteristic was also provided. Results exhibit that the 10 samples with different areas have various terrain complexities. Hengl [43] indicated that a signal can be reconstructed if the sampling frequency is twice that of the original frequency. Thus, a cell size that keeps the majority of the information inherent in the original point dataset should be half the average point space between the closest point pairs. In addition, cell sizes of 0.25 m, 0.5 m, or 1.0 m are commonly used for lidar-derived DTMs in practice. Thus, based on the theory and practice, the optimal cell size for each sample is given in Table 4 . Interpolation results ( Figure 6) show that terrain characteristics have a significant effect on the interpolation accuracy. Specifically, regardless of interpolators, s-21 and s-31, which are less complex than the other samples, have higher accuracy, while s-11 with the greatest complexity obtains the lowest accuracy. Among the interpolation methods, DCT-G tends to produce the poorest results in almost all samples, except for s-41. DCT-T always yields better results than DCT-G. This indicates that the generalized cross-validation method is unreliable for the determination of the smoothing parameter in practice. OK performs best in 9 out of 10 samples, and the proposed method is approximately as accurate as OK.
S-52 is taken as a representative to visually show the interpolated surfaces of all the methods, as this sample is characterized by a complex landscape including flat terrain, steep slopes, and break lines. Shaded relief maps show that the linear interpolation produces faceted surfaces where the sample density is low (Figure 7a ). This is because the linear method cannot handle complex terrain with nonlinear features. NN has sporadic outliers in the steep slopes due to its exact interpolation nature (Figure 7b ). IDW suffers from strips and pits in areas of steep slopes and flat areas (Figure 7c ). OK seems to generate a smooth surface, yet it has tree root-like discontinuities in the flat area because of its local interpolation nature (Figure 7d ). DCT-G has many bumps in the flat area and generates coarse surfaces in the steep slopes (Figure 7e ). The bumps of the DCT-G disappear in the surface of DCT-T, yet the steep slopes of the latter are blurred (Figure 7f ). The poor performance of the two DCT-based TPSs may be caused by their high sensitivity to the smoothing parameter, whose value was not optimally tuned. The proposed algorithm produces the most visually appealing surface, which is generally smooth and free of obvious artifacts (Figure 7g ). The good performance of the proposed method is thanks to the global interpolation manner and insensitivity to the smoothing parameter.
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S-52 is taken as a representative to visually show the interpolated surfaces of all the methods, as this sample is characterized by a complex landscape including flat terrain, steep slopes, and break lines. Shaded relief maps show that the linear interpolation produces faceted surfaces where the sample density is low (Figure 7a ). This is because the linear method cannot handle complex terrain with nonlinear features. NN has sporadic outliers in the steep slopes due to its exact interpolation nature (Figure 7b ). IDW suffers from strips and pits in areas of steep slopes and flat areas (Figure 7c ). OK seems to generate a smooth surface, yet it has tree root-like discontinuities in the flat area because of its local interpolation nature (Figure 7d ). DCT-G has many bumps in the flat area and generates coarse surfaces in the steep slopes (Figure 7e ). The bumps of the DCT-G disappear in the surface of DCT-T, yet the steep slopes of the latter are blurred (Figure 7f ). The poor performance of the two DCT-based TPSs may be caused by their high sensitivity to the smoothing parameter, whose value was not optimally tuned. The proposed algorithm produces the most visually appealing surface, which is generally smooth and free of obvious artifacts (Figure 7g ). The good performance of the proposed method is thanks to the global interpolation manner and insensitivity to the smoothing parameter. Although shaded relief map is a widely accepted technique for visually showing DTMs, it has two major drawbacks: Identifying details in deep shades and inability to properly represent linear features lying parallel to the light beam. In comparison, sky-view factor can be used as a general relief visualization technique to show relief characteristics [44, 45] . Thus, the sky-view factors of OK and the proposed method on s -52 are demonstrated in Figure 8 . They are produced with Relief visualization Toolbox (https://www.zrc-sazu.si/en/rvt). Obviously, OK surfers from tree-like discontinuities in the flat terrain (Figure 8a) , which is inconspicuous in the shaded relief map (Figure 7d ). However, these discontinuity features are avoided by the proposed method ( Figure  8b) . The rasterization time of all the methods on the 10 samples are shown in Table 5 . The time includes the costs for reading sample points, DTM interpolation, and storage transfer from random-access memory to the disk. Results demonstrate that irrespective of samples, the OK method has the largest computational time. Linear interpolation and NN are slightly faster than IDW since the former do not require the search of neighbors. In comparison, the proposed and the DCT-based methods are faster than the other methods. On average, the proposed method has the highest speed and is about 83 times as fast as OK. Note that compared to the DCT-based method, the efficiency of the proposed method is less obvious on the real-world dataset than on the simulated one. This is because saving DTMs from the random-access memory to the disk is much more time-consuming than solving the linear system of TPS. Although shaded relief map is a widely accepted technique for visually showing DTMs, it has two major drawbacks: Identifying details in deep shades and inability to properly represent linear features lying parallel to the light beam. In comparison, sky-view factor can be used as a general relief visualization technique to show relief characteristics [44, 45] . Thus, the sky-view factors of OK and the proposed method on s-52 are demonstrated in Figure 8 . They are produced with Relief visualization Toolbox (https://www.zrc-sazu.si/en/rvt). Obviously, OK surfers from tree-like discontinuities in the flat terrain (Figure 8a) , which is inconspicuous in the shaded relief map (Figure 7d ). However, these discontinuity features are avoided by the proposed method (Figure 8b) . Although shaded relief map is a widely accepted technique for visually showing DTMs, it has two major drawbacks: Identifying details in deep shades and inability to properly represent linear features lying parallel to the light beam. In comparison, sky-view factor can be used as a general relief visualization technique to show relief characteristics [44, 45] . Thus, the sky-view factors of OK and the proposed method on s -52 are demonstrated in Figure 8 . They are produced with Relief visualization Toolbox (https://www.zrc-sazu.si/en/rvt). Obviously, OK surfers from tree-like discontinuities in the flat terrain (Figure 8a) , which is inconspicuous in the shaded relief map (Figure 7d ). However, these discontinuity features are avoided by the proposed method ( Figure  8b) . The rasterization time of all the methods on the 10 samples are shown in Table 5 . The time includes the costs for reading sample points, DTM interpolation, and storage transfer from random-access memory to the disk. Results demonstrate that irrespective of samples, the OK method has the largest computational time. Linear interpolation and NN are slightly faster than IDW since the former do not require the search of neighbors. In comparison, the proposed and the DCT-based methods are faster than the other methods. On average, the proposed method has the highest speed and is about 83 times as fast as OK. Note that compared to the DCT-based method, the efficiency of the proposed method is less obvious on the real-world dataset than on the simulated one. This is because saving DTMs from the random-access memory to the disk is much more time-consuming than solving the linear system of TPS. The rasterization time of all the methods on the 10 samples are shown in Table 5 . The time includes the costs for reading sample points, DTM interpolation, and storage transfer from random-access memory to the disk. Results demonstrate that irrespective of samples, the OK method has the largest computational time. Linear interpolation and NN are slightly faster than IDW since the former do not require the search of neighbors. In comparison, the proposed and the DCT-based methods are faster than the other methods. On average, the proposed method has the highest speed and is about 83 times as fast as OK. Note that compared to the DCT-based method, the efficiency of the proposed method is less obvious on the real-world dataset than on the simulated one. This is because saving DTMs from the random-access memory to the disk is much more time-consuming than solving the linear system of TPS. Random access memory costs of all the methods on the samples are shown in Table 6 . Irrespective of the sample, the proposed method always has the least memory requirement, and OK has the largest. On average, the cost of the proposed method is about 1.14, 1.14, 10.62, 172.98, and 4.44 times less than those of the linear, NN, IDW, OK, and DCT-based methods, respectively. 
Private Dataset
The study site is mainly located in Tianlaochi Catchment, Gansu province, China (Figure 9 ). It covers an area of 2100 × 2100 m 2 with the mean elevation and the standard deviation of 3353.8 m and 239.4 m, respectively. Raw LiDAR data in the study site was captured using Leica ALS70 with the laser wavelength of 1064 nm and absolute flying height of 4800 m in July 2012. TerraScan, one of the main applications in the Terrasolid Software, was used to automatically filter the raw LiDAR point cloud. Then, the filtered points were manually edited with the help of orthoimages to assure the filtering accuracy. After that, 2,090,337 ground points and 4,189,499 nonground points were obtained. Like the process for handling the public dataset, 90% and 10% of ground points were, respectively, used as the training and testing data. The average point space of the training points is about 1.5 m. Thus, the desired DTM resolution should be 0.75 m. In addition to interpolation methods, sample density also has a significant influence on DTM accuracy [7] . Thus, we used different proportions of training samples to generate DTMs, namely 100%, 80%, 60%, 30%, and 10%.
Results (Figure 10 ) demonstrated that as sample density decreases, the accuracies of all methods become lower. This conclusion is apparent as lower sample density means less captured terrain information. Regardless of sample density, OK consistently ranks the first, which is closely followed by the proposed method, linear, and NN. DCT-G always ranks the last. Although DCT-T performs slightly better than DCT-G, the former has much lower accuracy than the proposed method. This indicates that DCT is less reliable than the Gauss-Seidel method for solving the linear system of TPS in the real-world applications. Results (Figure 10 ) demonstrated that as sample density decreases, the accuracies of all methods become lower. This conclusion is apparent as lower sample density means less captured terrain information. Regardless of sample density, OK consistently ranks the first, which is closely followed by the proposed method, linear, and NN. DCT-G always ranks the last. Although DCT-T performs slightly better than DCT-G, the former has much lower accuracy than the proposed method. This indicates that DCT is less reliable than the Gauss-Seidel method for solving the linear system of TPS in the real-world applications. Figure 11 shows the shaded relief maps of all the interpolation methods on the 30% of training points in the area denoted by the red rectangle in Figure 9b . We can see that linear interpolation (Figure 11(a) ) and NN (Figure 11(b) ) have obvious peak-cutting problems in the ridges. This result is mainly due to the fact that the two methods cannot estimate peaks or valleys that occur beyond the elevation range limits of a given same dataset [10] . IDW produces a coarse surface because it is an exact interpolator (Figure 11(c) ). It seems that OK generates a smooth surface, yet it suffers from discontinuities in some ridges because of the local interpolation nature (Figure 11(d) ). This is clearly demonstrated with its positive openness map (Figure 12a ), which was also produced with the Relief visualization Toolbox (https://www.zrc-sazu.si/en/rvt). The two versions of DCT-based methods generate very coarse surfaces, caused by their sensitivity to the smoothing parameter and its improper estimation (Figure 11e,f) . In comparison, the proposed method obtains the most visually pleasing surface, where the terrain features are accurately preserved and the noise is smoothed out (Figure 11g ). In addition, compared to OK, the discontinuity features cannot be found in the Results (Figure 10 ) demonstrated that as sample density decreases, the accuracies of all methods become lower. This conclusion is apparent as lower sample density means less captured terrain information. Regardless of sample density, OK consistently ranks the first, which is closely followed by the proposed method, linear, and NN. DCT-G always ranks the last. Although DCT-T performs slightly better than DCT-G, the former has much lower accuracy than the proposed method. This indicates that DCT is less reliable than the Gauss-Seidel method for solving the linear system of TPS in the real-world applications. Figure 11 shows the shaded relief maps of all the interpolation methods on the 30% of training points in the area denoted by the red rectangle in Figure 9b . We can see that linear interpolation (Figure 11(a) ) and NN (Figure 11(b) ) have obvious peak-cutting problems in the ridges. This result is mainly due to the fact that the two methods cannot estimate peaks or valleys that occur beyond the elevation range limits of a given same dataset [10] . IDW produces a coarse surface because it is an exact interpolator (Figure 11(c) ). It seems that OK generates a smooth surface, yet it suffers from discontinuities in some ridges because of the local interpolation nature (Figure 11(d) ). This is clearly demonstrated with its positive openness map (Figure 12a ), which was also produced with the Relief visualization Toolbox (https://www.zrc-sazu.si/en/rvt). The two versions of DCT-based methods generate very coarse surfaces, caused by their sensitivity to the smoothing parameter and its improper estimation (Figure 11e,f) . In comparison, the proposed method obtains the most visually pleasing surface, where the terrain features are accurately preserved and the noise is smoothed out (Figure 11g ). In addition, compared to OK, the discontinuity features cannot be found in the Figure 11 shows the shaded relief maps of all the interpolation methods on the 30% of training points in the area denoted by the red rectangle in Figure 9b . We can see that linear interpolation ( Figure 11a ) and NN (Figure 11b ) have obvious peak-cutting problems in the ridges. This result is mainly due to the fact that the two methods cannot estimate peaks or valleys that occur beyond the elevation range limits of a given same dataset [10] . IDW produces a coarse surface because it is an exact interpolator (Figure 11c ). It seems that OK generates a smooth surface, yet it suffers from discontinuities in some ridges because of the local interpolation nature (Figure 11d ). This is clearly demonstrated with its positive openness map (Figure 12a ), which was also produced with the Relief visualization Toolbox (https://www.zrc-sazu.si/en/rvt). The two versions of DCT-based methods generate very coarse surfaces, caused by their sensitivity to the smoothing parameter and its improper estimation (Figure 11e,f) . In comparison, the proposed method obtains the most visually pleasing surface, where the terrain features are accurately preserved and the noise is smoothed out (Figure 11g ). In addition, compared to OK, the discontinuity features cannot be found in the positive openness map of the proposed method (Figure 12b ), which is mainly attributed to its global interpolation manner. positive openness map of the proposed method (Figure 12b ), which is mainly attributed to its global interpolation manner. The computational costs (Table 7) show that OK is extremely more time-consuming than the other methods. The proposed and DCT-based methods have faster speeds, which are closely followed by linear, NN, and IDW. These conclusions are consistent with that from the public dataset of this paper. Table 8 shows the random-access memory costs of all the interpolation methods. Results indicate that regardless of data proportion, the proposed method has similar memory costs to linear and NN, and less than IDW and DCT-T. OK has the largest costs, which is 2.32 G on average. It is about 16.6 times as large as that of the proposed method. 
Discussion and Conclusions
Discussion
Nowadays, airborne LiDAR has been gaining recognition as an effective tool for the derivation of DTMs in Earth science, where interpolation is an indispensable process. Because of the The computational costs (Table 7) show that OK is extremely more time-consuming than the other methods. The proposed and DCT-based methods have faster speeds, which are closely followed by linear, NN, and IDW. These conclusions are consistent with that from the public dataset of this paper. Table 8 shows the random-access memory costs of all the interpolation methods. Results indicate that regardless of data proportion, the proposed method has similar memory costs to linear and NN, and less than IDW and DCT-T. OK has the largest costs, which is 2.32 G on average. It is about 16.6 times as large as that of the proposed method. 
Discussion and Conclusions
Discussion
Nowadays, airborne LiDAR has been gaining recognition as an effective tool for the derivation of DTMs in Earth science, where interpolation is an indispensable process. Because of the high-density and high-accuracy of LiDAR datasets, some researchers indicated that simple interpolation methods, such as natural neighbor (NN), linear, and inverse distance weighting (IDW), are more useful. For example, Abramov and McEwen [46] concluded that NN was not only the most accurate algorithm, but also generated the fewest visual artifacts. Su and Bork [47] found that IDW is the most accurate interpolator. Bater and Coops [8] indicated that NN provided the best result with a minimum of effort. Guo et al. [7] regarded that simple interpolation methods are more efficient for generating DTMs from LiDAR data. Razak et al. [48] found that IDW was favored because it combined computational times more reasonably without adding artifacts to the DTM. Montealegre et al. [3] showed that linear interpolation produced the best result in the validation process with the training dataset while IDW was the best in the validation with GPS. However, our results on the 10 public and 1 private datasets indicate that although the simple interpolation methods can obtain relatively low RMSEs with less computational costs, they suffer from visual interpolation artifacts, such as the peak-cutting problem of linear and NN, and the dimpled and coarse surface of IDW.
Some scholars highly recommended kriging for the derivation of DTMs from LiDAR datasets. For example, Lloyd and Atkinson [49] found that kriging was the most accurate method when sample density was low. Guo et al. [7] indicated that OK was more reliable if accuracy was the most important consideration. Chu et al. [6] demonstrated that for sparse samples in the forest, landslide scarp identification based on kriging-estimated DTM was more faithful. However, our results exhibit that despite the high interpolation accuracy, kriging has a huge computational cost. Moreover, kriging with a local support is prone to the creation of discontinuous DTMs, which was also concluded by Meyer [36] . By contrast, our proposed method produces visually pleasing surfaces, which are smooth and free of interpolation artifacts. More importantly, the new method compares favorably with the simple linear interpolation methods with respect to computing cost and random-access memory requirement and is extremely faster than OK.
Recently, a regularized method was proposed to deal with the ill-conditioning problem of thin plate spline (TPS) on the noisy sample points [50] . Compared to the classical TPS, the accuracy of the regularized-based method is improved. However, it suffers from huge computing costs when interpolating large datasets, which greatly hinders its widespread applications. To improve the computing efficiency of TPS interpolation in the process of filtering point clouds, the DCT-based method [38] is employed to solve the linear system of finite difference TPS [18] . However, as demonstrated in this paper, the DCT-based method has worse performance than the proposed method in terms of computing cost, memory requirement, and interpolation accuracy. Moreover, the former is highly sensitive to the smoothing parameter in practice. Therefore, we strongly suggest the replacement of the DCT-based method with the newly developed method for reference ground surface generation.
Conclusions
To efficiently generate high-quality DTMs from large LiDAR-derived datasets, we propose a fast, global interpolation method in this paper. The proposed method uses a weighted thin plate spline (TPS) to overcome the problem of missing data in the grid-based surface generation. Moreover, to decrease the computational requirement with respect to memory and time costs, the interpolation matrix of the weighted TPS is deduced, and the values and positions of all the nonzero elements of the matrix are analytically obtained. Afterwards, the linear system is efficiently solved by making full use of matrix sparseness. Numerical tests indicate that the proposed method has higher accuracy, and lower computing and memory costs than the recently developed DCT-based method. Furthermore, the proposed method is insensitive to the smoothing parameter, which is very useful and helpful in practice. Tests on 11 real-world LiDAR datasets show that compared to some well-known locally weighted interpolators and the DCT-based TPS, the proposed method can produce visually pleasing surfaces without interpolation artifacts. More importantly, the computing and memory costs of the new method are comparable to those of the simple interpolation methods, like IDW and NN, and are much lower than those of OK.
However, the proposed method also has some limitations. Since the proposed method works on the grid-based surface, spatial location errors are unavoidable when large-resolution surfaces are to be interpolated. Moreover, because the proposed method requires an iterative computation, at least 10 iterations should be used to assure the convergence of the results, thereby increasing computational costs. Hence, one of our further works will focus on the improvement of interpolation accuracy and convergence rate to make the method more practical. Since the proposed method with the effect of smoothness seems suitable for the production of smooth DTMs, it is helpful for the applications, such as analysis of flood prone areas or drainage networks. Hence, to test how well it suits for these applications is of also paramount importance.
