Distributions of time averaged observables are investigated using deterministic maps with N indifferent fixed points and N -state continuous time random walk processes associated with them. In a weakly chaotic phase, namely when separation of trajectories is subexponential, maps are characterized by an infinite invariant density. We find that the infinite density can be used to calculate the distribution of time averages of integrable observables with a formula recently obtained by Rebenshtok and Barkai. As an example we calculate distributions of the average position of the particle and average occupation fractions. Our work provides the distributional limit theorem for time averages for a wide class of nonintegrable observables with respect to the infinite invariant density, in other words it deals with the situation where the Darling-Kac-Aaronson theorem does not hold.
Distributions of time averaged observables are investigated using deterministic maps with N indifferent fixed points and N -state continuous time random walk processes associated with them. In a weakly chaotic phase, namely when separation of trajectories is subexponential, maps are characterized by an infinite invariant density. We find that the infinite density can be used to calculate the distribution of time averages of integrable observables with a formula recently obtained by Rebenshtok and Barkai. As an example we calculate distributions of the average position of the particle and average occupation fractions. Our work provides the distributional limit theorem for time averages for a wide class of nonintegrable observables with respect to the infinite invariant density, in other words it deals with the situation where the Darling-Kac-Aaronson theorem does not hold. 
I. INTRODUCTION
In many cases stationary signals are noisy though their temporal averages are nonrandom in the limit of long measurement time. The ergodic hypothesis then states that the time average can be replaced by an ensemble average. Once this assumption is accepted one may construct an ensemble theory, for example statistical physics. In recent years there is a growing interest in the weak ergodicity breaking. The latter describes certain systems with indecomposable phase space and power law sojourn times in microstates [1] [2] [3] . This field attracted much attention in the context of single molecule dynamics, for example blinking quantum dots [4] [5] [6] [7] [8] and single molecules diffusing in a cell [9, 10] . At least in physics the general approach is mostly based on stochastic assumptions.
Weak ergodicity breaking is related to infinite ergodic theory, a branch of mathematics which is well developed. The latter describes the ergodic properties of a system with an infinite (non-normalizable) invariant density [11] [12] [13] [14] [15] . An example of such a system is the Pomeau-Manniville (PM) map [16] which has one indifferent fixed point (IFP). The PM map and its extensions with several IFPs are well investigated and used to model intermittency. These maps exhibit power law sojourn times in the vicinity of IFPs [17] , anomalous nonGaussian diffusion [17] [18] [19] [20] , and aging [21] , i.e., nonstationary process. Such maps are unpredictable in the long time limit (sensitive dependence on initial conditions) but are known to have zero Lyapunov exponents (subexponential separation of trajectories) [22] [23] [24] [25] . Since chaos is a precondition to statistical mechanics it is not surprising that in this case usual ergodic theory breaks down.
In the physics community such systems are called weakly chaotic and their temporal averages remain random variables even in the long time limit [22, [24] [25] [26] [27] [28] [29] [30] [31] [32] . For ergodic processes the distribution of the time average is a δ function centered on the corresponding ensemble average. The fundamental extension of ergodic theory is then to find the distribution of generic time averaged observables for such weakly chaotic systems and importantly to show if and how this distribution is related to the underlying infinite invariant density.
The Aaronson-Darling-Kac (ADK) theorem gives a partial answer to this question. Briefly, for a properly scaled integrable observable, namely an observable whose average with respect to the infinite invariant density is finite, the distribution is the Mittag-Leffler function [33, 34] . The knowledge of the infinite invariant density is essential for the statistical description of such observables. For example, separation of trajectories in PM map is stretched exponential (a manifestation of weak chaos), and the distribution of separation rates is described by the ADK theorem [24, 25] . A second very large class of observables are nonintegrable, and here we address this class. Previously, Thaler and Zweimüller considered an important though specific example of a nonintegrable observable, namely the occupation fraction, i.e., the total time the system remains within a given region in space [34] (see also [27] ). They found that the distribution of this observable is given by the Lamperti function [35, 36] . Akimoto also considered a class of diverging nonintegrable observables and found that their time averages converge to a stable law [28] .
Here we investigate the distribution of time averages of nonintegrable (and nondiverging) observables where the ADK theorem does not work. For example we investigate the time averaged position of the particle for models with N IFPs. We formulate a very general conjecture for the distribution without giving rigorous proof but rather providing physical arguments. Our main results consist of two parts. In the first one we obtain the distribution of the time averages. This part is based on previous work of Rebenshtok and Barkai who considered the distribution of time averages for the continuous time random walk (CTRW) model [37, 38] . Since the maps under investigation are known to be described by the CTRW framework (a stochastic tool) our first finding is not surprising, but still worthy of demonstration. Maybe more exciting is the connection which we find between the distribution of the time averages and the infinite invariant density. We show that the infinite invariant density and the Rebenshtok-Barkai formula yield a complete description of the distribution of the time averages. For a short summary of our results see Ref. [39] .
The paper is organized as follows. In Sec. II we define our models. Their infinite invariant densities and the probability density functions (PDFs) of injection points are calculated in Sec. III. In Sec. IV we first summarize known results for distributions of time averaged observables of CTRW processes and then use them to study distributions of time averaged observables for the maps under investigation. In Sec. V we summarize our numerical results and compare them with the theory. Section VI concludes the paper.
II. MODELS: MAPS WITH POWER LAW SOJOURN TIMES
The first model which we consider is a discrete time (t = 0,1,2, . . .) map on the unit interval x t ∈ [0,1],
where 0 < α < 1, 0 < c
The map is illustrated in Fig. 1 . One can distinguish three regions of different behavior: two regions of laminar motion [16] 0 < x t < c − , c + < x t < 1 and the central region c − < x t < c + . This corresponds to three fixed points of the map, one of which, in the central region, is unstable,
, and two, x t = 0 and x t = 1, are fixed points with indifferent stability |M (0)| = |M (1)| = 1. IFPs are characterized by the parameter α. For α < 1 the escape of trajectories from IFPs is anomalously slow, as we show below, while the escape from the center fixed point is exponential. In this paper we consider only α < 1 where the map exhibits weak ergodicity breaking [27] . Trajectories of the map spend most of the time close to IFPs in laminar motion which is interrupted by sporadic jumps from one IFP to another (see Fig. 2 ). Points c − and c + inject trajectories to the vicinities of IFPs x t = 0 and x t = 1.
A two state process y(t) is constructed from trajectories of the map by setting a threshold c − < x c < c + , y(t) = θ (x t − x c ), where θ is the step function. In the following we call such a process a threshold process. One then defines state (0) when y = 0 and state (1) when y = 1 as shown in We assume them to be independent identically distributed (iid) random variables with the common PDFs ψ 0 (τ 0 ) and ψ 1 (τ 1 ). The two state process is then defined by the sequence {τ 
Solving this equation with the initial condition x 0 one gets
Using condition x t=τ 0 = x c we find the time τ 0 needed to reach the threshold starting from x t = x 0 . Inverting Eq. (3) we find
During the evolution of the map the particle is re-injected many times to the vicinity of the IFP. If x 0 is a random variable, so is τ 0 . The probability density function (PDF) of injecting points x 0 , p in (x 0 ), that is the density of particles that just arrive to x 0 and are starting their laminar motion according to Eq. (2), is related to the density of τ 0 by conservation of probability ψ 0 (τ 0 )dτ 0 = p in (x 0 )dx 0 [17] . The density p in (x 0 ) sensitively depends on the details of the map and later we relate its properties to the infinite invariant density. We calculate p in (x 0 ) numerically in the next section. Assuming x 0 → 0, the distribution of τ 0 is given by [17] 
Notice that ψ 0 (τ 0 ) is independent of the threshold x c reflecting the slow dynamics close to the IFP. The average sojourn time τ 0 = ∞ 0 τ 0 dτ 0 = ∞ diverges since α < 1 which leads to special statistical properties of this system. Using similar arguments we find the waiting time PDF for the second IFP x t = 1,
where p in (1) is the density of injecting points close to x t = 1. The Laplace transforms of the waiting time PDFs, Eqs. (5) and (6), arẽ
where
We will use coefficients A 0 , A 1 in Sec. IV. We will soon show that maps with more than two IFPs N > 2 exhibit richer behavior compared with the case N = 2, Eq. (1). Our second model has N IFPs,
where j = 0, . . . ,N/2 − 1 (N is even) and a j 1 are co-
Each unit cell has two IFPs on x = j − and x = j + (in center of cell). For x t > N/2 − 1/2 and x t < −1/2 coordinates are rescaled by x t = x t − N/2 and x t = x t + N/2, respectively (resembling periodic boundary conditions). The condition a j > 1 allows a particle to move from one unit cell to another. The injection of trajectories is assumed from one unit cell to its nearest neighbors only. Injection points are defined as M N (c A random process y(t) is constructed from the map Eq. (10) as y(t) = 0 for 
+ generates N = 6 states. Laplace transforms of waiting time distributions in states (k) (k = 0, . . . ,N − 1) are calculated similarly to Eqs. (7)- (9),
with coefficients A k given by
where p in [x(k)] are the values of injecting PDF close to
. . ,N − 1) (here we assume and confirm later numerically that p in [x(k)] is a smooth function in the vicinity of
. In Sec. V we use coefficients A k to determine the distributions of time averaged observables.
III. INFINITE DENSITY AND DENSITY OF INJECTION POINTS
In this section we relate the PDF of injecting points p in (x t ) with the infinite invariant densities of maps. For α > 1 the maps M(x t ) Eq. (1) and M N (x t ) Eq. (10) possess a normalizable invariant density ρ eq (x t ) = lim t→∞ ρ(x t ,t). In contrast for α < 1 an infinite invariant density ρ(x t ) plays a crucial role [11] [12] [13] [14] [15] (see also [24, 25] ). The infinite invariant density is defined as [13] [14] [15] 26, 31, 39] 
where ρ(x t ,t) is the probability density to find a particle in (x t ,x t + dx t ) at time t, 1 0 dx t ρ(x t ,t) = 1. When 0 < α < 1 ρ(x t ) in the limit of t → ∞ is not normalizable 1 0 dx t ρ(x t ) = ∞, hence its name. For the map Eq. (1) the infinite invariant density ρ is estimated from the finite time simulations (see Fig. 4 ).
As shown in Fig. 4 the infinite invariant density has a nontrivial structure. The visible sharp jump of ρ at x t 0.25 is explained by the discontinuity of the map M(x t ) at x t = c − , where in our example c − = 0.2. First notice that M(c − ) 0.25, which is exactly the point of the discontinuity. Consider a small region
. So, particles to the left of c − move to M(c − ) 0.25, whereas for c − + they are transported to x t 1. Hence, particles on M(c − ) are depleted and we see a discontinuous infinite invariant density. However, this discontinuity is not relevant for the purpose of our paper since, as we will show, only values of the infinite invariant density at injection points ρ(c − ) and ρ(c + ) are important in order to find distributions of time averages.
For the map M(x t ), Eq. (1), the infinite invariant density has the form [13] [14] [15] 
where b 0 and b 1 are constants. Notice that the density Eq. (14) is not normalizable. This behavior can be deduced as follows. For x t → 0 consider ρ(x t ,t)dx t the probability to find particle at time t in a small region (x t ,x t + dx t ). This probability is proportional to the ratio of the total time t x , which particles spend in (x t ,x t + dx t ), divided by the measurement time t,
The time t x is proportional to the number of visits of the particle to the vicinity of x t multiplied by the amount of time t x , which it spends there,
In turn, n x can be found as
Here N R is the the average number of the particle's renewals, i.e., the number of jumps between state y = 1 and y = 0 (see Fig. 2 ). Hence, n x , the number of visits in the vicinity of x t , is N R multiplied by the probability for a particle to arrive to (x t ,x t + dx t ), p in (x t )dx t . Namely, p in (x t ) is the probability of injection points which we encountered in Sec. II, Eqs. (5), (6) , and (12) . The average number of renewals N R up to time t is known from the two state process associated with the 
Equation (14) then follows from Eqs. (18) and (19) . These equations give the connection of constants b 0 and b 1 with the probabilities of injection points
which we will use in Sec. IV to determine distributions of time averaged observables. Now we investigate the density of injection points p in (x t ) for the map M(x t ), Eq. (1). We start with the uniform density at time t = 0. Injection points found from trajectories which just arrive at one of the states (0) or (1) , that is trajectories which were in state (0) or (1) at time t − 1 and arrive at the state (1) or (0) at time t. We remind that state (0) is defined as y = 0 for x t < x c and state (1) as y = 1 for x t > x c where x c is the threshold. For x c = 0.5 and x c = 0.3 p in (x t ) is shown in Fig. 5 . As mentioned, the density of injection points depends on the properties of the map. Moreover, it also depends on x c , compare p in (x t ) for x c = 0.3 and p in (x t ) for x c = 0.5 in Fig. 5 . In order for p in (x t ) to have nonzero values at x t = 0 and x t = 1, which are important for waiting time distributions, Eqs. (8) and (9) , the threshold x c must be c − < x c < c + . For x c within this range, the density of injection points changes dramatically, but the ratio p in (0)/p in (1) does not. In our working example ( For the map M N (x t ) defined by Eq. (10) the infinite invariant density has N divergences which are related to N IFPs. The behavior of the infinite invariant density close to
For N = 6 the infinite invariant density is shown in Fig. 6 . The density of injection points for this case is shown in Fig. 7 . In this case the injection points are defined as those which are in one state of the threshold process associated with the map M N (x t ) at time t − 1 and arrive at a different state at time t. For the construction of the threshold process we refer to the previous section. In the next section we will use infinite densities and the PDFs of injection points to determine the distribution of time averaged observables.
IV. DISTRIBUTION OF TIME AVERAGES

A. Distribution of time averages for CTRW
In this subsection we shortly review known results for stochastic models which will be used to obtain distributions of time averaged observables for maps. Consider the N-state CTRW on a lattice with lattice points k = 0, . . . ,N − 1 and periodic boundary conditions. These points correspond to the unstable fixed points of the underlying maps. After waiting a random time τ on the lattice point k, a particle jumps to k − 1 or to k + 1. The waiting times are independent identically distributed (iid) random variables with a common PDF. 
Since t k is a sum of iid random variables τ j , with a common PDF ψ(τ j ), the distribution of t k is a one-sided Lévy stable PDF. From this one can show that the distribution of O is [35, 37, 38] 
where i 2 = −1 and p eq k are population fractions, that is the probability that a member of an ensemble occupies state k in equilibrium (an equilibrium is obtained for a system of finite size). They can be measured by letting many independent systems (or many noninteracting particles) evolve. Then in the long time limit p eq k is the fraction of systems in state k. When α → 1 the motion is ergodic and the time average is equal to an ensemble average in the limit of long measurement times
A special case of this general result is the distribution of a time averaged observable for a two state process N = 2,
which is the Lamperti density [2,27]
with the asymmetry parameter R given by the ratio of the amplitudes of waiting time PDFs A 0 , A 1 or by the ratio of equilibrium population fractions [2, 27] ,
This PDF is a natural generalization of the well known arcsine distribution α = 1/2, R = 1 obtained by Lévy [36, 40] . 
B. Distribution of time averages for maps
Here t k is the time the particle spends in the vicinity of cell IFP x(k). As examples we consider the occupation fractions and time average position of a particle.
Distribution of occupation fractions
Consider the map M(x t ) defined in Eq. (1). Let us divide the space into two parts 0 < x t < x c and x c < x t < 1 (c − < x c < c + ) and consider t 0 , t 1 the occupation times of regions (0,x c ) and (x c ,1), which are the total times the particles spend there
where t is the measurement time and θ is the step function. The occupation fractions are random variables and their average values are
Using the two state process constructed for the map M(x t ) in Sec. II with the waiting time PDFs Eq. (7), one finds the average occupation fractions [3, 27] 
Since the observable under investigation is the step function, the distribution of occupation fraction p 1 converges to the Lamperti PDF, Eq. (25), with the asymmetry parameter R, Eq. (26). Using A 0 and A 1 Eqs. (8) and (9) calculated in Sec. II for the map M(x t ), Eq. (1), we obtain
Notice that R depends only on the ratio of the injection probabilities which we find to be related to the particle density or to the infinite invariant density at IFPs,
Here we first take the limit t → ∞ and then x t → 0 and x t → 1. Note that in Eq. (32) we have the ratio of the infinite invariant densities on unstable fixed points where it diverges, ρ(0) → ∞, ρ(1) → ∞. Hence, for the limit Eq. (32) we have ∞/∞. In finite time simulation the infinite invariant density never diverges on a point, meaning that we can only estimate the infinite invariant density close to these points. We now derive a method to calculate p in (1)/p in (0) which are free of this problem. The method is based on Eqs. (14), (18), and (19) from which we find the ratio of probabilities of injection points using the amplitudes of IFPs b 0 and b 1 ,
The amplitudes b 0 and b 1 are relatively easy to calculate numerically as shown in Fig. 4 . Now we obtain the equilibrium probabilities of states (average occupation fractions) for the map M N (x t ), Eq. (10), with N IFPs. We remind that the random process associated with this system has N states with equilibrium probabilities p eq k generated by N IFPs located at x t = x(k) (k = 0, . . . ,N − 1). Using coefficients of the corresponding waiting time distribution A k , Eq. (12), the equilibrium probabilities are
where p in [x(k)] is the density of injecting particles close
. . ,N − 1). Using similar arguments as in Eq. (18) the behavior of ρ(x t ,t) close to
which gives the amplitudes of IFPs at x t = x(k), Eq. (21),
Therefore, similarly to Eq. (33), the equilibrium probabilities Eq. (34) are determined by amplitudes b j of IFPs Eq. (36),
Another method of calculation of equilibrium probabilities which is based on the infinite invariant density is presented in the Appendix.
Distribution of time average position
Now we consider observable O = x t , that is the time average of the position
For the map M(x t ), Eq. (1), trajectories x t are well approximated by the two state process Eq. (24) as shown in Fig. 2 . Therefore, the distribution of x is given by the Lamperti density Eq. (25) (since x t 0 close to one IFP and x t 1 close to the other) with the asymmetry parameter R that can be estimated from the infinite invariant density using Eq. (A3).
Now we calculate the distribution of x for the map M N (x t ) Eq. (10) . The distribution of x is given by [37, 38] 
Since x t k close to the IFP, there is no distinction between state (j − ) (in this state particles start close to the IFP x t = k and exit to the left) and (j + ) (in this state particles start close to the IFP x t = k and exit to the right). Therefore, we consider a coupled state (k) = (j − ) + (j + ). We remind that j = 0, . . . ,N/2 − 1 while k = 0, . . . ,N − 1. The distribution of x then reads [37, 38] 
Equilibrium probabilities of states p eq k or p eq j are given by three formulas. The first one, Eq. (34), uses the probability of injection points, the second one, Eq. (37), uses the amplitudes of the infinite invariant density at the IFPs, and the last one, Eq. (A7), connects the equilibrium probabilities with the infinite invariant density of the map calculated at pre-images of the IFPs. In the next section we compare numerical results with our theory.
V. NUMERICAL RESULTS
We start with the map of Eq. (1). As mentioned, the asymmetry parameter R can be estimated from the density of injection points, Eq. (31), or using the infinite invariant density of the map in Eqs. (31) we find the asymmetry parameter R 2.1. Notice that while the density of injection points depends on the threshold x c as shown in Fig. 5 , the ratio p in (1)/p in (0) and therefore R is not sensitive to x c .
We proceed to calculate R from Eq. (33) using the infinite invariant density of the map and the method presented in the Appendix. The density ρ(x t ) obtained numerically is shown in Fig. 4 . It is calculated at t = 10 5 using 10 7 trajectories initially uniformly distributed on the interval (0,1). From the log-log plot of the infinite invariant density presented in the inset of Fig. 4 the amplitudes of the IFPs are estimated as b 0 0.075 and b 1 0.16. Using these values we find R 2.1, which is in agreement with the result obtained from Eq. (31). Now we find the asymmetry parameter R using Eq. (A3). Notice that for the map in Eq. (1) 
. From Fig. 4 we obtain the values of the infinite invariant density at the pre-image points ρ(c − ) = 1.15, ρ(c + ) = 0.54. Using Eq. (A3) we find again R 2.1, which agrees with values of R obtained from Eqs. (31) and (33) .
The distribution of the time averaged position Eq. (38) presented in Fig. 8 is in good agreement with the theory, Eq. (25) . We also calculate the distribution of occupation fraction p 1 = t 1 /t, Eq. (28) for the map M(x t ). Since the occupation fractions belong to the same class of nonintegrable functions, their density converges to the Lamperti PDF (see Fig. 8 ). The asymmetry parameter R used in Eq. (25) is estimated numerically from Eqs. (31), (33) , and (A3), which give identical results, e.g., R 2. 
In contrast, if α → 1, we recover ergodic behavior Figure 9 shows that when α = 0.3, f α (x) is very far from the ergodic case and has peaks on unstable fixed points similar to the case α → 0. While for α = 0.75 we get a relatively narrow PDF of x, which as mentioned becomes a δ function on x = 3.5 for α → 1. Notice that in this example p eq k = 1/N so we did not use the infinite invariant density since all a k are identical and therefore this is a degenerate case.
We proceed with the case of nonidentical a k (k = 0, . . . ,N − 1). As an example we consider M N with N = 6 IFPs, α = 0.75, a 0 = a 1 = 1.1, a 2 = a 3 = 1.5, and a 4 = a 5 = 2.1 (Fig. 3) . From Fig. 7 we estimate the values of the density Table I ). Then, from Eq. (A7) we calculate p eq j which agrees with occupation fractions obtained using the density of injection points, Eqs. (34) or (37) (see Table I ). The numerically obtained PDF of the time averaged position shown in Fig. 10(a) is in good agreement with the analytical predictions Eq. (40) with p eq j , which were estimated using the infinite density according to Eqs. (34) or (A7).
We check our theory for another set of parameters N = 6, α = 0.66, a 0 = a 2 = 1.2, a 1 = 2.5. In this case the density TABLE I. Numerical results for M N with N = 6, α = 0.75, a 0 = a 1 = 1.1, a 2 = a 3 = 1.5, a 4 = a 5 = 2.1, and x c = 0.5. 
. Numerical results given in Table II 
VI. CONCLUSIONS
We investigated the distribution of time averages of nonintegrable observables. In particular we studied the distribution of occupation fractions and time average position of the particle. We provide a very general conjecture for the distribution by giving simple arguments. Our main results consist of two parts. The first one is devoted to obtaining the distribution of the time averages. This part is based on the Rebenshtok-Barkai formula for the distribution of time averages of the continuous time random walk model. More importantly we find the connection between the distribution of the time averages and the infinite invariant density of the system. We show that the infinite invariant density and the Rebenshtok-Barkai formula yield a complete description of the distribution of the time averages Eqs. (23) and (37) . Alternatively, one can use the PDF of injection points (instead of infinite invariant density) to find the distribution of time averages, Eq. (34).
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APPENDIX
Here we derive the asymmetry parameter R using a second method. First we consider the map in Eq. (1) with two unstable fixed points. Using Eqs. (31) and (32),
ρ(x t )/ lim
By conservation of probability,
ρ(x t ) = ρ(c − )
ρ(x t ) = ρ(c + )
where c − = M −1 (0) and c + = M −1 (1) are pre-images of IFPs x t = 0 and x t = 1 (see Fig. 1 ). Here we require particles to be injected not too close to unstable fixed points x t >x 0 and 1 − x t <x 1 , wherex 0 const 0 · t −α andx 1 const 1 · t −α . Close to unstable fixed points particles are moving very slowly which leads to a different behavior than in Eq. (14) of the infinite invariant density, namely ρ[x t → x(k)] ∼ const · t (see [24, 25] ), and the law of conservation of probability should take this into account.
Using Eqs. (A1) and (A2) we have
Equation (A3) shows that once we have the infinite invariant density on c − and c + , we can obtain the asymmetry parameter R, and hence the distribution of occupation fraction t 1 /t. Equation (A3) is free of the mentioned problem in Eq. 
In principle, N states generated by the underline random process are different. The above reduction from N states to L states and based on it Eq. (A7) can be applied for certain observables.
