Introduction
This paper presents a discussion of a technique ~or correcting phase error, one of the errors which arise in Fourier transform spectroscopy. Phase error occurs for a variety of reasons: systematic error in the measurement of the optical path difference, misalignment of the interfer-*Supported by the National Science Foundation through grant DMR-8110422. tCurrent address: Physics Dept., University of Florida, Gainesville, FL 32611 ometer, or intrinsic asymmetry between the interferometer arms. These errors produce an interferogram which is asymmetric about its central maximum and whose Fourier transform is inherently a complex function of frequency. The goal of any phase correction scheme is to recover, as far as is possible, the original spectrum. The arm numbered 2 is x/2 longer than the one numbered 1; light in the second arm travels an extra path difference x.
source strikes the beam splitter where part of the amplitude is transmitted into one arm of the interferometer and part is reflected into the other arm. These two rays travel to the end mirrors and return to the beam splitter where they recombine; the combined beams go off to the detector. This light is (more or less) a TEM electromagneti~ wave, with i c " i(Z.r) ~ : Four er omponents having the form ~(~)e , where Ikl m § vacuum) in units where c = 1. Thus if m is in #ec 'I, Irl will be a time; if m is 2~ (frequency in cm-1), Irl is in cm. The phase of the electromagnetic wave advances as it moves through the interferometer; the phase is also modified by the beam splitter, which has amplitude transmission cQ~fficient tb ez~t and amplitude reflection coefficient rbem~r; and by the end.mirrors, ~bich have amDlitude reflection coefficients rle z~L and r2e z92. At the detector, the total electric field amplitude is the sum of the amplitudes from the two interferometer arms;
: ~1 + ~2
(1) with [i : [s(~)tb ei%t rl ei%l rb ei}r ei~R (2) ~-2 = gs(m) rb ei~r r2 ei$2 tb eiSt eimR eiWX (3) where R is the total optical path length for both rays and x is the extra path difference for ray 2.
The ideal in~erferome~er has identical arms with perfect mirrors (rl emil = r2e I~2 = -i) and a perfect beam splitter (one which sends equal energy into both arms: r 5 = t b = 1//2).
The total intensity at the detector is 
jo § 2 where S(m) = [Es(m) l is the power spectrum. At zero path difference, the intensity at the detector is (6)
I o jo
At zero path difference all of the source intensity is directed to the detector; none returns to the source. 2 At large path differences the intensity at the detector is just half the zero path difference intensity I~ = 89 /-d~ S(~) (7) Jo because as x § ~ the cos(~x) term averages to zero, i,e. it is more rapidly varying with frequency than S(~o). n ] quantity I ; it is The intefiferogram is the u(x) l~Jturns the cosine Fourier transform of the spe6trum. out to be convenient to factor out the integrated source intensity I o. We define a normalized spectral intensity P(~) by 
The spectrum can be recovered by the inverse cosine Fourier transform of y(x).
There are no phase errors in this ideal case. Only the inverse cosine transform is calculated.
Because y(x) is symmetric (or even) about x = O, y(-X) = y(X), the same P(~) will be returned by an inverse complex Fourier transform:
where the factor of 2 comes from our having extended the lower limit of the integral to -~. P(m) remains a real function because the symmetry of y(x) about x = 0 causes the sine transform to be zero.
B. Phase errors
In a real interferometer, the assumptions made in the previous section do not in general hold. The beam splitter is not perfect; nor are the two arms of the interferometer perfectly matched. The beam splitter efficiency, Sb, is defined to be:
The phase shifts on transmission and reflection do not play a role in the interferogram (assuming the beamsplitter to be homogeneous) because each beam was once transmitted and once reflected by the beam splitter. The beam splitter efficiency may be incorporated int~ the power spectrum by redefining it to be S(~) ~ sh(~) IEs(~)] 2. The other factors which modify the spectrum, sucn as filter and window transmittances, detector spectral responsivity etc., may be included in exactly the same way by regarding S(w) to be the instrumental power spectrum, (Note, however, that those factors which modify the phase response of the system, such as the ac electrical phase shift of the detector and preamplifier of a rapid-scanning interferometer, cannot be accounted for in such a simple way. Indeed, these phase shifts must be corrected in the same way as other phase errors.)
If the two arms are not identical, then r ~ #2. (We will assume that r I = r 2 = 1; any small differences in the reflectance of the two mirrors will not affect the phase.) Let r be the difference in phase between the two arms; i.e. let r = #i + r Then the total intensity at the detector is
= 89 S(m) i + cos mx + r
Notice that when x =~, If #(w) J O, then I(0 < Io; all the source intensity is not sent to the detector. Thus, when phase errors are present the zero path difference intensity is less than twice the large path difference value. A signature of phase error is an interferogram whose maximum intensity is less than twice the intensity at very large path differences.
With the definitions (8) and (9), equation (15) The inverse Fourier transform of y(x) gives the spectrum and phase:
The spectrum P(m) is found by mLjl~iplying the Fourier transform of the interferogram by e -1m~mJ. This procedure is .the basis of the multiplicative technique first proposed by Mertz Ib'3 At least two alternative methods are used to eliminate the phase from equation (22) . In one 4, the power spectrum is calculated
where Pi(m) = P(m)cosr and P2(m) = P(m)sinr are the real and imaginary parts of the transform. This technique does correct phase errors but has a non-linear effect on noise and requires measurements for an equal distance on both sides of zero path difference, The second alternative is tQj~oovolve the interferogram with the Fourier transform of e -zmtm) to produce a symmetric interferogram, s The cosine inverse transform of this symmetric interferogram gives the spectrum. This convolution technique should be equivalent to the multiplicative technique; a common belief, however, is that the convolution technique works well whilst the multiplicative one leads to baseline errors and other distortions in the spectrum. 6, Even the fairly detailed studies by Sanderson some care is taken, it is almost certain that the zero IFigure 2a) The sampled interpath difference position will'ferogram is the product of be missed; the amount of the the continuous interferogram miss is s ~ 6/2. Nevertheand a set of equally spaced less, as we show below, so delta functions. long as the spacing between sampled points is fine enough Figure 2b ) A hypothetical to avoid aliasing, the samp-mirror (dashed line) whose ling procedure introduces no amplitude reflection coeffiadditional complications into cient is reir = -eimC and phase correction, which is located at x/2 is equivalent to a perfect The sampling procedure mirror (solid line) with is represented mathematically coefficient reir = -1 which by multiplying the interfero-is located at (x+E)/2. gram by a "Dirac comb" or infinite sum of delta functions
which picks out points at the sampling positions, as shown in Figure 2a . The Fourier transform of this product is found by substituting ~s for u in equation (22).
When the sum and the integral are interchanged, the integral may be done immediately, leaving the spectrum as the Fourier sum:
Equation (27) is an example of the shift theorem; shifting the origin of the Fourier transform by an amount ~ introduces an overall phase factor e -ime in the transform. Note that Ps(m) remains continuous but is now periodic: Ps(m+2~i6) = Ps(m).
Another way of viewing the errors introduced by missing the origin is to consider the interferometer mirror shown dashed in Figure 2b . Instead of being a perfect mirror at (x+E)/2, having re• = -1, it is a mirror at x/2 with re• = -e• Then the phase shift introduced by this mirror is # = m~, and its interferogram is given by equation (21) with #(m) = me. The inverse Fourier transform of this interferogram is
This phase shift is just what the light traveling in that arm of the interferometer would have picked up on going on to the perfect mirror at (x+e)/2 and then returning to the beam splitter. Thus the interferometer with linear phase error mE and the interferometer which has a systematic error E in its path difference produce the same signal. The techniques used to correct phase errors in the continuous interferogram will also correct phase errors in the sampled interferogram.
IV. Phase correction and apodization

A. The effects of truncation
The values of path difference which an actual ferometer can produce are finite: (29) interwhere we assume that one limit is on the negative side of zero path difference and the other is on the positive side and, for convenience, that L2>L I.
This truncation is equivalent to multiplication of the interferogram by an apodization-truncation function A(x):
where
The well-knownl,9, I~ effects of interferogram truncation are twofold:
The instrumental resolution is limited to A~ = I/L 2 and sidelobes or feet are introduced in the vicinity of sharp spectral features.
The size of these feet may be reduced by wise choice of A(x) over the range where it is finite, at the cost of further loss of resolution.
The Fourier transform of the product of any two functions is equal to the convolution of the Fourier transforms of the individual functions, so that 
The function #A(m) differs from the actual A(x) is unity over the range phase #(m). Even in the case -LI, L2 and zero elsewhere. where the actual phase error is zero, off-center trunca- Figure 3b ) The even (solid tion causes a loss of conline) and odd (dashed line) trast and a distortion of the parts of the off-center boxbaseline of the computed car function. spectrum.
As an example, consider the off-center boxcar truncation function of Figure 3a . Here, A(x) = 1 over the interval -L i, L 2. The even and odd parts of A(x), given by Ae(X) = 89
are shown in Figure 3b . The real part of a(~) is the Fourier transform of Ae(x), which in this case is a superposition of two centered boxcar functions, one from -L 1 to +L 2 and the other from -L 2 to +L 2. This Fourier transform is L i L 2
The convolution of P(m) with al(m) returns a spectrum that is the sum of a low resolution spectrum (Am = 1/LI) and a high resolution one (Aw ~ I/L2). The broad side lobes from the (mostly) unresolved features in the first spectrum cause baseline distortions; the lack of resolution itself causes loss of contrast.
A particularly sad case occurs when L1 = 5, the sampling interval of the interferogram. Now, the wings of the sin(mL1)/2Tm function extend above the aliasing frequency, ~max = 1/2~, and are folded back into the spectrum, where they can pass through it several times, tl
As shown by Mertz 3, this difficulty is alleviated by using an apodization function which does not double-weight the twicemeasured portion of the interferogram between -L I and +LI.
The imaginary part of the instrumental line shape, a2(m), can be neglected when ~(m) = O; the spectrum can be taken as the real part of PA(m). When #(m) { O, however, both real and imaginary parts of a(w) can contribute to the shape of the final spectrum.
B. Assumption of slowly varying phase.
We will assume in this section that the phase ~(~) is a slowly varying function of frequency. This assumption, if true, will enable us to determine the phase from a lowresolution two-sided interferogram, which extends from -L 1 to +L l, and then use this phase to correct the high resolution interferogram, which extends to +~.
This assumption is conventionally made in discussing phase correction procedures;,3,s-8; if it is not true, a full two-sided interferogram would have to be measured.
We begin with equation (34) for the apodized spectrum and suppose that the phase~(~') which appears in this equation varies slowly so that it can be expanded about frequency ~ in a power series, and that only the first two terms need be kept 
The second term in the convolution is aB(m) = a(m)e-i~m = e-iBm _/12~ Z A(x)e-imx_ dx
where the shift theorem has been invoked to move the origin (or center) of the apodization function to x=5. This result shows that the effects on the convolution of a linear phase error ~m may be eliminated by choosing the origin of the apodization function at x=B. If the phase error comes from a sampling error e, than 5=s and the correct origin is the actual point of zero path difference.
Note that in going from equation (42) to equation (44) we have dropped the argument of #, so that the frequency-dependent function ~(~) now appears to be a constant B. In principle, the frequency dependence remains in equations (44) and (45) 
Figure 4a) The ramp through the origin gives proper weight to those interferogram points that were measured is taken as constant and r twice. soaks up the remaining frequency dependence of the Figure 4b ) The even (solid phase, finland odd (dashed line) parts of the left ramp.
C. Phase correction of truncated and apodized interferogram.
For conceptual purposes, we consider apodization to be a two-step process, i.e., Figure 4c ) The even (solid lin~ and odd (dashed line) parts of a mislocated left ramp. The structure between -L I and +L I distorts the spectrum.
First, the central portion of the interferogram is multiplied by a ramp given by:
0 Otherwise
Note that Al(x) = 89 at x=6. The use of this ramp through the origin follows, essentially, the recommendation of Mertz and is shown in Figure 4a ). Figure 4b) shows the even and odd parts (about x=B]) of this " l e f t ramp". Note that the even part is a boxcar function which extends from -L2+2~ to +L 2. Figure 4c) shows the even and odd parts of a l e f t ramp which is not properly located. The structure near the origin in Aze(X) and Aio(X) distorts the spectrum.
The second step in our apodization procedure is to multiply the data by the desired apodization function,
This function, whether triangular, F i l l e r 9, Norton-Beer l~ or some other, is chosen so that its origin is also at x=6 and so that i t is s t r i c t l y an even function about this point, A l ( -x -~) = A (x-B) For example our
0 otherwise
Note that All(x) = 1 at x=# and goes to zero at x = -L 2 + 26 and at x=+L 2. This choice of slope means that the periodic continuation of A(x) has period 2(L2-~) (which is twice the actual maximum optical path difference) and has a simple triangular waveform.
The inverse Fourier transform of the apodized interferogram can then be phase corrected. The phase corrected spectrum is
where the real part has been taken to eliminate the convolution of the spectrum with the imaginary part of the instrumental line shape, a2(~).
According to equation (44) 
To show e x p l i c i t l y that equation (49) does correct for phase error, we consider the case of an intrinsically symmetric interferogram with a systematic error ~ in the path difference (due, for example, to sampling errors). According to equation (128) and ~=s at all frequencies. We use the convolution theorem on the right~hand side of equation 49 to find:
I# the instrumental line shape, a~(~), is sharp enough that e zmc is constant over the range of frequencies where a~(m-m ') : O, then the term e zm~ comes out of the convolution, and P (m)= ReA { P(m)*ag(W)} Because P(m) is real, the real and imaginary parts of the instrumental lineshape do not mix in the convolution so that
This result is the spectrum ~ith high resolution, Am = 1/L2, determined by the width of al(ml.
V. Details of the procedure A. Finding the phase
We determine #(m) in the conventional way, by transforming a short interferogram which extends for nearly equal distances on either side of zero path difference. This short interferogram is picked out of the full inter- Porter and Tanner (52) As in the case of the apodization function for the highresolution interferogram, Ap(x) should be centered as closely as possible at zero path difference. We estimate this location by a parabolic fit to three points: the interferogram maximum and the points on either side of it. The parabola has a maximum at x=~'; we use this point as the center of our short interferogram. The Fourier transform of this short interferogram gives an amplitude and phase:
P,p(~)e i@(~) -~ /dx u
Ap(x)e -i~x ~ Ppl + Pp2 Note that because phase correction only requires e-i~ (~) it is quicker to calculate e-i+(~) : (Ppl -iPp2)/~Pp~ + Pp~ than to take the inverse tangent, put ~ into the proper quadrant, and exponentiate. However, we also need #(~) to estimate ~, the coefficient of the linear term of the phase. The remaining data (all of which has x < O) are put into the top of the array. The last element~ YM' contains the point that was originally adjacent to ~i The elements between the last point with x > 0 and the first with x < 0 are set to zero~ Flipping the interferogram about the origin in this way is tantamount to assuming a periodic interferogram, with period M; the array contains the first period along positive x. Figure 5 shows how a schematic interferogram is set up for the FFT and phase retrieval. The number of points in the high resolution spectrum is M ~ 2L2/6 (5 is the sampling interval), while the number in the low resolution spectrum (used to obtain the phase) is M~ ~ 2L1/~. Because the phase is needed at every point of the high resolution spectrum, it is convenient to take M p = M; this choice leads to a "zero-filled" interferogram and interpolated low-resolution spectrum.
C. Thirteen steps.
Our procedure for obtaining phase-corrected spectra is outlined in the following list:
1. Record a sampled interferogram from x = -L I to x = +L 2. L z should be large enough to resolve the broad features of the spectrum while L 2 gives the ultimate resolution.
2. Suppress the average value (I~) of the interferogram.
3. Search for the maximum interferogram point and fit a parabola through this point and the two adjacent ones. The peak of this parabola gives ~', the first estimate of the origin.
4. Pick out a two-sided interferogram with an equal number of points on either side of x = 8'-This interferogram has Np = 2(L1+~')/~ points.
5. If this interferogram is to be apodized: the apodization function should be centered at x=~' 6. The minimum number of points where the phase is required is N = 2(L2-~')/~. Determine M, a power of 2 which is larger than N. Put the two-sided interferogram in an M-point array with the first point for which x ~ 8' as the first array element followed by the other points with x > B'. The remaining data points are put at the top of the array, with the last element being the last point for which x < ~'
The center of this array contains many zeroes.
7. Compute the inverse complex Fourier transform. 8, Calculate the amplitude and phase spectra. Using a least squares fit weighted by the amplitude, find the constant B in ~(~) = ~ + B~.
9. Multiply the center section of the full interferogram by a ramp which is zero at x = -L I, 89 at x = ~ and 1 at x = L I + 2~, 10. Apodize (about B!).
11. Set up an M-point array with the first element being the first data point with x Z ~ and continuing to x = +L2. The array has zeroes where the data for -L2 ~ x < -Lz would have been. The data for -L I S x < are in the top of this array.
12. Compute the inverse Fourier transform, getting a complex array P1(m) + i P2(m).
13. Calculate the phase corrected spectrum.
Because the phase calculated in step 8 was interpolated, to M points, there will be a value for the phase at every point where the spectrum was calculated.
VI. Examples. Lo
We have used the synthetic spectrum illustrated 3 in Figure 6 to test our phase-correction procedures. ~o.s This spectrum is supposed to represent a narrow emission peak at low frequencies and a broad continuum containing an absorption line at higher frequencies. The spectrum was synthesized at 1024 about A. Proper phase correction Figure 7 shows the amplitude and phase calculated from a 100 point two-sided interferogram which hada r e l a t i v e l y large (E = -0.96) linear phase error. No apodization was used, so large sidelobes appear on the lower frequency l i n e , which was not resolved. The phase has been suppressed at frequencies where the original spectrum had zero i n t e n s i t y .
The upper panel in Figure 8 gives the real and imaginary parts of the uncorrected spectrum, obtained from a 1024 point transform of y(x), where 508 < x < +5126. The linear phase error, truncation, and ramp through the center all conspire to give a very disturbed spectrum. The lower panel shows the f u l l y corrected spectrum. I t is almost an exact replica of the o r i g i n a l . and imaginary (dashed line) phase (dashed line) spectrum parts of the Fourier transcalculated from I00 points of form of an asymmetric i n t e ran asymmetric interferogram ferogram that was truncated and interpolated to 1024 out-with the " l e f t ramp" apodizaput points 9 tion function Figure 8b ) Phase corrected spectrum.
Ld corrected spectrum and is expressed as a percentage of the spectrum maximum. Fine structure in the residual error has been smoothed over in making these plots.) The dashed line gives the error (about 1.5%) when the ramp is centered on the highest point of the interferogram (rather than x+B) while the solid line shows the error (about 0.02%) when the ramp is properly centered. The dotted line shows the error when the power spectrum ~P-~ + P~ is calculated from a complete double-sided interferogram.
At many frequencies, the power spectrum has larger errors than the phase-corrected spectrum, suggesting that in both cases these residual errors result from round-off errors in the computer. Note these ~0.02% errors are substantially smaller than the ~0.5% errors reported by For the incorrectly centered ramp, the residual errors scale with the magnitude of the phase error.
In every case, however, the residual error is substantially The solid line gives the ramp is properly centhe error which occurs when the tered; the dashed line occurs the ramp is properly centered when the ramp is improperly while the dashed line gives located; the dotted line is the error when the ramp is from a power spectrum, improperly located.
reduced when the ramp is centered. Figure 10 shows the residual error which occurs when there is a quadratic phase error, r = ~(~2/~2max). With a quadratic phase, the least squares fit to the phase produces a straight line through the curved quadratic phase error.
Even though there is no well-defined origin of the interferogram when the phase error is quadratic, centering the truncation-apodization function at x = B gives smaller residual error because the function is centered at the effective zero path difference ("point of stationary phase") of the most intense fringes.
B. Mistakes 1.5-- In this section we show ways in which phase correction can go wrong, Throughout we use a modest value for the phase error, c = 0.18 ~ i.o rather than the value of 0.96 used previously. Nevertheless, these mistakes produce large errors. Figure 11a ) Corrected spectrum (not residual error!) for truncation at x=O (solid line) and for boxcar weighting of entire interferogram (dashed line). points were used without weighting at all; the apodiza- Figure 11b ) Truncation function function is unity from tions used to produce the -L1 to +L2. This function spectra given above.
double weights the interferogram points between -L I and +L I, producing the sum of a high-resolution spectrum and a low resolution spectrum. The result is a loss of intensity in the sharp features and extra structure near them. Figure 12 shows in the solid line the result of using too few points for the two-sided interferogram.
Here L I = 126 as opposed to the value of 50~ used earlier.
Severe distortions occur near sharp features in the spectrum because of poor resolution in the phase, even though the ramp was properly centered.
(An anomaly occurs for the special case s = 0.5.
For this value of phase error, the phase spectrum is very accurate; and a good corrected spectrum, shown as the dashed line in Figure 12 , is obtained. This anomaly occurs because the interferogram with c = 0.5 is symmetric about x=O, although no point corresponds to x=O.) In general, we have found that L I = 506 produces good correction of linear phase error, with only small improvements if L I is increased. The correction of quadratic phase error seemed to require somewhat more points.
There was a substantial improvement on going from L] = 506 to L I = 1006, with only small improvements beyond this value.
One might think that multiplying the portion of the interferogram between -LI and +LI by one half should work as well as the ramp which we have been using. The result of this procedure is shown in Figure 13 . The step weighting produces strong ripples in thespectrum.
These ripples are the result of the attempt to make a step between two Sampling points.
As far as the interferogram is concerned, the apodization function contains two small ramps, as shown in the dashed line in the lower panel. These ramps are pinned to sampling points (shown as circles) and therefore cause structure to occur in the even part of the apodization function Ae(X) at x = • L I, which, when Fourier transformed and convolved with the spectrum, produce the ripples seen in Figure 13o VII.
Conclusions.
We have shown that a phase-corrected spectrum can be produced with an accuracy of • 0.02%. To achieve this accuracy, it is essential that the truncation and apodization functions be properly located.
The centers of the even parts of these functions must be at the best possible estimate of zero path difference.
