We prove a general Borg-type inverse spectral result for a reflectionless unitary CMV operator (CMV for Cantero, Moral, and Velázquez [13]) associated with matrix-valued Verblunsky coefficients. More precisely, we find an explicit formula for the Verblunsky coefficients of a reflectionless CMV matrix whose spectrum consists of a connected arc on the unit circle. This extends a recent result [39] for CMV operators with scalar-valued coefficients.
Introduction
The aim of this paper is to prove a Borg-type uniqueness theorem for a special class of unitary doubly infinite block-five-diagonal matrices, that is, doubly infinite CMV matrices associated with matrix-valued Verblunsky coefficients. The history of CMV matrices (with scalar coefficients) is quite interesting. The corresponding unitary semi-infinite five-diagonal matrices were first introduced in 1991 by Bunse-Gerstner and Elsner [12] , and subsequently discussed in detail by Watkins [76] in 1993 (cf. also the recent discussion in Simon [63] ). They were subsequently rediscovered by Cantero, Moral, and Velázquez (CMV) in [13] . In [61, Sects. 4.5, 10 .5], Simon introduced the corresponding notion of unitary doubly infinite five-diagonal matrices and coined the term "extended" CMV matrices. For simplicity, we will just speak of CMV operators whether or not they are half-lattice or full-lattice operators. We also note that in a context different from orthogonal polynomials on the unit circle, Bourget, Howland, and Joye [11] introduced a family of doubly infinite matrices with three sets of parameters which, for special choices of the parameters, reduces to two-sided CMV matrices on Z. Moreover, it is possible to connect unitary block Jacobi matrices to the trigonometric moment problem (and hence to CMV matrices) as discussed by Berezansky and Dudkin [8] , [9] . CMV operators with matrix-valued coefficients were recently discussed in [18] , [20] , [21] , [63] .
The relevance of CMV operators, more precisely, half-lattice CMV operators is derived from its intimate relationship with the trigonometric moment problem and hence with finite measures on the unit circle ∂ D. For a detailed account of the relationship of half-lattice CMV operators with orthogonal polynomials on the unit circle we refer to the monumental two-volume treatise by Simon [61] (see also [62] , [63] ) and the exhaustive bibliography therein. For classical results on orthogonal polynomials on the unit circle we refer, for instance, to [6] , [29] - [31] , [50] , [69] - [71] , [74] , [75] . More recent references relevant to the spectral theoretic content of this paper are [18] , [26] - [28] , [39] , [40] , [43] , [52] , [59] , [60] . Moreover, the full-lattice CMV operators are closely related to an important, and only recently intensively studied, completely integrable nonabelian version of the defocusing nonlinear Schrödinger equation (continuous in time but discrete in space), a special case of the Ablowitz-Ladik system. Relevant references in this context are, for instance, [1] - [5] , [25] , [32] - [35] , [45] , [51] , [55] - [58] , [68] , [73] , and the literature cited therein. We emphasize that the case of matrix-valued Verblunsky coefficients is considerably less studied than the case of scalar coefficients. We refer to [18] , [20] , [21] , [63] for recent studies of CMV operators with matrix-valued coefficients.
From the outset, Borg-type theorems are inverse spectral theory assertions which typically prescribe a connected interval (or arc) as the spectrum of a self-adjoint (or unitary) differential or difference operator, and under a reflectionless condition imposed on the operator (one may think of a periodicity condition on the (potential) coefficients of the differential or difference operator) infers an explicit form of the coefficients of the operator in question. Typically, the form of the coefficients determined in this context is fairly simple and usually given by constants or functions of exponential type.
Next, we briefly describe the history of Borg-type theorems relevant to this paper. In 1946, Borg [10] proved, among a variety of other inverse spectral theorems, the following result for one-dimensional Schrödinger operators. (Throughout this paper we denote by σ(·) and σ ess (·) the spectrum and essential spectrum of a densely defined closed linear operator in a complex separable Hilbert space.) Theorem 1.1 ([10]). Let q ∈ L 1 loc (R) be real-valued and periodic, H = − d 2 dx 2 + q be the associated self-adjoint Schrödinger operator in L 2 (R), and suppose that σ(H) = [e 0 , ∞) for some e 0 ∈ R.
(1.1)
Then q is of the form, q(x) = e 0 for a.e. x ∈ R.
Traditionally, uniqueness results such as Theorem 1.1 are called Borg-type theorems. However, this terminology is not uniquely adopted. For instance, inverse spectral results on finite intervals in which the coefficient(s) in the underlying differential or difference expression are recovered from two spectra, were also pioneered by Borg in his celebrated paper [10] , and hence are also coined Borg-type theorems in the literature, see, for instance, [53] , [54] .
A closer examination of the proof of Theorem 1.1 in [16] shows that periodicity of q is not the point for the uniqueness result (1.2). The key ingredient (besides σ(H) = [e 0 , ∞) and q real-valued) is the fact that for all x ∈ R, ξ(λ, x) = 1/2 for a.e. λ ∈ σ ess (H).
(1.3)
Here ξ(λ, x), the argument of the boundary value g(λ+i0, x) of the diagonal Green's function of H on the real axis (where g(z,
Im(ln(g(λ + iε, x))) for a.e. λ ∈ R and all x ∈ R.
(1.4)
Real-valued periodic potentials are known to satisfy (1.3), but so do certain classes of real-valued quasi-periodic and almost-periodic potentials q. In particular, the class of real-valued algebro-geometric finite-gap KdV potentials q (a subclass of the set of real-valued quasi-periodic potentials) is a prime example satisfying (1.3) without necessarily being periodic. Traditionally, potentials q satisfying (1.3) are called reflectionless (see [7] , [15] , [16] , [17] , and the references therein).
The extension of Borg's Theorem 1.1 to periodic matrix-valued Schrödinger operators was first proved by Dépres [23] . A new strategy of the proof based on exponential Herglotz representations and a trace formula (cf. [37] ) for such potentials, as well as the extension to reflectionless matrix-valued potentials, was obtained in [16] .
The direct analog of Borg's Theorem 1.1 for periodic Jacobi operators was proved by Flaschka [24] in 1975. 24] ). Suppose a = {a k } k∈Z and b = {b k } k∈Z are periodic realvalued sequences in ∞ (Z) with the same period and a k > 0, k ∈ Z. Let H = aS + + a − S − + b be the associated self-adjoint Jacobi operator on 2 (Z) and suppose that
Then a = {a k } k∈Z and b = {b k } k∈Z are of the form,
The extension of Theorem 1.2 to reflectionless scalar Jacobi operators is due to Teschl [66, Corollary 6.3] (see also [67, Corollary 8.6] ). The extension of Theorem 1.2 to matrix-valued reflectionless Jacobi operators (and a corresponding result for Dirac-type difference operators) has recently been obtained in [17] .
The first analog of Borg-type theorem for CMV operators with periodic scalar coefficients and spectrum filling out the whole unit circle was obtained by Simon in [61, Sect. 11.14] . It was recently extended in [39] to reflectionless CMV operators with scalar Verblunsky coefficients and spectra given by a connected arc on the unit circle. 
(1.7)
Then α = {α k } k∈Z is of the form,
where g = − exp(i(θ 0 + θ 1 )/2) and |α 0 | = cos((θ 1 − θ 0 )/4).
(1.9)
The main goal of this paper is to extend Theorem 1.3 to CMV operators with matrix-valued Verblunsky coefficients, introduced in [18] . Our study will be undertaken in the spirit of [7] , [15] , [16] , [17] , where Borg-type theorems were proven for matrix-valued Schrödinger and Dirac-type operators on R and similarly for matrixvalued Jacobi operators on Z.
In Section 2 we prove an infinite sequence of trace formulas connected with CMV operators using Weyl-Titchmarsh m-functions (and their exponential Herglotz representations). The notion of reflectionless CMV operators is introduced in Section 3 and a variety of necessary conditions (many of them also sufficient) for a CMV operator to be reflectionless are established. In Section 4 we prove our main new result, a Borg-type theorem for reflectionless CMV operators with matrix-valued Verblunsky coefficients whose spectrum consists of a connected arc on the unit circle ∂ D.
Trace Formulas
In this section we introduce CMV operators with matrix-valued Verblunsky coefficients, review some basic facts on the Weyl-Titchmarsh theory associated with these operators, and derive an infinite sequence of trace formulas. We freely use the notation established in Appendix A.
Let 2 (Z) m = 2 (Z) ⊗ C m be the Hilbert space of sequences of m-dimensional complex-valued vectors with scalar product given by
where we used the following notation for elements of 2 
A straightforward modification of the above definitions also yields the Hilbert space 2 (J) m for any J ⊂ Z. For simplicity, we will abbreviate the m × m identity matrix by I m and the identity operator on 2 (J) m , J ⊆ Z, by I without separately indicating its dependence on J or m. We start by introducing our basic assumption:
Hypothesis 2.1. Let m ∈ N and assume α = {α k } k∈Z is a sequence of m × m matrices with complex entries and such that
Given a sequence α satisfying (2.3), we define two sequences of positive selfadjoint m × m matrices {ρ k } k∈Z and { ρ k } k∈Z by
Then (2.4) implies that ρ k and ρ k are invertible matrices for all k ∈ Z, and using elementary power series expansions one verifies the following identities
According to Simon [61] , we call α k the Verblunsky coefficients in honor of Verblunsky's pioneering work in the theory of orthogonal polynomials on the unit circle [74] , [75] .
Next, we introduce a sequence of 2 × 2 block unitary matrices Θ k with m × m matrix coefficients by
and two unitary operators V and W on 2 (Z) m by their matrix representations in the standard basis of 2 (Z) m by
Finally, we define the main object of our investigation, namely the unitary operator U on 2 (Z) m as the product of the unitary operators V and W by U = VW, (2.9) or in matrix form in the standard basis of 2 (Z) m , by
(2.10)
Here terms of the form −α 2k α * 2k−1 and −α * 2k α 2k+1 , k ∈ Z, represent the diagonal entries U 2k−1,2k−1 and U 2k,2k of the infinite matrix U in (2.10), respectively. We continue to call the operator U on 2 (Z) m the CMV operator since (2.6)-(2.10) in the context of the scalar-valued semi-infinite (i.e., half-lattice) case were obtained by Cantero, Moral, and Velázquez in [13] in 2003, but we refer to the discussion in the introduction about the involved history of these operators.
Next, following [18] we recall the definition of the 2m × 2m matrix-valued Weyl-
Here ∆ k0 denote the orthogonal projections onto the m-dimensional subspaces
where E U (·) denotes the family of operator-valued spectral projections of the unitary CMV operator U on 2 (Z) m ,
It follows from Theorem A.2 that M(·, k 0 )| D is a Caratheodory matrix and the measure dΩ(·, k 0 ) can be also obtained from M(·, k 0 ) via (A.4). The Weyl-Titchmarsh function M(·, k 0 ) is a fundamental object in the spectral theory of CMV operators. It encodes all the spectral information of the corresponding operator U which can be illustrated by the following result.
). The full-lattice CMV operator U is unitarily equivalent to the operator of multiplication by ζ on L 2 (∂ D; dΩ(·, k 0 )) for any k 0 ∈ Z. In particular,
where σ(U) denotes the spectrum of U.
We refer to Section 3 of the recent monograph [18] for a detailed discussion of this and other relations between Weyl-Titchmatsh function M(·, k 0 ) and the associated CMV operator U.
Next, we note that
It is also often beneficial to introduce the Schur matrix Φ 1,1 (·, k 0 ) associated to
In analogy to the exponential representation of invertible matrix-valued Herglotz functions (i.e., matrix-valued functions analytic in the open complex upper halfplane C + with nonnegative imaginary part on C + and invertible on C + , cf. [14] , [38] ) one obtains the following result.
is an m × m Caratheodory matrix and F has the exponential Herglotz representation,
where dµ 0 is the normalized Lebesgue measure on ∂ D (cf. (A.7) ). The m × m matrix-valued function Υ can be reconstructed from F by 
(2.23)
For our present purpose it is more convenient to rewrite (2.23) in the form
To derive trace formulas for U we now expand M 1,1 (z, k 0 ) near z = 0 into a norm convergent series with matrix-valued coefficients. It follows from (2.16) that
(2.28) Explicitly, using (2.10), one computes for k 0 ∈ Z,
Next, we note that the Taylor expansion (2.27) implies the norm convergent expansion
where the matrix-valued coefficients L j (U, k 0 ) can be expressed in terms of the coefficients M j (U, k 0 ), j ∈ N, k 0 ∈ Z,
Theorem 2.4. Assume Hypothesis 2.1. Then the following trace formulas associated with the CMV operator U hold,
In particular, 
Reflectionless Verblunsky Coefficients
In this section we review basic facts about the half-lattice Weyl-Titchmarsh m-functions and introduce a variety of conditions for the Verblunsky coefficients α (resp., the CMV operator U) to be reflectionless. We freely use the notation established in Appendix A.
Following the presentation of Section 2 in [18] , we first recall the four fundamental m × m matrix valued sequences of Laurent polynomials {P + (z, k, k 0 ), Q + (z, k, k 0 ), R + (z, k, k 0 ), S + (z, k, k 0 )} k∈Z associated with the CMV operator U. These sequences are uniquely defined by the following difference relations
and initial conditions at some reference point k 0 ∈ Z,
It follows that there exist unique C m×m -valued half-lattice Weyl-Titchmarsh mfunctions M ± (·, k 0 ) such that for all z ∈ C\(∂ D ∪ {0}) the following C m×m -valued sequences have square summable matrix entries, that is,
Moreover, one verifies that the functions M ± (·, k 0 )| D are Caratheodory and anti-Caratheodory matrices, respectively, and hence extend to the point z = 0 by analyticity. In addition, the functions M ± are intimately related to the half-lattice CMV operators. We refer to Section 2 in [18] for a comprehensive study of these relations. We will call U ± (z, ·, k 0 ) and V ± (z, ·, k 0 ) the Weyl-Titchmarsh solutions associated with U. It follows that U ± (z, ·, k 0 ) and V ± (z, ·, k 0 ) are the unique (up to rightmultiplication by constant m × m matrices) C m×m -valued sequences that satisfy difference equations of the form (3.1) whose matrix entries are square summable near ±∞ (cf. (3.3) ).
In applications it is often simpler to manipulate with Schur matrices rather than Caratheodory ones. To exploit this observation in the remainder of this section, we introduce (anti)-Schur matrices Φ ± (·, k 0 ) associated with (anti)-Caratheodory matrices M ± (·, k 0 ) by 
5)
rather than the anti-Schur matrix Φ − , but for simplicity of notation, we will typically avoid this complication with Φ − and still invoke Φ − rather than Φ −1 − whenever confusions are unlikely.
Still following [18] , we also mention the following two useful identities that relate the functions Φ ± , Φ 1,1 , and the Weyl-Titchmarsh solutions U ± , V ± to one another
and
In addition, the functions Φ ± (·, k) ±1 satisfy the following Riccati-type equations
etc., the radial limits to the unit circle of the corresponding functions,
These limits are known to exist Lebesgue almost everywhere on ∂ D.
The following definition of reflectionless Verblunsky coefficients represents the analog of reflectionless coefficients in Schrödinger, Dirac, Jacobi, and CMV operators (cf., e.g. [7] , [15] , [16] , [17] [49] , in the matrix-valued coefficients context and [19] , [22] , [36] , [37] , [39] , [41] , [42] , [44] , [46] - [49] , [64] - [67] in the scalar-valued coefficients context). Definition 3.1. Assume Hypothesis 2.1 and let U be the associated unitary CMV operator on 2 (Z) m as defined in (2.6)-(2.10). Then α (resp., U) is called reflectionless, if for some k 0 ∈ Z, M + (ζ, k 0 ) = −M − (ζ, k 0 ) * for µ 0 -a.e. ζ ∈ σ ess (U).
(3.11)
The following result provides a variety of necessary and sufficient conditions for α (resp., U) to be reflectionless. Proof. We start by noting that (i) is equivalent to (iii) by Definition (3.1), (iii) and (iv) are equivalent to (v) and (vi), respectively, by (3.4), (vii) is equivalent to (viii) by (2.20) , and (vii) is equivalent to (ix) by (2.25) .
Next, we show that (v) is equivalent to (vi). One direction is trivial and for the other it suffices to check that (v) at some point k 0 implies (v) at points k 0 ± 1. Taking adjoint in (3.8) and solving for Φ + (ζ, k 0 − 1) * one obtains
Here (2.4) and (2.5) were used to simplify the expression. Thus, (v) at k 0 implies (v) at k 0 − 1. Similarly, one shows that (v) at k 0 also implies (v) at k 0 + 1. Next, we verify that (iii) implies (vii). Recall that by Lemma 3.3 in [18] the resolvent (U − zI) −1 is given in terms of its matrix elements in the standard basis of 2 (Z) m by 
is a nonnegative Caratheodory matrix, that is, (vii) holds. Finally, we check that (i) is equivalent to (ii). First, note that β k = γ 1 α k γ * 2 , k ∈ Z, implies the following relations for matrices defined in (2.4)-(2.10) associated with Verblunsky coefficients α and β, respectively, 19) and hence,
where Γ 1 and Γ 2 are block-diagonal unitary operators on 2 (Z) m with diagonals given by
Then it follows from (3.20) and the definition of the Weyl-Titchmarsh solutions U β;± , V β;± associated with the CMV operator U β ,
that the C m×m -valued sequences Γ * 1 U β;± and Γ * 2 V β;± satisfy
Thus, the uniqueness of the Weyl-Titchmarsh solutions associated with U α implies that there is an m × m matrix C such that Since by (3.20) U α is unitarily equivalent to U β and hence σ ess (U α ) = σ ess (U β ), we conclude from (3.27) that Φ α;± (z, k) satisfy (v) if and only if Φ β;± (z, k) do. Hence, the previously established equivalence of (i) and (v) finishes the proof.
It is instructive to state as a separate result the following fact obtained in the proof of Theorem 3.2 (cf. (3.20) and (3.21) ). 
The Borg-Type Theorem for CMV Operators
In this section we finally prove our principal new result, a general Borg-type theorem for reflectionless CMV operators with spectrum a connected subarc of the unit circle. We freely use the notation established in Appendix A.
First, we prove the following uniqueness result which is a special case of Borgtype theorem for reflectionless CMV operators. 
Taking radial limits in the Riccati-type equations (3.8), (3.9) and substituting (4.6) into the left hand-sides yield
Next, we introduce the following notation for closed arcs on the unit circle ∂ D, The principal new result of this paper then reads as follows. 
where g = − exp(i(θ 0 + θ 1 )/2), a = cos((θ 1 − θ 0 )/4), (4.11) and γ is some k-independent m × m unitary matrix.
Proof. First, note that in the special case σ(U) = ∂ D the result follows from Theorem 4.1. Hence without loss of generality we will assume in the following that σ(U) ∂ D, that is, θ 1 − θ 0 < 2π. Next, we proceed with the proof in two steps.
In our first step we find an explicit formula for the function Ξ 1,1 (·, k) on ∂ D, k ∈ Z. To understand the behavior of Ξ 1,1 (·, k) it suffices by (2.25) to study the behavior of the boundary values of M 1,1 (·, k) on ∂ D.
We start by noting that Theorem A.2 (cf. (A.4) ) implies that the Caratheodory matrix M 1,1 (·, k) has purely imaginary (i.e., Re(M 1,1 (·, k)) = 0) boundary values µ 0 -a.e. on ∂ D\supp(dΩ 1,1 (·, k)). Moreover, it follows from (2.12) and Theorem 2.2 that supp(dΩ 1,1 (·, k)) ⊆ supp(dΩ(·, k)) = σ(U), k ∈ Z. Thus, it follows from (4.12) and (4.13) that σ(U) = supp(dΩ 1,1 (·, k)), k ∈ Z. The same argument actually implies more, namely, that for any x 0 ∈ C m with x 0 C m = 1, the scalar-valued Caratheodory function m x0 (·, k) defined by
is purely imaginary µ 0 -a.e. on ∂ D\σ(U), strictly positive µ 0 -a.e. on σ(U), and supp(dω x0 (·, k)) = σ(U) for all k ∈ Z. Differentiating −im x0 (e iθ , k) with respect to θ shows that Im(m x0 (·, k)) = −im x0 (·, k) is monotone decreasing on ∂ D\σ(U),
This implies that there exists a θ * (x 0 , k) ∈ [θ 1 , θ 0 + 2π] such that the exponential Herglotz representation for m x0 (·, k), 
and hence
is in fact (x 0 , k)-independent and denoted by θ * in the following. As a result, ξ x0 (·, k) = ξ(·) in (4.18) and hence m x0 (·, k) = m(·) in (4.17) are also (x 0 , k)independent. Recalling (2.25), (4.14) , and (4.18) we conclude that M 1,1 (·, k) = M 1,1 (·) and hence Ξ 1,1 (·, k) = Ξ 1,1 (·) are k-independent and
In our second step we use the above explicit form of the function Ξ 1,1 and the trace formulas obtained in Theorem 2.4 to derive various identities for Verblunsky coefficients α which will imply (4.10) and (4.11).
By (4.21) the following matrix
is a nonzero scalar multiple of the identity matrix I m since 0 < θ 1 −θ 0 < 2π. Hence, it follows from (2.37) that α k is nonsingular, commutes with α * k+1 , and 
Inserting ρ 2 k = I m − α * k α k into the last equality of (4.26) and simplifying the expression using (4.23) yield
Multiplying both sides on the left and right by α * k and α k+1 , respectively, and using (4.23) once again, imply
Then (4.23) and (4.28) imply Finally, defining the unitary matrix γ by γ = α 0 (α * 0 α 0 ) −1/2 one obtains (4.10) and (4.11) from (4.29) and (4.31). Remark 4.3. By Theorems 3.3 and 3.2 (ii) the unitary matrix γ in (4.10) is a unitary invariant that preserves the reflectionless property, hence necessarily remains undetermined.
Appendix A. Basic Facts on Caratheodory and Schur Functions
In this appendix we summarize a few basic facts on matrix-valued Caratheodory and Schur functions used throughout this manuscript. (For the analogous case of matrix-valued Herglotz functions we refer to [38] and the extensive list of references therein.)
We We note that additive nonnegative m × m matrices on the right-hand side of (A.2) can be absorbed into the measure dΩ since We recall (cf., e.g., [72, p. 167] ) that if ±Re(F ± ) ≥ 0, then [F ± ± I m ] is invertible. In particular, Φ + | D and [Φ − ] −1 | D are Schur matrices (resp., Φ − | D is an anti-Schur matrix). Moreover, 
