In this paper, using the notion of a binary Channel Matrix as well known in Information Theory, we present an equivalent relation between the SPRT (Sequential Probability Ratio Test) and Bayes' Updating. Moreover, we show the relationship between the SPRT and NSPR (New Sequential Probability Ratio) where a Hidden Markov Model with Poisson process is introduced as structural change model. And we also provide the change point detection performance of SPRT and NSPR by experimental results.
Introduction
There are three problems in dealing with ongoing time series data. 1-5 First, we have to make a prediction model from the early data. Second, we have to detect the structural change of the time series data, as quickly and correctly as possible, when the prediction model does not meet the observing data any more. Third, we have to remake the prediction model as soon as possible after the detected change point. For the second change detection problem, we previously proposed an application of SPRT (Sequential Probability Ratio Test) that has been mainly used in the field of quality control. [5] [6] [7] [8] In this paper, using the notion of a binary Channel as well known in Information Theory, we present an equivalent relation between the SPRT and Bayes' Updating. Moreover, we also explain the relation between the SPRT and the New Sequential Probability Ratio of two conditional probabilities when a Hidden Markov Model with Poisson process is introduced as the never returning structural change model. 9 ) | ( ) ( ) ( 2 2 1 i j i i j x y P x P y P ∑ = Let Z 1 , Z 2 , …Z i be respectively observed time series data at each stage of successive events, the probability ratio i λ is computed as follows.
(1)
where P(Z | H 0 ) denotes the distribution of Z if H 0 is true, and similarly, P(Z | H 1 ) denotes the distribution of Z if H 1 is true.
Two positive constants C 1 and C 2 (C 1 < C 2 ) are chosen. If C 1 < i λ < C 2 , the experiment is continued by taking an additional observation. If C 2 < i λ , the process is terminated with the rejection of H 0 (acceptance of H 1 ). If i λ < C 1 , then terminate this process with the acceptance of H 0 .
(2)
where α means type I error (reject a true null hypothesis), and β means type II error (accept a null hypothesis as true one when it is actually false).
Bayes' Updating based on binary channel
We regard that the observation and SPRT process for the aforementioned structural change point detection of time series data is essentially a kind of Bayes' Updating by a binary channel composed of a set of subjective probability as shown in Fig.1 , where input event X=(x 1 , x 2 ) and output event Y=(y 1 , y 2 ).
Using the conditional probability, the transition matrix (or channel matrix) P B is represented as shown in Eq.(3). where (4) According to the Bayes' Updating rule, we have the following updated prior probability {P 1 (x 1 ), P 1 (x 2 )}.
(5)
Similarly, by the second observation, we have where,
Thus, by the nth observation of output, we have
Then the probability ratio n λ is given as follows.
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Rc Rc S1 1.0 (8) If we assume that Then, we obtain the same ratio as that of SPRT. Therefore, we consider that the Bayes' Updating based on binary channel is a kind of generalization of SPRT.
As for the conditional probability, we can generalize to introduce a kind of subjective probability. In addition, we can adopt not only the discrete probability, but also continuous density function.
Change Model and Conditional Probability Ratio
Hidden Markov Model
We present a Hidden Markov Model where the structural change is Poisson occurrence of average γ . In this model, once the change has occurred during the observing period, the structure does not go back to the previous one. The reason why we set such a model is that we focus on the detection of the first structural change in the sequential processing. The concept of the structural change model is shown in Fig.2-4 . Moreover, we introduce a more detailed model. Let R be the probability of the prediction failure that the data value goes out the tolerance zone when the structure is unchanged. Let Rc be the probability of the failure when the structure change has been occurred. We can consider that Rc is greater than R, i.e., Rc>R. The detailed model is illustrated as a probabilistic finite state automaton as shown in Fig.2 
x P x P S0 : State that the structure is unchanged. S1 : State that the structural change has occurred. be the joint probability of the symbol sequence n C happens with the event H 0 (the structural change is not occurred) and H 1 (the change is occurred), respectively.
Then, the following equations hold. Our New Sequential Probability Ratio (NSPR) of two conditional probabilities that we have previously shown is represented as follows, using the aforementioned equations. 10 (13) On the contrary, there is another type of conditional probability ratio such as used in the SPRT. We call it "Semi Sequential Probability Ratio Test (SSPRT)". When the NSPR is greater than 1.0, we regard that the structural change has been occurred before the present time.
In many cases, we can approximately assume the following probabilistic independence. 
Experimentation for Remote Monitoring Data
As a simple automated change detection method of the scenes from a monitoring camera, we apply the SPRT method and the aforementioned NSPR one to the time series data of compressed JPEG file quantity (Kbyte). Fig.5 shows the time series images when a person has moved at low speed, in front of a bookshelf. We assume that change point is the time point when some change happens, that is, when some person appears in the image data. From the No.8 image, we can see that the hand of a man comes into the image. Also from around the No.21 image, we can see that a part of someone's face gradually comes into the image sequence. The SPRT and NSPR can detect the change point correctly from the sequence of image data. We show experimental results of change detection using two tests (SPRT and Chow Test 6,7,8 ) and one ratio of NSPR.
Generally, several samples (i.e., some images) are used to construct the prediction model in the stage of learning and analysis, where samples are selected for concretely deciding prediction model (regression line) as shown in Fig.7 . 6 Fig.7 . Example of regression line as a predicted model. 6 In this experimentation, the prediction model is 
NSPR(d)
From the experimental results for time series images of the low speed passing-by movement, we find that the SPRT and NSPR can detect the change quickly and correctly at the time when change happens. Moreover, the SPRT and NSPR method are very simple and take very low computational cost (i.e., required time and memory storage for computation). On the contrary, the Chow Test tends to make a mistake at the early stage before the change happens. In addition, the computational cost is considerably high.
Then, we consider that the performance of both SPRT and NSPR is very effective in comparison with Chow Test, even if the time series data of JPEG file volumes is fluctuated by lighting-influenced images and so on.
Conclusion
In this paper, we have presented the equivalent relation between the Bayes' Updating and SPRT (Sequential Probability Ratio Test), using the notion of binary channel. Then, we can find that the SPRT does not contain the irreversible model such as NSPR that we have previously proposed.
We also have presented the definition of the Semi Sequential Probability Ratio Test (SSPRT). And we have shown the approximate relation between NSPR and SPRT, because SSPRT approximately equals SPRT in many cases.
Moreover, based on the experimentations for the time series of JPEG file volumes of the slow movement image data, we have shown that the SPRT and NSPR have almost equivalent performance for the structural change detection, and that they are more effective than Chow Test for the change detection of time series data.
