We describe a probabilistic model, implemented as a dynamic Bayesian network, that can be used to predict nucleosome positioning along a chromosome based on one or more genomic input tracks containing position-specific information (evidence). Previous models have either made predictions based on primary DNA sequence alone, or have been used to infer nucleosome positions from experimental data. Our framework permits the combination of these two distinct types of information. We show how this flexible framework can be used to make predictions based on either sequence-model scores or experimental data alone, or by using the two in combination to interpret the experimental data and fill in gaps. The model output represents the posterior probability, at each position along the chromosome, that a nucleosome core overlaps that position, given the evidence. This posterior probability is computed by integrating the information contained in the input evidence tracks along the entire input sequence, and fitting the evidence to a simple grammar of alternating nucleosome cores and linkers. In addition to providing a novel mechanism for the prediction of nucleosome positioning from arbitrary heterogeneous data sources, this framework is also applicable to other genomic segmentation tasks in which local scores are available from models or from data that can be interpreted as defining a probability assignment over labels at that position. The ability to combine sequence-based predictions and data from experimental assays is a significant and novel contribution to the ongoing research regarding the primary structure of chromatin and its effects upon gene regulation.
Introduction
DNA in eukaryotes is packaged with histone and other proteins into a chromatin complex. The most basic element of chromatin is the nucleosome "core", which consists of a bundle of eight histone proteins around which is wound approximately 147 base pairs (bp) of double-stranded DNA. Between adjacent cores exists a variable-length stretch of DNA commonly called the "linker" which is generally more accessible to elements such as transcription factors than the compacted DNA in the core. The precise positioning of the nucleosome cores and the inter-nucleosomal linker regions allows for selective access to the DNA by the cellular machinery; understanding the mechanisms that control this positioning is therefore crucial to our understanding of gene regulation and expression.
Numerous computational approaches to inferring nucleosome positions either from experimental data or from the primary DNA sequence have been published in recent years. These methods generally use a hidden Markov model (HMM) or similar framework (e.g. Boltzmann chain) in which a sequence of hidden states, representing the nucleosome core and the linker, form a Markov chain, and the observations "emitted" by each state are derived either from DNA-sequence models or experimental assays. Common model assumptions include the requirement that adjacent nucleosomes may not overlap, as well as constraints on the length of a nucleosome and a model of the linker lengths. The model of linker lengths generally specifies a minimum linker length due to steric hindrance between adjacent nucleosomes, and may also define a geometric or other distribution over longer linker lengths [1] or an upper limit on linker length [2] . Although very similar in implementation, models based on DNAsequence scores and models based on experimental data are solving two different problems. When the inputs to the HMM are sequence-model scores [1, 2, 3, 4, 5] , the HMM framework predicts the most probable nucleosome positions based on the DNA sequence alone. In contrast, when the inputs originate from experimental data such as tiling microarrays [6, 7, 8, 13] , the goal is data analysis and interpretation.
In this work, we exploit the power of dynamic Bayesian networks (DBNs) to create a general framework for predicting nucleosome positions using one or more input tracks of arbitrary position-specific genomic scores. A DBN is a generalization of the widely used HMM [9] , and generalized versions of the standard inference algorithms commonly applied to HMMs exist for the broader class of DBNs. The typical HMM falls into the broad class of generative models in that, in addition to being used in the standard way, the model can also be (although rarely is) used to generate instances of evidence sequences according to the model parameters. The model that we present here is more discriminative in nature, and uses the input evidence to directly inform the probabilities at each state in the Markov chain. Furthermore, our model allows multiple evidence tracks to be combined to jointly influence the current state, while the Markov chain simultaneously enforces the sequential grammar that is described by the state transition matrix. Specifically, we show how we can use either sequencemodel scores or experimental data independently, or both together, with the result that the sequence scores can be used to fill in gaps in the experimental data and provide a more complete picture of the nucleosome landscape. Alternatively, sequence-model scores can be used in conjunction with transcription factor (TF) binding probabilities, resulting in a competitive model similar to the one described by Wasson and Hartemink [5] with the assumption that a TF can only bind to the DNA between nucleosome cores. The ability to combine sequence-based predictions and data from experimental assays is a significant and novel contribution to the ongoing research regarding the primary structure of chromatin and its effects upon gene regulation.
Results

Predicting Nucleosome Positioning from Arbitrary Sequence-Preference Scores
In recent years, numerous methods have been proposed for scoring a DNA segment for the purposes of distinguishing nucleosome-inhibiting vs nucleosomeforming regions. The DBN presented in this work can integrate the information contained in these types of local sequence scores, regardless of the method used to produce them, to infer nucleosome positioning along a chromosome. In this section we illustrate this application of our method with three specific examples.
First we show that we can recapitulate the average occupancy predicted by the Segal model [3, 12, 14] using the Segal raw binding scores as inputs, and then we show predictions based on our recently developed nucleosome dyad scores using two different linker-length models. Our probabilistic framework permits two types of linker models: a geometric length-distribution which prefers shorter linkers, or a uniform distribution which gives the same probability to all possible linker lengths (see Methods for details). These two different linker-length models can be thought of as describing two variations on the statistical positioning idea [10] in regions where sequence-directed positioning is weak. Our nucleosome dyad score, dScore, is based on a discriminative patterncorrelation method [11] which computes a score for the central position of an input sequence of length 301 bp, based on sequence information alone, by weighting and combining information from all k-mers for k ∈ {1, 2, 3}. This score is the continuous-valued output of a binary classifier and can be interpreted in a manner similar to a log-ratio. The Segal raw binding score is the log-ratio of two model components: one captures the periodic positioning of dinucleotides along the nucleosome core, while the other encodes the relative linker-region preferences for all 5-mers. Figure 1 shows the two different sequence-preference scores in the top panel: the Segal raw binding score and our dyad score (dScore), plus a GC-content track for reference (computed using a sliding window of width 71 bp). In the bottom panel, each trace corresponds to the posterior probability that a position is covered by a nucleosome core, inferred by the model from the input local sequence scores. The output based on the Segal raw binding score and using the uniform linker-length model closely recapitulates the average occupancy probability predicted by the full Segal model [12] (Pearson correlation r = 0.96). Two separate output traces are shown based on the dScores: the first uses the uniform linker-length model, and the second uses the geometric linker-length model.
There are significant qualitative similarities as well as differences both between the Segal and dScore sequence-scores and the posterior probabilities shown in Figure 1 . These differences are due to the differences in the input scores as well as to differences in the linker length models. The most striking difference can be seen immediately upstream of the GAL10 transcription start site, in an AT-rich region wide enough for one nucleosome core, where both sequence-models produce low scores. The Segal model predicts a very long nucleosome-free region (NFR), while the two dScore models predict a weakly-positioned nucleosome-the model that prefers shorter linker lengths places a nucleosome with high probability while the uniform linker-length model places one with lower probability.
Interpretation of Experimental Data Alone or in Conjunction with Sequence Scores
Another application of our model is to interpret experimental data, similar to what has been done previously with microarray data [6, 8, 13] . By incorporating additional information in the form of sequence-based scores or even just a model of linker lengths, the model can fill in gaps in the experimental data. Experimental data is frequently also expressed as a log-ratio, so the same mapping to probabilities described above can be used here. Figure 2 shows a region on yeast chromosome II for which there is a gap in one of the in vivo experimental data sets from Kaplan et al. [12] . The gap is 1340 bp wide and corresponds to the ribosomal protein RPL4A. Using the experimental data as an evidence track, the probabilistic model was run twiceonce using the geometric linker model, and once using the uniform linker model (top panel of Figure 2 ). When the model includes a preference for shorter linker lengths, it places 8 nucleosomes, evenly distributed across the 1340 bp gap in the data. With the uniform linker model, we observe two interesting changes in the predictions: first, they track the input data much more closely because, aside from the grammar, the data is the only source of information; and second, the model is much less certain about how many nucleosomes fill the gap-without the preference for short linkers, the model is considering all possible placements of between one and eight nucleosomes. In both cases the uncertainty grows with the distance from the nearest data, as indicated by the decreasing local maxima and the increasing local minima.
Evaluation of Predicted Nucleosome Position Accuracy
We have previously created a set of 50,814 estimated nucleosome dyad positions in yeast based on the experimental data of Field et al. [14] . The genomic positions of these dyads were estimated by applying a simple peak-detection algorithm to a nucleosome occupancy map, and a confidence score derived from the number of overlapping reads was associated with each dyad [11] . In order to evaluate the positional accuracy of the predictions based on the two different sequence-model scores described above, we compare the predicted dyad positions (local maxima in the posterior probability of being in the dyad state) to the experimental benchmark set and compute the fraction of the positions in the experimental set that are within X nucleotides of a predicted dyad. Posterior probabilities of nucleosome positions were computed using three different input tracks (one at a time): (a) the experimental Field occupancy map, (b) the dScores, and (c) the Segal raw binding scores. Predicted dyad positions were then compared to the entire benchmark set and to a small subset of the highest scoring positions (Fig 3) . Because the estimated positions being used as the benchmark were derived from the same data used in (a), one would expect a near perfect concordance, and in fact the majority of the 50,814 dyads have corresponding predictions within 3 bp. The fact that the predictions based on the experimental dataset do not match up more exactly to the positions estimated using a simple peak-detection approach highlights the strengths of using a sequence model which simultaneously integrates all available information along the entire sequence. For example, if the experimental data indicates a sharply demarcated NFR, the edges of the NFR will affect the positioning of adjacent nucleosomes. These effects are automatically considered by the DBN but not by a simplistic . Each curve represents the fraction y of the estimated dyad positions for which a dyad was predicted by the DBN to within x nucleotides. The grey curves represents the performance that would be expected by chance (mean, and mean ± one standard deviation, from simulations).
peak-detection approach. For the purposes of comparing to predictions based on sequence scores, this comparison to predictions based directly on the data provides an upper bound on the performance of any other method. The dyad positions predicted using either type of sequence-based scores are both much less similar to the benchmark positions, although for both models the high-scoring benchmark dyads are more likely to be predicted accurately. At a maximum distance of 15 nucleotides between a benchmark dyad and a predicted dyad, corresponding to a 90% overlap between the reference nucleosome core and the prediction, the dScore-based predictions match 47% of the high-scoring subset and 31% of the entire set, compared to 31% and 24% respectively for the Segal-based predictions, and the 16% that would be expected by chance. All three sets of predictions contained very similar numbers of predicted dyads (∼62,500), so these accuracy figures are directly comparable.
Competition with Transcription Factors
Histone proteins do not interact with the DNA to form nucleosomes in isolation, but rather compete dynamically with other DNA binding factors. To illustrate how this notion of competition can be incorporated into our model, we show an example of combining nucleosome-sequence scores with a landscape of transcription factor binding probabilities. We scanned the yeast genome using the 112 DNA-binding protein sequence specificities described by Badis et al. [15] , and created an overall TF landscape by taking the maximum resulting binding probability at each position (see Methods for details). This information was then used in parallel with the dScores described earlier, and results are shown in Figure 4 . This region of yeast chromosome II has two genes transcribed in opposite directions, with transcription start sites separated by approximately 600 bp. Immediately upstream of each TSS is a region of very high AT-content which includes strong matches for several TFs including SIG1 and PHO2. The figure shows that including the TF binding landscape almost completely eliminates the formerly weakly predicted nucleosome upstream of the GAL10 TSS while not significantly affecting the most strongly predicted nucleosomes.
Discussion
We have developed a novel solution to the problem of predicting nucleosome positions along a chromosome by incorporating arbitrary sources of information within a coherent probabilistic framework. Previous approaches have solved only part of this problem, using either sequence information alone or experimental data alone. Using sequence-based evidence in combination with experimental data provides a mechanism for interpreting the experimental data while filling in gaps using sequence predictions. Gaps in experimental data can be a significant problem in organisms with much larger (and more highly repetitive) genomes than yeast, where even genome-wide assays of nucleosome positioning produce relatively sparse data sets [16, 17] . Combining multiple input tracks also permits us to investigate the relative impacts of different factors on the nucleosome landscape. Two different sequence-models could even be combined to see whether, jointly, they can make more accurate predictions than either one individually.
While we acknowledge the ongoing debate as to the impact in vivo of sequencedirected nucleosome positioning, we believe that predictive models that can incorporate the mechanisms that affect nucleosome positioning will increase our understanding of the chromatin structure and the impact it has on gene regulation and expression. Based on our genome-wide comparison of nucleosome positions estimated from an in vivo dataset to those predicted using dScore, we find that roughly 15% more of the nucleosome cores are predicted with at least a 90% overlap than would be expected by chance. The remaining nucleosomes are likely to follow a statistical positioning pattern, which this DBN naturally models. It may be interesting to explicitly compare a nucleosome-occupancy probability computed using purely local information to the probability computed by a full sequential model in order to understand which nucleosomes are predicted to be well-positioned due to a locally strong sequence signal and which might be predicted to be well-positioned as a result of a nearby, strongly-positioned "barrier" [10] .
In this study, we opted not to evaluate our methods by computing a correlation between the posteriors produced by our model and an experimentally determined nucleosome occupancy profile [1] . Empirically, such profiles generally exhibit a strong dependence on local GC-content; consequently, a simple sliding window of GC-content yields a pseudo nucleosome positioning signal that correlates at 0.70 with an empirical in vitro profile and between 0.56 and 0.63 for three in vivo sets from [12] . Although the inherent GC-richness of the nucleosome cores and AT-richness of the linkers will naturally produce this type of correlation, our concern is that the known GC-bias of the Illumina high-throughput sequencing will further enhance this effect. In contrast, a separate in vivo data set [14] , from the same lab but based on the Roche 454 sequencing platform, has a lower correlation with local GC-content (r=0.42), which is consistent with the lower GC-bias previously observed with these longer reads [18] . A recent study investigating the impact of chromatin structures on laboratory DNA manipulation [19] also noted that the sequencing bias toward higher read-density in GC-rich regions of Illumina-based deep sequencing [20] can result in a misleading overrepresentation of sequence reads in GC-rich DNA that will correlate strongly with GC-rich genomic features. The dScore was explicitly designed to be insensitive to GC-content across its analysis window (301 bp), and is less correlated (r = 0.46) with GC-content computed on a smaller scale (71 bp) than the Segal raw binding score (r = 0.74). Rather than trying to reproduce the wandering baseline seen in experimental nucleosome occupancy maps, we choose to focus on trying to accurately predict the most likely positions of linkers vs cores. In the posterior probabilities produced by our model, a deep null indicates a highly confident linker position and in turn a highly confident adjacent nucleosome, while regions of greater uncertainty are characterized by smaller differences between adjacent local maxima and local minima.
We believe that our discriminative framework for incorporating arbitrary heterogeneous scores directly into a sequential model will also prove useful in other segmentation applications in which a score can be interpreted directly as a label probability and may not lend itself well to being modeled using Gaussian mixtures in a generative framework-one possible example being inferring copy number variation from experimental data [21] . This framework can also be extended by using indicator variables [22] to explicitly allow for missing data or to specify, for example, that when two input tracks are both present only one of the two should be used.
Methods
A Dynamic Bayesian Network for Nucleosome Prediction
The DBN that we use in this work is similar to a previous DBN-based method we developed to predict transmembrane protein topology from sequence [23] , and is implemented using the Graphical Models Toolkit (GMTK) [24] . The task addressed by Philius, the topology prediction DBN, is the segmentation of an input protein into a series of non-overlapping regions belonging to one of three classes: membrane, inside, or outside. In this nucleosome prediction task, our goal is even simpler because there are only two classes of interest: nucleosome core and linker. Philius introduced a novel approach to using partially labeled data during training which we will further generalize here. Typically, when labeled data is used to train an HMM (i.e. supervised training), the label accompanying each observation (e.g. nucleotide or amino acid) specifies the value of the associated "hidden state". Philius allows for a more flexible relationship between the label and the state during training: a one-to-many relationship is defined between the labels and the states, and a special "wildcard" label allows the state variable to take on any value that is otherwise consistent with the topology of the model. In the case of Philius, the wildcard label is used to address the uncertainty inherent in the segment boundaries-at each segment boundary, some labels were replaced by the wildcard in order to allow the model to make small adjustments to the boundary locations during training. For the purposes of nucleosome prediction, we exploit this idea to define a similarly flexible relationship between labels and states, although in the model presented here, the labels are not observed in the traditional sense-instead they are constrained by the evidence.
Philius uses a two-pass decoding process that makes use of so-called "soft" labels to find the protein topology that maximizes the posterior probabilities at each position while obeying the grammar constraints required by the membrane topology. In this work, we show that a similar mechanism can be used to incorporate a variety of information sources to predict nucleosome positioning while obeying the grammar constraints required by the chromatin "topology". Figure 5a shows the graphical model of our DBN, in which a single track of virtual evidence is incorporated as a soft constraint on the value of the label node. For simplicity, this graphical model omits the portion of the graph which takes care of the counting for the fixed-duration states. This counting mechanism is implemented exactly as in Philius [23] . To fully define the nucleosome positioning DBN, in addition to the graphical model shown in Figure 5a , the precise form of the relationship between each node and its parent(s) must be defined. We will proceed by describing each of the DBN components in turn, starting with the Markov chain over states, then the relationship between each connected state and label pair (s i ,q i ) joined by the observed child c i , and finally how the input model scores, experimental data, or other types of information are injected into the DBN via the relationship between the label node q i and the virtual evidence node v i .
A Markov Chain over Hidden States. Our model consists of five states: three to model the fixed-length nucleosome and two to model the variable-length linker. The three states that are used to describe the nucleosome and their associated lengths are the dyad (5 bp), and the 5' and 3' turns (71 bp each), where the dyad refers to the central position of the nucleosomal sequence, at the axis of symmetry of the histone core. The linker is described using two states: a fixed-length state (9 bp), and a state with a geometrically-distributed length (implemented as a simple self-looping state, with minimum length 1 bp). Together these two states capture the steric hindrance constraint between adjacent nucleosomes, enforcing a minimum linker length of 10 bp, while also allowing for arbitrarily long linkers. The state transition diagram is shown in Figure 6 and consists of a simple cycle in which each state has only one possible next state, meaning that when a change in state is to occur, there is only one possible new, different state given the current state. This simple sequence of states defines the nucleosome "grammar". For simplicity, the initial state is always defined to be the geometric-length linker state. This hard constraint greatly reduces the complexity of the inference while having relatively little effect on the predictions. For all subsequent states, the conditional relationship between each state and the previous state P r[s i |s i−1 ] is defined according to the deterministic grammar described above, with the exception of the self-looping linker state which transitions to the next state (the 5' turn) with probability p or remains in the linker state with probability 1 − p. The duration model realized by this self-looping state is a geometric distribution, P r[k] = (1 − p) k−1 p for k > 0, with mean 1/p. By using a feature in GMTK that allows for exponential weights to be applied to any edge in the DBN, we can also run our model with a completely unbiased linker model. We do this by setting a weight of 0 on the state-transition edge: this exponential weight is applied to any non-zero probability in the state-transition matrix, causing all non-zero values in the matrix to become 1. In this mode, the P r[k] defined above is equal to 1 for all values of k. The effect of this exponential weight is similar to that of the temperature constant in a Boltzmann model, albeit inverted: a weight of 0 corresponds to an infinite temperature at which all possible outcomes become equally likely.
Virtual Evidence Constraints. While the backbone of our model is the same Markov chain over hidden states that exists in the traditional HMM, the relationship between the hidden state and the "observation" is quite different. While each state in an HMM is traditionally thought of as "emitting" a particular discrete or continuous observed random variable, and the probability distribution over the observed variable is conditioned on the hidden state, our model has a more discriminative flavor in which the information available at each genomic position is used to directly influence the local probability distribution over possible state assignments. The result is that the probability of a particular sequence of state assignments is weighted according to the information available at each position. This direct influence on the local probability over the possible assignments to the state variable is accomplished using the concept of "virtual evidence" [23, 25, 26 ], as will be described in more detail below. The second probabilistic relationship shown in the graphical model is between the label q i and a second virtual evidence node v i , and is defined as P r i [v i = 1|q i ]. We add the subscript i to this conditional relationship to indicate that it depends on the current position, i, unlike the relationship between the state and the label, and unlike the observation distribution in a typical time-homogeneous HMM. Finally, we assign a uniform marginal distribution over the possible values of q i : P r[q i = Q] = 1/|Q| where Q represents a specific label, and |Q| is the cardinality of the discrete label variable. Joint Probability Distribution. We can now give the equation for the probability of a particular assignment to all of the hidden nodes, in other words to a particular sequence of states s, and a particular sequence of labels q:
in which we use the indicator function I(s i , q i ) in place of P r[c i = 1|s i , q i ]. The indicator function I[s i , q i ] will cause all inconsistent pairs of sequences s and q to have probability zero. Considering only the subset of sequence pairs that are self-consistent {s,q}, this probability can be restated as:
in which the first term in parentheses scores the sequence of states and enforces the grammar defined by the state-transition matrix, while the second term incorporates the virtual evidence at each position. Finally, we sum over all consistent label sequencesq, to find the probability of a particular sequence of states:
This probability can be computed efficiently using the junction tree algorithm, which is a generalization of the forward-backward algorithm for HMMs, because of the underlying tree structure of the graph. We can similarly compute the posterior probabilities for the state variable at each position, and this will be the standard output of our model-specifically we plot the posterior P r i [core] computed by summing the posterior probabilities of the three nucleosome states (the dyad and the 5' and 3' turns). Furthermore, multiple tracks of evidence can be incorporated into the model simply by replicating the evidence portion of the model as shown in Figure 5b . All of the information available at each genomic position will be used to infer the probabilities of the possible assignments to the state variable at that position.
Evidence Track Definition. We have defined the state space of our model but we have not yet precisely defined either the labels or the virtual evidence that we intend to use to define the function P r i [v i |q i ]. We describe three possible sources of information to be used as inputs to our model, although our intent here is to describe a framework in which arbitrary sources of information can be combined in a principled manner to predict nucleosome positioning along a chromosome. The three types of nucleosome-positioning information that we describe are: a) scores from a DNA-sequence model of nucleosome positioning; b) nucleosome-occupancy data from a high-throughput sequencing experiment; and c) a transcription factor "landscape". The first two types of information can each be used as the sole source information, while the TF landscape is shown used in conjunction with scores from a sequence model. The one-to-many relationship between each label variable and the associated state variable is customized for each type of input data.
Sequence model scores.
Assuming that a sequence model score z i can be interpreted as a log-ratio, in other words a choice between two hypotheses, we define q i to be a binary label such that q i = 1 corresponds to the dyad state, and q i = 0 corresponds to any non-dyad state. The virtual evidence node, v i is also a binary random variable, although we always observe v i = 1 for all i. We assign uniform marginal probability distributions to both of these binary variables, and then use the law of total probability to find that the sum of the conditional probabilities P r[v i = 1|q i = 1] and P r[v i = 1|q i = 0] is equal to 1. Furthermore, we define the log-ratio of these two conditional probabilities to equal the aforementioned score, z i , and therefore: Experimental data. Experimental data derived from a microarray or sequencing assay can similarly be interpreted as a log-ratio and supplied as an evidence track exactly as described for the sequence scores above.
Transcription factor binding probabilities. The third type of input information that we consider is a binding probability track representing one or more TFs. We model the relative affinity of a binding site to a particular transcription factor X using a position weight matrix (PWM) as described in [27] . Assuming that a TF can only bind in the absence of a nucleosome, i.e. in a linker region, we define q i such that q i = 1 corresponds to either linker state, and q i = 0 corresponds to any state. A high TF-binding probability (high probability that q i = 1) will therefore result in a higher probability of being in a linker state, while a low TF-binding probability (high probability that q i = 0) will have little to no effect.
