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Práce se zabývá optimalizací vytváření a aktualizace repozitářů linuxové distribuce Fedora.
Tento problém řeší vytvořením vzdálené cache s kontrolními součty RPM souborů a násled-
nou úpravou nástroje createrepo, který tyto kontrolní součty v cache hledá. Komunikace
probíhá prostřednictvím XML-RPC protokolu.
Abstract
This thesis deals with optimalisation of creating and updating package repositories of linux
distribution Fedora. Problem is solved by creating a remote cache containing checksums
of RPM files and by modifying createrepo to make it access this cache. Communication is
done using XML-RPC protocol.
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Fedora je linuxová distribuce, vyvíjená komunitou vývojářů okolo Fedora Project. Fedora
vznikla v roce 2003 jako reakce na rozhodnutí společnosti Red Hat ukončit vývoj distribuce
Red Hat Linux. Kromě uživatelské základny Red Hat Linuxu zabrala i pozici testovací
platformy distribuce Red Hat Enterprise Linux.
Jedním z klíčových nástrojů používaných pro sestavování distribuce Fedora je build
systém Koji, který zajišťuje kompilaci nových balíčků.
Tato práce vznikla na základě zadání firmy Red Hat Czech, s.r.o.
Cíl práce
Cílem této práce je zrychlení práce repozitářů s balíčky.
Struktura písemné práce
Práce je rozdělena celkem do sedmi kapitol. Tyto kapitoly se nejprve věnují seznámení
s problematikou, potom se zaměřují na nalezení slabého místa, návrhu na jeho zlepšení a
následné implementace. Nakonec se věnují ověření, zda provedené optimalizace měly vý-
sledný efekt.
• Kapitola 1, úvod.
• Kapitola 2 je věnována seznámení s build systémem Fedory a na konci lehce nastiňuje
možné slabé místo.
• Kapitola 3 se zabývá výkonnostní analýzou, vytvořením profilu a hledáním slabého
místa.
• Kapitola 4 se zaměřuje na návrh optimalizace slabého místa.
• Kapitola 5 popisuje vlastní implementaci pomocné aplikace.
• Kapitola 6, benchmark, ověřuje zda byla optimalizace úspěšná.




2.1 Seznámení s build systémem
Build systém distribuce Fedora se jmenuje Koji[3]. Slouží zejména k vytváření RPM souborů
jednotlivých balíčků, ale také pro mnoho dalších úloh, jako např. vytváření instalačních
obrazů.
2.1.1 Terminologie
Nejprve se seznámíme se základní terminologií:
• Package (balíček) je jméno zdrojového RPM souboru.
Např. kernel, glibc atd.
• Build (sestavení) je sestavení balíčku. Obsahuje všechny architektury a podbalíčky.
Např. kernel-2.6.9-34.EL, glibc-2.3.4-2.19 atd.
• RPM je konkrétní .rpm soubor. Pro jednu architekturu.
Např. kernel-2.6.9-34.EL.x86 64, glibc-2.3.4-2.19.i686 atd.
• SRPM je stejné jako RPM, s rozdílem, že obsahuje zdrojové kódy.
• Buildování je proces sestavování buildu.
2.1.2 Komponenty Koji
Koji se skládá z následujících komponent:
• koji-hub, centrum veškeré komunikace. Je to XML-RPC server, který běží pod
mod python v Apache. Je to jediná komponenta s přímým přístupem do databáze
a jedna ze dvou s právem zapisovat na disk.
• kojid, build démon. Jeho úkolem je kompilace zdrojových souborů a následné vy-
tváření RPM. Těchto démonů běží více, mohou zpracovávat i jiné úlohy a výkon Koji
lze škálovat přidáváním nových démonů.
• koji-web, webové rozhraní, zprostředkovává prohlížení dat a několik dalších funkcí.
• koji, klientské rozhraní pro příkazovou řádku, klientské XML-RPC rozhraní.




Koji organizuje balíčky pomocí tagů (kolekcí). Každý balíček patří obvykle do jednoho a
více tagů. Zde si uvedeme několik vlastností tagů:
• Tagy figurují pouze v databázi, ne na disku
• Tagy podporují vícenásobnou dědičnost
• Každý tag má svůj seznam balíčků
Dědičnost tagů mj. umožňuje dědit balíčky ze starších verzí distribuce, jak je uvedeno na
následujících příkladech:
























Prostředí, ve kterém se každý build sestavuje, je určeno tzv. build targetem. Ten je spe-
cifikován jménem, které obvykle odpovídá jménu nějakého tagu a specifikuje buildroot a









Buildroot je tag, který dědí stabilní buildy z updatů (je možná i situace, kdy buildroot a
destination jsou stejný tag), a může obsahovat některé buildy navíc (v případě, že nejsou
obsaženy v distribuci ve verzi potřebné k úspěšnému buildování). Tag se stane buildrootem
označením za buildroot v build targetu. Ke každému buildrootu se generuje build repozitář,
ze kterého se instalují balíčky používané při buildování, např. hlavičkové soubory, knihovny
atd.
2.1.4 Repozitáře
Yum repozitář je skupina RPM souborů a metadat o nich (např. závislostí). Repozitář může
mít následující podobu:
• web s RPM soubory
• FTP archiv s RPM soubory
• adresář na disku s RPM soubory
V této fázi se dostává ke slovu kojira (viz 2.1.2) – ke každému buildrootu vytvoří repo-
zitář. Ten také podle změn v buildrootu průběžně (např. jednou za hodinu) aktualizuje.
K tomu volá nástroj createrepo. Createrepo generuje metadata nezbytná pro repozitáře
balíčků. Tento formát repozitáře podporuje také apt, red-carpet(zen), smart, up2date, Yast
a yum[2]. Metadata jsou uložena ve formátu XML. Největší prostor v těchto metadatech
zabírá seznam souborů, adresářů a ghostů1 každého RPM.
2.2 Popis problému
Nová verze Fedory nevzniká na zelené louce. Vždy staví na předchozí verzi a postupně
doplňuje další a další balíčky. Aby bylo možné takto postupovat, využívá se dědičnosti
tagů v Koji. To znamená, že dokud není některý build
”
překryt“ buildem s tagem aktuální
(resp. budoucí) verze, zdědí se z tagu k verzi předchozí (resp. aktuální).
Z hlediska optimalizace je poněkud nepříjemný fakt, že kojira aktualizuje každý buil-
droot repozitář zvlášť a v případě stejných RPM souborů generuje pro tyto stejná metadata
znovu a znovu. To platí pouze pro nově přidávané balíčky, metadata existujících balíčků se
automaticky recyklují (parametr --update).
Vzhledem k výše zmíněné dědičnosti tagů to někdy může znamenat např. devět i více
procesů generování stejných metadat pro každý repozitář zvlášť. A to mluvíme pouze o Fe-
doře. Distribuce Red Hat Enterprise Linux, která používá stejný build systém, může mít
(vzhledem k faktu, že každá hlavní verze má sedmiletou podporu) strom dědičnosti tagů
o desítkách položek. A zde už působí neustálé generování stejných metadat nemalé ztráty
na výkonu.





Cílem této kapitoly je analyzovat časovou náročnost generování metadat k RPM souborům
a navrhnout vhodné řešení, které tuto náročnost sníží. Nejdříve si však řekneme něco o způ-
sobech a možnostech měření výkonu programů.
3.1 Profiling
Profiling, neboli dynamická programová analýza, ve světě počítačů znamená vyšetření cho-
vání programu pomocí informací získaných za běhu programu[8]. Obvykle za účelem zjištění,
které části programu je důležité optimalizovat - zrychlit, snížit paměťové nároky nebo někdy
i obojí.
Profiler je nástroj pro analýzu výkonu, který většinou měří četnost a dobu volání funkcí.
Jeho výstup může být seznam zaznamenaných událostí (trasa) nebo jejich shrnutí (profil).
Profilery se dělí na několik skupin podle metod sbírání dat. My se zaměříme na profiler
v Linuxu a poté na profiler Pythonu, který patří mezi událostní1 (event based) profilery.
3.2 Nástroje v Linuxu
Valgrind je nástroj pro ladění a profilování spustitelných souborů pro Linux. Skládá se
z jádra, které poskytuje virtuální x86 procesor, a mnoha nadstaveb[10].
Cachegrind je jedním ze sady nástrojů Valgrind (další jsou např. Memcheck, Massif,
Helgrind). Slouží pro profiling cache procesoru (I1, D1 a L2) a přesně identifikuje paměťové
reference a instrukce vykonané na každém řádku zdrojového kódu se souhrnem pro každou
funkci, modul a program[11]. Je použitelný pro programy napsané v jakémkoliv jazyce.
Zpomaluje asi 20x-100x běh programů.
Callgrind je rozšíření k Cachegrindu. Poskytuje všechny informace jako Cachegrind, ale
navíc ještě extra informace o závislosti volání jednotlivých funkcí (callgraph).
KCachegrind2 je vizualizační nástroj, který dokáže zpracovat výstupy jak z Cachegrindu,
tak z Callgrindu.















Obrázek 3.1: Testovací sada RPM souborů
3.3 cProfile, hotshot
cProfile a hotshot jsou profilovací moduly Pythonu[9]. Zajišťují deterministické profilo-
vání skriptů napsaných v Pythonu. Také obsahují sadu nástrojů pro generování oznámení,
což uživatelům zjednodušuje práci. Deterministické profilování odráží fakt, že všechna vo-
lání funkcí, návratové hodnoty a výjimky jsou monitorovány a časy mezi těmito událostmi
(což je vlastní běh programu) přesně změřeny.
cProfile je vhodný pro profilování dlouho běžících programů a má průměrnou režii.
Hotshot je experimentální modul, který minimalizuje režii při profilování za cenu delšího
zpracování výsledků. Tento modul zvolíme pro naši analýzu.
3.4 Analýza
Jak už bylo dříve zmíněno, metadata k RPM souborům generuje nástroj createrepo. Ten
se skládá z několika modulů napsaných v Pythonu. Pro vlastní generování se volá skript
genpgkmetadata.py3, u kterého provedeme analýzu výkonu. Jako testovací vzorek dat pou-
žijeme RPM soubory z obr. 3.1. Všechny tyto soubory jsou volně dostupné na instalačním
DVD Fedory 12 (soubor Fedora-12-i386-DVD.iso), a tudíž dostupné pro kohokoli, kdo by
chtěl test opakovat. Pro analýzu použijeme skript hotshot profiler.py (viz přílohu na
CD). Tento skript vytvoří výkonnostní profil a uloží informace do souboru ve formátu pro
nástroj callgrind.
Pokud tento soubor otevřeme v programu KCachegrind, vygeneruje nám graf volání na
obr. 3.2
Graf ukazuje kumulativní časy, které skript stráví v dané funkci a veškerém dalším
kódu, který je z funkce volaný. Z grafu je zřejmé, že metoda update() zabírá skoro 80%
času procesoru.
Metoda do checksum() je poslední která se nachází v jednom z modulů createrepa
(/usr/lib/python2.6/site-packages/createrepo/yumbased.py).
34 def _do_checksum(self):
35 #return a checksum for a package:
3/usr/share/createrepo/genpgkmetadata.py
8
Obrázek 3.2: Výkonnostní profil skriptu genpgkmetadata.py
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Zde je část zdrojového kódu metody checksum(), která už se nachází v souboru
/usr/lib/python2.6/site-paskages/yum/misc.py):
281 def checksum(sumtype, file, CHUNK=2**16, datasize=None):
282 #takes filename, hand back Checksum of it
Tato metoda pro spočítání kontrolního součtu volá read(), která načte obsah souboru
a zavolá update(), která počítá kontrolní součet.
229 def update(self, data):
230 self._len += len(data)
231 for sumalgo in self._sumalgos:
232 sumalgo.update(data)
233
234 def read(self, fo, size=2**16):
235 data = fo.read(size)
236 self.update(data)
237 return data
Createrepo vytváří pro každý RPM soubor kontrolní součet, a to trvá, vzhledem k ostat-
ním operacím, značnou dobu. Druhá nejdéle trvající metoda je ugly utf8 string hack(),
která zabírá něco přes 9% času procesoru. Tato metoda převádí textové řetězce do znakové
sady UTF-8. Volá ji metoda to xml(). Vzhledem k procentuelnímu porovnání výkonu všech
měřených funkcí a metod se jako dostatečné jeví orientovat se čistě na vytváření kontrolních
součtů. Abychom tuto operaci zkrátili, vytvoříme databázi kontrolních součtů jednotlivých
RPM souborů (tzv. cache) a upravíme createrepo takovým způsobem, aby jejich otisky






Cache, česky rychlá vyrovnávací paměť, je komponenta, která zvyšuje výkon transparent-
ním umístěním dat tak, aby budoucím požadavkům byly přístupné rychleji[1]. Data takto
uložená mohou být například hodnoty dříve spočítané, nebo kopie originálních dat, která
jsou uložena někde jinde (na médiu s pomalejším přístupem). Pokud jsou požadovaná data
uložena v cache, tak může být požadavek obsloužen mnohem rychleji (pouhým přečte-
ním cache). V druhém případě musí být data znovu spočítána nebo získána z původního
umístění, což je mnohdy pomalé. Cache se ukázala jako extrémně efektivní v mnoha od-
větvích informačních technologií.
Problémy s cache nastávají, pokud data v ní umístěn8 pochází z nějakého sdíleného
zdroje. Zde se může stát, že data uložená v cache najednou přestanou být aktuální a nastane
nekonzistence s originálním umístěním. Toto se děje v jakémkoliv distribuovaném prostředí
a nebýt toho, že hotové buildy se v Koji prakticky nemění, nastával by tam tento problém
taky. Řešení na tento problém existuje a nazývá se koherence (soudržnost) cache.
Podobnou funkci jako cache má i buffer. Není to však to stejné. Buffer je také vyrov-
návací paměť, ale je určena pro dočasné uchování dat před jejich přesunem na jiné místo.
Využívá se tak často pro komunikaci mezi zařízeními s různou rychlostí zpracování dat
(vypalování CD, tisk apod.).
4.1.2 Požadavky
Na základě konzultace se zadavatelem byl jako implementační jazyk zvolen Python, ve
kterém jsou už napsány všechny výše zmíněné nástroje (Koji, kojira, createrepo). Dalším
požadavkem je dobrá škálovatelnost a použitelnost v distribuovaných systémech. Tím se
přímo nabízí založit nástroj na webové službě.
4.1.3 Architektura
Implementaci rozdělíme celkem na tři části:
• Server s databází a aplikačním rozhraním.
• Klient plnící databázi kontrolních součtů.
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• Upravený nástroj createrepo, který dokáže kontrolní součty vyhledávat i na serveru.
Důvodů proč jsme zvolili tuto architekturu je několik:
• Rozdělení komponent programů do menších celků podle jejich účelu.
• Možnost škálování výkonu.




Po konzultaci se zadavatelem jsme pro komunikaci mezi klientem a serverem zvolili protokol
XML-RPC. Toto rozhodnutí bylo podpořeno faktem, že se XML-RPC běžně používá jako
komunikační protokol mezi jednotlivými službami infrastruktury Fedory.
XML-RPC (Remote Procedure Call) je protokol umožňující vykonat proceduru, která
je uložená na vzdáleném serveru[12]. V případě XML-RPC jsou data při komunikaci za-
pouzdřena pomocí jazyka XML a přenášena po síti po protokolu HTTP, viz obr. 4.1 .
Komunikace probíhá na bázi klient-server. Klient vyšle serveru požadavek na vykonání
vzdálené procedury, ten jej zpracuje a vrátí zpět buď výsledek nebo chybu.
Obrázek 4.1: XML-RPC komunikace
4.2.2 Server
Pro implementaci serveru zvolíme webový framework Django, který je napsaný v Pythonu.
Původně byl tento framework vytvořen pro správu žurnalistických serverů. V roce 2005 byl
uvolněn pod BSD licencí. Dnes je z něj univerzální webový framework, který lze použít
např. i v Google App Engine. Jeho použitím se nám zjednoduší komunikace s databází a
tvorba aplikačního rozhraní. Jádro totiž obsahuje objektově-relační mapper (ORM), který
zprostředkovává komunikaci mezi datovým modelem (což jsou třídy definované v Pythonu)
a relační databází.
Django je postaveno na Model-view-controller (MVC) architektuře[6]. MVC je softwa-
rová architektura, která rozděluje datový model aplikace, řídící logiku a uživatelské roz-
hraní do nezávislých komponent tak, že modifikace některé z nich má jen minimální vliv




Obrázek 4.2: MVC koncept. Plná čára reprezentuje přímou asociaci, čárkovaná nepřímou,
např. skrze pozorovatele.
Framework mj. nabízí i vlastní odlehčený webový server pro vývoj a testování, současně
funguje také pod Apache s mod python, nebo jakýmkoliv jiným webovým serverem podpo-
rujícím WSGI nebo fast-cgi. Na obr. 4.3 je znázorněn průběh požadavku a odpovědi tak,
jak ho zpracovává Django.
Obrázek 4.3: Zpracování HTTP požadavku ve frameworku Django
4.2.3 Klient
Jako klient naprosto dostačuje běžný CLI Python skript, který dokáže plnit databázi kon-




Nakonec musíme upravit nástroj createrepo. Pravděpodobně bude stačit úprava jednoho ze
souborů, který volá funkci pro výpočet kontrolních součtů. Nejlépe soubor, který je součástí
createrepa, abychom se vyhnuli změnám v cizích modulech. Úpravu provedeme tak, aby
se createrepo při požadavku na kontrolní součet nejdřív připojil na XML-RPC server a
zkusil ho najít. V případě, že se požadovaný soubor, nebo kontrolní součet zvoleného typu
v databázi nacházet nebude, createrepo si ho vytvoří samo, ale do databáze ho už přidávat
nebude. Odpadne tím nutnost ověřování důvěryhodnosti zdroje.
4.3 Návrh databáze
4.3.1 Analýza
K ukládání kontrolních součtů stačí poměrně jednoduché databázové schéma. Abychom byli
schopni každý soubor jednoznačně identifikovat, budeme si ukládat jeho jméno, velikost a
datum poslední změny (mtime). Tato trojice je dostatečně unikátní identifikátor, protože
předpokládáme, že se mtime souborů v Koji nemění. Existuje zde sice riziko, že by tato
trojice mohla odpovídat dvěma stejným RPM, které jsou podepsané jiným podepisovacím
klíčem, ale toto riziko je rovněž minimální (podepisuje se v jiný čas, než okamžitě po
dokončení buildu). Ke každé položce ještě přidáme časové razítko s datem vložení záznamu,
které může být užitečné, např. pro potřeby pozdější úrdžby (odmazání starých záznamů).
Každý soubor může mít několik kontrolních součtů (createrepo nabízí MD5, SHA-1,
SHA-256 nebo SHA-512). My v základu nabídneme stejné, jejich počet a typy však do
budoucna nebudeme omezovat.





Je možné bez změn v kódu použít libovolný z těchto enginů. Pro účely této práce, vzhledem
k jednoduchosti a možnosti instantního nasazení, použijeme databázi SQLite.
4.3.2 Struktura databáze
Z analýzy vychází tři tabulky. Jedna pro soubory, druhá pro kontrolní součty a třetí pro
typy kontrolních součtů. Viz ER diagram na obr. 4.4




V návrhu jsme rozdělili implementaci na tři části. Nyní si popíšeme každou zvlášť.
5.1 Server
Začneme implementací XML-RPC serveru s přístupem do databáze. Nejprve vytvoříme
nový Django projekt příkazem
$ django-admin.py startproject pacdb
Tím se nám vytvoří složka s názvem projektu obsahující čtyři základní soubory. V sou-
boru settings.py je kompletní nastavení projektu. Je zde třeba nastavit přístup do da-
tabáze, seznam použitých modulů (aplikací), časové pásmo, šablony pro výstupní HTML
stránky (které v našem projektu používat nebudeme) a v neposlední řadě také nastavení
modulů (je-li potřeba). Soubor urls.py obsahuje rozcestník pro web, mapuje webové ad-
resy na pohledy (views). Soubor manage.py je důležitý ke správě projektu, používá se např.
pro přístup do CLI. A nakonec soubor init .py, který je prázdný a říká Pythonu, že
v této složce se nachází modul, který lze importovat.
Další krok je vytvoření nové aplikace příkazem
$ python manage.py startapp rpmsumdb
Rozdíl mezi projektem a aplikací je ten, že projekt je souhrn konfigurace a aplikací pro
výsledný web. Projekt může obsahovat více aplikací a stejná aplikace může být součástí
více projektů. Po vytvoření aplikace je potřeba ji zaregistrovat přidáním odkazu do sekce
INSTALLED APPS v souboru settings.py.
Po vytvoření aplikace se nám vytvoří složka s názvem aplikace. V této složce je pět
souborů. Soubory init .py a urls.py mají stejné využití jako ty popsané výše. Pro
nás zajímavý je soubor models.py. V tomto souboru definujeme modely. Model je defi-
nice datového schématu a rozhraní k databázové tabulce. Obecně, model odpovídá jedné
databázové tabulce.
• Každý model je třída, která je podtřídou django.db.models.Model.
• Každý atribut modelu reprezentuje sloupec v tabulce.
Díky tomuto Django automaticky generuje API pro přístup do databáze. SQL dotazy se
tvoří formou volání funkcí. Interně bývá dotaz vytvořen a obecně existuje bez vlastního
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přístupu do databáze. Ten nastává až při požadavku na vyhodnocení nějaké konkrétní
hodnoty (např. při iteraci, zjištění počtu prvků apod.). Tomuto způsobu se říká líné vyhod-
nocování (lazy evaluation).
V případě naší aplikace definujeme modely tři: File, ChecksumType a FileChecksum.
Soubor tests.py slouží, jak už název napovídá, pro umístění automatických testů.
Testy sem umístěné pak můžeme spustit a zkontrolovat, zda naše aplikace funguje tak, jak
jsme zamýšleli. Nakonec soubor views.py, ve kterém se nastavují tzv. pohledy. Odkazují
se na ně záznamy v urls.py
Následuje implementace XML-RPC serveru. Pro ten využijeme kobo. Kobo je projekt,
jehož hlavním cílem je poskytnout kvalitní a otestované komponenty pro jazyk Python,
které by usnadnily vývoj od malých nástrojů až po infrastrukturní služby. Obsahuje kom-
ponenty pro práci s příkazovou řádkou, systém pluginů, zjednodušenou práci s RPM sou-
bory, parser konfiguračních souborů, které mají syntax jazyka Python, vylepšené logování
a další užitečné funkce a objekty. Mimo to implementuje komponenty pro klient–server–
worker architekturu, která vychází z projektu Koji, a také komunikační XML-RPC rozhraní
vylepšené o podporu cookies[5].
Nejdříve musíme zaregistrovat XML-RPC moduly v souboru settings.py. Ve složce
aplikace vytvoříme soubor xmlrpc.py, do kterého umístíme funkce na obsluhu požadavků
od klienta, viz 5.1.1. Do souboru urls.py ve složce aplikace musíme přidat handler, který




Celkem implementujeme šest funkcí. Následuje jejich přehled.
get single checksum()
Vrací konkrétní kontrolní součet k jednomu konkrétnímu souboru.
Argumenty: Celkem čtyři - jméno souboru, mtime, velikost, typ checksumu.
Očekávaný výstup: Kontrolní součet ve formátu hexdigest.
Chybový výstup: Nastává v případě že není nalezen žádný záznam. ERROR: Not in
database.
get checksum()
Vrací nalezené kontrolní součty k jednomu konkrétnímu souboru.
Argumenty: Celkem tři - jméno souboru, mtime, velikost.
Očekávaný výstup: Seznam kontrolních součtů ve formátu
[[checksum_type, checksum],[...]]




Vrací seznam typů kontrolních součtů.
Argumenty: Žádné.
Očekávaný výstup: Seznam ve formátu [[id, typ],[...]].
Chybový výstup: Není.
get checksums by file name()
Vrací kontrolní součty všech souborů filtrovaných podle zadaného jména.
Argumenty: Jméno souboru
Očekávaný výstup: Seznam souborů ve formátu
[[mtime, size, [[checksum_type,checksum],[...]]],[...]]
Chybový výstup: V případě, že výsledky hledání jsou prázdné, vrátí ERROR: File
not in database.
set checksum()
Vloží do databáze jeden konkrétní soubor a k němu jeden kontrolní součet.
Argumenty: Celkem pět. Jméno souboru, mtime, velikost, typ kontrolního součtu a
kontrolní součet.
Očekávaný výstup: Done.
Chybový výstup: V případě konfliktu vrací ERROR: Checksum already exists and is
different than the one saved. Konflikt nastává když jsou splněny následující podmínky:
• Soubor už v databázi existuje a má přiřazen kontrolní součet.
• Přijde požadavek na přidání kontrolního součtu k tomuto souboru.
• Kontrolní součet v požadavku je stejného typu jako už uložený, ale liší se.
Pokud znovu přidáváme kontrolní součty, které už existují a jsou stejné, tak konflikt nena-
stává a program se chová jako by je přidal.
set checksums many()
Vloží do databáze všechny soubory a jejich kontrolní součty, které jsou v argumentu
Argumenty: Seznam souborů a jejich kontrolních součtů ve formátu
[[jmeno souboru,mtime,velikost[[typ checksumu, checksum],[...]]],[...]]
Očekávaný výstup: Seznam, v první buňce je informace o počtu přidaných souborů,
kontrolních součtů a konfliktů. Ve druhé buňce je vnořený seznam konfliktních souborů ve
formátu stejném jako argument funkce (pokud nějaké konflikty nastaly).
Chybový výstup: Viz Očekávaný výstup.
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5.1.2 Prostředí
Webová aplikace běží v Apachi pod mod python.
Nestačí však jen někam nakopírovat soubory, je třeba i nastavit Apache. Následující








PythonPath ’’[’/cesta/k/projektu/’] + sys.path’’
</Location>
Tímto máme funkční XML-RPC server. Zasílat požadavky lze na adresu
http://%web_adresa%/pacdb/rpmsumdb/client/
5.2 Klient
Klient je skript napsaný v Pythonu a slouží pro manipulaci s databází. parametry spuštění
jsou následující:
$ python pacdb-client.py --help
Usage: pacdb-client.py [options]
Options:
-a SUMTYPE Specifies checksum type
-h, --help show this help message and exit
-m Create and save checksums in database
-s FILENAME MTIME SIZE SUM_TYPE SUM
Upload single checksum to server
-t Get list of Checksum types
-f FILENAME Get checksums of filename
-g FILENAME MTIME SIZE
Get checksum
-j FILENAME MTIME SIZE SUM_TYPE
Get single checksum
Nejdůležitější je parametr -m. Akceptuje libovolný počet argumentů, kde argument je soubor
nebo adresář na disku. V případě, že jde o adresář, skript ho rekurzivně projde, získá seznam
všech souborů (i těch v podadresářích), vytvoří pro ně kontrolní součty a zašle je serveru,
aby je uložil do databáze.
Parametr -a umožňuje zvolit, který kontrolní součet se bude počítat. Na výběr jsou
možnosti MD5, SHA-1, SHA-256 a SHA-512. Pokud není zadán, jako výchozí je nastaven
sha256.
Ostatní parametry odpovídají XML-RPC funkcím na serveru, a proto by bylo zbytečné
je zde popisovat znovu. Před spuštěním musíme ještě do proměnné proxyAddress nastavit
správnou adresu XML-RPC serveru.
18
Výstupy jsou buď chybová hlášení, že se nepodařilo otevřít soubor, nebo to co přišlo od
serveru jako odpověď po odeslání požadavku.
5.3 Úprava createrepo
Cílem je upravit metodu, která počítá kontrolní součty tak, aby se nejříve podívala do da-
tabáze a teprve až když výsledek hledání nic nevrátí, počítala kontrolní součet sama. Z obr.
3.2 vidíme, že samotné počítání provádí až metoda update(), nicméně my se orientujeme
na funkci do checksum(), která se nachází v souboru
/usr/lib/python2.6/site-packages/createrepo/yumbased.py
a funkce znázorněné v grafu
”
pod ní“ volá pouze z důvodu počítání kontrolních součtů.
K řešení využijeme jeden z prvků Pythonu - dekorátor. Jeho účelem je měnit prvky ja-
zyka, v tomto případě funkce. Upravíme vše tak, aby se místo funkce do checksum() zavo-
lala funkce new checksum(). Ta do funkce do checksum() priřadí funkci new do checksum().
Funkce new do checksum() nejdříve pošle požadavek na server. V případě, že jí v odpo-
vědi přijde kontrolní součet, nastaví tak potřebné proměnné. Potom zavolá původní funkci
do checksum(), která se už postará o vše ostatní. Jak se upravený program postupně chová
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Benchmark je zátěžový test, s cílem zjistit relativní výkon testovaného objektu. Můžeme
takto testovat objekty hardwarové i softwarové. Podle způsobu testování můžeme rozlišit
dva typy benchmarku:
• test výkonnosti hardwaru - Využívá se testovací program, který provede zpravidla
několik testů a spočítá výsledné
”
skóre“. Tento postup se opakuje na všech ostatních
systémech určených pro otestování. Nakonec se výsledky porovnají a určí se relativní
výkon každého testovaného objektu. Taková je většina benchmarků, jako příklad po-
slouží firma Futuremark1 a její produkty 3DMark, PCMark atd.
• test výkonnosti algoritmu nebo programu - na jedné konfiguraci se spouští a testuje
více verzí (implementací) téhož algoritmu, měří se jejich rychlost.
Je zřejmé, že benchmarky mají většinou poměrně malou vypovídací hodnotu o celkovém
reálném výkonu testovaného objektu. Většinou se zaměřují pouze na jednu jeho část (GPU,
CPU, paměti apod.). Výsledek ale může pomoci při výběru vybavení ke konkrétnímu účelu.
6.1 Průběh testování
Před začátkem testování si musíme odpovědět na několik otázek:
• Co testovat?
• Jak testovat?
• Na co si dát pozor?
6.1.1 Metodika testování
Cílem těchto testů je změřit efektivitu provedených změn a zjistit, zda byla naplněna úvodní
očekávání. Výsledkem testování musí být nějaké měřitelné a porovnatelné jednotky. Kon-
krétně potřebujeme zjistit, zda je řešení vytvoření a aktualizace repozitářů opravdu rychlejší
s využitím cache ve formě vzdálené databáze. A to v následujících případech:
• vytvoření repozitáře
• aktualizace (přidání) jednoho souboru
1www.futuremark.com
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• předchozí body, ale při vytváření/aktualizaci více repozitářů
Budeme opakovaně měřit čas od spuštění programu do jeho ukončení. Potom spočítáme
průměrnou dobu a určíme, zda je nové řešení rychlejší.
6.1.2 Vlivy na výsledky
Musíme dbát na to, abychom zvolili adekvátní testovací prostředí. Jedním z důležitých
kritérií je hardware. Vzhledem k přímé souvislosti rychlosti procesoru s dobou potřebnou
na spočítání kontrolního součtu je důležité uvést parametry testovacích strojů. Klienty
otestujeme dva, první 6.1, druhý 6.2 a HW konfigurace stroje, na kterém poběží XML-
RPC server s databází 6.3.
U prvního klienta musíme vzít na vědomí fakt, že se jedná o virtuální stroj, běžící pod
VMWare, proto se může projevit nízký výkon při síťové komunikaci.
U druhého klienta stojí za povšimnutí SSD disk (Solid State Disk - disk bez pohyblivých
částí), který podle specifikace dosahuje až 35 000 iops (I/O per second)[4]. Toto by mohlo
zajímavě zamíchat s výsledky při srovnání testů s prázdnou a plnou diskovou cachí.
Další vliv, který by mohl zkreslit výsledky, je odezva mezi klientem a serverem. V tomto
případě jsou oba stroje propojeny přes LAN a průměrná odezva mezi nimi je kratší než
1ms. Ve firemním prostředí v rámci pobočky neočekáváme odezvy delší než 10ms, proto
je možné toto zpoždění zanedbat. Problémy by ale mohly způsobovat mezistátní nebo
mezikontinentální spojení. Zde se kromě prodlevy při serializaci projeví také distribuční
prodleva.
Nakonec před každým testem, abychom měli stejné startovní podmínky, na klientovi
vyčistíme diskovou cache pomocí drop caches parametru jádra[7] příkazem
echo 3 > /proc/sys/vm/drop_caches. Zde je potřeba vzít na vědomí, že pokud by se
server nacházel na stejném počítači jako klient, vyčištění diskové cache by mohlo mít nega-
tivní vliv na řešení s databází, neboť by se zvětšila i doba vyhledávání kontrolních součtů
v databázi. A to je samozřejmě špatně, protože cachování dat v databázích je zcela běžné
a používá se právě z výkonnostních účelů.
Klient 1
CPU Intel Core i7 920
RAM DDR3 1GB, 1066MHz
HDD 500GB Samsung 3.5”, 5400 rpm
OS Fedora 12
Tabulka 6.1: HW konfigurace testovacího prostředí na klientovi č. 1
Klient 2 - Fujitsu - Siemens Amilo Pro V3205
CPU Intel Core2Duo L7400
RAM DDR2 3GB, 533MHz
HDD 80GB Intel X25-M G2
OS Fedora 12
Tabulka 6.2: HW konfigurace testovacího prostředí na klientovi č. 2
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Server
CPU Intel Core2Duo E6320
RAM DDR2 6GB, 667MHz
HDD 500GB Western Digital 3.5”, 7200 rpm
OS Gentoo Linux
Tabulka 6.3: HW konfigurace testovacího prostředí na serveru
6.2 Test 1 - vytvoření repozitáře
Jako testovací vzorek použijeme stejné soubory jako při vytváření výkonnostního profilu,
viz 3.1. Změříme čas, který potrvá vytváření repozitáře bez a s využitím databáze. Změříme
také dobu potřebnou pro vytvoření kontrolních součtů a jejich nahrání do databáze. Každý
test provedeme 3x, z toho 2x s vyčištěním diskové cache a jednou bez, abychom se vyhnuli
nežádoucím odchylkám. Není nutné psát další skripty pro testování. Stačí pouze užití utility
time, která určí čas uplynulý od spuštění po ukončení programu. Příkaz vypadá takto:
$ time /usr/bin/createrepo ./
A příkaz pro upravené createrepo:
$ time python ../createrepo2.py ./
Důležitý je pro nás ve výstupu řádek real:, který značí reálný čas běhu programu. Výsledky
najdeme v tabulce 6.4 a 6.5.
Verze Pokus 1 Pokus 2 Pokus 3
Původní verze PC1 10,260 s 10,080 s 5,525 s
Nová verze PC1 6,524 s 6,411 s 3,099 s
Původní verze PC2 12,324 s 12,006 s 9,516 s
Nová verze PC2 5,346 s 5,505 s 5,135 s
Tabulka 6.4: Test vytvoření repozitáře
Pokus č. Čas na PC1 Čas na PC2
1 6,821 s 7,414 s
2 7,754 s 7,448 s
3 2,973 s 4,743 s
Tabulka 6.5: Vytvoření a přidání kontrolních součtů do databáze
Nejprve se podíváme na PC1. Z výsledků je patrné, že pokud soubor přidáváme pouze
do jednoho repozitáře, tak se použití upraveného createrepa nevyplatí. Režie při spouštění
dvou různých programů je jednoduše moc vysoká. Pokud ale vezmeme v úvahu vytváření
dvou repozitářů se stejnými soubory, dostáváme se na pomezí, kdy to časově vychází zhruba
na stejno. Od tří a více repozitářů potom vítězí řešení s využitím databáze. Jiné výsledky
jsme dostali při testování nacachovaných souborů. Zde se nový nástroj stává efektivnějším
už při vytváření dvou repozitářů.
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Při pohledu na výsledky PC2 je v tabulce 6.4 poměrně jasně vidět, že časové rozdíly
mezi testy s prázdnou a plnou diskovou cache jsou malé, pokud se nepočítají kontrolní
součty.
Překvapivý je fakt, že v tabulce 6.5 jsou časy na prvních dvou řádcích (pro PC1 i
PC2) téměř stejné a to i přes více než 1 GHz rozdíl ve frekvencích procesorů. Evidentně
se zde projevila rychlost SSD. Časy vytváření více repozitářů na obou PC jsou vyneseny
na grafech na obr. 6.1 a 6.2. Časy jsou vzaty jako průměrné z prvních dvou provedených
měření (s prázdnou diskovou cache). K prvnímu vytvoření je přičten čas potřebný pro
přidání kontrolních součtů do databáze.
Obrázek 6.1: Test1: Rychlost vytvoření více repozitářů na PC1
Obrázek 6.2: Test1: Rychlost vytvoření více repozitářů na PC2
6.3 Test 2 - aktualizace repozitáře
V tomto testu předpokládáme, že máme repozitář vytvořený a pouze jej budeme aktuali-
zovat přidáním jednoho souboru. Zvolíme soubor
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openoffice.org-core-3.1.1-19.14.fc12.i686.rpm
Protože je dostatečně velký (81MB), počítání kontrolního součtu se promítne na výsledné
době. Provádíme opět každý test 3x s použitím utility time jako v kapitole 6.2. Výsledky
jsou znázorněny v tabulkách 6.6 a 6.7
Verze Pokus 1 Pokus 2 Pokus 3
Původní verze PC1 4,950 s 4,947 s 1,469 s
Upravená verze PC1 3,693 s 3,839 s 0,908 s
Původní verze PC2 4,947 s 4,949 s 3,963 s
Upravená verze PC2 3,038 s 2,976 s 2,678 s
Tabulka 6.6: Aktualizace repozitáře
Pokus č. Čas na PC1 Čas na PC2
1 2,532 s 2,141 s
2 2,484 s 2,121 s
3 0,783 s 1,338 s
Tabulka 6.7: Přidání kontrolního součtu do databáze
V tomto testu se opakují podobné výsledky jako v předchozím. Při aktualizaci jednoho
repozitáře se používat databázi nevyplatí. V součtu dostaneme režii asi jedné sekundy při
použití řešení s databází. Při aktualizaci dvou repozitářů se nám výsledky opět srovnají.
A při aktualizaci tří a více repozitářů je časově výhodnější nové řešení.
Neočekávaně dopadly výsledky PC2 při třetím pokusu (tedy bez vyčištění diskové
cache). Vysoké časy překvapují u obou řešení. Použití rychlejšího disku pak přidá na rych-
losti obou řešení, nicméně nové se stává více efektivnější.
Grafy s časy aktualizace více repozitářů za sebou jsou na obr. 6.3 pro PC1 a na obr. 6.4
K první aktualizaci je přičten čas potřebný pro přidání kontrolního součtu do databáze.
Obrázek 6.3: Test 2: Rychlost aktualizace více repozitářů na PC1
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Obrázek 6.4: Test 2: Rychlost aktualizace více repozitářů na PC2
6.4 Test 3 - Paralelní vytváření více repozitářů
V posledním testu se pokusíme zjistit efektivitu vytváření více repozitářů najednou ze stej-
ných dat. RPM soubory použijeme stejné jako při prvním testu. Testovat budeme s pomocí
skriptu bench multi repo.sh. Tento skript ve složce s RPM soubory vytvoří složky 1 -
n, kde n je počet současně vytvářených repozitářů. V každé složce vytvoří hardlinky na
RPM soubory a spustí na pozadí createrepo. Výsledky zobrazí na standardním výstupu.
Zde bude velkou roli hrát počet jader procesoru. PC1 má čtyřjádrový CPU, který zvládne
zpracovávat 8 vláken naráz, PC2 má pouze dvoujádrový CPU. Proto otestujeme paralelní
vytváření 2 až 10 repozitářů.
Výsledky můžeme najít v tabulce 6.8. Hodnoty nanesené do grafu potom na obr. 6.5 a
6.6. Jedná se o průměrnou dobu potřebnou pro vytvoření jednoho repozitáře. V hodnotách
u nové verze není započítán čas potřebný k naplnění databáze kontrolními součty.
Počet repozitářů/Verze Původní PC1 Nová PC1 Původní PC2 Nová PC2
2 10,25 s 6,14 s 16,21 s 9,76 s
3 10,50 s 6,62 s 20,90 s 13,38 s
4 10,90 s 7,87 s 27,13 s 18,36 s
5 11,60 s 8,60 s 33,64 s 22,73 s
6 13.24 s 10,88 s 40,52 s 27,54 s
7 14,22 s 12,08 s 47,08 s 31,56 s
8 15,84 s 14,61 s 53,85 s 36,40 s
9 17,84 s 15,84 s 59,06 s 40,72 s
10 18,47 s 16,59 s 67,89 s 46,08 s
Tabulka 6.8: Paralelní vytváření více repozitářů
Z grafu k PC1 je patrné, že s rostoucím počtem repozitářů se průměrný čas na vytvoření
jednoho repozitáře u obou verzí přibližuje. Toto bude pravděpodobně způsobeno málo vý-
konnou emulací síťové karty ve VMWare. Na grafu k PC2 se křivky blíží přímkám a časový
rozdíl mezi oběma řešeními se podle očekávání s rostoucím počtem repozitářů zvyšuje.
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Obrázek 6.5: Test 3: Paralelní vytváření repozitářů na PC1
Obrázek 6.6: Test 3: Paralelní vytváření repozitářů na PC2
6.5 Výkonnostní profil nového řešení
Naprosto stejným postupem jako v kapitole 3 si vytvoříme výkonnostní profil skriptu
createrepo2.py při zpracování prvního testu. Výsledek je na obr. 6.7.
Metoda, která zde
”
počítá“ kontrolní součty se jmenuje new do checksum(). Metody
checksum(), read() a update(), které jsme rozebírali v kapitole 3 se zde už vůbec nevolají.
Jak si můžeme všimnout, new do checksum() zabírá pouze asi 6% celkového času. Nyní je
nejdéle trvající metodou metoda ugly utf8 string hack() se svými téměř 62%, která na
obrázku 3.2 zabírá jen něco přes 9% času procesoru.
6.6 Shrnutí
Z testů nám vyplynulo, že se použití upraveného createrepo nástroje vyplatí. Musí ale být
splněno několik podmínek. Zejména se počítá s dědičností tagů v build systému, a tedy
skutečností, že jeden aktualizovaný build se dostane do více buildroot repozitářů. V tomto
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Obrázek 6.7: Výkonnostní profil skriptu createrepo2.py
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případě platí, že čím hlubší je strom dědičnosti tagů, tím efektivněji se projeví cachování
dat v databázi. Dalším faktorem, který tuto efektivitu ještě umocní, je rychlost pevného
disku. Rozdíly jsou patrné z grafů provedených testů. Při pohledu na výsledky testů a jejich
porovnání s optimistickými předpoklady ze začátku se však nemůžeme vyhnout pocitu
jistého zklamání. Nikdo jistě nečekal, že se vše o 80% zrychlí. Musíme brát v úvahu, že
do režie nepatří pouze síťová komunikace, ale i např. čas na načtení interpretu Pythonu
s potřebnými moduly a ostatní věci.
Vzhledem k rozdílu ve výkonu procesorů u testovaných PC nelze jejich výsledky po-
rovnávat podle absolutních naměřených hodnot. Jistě by bylo zajímavé otestovat SSD a
klasický disk na jedné hardwarové konfiguraci. Nicméně např. porovnání rozdílu času mezi
pokusy s vyčištěnou diskovou cache a nevyčištěnou nám jasně dává najevo, že použití rych-




V kapitole 2 jsme se seznámili s build systémem a repozitáři balíčků Fedory. V tomto směru
se projevil jeden negativní faktor, a to absence volně dostupné dokumentace build systému.
Tuto situaci jsme vyřešili několika konzultacemi se zadavatelem. Tím byl splněn první bod
zadání.
Dalším cílem bylo navrhnout efektivnější nástroj pro vytváření repozitářů balíčků. Z dů-
vodu požadavku na efektivnost a optimalizaci vytížení procesoru tomuto návrhu předchá-
zela výkonnostní analýza v kapitole 3. Tam jsme poměrně jednoznačně určili úzké hrdlo.
Následný návrh nového nástroje byl po konzultaci se zadavatelem rozdělen na tři části.
Implementace proběhla tak, jak je popsaná v kapitole 5. Nový nástroj jsme nevytvořili
zcela, poslední část implementace jsme založili na současném nástroji createrepo. Důvod
tohoto kroku je jednoduchý – neprovedli jsme změny natolik komplexní, že by si vynutily
napsání nového nástroje.
Poslední kapitola pokrývá 4. bod zadání. Zabývá se změřením efektivity provedených
změn. Z těchto měření vyplývá, že nový nástroj je skutečně efektivnější, ovšem méně než
se čekalo. Z části to může být zkresleno tím, že jsme neměli možnost náš nástroj otestovat
v produkčním prostředí, ale pouze na kancelářských strojích. V provedené výkonnostní
analýze nového nástroje se objevily náznaky na možné pokračování v optimalizacích.
Využití výsledků v praxi
Výsledkem je funkční prototyp nového nástroje, který, jak potvrdily testy, pracuje efektiv-
něji. Využití v praxi by nemělo být složité, protože nástroj byl vytvářen na míru současnému
řešení. Jeho vydání pod LGPL licencí umožňuje vývojářům Fedory takřka okamžitě začít
s jeho zakomponováním do build systému.
Návrhy na pokračování
Současný stav není nutně konečný. To nám říká i výkonnostní schéma nového nástroje. Další
krok by měla být analýza způsobu vytváření ostatních metadat, jejich přidání do databáze
ke kontrolním součtům a další modifikace nástroje createrepo. Ideální stav je potom někde
na pomezí toho, která metadata se vyplatí uchovávat a která je rychlejší znovu získat.
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Níže uvedené přílohy jsou umístěné na přiloženém CD
• Elektronická verze tohoto dokumentu
(soubor bp.pdf)
• Zdrojové soubory elektronické verze tohoto dokumentu
(složka tex)
• Zdrojové kódy serveru
(složka pacdb)
• Zdrojový kód klienta
(složka client)
• Zdrojový kód upraveného nástroje createrepo
(složka createrepo)
• Zdrojové kódy souborů bench multi repo.sh a hotshot profiler.py a jeho výstupy









• (volitelně) Apache 2.2
• Linux OS (testováno na Fedora 12 a Gentoo)
Instalace
Nejjednodušší pro otestování je vlézt do složky pacdb a spustit příkaz
python manage.py runserver 0.0.0.0:8000. Spustí se pak vývojový server a XML-RPC
server bude dostupný na adrese
http://%ip_počítače%:8000/rpmsumdb/client/
V případě spuštění přes Apache je nutné vytvořit soubor %jmeno%.conf ve složce







PythonPath ’’[’/cesta/k/projektu/’] + sys.path’’
</Location>
Uživatel pod kterým běží Apache musí mít právo zapisovat do složky obsahující soubor




První krok je přidání RPM souborů do databáze. V souboru pacdb-client.py je nutné na-
stavit do proměnné proxyAddress adresu XML-RPC serveru.
Soubory přidáme příkazem
python pacdb-client.py -m /cesta/k/souborum/
Parametrem -a je možné specifikovat typ kontrolního součtu, ale createrepo jako výchozí
používa sha256, které je i zde nastavené jako výchozí.
Createrepo
Soubor createrepo2.py je nejdříve nutné otevřít a nastavit v proměnné proxyAddress adresu
XML-RPC serveru. Poté se skript chová stejně jako původní createrepo, s rozdílem, že hledá
kontrolní součty v databázi.
hosthot profiler.py
Vytvoří výkonnostní profil Python skriptu. Parametry spuštění:
python hosthot_profiler.py <output_file> <script.py> [script_args]
bench multi repo.sh
Spustí několik instancí createrepo najednou. Parametry spuštění:
bench_multi_repo.sh <instances_number> <repository_path>
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