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Abstract
In this paper, we propose a novel stochastic gradient estimator—ProbAbilistic Gradient Estimator
(PAGE)—for nonconvex optimization. PAGE is easy to implement as it is designed via a small adjustment
to vanilla SGD: in each iteration, PAGE uses the vanilla minibatch SGD update with probability p
and reuses the previous gradient with a small adjustment, at a much lower computational cost, with
probability 1− p. We give a simple formula for the optimal choice of p. We prove tight lower bounds for
nonconvex problems, which are of independent interest. Moreover, we prove matching upper bounds both
in the finite-sum and online regimes, which establish that PAGE is an optimal method. Besides, we show
that for nonconvex functions satisfying the Polyak- Lojasiewicz (PL) condition, PAGE can automatically
switch to a faster linear convergence rate. Finally, we conduct several deep learning experiments (e.g.,
LeNet, VGG, ResNet) on real datasets in PyTorch, and the results demonstrate that PAGE converges
much faster than SGD in training and also achieves the higher test accuracy, validating our theoretical
results and confirming the practical superiority of PAGE.
1 Introduction
Nonconvex optimization is ubiquitous across many domains of machine learning, including robust regression,
low rank matrix recovery, sparse recovery and supervised learning [13]. Driven by the applied success of
deep neural networks [21], and the critical place nonconvex optimization plays in training them, research in
nonconvex optimization has been undergoing a renaissance [9, 10, 44, 7, 24, 27].
1.1 The problem
Motivated by this development, we consider the general optimization problem
min
x∈Rd
f(x), (1)
where f : Rd → R is a differentiable and possibly nonconvex function. We are interested in functions having
the finite-sum form
f(x) :=
1
n
n∑
i=1
fi(x), (2)
where the functions fi are also differentiable and possibly nonconvex. Form (2) captures the standard
empirical risk minimization problems in machine learning [39]. Moreover, if the number of data samples n
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is very large or even infinite, e.g., in the online/streaming case, then f(x) usually is modeled via the online
form
f(x) := Eζ∼D[F (x, ζ)], (3)
which we also consider in this work. For notational convenience, we adopt the notation of the finite-sum
form (2) in the descriptions and algorithms in the rest of this paper. However, our results apply to the online
form (3) as well by letting fi(x) := F (x, ζi) and treating n as a very large value or even infinite.
1.2 Gradient complexity
To measure the efficiency of algorithms for solving the nonconvex optimization problem (1), it is standard to
bound the number of stochastic gradient computations needed to find a solution of suitable characteristics.
In this paper we use the standard term gradient complexity to describe such bounds. In particular, our goal
will be to find a (possibly random) point x̂ ∈ Rd such that E‖∇f(x̂)‖ ≤ , where the expectation is with
respect to the randomness inherent in the algorithm. We use the term -approximate solution to refer to
such a point x̂.
Two of the most classical gradient complexity results for solving problem (1) are those for gradient
descent (GD) and stochastic gradient descent (SGD). In particular, the gradient complexity of GD is O(n/2)
in this nonconvex regime, and assuming that the stochastic gradient satisfies a (uniform) bounded variance
assumption (Assumption 1), the gradient complexity of SGD is O(1/4). Note that although SGD has a
worse dependence on , it typically only needs to compute a constant minibatch of stochastic gradients in
each iteration instead of the full batch (i.e., n stochastic gradients) used in GD. Hence, SGD is better than
GD if the number of data samples n is very large or the error tolerance  is not very small.
There has been extensive research in designing gradient-type methods with an improved dependence on
n and/or  [32, 30, 9, 10]. In particular, the SVRG method of Johnson and Zhang [14], the SAGA method of
Defazio et al. [6] and the SARAH method of Nguyen et al. [33] are representatives of what is by now a large
class of variance-reduced methods, which have played a particularly important role in this effort. However,
the analyses in these papers focused on the convex regime. Furthermore, several accelerated (momentum)
methods have been designed as well [31, 18, 29, 19, 1, 26, 20, 28], with or without variance reduction. There
are also some lower bounds given by [42, 43].
Coming back to problem (1) in the nonconvex regime studied in this paper, interesting recent development
starts with the work of Reddi et al. [38], and Allen-Zhu and Hazan [3], who have concurrently shown that if
f has the finite-sum form (2), a suitably designed minibatch version of SVRG enjoys the gradient complexity
O(n + n
2/3
/2), which is an improvement on the O(n/2) gradient complexity of GD. Subsequently, other
variants of SVRG were shown to posses the same improved rate, including those developed by Lei et al.
[23], Li and Li [25], Ge et al. [8], Horva´th and Richta´rik [12] and Qian et al. [37]. More recently, Fang et al.
[7] proposed the SPIDER method, and Zhou et al. [44] proposed the SNVRG method, both of which improve
the gradient complexity further to O(n+
√
n/2). Further variants of the SARAH method (e.g., [41, 24, 35])
which also achieve the same O(n +
√
n/2) gradient complexity have been developed. Also there are some
lower bounds given by [7, 4]. See Tables 1 and 2 for an overview and further results.
2 Our Contributions
As we show in through this work, despite enormous effort by the community to design efficient methods for
solving (1) in the smooth nonconvex regime, there is still a considerable gap in our understanding. First, while
optimal methods for (1) in the finite-sum regime exist(SPIDER [7], SpiderBoost [41], SARAH [35], SSRGD
[24]), the known lower bound Ω(
√
n/2) [7] used to establish their optimality works for n ≤ O(1/4) only, i.e.,
in the small data regime (see Table 1). Moreover, these methods are unnecessarily complicated, often with
a double loop structure, and reliance on several hyperparameters. Moreover, there is also no tight lower
bound to show the optimality of optimal methods in the online regime. Finally, existing best convergence
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Table 1: Gradient complexity for finding x̂ satisfying E‖∇f(x̂)‖ ≤  in nonconvex problems
Problem Assumption Algorithm or Lower Bound Gradient complexity
Finite-sum (2) Asp. 2 GD [32] O( n
2
)
Finite-sum (2) Asp. 2 SVRG [3, 38], SCSG [23], SVRG+ [25] O(n+ n
2/3
2
)
Finite-sum (2) Asp. 2 SNVRG [44] O
(
(n+
√
n
2
) log3 n
)
Finite-sum (2) Asp. 2
SPIDER [7], SpiderBoost [41],
SARAH [35], SSRGD [24]
O(n+
√
n
2
)
Finite-sum (2) Asp. 2 PAGE (this paper) O(n+
√
n
2
)
Finite-sum (2) Asp. 2 Lower bound [7] Ω(
√
n
2
) if n ≤ O( 1
4
)
Finite-sum (2) Asp. 2 Lower bound (this paper) Ω(n+
√
n
2
)
Online (3) 1 Asp. 1 and 2 SGD [10, 15] O(σ
2
4
)
Online (3) Asp. 1 and 2 SCSG [23], SVRG+ [25] O(b+ b
2/3
2
)
Online (3) Asp. 1 and 2 SNVRG [44] O
(
(b+
√
b
2
) log3 b
)
Online (3) Asp. 1 and 2
SPIDER [7], SpiderBoost [41],
SARAH [35], SSRGD [24]
O(b+
√
b
2
)
Online (3) Asp. 1 and 2 PAGE (this paper) O(b+
√
b
2
)
Online (3) Asp. 1 and 2 Lower bound (this paper) Ω(b+
√
b
2
)
(b := min{σ2
2
, n}, and σ is defined in Assumption 1. If n is very large, i.e., b := min{σ2
2
, n} = σ2
2
, then
O(b+
√
b
2
) = O(σ
2
2
+ σ
3
) is better than the rate of SGD by a factor of 1
2
or σ

)
Table 2: Gradient complexity for finding E[f(x̂)− f∗] ≤  in nonconvex problems under PL condition
Problem Assumption Algorithm Gradient complexity
Finite-sum (2) Asp. 2 and 3 GD [36] O(nκ log 1

)
Finite-sum (2) Asp. 2 and 3
SVRG [38]
SVRG+ [25]
O
(
(n+ n2/3κ) log 1

)
Finite-sum (2) Asp. 2 and 3 SpiderBoost [41] O
(
(n+ κ2) log 1

)
Finite-sum (2) Asp. 2 and 3 SNVRG [44] O
((
(n+
√
nκ) log3 n
)
log 1

)
Finite-sum (2) Asp. 2 and 3 PAGE (this paper) O
(
(n+
√
nκ) log 1

)
Online (3) Asp. 1, 2 and 3 SGD [15] O(κ log 1

+ κσ
2
µ
)
Online (3) Asp. 1, 2 and 3 SVRG+ [25] O
(
(b+ b2/3κ) log 1

)
Online (3) Asp. 1, 2 and 3 SNVRG [44] O
((
(b+
√
bκ) log3 b
)
log 1

)
Online (3) Asp. 1, 2 and 3 PAGE (this paper) O
(
(b+
√
bκ) log 1

)
(κ := L
µ
, b := min{σ2
µ
, n}, and σ, L and µ are defined in Assumption 1, 2 and 3)
rates under the Polyak- Lojasiewicz (PL) condition (Assumption 3) have a polylogarithmic dependence, and
the associated method SNVRG is also complicated (see Table 2).
1Note that we refer the online problem (3) as the finite-sum problem (2) with large or infinite n as discussed in the
introduction Section 1.1. In this online case, the full gradient may not be available (e.g., if n is infinite), thus the bounded
variance of stochastic gradient Assumption 1 is needed in this case.
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2.1 Summary of contributions
In this paper, we resolve the above issues by designing a novel ProbAbilistic Gradient Estimator (PAGE)
described in Algorithm 1 for achieving optimal convergence results in nonconvex optimization. Moreover,
PAGE is very simple and easy to implement. In each iteration, PAGE uses minibatch SGD update with
probability p, or reuses the previous gradient with a small adjustment (at a low computational cost) with
probability 1− p (see Line 4 in Algorithm 1).
• We prove that PAGE achieves the optimal rates for both nonconvex finite-sum problem (2) and online
problem (3) (see Corollaries 2 and 4). We also provide tight lower bounds for these two problems to close
the gap and show the optimality of PAGE (see Theorem 2 and Corollary 5). Our lower bounds are inspired
by recent work Fang et al. [7] and Arjevani et al. [4]. See Table 1 for a detailed comparison with previous
work.
• Moreover, we show that PAGE can automatically switch to a faster linear convergence by exploiting the
local structure of the objective function, via the PL condition (Assumption 3), although the objective function
f is globally nonconvex. In particular, PAGE automatically switches from the sublinear rate O(n +
√
n/2)
to the faster linear rate O((n +
√
nκ) log 1 ) for nonconvex finite-sum problem (2) (see the Remark after
Corollary 6). See Table 2 for more comparisons. To the best of our knowledge, PAGE improves all previous
results and gives new state-of-the-art results for nonconvex problems under the PL assumption.
• PAGE is easy to implement via a small adjustment to vanilla minibatch SGD, and takes a lower com-
putational cost than SGD (i.e., p = 1 in PAGE) since b′ < b. We conduct several deep learning experiments
(e.g., LeNet, VGG, ResNet) on real datasets in PyTorch. The experimental results show that PAGE indeed
converges much faster than SGD in training and also achieves the higher test accuracy. This validates our
theoretical results and confirms the practical superiority of PAGE.
2.2 The PAGE gradient estimator
In this section, we describe PAGE, an SGD variant employing a new, simple and optimal gradient estimator
(see Algorithm 1). In particular, PAGE was inspired by algorithmic design elements coming from methods
such as SARAH [33], SPIDER [7], SSRGD [24] (usage of a recursive estimator), and L-SVRG [16] and SAGD
[5] (probabilistic switching between two estimators to avoid a double loop structure).
Algorithm 1 ProbAbilistic Gradient Estimator (PAGE)
Input: initial point x0, stepsize η, minibatch size b, b′ < b, probability p ∈ (0, 1]
1: g0 = 1b
∑
i∈I ∇fi(x0) // I denotes random minibatch samples with |I| = b
2: for t = 0, 1, 2, . . . do
3: xt+1 = xt − ηgt
4: gt+1 =
{
1
b
∑
i∈I ∇fi(xt+1) with probability p
gt + 1b′
∑
i∈I′(∇fi(xt+1)−∇fi(xt)) with probability 1− p
5: end for
Output: x̂T chosen uniformly from {xt}t∈[T ]
In iteration t, the gradient estimator of PAGE, defined in Line 4 of Algorithm 1, is
gt+1 =
{
1
b
∑
i∈I ∇fi(xt+1) with probability p,
gt + 1b′
∑
i∈I′(∇fi(xt+1)−∇fi(xt)) with probability 1− p.
(4)
That is, PAGE uses the vanilla minibatch SGD update with probability p, and reuses the previous gradient
gt with a small adjustment (which lowers the computational cost since b′  b) with probability 1 − p. In
particular, the p = 1 case reduces to vanilla minibatch SGD, and to GD if we further set the minibatch size
to b = n. We give a simple formula for the optimal choice of p, i.e., p = b
′
b+b′ . More details can be found in
the convergence results of Section 4.
4
3 Notation and Assumptions
Let [n] denote the set {1, 2, · · · , n} and ‖ · ‖ denote the Euclidean norm for a vector and the spectral norm
for a matrix. Let 〈u, v〉 denote the inner product of two vectors u and v. We use O(·) and Ω(·) to hide the
absolute constant. We will write ∆0 := f(x
0)− f∗ and f∗ := minx∈Rd f(x).
In order to prove convergence results, one usually needs the following standard assumptions depending
on the setting (see e.g., [10, 23, 25, 2, 44, 7, 24]).
Assumption 1 (Bounded variance) The stochastic gradient has bounded variance if
∃σ > 0, such that Ei[‖∇fi(x)−∇f(x)‖2] ≤ σ2, ∀x ∈ Rd. (5)
Assumption 2 (Average L-smoothness) A function f : Rd → R is average L-smooth if
∃L > 0, such that Ei[‖∇fi(x)−∇fi(y)‖2] ≤ L2‖x− y‖2, ∀x, y ∈ Rd. (6)
Moreover, we also prove faster linear convergence rates for nonconvex functions under the Polyak-
 Lojasiewicz (PL) condition [36].
Assumption 3 (PL condition) A function f : Rd → R satisfies PL condition 2 if
∃µ > 0, such that ‖∇f(x)‖2 ≥ 2µ(f(x)− f∗), ∀x ∈ Rd. (7)
4 General Convergence Results
In this section, we present two main convergence theorems for PAGE (Algorithm 1): i) for nonconvex finite-
sum problem (2) (Section 4.1), and ii) for nonconvex online problem (3) (Section 4.2). Subsequently, we
formulate several corollaries which lead to the optimal convergence results. Finally, we provide tight lower
bounds for both types of nonconvex problems to close the gap and validate the optimality of PAGE. See
Table 1 and 2 for an overview.
4.1 Convergence for nonconvex finite-sum problems
In this section, we focus on the nonconvex finite-sum problems defined via (2). In this case, we do not need
the bounded variance assumption (Assumption 1).
Theorem 1 (Main theorem for nonconvex finite-sum problem (2)) Suppose that Assumption 2 holds.
Choose the stepsize η ≤ 1
L
(
1+
√
1−p
pb′
) , minibatch size b = n, secondary minibatch size b′ < b, and probability
p ∈ (0, 1]. Then the number of iterations performed by PAGE sufficient for finding an -approximate solution
(i.e., E[‖∇f(x̂T )‖] ≤ ) of nonconvex finite-sum problem (2) can be bounded by
T =
2∆0L
2
(
1 +
√
1− p
pb′
)
. (8)
Moreover, according to the gradient estimator of PAGE (Line 4 of Algorithm 1), we know that it uses pb +
(1− p)b′ stochastic gradients for each iteration on the expectation. Thus, the number of stochastic gradient
computations (i.e., gradient complexity) is
#grad = b+ T (pb+ (1− p)b′) = b+ 2∆0L
2
(
1 +
√
1− p
pb′
)
(pb+ (1− p)b′) . (9)
Note that the first b in #grad is due to the computation of g0 (see Line 1 in Algorithm 1).
2It is worth noting that the PL condition does not imply convexity of f . For example, f(x) = x2 + 3 sin2 x is a nonconvex
function but it satisfies PL condition with µ = 1/32.
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As we mentioned before, if we choose p = 1 and b = n (see Line 4 of Algorithm 1), PAGE reduces to the
vanilla GD method. We now show that our main theorem indeed recovers the convergence result of GD.
Corollary 1 (We recover GD by letting p = 1) Suppose that Assumption 2 holds. Choose the stepsize
η ≤ 1L , minibatch size b = n and probability p = 1. Then PAGE reduces to GD, and the number of iterations
performed by PAGE to find an -approximate solution of the nonconvex finite-sum problem (2) can be bounded
by T = 2∆0L2 . Moreover, the number of stochastic gradient computations (i.e., gradient complexity) is
#grad = n+
2∆0Ln
2
= O
( n
2
)
. (10)
Next, we provide a parameter setting that leads to the optimal convergence result for nonconvex finite-
sum problem (2), which corresponds to the 6th row of Table 1.
Corollary 2 (Optimal result for nonconvex finite-sum problem (2)) Suppose that Assumption 2 holds.
Choose the stepsize η ≤ 1
L(1+
√
b/b′)
, minibatch size b = n, secondary minibatch size b′ ≤ √b and probabil-
ity p = b
′
b+b′ . Then the number of iterations performed by PAGE to find an -approximate solution of the
nonconvex finite-sum problem (2) can be bounded by T = 2∆0L2 (1 +
√
b
b′ ). Moreover, the number of stochastic
gradient computations (i.e., gradient complexity) is
#grad = b+ T (pb+ (1− p)b′) ≤ n+ 8∆0L
√
n
2
= O
(
n+
√
n
2
)
. (11)
Finally, we establish a lower bound matching the above upper bound, which shows that the convergence
result obtained by PAGE in Corollary 2 is indeed optimal. This lower bound corresponds to the 8th row of
Table 1.
Theorem 2 (Lower bound) For any L > 0, ∆0 > 0 and n > 0, there exists a large enough dimension d
and a function f : Rd → R satisfying Assumption 2 in the finite-sum case such that any linear-span first-
order algorithm needs Ω(n+ ∆0L
√
n
2 ) stochastic gradient computations in order to finding an -approximate
solution, i.e., a point x̂ such that E‖∇f(x̂)‖ ≤ .
4.2 Convergence for nonconvex online problems
In this section, we focus on the nonconvex online problems, i.e., (3). Recall that we refer this online problem
(3) as the finite-sum problem (2) with large or infinite n. Also, we need the bounded variance assumption
(Assumption 1) in this online case. Similarly, we first present the main theorem in this online case and then
provide corollaries with the optimal convergence results. Finally, we provide tight lower bound for validating
the optimality of PAGE.
Theorem 3 (Main theorem for nonconvex online problem (3)) Suppose that Assumptions 1 and 2
hold. Choose the stepsize η ≤ 1
L
(
1+
√
1−p
pb′
) , minibatch size b = min{d 2σ22 e, n}, secondary minibatch size
b′ < b and probability p ∈ (0, 1]. Then the number of iterations performed by PAGE to find an -approximate
solution (E[‖∇f(xˆT )‖] ≤ ) of nonconvex online problem (3) can be bounded by
T =
4∆0L
2
(
1 +
√
1− p
pb′
)
+
1
p
. (12)
Moreover, the number of stochastic gradient computations (gradient complexity) is
#grad = b+ T (pb+ (1− p)b′) = 2b+ (1− p)b
′
p
+
4∆0L
2
(
1 +
√
1− p
pb′
)
(pb+ (1− p)b′) . (13)
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Similarly, if we choose p = 1 (see Line 4 of Algorithm 1), the PAGE method reduces to the vanilla
minibatch SGD method. Here we theoretically show that our main theorem with p = 1 can recover the
convergence result of SGD in the following Corollary 3.
Corollary 3 (We recover SGD by letting p = 1) Suppose that Assumptions 1 and 2 hold. Let stepsize
η ≤ 1L , minibatch size b = d 2σ
2
2 e and probability p = 1, then the number of iterations performed by PAGE to
find an -approximate solution of nonconvex online problem (3) can be bounded by T = 4∆0L2 + 1. Moreover,
the number of stochastic gradient computations (gradient complexity) is
#grad =
4σ2
2
+
8∆0Lσ
2
4
= O
(
σ2
4
)
. (14)
Now, we provide a parameter setting that leads to the optimal convergence result of our main theorem
for nonconvex online problem (3), which corresponds to the 13th row of Table 1.
Corollary 4 (Optimal result for nonconvex online problem (3)) Suppose that Assumptions 1 and 2
hold. Choose the stepsize η ≤ 1
L(1+
√
b/b′)
, minibatch size b = min{d 2σ22 e, n}, secondary minibatch size
b′ ≤ √b and probability p = b′b+b′ . Then the number of iterations performed by PAGE sufficient to find
an -approximate solution of nonconvex online problem (3) can be bounded by T = 4∆0L2 (1 +
√
b
b′ ) +
b+b′
b′ .
Moreover, the number of stochastic gradient computations (i.e., gradient complexity) is
#grad = b+ T (pb+ (1− p)b′) ≤ 3b+ 16∆0L
√
b
2
= O
(
b+
√
b
2
)
. (15)
Before we provide our lower bound, we first recall the lower bound established by Arjevani et al. [4].
Theorem 4 ([4]) For any L > 0, ∆0 > 0 and σ
2 > 0, there exists a large enough dimension d and function
f : Rd → R satisfying Assumptions 1 and 2 in the online case (here n is infinite) such that any linear-span
first-order algorithm needs Ω(σ
2
2 +
∆0Lσ
3 ) stochastic gradient computations in order to find an -approximate
solution, i.e., a point x̂ such that E‖∇f(x̂)‖ ≤ .
Now, we provide a lower bound corollary which directly follows from the lower bound Theorem 4 given
by Arjevani et al. [4] and our Theorem 2. It indicates that the convergence result obtained by PAGE in
Corollary 4 is indeed optimal, and corresponds to the last row of Table 1.
Corollary 5 (Lower bound) For any L > 0, ∆0 > 0, σ
2 > 0 and n > 0, there exists a large enough
dimension d and a function f : Rd → R satisfying Assumptions 1 and 2 in the online case (here n may be
finite) such that any linear-span first-order algorithm needs Ω(b+ ∆0L
√
b
2 ), where b = min{σ
2
2 , n}, stochastic
gradient computations for finding an -approximate solution, i.e., a point x̂ such that E‖∇f(x̂)‖ ≤ .
5 Better Convergence under PL Condition
In this section, we show that better convergence can be achieved if the loss function f satisfies the PL
condition (Assumption 3). Note that under the PL condition, one can obtain a faster linear convergence
O(· log 1 ) (see Corollary 6) rather than the sublinear convergence O(· 12 ) (see Corollary 2). In many cases,
although the loss function f is globally nonconvex, some local regions (e.g., large gradient regions) may
satisfy the PL condition. We prove that PAGE can automatically switch to the faster convergence rate in
these regions where f satisfies PL condition locally.
As in Section 4, here we also establish two main theorems and the deduce corollaries for both finite-sum
and online regimes. The convergence results are also listed in Table 2 (i.e., the 6th row and last row).
7
Theorem 5 (Main theorem for nonconvex finite-sum problem (2) under PL condition) Suppose
that Assumptions 2 and 3 hold. Choose the stepsize η ≤ min{ 1
L
(
1+
√
1−p
pb′
) , p2µ}, minibatch size b = n, sec-
ondary minibatch size b′ < b, and probability p ∈ (0, 1]. Then the number of iterations performed by PAGE
sufficient for finding an -solution (E[f(xT )− f∗] ≤ ) of nonconvex finite-sum problem (2) can be bounded
by
T =
((
1 +
√
1− p
pb′
)
κ+
2
p
)
log
∆0

. (16)
Moreover, the number of stochastic gradient computations (i.e., gradient complexity) is
#grad = b+ T (pb+ (1− p)b′) = b+ (pb+ (1− p)b′)
((
1 +
√
1− p
pb′
)
κ+
2
p
)
log
∆0

. (17)
Corollary 6 (Nonconvex finite-sum problem (2) under PL condition) Suppose that Assumptions 2
and 3 hold. Let stepsize η ≤ min{ 1
L(1+
√
b/b′)
, b
′
2µ(b+b′)}, minibatch size b = n, secondary minibatch size
b′ ≤ √b, and probability p = b′b+b′ . Then the number of iterations performed by PAGE to find an -solution
of nonconvex finite-sum problem (2) can be bounded by T =
(
(1 +
√
b
b′ )κ+
2(b+b′)
b′
)
log ∆0 . Moreover, the
number of stochastic gradient computations (gradient complexity) is
#grad = b+ T (pb+ (1− p)b′) ≤ n+ (4√nκ+ 4n) log ∆0 = O
(
(n+
√
nκ) log 1
)
. (18)
Note that Corollary 6 uses exactly the same parameter setting as in Corollary 2 in the large condition
number case (i.e., κ := Lµ ≥ 2
√
n, then the stepsize turns to η ≤ 1
L(1+
√
b/b′)
). Thus, PAGE can automatically
switch to this faster linear convergence rate O(· log 1 ) instead of the sublinear convergence O( ·2 ) in Corollary
2 in some regions where f satisfies the PL condition locally.
Theorem 6 (Main theorem for nonconvex online problem (3) under PL condition) Sup-
pose that Assumptions 1, 2 and 3 hold. Choose the stepsize η ≤ min{ 1
L
(
1+
√
1−p
pb′
) , p2µ}, minibatch size
b = min{d 2σ2µ e, n}, secondary minibatch size b′ < b, and probability p ∈ (0, 1]. Then the number of iterations
performed by PAGE sufficient for finding an -solution (E[f(xT )− f∗] ≤ ) of nonconvex finite-sum problem
(2) can be bounded by
T =
((
1 +
√
1− p
pb′
)
κ+
2
p
)
log
2∆0

. (19)
Moreover, the number of stochastic gradient computations (i.e., gradient complexity) is
#grad = b+ T (pb+ (1− p)b′) = b+ (pb+ (1− p)b′)
((
1 +
√
1− p
pb′
)
κ+
2
p
)
log
2∆0

. (20)
Corollary 7 (Nonconvex online problem (3) under PL condition) Suppose that Assumptions 1, 2
and 3 hold. Choose the stepsize η ≤ min{ 1
L(1+
√
b/b′)
, b
′
2µ(b+b′)}, minibatch size b = min{d 2σ
2
µ e, n}, sec-
ondary minibatch b′ ≤ √b and probability p = b′b+b′ . Then the number of iterations performed by PAGE to
find an -solution of nonconvex online problem (3) can be bounded by T =
(
(1 +
√
b
b′ )κ+
2(b+b′)
b′
)
log 2∆0 .
Moreover, the number of stochastic gradient computations (gradient complexity) is
#grad = b+ T (pb+ (1− p)b′) ≤ b+ 4
√
bκ log 2∆0 = O
(
(b+
√
bκ) log 1
)
. (21)
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6 Experiments
In this section, we conduct several deep learning experiments for multi-class image classification. Concretely,
we compare our PAGE algorithm with vanilla SGD by running standard LeNet [22], VGG [40] and ResNet
[11] models on MNIST [22] and CIFAR-10 [17] datasets. We implement the algorithms in PyTorch [34] and
run the experiments on several NVIDIA Tesla V100 GPUs.
According to the update form in PAGE (see Line 4 of Algorithm 1), PAGE enjoys a lower computational
cost than vanilla minibatch SGD (i.e., p = 1 in PAGE) since b′ < b. Thus, in the experiments we want to
show how the performance of PAGE compares with vanilla minibatch SGD under different minibatch sizes
b. Note that we do not tune the parameters for PAGE, i.e., we set b′ =
√
b and p = b
′
b+b′ =
√
b
b+
√
b
according
to our theoretical results (see e.g., Corollary 2 and 4). For the stepsize/learning rate η, we choose the same
one for both PAGE and minibatch SGD also according to the theoretical results.
Concretely, in Figure 1, we choose standard minibatch b = 64 and b = 256 for both PAGE and vanilla
minibatch SGD for MNIST experiments. In Figure 2, we choose b = 256 and b = 512 for CIFAR-10
experiments. Both Figures 1 and 2 demonstrate that PAGE converges much faster than SGD in training and
also achieves the higher test accuracy. Moreover, the performance gap between PAGE and SGD is larger when
the minibatch size b is larger (i.e, gap between solid lines in Figures 1a, 1b, 2a, 2b), which is consistent with
the update form of PAGE, i.e, it reuses the previous gradient with a small adjustment (lower computational
cost b′ =
√
b instead of b) with probability 1 − p. The experimental results validate our theoretical results
and confirm the practical superiority of PAGE.
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Figure 1: LeNet and ResNet18 on MNIST dataset
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Figure 2: VGG16 and ResNet18 on CIFAR-10 dataset
In the following, we conduct extra experiments for comparing the training loss and test loss (Figure 3a,
4a), and training accuracy and test accuracy (Figure 3b, 4b) between PAGE and SGD. Note that Figure 3
(i.e. 3a, 3b) uses MNIST dataset and Figure 4 (i.e. 4a, 4b) uses CIFAR-10 dataset.
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Figure 3: ResNet18 on MNIST dataset
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Figure 4: ResNet34 on CIFAR-10 dataset
Figures (3a) and (4a) demonstrate that PAGE converges much faster than SGD both in training loss and
test loss. Moreover, Figures (3b) and (4b) demonstrate that PAGE achieves the higher test accuracy than
SGD and converges faster in training accuracy. Thus, our PAGE is not only converging faster than SGD in
training but also achieves the higher test accuracy (which is typically very important in practice, e.g., lead
to a better model). Again, the experimental results validate our theoretical results and confirm the practical
superiority of PAGE.
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A Missing Proofs for Nonconvex Finite-Sum Problems
Before providing the detailed proofs for main theorems and corollaries, we first provide some general useful
lemmas which are used in the following sections regardless of the settings.
Lemma 1 If function f(x) := 1n
∑n
i=1 fi(x) is average L-smooth (see Assumption 2), i.e., if
Ei[‖∇fi(x)−∇fi(y)‖2] ≤ L2‖x− y‖2, ∀x, y ∈ Rd, (22)
then f is also L-smooth, i.e., ‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖ and thus
f(y) ≤ f(x) + 〈∇f(x), y − x〉+ L
2
‖y − x‖2, ∀x, y ∈ Rd. (23)
Proof of Lemma 1. First, we show the L-smoothness of f :
‖∇f(x)−∇f(y)‖ =
√
‖Ei[∇fi(x)−∇fi(y)]‖2
≤
√
Ei[‖∇fi(x)−∇fi(y)‖2]
(22)
≤
√
L2‖x− y‖2
= L‖x− y‖, (24)
where the first inequality uses Jensen’s inequality: g(E[x]) ≤ E[g(x)] for a convex function g. Now, in-
equality (23) holds due to standard arguments (we do not claim any novelty here and include the proof for
completeness):
f(y) = f(x) +
∫ 1
0
〈∇f(x+ τ(y − x)), y − x〉dτ
= f(x) + 〈∇f(x), y − x〉+
∫ 1
0
〈∇f(x+ τ(y − x))−∇f(x), y − x〉dτ
≤ f(x) + 〈∇f(x), y − x〉+
∫ 1
0
‖∇f(x+ τ(y − x))−∇f(x)‖‖y − x‖dτ
(24)
≤ f(x) + 〈∇f(x), y − x〉+
∫ 1
0
Lτ‖y − x‖2dτ
= f(x) + 〈∇f(x), y − x〉+ L
2
‖y − x‖2, (25)
where the first inequality uses CauchySchwarz inequality 〈u, v〉 ≤ ‖u‖‖v‖. 
Now, we formulate a lemma which describes a useful relation between the function values after and before
a gradient descent step.
Lemma 2 Suppose that function f is L-smooth and let xt+1 := xt − ηgt. Then we have
f(xt+1) ≤ f(xt)− η
2
‖∇f(xt)‖2 −
( 1
2η
− L
2
)
‖xt+1 − xt‖2 + η
2
‖gt −∇f(xt)‖2. (26)
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Proof of Lemma 2. Let x¯t+1 := xt − η∇f(xt). In view of L-smoothness of f , we have
f(xt+1)
(23)
≤ f(xt) + 〈∇f(xt), xt+1 − xt〉+ L
2
‖xt+1 − xt‖2
= f(xt) + 〈∇f(xt)− gt, xt+1 − xt〉+ 〈gt, xt+1 − xt〉+ L
2
‖xt+1 − xt‖2
= f(xt) + 〈∇f(xt)− gt,−ηgt〉 −
(1
η
− L
2
)
‖xt+1 − xt‖2
= f(xt) + η‖∇f(xt)− gt‖2 − η〈∇f(xt)− gt,∇f(xt)〉 −
(1
η
− L
2
)
‖xt+1 − xt‖2
= f(xt) + η‖∇f(xt)− gt‖2 − 1
η
〈xt+1 − x¯t+1, xt − x¯t+1〉 −
(1
η
− L
2
)
‖xt+1 − xt‖2
= f(xt) + η‖∇f(xt)− gt‖2 −
(1
η
− L
2
)
‖xt+1 − xt‖2
− 1
2η
(
‖xt+1 − x¯t+1‖2 + ‖xt − x¯t+1‖2 − ‖xt+1 − xt‖2
)
= f(xt) + η‖∇f(xt)− gt‖2 −
(1
η
− L
2
)
‖xt+1 − xt‖2
− 1
2η
(
η2‖∇f(xt)− gt‖2 + η2‖∇f(xt)‖2 − ‖xt+1 − xt‖2
)
= f(xt)− η
2
‖∇f(xt)‖2 −
( 1
2η
− L
2
)
‖xt+1 − xt‖2 + η
2
‖gt −∇f(xt)‖2.

Now, we are ready to provide the detailed proofs for our main convergence theorem and corollaries for
PAGE in the nonconvex finite-sum case (i.e., problem (2)).
A.1 Proof of Main Theorem 1
In this section, we first restate our main convergence result (Theorem 1) in the nonconvex finite-sum case
and then provide its proof.
Theorem 1 (Main theorem for nonconvex finite-sum problem (2)) Suppose that Assumption 2 holds.
Choose the stepsize η ≤ 1
L
(
1+
√
1−p
pb′
) , minibatch size b = n, secondary minibatch size b′ < b, and probability
p ∈ (0, 1]. Then the number of iterations performed by PAGE sufficient for finding an -approximate solution
(i.e., E[‖∇f(x̂T )‖] ≤ ) of nonconvex finite-sum problem (2) can be bounded by
T =
2∆0L
2
(
1 +
√
1− p
pb′
)
. (27)
Moreover, the number of stochastic gradient computations (i.e., gradient complexity) is
#grad = b+ T (pb+ (1− p)b′) = b+ 2∆0L
2
(
1 +
√
1− p
pb′
)
(pb+ (1− p)b′) . (28)
Note that the first b in #grad is due to the computation of g0 (see Line 1 in Algorithm 1).
Proof of Theorem 1. Note that since the average L-smoothness assumption (Assumption 2) holds for f ,
we know that f is also L-smooth according to Lemma 1. Then according to the update step xt+1 := xt−ηgt
(see Line 3 in Algorithm 1) and Lemma 2, we have
f(xt+1) ≤ f(xt)− η
2
‖∇f(xt)‖2 −
( 1
2η
− L
2
)
‖xt+1 − xt‖2 + η
2
‖gt −∇f(xt)‖2. (29)
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Moreover, recall the definition of our PAGE gradient estimator (see Line 4 in Algorithm 1):
gt+1 =
{
1
b
∑
i∈I ∇fi(xt+1) with probability p,
gt + 1b′
∑
i∈I′(∇fi(xt+1)−∇fi(xt)) with probability 1− p.
(30)
A direct calculation now reveals that
E[‖gt+1 −∇f(xt+1)‖2]
(30)
= pE
∥∥∥∥∥1b∑
i∈I
∇fi(xt+1)−∇f(xt+1)
∥∥∥∥∥
2
+ (1− p)E
∥∥∥∥∥gt + 1b′∑
i∈I′
(∇fi(xt+1)−∇fi(xt))−∇f(xt+1)
∥∥∥∥∥
2

= (1− p)E
∥∥∥∥∥gt + 1b′∑
i∈I′
(∇fi(xt+1)−∇fi(xt))−∇f(xt+1)
∥∥∥∥∥
2
 (31)
= (1− p)E
∥∥∥∥∥gt −∇f(xt) + 1b′∑
i∈I′
(∇fi(xt+1)−∇fi(xt))−∇f(xt+1) +∇f(xt)
∥∥∥∥∥
2

= (1− p)E
∥∥∥∥∥ 1b′∑
i∈I′
(∇fi(xt+1)−∇fi(xt))−∇f(xt+1) +∇f(xt)
∥∥∥∥∥
2
+ (1− p)‖gt −∇f(xt)‖2
=
1− p
b′2
E
[∑
i∈I′
∥∥(∇fi(xt+1)−∇fi(xt))− (∇f(xt+1)−∇f(xt))∥∥2]+ (1− p)‖gt −∇f(xt)‖2
≤ 1− p
b′
E[‖∇fi(xt+1)−∇fi(xt)‖2] + (1− p)‖gt −∇f(xt)‖2
≤ (1− p)L
2
b′
‖xt+1 − xt‖2 + (1− p)‖gt −∇f(xt)‖2, (32)
where (31) holds since we let b = n in this finite-sum case, the last inequality (32) is due to the average
L-smoothness Assumption 2 (i.e., (6)).
Now, we add (29) with η2p × (32) and take expectation to get
E
[
f(xt+1)− f∗ + η
2p
‖gt+1 −∇f(xt+1)‖2
]
≤ E
[
f(xt)− f∗ − η
2
‖∇f(xt)‖2 −
( 1
2η
− L
2
)
‖xt+1 − xt‖2 + η
2
‖gt −∇f(xt)‖2
]
+
η
2p
E
[
(1− p)L2
b′
‖xt+1 − xt‖2 + (1− p)‖gt −∇f(xt)‖2
]
= E
[
f(xt)− f∗ + η
2p
‖gt −∇f(xt)‖2 − η
2
‖∇f(xt)‖2 −
( 1
2η
− L
2
− (1− p)ηL
2
2pb′
)
‖xt+1 − xt‖2
]
≤ E
[
f(xt)− f∗ + η
2p
‖gt −∇f(xt)‖2 − η
2
‖∇f(xt)‖2
]
, (33)
where the last inequality (33) holds due to 12η − L2 − (1−p)ηL
2
2pb′ ≥ 0 by choosing stepsize
η ≤ 1
L
(
1 +
√
1−p
pb′
) . (34)
Now, if we define Φt := f(x
t)− f∗ + η2p‖gt −∇f(xt)‖2, then (33) can be written in the form
E[Φt+1] ≤ E[Φt]− η
2
E[‖∇f(xt)‖2]. (35)
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Summing up from t = 0 to T − 1, we get
E[ΦT ] ≤ E[Φ0]− η
2
T−1∑
t=0
E[‖∇f(xt)‖2]. (36)
Then according to the output of PAGE, i.e., x̂T is randomly chosen from {xt}t∈[T ] and Φ0 = f(x0) − f∗ +
η
2p‖g0 −∇f(x0)‖2 = f(x0)− f∗
def
= ∆0, we have
E[‖∇f(x̂T )‖2] ≤ 2∆0
ηT
. (37)
If we set the number of iterations as
T =
2∆0
2η
(34)
=
2∆0L
2
(
1 +
√
1− p
pb′
)
, (38)
then (37) and Jensen’s inequality imply
E[‖∇f(x̂T )‖] ≤
√
E[‖∇f(x̂T )‖2] ≤
√
2∆0
ηT
= .

A.2 Proofs of Corollaries 1 and 2
Similarly, we first restate the corollaries and then provide their proofs respectively.
Corollary 1 (We recover GD by letting p = 1) Suppose that Assumption 2 holds. Choose the stepsize
η ≤ 1L , minibatch size b = n and probability p = 1. Then PAGE reduces to GD, and the number of iterations
performed by PAGE to find an -approximate solution of the nonconvex finite-sum problem (2) can be bounded
by T = 2∆0L2 . Moreover, the number of stochastic gradient computations (i.e., gradient complexity) is
#grad = n+
2∆0Ln
2
= O
( n
2
)
. (39)
Proof of Corollary 1. If the probability is set to p = 1, he term
√
1−p
pb′ disappears from the stepsize η,
and the total number of iterations T in Theorem 1. So, the bound on the stepsize simplified to η ≤ 1L , and
the total number of iterations simplifies to T = 2∆0L2 . We know that the gradient estimator of PAGE (Line 4
of Algorithm 1) uses pb+ (1− p)b′ = b stochastic gradients in each iteration. Thus, the gradient complexity
is #grad = b+ Tb = n+ 2∆0Ln2 , as claimed. 
Corollary 2 (Optimal result for nonconvex finite-sum problem (2)) Suppose that Assumption 2 holds.
Choose the stepsize η ≤ 1
L(1+
√
b/b′)
, minibatch size b = n, secondary minibatch size b′ ≤ √b and probabil-
ity p = b
′
b+b′ . Then the number of iterations performed by PAGE to find an -approximate solution of the
nonconvex finite-sum problem (2) can be bounded by T = 2∆0L2 (1 +
√
b
b′ ). Moreover, the number of stochastic
gradient computations (i.e., gradient complexity) is
#grad = b+ T (pb+ (1− p)b′) ≤ n+ 8∆0L
√
n
2
= O
(
n+
√
n
2
)
. (40)
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Proof of Corollary 2. If we choose probability p = b
′
b+b′ , then
√
1−p
pb′ =
√
b
b′ . Thus, according to Theorem
1, the stepsize bound becomes η ≤ 1
L(1+
√
b/b′)
and the total number of iterations becomes T = 2∆0L2 (1+
√
b
b′ ).
We know that the gradient estimator of PAGE (Line 4 of Algorithm 1) uses pb+ (1− p)b′ = 2bb′b+b′ stochastic
gradients in each iteration on expectation. Thus, the gradient complexity is
#grad = b+ T (pb+ (1− p)b′)
= b+
2∆0L
2
(
1 +
√
b
b′
)
2bb′
b+ b′
≤ b+ 2∆0L
2
(
1 +
√
b
b′
)
2b′
≤ n+ 8∆0L
√
n
2
,
where the last inequality is due to the parameter setting b = n and b′ ≤ √b. 
A.3 Proof of Theorem 2
Before providing the proof for the lower bound theorem, we recall the standard definition of the algorithm
class of linear-span first-order algorithms.
Definition 1 (Linear-span first-order algorithm) Consider a (randomized) algorithm A starting with
x0 and let xt be the point obtained at iteration t ≥ 0. Then A is called a linear-span first-order algorithm if
xt ∈ Lin{x0, x1, . . . , xt−1,∇fi0(x0),∇fi1(x1), . . . ,∇fit−1(xt−1)}, (41)
where Lin denotes the linear span, and ij denotes the individual function chosen by A at iteration j.
We now restate the lower bound result (Theorem 2) and then provide its proof.
Theorem 2 (Lower bound) For any L > 0, ∆0 > 0 and n > 0, there exists a large enough dimension d
and a function f : Rd → R satisfying Assumption 2 in the finite-sum case such that any linear-span first-
order algorithm needs Ω(n+ ∆0L
√
n
2 ) stochastic gradient computations in order to finding an -approximate
solution, i.e., a point x̂ such that E‖∇f(x̂)‖ ≤ .
Proof of Theorem 2. Consider the function f(x) = 1n
∑n
i=1 fi(x), where
fi(x) := c〈vi, x〉+ L
2
‖x‖2 (42)
for some constant c. First, we show that f : Rd → R satisfies Assumption 2 as follows:
Ei[‖∇fi(x)−∇fi(y)‖2] = Ei[‖(cvi + Lx)− (cvi + Ly)‖2]
= Ei[‖L(x− y)‖2]
= L2‖x− y‖2.
Without the loss of generality, we assume that x0 = 0. Otherwise one can consider the shifted function
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f(x+ x0) instead. Now, we compute ∆0 as follows:
f(x0)− f∗ = f(0)− f(x∗)
= 0−
(
c
n
n∑
i=1
〈vi, x∗〉+ L
2
‖x∗‖2
)
=
c2
2Ln2
∥∥∥∥ n∑
i=1
vi
∥∥∥∥2 (43)
= ∆0, (44)
where the equality (43) is due to x∗ = − cLn
∑n
i=1 vi, and the last equality holds by choosing the appropriate
parameter c. Note that we only need to consider the case  ≤ O(√∆0L) since the gradient norm at the
initial point x0 already achieves this order, i.e., ‖∇f(x0)‖ ≤ √2∆0L. Indeed, since
f∗ ≤ f(x0 − 1L∇f(x0))
≤ f(x0) + 〈∇f(x0),− 1L∇f(x0)〉+ L2 ‖ 1L∇f(x0)‖2 (45)
= f(x0)− 12L‖∇f(x0)‖2,
where the inequality (45) uses the L-smoothness of f (see Lemma 1), we have ‖∇f(x0)‖ ≤√2L(f(x0)− f∗) =√
2∆0L.
Now according to the definition of linear-span first-order algorithms (i.e., Definition 1) and noting that
the stochastic gradient is ∇fi(x) = cvi + Lx and x0 = 0, after querying t stochastic gradients, we have
xt ∈ Lin{vi0 , vi1 , . . . , vit−1}, (46)
where i0, i1, . . . , it−1 denote the t functions which are queried for stochastic gradient computations. For the
gradient norm, we have
‖∇f(x)‖ =
∥∥∥∥ cn
n∑
i=1
vi + Lx
∥∥∥∥. (47)
If we choose {vi}i∈[n] to be orthogonal vectors, for example, choose v1 = (1, 1, . . . , 1, 0, . . . , 0)T (the first dn
elements are 1 and all remaining are 0), v2 = (0, 0, . . . , 0, 1, 1, . . . , 1, 0, . . . , 0)
T (the elements with indices
from dn + 1 to
2d
n are 1 and others are 0), . . ., vi (the elements with indices from
(i−1)d
n + 1 to
id
n are 1 and
others are 0). In other words, we divide the indices {1, 2, . . . , d} into n parts, and set one part to be 1 and
other parts to be 0 for each vi. Note that vi ∈ Rd, for all i ∈ [n]. Thus, if fewer than n2 functions have
been queried for stochastic gradient computations, then according to (46) we know that the current point x
belongs to a subspace with dimension at most dn × n2 = d2 in Rd. Moreover, according to (47) we have
‖∇f(x)‖ ≥ c
n
√
d
2
= Ω(), (48)
where the last equality holds by choosing an appropriate dimension d.
So far, we have shown a lower bound of Ω(n) stochastic gradient computations for any linear-span first-
order algorithm finding an -approximate solution. For the second term Ω(∆0L
√
n
2 ), we directly use the
previous lower bound provided by Fang et al. [7]. They proved this lower bound term in the small n case,
i.e., n ≤ O(∆02L24 ). Here we recall their lower bound theorem.
Theorem 7 ([7]) For any L > 0, ∆0 > 0 and n ≤ O(∆02L24 ), there exists a large enough dimension d and
a function f : Rd → R satisfying Assumption 2 in the finite-sum case such that any linear-span first-order
algorithm needs Ω(∆0L
√
n
2 ) stochastic gradient computations in order to finding an -approximate solution,
i.e., a point x̂ such that E‖∇f(x̂)‖ ≤ .
Now, the lower bound Ω(n+ ∆0L
√
n
2 ) is proved by combining the term Ω(
∆0L
√
n
2 ) in the above theorem and
Ω(n) in our previous arguments. 
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B Missing Proofs for Nonconvex Online Problems
In this section, we provide the detailed proofs for our main convergence theorem and its corollaries for PAGE
in the nonconvex online case (i.e., problem (3)). Recall that we refer this online problem (3) as the finite-sum
problem (2) with large or infinite n. Also, we need the bounded variance assumption (Assumption 1) in this
online case.
B.1 Proof of Main Theorem 3
Similarly to Section A.1, we first restate the main convergence result (Theorem 3) in the nonconvex online
case and then provide its proof.
Theorem 3 (Main theorem for nonconvex online problem (3)) Suppose that Assumptions 1 and 2
hold. Choose the stepsize η ≤ 1
L
(
1+
√
1−p
pb′
) , minibatch size b = min{d 2σ22 e, n}, secondary minibatch size
b′ < b and probability p ∈ (0, 1]. Then the number of iterations performed by PAGE to find an -approximate
solution (E[‖∇f(xˆT )‖] ≤ ) of nonconvex online problem (3) can be bounded by
T =
4∆0L
2
(
1 +
√
1− p
pb′
)
+
1
p
. (49)
Moreover, the number of stochastic gradient computations (gradient complexity) is
#grad = b+ T (pb+ (1− p)b′) = 2b+ (1− p)b
′
p
+
4∆0L
2
(
1 +
√
1− p
pb′
)
(pb+ (1− p)b′) . (50)
Proof of Theorem 3. Similarly, we know that f is also L-smooth according to Lemma 1. Then according
to the update step xt+1 := xt − ηgt (see Line 3 in Algorithm 1) and Lemma 2, we have
f(xt+1) ≤ f(xt)− η
2
‖∇f(xt)‖2 −
( 1
2η
− L
2
)
‖xt+1 − xt‖2 + η
2
‖gt −∇f(xt)‖2. (51)
Moreover, according to our PAGE gradient estimator (see Line 4 in Algorithm 1)
gt+1 =
{
1
b
∑
i∈I ∇fi(xt+1) with probability p,
gt + 1b′
∑
i∈I′(∇fi(xt+1)−∇fi(xt)) with probability 1− p,
(52)
we have
E[‖gt+1 −∇f(xt+1)‖2]
(52)
= pE
∥∥∥∥∥1b∑
i∈I
∇fi(xt+1)−∇f(xt+1)
∥∥∥∥∥
2
+ (1− p)E
∥∥∥∥∥gt + 1b′∑
i∈I′
(∇fi(xt+1)−∇fi(xt))−∇f(xt+1)
∥∥∥∥∥
2

= 1{b<n}
pσ2
b
+ (1− p)E
∥∥∥∥∥gt + 1b′∑
i∈I′
(∇fi(xt+1)−∇fi(xt))−∇f(xt+1)
∥∥∥∥∥
2
 (53)
= 1{b<n}
pσ2
b
+ (1− p)E
∥∥∥∥∥gt −∇f(xt) + 1b′∑
i∈I′
(∇fi(xt+1)−∇fi(xt))−∇f(xt+1) +∇f(xt)
∥∥∥∥∥
2

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= 1{b<n}
pσ2
b
+ (1− p)‖gt −∇f(xt)‖2 + (1− p)E
∥∥∥∥∥ 1b′∑
i∈I′
(∇fi(xt+1)−∇fi(xt))−∇f(xt+1) +∇f(xt)
∥∥∥∥∥
2

= 1{b<n}
pσ2
b
+ (1− p)‖gt −∇f(xt)‖2 + 1− p
b′2
E
[∑
i∈I′
∥∥(∇fi(xt+1)−∇fi(xt))− (∇f(xt+1)−∇f(xt))∥∥2]
≤ 1{b<n} pσ
2
b
+ (1− p)‖gt −∇f(xt)‖2 + 1− p
b′
E[‖∇fi(xt+1)−∇fi(xt)‖2]
≤ 1{b<n} pσ
2
b
+ (1− p)‖gt −∇f(xt)‖2 + (1− p)L
2
b′
‖xt+1 − xt‖2, (54)
where (53) is due to Assumption 1, i.e., (5) (where 1{·} denotes the indicator function), the last inequality
(54) is due to the average L-smoothness Assumption 2, i.e., (6).
Now, we add (51) with η2p × (54) and take expectation to get
E
[
f(xt+1)− f∗ + η
2p
‖gt+1 −∇f(xt+1)‖2
]
≤ E
[
f(xt)− f∗ − η
2
‖∇f(xt)‖2 −
( 1
2η
− L
2
)
‖xt+1 − xt‖2 + η
2
‖gt −∇f(xt)‖2
]
+
η
2p
E
[
1{b<n}
pσ2
b
+ (1− p)‖gt −∇f(xt)‖2 + (1− p)L
2
b′
‖xt+1 − xt‖2
]
= E
[
f(xt)− f∗ + η
2p
‖gt −∇f(xt)‖2 − η
2
‖∇f(xt)‖2 + 1{b<n} ησ
2
2b
−
( 1
2η
− L
2
− (1− p)ηL
2
2pb′
)
‖xt+1 − xt‖2
]
≤ E
[
f(xt)− f∗ + η
2p
‖gt −∇f(xt)‖2 − η
2
‖∇f(xt)‖2 + 1{b<n} ησ
2
2b
]
, (55)
where the last inequality (55) holds due to 12η − L2 − (1−p)ηL
2
2pb′ ≥ 0 by choosing stepsize
η ≤ 1
L
(
1 +
√
1−p
pb′
) . (56)
Now, if we define Φt := f(x
t)− f∗ + η2p‖gt −∇f(xt)‖2, then (55) turns to
E[Φt+1] ≤ E[Φt]− η
2
E[‖∇f(xt)‖2] + 1{b<n} ησ
2
2b
. (57)
Summing up it from t = 0 for T − 1, we have
E[ΦT ] ≤ E[Φ0]− η
2
T−1∑
t=0
E[‖∇f(xt)‖2] + 1{b<n} ηTσ
2
2b
. (58)
Then, according to the output of PAGE, i.e., x̂T is randomly chosen from {xt}t∈[T ], we have
E[‖∇f(x̂T )‖2] ≤ 2E[Φ0]
ηT
+ 1{b<n}
σ2
b
. (59)
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For the term E[Φ0], we have
E[Φ0] := E
[
f(x0)− f∗ + η
2p
‖g0 −∇f(x0)‖2
]
= E
f(x0)− f∗ + η
2p
∥∥∥∥∥1b∑
i∈I
∇fi(x0)−∇f(x0)
∥∥∥∥∥
2
 (60)
≤ f(x0)− f∗ + 1{b<n} ησ
2
2pb
, (61)
where (60) follows from the definition of g0 (see Line 1 of Algorithm 1), and (61) is due to Assumption 1, i.e.,
(5) (where 1{·} denotes the indicator function). Plugging (61) into (59) and noting that ∆0 := f(x0)− f∗,
we have
E[‖∇f(x̂T )‖2] ≤ 2∆0
ηT
+ 1{b<n}
σ2
pbT
+ 1{b<n}
σ2
b
≤ 2∆0
ηT
+
2
2pT
+
2
2
(62)
= 2, (63)
where (62) follows from the parameter setting of minibatch size b = min{d 2σ22 e, n}, and the last equality
(63) holds by letting the number of iterations
T =
4∆0
2η
+
1
p
(56)
=
4∆0L
2
(
1 +
√
1− p
pb′
)
+
1
p
. (64)
Now, the proof is finished since
E[‖∇f(x̂T )‖] ≤
√
E[‖∇f(x̂T )‖2] = . (65)

B.2 Proofs of Corollaries 3, 4 and 5
Similarly to Section A.2, we first restate the corollaries in this online case and then provide their proofs,
respectively.
Corollary 3 (We recover SGD by letting p = 1) Suppose that Assumptions 1 and 2 hold. Let stepsize
η ≤ 1L , minibatch size b = d 2σ
2
2 e and probability p = 1, then the number of iterations performed by PAGE to
find an -approximate solution of nonconvex online problem (3) can be bounded by T = 4∆0L2 + 1. Moreover,
the number of stochastic gradient computations (gradient complexity) is
#grad =
4σ2
2
+
8∆0Lσ
2
4
= O
(
σ2
4
)
. (66)
Proof of Corollary 3. If the probability parameter is set to p = 1, then
√
1−p
pb′ disappears from the
stepsize η, and the total number of iterations T in Theorem 3. Hence, the stepsize rule simplifies to η ≤ 1L ,
and the total number of iterations becomes T = 4∆0L2 + 1. We know that the gradient estimator of PAGE
(Line 4 uses pb + (1 − p)b′ = b stochastic gradients in each iteration. Thus, the gradient complexity is
#grad = b+ Tb = 4σ
2
2 +
8∆0Lσ
2
4 . 
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Corollary 4 (Optimal result for nonconvex online problem (3)) Suppose that Assumptions 1 and 2
hold. Choose the stepsize η ≤ 1
L(1+
√
b/b′)
, minibatch size b = min{d 2σ22 e, n}, secondary minibatch size
b′ ≤ √b and probability p = b′b+b′ . Then the number of iterations performed by PAGE sufficient to find
an -approximate solution of nonconvex online problem (3) can be bounded by T = 4∆0L2 (1 +
√
b
b′ ) +
b+b′
b′ .
Moreover, the number of stochastic gradient computations (i.e., gradient complexity) is
#grad = b+ T (pb+ (1− p)b′) ≤ 3b+ 16∆0L
√
b
2
= O
(
b+
√
b
2
)
. (67)
Proof of Corollary 4. If we choose probability p = b
′
b+b′ , then
√
1−p
pb′ =
√
b
b′ . Thus, according to Theorem
3, the stepsize bound becomes η ≤ 1
L(1+
√
b/b′)
and the total number of iterations becomes T = 4∆0L2 (1 +√
b
b′ )+
b+b′
b′ . Since the gradient estimator of PAGE (Line 4 of Algorithm 1) uses pb+(1−p)b′ = 2bb
′
b+b′ stochastic
gradients in each iteration in expectation, the gradient complexity is
#grad = b+ T (pb+ (1− p)b′)
= b+
(
4∆0L
2
(
1 +
√
b
b′
)
+
b+ b′
b′
)
2bb′
b+ b′
= 3b+
4∆0L
2
(
1 +
√
b
b′
) 2bb′
b+ b′
≤ 3b+ 4∆0L
2
(
1 +
√
b
b′
)
2b′
≤ 3b+ 16∆0L
√
b
2
,
where the last inequality is due to the parameter setting b′ ≤ √b. 
Corollary 5 (Lower bound) For any L > 0, ∆0 > 0, σ
2 > 0 and n > 0, there exists a large enough
dimension d and a function f : Rd → R satisfying Assumptions 1 and 2 in the online case (here n may be
finite) such that any linear-span first-order algorithm needs Ω(b+ ∆0L
√
b
2 ), where b = min{σ
2
2 , n}, stochastic
gradient computations for finding an -approximate solution, i.e., a point x̂ such that E‖∇f(x̂)‖ ≤ .
Proof of Corollary 5. This lower bound directly follows from the lower bound Theorem 4 given by
Arjevani et al. [4] and our Theorem 2. 
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C Missing Proofs for Nonconvex Finite-Sum Problems under PL
Condition
In this section, we provide the main convergence theorem and its corollary for nonconvex finite-sum problems
under the PL condition (i.e., Assumption 3)
We first restate the main convergence theorem under the PL condition and then provide its proof.
Theorem 5 (Main theorem for nonconvex finite-sum problem (2) under PL condition) Suppose
that Assumptions 2 and 3 hold. Choose the stepsize η ≤ min{ 1
L
(
1+
√
1−p
pb′
) , p2µ}, minibatch size b = n, sec-
ondary minibatch size b′ < b, and probability p ∈ (0, 1]. Then the number of iterations performed by PAGE
sufficient for finding an -solution (E[f(xT )− f∗] ≤ ) of nonconvex finite-sum problem (2) can be bounded
by
T =
((
1 +
√
1− p
pb′
)
κ+
2
p
)
log
∆0

. (68)
Moreover, the number of stochastic gradient computations (i.e., gradient complexity) is
#grad = b+ T (pb+ (1− p)b′) = b+ (pb+ (1− p)b′)
((
1 +
√
1− p
pb′
)
κ+
2
p
)
log
∆0

. (69)
Proof of Theorem 5. Similarly, we know that f is also L-smooth according to Lemma 1. Then according
to the update step xt+1 := xt − ηgt (see Line 3 in Algorithm 1) and Lemma 2, we have
f(xt+1) ≤ f(xt)− η
2
‖∇f(xt)‖2 −
( 1
2η
− L
2
)
‖xt+1 − xt‖2 + η
2
‖gt −∇f(xt)‖2. (70)
Moreover, according to the PL condition (7), i.e., ‖∇f(x)‖2 ≥ 2µ(f(x)− f∗), we have
f(xt+1)− f∗ ≤ (1− µη)(f(xt)− f∗)−
( 1
2η
− L
2
)
‖xt+1 − xt‖2 + η
2
‖gt −∇f(xt)‖2. (71)
Now according to our PAGE gradient estimator (see Line 4 in Algorithm 1)
gt+1 =
{
1
b
∑
i∈I ∇fi(xt+1) with probability p,
gt + 1b′
∑
i∈I′(∇fi(xt+1)−∇fi(xt)) with probability 1− p,
(72)
we have
E[‖gt+1 −∇f(xt+1)‖2]
(72)
= pE
∥∥∥∥∥1b∑
i∈I
∇fi(xt+1)−∇f(xt+1)
∥∥∥∥∥
2
+ (1− p)E
∥∥∥∥∥gt + 1b′∑
i∈I′
(∇fi(xt+1)−∇fi(xt))−∇f(xt+1)
∥∥∥∥∥
2

= (1− p)E
∥∥∥∥∥gt + 1b′∑
i∈I′
(∇fi(xt+1)−∇fi(xt))−∇f(xt+1)
∥∥∥∥∥
2
 (73)
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= (1− p)E
∥∥∥∥∥gt −∇f(xt) + 1b′∑
i∈I′
(∇fi(xt+1)−∇fi(xt))−∇f(xt+1) +∇f(xt)
∥∥∥∥∥
2

= (1− p)E
∥∥∥∥∥ 1b′∑
i∈I′
(∇fi(xt+1)−∇fi(xt))−∇f(xt+1) +∇f(xt)
∥∥∥∥∥
2
+ (1− p)‖gt −∇f(xt)‖2
=
1− p
b′2
E
[∑
i∈I′
∥∥(∇fi(xt+1)−∇fi(xt))− (∇f(xt+1)−∇f(xt))∥∥2]+ (1− p)‖gt −∇f(xt)‖2
≤ 1− p
b′
E[‖∇fi(xt+1)−∇fi(xt)‖2] + (1− p)‖gt −∇f(xt)‖2
≤ (1− p)L
2
b′
‖xt+1 − xt‖2 + (1− p)‖gt −∇f(xt)‖2, (74)
where (73) holds since we let b = n in this finite-sum case, the last inequality (74) is due to the average
L-smoothness Assumption 2 (i.e., (6)).
Now, we add (71) with β × (74) and take expectation to get
E
[
f(xt+1)− f∗ + β‖gt+1 −∇f(xt+1)‖2]
≤ E
[
(1− µη)(f(xt)− f∗)−
( 1
2η
− L
2
)
‖xt+1 − xt‖2 + η
2
‖gt −∇f(xt)‖2
]
+ βE
[
(1− p)L2
b′
‖xt+1 − xt‖2 + (1− p)‖gt −∇f(xt)‖2
]
= E
[
(1− µη)(f(xt)− f∗) +
(η
2
+ (1− p)β
)
‖gt −∇f(xt)‖2
−
( 1
2η
− L
2
− (1− p)βL
2
b′
)
‖xt+1 − xt‖2
]
≤ E [(1− µη) (f(xt)− f∗ + β‖gt −∇f(xt)‖2)] , (75)
where the last inequality (75) holds by choosing the stepsize
η ≤ min
 1L(1 +√ 1−ppb′ ) ,
p
2µ
 , (76)
and β ≥ ηp . Now, we define Φt := f(xt)− f∗ + β‖gt −∇f(xt)‖2, then (75) turns to
E[Φt+1] ≤ (1− µη)E[Φt]. (77)
Telescoping it from t = 0 for T − 1, we have
E[ΦT ] ≤ (1− µη)TE[Φ0]. (78)
Note that Φ0 = f(x
0)− f∗ + β‖g0 −∇f(x0)‖2 = f(x0)− f∗ def= ∆0, we have
E[f(xT )− f∗] ≤ (1− µη)T∆0 = , (79)
where the last equality (79) holds by letting the number of iterations
T =
1
µη
log
∆0

(76)
=
((
1 +
√
1− p
pb′
)
κ+
2
p
)
log
∆0

, (80)
where κ := Lµ . 
Now, we restate the its corollary in which a detailed convergence result is obtained by giving a specific
parameter setting and then provide its proof.
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Corollary 6 (Nonconvex finite-sum problem (2) under PL condition) Suppose that Assumptions 2
and 3 hold. Let stepsize η ≤ min{ 1
L(1+
√
b/b′)
, b
′
2µ(b+b′)}, minibatch size b = n, secondary minibatch size
b′ ≤ √b, and probability p = b′b+b′ . Then the number of iterations performed by PAGE to find an -solution
of nonconvex finite-sum problem (2) can be bounded by T =
(
(1 +
√
b
b′ )κ+
2(b+b′)
b′
)
log ∆0 . Moreover, the
number of stochastic gradient computations (gradient complexity) is
#grad = b+ T (pb+ (1− p)b′) ≤ n+ (4√nκ+ 4n) log ∆0 = O
(
(n+
√
nκ) log 1
)
. (81)
Proof of Corollary 6. If we choose probability p = b
′
b+b′ , then this term
√
1−p
pb′ =
√
b
b′ . Thus, ac-
cording to Theorem 5, the stepsize η ≤ min{ 1
L(1+
√
b/b′)
, b
′
2µ(b+b′)} and the total number of iterations
T =
(
(1 +
√
b
b′ )κ+
2(b+b′)
b′
)
log ∆0 . According to the gradient estimator of PAGE (Line 4 of Algorithm
1), we know that it uses pb + (1 − p)b′ = 2bb′b+b′ stochastic gradients for each iteration on the expectation.
Thus, the gradient complexity
#grad = b+ T (pb+ (1− p)b′)
= b+
2bb′
b+ b′
(
(1 +
√
b
b′
)κ+
2(b+ b′)
b′
)
log
∆0

= b+
(
2bb′
b+ b′
(1 +
√
b
b′
)κ+ 4b
)
log
∆0

≤ b+
(
2b′(1 +
√
b
b′
)κ+ 4b
)
log
∆0

≤ n+ (4√nκ+ 4n) log ∆0

,
where the last inequality is due to the parameter setting b = n and b′ ≤ √b. 
Remark: In particularly, if µ is small, i.e., κ := Lµ ≥ 2
√
n, then the stepsize turns to η ≤ 1
L(1+
√
b/b′)
, i.e.,
the parameter setting is exactly the same as in Corollary 2. Thus, PAGE can automatically switch to this
faster linear convergence rate O(· log 1 ) instead of the sublinear convergence O( ·2 ) in Corollary 2 in some
regions where f satisfies the PL condition locally.
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D Missing Proofs for Nonconvex Online Problems under PL Con-
dition
In this section, we provide the main convergence theorem and its corollary for nonconvex online problems
under the PL condition (i.e., Assumption 3). Recall that we refer this online problem (3) as the finite-sum
problem (2) with large or infinite n. Also, we need the bounded variance assumption (Assumption 1) in this
online case.
We first restate the main convergence theorem under the PL condition and then provide its proof.
Theorem 6 (Main theorem for nonconvex online problem (3) under PL condition) Sup-
pose that Assumptions 1, 2 and 3 hold. Choose the stepsize η ≤ min{ 1
L
(
1+
√
1−p
pb′
) , p2µ}, minibatch size
b = min{d 2σ2µ e, n}, secondary minibatch size b′ < b, and probability p ∈ (0, 1]. Then the number of iterations
performed by PAGE sufficient for finding an -solution (E[f(xT )− f∗] ≤ ) of nonconvex finite-sum problem
(2) can be bounded by
T =
((
1 +
√
1− p
pb′
)
κ+
2
p
)
log
2∆0

. (82)
Moreover, the number of stochastic gradient computations (i.e., gradient complexity) is
#grad = b+ T (pb+ (1− p)b′) = b+ (pb+ (1− p)b′)
((
1 +
√
1− p
pb′
)
κ+
2
p
)
log
2∆0

. (83)
Proof of Theorem 6. Similarly, we know that f is also L-smooth according to Lemma 1. Then according
to the update step xt+1 := xt − ηgt (see Line 3 in Algorithm 1) and Lemma 2, we have
f(xt+1) ≤ f(xt)− η
2
‖∇f(xt)‖2 −
( 1
2η
− L
2
)
‖xt+1 − xt‖2 + η
2
‖gt −∇f(xt)‖2. (84)
Moreover, according to the PL condition (7), i.e., ‖∇f(x)‖2 ≥ 2µ(f(x)− f∗), we have
f(xt+1)− f∗ ≤ (1− µη)(f(xt)− f∗)−
( 1
2η
− L
2
)
‖xt+1 − xt‖2 + η
2
‖gt −∇f(xt)‖2. (85)
Now according to our PAGE gradient estimator (see Line 4 in Algorithm 1)
gt+1 =
{
1
b
∑
i∈I ∇fi(xt+1) with probability p,
gt + 1b′
∑
i∈I′(∇fi(xt+1)−∇fi(xt)) with probability 1− p,
(86)
we have
E[‖gt+1 −∇f(xt+1)‖2]
(86)
= pE
∥∥∥∥∥1b∑
i∈I
∇fi(xt+1)−∇f(xt+1)
∥∥∥∥∥
2
+ (1− p)E
∥∥∥∥∥gt + 1b′∑
i∈I′
(∇fi(xt+1)−∇fi(xt))−∇f(xt+1)
∥∥∥∥∥
2

= 1{b<n}
pσ2
b
+ (1− p)E
∥∥∥∥∥gt + 1b′∑
i∈I′
(∇fi(xt+1)−∇fi(xt))−∇f(xt+1)
∥∥∥∥∥
2
 (87)
= 1{b<n}
pσ2
b
+ (1− p)E
∥∥∥∥∥gt −∇f(xt) + 1b′∑
i∈I′
(∇fi(xt+1)−∇fi(xt))−∇f(xt+1) +∇f(xt)
∥∥∥∥∥
2

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= 1{b<n}
pσ2
b
+ (1− p)‖gt −∇f(xt)‖2 + (1− p)E
∥∥∥∥∥ 1b′∑
i∈I′
(∇fi(xt+1)−∇fi(xt))−∇f(xt+1) +∇f(xt)
∥∥∥∥∥
2

= 1{b<n}
pσ2
b
+ (1− p)‖gt −∇f(xt)‖2 + 1− p
b′2
E
[∑
i∈I′
∥∥(∇fi(xt+1)−∇fi(xt))− (∇f(xt+1)−∇f(xt))∥∥2]
≤ 1{b<n} pσ
2
b
+ (1− p)‖gt −∇f(xt)‖2 + 1− p
b′
E[‖∇fi(xt+1)−∇fi(xt)‖2]
≤ 1{b<n} pσ
2
b
+ (1− p)‖gt −∇f(xt)‖2 + (1− p)L
2
b′
‖xt+1 − xt‖2, (88)
where (87) is due to Assumption 1, i.e., (5) (where 1{·} denotes the indicator function), the last inequality
(88) is due to the average L-smoothness Assumption 2, i.e., (6).
Now, we add (85) with β × (88) and take expectation to get
E
[
f(xt+1)− f∗ + β‖gt+1 −∇f(xt+1)‖2]
≤ E
[
(1− µη)(f(xt)− f∗)−
( 1
2η
− L
2
)
‖xt+1 − xt‖2 + η
2
‖gt −∇f(xt)‖2
]
+ βE
[
1{b<n}
pσ2
b
+ (1− p)‖gt −∇f(xt)‖2 + (1− p)L
2
b′
‖xt+1 − xt‖2
]
= E
[
(1− µη)(f(xt)− f∗) +
(η
2
+ (1− p)β
)
‖gt −∇f(xt)‖2 + 1{b<n} βpσ
2
b
−
( 1
2η
− L
2
− (1− p)βL
2
b′
)
‖xt+1 − xt‖2
]
≤ E
[
(1− µη) (f(xt)− f∗ + β‖gt −∇f(xt)‖2)+ 1{b<n} βpσ2
b
]
, (89)
where the last inequality (89) holds by choosing the stepsize
η ≤ min
 1L(1 +√ 1−ppb′ ) ,
p
2µ
 , (90)
and β ≥ ηp . Now, we define Φt := f(xt)− f∗ + β‖gt −∇f(xt)‖2 and choose β = ηp , then (89) turns to
E[Φt+1] ≤ (1− µη)E[Φt] + 1{b<n} ησ
2
b
. (91)
Telescoping it from t = 0 for T − 1, we have
E[ΦT ] ≤ (1− µη)TE[Φ0] + 1{b<n}σ
2
bµ
=

2
+

2
(92)
where the last equality (92) holds by letting the minibatch size b = min{d 2σ2µ e, n} and the number of
iterations
T =
1
µη
log
2∆0

(90)
=
((
1 +
√
1− p
pb′
)
κ+
2
p
)
log
2∆0

, (93)
where κ := Lµ . 
Now, we restate the its corollary in which a detailed convergence result is obtained by giving a specific
parameter setting and then provide its proof.
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Corollary 7 (Nonconvex online problem (3) under PL condition) Suppose that Assumptions 1, 2
and 3 hold. Choose the stepsize η ≤ min{ 1
L(1+
√
b/b′)
, b
′
2µ(b+b′)}, minibatch size b = min{d 2σ
2
µ e, n}, sec-
ondary minibatch b′ ≤ √b and probability p = b′b+b′ . Then the number of iterations performed by PAGE to
find an -solution of nonconvex online problem (3) can be bounded by T =
(
(1 +
√
b
b′ )κ+
2(b+b′)
b′
)
log 2∆0 .
Moreover, the number of stochastic gradient computations (gradient complexity) is
#grad = b+ T (pb+ (1− p)b′) ≤ b+ 4
√
bκ log 2∆0 = O
(
(b+
√
bκ) log 1
)
. (94)
Proof of Corollary 7. If we choose probability p = b
′
b+b′ , then this term
√
1−p
pb′ =
√
b
b′ . Thus, ac-
cording to Theorem 6, the stepsize η ≤ min{ 1
L(1+
√
b/b′)
, b
′
2µ(b+b′)} and the total number of iterations
T =
(
(1 +
√
b
b′ )κ+
2(b+b′)
b′
)
log 2∆0 . According to the gradient estimator of PAGE (Line 4 of Algorithm
1), we know that it uses pb + (1 − p)b′ = 2bb′b+b′ stochastic gradients for each iteration on the expectation.
Thus, the gradient complexity
#grad = b+ T (pb+ (1− p)b′)
= b+
2bb′
b+ b′
(
(1 +
√
b
b′
)κ+
2(b+ b′)
b′
)
log
2∆0

= b+
(
2bb′
b+ b′
(1 +
√
b
b′
)κ+ 4b
)
log
2∆0

≤ b+
(
2b′(1 +
√
b
b′
)κ+ 4b
)
log
2∆0

≤ b+ (4
√
bκ+ 4b) log
2∆0

,
where the last inequality is due to the parameter setting b′ ≤ √b. 
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