Computing high quality node separators in large graphs is necessary for a variety of applications, ranging from divide-and-conquer algorithms to VLSI design. In this work, we present a novel distributed evolutionary algorithm tackling the k-way node separator problem. A key component of our contribution includes new k-way local search algorithms based on maximum ows. We combine our local search with a multilevel approach to compute an initial population for our evolutionary algorithm, and further show how to modify the coarsening stage of our multilevel algorithm to create e ective combine and mutation operations. Lastly, we combine these techniques with a scalable communication protocol, producing a system that is able to compute high quality solutions in a short amount of time. Our experiments against competing algorithms show that our advanced evolutionary algorithm computes the best result on 94% of the chosen benchmark instances.
overall weight. Note that removing the set S from the graph results in at least k connected components.
Many applications rely on small node separators. For example, small balanced separators are a popular tool in divide-andconquer strategies [1, 16, 18] , are useful to speed up the computations of shortest paths [6, 7] , are necessary in scienti c computing to compute ll reducing orderings with nested dissection algorithms [11] or in VLSI design [1, 16] .
Finding a balanced node separator is NP-hard for general graphs even if the maximum node degree is three [3, 10] . Therefore, heuristic and approximation algorithms are used in practice to nd small node separators. The most commonly used method to solve the node separator problem on large graphs in practice is the multilevel approach. During a coarsening phase, a multilevel algorithm reduces the graph size by iteratively contracting the nodes and edges of G until the graph is small enough to compute a node separator by some other (presumably time consuming) algorithm. A node separator of the input graph is then constructed by iteratively uncontracting the graph, transferring the solution to this ner graph, and then applying local search algorithms to improve the solution.
Although current solvers are typically fast enough for most applications, they unfortunately produce separators of low quality. This may be acceptable in applications that use a separator just once, however, many applications rst compute a separator as a preprocessing step, and then rely on a high-quality separator for speed in later stages. This is true in VLSI design [1, 16] , where even small improvements in separator size can have a large impact on computation time and production costs. High-quality node separators can also speed up shortest path queries in road networks, for example, in customizable contraction hierarchies [7] , where smaller node separators yield better node orderings that are repeatedly used to answer shortest path queries. The cost for computing one high quality node separator is then amortized over a many shortest path queries. Hence, our focus is on solution quality in this work.
Our Results
The main contribution of this paper is a technique that integrates an evolutionary search algorithm with a novel multilevel k-node separator algorithm and its scalable parallelization. We present novel mutation and recombination operators for the problem which are based on the multilevel scheme. Due to the coarse-grained parallelization, our system is able to compute separators that have high quality within a few minutes for graphs of moderate size.
PRELIMINARIES 2.1 Basic Concepts
Throughout this paper, we consider an undirected graph G = (V = {0, . . . ,n −1},E,c,ω) with edge weights ω : E → R >0 , node weights c : V → R ≥0 with n = |V |, and m = |E|. We extend c and ω to sets, i.e., c (V ) := ∈V c ( ) and ω (E ) := e ∈E ω (e). Γ( ) := {u : { ,u} ∈ E} denotes the neighborhood of a node . A graph S = (V ,E ) is said to be a subgraph of G = (V ,E) if V ⊆ V and E ⊆ E ∩ (V × V ). We call S an induced subgraph when E = E ∩ (V × V ). For a set of nodes U ⊆ V , G[U ] denotes the subgraph induced by U .
The graph partitioning problem, which is closely related to the node separator problem, asks for blocks of nodes
In this case, the objective is often to minimize the total cut i <j |E i j | where E i j := {u, } ∈ E : u ∈ V i , ∈ V j . The set of cut edges is also called edge separator. An abstract view of the partitioned graph is the so called (edge) quotient graph, where nodes represent blocks and edges are induced by connectivity between blocks.
The node separator problem asks to nd blocks, V 1 , . . . ,V k and a separator S that commonly partition V such that there are no edges between the blocks. Again, a balancing constraint demands c (V i ) ≤ (1 + ϵ ) c (V )/k . However, there is no balancing constraint on the separator S. The objective is to minimize the size of the separator c (S ). Note that removing the set S from the graph results in at least k connected components and that the blocks V i itself do not need to be connected components. Two blocks V i and V j are adjoint if there exists a separator node s ∈ S that connects both blocks. Note that s can separate more than two blocks. For the separator case, edges in the quotient graph are induced by adjoint blocks. By default, our initial inputs will have unit edge and node weights. However, the results in this paper are easily transferable to node and edge weighted problems.
A matching M ⊆ E is a set of edges that do not share any common nodes, i.e. the graph (V ,M ) has maximum degree one. Contracting an edge {u, } replaces the nodes u and by a new node x connected to the former neighbors of u and . We set c (x ) = c (u) + c ( ). If replacing edges of the form {u,w } , { ,w } would generate two parallel edges {x,w }, we insert a single edge with ω ({x,w }) = ω ({u,w })+ω ({ ,w }). Uncontracting an edge e "undoes" its contraction. In order to avoid tedious notation, G will denote the current state of the graph before and after a (un)contraction unless we explicitly want to refer to di erent states of the graph.
The multilevel approach consists of three main phases. In the contraction (coarsening) phase, we iteratively identify matchings M ⊆ E and contract the edges in M. Contraction should quickly reduce the size of the input and each computed level should re ect the global structure of the input graph. Contraction is stopped when the graph is small enough so that the problem can be solved by some other potentially more expensive algorithm. In the local search (or uncoarsening) phase, matchings are iteratively uncontracted. After uncontracting a matching, a local search algorithm moves nodes to decrease the size of the separator or to to improve balance of the block while keeping the size of the separator. The intuition behind the approach is that a good solution at one level of the hierarchy will also be a good solution on the next ner level so that local search will quickly nd a good solution. By default, our initial inputs will have unit edge and node weights. However, even those will be translated into weighted problems in the course of the multilevel algorithm. In order to avoid tedious notation, G will denote the current state of the graph before and after a (un)contraction in the multilevel scheme throughout this paper.
Related Work
This paper is a summary and extension of the bachelor's thesis [28] . Here, we focus on results closely related to our main contributions, as well as previous work on the node separator problem. However, we brie y mention that there has been a signi cant amount of research on graph partitioning, which is closely related to the node separator problem. We refer the reader to [2, 4] for thorough reviews of the results in this area.
2-way Node Separators. In contrast to the NP-hardness of the problem in general, Lipton and Tarjan [17] showed that small 2-way balanced separators can always be found in linear time for planar graphs. Their planar separator theorem states that, for planar graphs, one can always nd a 2-way separator S in linear time such that |S | = O ( √ |V |) and |V i | ≤ 2|V |/3. Note that, to achieve better balance, the problem remains NP-hard [9] even for planar graphs.
For general graphs there are several heuristics to compute small node separators. A major drawback to this method is that the graph partitioning objective-to minimize the number of cut edges-di ers from the objective of the node separator problem. This di erence in combinatorial structure, unfortunately, means that graph partitioning approaches are unlikely to nd high quality solutions.
The Metis [14] and Scotch [21] graph partitioners use a multilevel approach to obtain a 2-way node separator. After contraction, both tools compute a node separator on the coarsest graph using a greedy algorithm. This separator is then transferred level-by-level, dropping non-needed nodes on each level and applying FiducciaMattheyses (FM) style local search. LaSalle and Karypis [15] further gave a shared-memory parallel algorithm and showed that a multilevel approach combining greedy local search with a segmented FM algorithm can outperform serial FM algorithms.
Other recent approaches look at variations of the node separator problem, such as Pareto solutions for edge cut versus balance [13] , and enforcing both upper and lower bounds on block sizes [12] .
k-way Node Separators. In the theoretical algorithms literature, a multiway separator is the generalization of separator to a higher number of blocks. Frederickson [8] rst gave this generalization, and showed that planar graphs can be partitioned into O (|V |/k ) subsets of size at most k, where each subgraph shares O ( √ k ) boundary vertices with other subgraphs. Frederickson's generalization of a separator is di erent than what we consider here: we do not attempt to minimize the number of nodes that separate pairs of blocks, instead we minimize the total number of nodes that collectively separate all blocks.
We are currently unaware of any existing algorithm to compute a k-way node separator. However, we note that, similar to 2-way node separators, a k-way node separator may be computed by rst computing a k-way edge separator, and then keeping some or all of the nodes incident to the edge separator as a node separator. We also evaluate an alternative approach for the k-way problem based on edge separators in Section 6.
Detailed Related Work
Recently, we presented a new multilevel algorithm for the 2-way node separator problem [26] . We outline the details of the multilevel algorithm here since we modify this algorithm to compute k-way node separators and then use the modi ed algorithm to compute the initial population of the evolutionary algorithm.
During coarsening, we use a two-phase approach, which makes contraction more systematic by separating two matters [26] : A rating function and a matching algorithm. Hence, the coarsening algorithm captures both local information and the global structure of the graph. While the rating function allows a exible characterization of what a "good" contracted graph is, the simple, standard de nition of the matching problem allows to reuse previously developed algorithms for weighted matching. Our method further uses the Global Path Algorithm (GPA) [19] to compute matchings, which runs in near-linear time. GPA scans the edges in order of decreasing weight (rating) but rather than immediately building a matching, it rst constructs a collection of paths and even-length cycles. Afterwards, optimal matchings are computed for each of these paths and cycles using dynamic programming.
Coarsening is stopped as soon as the graph has less than ten thousand nodes. To compute an initial separator, we compute an edge separator, from which we derive a node separator. Conversion is done by using all boundary nodes of the partition as initial separator S and using the ow-based technique described below to select the smallest separator contained in the induced bipartite subgraph.
Local search is based on localized local search and ow-based techniques. Localized local search algorithms for the node separator problem are initialized only with a subset of given separator that are close to each other instead of the whole separator set. This increases the chance to climb out of local minima. In each iteration a separator node with the highest priority not violating the balance constraint is moved. The priority is based on the gain concept, i.e. the decrease in the objective when the separator node is moved into a block. More precisely, the gain of the node is the weight of minus the weight of the nodes that have to be added to the separator once it is moved. Each node is moved at most once out of the separator within a single local search. After a node is moved, newly added separator nodes become eligible for movement.
Another local search algorithm contributed is based on maximum ows. More precisely, the authors solve a node-capacitated ow problem F = (V F ,E F ) to improve a given node separator. We shortly outline the details. Given a set of nodes A ⊂ V , its border is de ned as ∂A := {u ∈ A | ∃(u, ) ∈ E :
A}. The set ∂ 1 A := ∂A ∩ V 1 is called left border of A and the set ∂ 2 A := ∂A ∩ V 2 is called right border of A. An A induced ow problem F is the node induced subgraph G[A] using ∞ as edge-capacities and the node weights of the graph as node-capacities. Additionally there are two nodes s,t that are connected to the border of A. More precisely, s is connected to all left border nodes ∂ 1 A and all right border nodes ∂ 2 A are connected to t. These new edges get capacity ∞. Note that the additional edges are directed. F has the balance property if each (s,t)-ow induces a balanced node separator in G, i.e. the blocks V i ful ll the balancing constraint. The basic idea is to construct a ow problem F having the balance property. Such a subgraph is found by performing breadth rst searches (BFS) initialized with the separator nodes.
The algorithms starts by setting A to S and extending it by performing two BFS. The rst BFS is initialized with the current separator nodes S and only looks at nodes in block V 1 . The same is done during the second BFS with the di erence that now looks at nodes of block V 2 . Each node touched by any of the BFS is added to A. The BFSs are stopped in such a way that the nal solution of the ow problem (which can be transformed into a separator of the original problem) yields a balanced separator in the original graph. To obtain even better solutions, larger ow-problems can be de ned by dropping the requirement that each cut in the ow problem corresponds to a balanced node separator in the original graph. If the resulting node separator is not balanced, then the algorithms starts again with a smaller ow problems, i.e. stopping the BFS to de ne the ow problem earlier.
To improve solution quality, the notion of iterated multilevel schemes has been introduced to the node separator problem. Here, one transfers a solution of a previous multilevel cycle down the hierarchy and uses it as initial solution. More precisely, this can be done by not contracting any cut edge, i.e. an edge running between a block and the separator. This is achieved by modifying the matching algorithm to not match any edge that runs between V i and S (i = 1, 2, . . . ,k). Hence, when nodes are contracted, every edge leaving the separator will remain and one can transfer the node separator down in the hierarchy. Thus a given node separator can be used as initial node separator of the coarsest graph (having the same balance and size as the node separator of the nest graph). This ensures non-decreasing quality, if the local search algorithm guarantees no worsening.
LOCAL SEARCH AND BALANCING
Local search is used to improve a given solution to the node separator problem on each level of the multilevel hierarchy. As the term implies we locally search for a better separator around the current separator in order to nd a new locally optimal solution. In this section, we show how we can use the ow-based local improvement method described above to locally improve a k-way separator for k > 2 and describe algorithms that are able to balance solutions, e.g. solutions that contain blocks with too many vertices. These algorithms are used to create the initial population of our evolutionary algorithm as well as to provide the combine and mutation operations. Our algorithm is called Adv and the evolutionary algorithm that is introduced later AdvEvo.
k-way Local Search
Our k-way local search builds on top of the ow-based search which is intended for improving a separator with k = 2. The main idea is to nd pairs of adjoint blocks and then perform local search on the subgraph induced by adjoint block pairs.
Preprocessing. In order to nd pairs of adjoint blocks, we look at separator nodes which directly separate two di erent blocks, meaning these separator nodes are adjacent to nodes from at least two di erent blocks not including the separator. In general directly separating nodes do not have to exist (see Figure 1) . In other words, it may be that a separator disconnects two blocks, but the shortest path distance between the blocks is greater or equal to two. Using a preprocessing step, we rst make sure that each separator node is adjacent to at least two blocks, i.e. each separator node is directly separating.
The preprocessing step works as follows: we iterate over all separator nodes and try to remove them from the separator if they do not directly separate two blocks. The order in which we look at the separator nodes is given by the number of adjacent blocks (highest rst). Let s be the current separator node under consideration. If it has two or more non-separator neighbors in di erent blocks, it already directly separates at least two blocks and we continue. If s only has neighbors in a single block in addition to the separator, we move it into that block. Lastly, if s only has other separator nodes as neighbors, we put it into a block having smallest overall weight. In each step, we update the priorities of adjacent neighboring separator nodes. Note that nodes are only removed from the separator and never added. Moreover, removing a node from the separator can increase the priority of an adjacent separator node only by one. As soon as the priority of a node is larger than one, it is directly separating and we do not have to look at the vertex again. After the algorithm is done, each separator node is directly separating at least two blocks and we can build the quotient graph in order to nd adjoint blocks. Our preprocessing can introduce imbalance to the solution. Hence, we run the balance routine de ned below after preprocessing.
Pair-wise Local Search. Subsequent to the preprocessing step, we identify the set of all adjoint block pairs P by iterating through all separator nodes and their adjacent nodes. We iterate through all pairs p = (A,B) ∈ P and build the subgraph G p . G p is induced by the set of nodes consisting of all nodes in A and B as well as all separator nodes that directly separate the blocks. After building G p , we run local search designed for 2-way separators on this subgraph.
To gain even smaller separators and because the solution is potentially modi ed by local search, we repeat local search multiple times in the following way. The algorithm is organized in rounds. In each round, we iterate over the elements in P and perform local search on each induced subgraph. If local search has not been successful, we remove p from P. Otherwise, we keep p for the next round. 
Balancing
To guarantee the balance constraint, we use a balance operation. Given an imbalanced separator of a graph, the algorithm returns a balanced node separator. Roughly speaking, we move nodes from imbalanced blocks towards the blocks that can take nodes without becoming overloaded (see Figure 2 for an illustrating example). As long as there are imbalanced blocks, we iteratively repeat the following steps:
First, we nd a path p from the heaviest block H to the lightest block L in the quotient graph. If there is no such path, we directly move a node to the lightest block and make its neighbors separator nodes. Next, we iterate through the edges (A,B) ∈ p and move nodes out of A and into B (by moving separator nodes that separate them). In general, we move min(L max − |L|, |H | − L max ) nodes along the path, i.e. as many nodes as the lightest block can take without getting overloaded and as little nodes necessary so that the heaviest block is balanced. Moving nodes is based on gain of the movement as de ned in Section 2.3. Basically, we use a priority queue of separator nodes that directly separate A and B with the key being set to the gain. Note that these movements create new separator nodes and can potentially worsen solution quality. We use the gain de nition because our primary target is to minimize the increase of the separator size.
Then we dequeue nodes from the our priority queue until A is balanced. We move each dequeued node s to B and move its neighbors being in A into the separator and the priority queue. Also the priorities of the nodes in the queue are updated. After moving the nodes A will be balanced. If B is imbalanced, we continue with the next pair in the path, i.e. sending the same amount of nodes. If B is also balanced, we are done with this path and do not move any more nodes. Our algorithm continues with the next imbalanced block.
EVOLUTIONARY K-WAY SEPARATORS
Our evolutionary algorithm (EA) starts with a population of individuals (in our case one individual is a node separator of the graph) and evolves the population into di erent populations over several rounds. In each round, the EA uses a selection rule based on the tness of the individuals (in our case the size of the separator) of the population to select good individuals and combine them to obtain improved o spring. Note that we can use the size/weight of the separator as a tness function since our algorithm always generates separators ful lling the given balance constraint, i.e. there is no need to use a penalty function to ensure that the nal separator is feasible. When an o spring is generated an elimination rule is used to select a member of the population and replace it with the new o spring. In general one has to take both into consideration, the tness of an individual and the distance between individuals in the population [22] . Our algorithm generates only one o spring per generation.
Recombination Operation
We now describe the recombination operator. Our recombination operator ensures that the o spring has an objective at least as good as the best of both parents. Roughly speaking, the recombination operator combines an individual/separator P = V P 1 , ...,V P k ,S P (which has to ful ll a balance constraint) with a second individual/separator C = V C 1 , ...,V C k ,S C . Let P be the individual with better tness.
The algorithm begins with selecting two individuals from the population. The selection process is based on the tournament selection rule [20] , i.e. P is the ttest out of two random individuals R 1 ,R 2 from the population and the same is done to select C. Both node separators are used as input for our multi-level algorithm in the following sense. Let E be the set of edges that are cut edges, i.e. edges that run between blocks and the separator, in either P or C. All edges in E are blocked during the coarsening phase, i.e. they are not contracted during the coarsening phase. In other words these edges are not eligible for the matching algorithm used during the coarsening phase and therefore are not part of any matching.
The stopping criterion of the multi-level algorithm is modi ed such that it stops when no contractable edge is left. In other words, in the current state of the graphi within the multilevel algorithm it is not possible to nd an edge that can be contracted. As soon as the coarsening phase is stopped, we apply the separator P to the coarsest graph and use this as initial separator. This is possible since we did not contract any edge running between the blocks and the separator in P. Note that due to the specialized coarsening phase and this specialized initial phase we obtain a high quality initial solution on a very coarse graph which is usually not discovered by conventional algorithms that compute an initial solution. Since our local search algorithms guarantee no worsening of the input solution and we use random tie breaking we can assure non-decreasing quality. Note that the local search algorithms can e ectively exchange good parts of the solution on the coarse levels by moving only a few vertices. Also note that our algorithms run local search algorithms on every level of the multilevel scheme during uncoarsening.
Also note that this recombination operator can be extended to be a multi-point recombination operator, i.e. the operator would use instead of two parents. However, during the course of the algorithm a sequence of two point combine steps is executed which somehow "emulates" a multi-point combine step. Therefore, we restrict ourselves to the case = 2. When the o spring is generated we have to decide which solution should be evicted from the current population. We evict the solution that is most similar to the o spring among those individuals in the population that have an objective worse or equal than the o spring itself. Here, we de ne the similarity σ of two node separators S 1 and S 2 as the cardinality of the symmetric di erence of both separators:
Therefore σ denotes the number of nodes contained in one separator but not in the other. This ensures some diversity in the population and hence makes the evolutionary algorithm more e ective.
Mutation Operation
The mutation operation works similar to the recombination operation. The main di erence is that there is only one input individual to the multi-level algorithm and that the o spring can be less t compared to the input individual. Hence, only edges that run between the blocks and the separator of that individual are not eligible for the matching algorithm. This way the input individual can be transferred downwards in the hierarchy. Additionally, the solution is not used as initial separator but the initial algorithm is performed to nd an initial separator. Note however due to the way the coarsening process is de ned the input separator is still contained in the coarsest graph.
PARALLELIZATION
We now explain parallelization and describe how everything is put together to be our full evolutionary algorithm AdvEvo. We use a parallelization scheme that has been successfully used in graph partitioning [24] . Each processing element (PE) basically performs the same operations using di erent random seeds (see Algorithm 1). First we estimate the population size S: each PE creates an individuum and measures the time t spend. We then choose S such that the time for creating S node separators is approximately t total /f where the fraction f is a tuning parameter and t total is the total running time that the algorithm is given to produce a node separator of the graph. Each PE then builds its own population, i.e. our multi-level algorithm is called several times to create S individuals/separators. Afterwards the algorithm proceeds in rounds as long as time is left. Either a mutation or recombination operations is performed. The choice of the operation depends on probabilities given as input. Afterwards, the new o spring is inserted into the population.
We choose a parallelization/communication protocol that is quite similar to randomized rumor spreading which has shown to be scalable in an evolutionary algorithm for graph partitioning [24] . We follow their description closely. Let p denote the number of PEs used. A communication step is organized in rounds. In each round, a PE chooses a communication partner and sends her the currently best node separator P of the local population. The selection of the communication partner is done uniformly at random among those PEs to which P not already has been send to. Afterwards, a PE checks if there are incoming individuals and if so inserts them into the local population using the elemintation strategy described above. If P is improved, all PEs are again eligible. This is repeated log p times. The algorithm is implemented completely asynchronously, i.e. there is no need for a global synchronization.
Miscellaneous
Besides Adv and AdvEvo, we also use two more algorithms to compare solution quality. The rst one is a sequential algorithm that starts by computing a k-way partition using KaFFPa-Strong and derives a k-way separator by pair-wise decoupling by using the method of Pothen and Fan [23] on each adjacent pair of blocks. The main idea of Pothen and Fan is to compute a minimum vertex cover Algorithm 1 locallyEvolve estimate population size S while time left if elapsed time < t total /f then create individual, insert into local population else ip coin c with corresponding probabilities if c shows head then perform mutation else perform combine insert o spring into population if possible communicate according to comm. protocol in the bipartite subgraph induced by the set of cut edges between two pairs of blocks. The union of the computed separators nodes is a k-way separator. In our experiments, the algorithm is called Simple. The second algorithm, is a modi cation of KaFFPaE [24] which is an evolutionary algorithm to compute graph partitions. We modify the tness function to be the size of the separator that can be derived using the Simple approach, but keep the rest of the algorithm. More precisely, this means that the population of the algorithm are still graph partitions instead of separators, but for example selection is based on the size of the derivable separator. Additionally, the recombination operations in KaFFPaE still optimize for cuts instead of separators. This algorithm is called SimpleEvo.
EXPERIMENTS
Methodology. We have implemented the algorithm described above within the KaHIP framework using C++ and compiled all algorithms using gcc 4.8.3 with full optimizations turned on (-O3 ag). Our new code will also be included into the KaHIP graph partitioning framework [25] . Each run was made using 16 cores on a machine that has two Octa-Core Intel Xeon E5-2670 processors running at 2.6 GHz with 64 GB of local memory. Our main objective is the cardinality of node separators on the input graph. In our experiments, we use the imbalance parameter ϵ = 3% since this is one of the default values in the Metis graph partitioning framework. Our full algorithm is not too sensitive about the precise choice with most of the parameters. However, we performed a number of experiments to evaluate the in uence and choose the parameters of our algorithms. Due to space constraints we omit details here and refer the reader to [28] . We mark the instances that have been used for the parameter tuning in Table 1 with a * and exclude these graphs from our experiments.
We present multiple views on the data: average values (geometric mean) as well as convergence plots that show quality achieved by the algorithms over time and performance plots. We now explain how we compute the convergence plots. We start explaining how we compute them for a single instance I : whenever a PE creates a separator it reports a pair (t, separator size), where the timestamp t is the currently elapsed time on the particular PE and separator size refers to the size of the separator that has been created. When performing multiple repetitions, we report average values (t, avg. separator size) instead. After the completion of algorithm we are left with p sequences of pairs (t, separator size), where p is the number of processors used. The sequences are then merged into one sequence. The merged sequence is sorted by the timestamp t.
The resulting sequence is called T I . Since we are interested in the evolution of the solution quality, we compute another sequence T I min . For each entry (in sorted order) in T I , we insert the entry (t, min t ≤t separator size(t )) into T I min . min t ≤t separator size(t ) is the minimum separator size that occurred until time t. N I min refers to the normalized sequence, i.e. each entry (t, separator size) in T I min is replaced by (t n , separator size) where t n = t/t I and t I is the average time that the sequential algorithm needs to compute a separator for the instance I . To obtain average values over multiple instances we do the following: for each instance we label all entries in N I min , i.e. (t n , separator size) is replaced by (t n , separator size, I ). We then merge all sequences N I min and sort by t n . The resulting sequence is called S. The nal sequence S presents event based geometric averages values. We start by computing the geometric mean value G using the rst value of all N I min (over I ). To obtain S , we basically sweep through S: for each entry (in sorted order) (t n , separator size,I ) in S, we update G, i.e. the separator size of I that took part in the computation of G is replaced by the new value, and insert (t n , G) into S . Note, the separator size in the tupel can be only smaller than or equal to the old value of I .
Instances. We use the small and Florida Sparse Matrix graphs from [26] which are from various sources to test our algorithm. Small graphs have been obtained from Chris Walshaw's benchmark archive [27] . Graphs derived from sparse matrices have been taken from the Florida Sparse Matrix Collection [5] . Basic properties of the instances can be found in Table 1 Table 1 : Walshaw graphs and orida sparse matrix graphs from [26] . Basic properties of the instances. Graphs with a * have been used for parameter tuning and are excluded from the evaluation. 
Separator Quality
In this section we compare our algorithms in a setting where each one gets the same (fairly large) amount of time to compute a separator. We do this on the graphs from our benchmark set. We use all 16 cores per run of our machine (basically one node of the cluster) and two hours of time per instance when we use the evolutionary algorithm to create separators. We parallelized repeated executions of the sequential algorithms (embarrassingly parallel, di erent seeds) and also gave them 16 PEs and two hours of time to compute a separator. We look at k ∈ {2, 4, 8, 16, 32, 64} and performed three repetitions per instance. To see how the solution quality of the di erent algorithms evolves over time, we use convergence plots. Figure 3 shows convergence plots for k ∈ {2, 4, 8, 16, 32, 64}. Additionally, Tables 2 and 3 summarize nal results. Due to space constraints we omit detailed per instance results. First of all, the improvements of the evolutionary algorithms relative to repeated executions increase with growing k. This is due to the fact that the problems become more di cult when increasing the number of blocks k. For larger values of k, the quality gap between the evolutionary algorithm AdvEvo and SimEvo as well as the other algorithms increases with more time invested. On the other hand, for k = 2 there is almost no di erence between the results produced by the evolutionary algorithm AdvEvo and the non-evolutionary version AdvReps. Overall, the experimental data indicates the AdvEvo is the best algorithm. Separators produced by AdvEvo are 4.1%, 9.2% and 11.6% smaller compared to AdvReps, SimEvo, and SimReps on average. Additionally, our advanced evolutionary algorithm computes the best result on 181 out of 192 instances.
Note that single executions of the simple algorithms are much faster. However, the results of our experiments performed in this section emphasize that one cannot simply use the best result out of multiple repetitions of a faster algorithm to obtain the same solution quality. Yet it is interesting to see that SimpleEvo, where only the tness function of the evolutionary algorithm is modi ed and the recombination operation still optimizes for edge cuts of partitions, computes better solutions than its non-evolutionary counter part SimReps. 
CONCLUSION
In this work, we derived a new approach to nd small node separators in large graphs which combines an evolutionary search algorithm with a multilevel method. Experiments show that our advanced evolutionary algorithm computes the best result on 94% of the benchmark instances. In future work, we aim to look at di erent types of applications, in particular those applications in which the running time may not be considered a drawback when the node separator has the highest quality.
