I. INTRODUCTION
Analogue electronic oscillators are essential components of communication and computer systems such that systematic design methods are needed in order to adapt the circuit parameters to the prescribed specifications using some circuit simulation cycles. Especially if we use microelectronic technologies in GHz era, high costs can arise. In oscillator circuits we have to expect two difficulties: 1) The circuit functionality is nonlinear that is nonlinear modelling concepts are needed where additional parasitic perturbations occur and frequency coupling is a characteristic phenomenon [1] . 2) Different kinds of noise (incl. thermal noise) appear but in contrast to linear circuits in nonlinear circuits the stochastic moments of the probability distribution are coupled [2] . Furthermore nonlinear oscillators are dissipative systems with limit cycles and therefore these circuits are not near an equilibrium point but far from an equilibrium and bifurcations under the influence of noise can occur [3] . Unfortunately almost no nonlinear differential equations exist where analytical solutions can be used such that perturbation methods have to be applied. In the next section we consider a whole class of equations where the limit cycle can be formulated explicitly.
It should be mentioned that several concepts of noise analysis of oscillators are developed but these authors consider oscillators mainly from a mathematical point of view and use concepts from the mathematical theory of stochastic dynamical systems; see e. g. Kärtner [16] , Demir et al. [17] and Hajimiri et al. [18] . A more recent approach in the same direction can be found in Hong et al. [19] although the title of the paper suggests a physical approach.
In contrast to these papers we developed a physical based concept of thermal noise analysis for oscillators. Although we already published a new approach for thermal noise analysis of nonlinear circuit (see e. g. Weiss, Mathis [15] ) it is only suitable for nonlinear circuits near the thermal equilibrium. It is well-known that circuits and systems where a limit cycle arises are in a state far from equilibrium. Therefore we present a new approach for thermal noise analysis for circuit in this regime.
II. CANONICAL-DISSIPATIVE SYSTEMS
In nonlinear oscillators we consider nonlinear autonomous differential equationsẋ = f , f : IR n → IR n with isolated periodic solutions x L (t), that is, each solution x(t) in the "neighborhood" of x L converge to x L asymptotically. Unfortunately it is not easy to find out whether this differential equation possesses limit cycles. Only for n = 2 rather simple criteria exist and for n > 2 only a bifurcation approach can be used Jordan and Smith [6] .
If we would like to study nonlinear differential equations which possess a limit cycle under the influence of noise, the situation is even more complicate. Since in linear dynamical systems the so-called Langevin approach is successful where a white noise term is added and stochastic differential equations (SDE) arise, the situation is not so simple in nonlinear cases. It is already known since around 1960 (see e.g. van Kampen) that an additive white noise term leads to physical inconsistencies in nonlinear dynamical systems. But even if we ignore this problem, methods from statistical mechanics -an ensemble approach -cannot be applied because a Hamilton description is needed. Since limit cycles in nonlinear systems can be interpreted as special cases of so-called dissipative structures such that a Hamilton description cannot exist where the energy is preserved. However a certain class of dissipative nonlinear differential equations exists that generalizes the class of Hamilton systems; this class of systems is called canonicaldissipative systems (CD systems). Although CD systems are developed in physics many years ago, they are unknown to many researchers and therefore we give a short overview about this concept.
The CD systems are based on the classical Hamilton description for energy preserving systems
where H is the Hamiltonian function depending on the state space coordinates q and p and the partial differential operators correspond to gradient operators. The energy of such a system is preserved and H(q, p) = E defines an energy surface, where E is determined by the initial energy. This energy E is fixed by the prescribed initial conditions q(t 0 ) and p(t 0 ) in the initial time point t 0 and corresponding solutions of (1) which define a trajectory on the energy surface, parameterized by these solutions. The canonical-dissipative systems are extended Hamiltonian systems since a certain dissipative term is added to the differential equation of p, that is, we have (see Ebeling [5] )
where the "dissipation function" g depends only on the Hamiltonian H. In general the energy of a CD system does not conserve the energy because we have:
Only if we consider a trajectory (q(t), p(t)) with initial conditions (q(t 0 ), p(t 0 )) (→ E 0 ) where E 0 = H(q(t), p(t)) and g(E 0 ) = 0 is zero, the energy is preserved. Discussing (3) the energy of the system increases for trajectories where g < 0 and decreases if g > 0, that is, we have dissipation in the system. Obviously the trajectory leading to g(E 0 ) = 0 is a limit cycle of the CD system. On the other hand this trajectory can be expressed by means of the corresponding level functioñ g(q, p) = g(H(q, p)) = 0. A nice example of a CD system is the Rayleigh-van Pol equation
This equation can easily be derived from (2) if we choose H(q, p) := (q 2 + p 2 )/2 and g(H) = 2(H − 1/2) where q ≡ x and p ≡ẋ. The trajectory in state space of the limit cycle is a circleg(q, p) = q 2 + p 2 − 1 = 0 where q(t) = cos t and p(t) = sin t parameterize this trajectory.
With Ebeling [7] [5] and Schweitzer [4] where also a more general concept of CD systems is presented using other invariants (e. g. total momentum and total angular momentum) of mechanical systems. For our purposes we restrict ourself to CD systems where only the energy is considered. We emphasize that the above mentioned Rayleigh-van der Pol equation and some extended equations as well as their electrical realizations are discussed by Philippow and Büntig [8] . Actually this equation is useful for fundamental studies because at least the limit cycle can be given explicitly but the corresponding oscillator circuits are not used in electronic applications.
III. STOCHASTIC CANONICAL-DISSIPATIVE SYSTEMS
We have shown in the last section that CD systems are very useful for deterministic studies of nonlinear oscillators but also stochastic variants of CD systems share this advantage. Since CD systems extend Hamiltonian systems it is possible to generalize concepts from statistical mechanics for the equilibrium to far-from-the-equilibrium systems. Actually it was shown that the so-called microcanonical ensemble theory -construction of a corresponding probability density -can be generalized to these systems. The reason behind is that the special of dissipation drive the system to certain subspaces of the energy surface and in many cases these systems are ergodic on this surfaces. Then a nonequilibrium ensemble on a slightly extended energy shell can be defined. However there are fundamental differences between equilibrium and nonequilibrium cases. Most of the typical properties of an equilibrium ensemble is related to the energy which comes from the thermal fluctuation. Especially the mean energy is proportional to the temperature T -characterize the energy in the thermal bath -and also the mean quadratic derivation depends on T and is proportional to T 2 . In contrast to that, the energy of the nonlinear excitations and the noise energy are decoupled in nonequilibrium, that is, the mean energy is proportional to the properties of the energy source which is nearly independent from the thermal noise level, which is denoted by D in nonequilibrium. As a result the equilibrium canonical distribution function is not compatible to these properties but a distribution similar to the Gaussian distribution can be constructed; further discussion can be found by Ebeling and Sokolov [5] .
Alternatively to the concepts from statistical mechanics we can use a stochastic generalization of the CD systems. In addition to the dissipative term a white noise term is included where the coefficient depends only on H. Therefore the stochastic CD systems are described by the following Langevin equations (or stochastic differential equation (SDE))
It turns out that the restriction of the coefficients g and D leads also to simplifications. It is known that to each Langevin equation a corresponding Fokker-Planck equation for the probability distribution exists. For the stochastic CD systems (5) we have
The stationary distribution 0 can be derived exactly (see Ebeling and Sokolov [5] )
where Q is the normalizing constant. In the case of a affine function g(H) = 2(H −E 0 ) (with E 0 = 1/2) of the Rayleighvan der Pol equation (4) we have
where E 0 is a property of the energy source; in fig. 1 the corresponding stationary distribution is shown where the limit cycle of the equation is associated to the set of maxima of this distribution. Although the van der Pol equation is not 
IV. NOISE ANALYSIS OF NONLINEAR OSCILLATORS
Now we discuss the line broadening of nonlinear oscillators disturbed by thermal noise sources described by a Langevin type equation. We concentrate primarily to a specific type of nonlinear oscillators such as the van der Pol oscillator, which is discussed in a variety of works [1] , [10] , [9] .
Self-sustained oscillators differ from ordinary nonlinear systems since the nonlinearities cannot regarded to be small and therefore neglected or linearized. With a classical, quasilinear treatment of noisy, self-sustained oscillators the spectrum of the oscillator would consist of a δ-function plus a background. This is not satisfactory for our purposes. We anticipate that the noise will spread the δ-function spectrum of an ideal oscillator into a finite width, which is also known as Lorentzian spectrum [10] . The reason for the ability to talk about signal plus noise in ordinary nonlinear is that these systems are stable. The stability of the amplitude of a noisy oscillator can be explained by the back-drifting force of the limit cycle. The phase fluctuations instead cannot be regarded to be stable, because there is no cost of energy to pass from one transient solution of the SDE to another.
A. Evolution of limit cycles in a noisy Van der Pol oscillator
As mentioned above we consider the noisy van der Pol equation from a Langevin point of view such that corresponding SDE has the form
where ξ(t) is an additive, white gaussian noise connected with the damping factor through the dissipation-fluctuation theorem.
To study the evolution of the limit cycle it is useful to look at a Van der Pol type equation beloẅ
The equivalent description with a first order system iṡ
We assume the nonlinearity of the oscillator to be small, so that the solution of the deterministic differential equation (11) without stochastic process ξ(t) can be modelled as a small perturbation of the orbital linearized solution (see figure 2) . Therefore a description of nonlinear systems with limit cycles in polar-coordinates is meaningful.
The amplitude equation can be derived tȯ
Because of the fact that the amplitude fluctuations are slow compared to the oscillatory term, the higher harmonics can be neglected. With setting the phase constant to a representative value, one can approximate the radial distribution with the solution of the stationary Fokker-Planck equation [11] .
The diffusion coefficient D is associated with the random force F (t) = K/ω 0 ·ξ(t)sinθ in the kind F (t)F (t ) = 2Dδ(t−t ), where again the oscillatory terms were neglected. P 0 is the normalization coefficient and can be derived with the reciprocal of the area under each distribution. In picture 3 one can see the gaussian distribution around the origin. As the parameter Fig. 3 . 3D probability distribution for α = 0.1 Fig. 4 . 3D probability distribution for α = −0.1 α changes from positiv to negativ it develop a gaussian ring shape distribution (see picture 4) which leads to a limit cycle.
B. Power spectral density of a noisy van der Pol oscillator
Now we discuss the line broadening of a noisy van der Pol oscillator with a sde (10) . To study the power spectral density, the state variable x(t) can be approximate by neglecting amplitude fluctuations with
for further studies. The amplitude and phase equations of the van der Pol oscillator can be determined bẏ
In fig. 5 a) (19) with the Euler-Maruyama technique [12] . Because of the nonorbital limit cycle of the van der Pol oscillator the amplitude varies around the stationary solution 2. Nevertheless one can see the boundary of amplitude fluctuations by the attracting behavior of the limit cycle. In fig. 5 b) certain trajectories concentrate around an amplitude −2. This can be explained by the phase fluctuations shown in fig. 6 a) and b). As supposed phase fluctuations cannot be limited and show a diffusion behavior for increasing noise. Because of the coupling between amplitude and phase fluctuations, some trajectories concentrate around a shifted solution about 180 degree. Neglecting higher harmonics and setting the amplitude constant in equation (20) the SDE of the phase dynamics reduces tȯ where G(t) is linear proportional to the gaussian process ξ(t). With deriving the equivalent Fokker-Planck equation [11] and determining the diffusion-coefficients for a long time interval t (ω 0 ) −1 , one can show, that the nonlinear SDE (21) matches with the reduced, linear process (22) [10] . An alternative approach is to determine the averaged amplitude and phase dynamics with the averaging method by Stratonovich [14] and Bogoliubov& Mitropolsky [13] . The averaging results in a decoupling of amplitude and frequency dynamics. With neglecting the amplitude fluctuations, it can be shown that the variance of the phase increases linearly in time which expresses a "simple" diffusion process of φ and the reduced linear process
is applicable [9] . The phase displacement of the linear process can be determined by
Assume x(t) to be a stationary process, the autocorrelation function R xx (τ ) can be derived to
The last step can be explained by the characteristic function of a gaussian process. The mean square displacement of φ can be described by
With the Wiener-Khintchine theorem the autocorrelation function (acf) of G(s) is
Using the fact that G(s) is an additive, white gaussian noise with the acf R GG (s − s ) = S GG (ω 0 )δ(s − s ) inserted in eqn.
(26), the mean square displacement of φ is
For ω 0 t 1 the second term in eqn. (28) can be neglected and φ becomes a diffusion process like In picture 7 one can see the normalized psd of the noisy van der Pol oscillator for different noise factors K. As assumed the line-broadening in a Lorentzian shape is caused by the thermal noise source itself and not by a linear forming of filter arrangements. In this paper we consider noisy electronic oscillators from the point of view of statistical mechanics as well as the Langevin equation point of view. Especially we consider the class of canonical-dissipative systems in deterministic as well as stochastic cases. Furthermore we discuss the line broadening of nonlinear oscillators in some details and show that the concept of line broadening is useful also in nonlinear oscillators. This concept is illustrated by some numerical calculations.
