The van Est map is a map from Lie groupoid cohomology (with respect to a sheaf taking values in a representation) to Lie algebroid cohomology. We generalize the van Est map to allow for more general sheaves, namely to sheaves of sections taking values in a (smooth or holomorphic) G-module, where G-modules are structures which differentiate to representations. Many geometric structures involving Lie groupoids and stacks are classified by the cohomology of sheaves taking values in G-modules and not in representations, including S 1 -groupoid extensions and equivariant gerbes. Examples of such sheaves are O * and O * ( * D) , where the latter is the sheaf of invertible meromorphic functions with poles along a divisor D . We show that there is an infinitesimal description of G-modules and a corresponding Lie algebroid cohomology. We then define a generalized van Est map relating these Lie groupoid and Lie algebroid cohomologies, and study its kernel and image. Applications include the integration of several infinitesimal geometric structures, including Lie algebroid extensions, Lie algebroid actions on gerbes, and Lie ∞-algebroids.
Introduction
Many geometric structures involving Lie groupoids and stacks are classified by sheaf cohomology with respect to sheaves more general than sheaves of sections taking values in a (smooth) representation; often what is needed are sheaves of sections taking values in (smooth or holomorphic) G-modules. These include rank one representations, S 1groupoid extensions and equivariant gerbes. In particular, these structures are related to flat connections on line bundles and on gerbes, to the prequantization of symplectic groupoids and higher representations of Lie groups, and to the basic gerbe on a compact simple Lie group. All of these examples have known infinitesimal descriptions, and the generalized van Est map will show how to obtain these infinitesimal descriptions from the global geometric structure. This paper generalizes work done by Brylinski, Crainic, Weinstein and Xu in [4] , [5] and [22] , respectively.
The van Est map, as defined in [5] , is a "differentiation" map; its domain is the cohomology of a Lie groupoid G with coefficients taking values in a (smooth) representation, and its codomain is the cohomology of a Lie algebroid g with coefficients taking values in a (smooth) g-representation. The generalized van Est map will have as its domain the cohomology of a Lie groupoid with coefficients taking values in a (smooth or holomorphic) G-module, which are generalizations of representations, and were defined by Tu in [19] ; the codomain of this generalized van Est map will be the cohomology of a generalized Deligne complex, which is a generalization of the Chevalley-Eilenberg complex.
The main theorem we prove determines the kernel and image of the van Est map up to a certain degree, depending on the connectivity of the source fibers of the groupoid. Applications include effective criteria for the integration of several infinitesimal geometric structures, including rank one representations, Lie algebroid extensions, Lie algebroid actions on gerbes, and certain Lie ∞-algebroids.
The results we prove help to compute not only the cohomology of sheaves on Lie groupoids, but also sheaves on stacks, as defined by Behrend and Xu in [2] . This is because a Lie groupoid defines a stack and a G-module defines a sheaf on a stack, and the cohomology of these two sheaves are isomorphic.
Outline of Paper
The paper is organized as follows: section 0 is a brief review of simplicial manifolds, Lie groupoids and stacks, but it is important for setting up notation, results and constructions which will be used in the next sections. This section contains all of the results about stacks that are needed for this paper. Section 1 contains a review and a generalization of the Chevalley-Eilenberg complex. Section 2 is where we define the van Est map and prove the main theorem of the paper. The next sections of the paper concern applications of the main theorem, various new constructions of geometric structures involving Lie groupoids, and examples.
Notation : For the rest of the paper, we use the following notation: given a smooth (or holomorphic) surjective submersion π : M → X , we let O(M ) denote the sheaf of smooth (or holomorphic) sections of π .
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Simplicial Manifolds
In this section we briefly review simplicial manifolds, sheaves on simplicial manifolds and their cohomology.
Definition 0.1. Let Z • be a (semi) simplicial manifold, ie. a contravariant functor from the (semi) simplex category to the category of manifolds. A sheaf S • on Z • is a sheaf S n on Z n , for all n ≥ 0 , such that for each morphism f : [n] → [m] we have a morphism S(f ) : S n → Z(f ) * S m , and such that S(f • g) = S(f ) • F (g) . A morphism between sheaves S • and G • on Z • is a morphism of sheaves u n : S n → G n for each n ≥ 0 such that for f : [n] → [m] we have that u m • S(f ) = G(f ) • u n . We let Sh(Z • ) denote the category of sheaves on Z • . Definition 0.2. Given a sheaf S • on a (semi) simplicial manifold Z • , we define Z n := Ker Γ(S n ) δ * − → Γ(S n+1 ) , B n := Im Γ(S n−1 ) δ * − → Γ(S n ) , where δ * is the alternating sum of the face maps, ie.
where d n,i : Z n → Z n−1 is the i th face map. We then define the naive cohomology (see [14] ) H n naive (Z • , S • ) := Z n /B n .
Definition 0.3 (see [7] ). Given a (semi) simplicial manifold Z • , Sh(Z • ) has enough injectives, and we define
where Γ inv : Sh(Z • ) → Ab is given by S • → Ker Γ(S 0 ) δ * − → Γ(S 1 ) .
Remark 0.1. As usual, in addition to injective resolutions one can use acylic resolutions to compute cohomology.
Remark 0.2 (see [7] ). A convenient way to compute H * (Z • , S • ) is to choose a resolution
is an acyclic resolution of S n , for all n ≥ 0 , and then take the cohomology of the total complex of the double complex C p q = Γ(A p q ) , with differentials δ * and ∂ p q .
The following theorem is a well-known consequence of the Grothendieck spectral sequence:
Theorem 0.1 (Leray Spectral Sequence). Let f : X • → Y • be a morphism of simplicial topological spaces, and let S • be a sheaf on X • . Then there is a spectral sequence E pq * , called the Leray spectral sequence, such that E pq 2 = H p (Y • , R q f * (S • )) and such that E pq 2 ⇒ H p+q (X • , S • ) .
Stacks
Here we briefly review the theory of differentiable stacks. A differentiable stack is in particular a category, and first we will define the objects of the category, and then the morphisms. All manifolds and maps can be taken to be in the smooth or holomorphic categories. The following definitions can be found in [2] .
is a manifold P together with a surjective submersion P π → M and a map P ρ → G 0 , called the moment map, such that there is a right G-action on P , ie. a map P ρ × t G → P , denoted (p, g) → p · g , such that
• π(p · g) = π(p)
• ρ(p · g) = s(g)
• (p · g 1 ) · g 2 = p · (g 1 g 2 ) and such that
is a diffeomorphism.
Definition 0.5. A morphism between G-principal bundles P → M and Q → N is given by a commutative diagram of smooth maps
In particular this implies that ρ • φ(p) = ρ(p) .
Definition 0.6. Let G ⇒ G 0 be a Lie groupoid. Then we define [G 0 /G] to be the category of G-principal bundles. We call [G 0 /G] a (differentiable or holomorphic) stack.
Remark 0.3. Given a Lie groupoid G ⇒ G 0 , there is a canonical Grothendieck topology on [G 0 /G] , hence we can talk about sheaves on stacks and their cohomology. What is most important to know for the next sections is that a sheaf on [G 0 /G] is in particular a contravariant functor
See Section A.3 for details.
Groupoid Modules
We now define Lie groupoid modules. Their importance is due to the fact that these are the structures which differentiate to representations; they will be one of the main objects we study in this paper.
Definition 0.7. Let X be a manifold. A family of abelian groups over X is a Lie groupoid M ⇒ X such that the source and target maps are equal, and such that the multiplication on M induces the structure of an abelian group on its source fibers, ie. if s(a) = s(b) then m(a, b) = m(b, a) .
Example 0.1. Let A be an abelian Lie group and let X be a manifold. Then X×A is naturally a family of abelian groups, with the source and target maps being the projection onto the first factor p 1 : X×A → X . This will be called a trivial family of abelian groups, and will be denoted A X .
Example 0.2. One way of constructing families of abelian groups is as follows: Let A be an abelian group, and let Aut(A) be its automorphism group. Then to any principal Aut(A)-bundle P we have a canonical family of abelian groups -it is given by the fiber bundle whose fibers are A and which is associated to P . Families of abelian groups constructed in this way are locally trivial in the sense that locally they are isomorphic to the trivial family of abelian groups given by A R n , for some n (compare this with vector bundles).
Definition 0.8 (see [19] ). : Let G ⇒ G 0 be a Lie groupoid. A G-module M is a family of abelian groups together with an action of G on M such that for a , b ∈ G 0 , G(a, b) : M a → M b acts by homomorphisms (here G(a, b) is the set of morphisms with source a and target b) . If M is a vector bundle 1 , M will be called a representation of G .
Example 0.3. Let G ⇒ G 0 be a groupoid and let A be an abelian group. Then A G 0 is a family of abelian groups (see Example 0.1), and it is a G-module with the trivial action, that is g ∈ G(x, y) acts by g · (x, a) = (y, a) . We will call this a trivial G-module.
Example 0.4. Let G = SL(2, Z) , which is the mapping class group of the torus. Every T 2 -bundle over S 1 is isomorphic to one with transition functions in SL(2, Z) , with the standard open cover of S 1 using two open sets. All of these are naturally Π 1 (S 1 )-modules since SL(2, Z) is discrete. In particular, the Heisenberg manifold is a Π 1 (S 1 )-module. Explicitly, consider the matrix
This matrix defines a map from T 2 → T 2 , and it corresponds to a Dehn twist. The total space of the corresponding T 2 -bundle is diffeomorphic to the Heisenberg manifold H M , which is the quotient of the Heisenberg group by the right action of the integral Heisenberg subgroup on itself, ie. we make the identification 
where a , b , c ∈ R and n , m , k ∈ Z . The projection onto S 1 is given by mapping to b .
The fiberwise product associated to the bundle H M → S 1 is given by 
See Example 1.4 for more.
Definition 0.9. Let M , N be G-modules. A morphism f : M → N is a morphism of the underlying groupoids such that if s(g) = s(m) , then f (g · m) = g · f (m) .
Proposition 0.1. Let M → X be a family of abelian groups. Then H 1 (X, O(M )) classifies principal M -bundles over X for which ρ = π .
Before concluding this section we will make a remark on notation:
Remark 0.4. Given a family of abelian groups E π → Y , we can form its sheaf of sections, which as previously stated we denote by O(E) . In addition, given a map f : X → Y we get a family of abelian groups on X , given by f * E = X× Y E .
Sheaves on Lie Groupoids and Stacks
In this section we discuss the relationship between sheaves on [G 0 /G] , sheaves on B • G and G-modules (B • G is the nerve of G , see appendix A.3 for more).
Sheaves: Lie Groupoids to Stacks
Here we discuss how to obtain a sheaf on the stack [G 0 /G] from a G-module.
Let M be a G-module for G ⇒ G 0 . We obtain a sheaf on [G 0 /G] as follows: consider the object of [G 0 /G] given by
We can form the action groupoid G ⋉ P and consider the (G ⋉ P )-module given by ρ * M .
To P we assign the abelian group Γ inv (ρ * O(M )) (ie. the sections invariant under the G ⋉ P action). To a morphism between objects of [G 0 /G] the functor just assigns the set-theoretic pullback. This defines a sheaf on
Sheaves: Stacks to Lie Groupoids
Here we discuss how to obtain a sheaf on B • G from a sheaf on [G 0 /G] , and we define the cohomology of a groupoid with coefficients taking values in a module.
Let G ⇒ G 0 be a Lie groupoid and let S be a sheaf on [G 0 /G] . Consider the object of [G 0 /G] given by
We can associate to each open set U ⊂ X the object of [G 0 /G] given by
We get a sheaf on X by assigning to U ⊂ X the abelian group S(P | U ) . Now for all n ≥ 0 , the spaces B n G are canonically identified with G-principal bundles, by identifying B n G with the object of [G 0 /G] given by
where p n+1 is the projection onto the (n + 1) th factor. Hence given a sheaf S on [G 0 /G] we obtain a sheaf on B n G , for all n ≥ 0 , denoted S(B n G) , and together these form a sheaf on B • G . Furthermore, given a G-module M we have that
Moreover, we have the following lemma:
, is isomorphic to the sheaf of sections of the simplicial family of abelian groups given by
Definition 0.10. Let G ⇒ G 0 be a Lie groupoid and let M be a G-module. We define
Remark 0.5 (See [2] ). Let G ⇒ G 0 and K ⇒ K 0 be Lie groupoids and let φ : G → K be a Morita morphism. Then the pullback φ * induces an equivalence of categories
Furthermore, let S be a sheaf on [G 0 /G] . Then Sφ * is a sheaf on [K 0 /K] and we have a natural isomorphism
Godement Construction for Sheaves on Stacks
Here we discuss a version of the Godement resolution for sheaves on stacks, and we show how it can be used to compute cohomology.
Definition 0.11. Let G ⇒ G 0 be a Lie groupoid and let S be a sheaf on [G 0 /G] . We define the Godement resolution of S as follows: Consider the object of [G 0 /G] given by
and consider the correspoding sheaf on X (see Section 0.4.2), denoted by S(X) . We can then consider, for each n ≥ 0 , the n th sheaf in the Godement resolution of S(X) , denoted G n (S(X)) , and to P we assign the abelian group Γ(G n (S(X))) . These define sheaves on [G 0 /G] which we denote by G n (S) .
For a sheaf S on [G 0 /G] we obtain a resolution by using G • (S) in the following way:
The sheaves G n (S) are not in general acyclic on stacks, however the sheaves G n (S)(B m G) are acyclic on B m G and hence can be used to compute cohomology (see Theorem A.4 and Remark 0.2).
Examples
The constructions in the previous sections will be important in Section 2 when defining the van Est map; it is crucial that modules define sheaves on stacks in order to use the Morita invariance of cohomology. Here we exhibit examples of the constructions from the previous sections which will be used in Section 2. We now describe the functor F :
which gives this equivalence:
An X ⇒ X principal bundle is given by a manifold N together with a map ρ : N → X (the π map here is the identity map N → N ) . To such an object, we let F (N,
This is a Y × f Y principal bundle in the following way:
The functor F is a categorical equivalence.
, then we obtain a sheaf on [X/X] by using the inverse image of F , ie. to an object (N, ρ) ∈ [X/X] we associate the abelian group SF (N, ρ) := S(F (N, ρ)) . We then obtain a sheaf on the simplicial space B • (X ⇒ X) as follows: First note that B n (X ⇒ X) = X for all n ≥ 0 , so the sheaves are the same on all levels. Now let U ι ֒− → X be open. Then (U, ι) ∈ [X/X] , so to this object we assign the abelian group SF (U, ι) .
We then obtain a sheaf on [X/X] , and in particular we obtain a sheaf on X ∈ [X/X] .
We now describe this sheaf and its associated Godement sheaves; we use the notation in Proposition 0.2. We have that
We then see that Γ inv (ρ * O(M )) ∼ = Γ(σ| * U O(M )) , hence the sheaf we get on X is simply σ * O(M ) . Furthermore, the sheaves we get on X by applying the Godement construction
Remark 0.6. Let X be a manifold and let X ⇒ X be the trivial Lie groupoid. Let S be a sheaf on [X/X] . Then we recover the usual cohomology:
This will be important in computing the cohomology of submersion groupoids, since they are Morita equivalent to trivial groupoids.
Chevalley-Eilenberg Complex for Modules
In this section we review the Chevalley-Eilenberg complex associated to a representation of a Lie algebroid. Then we generalize Lie algebroid representations to Lie algebroid modules and define their Chevalley-Eilenberg complex. These will be used in Section 2.
Lie Algebroid Representations
Definition 1.1. Let g π → Y be a Lie algebroid, with anchor map α : g → T Y , and recall that O(g) denotes the sheaf of sections of g π → Y . A representation of g is a vector bundle E → Y together with a map
Let E be a representation of g . Let C n (g, E) denote the sheaf of E-valued n-forms on g , ie. the sheaf of sections of Λ n g * ⊗ E . There is a canonical differential 2
for some open set U such that m ∈ U ⊂ V , and such that X i (m) = X i for all 1 ≤ i ≤ n + 1) . Then let
This is well-defined and independent of the chosen extensions.
Lie Algebroid Modules
We will now define Lie algebroid modules and define their Chevalley-Eilenberg complexes; these will look like the Chevalley-Eilenberg complexes associated to representations, except for possibly in degree zero (though representations will be seen to be special cases of Lie algebroid modules). Definition 1.3. Let g → Y be a Lie algebroid, and let M be a family of abelian groups, with Lie algebroid and exponential map exp : m → M (note that m is just a vector bundle). Then a g-module structure on M is given by the following: a g-representation
If M is endowed with such a structure we call it a g-module.
Definition 1.4. Let g → X be a Lie algebroid and let M be a g-module. We then define sheaves on X , called "sheaves of M -valued forms", as follows: let
We then have a cochain complex of sheaves given by
(1.1)
Definition 1.5. The sheaf cohomology of the above complex of sheaves is denoted by
.
, for all local sections X of g and s of M .
Example 1.1. Here we will show that the notion of g-modules naturally extends the notion of g-representations. Let E be a representation of g . By thinking of the fibers of E as abelian groups it defines a family of abelian groups. The exponential map E exp → E is the identity, hence its kernel is the zero section and E naturally defines a g-module where d CE log = d CE . So the definition of a g-module and its Chevalley-Eilenberg complex recovers the definition of a g-representation and its Chevalley-Eilenberg complex given by Crainic in [?].
Example 1.2. The group of isomorphism classes of g-representations on complex line bundles is isomorphic to H 1 (g, C * M ) , where C * M is the g-module for whichL X s = dlog s(α(X)) , for a local section s of C * M . The corresponding statement holds for real line bundles, with
Let X be a manifold and g = T X . Then letting M = C * X , we have that m = C X naturally carries a representation of T X , ie. where the differentials are the de Rham differentials. Letting exp : m → M be the usual exponential map, it follows that M is a g-module, and in fact the complex (1.1) in this case is known as the Deligne complex.
For a less familiar example we have the following: Example 1.4. Consider the space S 1 and the group Z/2Z = {−1, 1} . This group is contained in the automorphism groups of Z , R and R/Z , hence we get nontrivial families of abelian groups over S 1 as follows (compare with Example 0.2): Let A be any of the groups Z , R , R/Z . Now cover S 1 in the standard way using two open sets U 0 , U 1 , and glue together the bundles U 0 ×A , U 1 ×A with the transition functions −1 , 1 on the two connected components of U 0 ∩ U 1 . Denote these families of abelian groups byZ ,R , R/Z respectively. The spaceR is toplogically the Mobius strip, and R/Z is topologically the Klein bottle.
Next, there is a canonical flat connection on these bundles of groups which is compatible with the fiberwise group structures, hence these families of abelian groups are modules for Π 1 (S 1 ) , the fundamental groupoid of S 1 .
Furthermore, the T S 1 -representation associated to the T S 1 -module ofZ is the rank 0 vector bundle over S 1 , and the T S 1 -representations associated to the T S 1 -modules ofR , R/Z are isomorphic to the Mobius strip, ie. the line bundle obtained by gluing together U 0 ×R , U 1 ×R using the same transition functions as discussed above. The Chevalley-Eilenberg differential, on each local trivialization U 0 ×R , U 1 ×R , is just the de Rham differential.
The cohomology groups are H i (T S 1 ,R) = 0 in all degrees, and
Furthermore, if G is source simply connected then this functor restricts to an equivalence of categories on the subcategories of G-modules and g-modules for which exp : m → M is a surjective submersion.
Proof.
1.
For the first part, let M be a G-module and for x ∈ G 0 let γ : (−1, 1) → G(x, ·) be a curve in the source fiber such that γ(0) = Id(x) . We definẽ
for a local section r of O(M ) . One can check that this is well-defined and that property 1 is satisfied. Now note that the action of G on M induces a linear action of G on m , and we get a g-representation on m by defining
for a local section σ of m . With these definitions property 2 is satisfied. Now note that this action of G on m preserves the kernel of exp : m → M . Let σ be a local section of m around x such that exp σ = e . Then
and since the G-action preserves the kernel of exp , which is discrete, we have that
hence Lγ (0) (σ) = 0 , therefore L(σ) =L(exp σ) = 0 , from which property 3 follows. Since it can be seen that morprhisms of G-modules induce morphisms of g-modules, this completes the proof.
2.
For the second part, let M be a g-module for which exp : m → M is a surjective submersion, and suppose G is source simply connected. Then in particular m is a grepresentation, and it is known that for source simply connected groupoids Rep(G) ∼ = Rep(g) , hence m integrates to a G-representation. Property 3 implies that the G-action preserves the kernel of exp , hence the action of G on m descends to M . More explicitly: let g ∈ G(x, y) and let m ∈ M x , ie. the source fiber of M over x . Letm ∈ m x be such that expm = m and define g · m = exp (g ·m) .
This is well-defined since the action of G preserves the kernel of exp . Hence the functor is essentially surjective. Now again using the fact that for source simply connected groupoids Rep(G) ∼ = Rep(g) , it follows that the functor is fully faithful, and since it is also essentially surjective, this completes the proof.
van Est Map

Definition
In this section we will discuss a generalization of the van Est map that appears in [5] . It will be a map
Given a groupoid G ⇒ G 0 , G naturally defines a principal G-bundle with the moment map given by t , ie. the action is given by the left multiplication of G on itself. Being consistent with the previous notation, we denote the resulting action groupoid by G ⋉ G and note that it is isomorphic to G× s G ⇒ G , hence it is Morita equivalent to the trivial G 0 ⇒ G 0 groupoid.
and as a principal Gbundle it is the canonical object associated to G via diagram 0.1
which is defined as follows: let U be an open set in E q G and let X g be a vector tangent to a κ-fiber at a point g ∈ U .
where in order to identify this with a point in κ * m g we are implicity using the canonical identification of κ * M g with κ * M g ′ for any two points g , g ′ in the same κ-fiber (here κ * M g is the fiber of κ * M over g) . We also use the canonical identification of κ * m g with κ * m g ′ for any two points g , g ′ in the same κ-fiber to define the differentials for p > 0 :
, but it is resolved by sheaves on stacks in the following way: 3
We let, for all q ≥ 0 ,
We can then take the Godement resolution of C • q and get a double complex for each q ≥ 0 :
All of the sheaves G p (C r • ) are sheaves on stacks, and it follows that these sheaves are acyclic (as sheaves on stacks) since G⋉ GG is Morita equivalent to a submersion groupoid (see Remark 0.5 and Section 0.6). Hence G p (C r • ) can be used to compute cohomology (see Remark 0.1) and we have that
given by the composition
This is the van Est map; we denote it by V E . 
which is the van Est map as described in [12] .
van Est for Truncated Cohomology
In order to emphasize geometry on the space of morphisms rather than on the space of objects we perform a truncation. That is, we truncate the contribution of G 0 to H * (G, M ) by considering instead the cohomology
where O(M ) 0 n = O(M ) n for all n ≥ 1 , and where O(M ) 0 0 is the trivial sheaf on G 0 , ie. the sheaf that assigns to every open set the group containing only the identity.
We define
Then in like manner there is a canonical map
induced by the inclusion of the truncated complex into the full one.
There is a canonical map V E 0 lifting V E , ie. such that the following diagram commutes:
where H * 0 denotes truncated cohomology, as define above.
Now we have that the following inclusion is a resolution:
Then one can show that
is a complex of sheaves on stacks, by a similar argument made when defining the van Est map in the previous section we get that
Then V E 0 is the map
Remark 2.3. The van Est map (including the truncated version) factors through a local van Est map defined on the cohomology of the local groupoid, ie. to compute the van Est map one can first localize the cohomology classes to a neighborhood of the identity bisection.
Properties of the van Est Map
In this section we discuss some properties of the van Est map; the main results pertain to its kernel and image.
Recall that given a sheaf S • on a (semi) simplicial space X • , we calculate its cohomology by taking an injective resolution 0 → S • → I 0 • → I 1 • → · · · and computing
By considering the natural injection Γ inv (I n 0 ) ֒→ Γ(I n 0 ) we get a map
Similarly, for a cochain complex of abelian groups A 0 → A 1 → · · · there is a map
Lemma 2.1. The following diagram is commutative:
Y is a surjective submersion with (n − 1)-connected fibers, for some n > 0 , and with a section σ . Consider a short exact sequence of of families of abelian groups on Y given by
Let ω ∈ H 0 (X, Ω n π (π * m)) be closed (ie. ω is a closed, foliated n-form on X) and suppose that S n (π −1 (y)) ω ∈ Z for all y ∈ Y and all S n (π −1 (y)) ,
6)
where S n (π −1 (y)) is an n-sphere contained in the source fiber over y . Let [ω] denote the class ω defines in H n (X, π −1 O(m)) . Then exp [ω] = 0 .
Proof. From Equation 2.6 we know that exp ω| π −1 (y) = 0 for each y ∈ Y , therefore since the source fibers of X are (n − 1)-connected, by Theorem A.3 we have that
but σ −1 [ω] = 0 since ω is a global foliated form. Hence β = 0 , hence exp [ω] = 0 .
Consider a short exact sequence of families of abelian groups on X given by
Let ω ∈ H 0 (C 0 (g, m)) be closed (ie. it is a closed n-form in the Chevalley-Eilenberg complex) and suppose that S n (s −1 (x)) ω ∈ Z for all x ∈ X and all S n (s −1 (x)) ,
7)
where in the above we have left translated ω to a source-foliated n-form, and where S n (s −1 (x)) is an n-sphere contained in the source fiber over x . Let [ω] denote the class ω defines in H n (E • G, κ −1 m) . Then r(exp ([ω])) = 0 , where r is as in Equation 2.5.
Proof. This follows directly from Lemma 2.2.
We are now ready to prove the main theorem of the paper:
where m is the Lie algebroid of M . Then both the van Est map V E :
are isomorphisms in degrees ≤ n − 1 and injective in degree n . Furthermore, let ω be a closed Lie algebroid n-form, ie.
ω
8)
where S n x in an n-sphere contained in the source fiber over x . 4 Proof. The statement regarding V E follows from the fact that
and Theorem A.3. For the statement regarding V E 0 we use the fact that
and the fact that the map
is an isomorphism in degrees ≤ n − 1 and is injective in degree n . Furthermore, Theorem A.3 implies that
is an isomorphism in degrees ≤ n − 1 and is injective in degree n , hence we get that
is an isomorphism in degrees ≤ n − 1 and injective in degree n . The statement regarding its image in degree n follows from Corollary 2.1.
Example 2.1. This is a continuation of Example 1.4. The source fibers of Π 1 (S 1 ) ⇒ S 1 are contractible, hence Theorem 2.3 shows that the cohomology groups are H i (Π 1 (S 1 ),R) = 0 in all degrees, and
and this result agrees with the computation done in Example 1.4. Furthermore, we have the following short exact sequence of Π 1 (S 1 )-modules:
We also have that Π 1 (S 1 ) is Morita equivalent to the fundamental group π 1 (S 1 ) ∼ = Z , and the associated Z-modules are the abelian groups Z , R , R/Z , where even integers act trivially and odd integers act by inversion. One can also use this information to compute H i (Π 1 (S 1 ),Z) and indeed find that
Groupoid Extensions and the van Est Map
To every extension
of a Lie groupoid G by an abelian group A (see A.4) one can associate a class in H 1 0 (g, A) (where g is the Lie algebroid of G) in two ways: one is given by the extension class of the short exact sequence 0 → a → e → g → 0 determined by 2.10, and the other is given by applying the van Est map to the class in H 1 0 (G, A) determined by 2.10. Here we will show that these two classes are the same. 
which in turn gives a canonical closed 2-form ω ∈ C 2 (g| Ui , M ) , and the isomorphism given by g ij : E| Ui∩Uj → E| Ui∩Uj induces an isomorphism e| Ui∩Uj → e| Ui∩Uj given by g ij * (ie. the pushforward). Now the argument in Theorem 5 in [5] implies that V E(h iii ) = [ω i ] , and then one can check that V E(α) is the class given by {(ω i , g ij * )} ij .
Applications
Groupoid Extensions and Multiplicative Gerbes
Here we describe applications of the main theorem (Theorem 2.3) to the integration of Lie algebroid extensions, to representations, and to multiplicative gerbes.
If we take M = E to be a representation in Theorem 2.3, then Z = {0} and we obtain the following result, due to Crainic (see [5] ). where S n x in an n-sphere contained in the source fiber over x . Now we will prove a result about the integration of Lie algebroid extensions, which generalizes the above result in the n = 2 case. At least in the case where M = S 1 this is due to Crainic and Zhu (see [6] ), but there proof is different.
be an extension of g associated to ω ∈ H 2 (g, m) . Suppose that g has a simply connected integration G ⇒ X and that
for all x ∈ X and S 2 x , where S 2 x in an 2-sphere contained in the source fiber over x . Then a integrates to a unique extension The above result concerned the degree 1 case in truncated cohomology. We will now apply the main theorem to the integration of rank one representations, which concerns degree 1 in nontruncated cohomology. First we make use of the following result: Now for the degree 2 case in truncated cohomology: we use the main theorem to give a proof of an integration result concerning the multiplicative gerbe on compact, simple and simply connected Lie groups (see [21] ). Theorem 3.4. Let G be simply connected Lie group. Then for each α ∈ H 2 0 (g, R) which is integral on G , there is a class in H 2 0 (G, S 1 ) integrating it. Proof. It is well known that simply connected Lie groups are 2-connected, so Theorem 2.3 immediately gives the result.
Quantization of Courant Algebroids
In this section we will discuss applications of our main theorem to the quantizaton of Courant algebroids, as discussed in [8] .
Let C be a smooth Courant algebroid over X associated to a 3-form ω , and suppose that it is prequantizable, that is ω has integral periods. Let g denote an S 1 -gerbe prequantizing ω . Let D ⊂ C be a Dirac structure. Then in particular, D is a Lie algebroid, and as explained in [8] g can be equipped with a flat D-connection, denoted A . This determines a class [(g, A)] ∈ H 2 (D, S 1 X ) . Suppose D is integrates to a Lie groupoid. We can then ask about the integrability of [(g, A)] , or in other words: does the action of D on g integrate to an action of the corresponding source simpy connected groupoid on g ? Here we give a class of examples that does integrate, and it relates to the basic gerbe on a compact, simple Lie group. (see [13] , [18] ) . Example 3.1. Let G be a compact, simple Lie group with universal coverG . and let ·, · be the unique bi-invariant 2-form which at the identity is equal to the Killing form. Associated to ·, · is a bi-invariant and integral 3-form ω, called the Cartan 3-form, given at the identity by
The Dirac structure in this case, called the Cartan-Dirac structure, is the action Lie algebroid g ⋉ G , where the action is the adjoint action of g on G . From this there is a canonical class α ∈ H 2 (g ⋉ G, S 1 G ) , whose underlying gerbe on G is called the basic gerbe. The source simply connected integation of g ⋉ G isG ⋉ G , where the action ofG on G is the one lifting the action of G on itself by conjugation. Since the source fibers ofG ⋉ G are diffeomorphic toG , which is necessarily 2-connected, by Theorem 2.3 we have that
Hence α integrates to a class in H 2 (G ⋉ G, S 1 G ) . To summarize, we have proven the following: Theorem 3.5 (Integration of Cartan-Dirac structures). Let G be a compact, simple Lie group with universal coverG . Then the adjoint action of g on the basic gerbe (where the action is given by the Cartan-Dirac structure) integrates to an action ofG on the basic gerbe.
Integration of Lie ∞-Algebroids
In this section we will discuss the integration and quantization of Lie ∞-algebroids. See [16] for more details. We consider Lie ∞-algebroids of the following form:
Let g be a Lie algebroid and let M → X be a g-module.
Let ω ∈ C n (g, M ) be closed, n > 2 . We can define a two term Lie (n − 1)-algebroid as follows: Let L = m ⊕ g where m has degree 2 − n and g has degree 0 . Let all differentials be zero except for the degree 0 and degree −n differentials. Define the degree 0 differential as follows: for U an open set in X and for m 1 , m 2 ∈ O(m)(U ) , g 1 , g 2 ∈ O(g)(U ) , let
where [g 1 , g 2 ] is the Lie bracket of g 1 , g 2 in g . Define the degree 2 − n bracket by as follows: for g 1 , . . . , g n ∈ O(g)(U ) , let [g 1 , . . . , g n ] n = ω(g 1 , . . . , g n ) ,
otherwise if any of inputs is in O(m)(U ) let the bracket be zero. This defines a Lie (n− 1)algebroid.
Since the universal cover of a k-dimensional torus (for k ≥ 1) is contractible, Theorem 2.3 gives us the following result: Corollary 3.1. All Lie (n−1)-algebroids associated to closed n-forms on the k-dimensional torus T k integrate to multiplicative (n − 2)-gerbes.
We now apply the previous results to Lie 2-algebras. As proved in [1] , all Lie 2-algebras are equivalent to ones of the form Theorem 3.6. Let L be a Lie 2-algebra represented by the 3-form ω . Let G be the simply connected integration of g . Then if the periods P (ω) of ω form a discrete subgroup of V , then L integrates to a class in H 2 0 (G, V /P (ω)) . Remark 3.1. Note that in [11] it is shown that the obstruction to integrating a Lie 2-algebra to a Lie 2-group is that the periods of ω form a discrete subgroup of V , ie. the obstruction is the same as the one in the above theorem. To explain this, we note the following: it is shown in [17] that to every class in H 2 0 (G, S 1 ) there corresponds an equivalence class of Lie 2-groups. We expect that under this correspondence, Theorem 3.6 shows that the Lie 2-algebras which satisfy the hypotheses of this theorem integrate to Lie 2-groups.
Explicit Examples
van Est Map: Heisenberg Action Groupoids
In this section we will provide applications of the tools developed in the previous sections to an explicit example. That is, we will integrate a Lie algebroid extension and show that we get a Heisenberg action groupoid.
Consider the space C 2 with divisor D = {xy = 0} . Then the 2-form
The source simply connected integration of
where the action of C 2 on itself is given by (a, b) · (x, y) = (e a x, e b y) .
Since the source fibers are contractible Theorem 2.3 tells us that the central extension of T C 2 (− log D) defined by ω integrates to an C C 2 central extension of C 2 ⋉ C 2 . We will describe the central extension here. First we will compute the integration of ω : we define coordinates on B •≤2 (C×C ⋉ C×C) as follows:
When we right translate ω to E 0 (C ⋉ C) we get the fiberwise form da ∧ db . This is exact, with primitive a db . When we pullback a db to E 1 (C ⋉ C) we get the fiberwise form a ′ db , and this is exact, with primitive a ′ b . When we pullback a ′ b to E 2 (C ⋉ C) we get the function a ′′ b ′ , and this is κ * a ′ b . So the cocycle integrating ω is f (a ′ , b ′ , a, b, x, y) = a ′ b .
One can show that the central extension associated to this cocycle is an action groupoid of the complex Heisenberg group acting on C×C , ie. we have the following proposition: . This Lie algebroid extension integrates to an extension of C 2 ⋉ C 2 given by a Heisenberg action groupoid. More precisely, the extension is of the form
where H is the subgroup of matrices of the form  
van Est Map: Representations
In this section we will classify two different geometric strucutres: rank one holomorphic representations of Π 1 (P 1 , {0, ∞}) ∼ = C ⋉ P 1 , which are classified by
and rank one holomorphic representations of its Lie algebroid, denoted T P 1 (− log {0, ∞}) , which are classified by H 1 (T P 1 (− log {0, ∞}), C * P 1 ) . We then compute the van Est map between them and explicitly show that it is an isomorphism.
Consider the action of C on P 1 given by a · [z : w] = [e a z : w] , and form the action groupoid given by C ⋉ P 1 . Then representations of C ⋉ P 1 on holomorphic line bundles are classified by H 1 (C ⋉ P 1 , C * P 1 ) . The sheaf of sections of the Lie algebroid of C ⋉ P 1 is isomorphic to the sheaf of sections of T C which vanish at the origin and ∞ .
Step 1: Let U 0 , U 1 be the standard open covering of P 1 . Then we get an open covering of B 1 (C ⋉ P 1 ) by using the open cover
. A standard Mayer-Vietoris argument shows that this is a good cover in degree one, ie. it can be used to compute cohomology in degree one.
The inequivalent degree one cocycles are given by the following:
σ 00 (a, z) = e (k+λ)a , σ 01 (a, z) = e λa z −k , (4.2) σ 10 (a, z) = e (k+λ)a z k , σ 11 (a, z) = e λa ,
where σ ij are functions on U ij and g 01 is a function on U 0 ∩ U 1 representing the principal bundle, and where k ∈ Z , λ ∈ C . Hence
Now we compute the van Est map on these classes. First recall that the van Est map factors through the cohomology of the local groupoid, so we only need to be concerned with a neighborhood of the identity bisection.
Step 2: Pull back the cocycle via κ −1 to a neighborhood of G in G ⋉ G , and get the cocycle given by the functions κ −1 σ 00 , κ −1 σ 11 , t −1 g 01
defined on the open sets κ −1 U 00 , κ −1 U 11 , t −1 U 10 , respectively.
Step 3: Now by the condition that (4.2) is a cocycle, it follows that
and these two open sets cover a neighbourhood of G 0 in G ⋉ G . Explicitly,
for i = 0 , 1 . So for the second step we get the functions σ 00 , σ 11 , s −1 g 01 ,
defined on the open sets U 00 , U 11 , U 00 ∩ U 11 , respectively.
Step 4: Now apply dlog + ∂ to σ 00 , σ 11 , and we get the elements dlogσ 00 , dlogσ 11 . σ 00 σ 11 s −1 g 01 ,
defined on the open sets U 00 , U 11 , U 00 ∩ U 11 , respectively. Explicitly, these are given, respectively, by
, e ka z k .
Step 5: Now this cocycle is pulled back from the following cocycle in the Chevalley-Eilenberg complex via t :
where these maps are defined on U 0 , U 1 , U 0 ∩ U 1 , respectively.
The anchor map in this case is α(∂ a | (0,z ′ ) ) = z ′ ∂ z | z ′ , which it is an embedding of sheaves, and hence the sheaf of sections of the Lie algebroid is isomorphic to the sheaf on P 1 generated by z ∂ z on U 0 andz ∂z on U 1 . Under this isomorphism of sheaves, da gets sent to dz/z . We can use the isomorphism to identify the Lie algebroid cocycle in (4.3) with the cocycle in the sheaf of logarithmic differential forms given by
To summarize, we have the following:
The cocycles in 4.2 give an isomorphism H 1 (C ⋉ P 1 , C * P 1 ) ∼ = C×Z ; the cocycles in 4.4 give an isomorphism H 1 (T P 1 (− log {0, ∞}), C * P 1 ) ∼ = C×Z . Under these isomorphisms the van Est map
is given by (λ, k) → (λ, k) .
The Canonical Module Associated to a Complex Manifold and Divisor
Given a complex manifold X and a simple normal crossings divisor D , we construct a natural module for the Lie groupoid Pair(X, D) (which is the terminal integration of T X (− log D) , the Lie algebrid whose sheaf of sections is the sheaf of sections of T X which are tangent to D) . These are modules for which the underlying surjective submersion does not define a fiber bundle, and in particular the underlying family of abelian groups is not locally trivial. Generically the fiber will be C * , but over D the fibers will degenerate to C * ×Z k , for some k depending on the point D .
The Module C * C ( * {0})
Here we will do a warm up example for the general case to come in the next section. More precisely, we will construct a family of abelian groups whose sheaf of sections is isomorphic to the sheaf of nonvanishing meromorphic functions with a possible pole or zero only at the origin, and we will show that it is naturally a module for the terminal groupoid integrating T C (− log {0}) , the Lie algebroid whose sheaf of sections is isomorphic to the sheaf of sections of T C vanishing at the origin. This space was defined in [10] .
Consider the action groupoid C * ⋉ C ⇒ C , where the action of C * on C is given by
This is the terminal groupoid integrating T C (− log {0}) . We will construct a module for this groupoid as follows: consider the family of abelian groups given by
This family of abelian groups is a C * ⋉ C-module with action given by (a, x) · (x, y, i) = (ax, a −i y, i) .
There is a submodule given by
where the embedding into C×C * ×Z is given by (x, j) → (x, x −j , j) , for x = 0 , and (0, 0) → (0, 1, 0) . We can then form the quotient to get another module, denoted C * C ( * {0}) . Formally, we have the following: Proposition 5.1. The space C * C ( * {0}) is a complex manifold and there is a holomorphic surjective submersion π : M → C given by π(x, y, i) = x The space C * C ( * {0}) is a family of abelian groups with product defined by a (x, y, i) · (x, y ′ , j) = (x, yy ′ , i + j) .
It is a C * ⋉ C-module with action given by (a, x) · (x, y, i) = (ax, a −i y, i) , and there is a short exact sequence of modules given by
The fiber of C * C ( * {0}) over a point x = 0 is isomorphic to C * , and the fiber over x = 0 is isomorphic to C * ×Z . Now to any G-module there is an associated G-representation, and the representation associated to C * C ( * {0}) is the trivial one, ie. m ∼ = C×C with the projection map being the projection onto the first factor, and the action of C * ⋉ C is given by (a, x) · (x, y) = (ax, y) .
We identify m with points (x, y, 0) ∈ C×C×Z , where the second C is identified with the Lie algebra of C * . The sheaf of sections of m is naturally isomorphic to the sheaf of C-valued functions on C .
Proof. We will compute d CE log : consider the meromorphic function
where f is holomorphic and nonvanishing. We identify it with the local section of C * C ( * {0}) given by s(x) = (x, f (x), n) . Now the anchor map is given by
Then we can compute that 
5.2
The Module C * X ( * D)
Here we will generalize the construction in the previous section to arbitrary complex manifolds and simple normal crossing divisors.
Proposition 5.4. Let X be a complex manifold of complex dimension n , and let D be a smooth divisor. Then there is a canonical family of abelian groups C * X ( * D) → X such that O(C * X ( * D)) (where sections here are taken to be holomorphic) is isomorphic to O * ( * D) , the sheaf of nonvanishing meromorphic functions with poles or zeros only on D .
Proof. We can construct a family of abelian groups as follows: choose an open cover
Then on D n i form the family of abelian groups D n i ×C * ×Z/ ∼ , where
where the surjective submersion is given by the projection onto (x i,1 , x i ) , and where the product is given by
We can glue these families of abelian groups together in the following way: on D n i ∩ D n j we have a nonvanishing holomorphic function g ij satisfying x j,1 = g ij x i,1 . Now let
This gluing preserves the fiberwise group structure, hence we obtain a family of abelian groups, denoted
As in the previous section, where this was done for (X, D) = (C, {0}) , the sheaf O(C * X ( * D)) is isomorphic to O * ( * D) .
Proposition 5.5 (see [9] ). There is a terminal integration of T X (− log D) , the Lie algebroid whose sheaf of sections is isomorphic to the sheaf of sections of T X which are tangent to D .
Proof. The terminal integration, denoted Pair(X, D) , can be described locally as follows (here the notation is as in the previous proposition): the set of morphisms D n i → D n j is given by all
The source, target and multiplication maps are:
The gluing maps on the groupoid are induced by the gluing maps on X , that is,
Proposition 5.6. The morphism
endows C * X ( * D) with the structure of a T X (− log D)-module, and this structure integrates to give C * X ( * D) the structure of a Pair(X, D)-module.
Proof. Define an action of Pair(X, D) on C * X ( * D) as follows (the notation is as in the previous two propositions):
This is a well-defined action by fiberwise isomorphisms, and it indeed differentiates to the T X (− log D)-module defined by (5.2) .
Essentially the same construction can be done in the case that D is a simple normal crossing divisor. In a neighborhood U of a simple crossing divisor which is biholomorphic to a polydisk, we can choose coordinates x = (x 1 , . . . , x n ) on D n such that the simple normal crossing divisor is given by x 1 · · · x k = 0 . Then
away from x j1 · · · x j l = 0 , where j 1 , . . . , j l ∈ {1, . . . , k} and where m j1 , . . . , m j l are the nonzero components of m ∈ Z k .
Alternatively, it can locally be described as
where the C * -action is the one induced by the action of C * U on C * X ( * D) , which comes from the embedding C * U ֒− → C * X ( * D) . To summarize, we have proven the following: Theorem 5.1. Let X be a complex manifold and let D be a simple normal crossing divisor. There is a family of abelian groups C * X ( * D) π → X whose sheaf of holomorphic sections is isomorphic to O * X ( * D) . Furthermore, there is a canonical action of Pair(X, D) on M making it into a Pair(X, D)-module, and this module structure integrates the canonical T X (− log D)-module structure on M induced by the morphism dlog : O * X ( * D) → Ω 1 X (log D) .
Integration by Prequantization
In this section we describe an alternative approach to integration of classes in Lie algebroid cohomology that may sometimes be used, and which doesn't directly involve the van Est map (more accurately, this method could be combined with the previous method). We call it integration by prequantization because in the case that the Lie algebroid is the tangent bundle and one is trying to integrate a 2-form ω, this method uses the line bundle whose first chern class is the cohomology class of ω . We will first describe this method and then give some examples.
Suppose we have a G-module N and we are interested in integrating a class in the cohomology of the truncated complex, α ∈ H * 0 (g, N ) . Now suppose we have a G-module M such that m = n , and such that there is a map N → M of G-modules which differentiates to the identity map on n . In this case the morphism N ) . Then one can try lift α to a classα ∈ H * (G 0 , O(M )) . If a lift can be found, then one can then attempt to integrate α to a class in H * 0 (G, N ) by showing that δ * α is in the image of the map H * 0 (G, N ) → H * 0 (G, M ) . If this succeeds then this class in H * 0 (G, N ) integrates α . We can summarize this method with the following proposition: Proposition 6.1. Let G be a Lie groupoid, and let N, M be G-modules with the same underlying Lie algebroids n . Suppose further that there is a map of G-modules f : N → M which differentiates to the identity on n (in particular this means that the Lie alebroids of N and M are the same as G-representations). Then following diagram is commutative:
Let X be a manifold and let ω be a closed 2-form which has integral periods. Then there is a class g ∈ H 1 (X, O * ) which lifts ω , ie. a principal C * -bundle. We then have that δ * g ∈ H 1 0 (Pair(X), C * X ) integrates ω . Example 6.2. Consider the trivial (C * ⋉ C ⇒ C)-module C * C , and let g be its Lie algebroid. Consider the class in H 0 0 (g, C * C ) given by dz z . This class is not in the image of
is as in the previous section) , and they have the same Lie algebroids, and in addition the class dz z is in the image of
, namely dlog z = dz z . We then have that δ * z (a, z) = a , which is C * -valued. Hence the morphism (a, z) → a integrates dz z . For an example involving the integration of extensions, we have the following: Example 6.3. Let X be a complex manifold and let D be a smooth divisor, and let ω ∈ H 1 0 (T X (− log D), C X ) be a class which is prequantizable, which means that it is in the image of the map
. It is proved in [10] that this is equivalent to ω being integral on X\D . Now let Π 1 (X, D) be the source simply connected groupoid integrating T X (− log D) . There is a short exact sequence of Π 1 (X, D)-modules
(where ι : D → X is the inclusion andét means theétalé space ) . From this we get the long exact sequence
,ét(ι * O(Z D ))) = 0 since a morphism of groupoids must be 0 on the identity bisection, so since the fibers ofét(ι * O(Z D )) are discrete and the source fibers Π 1 (X, D) are connected, any such morphism must be identically 0 . So we get the long exact sequence
) .
If we let α ∈ H 1 (X, M ) , then t * α − s * α ∈ H 1 0 (G, M ) , and
where the latter equality follows from the fact that π(α) is a module for the full subgroupoid over D , which follows from the following: there is a morphism from the full subgroupoid over D to Π 1 (D) , and π(α) is a module for Π 1 (D) since π(α) is a local system.
Hence there is a unique lift of α to H 1 0 (Π 1 (X, D), C * X ) . Hence all of the prequantizable classes in H 2 (T X (− log D), C X ) integrate to classes in H 1 0 (Π 1 (X, D), C * X ) , Therefore we have the following: Proposition 6.2. Let X be a complex manifold with smooth divisor D , and let Π 1 (X, D) ⇒ X be the source simply connected integration of T X (− log D) . Then the subgroup of classes in H 1 0 (T X (− log D), C X ) which are integral on X\D embeds into H 1 0 (Π 1 (X, D), C * X ) . What this proposition means is that any closed logarithmic 2-form on a complex manifold X with smooth divisor D , which has integral periods on X\D , defines a C * -groupoid extension of Π 1 (X, D) . Example 6.4. We can specialize to the case X = P 2 and where D is a smooth projective curve of degree ≥ 3 and genus g in P 2 . Then as proved in [10] , the prequantizable subgroup of H 1 0 (T P 2 (− log D), C * X ) is isomorphic to Z 2g . Hence Z 2g ֒− → H 1 0 (Π 1 (P 2 , D), C * P 2 ) . 
Example A.1. If X , Y are smooth manifolds and f : X → Y is a surjective submersion, then f is locally fibered. Definition A.2 (see [3] ). A continuous map f : X → Y is called n-acyclic if it satisfies the following conditions:
1. For any sheaf S on Y the adjunction morphism S → R 0 f * (f −1 S) is an isomorphism and R i f * (f −1 S) = 0 for all i = 1 , . . . , n .
2. For any base changeỸ → Y the induced map f : X× YỸ →Ỹ satisfies property 1.
Theorem A.1 (see [3] , criterion 1.9.4). Let f : X → Y be a locally fibered map. Suppose that all fibers of f are n-acyclic (ie. n-connected). Then f is n-acyclic. Since f −1 is an exact functor, we obtain the following resolution of f −1 O(M ) :
Hence,
One can show that α| f −1 (y) = 0 for all y ∈ Y ⇐⇒ α → 0 under the map induced by f −1 O(M ) → f −1 G 0 (M ) , hence we obtain the result by using Theorem A.1.
Theorem A.2. Let f : X → Y be a locally fibered map such that all its fibers are nacyclic. Let M → Y be a family of abelian groups. Then the following is a short exact sequence for 0 ≤ k ≤ n + 1 :
In particular, H k (Y, O(M )) → H k (X, f −1 O(M )) is an isomorphism for k = 0 , . . . , n and is injective for k = n + 1 .
Proof. This follows from the Leray spectral sequence (see section 0) and Corollary A.1.
Similarly, we can generalize this result to simplicial manifolds:
Theorem A.3. Let f : X • → Y • be a locally fibered morphism of simplicial topological spaces such that all its fibers are n-acyclic. Let M • → Y • be a simplicial family of abelian groups. Then the following is a short exact sequence for 0 ≤ k ≤ n + 1 :
is an isomorphism for k = 0 , . . . , n and is injective for k = n + 1 . 7
A.2 Lie Groupoids
In this section we briefly review some important concepts in the theory of Lie groupoids.
Definition A.3. A groupoid is a category G ⇒ G 0 for which the objects G 0 and morphisms G are sets and for which every morphism is invertible. A Lie groupoid is a groupoid G ⇒ G 0 such that G 0 , G are smooth manifolds 8 , such that the source and target maps, denoted s , t respectively, are submersions, and such that all structure maps are smooth, ie.
i :
are smooth (these maps are the identity, multiplication/composition and inversion, respectively). A morphism between Lie groupoids G → H is a smooth functor between them.
Definition A.4. Let G ⇒ G 0 , K ⇒ K 0 be Lie groupoids. A Morita map φ : G → K is a map such that 1. φ : G 0 → K 0 is a surjective submersion Definition A.6. We call a family of morphisms {P i → P } i in [G 0 /G] a covering family if the corresponding family of morphisms on the base manifolds {M i → M } i is a covering family for the site of smooth manifolds, ie. a family ofétale maps such that i M i → M is surjective. This defines a Grothendieck topology on [G 0 /G] , thus we can now speak of sheaves on [G 0 /G] , ie. contravariant functors S : [G 0 /G] → Ab such that the following diagram is an equalizer for all covering families {P i → P } i :
A morphism between sheaves S and F is a natural transformation from S to F . 
A.4 Abelian Extensions
Here we review abelian extensions and central extensions of Lie groupoids and Lie Algebroids.
Definition A.9. Let M be a G-module for a Lie groupoid G ⇒ G 0 . A Lie groupoid extension of G by M is given by a Lie groupoid E ⇒ G 0 and an exact sequence of the form
such that ι , π are the identity on G 0 , such that ι is an embedding and π is a submersion, and such that if m ∈ M , e ∈ E satisfy s(m) = s(e) , then eι(m) = ι(π(e) · m)e . If M is a trivial G-module then E will be called a central extension. If A is an abelian Lie group then associated to it is a canonical trivial G-module given by A G 0 , and by an A-central extension of G we will mean an extension of G by the trivial G-module A G 0 . . If m is a trivial g-module then e will be called a central extension. Similarly to the previous definition, if V is a finite dimensional vector space then associated to it is a canonical trivial g-module given by N ×V , and by a V -central extension of g we will mean an extension of g by the trivial g-module N ×V .
