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초 록
사람과 언어로 의사소통하는 기계를 만드는 것은 튜링테스트를 통한
인공지능 연구자들의 오랜 꿈이다. 그러나 언어의 수많은 예외와 불확실
성으로 인해 전통적인 규칙 기반 방식으로는 모델링에 한계가 있었다.
최근 급격히 발전하고 있는 딥러닝 알고리즘을 이용하여 그 한계를 극복
한 언어 모델링 연구가 이어지고 있다. 그 중 TextQA는 지문(context)
과 질문(question)을 보고 답(answer)을 생성하는 연구로, 언어 모델이
얼마나 언어를 잘 이해하였는가를 테스트하기에 적합하다. 그러나 많은
연구들에도 불구하고 아직 사람의 수준에는 미치지 못하고 있다.
본 논문에서는 TextQA 모델의 성능 향상을 위한 Augmented
TextQA를 제안한다. Augmented TextQA는 답을 이용하여 질문을 생성
할 수 있는 모델을 만들고, 지문 속에서 추출한 키워드를 입력으로 질문
생성 모델을 통해 질문을 생성한다. 마지막으로, 새로 생성한 데이터를
추가하여 기존 TextQA 모델의 성능 향상을 시도한다. SQuAD(Stanford
Question Answering Dataset)와 Seq2Seq 기반 TextQA 모델을 구현하
여 실험한 결과, 전반적으로 Augmented TextQA를 사용했을 경우에 성
능이 향상되는 것을 확인할 수 있었다. 나아가 Augmented TextQA를
활용하면 외부 자료를 사용하지 않고 도메인 상에서 데이터를 증강시키
기 때문에 특정 도메인에서 단어의 표상을 더 적절히 학습할 수 있으며,
학습 데이터에만 국한되지 않은 확장된 TextQA가 가능해지는 효과를
기대할 수 있다.
주요어 : 데이터 증강, 딥러닝, 자연어 처리, 질의응답
학 번 : 2015-22915
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I. 서 론
기계에게 인간의 언어를 이해시키고 처리할 수 있게 하는 기술, 자연
어 처리는 컴퓨터과학, 인공지능, 언어학 분야에서 꾸준히 연구되어 왔
다. 간단하게는 스펠링 체크, 키워드 검색, 동의어 찾기부터 시작해서 정
보 추출, 문서 분류를 거쳐 기계 번역, 대화 시스템, 질의응답 시스템에
이르기까지 우리 생활에 항상 존재하는 언어를 처리하는 분야인 만큼 다
양한 어플리케이션을 만들어왔다 (Collobert et al., 2011).
하지만 언어는 완벽하지 않다. 동일한 언어일지라도 사용되는 언어의
특성(예: 한국어, 영어, 일본어)과 언어를 사용하는 시간, 장소, 상황, 언
어를 사용하는 사람의 가치관과 정서 상태, 언어를 사용하여 의사소통하
는 사람간의 암묵적인 동의 등 여러 조건들에 의해 불완전한 문장구조를
가지거나, 중요한 정보가 생략되는 등 수많은 예외와 불확실성을 갖게
된다.
전통적인 자연어 처리 분야에서는 이 불확실성을 처리하기 위해 통계
적 언어 모델링 방법을 사용해왔다. 단어 예측 문제를 예로 들면, n번째
단어 을 예측하기 위해서 앞서 나왔던  들을 이용하
여 주어진 corpus, 혹은 단어 사전에 있는 각 단어의 확률
 을 계산하고자 하였다. 그러나 계산 과정에서
모든 단어 간의 dependency를 고려하는 것이 불가능에 가깝기 때문에
independent assumption이나 markov assumption을 가정한 naive bayes
모델 (Chai et al., 2002), N-gram 모델 (Brown et al., 1992), hidden
markov 모델 (Eddy, 1996) 등이 주로 활용되었다.
딥러닝의 등장으로 다양한 분야에서 높은 성능 향상이 이루어지자, 자
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연어 처리에서도 딥러닝 알고리즘을 적극 활용하기 시작했다. 딥러닝의
주요 특징은 양질의 feature들을 이용하여 각 단어에 대한 표상
(representation)을 자동적으로 학습하는 것인데, 이러한 특징을 자연어에
적용하여 불확실성까지 최대한 모델링 하고자 하였다. 딥러닝에서 단어
의 표상은 다차원의 실수 벡터로 표현하는 distributed representation
hypothesis를 따른다 (Rieger, 1991). 기존 자연어 처리에서는 해당 단어
가 몇 번 등장했는지에 대한 frequency 기반 표상을 사용했던 반면, 딥
러닝에서는 해당 단어의 사전적, 문맥적 의미가 벡터의 여러 차원에 반
영될 것이라는 가정 하에 각 단어를 다차원의 실수 벡터 형태로 표현하
여 해당 벡터를 학습한다. 그렇게 학습한 단어의 표상, word vector를
이용하여 딥러닝은 여러 자연어 처리 문제를 해결하고 있다.
다양한 자연어 처리 문제 중 TextQA는 텍스트를 잘 이해했는지를 판
단할 수 있는 좋은 기준이 된다. TextQA는 지문(context), 질문
(question), 답(answer)으로 구성되어 있는 데이터를 이용하여, 지문과
지문에서 답을 찾을 수 있는 질문을 보고 답을 생성하는 문제이다. 따라
서 TextQA에서 뛰어난 성능을 내기 위해서는 지문을 통해 올바른 표상
을 만들고, 질문을 잘 이해한 뒤, 구축한 단어 사전 속에서 정답을 올바
르게 인출하는 것이 중요하다. 좋은 표상을 만들기 위해서 Dynamic
Memory Network (Kumar et al., 2016), r-net (Wang et al., 2017)과 같
은 자연어를 이해하기 위해 복잡한 모델들을 만드는 연구들이 이루어지
고 있으며, 부족한 데이터를 극복하기 위해 유사한 다른 데이터에서 학
습한 표상을 사용하는 전이 학습 (transfer learning) (Pan & Yang,
2010), 학습할 때 word vector들이 좋은 시작점에서부터 학습할 수 있도
록 값을 초기화해주는 word2vec (Le & Mikolov, 2014), GloVe
(Pennington et al., 2014) 와 같은 pretrained word vector
3
representation 방법이 사용된다. 그 중 전이 학습과 pretrained word
vector representation을 활용한 방법들은 주어진 데이터외의 다른 데이
터들을 사용한다. 그러나 단어에는 어감이 존재하여 같은 단어라도 상황
에 따라 다른 의미로 쓰일 수 있다. 그러므로 무분별하게 다양한 도메인
에서 많은 데이터를 수집하여 학습하는 것은 좋은 표상을 생성하여 성능
을 향상시키는데 큰 도움이 되지 않을 수 있다.
본 논문에서는 외부 데이터의 활용 없이 한 도메인 내에서 TextQA
모델의 성능 향상을 위한 Augmented TextQA를 제안한다. Augmented
TextQA는 답을 이용하여 질문을 생성할 수 있는 모델을 만들고, 지문
속에서 추출한 키워드를 입력으로한 질문 생성 모델을 통해 새로운 질문
을 생성한다. 마지막으로, 증강된 데이터를 추가하여 기존 TextQA 모델
의 성능 향상을 시도한다.
먼저 2.1장을 통해 이미지에서 많이 사용되고 있는 데이터 증강 기법
과 그 아이디어를 간략하게 설명한 후, 2.2장, 2.3장에서 TextQA, 질문
생성 모델의 기본이 되는 Seq2Seq 모델 그리고 키워드 추출에 활용되는
Stanford CoreNLP 도구에 대해 각각 기술할 것이다. 3장에서는 실험에
활용한 Stanford Question Answering Dataset과 전체적인 실험 설계,
각 파트에 들어갈 후보 신경망 모델 구조를 기술한다. 4.1장에서는 자연
어 데이터의 전처리 과정과 전처리 과정에 따른 성능 차이를 보인다. 그
리고 4.2장에서는 설계한 모델들을 이용하여 TextQA 성능을 보이고 4.3
장에서 입력과 출력이었던 답과 질문을 반대로 하여 모델이 질문을 생성
하도록 학습한다. 4.4장에서는 질문 생성에서 성능이 가장 뛰어났던 모델
과 Stanford CoreNLP를 가지고 지문 속 키워드를 새로운 입력으로 하
여 데이터를 생성하며, 마지막 4.5장에서는 증강된 데이터를 활용한
Augmented TextQA의 성능을 보고한다. 5장과 6장에서는 기존 TextQA
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와 Augmented TextQA의 성능을 비교하고, Augmented TextQA의 장
점과 단점, 그리고 한계점을 논할 것이다.
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II. 이론적 배경
2.1. 데이터 증강 기법
데이터 증강 기법이란, 인위적으로 데이터의 양을 증가시키는 기술이
다 (Wan et al., 2014). 주로 이미지 데이터에 사용되어 왔는데, 이미지의
레이블을 변경하지 않고 이미지의 픽셀을 변화시켜 변형된 데이터를 이
용해서 추가적인 학습을 한다. 이미지 데이터에 사용되는 주요 데이터
증강 방법으로는 Horizontal/Vertical Flips, Random Crops/Scales, Color
Jittering 등이 있다. Flip은 이미지의 정보를 손상시키지 않는 선에서 반
전 시키는 것이고, Crops/Scale은 이미지를 알아볼 수 있는 범위 내에서
특정 부분을 잘라 내거나 이미지의 크기를 조절하는 것이며 Color
Jittering은 이미지의 색상을 변경하는 것이다 [그림 1]. 특정 물체의 사
진을 좌우 반전 시킬지라도 우리에게는 같은 물체지만, 픽셀 단위로 이
미지를 인식하는 컴퓨터에게는 다른 데이터로 인식된다. 따라서 컴퓨터
는 변형된 이미지를 다른 이미지로 인식하여 새로운 데이터로 학습할 수
있다.
[그림 1] 증강된 이미지 데이터 예시
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반면 자연어 처리에서는 문장 속 단어의 순서에 따라 문장의 의미가
달라질 수 있으며 단어의 형태 또는 철자에 따라서도 의미가 변화하기
때문에 이미지에서 사용한 데이터 증강 기법을 그대로 활용할 수 없다.
이에 Zhang & LeCun (2015)은 자연어 처리에서 데이터 증강 기법을 활
용할 수 있는 방법으로 유의어 사전을 이용한 문장 속 단어의 치환이나
사람이 직접 보고 의역 (paraphrasing)하는 방법을 제시했다. 하지만 이
방법은 방대한 유의어 사전을 구축해야한다는 단점이 있으며 구축한다고
할지라도 유의어 사전 속에서 치환하기에 가장 적절한 단어의 기준을 정
하기가 모호하다는 문제점이 있다. 그 다음으로 사람을 통해 일일이 글
을 의역하기에는 시간과 비용이 많이 든다는 문제점이 있다. 따라서 우
리는 딥러닝 알고리즘 중 문장 생성에 용이한 Seq2Seq (Sutskever et




Seq2Seq 모델 (Sutskever et al., 2014) 은 인코더-디코더 모델의 하나
로, 연속적인 속성을 가진 데이터를 입력으로 받아, 연속적인 속성을 가
진 데이터를 출력하는 모델이다. 인코더-디코더 모델은 입력을 처리하는
인코더 부분과 처리된 결과를 풀어 결과를 생성하는 디코더 부분으로 이
루어져있다 [그림 2].
[그림 2] 인코더-디코더 모델
일반적인 Seq2Seq 모델은 두 개의 RNN (Recurrent Neural
Networks)으로 구성되어 있는데, 첫 번째 RNN은 한 문장을 단어 단위
로 쪼개어 하나의 벡터로 인코딩하는 작업을 한다. 그리고 두 번째 RNN
은 첫 번째 RNN에서 인코딩한 벡터를 하나의 단어씩 디코딩하여 최종
적으로 하나의 문장을 만든다. 감독학습 방법을 이용하여 입력 문장을
넣었을 때 정해진 출력 문장이 나오도록 학습 한다.
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[그림 3] Seq2Seq 모델 예시 (출처: Sutskever et al., 2014)
위 [그림 3]는 "ABC"라는 입력이 들어왔을 때 "WXYZ"라는 출력을
내는 Seq2Seq 모델의 예시이다. "ABC"의 문장은 각각 'A', 'B', 'C'의
단어 혹은 토큰 단위로 쪼개져 모델의 입력 값으로 들어간다. "ABC"의
문장이 전부 들어간 뒤에는 문장의 끝을 뜻하는 <EOS> 심볼이 입력
값으로 들어가면서 모델은 한 단어씩 디코딩을 시작한다. 가장 먼저
<EOS> 심볼이 입력되면 정답 문장의 첫 번째 단어인 W가 출력되고
출력된 W를 다시 디코더에 입력시켜 다음 단어인 'X'를 출력한다. 계속
해서 이전 출력을 다음 입력으로 넣어 디코딩을 하며 정답 문장과의 차
이가 감소하는 방향으로 학습을 한다.
Seq2Seq는 RNN 두 개를 연결하는 간단한 방법으로 순차적인 데이터
를 효과적으로 처리할 수 있는 구조를 제공해주었다. 그리고 기존 자연
어 처리에서 가변적인 길이를 처리하기 위해 수행하였던 많은 작업들을
단순화시키며, 입력을 넣고 출력을 바로 얻는 end-to-end의 편리함도 누
릴 수 있게 해주었다. Seq2Seq는 문장을 생성하는 자연어 처리에 적극
활용되어 기계 번역 (Luong et al., 2015), 음성 인식 (Bahdanau et al.,
2016), 이미지 캡션 생성 (Mostafazadeh et al., 2017), TextQA (Dong &
Lapata, 2016) 등에 널리 활용되고 있다.
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2.3. Stanford CoreNLP
Stanford CoreNLP (Manning et al., 2014)는 영국 Stanford NLP 그룹
에서 배포한 자연어 처리 도구 소프트웨어이다. 대표적으로 개체명 인식
(Named Entity Recognition), 품사 태깅 (Part-Of-Speech), 그 밖에
coreference resolution, sentiment analysis, bootstrapped pattern
learning 등 다양한 작업을 수행할 수 있다 [그림 4]. 특히 Named
Entity Recognizer를 활용하여 미리 정의해 둔 장소, 시간, 단위 등에 해
당하는 단어를 인식하고 POS Tagger를 이용하여 각 단어의 문법 정보
를 활용하여 키워드 추출에 활용할 수 있다. 뛰어난 성능으로 키워드 추
출뿐만 아니라 다른 자연어 처리 어플리케이션의 전처리에 많이 사용되
고 있다.





실험에는 SQuAD (Stanford Question Answering Dataset)을 사용했
다. SQuAD (Rajpurkar et al., 2016)는 영국 Stanford 대학에서 공개한
Reading Comprehension 데이터셋으로 500개 이상의 위키피디아 문서에
대해 총 100,000개 이상의 QA pair를 만들었다. 기존의 데이터셋들은 데
이터의 양(Quantity)과 질(Quality) 사이의 tradeoff에서 한쪽 측면에 치
우쳐있는 반면, SQuAD는 비교적 적절한 양의 데이터와 그 질을 만족했
다. SQuAD 데이터의 주된 특징으로는 답(answer)이 항상 지문(context)
에 있다는 것이다. 따라서 이 데이터에서는 TextQA 문제를 답 문장의
첫 번째 단어의 index를 찾는 문제로 바꿔 해결할 수도 있다. [그림 5]는
Prime Number에 대한 지문, 그리고 QA 예시이다. 실제 데이터에는 지
문의 제목, 답의 index 정보가 추가로 있으며 답은 하나씩만 제공된다.




[그림 6] Augmented TextQA 구조
Augmented TextQA를 위한 방법은 크게 3가지로 나눌 수 있다 [그림
6]. (1) Stanford CoreNLP를 이용하여 지문 속에서 주요 정답이 되는 단
어, 키워드를 추출하는 부분과, (2) 지문과 질문대신 답을 이용하여 질문
을 생성하는 부분, (3) (2)에서 학습한 모델을 이용하여 키워드에 대한
질문 Q'을 생성하고, 이 생성된 Q'와 그 정답인 키워드를 기존 데이터에
추가하여 TextQA를 하는 Augmented TextQA 부분으로 나눌 수 있다.
각 모델의 구조들은 3.2.2에 기술한 모델 구조 중에서 실험을 통해 가장
성능이 좋은 구조를 선택하였다.
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3.2.2 모델 구조
실험에는 n-layer Seq2Seq, Conv + Seq2Seq, Seq2Seq + 2-Fully
Connected Layer 모델을 활용해보았다. 각 모델을 도식화하면 [그림 7,
8, 9]와 같다.
[그림 7] n-layer Seq2Seq
n-layer Seq2Seq 모델 [그림 7]은 기존 Seq2Seq 모델에서 RNN 계열
의 인공신경망인 LSTM (Long-Short Term Memory) (Hochreiter &
Schmidhuber, 1997)을 여러 층으로 쌓아올려 매 시간 축마다 인코딩된
입력과, 디코딩 되는 출력이 각각 dependency를 유지하도록 설계한 모델
이다. 마지막 LSTM의 hidden vector(h)를 1층짜리 fully connected
layer를 이용하여 단어 사전에 있는 단어의 수만큼의 output vector로 표
현한 후 Softmax 함수를 거쳐 매 time step 마다 출력 단어를 생성한다.
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[그림 8] Seq2Seq + 2FCL
[그림 9] Conv + Seq2Seq
Seq2Seq + 2-Fully Connected Layer [그림 8]는 기존 Seq2Seq 모델
에서 마지막 fully connected layer를 두 층으로 쌓은 모델이다. Seq2Seq
의 결과로 생성된 hidden vector (h)를 추가된 fully connected layer를
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이용하여 더 추상적인 결과를 hidden vector (h')로 얻은 뒤, 마찬가지로
단어 사전 속 단어 수만큼의 output vector로 표현하여 Softmax 함수를
통해 매 time step 마다 출력 단어를 생성한다.
Conv + Seq2Seq는 입력에 CNN (Convolutional Neural Networks)
(LeCun & Bengio, 1995)을 돌려 나온 결과를 Seq2Seq의 입력으로 하여
최종 LSTM의 hidden vector를 얻는다. 이후 출력은 앞서 설명한 방법
들과 동일하게 얻는다. CNN의 convolution layer는 이미지를 처리할 때
와는 다르게 1차원 커널을 사용하며 1차원 maxpooling을 한 뒤
Seq2Seq의 입력 차원에 맞도록 zero-padding을 한다. 단순히 입력을
Seq2Seq에 넣기보다는 convolution layer를 통해 지문으로부터 적절한
feature를 추출하여 학습하기를 기대하였다.
3.2.1의 전체 구조에 따라 우리는 질문을 생성하는 모델과 TextQA 모
델을 만들어야했다. 따라서 위에 제시한 세 가지 모델 구조 가운데 질문





SQuAD 데이터뿐만 아니라 거의 모든 자연어 데이터들은 정형화되어
있지 않기 때문에 전처리 과정이 필요하다. 그 과정에서 어느 형태의 단
어까지 의미단위로 생각할지 판단하는 tokenize 방법 또는 얼마만큼의
단어의 양을 커버하도록 할지, 다시 말해 corpus 크기를 정의하는 방법
등에 의해 성능이 달라진다. 단순히 모든 단어와 특수문자를 처리하기에
는 단어 사전의 크기가 커지게 되어서 계산 량이 기하급수적으로 증가할
수 있다. 따라서 매우 드물게 사용되는 단어를 out-of-vocabulary 심볼
을 활용하여 한 토큰으로 처리하여 계산량을 줄이고 학습셋에 존재하지
않아 단어 사전에 구축하지 못한 단어도 처리할 수 있도록 한다. 각 데
이터마다 최적의 tokenize 방법 다르기에, SQuAD에서 다양한 방법의 실
험을 해보았다: (1) 토큰을 띄어쓰기 단위로 설정, (2) (1)의 방법에 전부
소문자화, (3) 토큰을 특수 기호를 제외한 단어로 설정, (4) (3)의 방법에
전부 소문자화. 그러나 (1) 의 방법은 단어의 기본형에 특수기호가 붙은
형태를 하나의 새로운 토큰으로 인식하는 문제점이 있다. 예를 들어 A.
와 A를 다르게 인식하여 A를 학습할 수 있는 기회는 줄어들고 단어 사
전의 크기만 증가될 것이다. 반면 (3)은 영어에서 흔히 쓰이는 축약형,
out-of-date 같은 특수 기호를 포함한 단어들을 처리하기에 적절하지 않
았다. 또한 (2), (4)에서는 token을 모두 소문자화 하였는데, 이는 문장에
서 대문자로 쓰인 단어들을 같은 소문자 token으로 묶여줄 수 있지만 이
는 반드시 대문자로 써야하는 대명사와 같은 정보를 잃어버릴 수 있다.
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따라서 각각의 tradeoff를 적절히 조절할 수 있는 tokenize 방법이 필요
했다. 우리는 적절한 tokenize 방법이 활용되었을 때 기본적인 TextQA
모델에서 가장 성능이 잘 나올 것이라 가정하고, 1-layer Seq2Seq 모델
에서 TextQA 성능 변화를 살펴보며 tokenize를 위한 정규표현식을 튜닝
하였다. 최종적으로 얻은 정규표현식은
^[%(]?[%"\'%‘%“£€]?(%$?[a-zA-Z0-9&%.,äêéöōüÄÖÜßŻ]*[a-zA-Z0-9%-&äêéöōüÄÖÜßŻ]+%%?)
과 같으며, 이 정규표현식을 사용하였을 때를 (5), (5)에서 소문자화를
추가한 방법을 (6)이라고 할 때, 각 방법들의 토큰의 크기와 TextQA 성
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[그림10]전처리방법에따른단어사전크기와각성능
실험 결과, 단어 사전의 크기는 (1)>(2)>(5)>(6)>(3)>(4)로 나타났으나
성능은 (5)에서 가장 좋았다. 위 실험을 통해 단순히 많은 단어를 커버
가능한 tokenize 방법이 언어 모델에 좋은 것은 아니라는 것을 확인했으




3.2.2에 기술했던 Seq2Seq 기반 모델들을 이용해 TextQA를 수행해보




















[그림 11] TextQA 모델 성능
Perplexity는 모델이 다음에 생성할 단어를 얼마나 잘 예측했는지에 대
한 척도로, 주어진 파라미터 에 대한 단어의 Negative log-likelihood
(NLL)를 계산하여 평균 NLL의 exponential을 취한 값을 활용한다.
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따라서 Perplexity가 낮을수록 모델이 해당 단어를 생성할 확률이 높다
는 것을 의미한다.
실험에 사용된 Seq2Seq의 hidden layer 크기는 128로 설정하였으며,
convolution layer의 커널 크기는 4, pooling 크기는 2일 때 가장 성능이
좋았다. TextQA 실험에서는 Conv+Seq2Seq 모델의 성능이 가장 좋았으
며, 그 다음은 2-layer Seq2Seq, 3-layer Seq2Seq, Seq2Seq+2FCL 순으
로 성능이 좋았다. n-layer Seq2Seq 중에서는 2-layer, 3-layer가
1-layer, 4-layer보다 좋은 것으로 성능이 나타났다. 1-layer Seq2Seq보
다 조금 더 복잡한 모델인 Seq2Seq+2FCL이 성능이 더 뛰어난 것으로
보아 1-layer에서는 underfitting이, 반대로 4-layer에서는 모델을 계속해
서 쌓았으나 validation 데이터를 제대로 예측하지 못하는 overfitting이
발생한 것으로 추측할 수 있었다.
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4.3. 키워드 추출
Stanford CoreNLP (Manning et al., 2014)를 사용하여 각 지문에서 답
이 될 수 있는 키워드들을 추출하였다. 최대한 키워드 추출 오류를 줄이
기 위해서 고유명사, 년도, 시간, 금액 및 숫자, 장소와 같은 명백하게 답
이 될 수 있는 키워드를 위주로 추출하였다. 그 결과 학습 데이터에서
총 244,808개의 키워드들을 추출하였으며 각 키워드는 1개 단어 이상의
문장으로 구성되었다. [그림 12]는 주제가 Memory인 지문에서 추출된
키워드의 예시이다.
[그림 12] Stanford CoreNLP를 이용한 키워드 추출 예시
[그림 12]를 살펴보면 고유명사(예: UCLA)와 날짜, 수량 (예: June
2006, 17) 등의 키워드를 잘 추출하는 것을 확인할 수 있었다. 이 자잘한
키워드들은 기존 QA데이터에서 포함하고 있지 않은 내용이었으며, 이러




앞서 추출한 키워드를 활용하기 위해 주어진 데이터를 이용하여 질문
을 생성하는 모델을 학습하였다. [그림 13]은 validation 데이터에 대한






















[그림 13] 질문 생성 모델 성능
전반적으로 질문 생성이 QA보다 훨씬 복잡한 문제였다. 결과는 마찬
가지로 Conv+Seq2Seq 모델이 가장 좋은 성능을 보였다. n-layer
Seq2Seq 모델은 2-layer, 1-layer, 3-layer, 4-layer 순으로 성능이 좋았
으며 Seq2Seq+2FCL은 2-layer와 1-layer의 중간 수준의 성능을 보였다.
이 결과를 통해 질문 생성 문제는 지문 속에서 적절한 feature들을 이용
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하여 질문을 생성하되 1-layer보다는 2-layer 수준의 복잡한 모델이 필
요하다는 것을 알 수 있었다. 따라서 우리는 이후 실험에서 질문을 생성
할 때 가정 성능이 좋았던 Conv+Seq2Seq 모델을 이용하였다. 이 실험
결과의 예시는 부록 2에 첨부하도록 한다.
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4.5. Augmented TextQA
Conv+Seq2Seq로 만든 질문 생성 모델과 4.3에서 추출한 키워드를 이
용하여 Augmented TextQA를 수행하였다. 학습 데이터는 추출된 키워
드의 개수와 동일하게 87,599에서 332,407로 약 4배가량 증가하였으며 같
은 지문을 추가된 키워드로 인해 여러 번 학습하다보니 학습데이터에 대
한 perplexity가 빠르게 감소하는 것을 확인할 수 있었다. [그림 14]는


















[그림 14] Augmented TextQA 모델 성능
Conv+Seq2Seq, 2-layer Seq2Seq, Seq2Seq+2FCL의 순서로 성능이 좋






















[그림 15] TextQA vs. Augmented TextQA 모델 성능 비교
V. 결 과
TextQA 모델과 Augmented TextQA를 수행하였을 때의 성능을 비교
하면 [그림 15]와 같다.
모든 모델에서 Augmented TextQA 방법을 사용할 때 성능 향상이 있
었다. Augmented TextQA의 성능은 순서대로 Conv+Seq2Seq, 2-layer
Seq2Seq, Seq2Seq+2FCL 순으로 나타났다. 세 가지 모델에서 약 11%의
성능 향상이 있었으며 그 결과 가장 성능이 좋지 않았던 Seq2Seq+2FCL
이 Augmented TextQA로 인해 Augmented 되지 않은 2-layer Seq2Seq
보다 좋은 성능을 보이기도 했다.
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VI. 결론 및 논의
본 논문은 주어진 도메인 상에서 외부 텍스트 데이터의 추가 사용 없
이 TextQA의 성능을 향상시키기 위해 데이터 증강 기법을 활용한
Augmented TextQA 방법을 제안한다. 그 결과 모델이 주어진 데이터뿐
만 아니라 지문 내에서 답이 될 수 있는 주요 키워드를 예상하고 학습하
여 더 많은 질문에 올바르게 대답할 수 있는 모델을 만들 수 있었다.
Augmented TextQA 방법은 학습 할 때 키워드를 보고 그 예상 문제를
생각하며 공부하는 사람의 학습 방법과 유사하며, Bottou (2014)가 주장
했던 키워드 추출, 예상 질문 생성, 추가 학습의 문제 해결 과정을 모듈
을 쌓아 구현하는 Reasoning의 과정을 따르고 있다.
Augmented TextQA는 기존 TextQA에 비해 질문을 생성하는 모델을
추가로 만들어야한다는 단점이 있지만, 성능의 소수점 차이에 의해서 등
수가 변화하는 TextQA 대회에서는 충분히 시도할 가치가 있는 방법이
라고 생각된다. 그 다음으로 질문을 생성하는 모델을 학습하는 과정이나
키워드를 추출하는 과정에서 오류가 발생하겠지만 두 오류를 충분히 최
소화시킨다면 TextQA 모델이 기존 데이터에 overfitting하지 않도록 모
델을 일반화(generalization)하는 역할을 해줄 수 있을 것이라 기대한다.
TextQA에 대한 추가 연구로 앞서 제시했던 Seq2Seq 기반 모델 3개
를 적절히 혼합하여 성능이 더 뛰어난 모델을 만들고, SQuAD의 특성에
걸맞도록 모델이 생성한 답이 지문 속 어디에 해당하는지를 찾는 추가적
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Teaching a machine that communicates with people in natural language is a 
dream of artificial intelligence researchers. However, due to the numerous 
exceptions and uncertainties in language, language modeling with traditional 
rule-based approach has several limitations. Recently, language modeling 
research has been continuing to overcome the limitation by introducing deep 
learning algorithms. Among the studies of natural language processing, 
TextQA is a study that generates an answer by looking at the context and 
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question, and it is suitable to test how well the language model understands 
the natural words. Despite many studies, it has not yet reached the 
performance of people. In this paper, we propose Augmented TextQA for 
improving the performance of TextQA models. Augmented TextQA first 
creates a question generation model using an answer and a context, and 
generates a question through the model by inputting a keyword extracted 
from the context. Finally, we try to improve the performance of TextQA 
model by adding the augmented data. Experimental results using the SQuAD 
(Stanford Question Answering Dataset) show that the model performance is 
improved in Augmented TextQA compared with original TextQA. 
Furthermore, using Augmented TextQA can augment the data on the domain 
of train data without using external data, so it would learn the 
representation of the word in a specific domain more appropriately. This 
method also can generalize the TextQA model not to be limited to the 
original train data but to fit on the extended train data.





부록 1. TextQA 결과 예시
부록 2. 질문 생성 결과 예시
부록 3. Augmented TextQA 결과 예시
31
[부록 1] TextQA 결과 예시 (좋음 - 보통 - 나쁨 순)
32
[부록 2] 질문 생성 결과 예시 (좋음 - 보통 - 나쁨 순)
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[부록 3] Augmented TextQA 결과 예시 (좋음 - 보통 - 나쁨 순)
