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Resumo
Neste trabalho foi implementado algoritmos de migração por quadrados mínimos.
Os mesmos foram empregados em alguns modelos comuns na literatura de geofísica
com bons resultados. Esses algoritmos fazem uso da estrutura da função objetivo do
problema para reduzir o custo computacional dessa tecnica de imageamento. Sendo
também avaliado o uso de funções robustas para diferentes tipos de ruido, onde exper-
imentos numéricos mostram que as mesmas são eficientes em reduzir os efeitos danosos
de ruido, especialmente os de alta amplitude.
Inicialmente nos capítulos 1 e 2 é apresentado e formulado o problema de imageamento
com quadrados mínimos. Sendo obtida a representação matricial desse problema e tam-
bém é explicado como se realizar o produtos matriz vetores relacionados a esse problema
de forma eficiente sem a construção explicíta dessas matrizes.
Então é examinado efeitos a serem corrigidos pela procedimento de imageamento
sísmico por quadrados mínimos, assim como também é apresentado formas tradicionais
de se resolver tais problemas.
Finalmente é utilizado métodos eficientes de otimização para a solução do problema
de imageamento por quadrados mínimos utilizando funções robustas de perda. Foram
realizados também experimentos utilizando a norma `1 como regularização os resultados
desses experimentos indicam que mesmo em condições não ideais essa técnica pode ser
efetiva em reduzir o custo computacional do problema de imageamento por quadrados
mínimos.
Palavras-chave: Migração, Profundidade, Imagem, Exploração, Quadrados míni-
mos, Inversão, Migração quadrados mínimos.
Abstract
In this work we implemented and tested different algorithms for least squares migration.
They were used on some common models of the geophysical literature all algorithms
produced goods results. The algorithms used on this work make use of the structure of
the objective function to reduce the computational burden of this imaging procedure.
Moreover, we evaluated the effectiveness of robust objective functions in dealing with
different types of noise. The results show that these functions are particularly useful to
deal specially with high amplitude noise.
Some experiments were done using the `1 norm as a regularizer. Even under non
ideal circumstances this technique proved useful to reduce the computational burden of
the imaging procedure.
We start by defining the least squares imaging problem and derive explicit repre-
sentations for both the Born Modeling and its adjoint operator. Next, we then study
the effects of the Hessian on the migrated image and discuss some techniques to solve
the least-squares imaging problem. At the end is presented some numerical experiments
demonstrating the quality of the algorithms under investigation.
Keywords: Migration, Depth, Image, Exploration, Inversion, Least Squares Imag-
ing.
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1 Introdução
O dado sísmico usualmente adquirido não permite uma interpretação das estruturas
e propriedades de subsuperfície sendo portanto necessária uma etapa de imageamento
que transforma os mesmos numa representação de subsuperfície. A qualidade dessa rep-
resentação está atrelado a qualidade do dado adquirido e de outras informações como
modelos de propriedades físicas, tais como a velocidade e do algoritmo de migração uti-
lizado. Esses algoritmos tratam diferentemente variações de geometrias de aquisição e
variacões no modelo de velocidades sísmicas. Recentemente devidos à maior disponibili-
dade de recursos computacionais técnicas baseadas na inversão dos dados, que permitem,
além de uma boa recuperação de uma representação das estruturas em subsuperfície mas
também à obtenção de estimativas de parâmetros tem sido cada vez mais utilizadas nos
procedimentos de imageamento sísmicos atuais.
A técnica de migração por quadrados mínimos, apesar do seu custo computacional
elevado, vem cada vez mais sendo empregada devido a sua capacidade de aumentar a res-
olução das imagens migradas (Valenciano et al., 2009a; Tang, 2009). Assim como atenuar
efeitos devido ao footprint das aquisições sísmicas, cobertura irregular (Nemeth et al.,
1999; Stanton, 2014), efeitos de iluminação (Valenciano et al., 2009a) e por possibilitar
um imageamento com amplitudes mais fidedignas (Chavent e Plessix, 1999; Plessix e
Mulder, 2004a).
O procedimento de migração por quadrados mínimos é fundado num relacionamento
linear entre o dado sísmico e um modelo de “refletividade”1. A validade desse rela-
cionamento será o tema de discussão das próximas seções. Esse relacionamento pode ser
simbolicamente descrito atavés da equação matricial 1.1:
Lm = d, (1.1)
1Esse conjunto de parâmetros está relacionado com a geração de reflexões que são observadas no
dado sísmico (sismogramas). Um significado físico e prático do mesmo será discutido a seguir.
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em 1.1 L é uma matriz a qual dado um vetor genérico de parâmetros m gera um vetor
de dados (d). As dimensões de L são dependentes do desenho da aquisição (número
de fontes, receptores entre outras características) e do tamanho do vetor de parâmetros
(m). De forma geral esse sistema de equação é sobredeterminado2.
Por sua vez podemos definir uma matriz L∗ adjunta3 a matriz L. L∗ é capaz de dado
um vetor d gerar um vetor de parâmetros m. Simbolicamente escrevemos à ação dessa
matriz adjunta na equação 1.2:
m ≈ L∗d. (1.2)
As operações respresentadas nas equações 1.1 e 1.2 são muitas vezes descritas na liter-
atura (por exemplo em Duquet et al., 2000; Kiyashchenko et al., 2007; Symes, 2008a)
como sendo operações de demigração e migração, respectivamente. É importante salien-
tar que esses operadores são genéricos e que a interpretação aqui descrita é aplicável a
diversos algoritmos de migração (Kaplan et al., 2010; Duquet et al., 2000; Kuehl e Sacchi,
2003; Nemeth et al., 1999; Dai et al., 2012) inclusive para migrações em tempo (Stanton,
2014).
O sistem linear descrito em 1.1 é classicamente resolvido através de uma solução de
quadrados mínimos (Menke, 2012), de forma a termos 1.3:
m ≈ [L∗L]−1L∗d. (1.3)
Utilizando a interpretação anterior para a aplicação da matriz L∗, ou seja, que a mesma
representa o processo de migração dos dados sísmicos, notamos que a matriz [L∗L]−1
age sobre uma aproximação do modelo (L∗d) retornando então uma aproximação ótima
(no sentido de quadrados mínimos) do modelo de refletividade (m). O procedimento de
migração por, quadrado mínimos deve o seu nome à equação 1.3.
Usualmente é empregado no imageamento sísmico, apenas uma aproximação4 da
equação 1.3, correspondente a aplicação do operador L∗ (tal procedimento é denominado
migração sísmica) ao dado (d). Essa aproximação é utilizada devido ao grande custo
de se obter a matriz [L∗L], denominada de matriz Hessiana. No entanto em situações
2Apenas no sentido da matriz L ter em geral um número de linhas M maior que o número de
colunas N , sendo o problema em si mais apropriadamente descrito como sendo do tipo misto (Snieder
e Trampert, 1999).
3No caso matricial significando ser a matriz transposta e conjugada.
4Por conta disso foi empregado o sinal de igualdade aproximada na equação 1.2.
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de interesse prático, as informações presentes na matriz [L∗L]−1 são de grande valia na
melhoria do resultados dos procedimentos de imageamento sísmico.
A utilização de algoritmos de imageamento sísmico baseados na equação 1.3, tem
sido necessária devido às necessidades exploratórias, que cada vez mais são voltadas
para áreas de geologia complexa. Recentes avanços computacionais e teóricos viabilizam
a aplicação dessas técnicas em situações de interesse.
Nas seções subsequentes os elementos integrantes do procedimento de migração por
quadrado mínimos, aqui apresentados (L,L∗,m,d), serão discutidos com mais detalhes
de forma a se obter descrições mais precisas dos algoritmos.
Mais especificamente no capítulo 2 será tratado da obtenção dos operadores L
e L∗, que respectivamente definem os operadores de modelagem Born (Demigração) e
migração. No capítulo 3 são discutidos os efeitos do imageamento com quadrados
mínimos nas seções sísmica, assim como é introduzido, o modo mais usual de solução
desse problema utilizando o algoritmo de gradiente conjugados. Por fim no capítulo
4 são apresentados resultados númericos utilizando funções objetivos robustas e é
breviamente tratado a utilização da norma `1 na regularização do problema de inversão.
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2 Fundamentação Teórica
2.1 Aproximação de Born
A introdução referencia a notação matricial para os operadores de modelagem lin-
earizada (L, demigração) e de migração (L∗). O intuito deste capítulo é utilizar equação
da onda para obterà uma representação matricial para esses operadores.
Inicialmente nas seções 2.2 e 2.3 obteremos as formas contínuas desses operadores. O
operador L corresponde a aproximação de Born enquanto para o operador L∗ o resultado
é semelhante a migração RTM convencional a menos de fatores de escala.
Por fim, a obtenção da forma matricial será feita utilizando a representação de Green
dos campos de onda envolvidos.
2.2 Obtenção do operador L
No capitulo 1 é assumido um relacionamento linear entre dados e parâmetros. Que
leva a seguinte pergunta: Quando é possível encontrar uma relação linear entre o vetor
de dados d e um conjunto de parâmetros m?
Para responder tal pergunta podemos, estudar a equação acústica da onda com den-
sidade constante:
1
c2 (x)
∂2u
∂t2
(x, t)−∇2u (x, t) = f (x, t) (2.1)
u (x, t)
∣∣∣
t=0
= ∂u
∂t
∣∣∣∣∣
t=0
(x, t) = 0
∂u
∂n
∣∣∣∣∣
x∈∂Ω
(x, t) = 0.
Na equação 2.1, temos u → u(x, t), c → c(x), as condições iniciais são nulas ou seja
u|t=0 = ∂tu|t=0 = 0 e por fim nas fronteiras do domínio temos que ∂u∂n = 0. O domínio
onde 2.1 é resolvida pode ser interpretado como na Figura 2.1. Os desenvolvimentos feitos
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nessa e nas próximas seções são válidos tanto para modelos 2D quanto para 3D. Caso
tenha-se alguma limitação quanto a dimensionalidade será explicitamente advertido.
Figura 2.1: Esquema simbólico do domínio onde a equação 2.1 é resolvida. Ω indica
o interior do domínio, ∂Ω a sua fronteira e n o vetor normal, apontando para fora, ao
longo da superfície definida por ∂Ω.
O termo de fonte f(x, t) é usualmente da forma f(x, t) = s(t)h(x), onde s(t) é a
história temporal da fonte (wavelet) e h(x) é o suporte da fonte (localização).
A solução da equação 2.1 fornece o campo de onda em todo o domínio, porém,
usualmente, apenas teremos acesso ao campo de onda em um determinado conjunto de
pontos, o efeito de “amostrar” o campo de onda nessas posições é obtidos através de um
operador de restrição P (x, t). Combinando a equação 2.1 com o operador de restrição1
P (x, t) é possível definir o seguinte operador:
F [c] = Pu. (2.2)
O operador definido na equação 2.2 é responsável por gerar um dado sísmico2 regido pela
equação 2.1 utilizando um modelo de velocidade c. Notar que na equação 2.2 a única
variável explicitada é a velocidade, que é feito afim de evidenciar a dependência (não
linear) do dado para com o modelo de velocidades.
1Esse operador é responsável por amostrar o campo de onda resultante da equação 2.1 nas posições
em que o mesmo é medido, geralmente próximo a superfície onde estão localizados os receptores
2Campo de onda u(x, t) amostrado na posição dos receptores.
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A equação 2.1 apresenta uma relação não linear entre velocidade c e campo de onda u.
Entretanto estamos procurando uma relação linear entre dados e parâmetros. Utilizando
a definição de derivada de Fréchet (Tröltzsch, 2010), podemos escrever:
F [c0 + δc] = F [c0] +∇F [c0] δc+R(c0, δc). (2.3)
Na equação 2.3 R(c0, δc) é o termo de resto que satisfaz: R(c0, δc) : ||R(c0,δc)||U||δc||M → 03
quando ||δc||m → 0, (Tröltzsch, 2010), com ‖‖ denotando a norma. A aplicação∇F [c0] δc
pode ser entendida como a derivada direcional (Tröltzsch, 2010; Borzì e Schulz, 2012;
Tarantola, 2005; Gunzburger, 2002). O procedimento formal pode ser visto como uma
expansão em série nas proximidades de c0, como feito em (Keys e Weglein, 1983; Taran-
tola, 2005).
Da equação 2.3, após desprezarmos o termo de resíduo, encontramos ∇F [c0] δc ≈
F [c0 + δc]−F [c0]. Para o cálculo do termo F [c0 + δc], perturbamos a equação da onda,
como feito por exemplo em (Dai et al., 2012) ou (Dai, 2012).
Pertubando o modelo de velocidade de forma a termos c(x) = c0(x)+δc(x), é gerado
um campo espalhado δu. Assim podemos escrever o campo total u como u(x, t) =
u0(x, t) + δu(x, t), obtendo então a seguinte equação da onda:
1
(c0 + δc)2
∂2
∂t2
[u0 + δu]−∇2 [u0 + δu] = f[
1
c20
− 2δc
c30
]
∂2
∂t2
[u0 + δu]−∇2 [u0 + δu] = f
1
c20
∂2u0
∂t2
+ 1
c20
∂2δu
∂t2
− 2δc
c30
∂2u0
∂t2
−
2δc
c30
∂2δu
∂t2
−∇2u0 −∇2δu = f (2.4)
Na equação 2.4 os termos de segunda ordem foram desprezados (por exemplo, termos
contendo δc2 ou δcδu) (Tarantola, 2005)4. Como indicado pela expressão 2.3, para
3Os subscritos das normas indica indica o domínio onde o produto interno é definido, ou seja ||f ||α =√〈f, f〉α. Para u é o domínio onde o campo de onda é definido Ω × [0, tmax], já para m é a região Ω.
Por exemplo para o campo de onda temos o produto interno 〈f, g〉U =
∫
Ω
∫ tmax
0
fg dt dx. Já, para o
modelo temos 〈f, g〉M =
∫
Ω fg dx.
4Importante notar que ao desprezar o termo −2 δc
c30
∂2δu
∂t2 estamos efetivamente adotando a aproximação
de Born (Keys e Weglein, 1983; Tarantola, 1984).
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obtermos ∇F [c0] δc, devemos subtrair de 2.4 F [c0], que corresponde a equação 2.1 para
um modelo de velocidade c (x) = c0 (x). Com isso obtemos:
1
c20 (x)
∂2δu
∂t2
−∇2δu = 2δc (x)
c30 (x)
∂2u0
∂t2
. (2.5)
Importante notar que o lado direito da equação 2.4 é um termo de fonte para a equação
do campo espalhado δu. Por tanto, esse campo é linear em relação a esse termo fonte
que contém a perturbação do modelo δc. Em outras palavras temos uma aproximação
da relação linear entre uma perturbação do modelo de velocidade δc e o campo de onda
espalhado δu.
Utilizando a aproximação descrita em 2.5, obtemos ∇F [c0] δc = Pδu. Ou seja o
campo obtido da equação 2.5 é a derivada direcional (na direção δc) do campo de onda
u (Symes, 2008b, 2009). O campo δu também é denominado campo espalhado no con-
texto da aproximação de Born, sendo que em (Keys e Weglein, 1983) conclui-se que
os mesmos são equivalentes. Em termos práticos o campo δu é calculado resolvendo
simultâneamente o sistema de equações expressos em 2.6:
1
c20 (x)
∂2u0
∂t2
−∇2u0 = f,
1
c20 (x)
∂2δu
∂t2
−∇2δu = 2δc (x)
c30 (x)
∂2u0
∂t2
. (2.6)
2.2.1 Validade da aproximação linear
A pergunta que agora deve ser feita é quando uma decomposição do modelo da forma
δc = c− c0 gerará um dado (δu) representativo da realidade. A resposta dessa pergunta
é conhecida pela comunidade geofísica e pode ser muito bem sumarizado pela seguintes
condições, descritas em (Chavent e Clément, 1993):
• Baixa refletividade de c0: Os sismogramas computados com c0 não contêm
reflexões apreciáveis além das chegadas diretas.
• Qualidade cinemática de c0: Substituindo a velocidade verdadeira do meio c
por c0 não deteriora muito o resultado da migração.
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• Baixo contéudo cinemático de δc: A utilização de c = c0 + δc ao invés de
c0 deve alterar minimamente o tempo de trânsito entre eventos suficientemente
distantes.
As duas últimas condições são essencialmente a mesma, sendo separadas para enfatizar
que o modelo de refletividade não deva alterar o tempo de trânsito apreciavelmente.
Ou seja c0 deve ser uma espécie de macromodelo suave que respeita a cinemática do
dado enquanto δc deve conter a componente oscilatória de alta frequência espacial,(van
Leeuwen, 2010; Symes, 2009; Huang e Schuster, 2014).
2.3 Obtenção do operador adjunto
A obtenção do operador adjunto será realizada através da definição formal de operador
adjunto (Olver, 2014), ou seja empregaremos a identidade descrita na equação 2.7. A
associação da derivada de Fréchet com um produto interno é bastante natural como
mostrado em (Borzì e Schulz, 2012; Tröltzsch, 2010).
〈F[c0]m, d〉D =
〈
m,F†[c0]d
〉
M
. (2.7)
A equação 2.7 expressa a igualdade de produtos internos em diferentes espaços5, dado
(D) e modelo (M).
Em 2.7 é utilizado a notação F[c0]m = ∇F [c0] δc, para indicar a derivada direcional,
essa notação é bastante utilizada, por exemplo ver (Symes, 2009), uma vez que a mesma
explicita a dependência não linear em c0 e a dependência linear em relação ao parâmetro
δc.
Importante notar que os resultados obtidos a seguir da relação 2.7 são válidos para
quaisquer vetores dos espaços D e M . Por exemplo, um vetor contendo o resíduo entre
dados modelados e observados que resida em D e não apenas o próprio dado sísmico.
O primeiro produto interno na equação 2.7 é definido sobre o espaço de dados (D).
No entanto é desejável expressar tal produto em termos do produto interno no domínio
do campo de onda (U). Para tal, utilizaremos o fato de escrevermos o operador F[c0]m
5É importante definir claramente os espaços onde são realizados os produtos internos, para o produto
interno no espaço dos dados temos: 〈f, g〉D =
∑
xs
∑
xr(xs)
∫ tmax
0 f (xs,xr (xs) , t) g (xs,xr (xs) , t) dt,
com xr (xs) significando a posição dos receptores associados com uma fonte localizada em xs.
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como:
F[c0]m = Pδu, (2.8)
onde P em 2.8, é um operador de restrição6. Essa estratégia segue a empregada em (Liu,
2006). Representando então o primeiro produto interno da equação 2.77, como:
〈F[c0]m, d〉D =
∑
xs
∫
Ω
∫ tmax
0
δu˜ (xs,x, t) d˜ (xs,x, t) dt dx =
∑
xs
〈
δu (xs), d˜ (xs)
〉
U
. (2.9)
Na equação 2.9, temos:
δu˜ (xs,x, t) =
∑
xr(xs)
δu (xs,xr (xs) , t) δ (x− xr (xs)) (2.10)
d˜ (xs,x, t) =
∑
xr(xs)
d (xs,xr (xs) , t) δ (x− xr (xs)). (2.11)
Consideramos agora um campo de onda λ, tal que o mesmo satisfaça:
1
c20 (x)
∂2λ
∂t2
−∇2λ = d˜ (xs,x, t) . (2.12)
Utilizando a equação 2.12 na equação 2.9, obtemos:
〈F[c0]m, d〉D =
∑
xs
∫
Ω
∫ tmax
0
δu˜ (xs,x, t)
[
1
c20 (x)
∂2λ
∂t2
(xs,x, t)−∇2λ (xs,x, t)
]
dt dΩ.
(2.13)
Na equação 2.13 utilizaremos a técnica de integração por partes para as derivadas segun-
das no tempo e espaço, permitindo, assim, intercâmbiar os valores das variáveis λ e δu˜
para então definir as condições apropriadas de fronteira e iniciais para o campo λ que re-
solve a equação 2.12. Iniciando pelo termo contendo derivadas no tempo e considerando
6Que restringe o campo espalhado δu devido a uma fonte localizada em xs ao conjunto de receptores
posicionados em xr (xs), com xr (xs) simbolizado a posıção dos conjuntos de receptores devido a fonte
em xs.
7Nessa equação F[c0]m = Pδu =
∑
xs
∑
xr(xs) δ (x− xr (xs)) δu (xs,x, t).
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uma única fonte, temos:
∫ tmax
0
δu˜
∂2λ
∂t2
dt =
= ∂δu˜
∂t
λ
∣∣∣∣∣
tmax
0
−
∫ tmax
0
∂δu˜
∂t
∂λ
∂t
dt
= ∂δu˜
∂t
λ
∣∣∣∣∣
tmax
0
−
∂δu˜
∂t
λ
∣∣∣∣∣
tmax
0
−
∫ tmax
0
∂2δu˜
∂t2
λ dt
 .
(2.14)
Da equação 2.1 e 2.6 temos que δu˜(t)|t=0 = 0 assim como ∂δu˜∂t
∣∣∣
t=0
= 0, de forma que
para os termos intermediários da integração por partes se anularem temos que fazer
que o campo ( e a sua primeira derivada) λ sejam nulos em t = T , λ (xs,x, t) |t=T =
∂λ
∂t
(xs,x, t)
∣∣∣
t=T
= 0.
Para o termo contendo derivadas espaciais, será empregado um procedimento semelhante
ao da equação 2.14, no entanto será empregado a segunda identidade de Green (Olver,
2014): ∫
Ω
u∇2v − v∇2u dΩ =
∫
∂Ω
u
∂v
∂n − v
∂u
∂n dS (2.15)
Utilizando a identidade 2.15 ao termo da equação 2.13 contendo δu˜∇2λ, obtemos:
∫
Ω
δu˜∇2λ− λ∇2δu˜ dΩ =
∫
∂Ω
δu˜
∂λ
∂n − λ
∂δu˜
∂n dS. (2.16)
Para obtermos a igualdade δu˜∇2λ = λ∇2δu˜ devemos ter que os termos ∂δu˜
∂n =
∂λ
∂n = 0
em ∂Ω, o que implica que o campo λ obedece as mesmas condições de fronteira que o
campo δu˜. Podemos então descrever completamente o problema satisfeito pelo campo
λ, através de
1
c2
∂2λ
∂t2
−∇2λ = d˜ (xs,x, t) =
∑
xr(xs)
d (xs,xr (xs) , t) δ (x− xr (xs)), (2.17)
λ
∣∣∣
t=T
= ∂λ
∂t
∣∣∣∣∣
t=T
= 0,
∂λ
∂n
∣∣∣∣∣
x∈∂Ω
= 0.
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Devido as condições finais que o problema 2.17 emprega é mais conveniente escrever as
fontes do problema 2.17, como sendo fontes adjuntas, que utilizam o tempo reverso:
d†(xs,xr (xs) , t) =
∑
xr(xs)
d (xs,x, T − t) δ (x− xr (xs)). (2.18)
Utilizando a equação 2.18 podemos definir o campo adjunto U∗(xs,x, t) = λ(xs,x, T−t)8
como feito em (Tromp et al., 2005), que resolve o problema descrito pela equação 2.17,
com o tempo revertido, na expressão 2.13, obtendo então:
∑
xs
∫
Ω
∫ tmax
0
U∗ (xs,x, t)
[
1
c20 (x)
∂2δu˜
∂t2
−∇2δu˜
]
dt dx. (2.19)
Utilizando a equação 2.6 na expressão 2.19, obtemos:
〈
F†[c0]d,m
〉
M
=
∑
xs
2
∫
Ω
∫ tmax
0
U∗ (xs,x, t) δc (x)
c30 (x)
∂2u0
∂t2
(xs,x, t) dt dx
=
∑
xs
2
∫
Ω
δc (x)
c30 (x)
∫ tmax
0
U∗ (xs,x, t) ∂
2u0
∂t2
(xs,x, t) dt dx.
(2.20)
Podemos concluir que o operador adjunto de F[c0]m pode ser representado como:
F†[c0 (x)]d = 2
∑
xs
1
c30 (x)
∫ tmax
0
U∗ (xs,x, t) ∂
2u0
∂t2
(xs,x, t) dt. (2.21)
Importante notar que na equação 2.21 o campo adjunto (U∗) é propagado na direção di-
reta do tempo (forward in time) porém com uma fonte revertida temporalmente (reverse
in time),que é a fonte adjunta. Dessa maneira na equação 2.21 o termo U∗ corresponde
a depropagação de um vetor de dados.
Importante frisar que o campo adjunto não é apenas a propagação em tempo reverso
do dado. A correta implementação computacional do operador adjunto deve ser feita
de acordo com o esquema de aproximação das equações diferenciais empregado como
feito por exemplo em (Ji, 2009; Symes, 2012) e (Almomin, 2013). Outra alternativa é a
utilização de códigos de diferenciação automática (Yin e Lei, 2014).
8Importante notar que a notação s† (xs,x, t) Simboliza o campo adjunto para o tiro devido a
uma fonte em xs. Sendo que esse campo tem fontes restritas aos receptores ou seja f† (xs,x, t) =∫
Ω
∑
xr(xs) d (xs,xr (xs) , T − t) δ (x′ − xr (xs)) dx′.
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2.4 Representação dos campos u0 e δu em termos de
funções de Green
A função de Green do problema 2.1 é especificada utilizando uma função de fonte
da forma s(x, t) = δ(t)δ (x− xs) com as mesmas condições iniciais e de contorno do
problema 2.1:
1
c2
∂2G
∂t2
−∇2G = 4piδ(x− xs)δ(t) (2.22)
G
∣∣∣
t=0
= ∂G
∂t
∣∣∣∣∣
t=0
= 0
∂G
∂n = 0.
Utilizando a equação 2.22 podemos expressar a solução (u0) para o problema 2.1:
u0 (x,xs, t) =
∫
Ω
∫ ∞
−∞
f(y, t− τ)G(y,x, τ) dτ dy∫
Ω
∫ ∞
−∞
s(t− τ)δ (y− xs)G(y,x, τ) dτ dy.∫ ∞
−∞
s(t− τ)G (x,xs, t) dτ
(2.23)
Com G(y,xs, τ) simbolizando a função de Green devido a uma fonte localizada em xs e
observada em x.
Realizando um procedimento semelhante a equação 2.23, agora para o campo es-
palhado e considerando o mesmo como sendo devido a fonte 2
c30(x)
∂2u0
∂t2 (x, t). Obtemos
então:
δu (xs,x, t) =
∫
Ω
∫ ∞
−∞
G(x,y, τ)2δc (y)
c30 (y)
∂2u0
∂t2
(y,xs, t− τ) dτ dy. (2.24)
Na equação 2.24 assim como em 2.23 Ω corresponde ao domínio definição de ambas as
funções c0. A variável de posição x corresponde ao valor do campo após o espalhamento
do mesmo por uma fonte secundária localizada em y com amplitude escalonada por 2
c30(x)
.
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2.4.1 Representando os campos u0 e δu no domínio da frequên-
cia
O intuito de utilizar a representação em frequência desses campos é que simplifica a
obtenção da forma matricial dos operadores L e L∗. Utilizando o par de transformada
de Fourier definido em 2.25 e 2.26 por:
fˆ (ω) =
∫ ∞
−∞
f(t)e−iωt dt, (2.25)
f(t) = 12pi
∫ ∞
−∞
fˆ(ω)eiωt dω, (2.26)
podemos escrever, as equações 2.23 e 2.24 de forma mais conveniente. Primeiro para a
equação 2.23, utilizando a propriedade de convolução, obtemos:
uˆ0 (x,xs, ω) = sˆ (ω) Gˆ (x,xs, ω) . (2.27)
Utilizando a equação 2.27 na representação em frequência de 2.24, obtemos:
δuˆ (x,xs, ω) = −2ω2
∫
Ω
Gˆ (x,y, ω)
[
δc (y)
c30 (y)
]
uˆ0 (y,xs, ω) dy
= −2ω2sˆ (ω)
∫
Ω
Gˆ (x,y, ω)
[
δc (y)
c30 (y)
]
Gˆ (y,xs, ω) dy
(2.28)
O resultado expresso em 2.28, pode ser especializado para várias fontes e receptores.À
amostragem na posição dos receptores é feita utilizando funções δ na posição dos recep-
tores.
δuˆ (xr (xs) ,xs, ω) =
= −2ω2sˆ (ω)
∫
Ω
∑
xr(xs)
δ (x− xr (xs))Gˆ (x,y, ω)
[
δc (y)
c30 (y)
]
Gˆ (y,xs, ω) dy
= −2ω2sˆ (ω)
∫
Ω
Gˆ (xr (xs) ,y, ω)
[
δc (y)
c30 (y)
]
Gˆ (y,xs, ω) dy
(2.29)
O significado das equações 2.24 e 2.28 pode ser , mais facilmente, entendido utilizando
a figura 2.2. Nessa figura as funções de Green são representadas pelos arcos, ligando fonte
e receptor.
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* *
Figura 2.2: Representação dos esquemas de modelagem em termos da convolução de
uma wavelet com as funções de Green. Esquerda: Modelagem no modelo de fundo,
com a função de Green ligando fonte(xs) e receptor(xr). Direita: Modelagem do campo
espalhado, função de Green levando da fonte (xs) até uma fonte secundária (x), para
então uma outra função de Green levar até o receptor (xr). Com a notação xs|x, indi-
cando a posição da fonte e ponto de observação, respectivamente, à esquerda, direita da
barra vertical.
2.5 Obtenção da forma matricial dos operadores L e
L∗
A equação para o campo espalhado no domínio da frequência 2.29,já está numa forma
conveniente à discretização. No entanto a equação 2.21, para o operador adjunto, ainda
deve ser escrita de forma mais apropriada. Utilizando a definição do produto interno
no espaço de dados em conjunto com a identidade de Plancherel (de Figueiro, 2009),
podemos escrever.
〈F[c0]m, d〉D =
∑
xs
∑
xr(xs)
∫ tmax
0
δu (xr (xs) ,xs, t) d (xr (xs) ,xs, t) dtdx
=
∑
xs
∫
Ω
∫ tmax
0
δu˜ (x,xs, t) d˜ (x,xs, t) dt dx
=
∑
xs
∫
Ω
∫ −∞
−∞
δ ˆ˜u (x,xs, ω) ˆ˜d (x,xs, ω) dω dx.
(2.30)
Na equação 2.30. O produto interno no domínio dos dados (somatórios ao longo de
xs, xr (xs) e integração no tempo) é transformado num produto ao longo do domínio
Ω, mediante a utilização das equações 2.10 e 2.11 e então é utilizada identidade de
Plancherel.
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Utilizando a equação 2.28, que representa o campo espalhado no domínio da frequên-
cia, no resultado 2.30, definimos:
〈F[c0]m, d〉D =∫
Ω
∑
xs
∫ −∞
−∞
(
−2ω2
) [∫
Ω
[
δc (y)
c30 (y, x)
]
Gˆ (x,y, ω) sˆ(ω)Gˆ (y,xs, ω) dy
]
d˜ (x,xs, ω) dω
 dx
(2.31)
Intercambiando a ordem de integração em 2.31, podemos escrever:
〈F[c0]m, d〉D =∫
Ω
δc (y)
{∑
xs
∫ ∞
−∞
−2
c30
Gˆ (y,xs, ω)
[∫
Ω
ω2sˆ (ω) G˜ (x,y, ω) d˜ (x, ω) dx
]
dω
}
dy
=
〈
m,F†[c0]d
〉
M
(2.32)
O resultado 2.32 é bastante interessante, uma vez que representa o operador adjunto
obtido em 2.21 no domínio da frequência. Nota-se também que temos um somatório ao
longo dos dados (relembre que d˜ (x, ω) é indiretamente função de xr (xs)), contrário à
equação 2.28 que integra ao longo do modelo. Outro importante ponto é que as grandezas
em 2.32 aparecem conjugadas quando comparadas às mesmas grandezas em 2.28.
As equações para um único tiro para os operadores de modelagem Born e seu adjunto
são mostradas em 2.33 e 2.34:
F[c0]m =
∫
Ω
δc (y)
{
Gˆ (x,y, ω)
[−2ω2sˆ (ω)
c30 (y)
]
Gˆ (y,xs, ω)
}
dy, (2.33)
F†[c0]d =
∫ ∞
−∞
∫
Ω
{[−2ω2sˆ (ω)
c30 (x)
]
Gˆ (x,xs, ω) Gˆ (x,y, ω)
}
dˆ (y, ω) dy dω. (2.34)
Os termos entre chaves nas equação 2.34 é o complexo conjugado do correspondente
termos na equação 2.33. Através de um processo de quadratura e discretização (Twomey,
1996) essas equações integrais serão transformadas em equações matriciais, da forma
Ax = b. Nessas equações matriciais os termos entre chaves irão formar os elementos da
matriz e vetores de tamanho do dado e modelo irão representar ou o vetor de incógnitas
ou o lado direito da equação.
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Para esse procedimento é útil definir:
K (xd,y) = −2ω
2sˆ (ω)
c30 (y)
Gˆ (y,xs, ω) Gˆ (x,y, ω) . (2.35)
Em 2.35 a variável xd agrupa todas as variáveis relativas ao dado, ou seja, xd = (xs,x, ω).
A variável x indica que o dado está sendo observado em todo o modelo. O que repre-
sentaria uma aquisição com receptores em todos os pontos do modelo. A limitação para
as posições dos receptores, efetivamente usados, será feita posteriormente mediante apli-
cação de um operador de restrição. Já a variável y está atrelada aos espalhadores que
estão distribuídos ao longo do modelo.
Após a discretização, cada uma dessas variáveis (xd e y) existirá em diferentes malhas.
Assumindo discretizações uniformes, temos para a frequência iω = oω+iωdω, semelhante-
mente para os eixos espaciais (considerando um modelo 2D) e da fonte: ix2 = ox2+ix2dx2 ,
ix1 = ox1 + ix1dx1 , ixs = oxs + ixsdxs . Com o∗ indicando a origem da malha, i o tamanho
do eixo, em número de amostras é i∗ ∈ [0, N∗) e d∗ a taxa de amostragem. Os índices
relativos às variáveis do dado são agrupados, formando o conjunto de índices para a var-
iável xd, assim como os índices relativos às variáveis do espaço também são agrupados
(y).
Inicialmente considerando apenas uma única frequência e tiro, temos para o termo
genérico da matriz:
κij =
−2ω2iωs (ωiω)
c0 (yj)
Gˆ (xsis ,yj, ωiω) Gˆ (xi,yj, ωiω) . (2.36)
Os índices iω e is estão fixados (único tiro e frequência). Já os índices i e j corre-
spondem a uma organização lexicográfica do índice do modelo, i = j = i2×n1 + i1, com
i2 ∈ [0, N2) e i1 ∈ [0, N1). Esses índices são iguais pois a mostragem nas posições dos
receptores será feita posteriormente. Utilizando esse termos obtemos a matriz K:
K = −2ω2iω sˆ (ωiω)

1
c300,0
G(x0,0,xsis)G(y0,0,x0,0) . . . 1c30N1−1,N2−1
G(xN1−1,N2−1,xsis)G(y0,0,xN1−1,N2−1)
... . . . ...
1
c300,0
G(x0,0,xsis)G(yN1−1,N2−1,x0,0) . . . 1c30N1−1,N2−1
G(xN1−1,N2−1,xsis)G(yN1−1,N2−1,xN1−1,N2−1)
 .
(2.37)
A matriz 2.37 tem como entradas as funções de Green, partindo da fonte até o
ponto de espalhamento e desse ponto até o ponto de observação, além dos fatores de
escala correspondentes a derivada segunda e assinatura da wavelet. Por sua vez o vetor
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do tamanho de modelo e do dado, podem ser obtidos, semelhantemente, através da
ordenação lexicográfica, como mostrado em 2.38 e 2.39:
m =

δc0,0
...
δcN1−1,0
...
δcN1−1,N2−1,

, (2.38) d˜ =

δu0,0
...
δuN1−1,0
...
δuN1−1,N2−1

. (2.39)
Notar que em 2.39 o tamanho do dado é o mesmo do modelo, uma vez que não
foi aplicado o operador de seleção. Aplicando esse operador nos dois lados da equação
Km = d, obtemos:
PKm = Pd˜
Lm = d.
(2.40)
O operador P será utilizado para amostrar o campo nas posições dos receptores. Formas
concretas de se implementar o operador P são descritas no apêndice A.1.2 e no apêndice B
é discutido formas eficientes de se realizar tais produtos matriz-vetor de forma eficiente
e sem montar explicitamente as matrizes aqui discutidas.
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3 Hessiana - Entendendo os
efeitos da migração por
mínimos quadrados
O intuito desse capítulo é descrever o papel da Hessiana, operador L∗L, na migração
de quadrados mínimos e a sua dependência em relação aos parâmetros de aquisição, tais
como abertura, número de fontes e receptores, wavelet entre outros.
Importante notar que a designação de Hessiana é comumente empregada na literatura
geofísica (por exemplo Valenciano, 2008; Tang, 2011), e de fato é uma designação válida
para o problema linear de migração por quadrados mínimos, no entanto para o problema
de inversão não linear do campo de onda (Virieux e Operto, 2009) a Hessiana aqui
discutida corresponderia apenas a aproximação de Gauss-Newton (Métivier et al., 2013).
Apesar da óbvia origem de técnicas de otimização, a Hessiana para o problema de
migração por quadrados mínimos, pode ser obtida simplesmente através da aplicação em
cascata dos operadores L e L∗ que é o tema a ser discutido nas próximas seções.
3.1 Obtenção do operador L∗L (Hessiana)
É possível obter a fórmula da Hessiana para o problema da migração de quadrados
mínimos de uma forma relativamente simples, utilizando o conceito de função de Green
da migração (Yu et al., 2006; Hu et al., 2001a; Schuster e Hu, 2000). Utilizando a
notação introduzida no capítulo 1, temos que a modelagem do dado sísmico é dada pela
expressão 3.1:
Lm = d. (3.1)
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Aplicando o procedimento de migração, ou seja o operador L∗, no resultado de 3.1 (dado
modelado), obtemos:
L∗d = L∗Lm. (3.2)
A equação 3.2 representa a ação da Hessiana (produto dessa matriz por um vetor) sobre
o vetor m de parâmetros1. Antes de prosseguirmos é útil repetir a equação contínua
para o campo espalhado (operador discretizado L, contínuo F[c0]m) e operador adjunto
(discretizado L∗ e contínuo F†[c0]d), respectivamente das equações 2.33 e 2.34.
F[c0]m =
∫
Ω
δc (y)
{
Gˆ (x,y, ω)
[−2ω2sˆ (ω)
c30 (y)
]
Gˆ (y,xs, ω)
}
dy (3.3)
F†[c0]d =
∑
xs
∫ ∞
−∞
−2
c30
Gˆ (y,xs, ω)
[∫
Ω
ω2sˆ (ω) G˜ (x,y, ω) d˜ (x, ω) dx
]
dω (3.4)
As equações 3.3 e 3.4 representam a forma contínua dos operadores matriciais. Uti-
lizando o procedimento parecido com o utilizado no capítulo anterior, as integrais são
transformadas em somatórios. Importante notar que na equação 3.3 é necessário ainda
aplicar um operador de amostragem. Combinando os operadores expressos em 3.3 e 3.4,
após a discretização, obtemos a equação 3.5:
∫
Ω
4∑
ω
ω4
c30 (x) c30 (y)
∑
xs
|sˆ(ω)|2Gˆ (xs,x, ω) Gˆ∗ (xs,y, ω)
∑
xr(xs)
Gˆ (xr,x, ω) Gˆ∗ (xr,y, ω)
 δc (y) dy
=
∫
Ω
H (x,y) δc (y) dy.
(3.5)
Onde xr = xr (xs) foi definido por conveniência.
Na equação 3.5 os termos entre colchetes representam a versão contínua da matriz
Hessiana2 H = L∗L observando a equação 3.5 nota-se que a Hessiana é composta por
uma integral (no caso discreto somatório) sobre o espaço dos dados (Schuster e Hu,
2000), de forma que as dimensões resultantes da matriz Hessiana são iguais ao tamanho
do vetor m. A expressão obtida em 3.5 é similar a obtida em (Plessix e Mulder, 2004a). A
diferença ocorre devido as diferentes escolhas de parametrização.Essas diferenças fazem
1Discretização do campo de propriedades. Porém é importante notar, que apenas ajustando os fatores
de escala, outras parametrizações são possíveis, como vagarosisade ao quadrado.
2Mais apropriadamente a parte real da equação 3.5 representa a Hessiana uma vez que o modelo de
parâmetros é real.
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com que a equação 3.5 apresente um fator extra de c−60 quando comparada com a equação
15 de (Plessix e Mulder, 2004a).
A equação 3.5 como discutido em (Valenciano, 2008; Plessix e Mulder, 2004a; Tang,
2011) representa as funções de espalhamento pontual PSF ′s (Point Spread Function).
Na prática essa função contêm os efeitos do desenho e instrumentos de aquisição (assi-
natura da fonte, número e distribuição de fontes e receptores) e do modelo de fundo
(geração das funções de Green da equação 3.5).
Uma imagem migrada, apenas a aplicação do operador L∗, comumente, contêm to-
dos esses efeitos das funções PSF’s (Hessiana) aplicados na imagem. As PSF’s são nada
mais que as linhas da matriz Hessiana, cada ponto da imagem, tem uma PSF potencial-
mente diferente devido aos efeitos já citados. O procedimentos de migração por mínimos
quadrados tentam essencialmente remover tais efeitos a fim de ser ter uma melhor esti-
mativa dos parâmetros em questão.
A forma discreta da equação 3.5 é obtida considerando uma discretização do eixo de
frequências (ω) e do modelo de fundo c0 e contraste de velocidade δc, com a consequente
discretização das funções de Green e assinatura da fonte. Dessa forma forma que os
vetores posição (discretizados) xi e yj que indexam as funções de Green são utilizados
respectivamente como os índices i e j da matriz quadrada H.
A técnica empregada para obter a Hessiana, sugere uma forma de avaliar a ação da
mesma sobre um vetor genérico de parâmetros (m). Para tanto devemos inicialmente
aplicar o operador L (modelagem Born) a esse vetor, afim de obtermos um dado d = Lm,
para então migrar esse dado L∗d = L∗ (Lm) = L∗Lm. De forma que o resultado dessa
migração será uma versão filtrada do verdadeiro vetor de parâmetros.
Para exemplificar o procedimento descrito de aplicação em cascata dos operadores
L e L∗, iremos utilizar uma versão bastante suavizada do modelo Sigsbee 2A (Paffen-
holz et al., 2002), representada na Figura 3.1a. A importância da utilização do modelo
de fundo suavizado é dupla uma vez que caso o mesmo seja suficientemente suave, ele
não produzirá reflexões e também irá reduzir a criação de artefatos de baixa frequên-
cia devido ao retroespalhamento (que podem ser atenuados através de filtragens, por
exemplo utilizando o filtro Laplaciano)e por fim modelos de fundo suave fazem com
que a Hessiana esteja, principalmente, concentrada em uma vizinhança em torno do
ponto de espalhamento, possibilitando, assim, a criação de diversas linhas dessa matriz
simultâneamente.
31
O vetor de parâmetros, que consiste em vários espalhadores distribuidos numa malha
ao longo do domínio do modelo, é apresentado na Figura 3.1b. A migração da mod-
elagem Born (Lm) após o filtro Laplaciano é exibido em 3.1d. A Figura 3.1d exibe a
variação da iluminação ao longo do modelo. As variações apresentadas pelas PSF’s estão
relacionanadas essecialmente com a complexidade do modelo de fundo e as limitações
da aquisição sísmica empregada. A grande variação das PSF’s ilustra a complexidade
do procedimento de deconvolução não estacionária (Valenciano, 2008) que é feito pelo
procedimento de migração de quadrados mínimos.
A Figura 3.1d também serve para motivar o procedimento denominado migração
por quadrados mínimos no domínio da imagem (Fletcher et al., 2016). Nesse procedi-
mento as PSF‘s são geradas como na Figura 3.1d ou utilizando os desenvolvimentos feitos
em (Tang, 2009). Caso seja utilizado a primeira opção, cada espalhador após a migração
contém a ação da Hessiana num espalhador. Para os pontos onde não se tem estes espal-
hadores são utilizadas interpolações para aproximar a ação da Hessiana nesses pontos.
Essas PSF’s são então combinadas numa matriz que é utilizada para fazer a inversão
da imagem já migrada. Esse procedimento aparece na literatura com diversos nomes e
variantes, por exemplo (Aoki e Schuster, 2009; Tang, 2009; Hu et al., 2001b). Apesar
da redução de custo e simplicidade envolvendo essa metodologia, a mesma usualmente
está restrita a corrigir as chamadas variações de curto alcance (Fletcher et al., 2016).
Variações de longo alcance ocorrem devido a modelos complexos, múltiplas, cross-talk.
Sendo que em geral para tratar dessas situações é necessário realizar o procedimento de
migração por quadrados mínimos no domínio do dado. Para exemplificar o problema de
iterações de longa distância, temos o resultado da migração 3.1d antes da aplicação do
filtro laplaciano na Figura 3.1c. Na Figura 3.1c é notável o back-scattering devido ao
corpo de sal, mesmo com uma suavização grande do modelo de fundo.
Os efeitos decorrentes da migração por quadrados mínimos são sumarizados na Figura 3.2
(modelo e geometria de aquisição descritos respectivamente nas tabelas 3.1 e 3.2), que
representa uma versão modificada do modelo de sal SEG/EAGE (Amizadeh et al., 1997).
Em 3.2a temos o modelo de fundo, que é suave, e a Hessiana é função do mesmo, devido
as funções de Green. Já em 3.2b temos o modelo de “refletividade”, que na realidade
é considerado uma perturbação do modelo de fundo, tendo unidades, por exemplo, de
vagarosidade quadrada ou velocidade. O resultado da migração RTM é visto em 3.2c,
esse resultado é um aproximação de 3.2b. Porém o mesmo ainda apresenta os efeitos da
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(a) Modelo modificado do Sigsbee2A
suavizado. Utilizado na construção dos
operadores L∗ e L.
(b) Modelo de parâmetros utilizado. Vetor de
parâmetros m.
(c) Resultado da migração antes da aplicação
do filtro laplaciano. Correspondente à apli-
cação da matriz Hessiana (H = L∗L) no vetor
de parâmetros m.
(d) Migração após aplicação do filtro lapla-
ciano. Corresponde a aplicação do operador
HP = P [L∗L] no vetor m. Onde P é apli-
cação do operador Laplaciano.
Figura 3.1: Variação das funções PSF devido ao modelo de fundo. Notar o aumento das
funções PSF nas regiões de alta velocidade e a maior definição das mesmas em regiões
mais próximas do superfície.
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Número de amostras lateral 210
Número de amostras vertical 645
Amostragem lateral 9.144 m
Amostragem vertical 12.192 m
Tabela 3.1: Descrição do modelo empre-
gado na Figura 3.2.
Número de tiros 124
Primeiro tiro 200 m
Intervalo entre tiros 60 m
Número de receptores 746
Primeiro receptor 100 m
Intervalo entre receptores 10 m
Afastamento máximo 1000 m
Tabela 3.2: Descrição da geometria de
aquisição empregado na Figura 3.2.
wavelet (lóbulos), do modelo de fundo (aumento do tamanho dos difratores no interior do
sal, devido ao aumento de velocidade) e da iluminação (redução da amplitude abaixo do
sal) que é dependente dos parâmetros de aquisição (distribuição de fontes e receptores,
afastamentos).Todos esses efeitos são encapsulados pela matriz Hessiana.
O resultado da migração por quadrados mínimos como visto em 3.2d e 3.2e, atenua
vários desses efeitos. Essas figuras mostram uma redução da quantidade de lóbulos
o tamanho dos difratores estão mais uniformes. A região de baixa iluminação teve
sua amplitude aumentada, especialmente com à aplicação do precondicionador, a ser
discutido na próxima seção.
3.2 Aproximações da Hessiana
Existem inúmeras formas de se aproximar o efeito da matriz Hessiana. A importância
da discussão dessas aproximações reside na sua utilidade em melhorar a resolução sísmica
e ou corrigir efeitos de propagação (iluminação sísmica e ou espalhamento geométrico
normalmente) ou na utilização das mesmas como precondicionadores em processos mais
caros de inversão como inversão do campo de onda ou migração por quadrados mínimos.
A utilidadade das aproximações da Hessiana pode ser vista mais claramente repre-
sentando discretamente a equação 3.6:
Hm = m
mig
. (3.6)
O resultado da migração m
mig
na equação 3.6 é uma versão desfocada e escalonada do
modelo verdadeiro m pela matriz Hessiana. Da equação 3.6 vem a interpretação da
Hessiana como uma matriz de PSF. Idealmente seria feito um procedimento de decon-
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Figura 3.2: Resultado do procedimento de migração por quadrados mínimos com e sem
precondicionamento para um modelo de malha de difratores.
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volução:
m = H−1m
mig
. (3.7)
No entato, na prática tal procedimento é muito caro e instável devido as características
da Hessiana. O que de fato é usualmente feito é utilizar uma aproximação da Hessiana
com
m ≈ H−1
app
m
mig
, (3.8)
onde Happ é uma aproximação conveniente da Hessiana. Mesmo operadores que não
estão diretamente relacionados a Hessiana, como o operador Laplaciano (Leader, 2015),
tem sido empregados para aproximar os efeitos da mesma.
3.2.1 Aproximações truncadas da Hessiana
A matriz Hessiana de acordo com a equação 3.5 é escrita como:
H (x,y) =∑
k
ω4k
c40 (y)
∑
xs
|sˆ(ωk)|2Gˆ (xs,x, ωk) Gˆ∗ (xs,y, ωk)
∑
r=r(xs)
Gˆ (xr,x, ωk) Gˆ∗ (xr,y, ωk)
(3.9)
Nessa equação 3.9 nota-se que para cada fonte xs existe um somatório sobre os receptores
ativos para as mesmas. Esse termo considera a abertura finita da aquisição (Plessix e
Mulder, 2004b). O cálculo desse termo é considerado dispendioso mesmo para aproxi-
mações diagonais (faz-se x = y na equação 3.9) como indicado em (Plessix e Mulder,
2004b).
Desprezando o somatório sobre os receptores na equação 3.9 e considerando apenas
a diagonal principal, obtemos a seguinte aproximação para a diagonal da Hessiana:
H (x,x) =
4
∑
ω
ω6
c60 (x)
∑
xs
|sˆ (ω) |2Gˆ (xs,x, ω) Gˆ∗ (xs,y, ω)
(3.10)
Essa aproximação aparece em diferentes contextos, como nas chamadas condições de im-
agem de deconvolução3 (Schleicher et al., 2008) ou no contexto de inversão e imageamento
3Embora muitas vezes nesse contexto a obtenção dessas fórmulas não seja muito clara. Por exemplo
a soma das frequências e das fontes muitas vezes aparece como uma solução para regularizar a divisão
e não como uma consequência do formalismo empregado na migração de quadrados mínimos.
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(Shin et al., 2001). O maior problema dessa aproximação está em desconsiderar a aber-
tura finita (afastamento mínimo e máximo, assim como quantidade de receptores) do
dado sísmico, o que leva a uma superestimação da diagonal da Hessiana (Plessix e Mul-
der, 2004a; Tang, 2011). Importante notar que a técnica apresentada em (Chavent e
Plessix, 1999) de somar termos em tornos da diagonal (lumped mass approximation)
equivale a aproximação diagonal com um fator de regularização  adequado, como visto
em (Chavent e Plessix, 1996).
Um primeiro passo em considerar o somatório dos receptores na equação 3.9 foi dado
em (Plessix e Mulder, 2004a), onde os autores consideram uma aproximação diagonal
analítica e independente da frequência para o termo∑xr(xs) G∗ (xr (xs) ,x, ω)G (xr,x, ωk),
da forma a termos:
H (x,x) =
4
∑
ω
ω4
c30 (x) c30 (x)
∑
xs
|sˆ (ω) |2Gˆ (xs,x, ω) Gˆ∗ (xs,x, ωk)
×
[
asinh
(
xr (xs)max (xs)− x
z
)
− asinh
(
xr (xs)min (xs)− x
z
)]
.
(3.11)
A equação 3.11 obtida em (Plessix e Mulder, 2004a) é obtida considerando uma correção
proporcional ao espalhamento geométrico da função de Green para um meio homogêneo
2D e integrando ao longo dos receptores de cada tiro. A simplicidade dessa aproximação
é útil em mostrar os efeitos do termo dos receptores, como visto em 3.3a e 3.3b. Essas
figuras indicam que esse termo privilegia á area da imagem sob o arranjo de receptores
e que mesmo numa situação quase ideal( 3.3b) essa contribuição acaba sendo de im-
portância, especialmente para as regiões mais profundas. Formas computacionalmente
eficientes de se considerar a contribuição dos receptores e de termos fora da diagonal prin-
cipal foram estudadas em (Valenciano et al., 2009b) e (Tang, 2009). Nesses artigos os
autores exploram características da Hessiana, como maior concentração de energia próx-
imo a diagonal principal, possibilidade de redução do número de frequências amostradas
e especialmente a geometria das aquisições sísmicas usuais, para criar esquemas mais
eficientes do ponto de vista de computação (menor número de simulações de campo
de onda) e armazenamento (redução e ou eliminação da necessidade de se armazenar
funções de Green).
37
6000 4000 2000 0 2000 4000 6000
500
1000
1500
2000
2500
3000
3500
4000
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
(a) Aproximação 3.11 para afastamento
máximo de 2000m.
6000 4000 2000 0 2000 4000 6000
500
1000
1500
2000
2500
3000
3500
4000 1.6
2.4
3.2
4.0
4.8
5.6
6.4
7.2
8.0
(b) Aproximação 3.11 para afastamento
máximo de 5000m.
Figura 3.3: Gráfico da função presente em 3.11 para diferentes afastamentos. Con-
siderando apenas o termo analítico de 3.11e um único experimento
Para exemplificar uma forma de calcular uma aproximação da Hessiana contendo
informações dos receptores (ver equação 3.9). Será discutida a aproximação proposta
em (Tang, 2009, 2011). Essa aproximação leva em conta a contribuição dos receptores
em um meio não homogêneo, resultando numa aproximação que não só contempla o
caso de aberturas limitadas e finitas, mais que também honra o modelo de velocidades
empregado.
Nessa aproximação à equação 3.9 é reescrita como:
H (x,y,pr) =
4
∑
ω
ω4
c30 (x) c30 (y)
∑
xs
|sˆ (ω) |2Gˆ (xs,x, ω) Gˆ∗ (xs,y, ω)
× ∑
xr(xs)
G (xs,y, ω)α (xr,pr, ω)
× ∑
xr(xs)
G∗ (xs,y, ω)α∗ (xr (xs) ,pr, ω),
(3.12)
onde α representa funções que codificam as funções de Green, a variável pr simboliza o
número de parâmetros utilizados para uma codificação específica aplicado aos receptores
de cada tiro. Por exemplo, para uma codificação aleatória simboliza o número de real-
izações. Já para uma codificação de ondas planas simboliza o número de parâmetros do
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raio empregados. A equação 3.12 pode ser escrita como (Tang, 2011):
H (x,y,pr) = 4
∑
ω
ω4
c30 (x) c30 (y)
∑
xs
S (xs,x, ω)S∗ (xs,y, ω)R (xs,x,pr, ω)R∗ (xs,y,pr, ω) .
(3.13)
Na equação 3.13 S e R são definidos como:
S (xs,x, ω) = Gˆ (xs,x, ω) sˆ (ω) , (3.14)
R (xs,x,pr, ω) =
∑
xr(xs)
Gˆ (xs,x, ω)α (xr (xs) ,pr, ω). (3.15)
Por fim empilhando sobre o parâmetro pr obtemos:
H (x,y) =
∑
pr
H (x,y,pr) (3.16)
A interpretação da equação 3.16 com ajuda das equações 3.13, 3.14 e 3.15 é bastante
interessante. Essas equações mostram que utilizando funções α convenientes é possível
cálcular a matriz Hessiana de forma semelhante ao processo de migração onde o campo
R é obtido da solução de uma única equação da onda com fonte dada por 3.15. A função
α pode ser especificada de diversas formas (ver Tang, 2009, 2011), dependendo do tipo
de codificação (encoding) necessário e da geometria de aquisição. A principal vantagem
das equações 3.13 e 3.16 em relação a equação 3.11 é a redução do número de funções de
Green calculadas4 e a possibilidade de não guardar nenhuma delas também é bastante
vantajosa.
Para exemplificar o impacto dessas aproximações no resultado da migração, foram
calculadas duas aproximações diagonais da Hessianas (equações 3.12 e 3.16).
A primeira aproximação considera apenas a contribuição das fontes, variantes dessa
aproximação são descritas em (Plessix e Mulder, 2004a; Shin et al., 2001; Tang, 2011).
A maior vantagem dessa aproximação é a simplicidade de se obter a mesma, podendo,
inclusive, ser obtida como subproduto da migração RTM convencional. Já a aproximação
3.16 (Tang, 2011) é mais cara sendo o seu custo proporcional ao número de parâmetros
4Para parâmetros usuais de aquisição para cada tiro existem centenas de receptores. Tipicamente o
número de fontes compostas necessárias é menor que 10. O que leva a uma redução de mais de uma
ordem de grandeza no custo.
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empregados no somatório 3.16. Nos exemplos a serem discutidos foi utilização uma
codificação de fase aleatória (O dado é multiplicado por 1√
n
eiγ com γ sendo uma variável
uniformemente aleatória entre 0 e 2pi). Foram realizadas n = 7 realizações da fonte 3.15.
Ou seja, foram modeladas 7 fontes compostas com diferentes realizações da função α.
Para essa segunda aproximação com esse número de realizações é aproximadamente 8
vezes (7 modelagens para as fontes compostas da função de Green do receptor mais uma
da fonte) mais cara de ser calculada que a obtenção da primeira (que realiza apenas uma
modelagem por tiro).
Essas aproximações foram aplicadas no resultado da migração do modelo de sal da
EAGE, ver 3.4. Observando as figuras 3.5a e 3.5b, que são o resultado, respectivamente,
da utilização das equações 3.12 e 3.16. Nota-se que a primeira superestima a iluminação
abaixo do sal, resultando numa correção insatisfatória da imagem migrada (Figura 3.5c).
Quando é considerado a contribuição dos receptores, a iluminação é melhor estimada
(Figura 3.5b), uma vez que agora não é mais considerado uma cobertura de receptores
por todo o modelo. Melhorando assim o resultado da migração como pode ser visto
em 3.5d.
Figura 3.4: Resultado da migração para o modelo de sal da EAGE após a aplicação do
filtro laplaciano.
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(a) Diagonal da Hessiana correspondente
a 3.12. (b) Resultado da migração dividido por 3.12.
(c) Diagonal da Hessiana correspondente
a 3.16. (d) Resultado da migração dividido por 3.16.
Figura 3.5: Aproximações da diagonal da Hessiana considerando apenas as contribuições
da fonte 3.5a, contribuições da fonte e receptor 3.5b. Em 3.5c e 3.5d temos respectiva-
mente a divisão de 3.4 por 3.5a e 3.5b.
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As correções que envolvem aproximações diagonais da Hessiana apenas. Estão re-
stritas a realizarem correções apenas de amplitude (Nemeth et al., 1999). Quando é
considerado os termos fora da diagonal, seja através de procedimentos que montem ex-
plicitamente aproximações da Hessiana ou procedimentos de inversão no domínio do
dado espera-se uma melhoria da qualidade da imagem devido a redução de efeitos da
wavelet e aumento da resolução sísmica.
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3.3 Precondicionando o problema de inversão
Os problemas formulados na equação 3.18, pode ter suas solução melhorada medi-
ante aplicação de precondicionadores. Para o problema de migração por quadrados mín-
imos, devido ao grande tamanho das matrizes envolvidas, o leque de precondicionadores
disponíveis é reduzido, consistindo basicamente de aproximações da Hessiana, como as
discutidas na seção 3.2.1, ou a utilização de operadores que reduzam efeitos indesejáveis
no gradiente/solução, como operador laplaciano (Leader, 2015) e filtragem da imagem.
Para a solução do problema utilizando método dos gradientes conjugados, em geral
a abordagem utilizada consistem em realizar uma mudança de variáveis: m = Pz, com
P o precondicionador a ser empregado e z uma variável auxiliar. De forma geral P será
definida positiva e aproximará a ação da inversa da hessiana (Claerbout e Fomel, 2014),
de forma a termos P ≈ [L∗L]−1, como forma de garantir que P seja definida positiva e
mantenha a simetria do sistema é usual escrever P = S∗S, lembrando que a necessidade
de se ter a fatoração explicita do precondicionador é dependente da implementação e
do método empregado para solucionar o problema de quadrados mínimos, (Métivier
e Brossier, 2016). Caso seja necessário obter as matrizes S para o caso de um pré-
condicionador diagonal é bastante simples obter tal matriz, em casos mais complexos,
pode ser necessário por exemplo utilizar a fatoração de Cholesky do pré-condicionador.
Para o algorítmo CGLS é recomendado realizar a fatoração. Uma vez, que durante uma
única iteração o pré-condicionador é aplicado duas vezes por iteração (ele é incoporado
na matriz A, que é utilizada como entrada para o algoritmo 1) (Claerbout e Fomel,
2014).
Quando o problema é resolvido utilizando alguma técnica de otimização. A interpre-
tação do precondicionador como aproximação da inversa da Hessiana é clara (Nocedal e
Wright, 2006; Bonnans et al., 2006; Métivier e Brossier, 2016), mais especificamente para
o método L-BFGS empregado, sempre que é calculada á ação da aproximação da inversa
da Hessiana gerada por esse método é aplicado o precondicionador, sem necessidade de
nenhuma outra fatoração.
Importante notar que os resultados obtidos nas próximas seções foram obtidos uti-
lizando pré-condicionador diagonal, baseado na aproximação diagonal utilizada em (Tang,
2011), descrita na seção 3.2.1.
43
3.4 Formulação do problema
O intuito do capítulo 2 foi de estabelecer precisamente o significado dos operadores
L e L∗ assim como da Hessiana H = L∗L. Agora iremos utilizar essas definições para
tentar obter, melhores, soluções para o problema de imageamento sísmico.
Tradicionalmente o problema de imageamento é tratado apenas pela aplicação do
operador L∗ ao dado sísmico adquirido e devidamente preprocessado, ou seja, m ≈
m
mig
= L∗d. Melhores aproximações para o modelo m de perturbações, com alta fre-
quência espacial, podem ser obtidas formulando o problema de inversão sísmico geral e
não linear, como feito em 3.17.
∥∥∥F [c]− dˆ∥∥∥2 ≈ ∥∥∥F [c0] + Lm− dˆ∥∥∥ = ∥∥∥Lm− (dˆ− F [c0])∥∥∥2 . (3.17)
Em 3.17 F [c] e F [c0] são definidos como na equação 2.2 e Lm como na equação 2.3.
Importante notar que o primeiro termo,a esquerda, da equação 3.17 pode ser entendido
como o problema de inversão do campo de onda completo (Virieux e Operto, 2009).
A linearização 3.17 é a base do problema de imageamento sísmico por quadrados mín-
imos. O chamado dado de fundo (F [c0]) é obtido realizado a modelagem sísmica, comun,
no modelo de fundo, que é considerado suave. Devido à essas considerações a subtração
expressa em 3.17 se torna semelhante à rotina usual de processamento sísmico. Na qual
eventos como onda direta e refrações são removidos do dado antes do imageamento.
3.4.1 Solução de quadrados mínimos linear
A equação 3.17 representa uma linearização do problema de estimação de parâmetros.
Essa linearização, por sua vez, admite uma interpretação matricial, após uma discretiza-
ção apropriada como visto anteriormente no capítulo 2. Nessa seção será explorada
a obtenção de solução para o problema linearizado 3.17 utilizando técnicas de solução
de quadrados mínimos. Fazendo d = dˆ − F [c0], obtemos o seguinte problema para a
estimação de m:
m? = arg min
m
‖Lm− d‖2. (3.18)
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A solução5 de 3.18 é dada por:
m? = [L∗L]−1 L∗d (3.19)
Usualmente não é possível calcular explicitamente as matrizes envolvidas na solução
3.19. Uma forma de contornar tal limitação é utilizando métodos iterativos que depen-
dam apenas de produtos matriz vetor. Existem inúmeras variantes desses métodos, ver
por exemplo (Saad, 2003). Um dos métodos mais empregados na solução de problemas
geofísicos e também dos mais simples é denominado CGLS (Conjugate Gradient Least
Squares) (Aster et al., 2012) ou CGNR (Conjugate Gradient Normal Residual) (Golub
e Van Loan, 1996). Esse método é uma adaptação do método conjugado gradiente para
problemas não simétricos. O algoritmo 1 descreve o mesmo. Notar que por iteração do
mesmo são necessários apenas dois produtos de matriz com vetores, correspondentes a
modelagem Born (Lp) e a migração L∗r.
Algorithm 1 algoritmo CGLS, (Aster et al., 2012)
1: procedure CGLS(L,m0,b, niter)
2: r0 = Lm0 − b, s0 = L∗r0, p−1 = 0, β−1 = 0
3: repeat
4: pk = −sk + βk−1pk−1
5: αk = ‖sk‖
2
[Lpk]T[Lpk]
. Aplicação do produto matriz vetor Lp
6: mk+1 = mk + αkpk
7: rk+1 = rk + αkLpk
8: sk+1 = L∗rk+1 . Aplicação do produto matriz vetor L∗r
9: βk+1 = ‖sk+1‖
2
‖sk‖2
10: k = k + 1
11: until k > niter
12: end procedure
O algoritmo 1 pode ter sua convergência controlada por técnicas padrões que avaliam
por exemplo a redução do residual em relação ao lado direito (Golub e Van Loan, 1996).
No entanto em problemas de grande escala (grande número de variáveis e ou produtos
matriz vetor dispendiosos) espera-se que um número relativamente pequeno de inter-
ações, comparado ao número de variáveis seja suficiente em fornecer uma resposta útil.
Por isso as técnicas aqui descritas farão essencialmente uso do número de iterações para
5Está sendo assumido tacitamente que a solução existe.
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controlar a sua parada. Os valores empregados são comuns na literatura para problemas
de inversão de migração de quadrados mínimos, que em geral utilizam algumas poucas
dezenas de iterações.
Para exemplificar a utilização do algoritmo 1 será realizado o procedimento de migração
por quadrados mínimos na seção sedimentar do modelo Sigsbee (Paffenholz et al., 2002).
O modelo e a geometria de aquisição são descritos respectivamente, nas tabelas 3.3 e 3.4.
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Figura 3.6: Resultado da utilização do algoritmo CGLS no imageamento da seção sedi-
mentar do modelo do Sigsbee.
A Figura 3.6b mostra, aumento resolução e melhor continuidade dos eventos quando
comparado ao resultado da migração 3.6c.
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Número de amostras lateral 788
Número de amostras vertical 552
Amostragem lateral 7.62 m
Amostragem vertical 7.62 m
Tabela 3.3: Descrição do modelo empre-
gado nas figuras 3.6 (3.6c e 3.6b.)
Número de tiros 93
Primeiro tiro 200 m
Intervalo entre tiros 60 m
Número de receptores 580
Primeiro receptor 100 m
Intervalo entre receptores 10 m
Tabela 3.4: Descrição do dado utilizado
nas figuras 3.6.
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4 Imageamento por
quadrados mínimos
utilizando norma `1 e
funções de perda robustas
Esse capítulo trata da utilização da norma `1 e de funções de perda utilizadas na
estatística robusta. Inicialmente discutiremos a utilização da norma `1 e de funções
outras funções de perda que levam à problemas robustos a outliers (Aravkin et al.,
2012b). Sendo o problema de imageamento por quadrados mínimos tratado como um
de otimização, facilitando a solução do mesmo e ao mesmo tempo reduzindo o custo
computacional da obtenção dessa solução devido a algoritmos que utilizam a estrutura
do problema de forma eficiente.
Por fim será utilizado o algoritmo de Bregman Linearizado para resolver problemas
onde a norma `1 é utilizado para regularizar a solução. Esse algoritmo foi introduzido
por (Yin, 2010; Yin et al., 2008). Sendo aplicado em problemas de imageamento sísmico
inicialmente por (Tu, 2015; Herrmann et al., 2015), sendo usado também em problemas
de inversão do campo de onda (?).
4.1 Solução através de otimização
Como visto anteriormente, é possível solucionar o problema inverso do imageamento
sísmico utilizando a técnica dos quadrados mínimos. Porém, a solução utilizando tal
técnica incorre em dois problemas. Primeiro, implicitamente a solução do problema de
quadrados mínimos assume uma distribuição normal para os resíduos, que pode ou não
corresponder à realidade. O segundo problema é que em, vários casos, é útil alterar a
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função objetivo do problema. Sendo usualmente mais simples de se tratar essas alterações
quando considerando um problema de otimização do que simplesmente um problema de
solução de equações lineares.
Escrevendo a função objetivo para o problema de imageamento por quadrados míni-
mos, obtemos:
F (m) =
∑
i∈xd
r∗i ri =
∑
i∈xd
‖ri‖22 =
Ns∑
is=1
Nω∑
iω=1
Nrs∑
ir=1
‖ris,iω ,ir‖22 =
Ns∑
is=1
Nω∑
iω=1
Nrs∑
ir=1
∥∥∥dis,iω ,ir − [Lm]is,iω ,ir∥∥∥22.
(4.1)
A função definida em 4.1 pode ser generalizada definindo a função ρ:
ρis (r) = ρ (ris) =
Nω∑
iω
Nrs∑
irs
ρ
(
dis,iω ,irs − [Lm]is,iω ,irs
)
. (4.2)
Sendo ρ uma função de perda, que em 4.1 é ρ(ri) = 12 ‖ri‖22. Podemos escrever 4.1 após
adicionar uma normalização pelo número de fontes:
F (m) = 1
Ns
Ns∑
is=1
ρis (r). (4.3)
Para o caso particular que ρ = r22 , temos que 4.3 assume a forma:
F (m) = 1
Ns
Ns∑
is=1
‖ris‖22 =
1
Ns
Ns∑
is=1
‖dis − [Lism]‖22. (4.4)
Em 4.3 temos como função objetivo a soma das normas dos resíduos de cada experimento,
casos seja utilizado outras funções além da norma `2, será denotado por ρ (dis − Lism).
Significando a aplicação da função escalar ρ (r) em cada elemento do vetor dentro do
argumento e a sua soma, como definido em 4.2.
4.1.1 Estimação de Máxima Verosimilhança
Nessa metodologia considera-se que os resíduos são amostras IID (independente e
identicamente distribuídas) de uma dada distribuição (Hastie et al., 2009) ou densidade
de probabilidade, ou seja:
ri ∼ px (r) . (4.5)
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Em 4.5 a notação px indicando que os resíduos dependem de um certo conjunto de
parâmetros x. E os residuais definidos por d = f (x) + r1, onde r é o residual e f a
função que prediz os dados observados. Uma vez que as amostras ri são consideradas
IID é possível definir a função de verossimilhança (Schölkopf e Smola, 2002; Murphy,
2012):
P (x) =
M∏
i=1
px (ri) . (4.6)
OndeM é o número total de amostras consideradas. Ao invés de maximizar a função 4.6
é mais conveniente minimizar menos o logaritmo de 4.6, de forma a termos:
L (x) = −
M∑
i=1
log (px (ri)). (4.7)
Notando que podemos escrever4.7 como:
L (x) =
M∑
i=1
[− log (px (ri))] =
M∑
i=1
ρx (ri) =
M∑
i=1
ρx (di − fi (x)). (4.8)
Em outras palavas o problema de maximização da verosimilhança é equivalente ao
problema de otimização para a função de perda (loss function) ρx (r) = − log (px (r)), (Schölkopf
e Smola, 2002). Nesse contexto as possíveis funções p são denominadas funções densi-
dade. A escolha dessas funções será discutida logo a seguir.
4.2 Escolhendo as funções de perda
O problema descrito em 4.8 é um problema de otimização para os parâmetros x com
função de perda ρ. No entanto a interpretação probabilística utilizada anteriormente é
útil em fornecer orientações para a escolha de ρ.
Usualmente a função ρ é escolhida como sendo o quadrado dos residuais, ρ (r) = r22 ,
que utilizando o arcabouço descrito em 4.1.1 leva a uma densidade normal. No entanto
estamos interessados em funções ρ que cresçam menos rapidamente que ρ (r) = r22 (Huber
e Ronchetti, 2009). Essa característica é atendida por uma série de distribuições, que
apresentam caudas longas (heavy tails). A intuição em utilizar esses tipos de distribuição
1Para o problema imageamento por quadrados mínimos que é linear, temos que f (x), corresponde
à aplicação da matriz L no vetor de parâmetros m.
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é que as mesmas apresentam probabilidades maiores que a da função Gaussiana, para
valores grandes de resíduos, também chamados de outliers.
Nesse trabalho foram utilizadas as funções densidades descritas na tabela 4.1.
Nome Densidade ρ(r) dρ
dr
`2
1√
2piσe
− 12σ2 (r−µ)
2 1
2r
2 r
`1
1
2be
− |r−µ|
b |r| r|r|
Huber ∝
e−
r2
2σ |r| ≤ σ
e
σ
2−|r| caso contrário

r2
2 |r| ≤ 
|r| − 2 |r| > 

r

|r| ≤ 
r
|r| |r| > 
Student’s t ∝
[
1 + 1
ν
(
[r−µ]2
σ2
)]− ν+12 log(1 + r2
σ2ν
) ( 2
νσ2
)
r
1 + r2
σ2
Tabela 4.1: Funções densidade, de perda e influência. A função Student’ s t é definida
como em (van Leeuwen et al., 2013; Aravkin et al., 2012a) e a função de Huber como
em (Schölkopf e Smola, 2002) e `1 como em (Brossier et al., 2010). Notar que as funções
ρ são especificadas com µ = 0 e os termos de normalização são dispensados. As funções
de Huber e Student’s tem o simbolo de proporcionalidade uma vez que as mesmas apre-
sentam fatores de normalização não incluídos na tabela, porém os mesmos não interferem
no processo de otimização.
O simbolo de proporcionalidade é empregado na função Student’s t e Huber uma
vez que as mesmas dependem de alguns fatores de normalização , que não estão sendo
especificados na tabela 4.1. Porém, esses fatores serão inconsequentes no processo de
otimização, sendo por isso omitidos.
O significado da função ρ′(r) = dρ
dr
, fica claro quando derivamos a equação 4.8 e
utilizando para f (x) = Ax. Temos então:
L (x) =
M∑
i=1
ρ (ri) =
M∑
i=1
ρ
 N∑
j=1
Aijxj − di
. (4.9)
Derivando 4.9 com respeito a xq, obtemos:
∂L
∂xq
=
M∑
i=1
[
dρ
dr
(ri)
]
i
 N∑
j=1
Aijδjq

=
M∑
i=1
Aiq
[
dρ
dr
(r)
]
i
.
(4.10)
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Notar que na equação 4.10, apareceria o termo, ∂xj
∂xq
, sendo esse igual à um apenas quando
j = q e zero caso contrário, que é a definição do δ de Kronecker. Os índices dos elementos
da matriz A estão trocados, em outras palavras, a matriz A está transposta. Já derivada
dρ
dr
é denominado função influência, na terminologia empregada pela comunidade que
trabalha com inversão do campo de onda, seria a fonte adjunta (Fichtner et al., 2006).
A equação 4.10, pode ser escrita na forma matricial como:
∇xL = ∂L
∂x = A
∗
[
d
dr
ρ (r)
]
. (4.11)
Com d
dr
ρ (r) significando aplicação pontual da função influência no vetor de resíduos.
A equação 4.11 está em concordância com equações presentes em (Huber e Ronchetti,
2009; Aravkin et al., 2012a).
Sabendo a origem da função de perda (funções densidades) e onde será empregada
as funções influências no cálculo do gradiente torna mais simples entender a influência
das funções de perda.
Qualitativamente podemos analisar o comportamento das funções descritas na tabela 4.1,
mediante os gráficos das funções de perda e influência. O comportamento da função `2 é
distinto das demais uma vez que essa função é a função de perda que mais rapidamente
cresce. Analisando a função influência associada a ela (ver 4.1b) nota-se que ela é a única
que cresce sem limites, exibindo o grande peso dado a grandes residuais pela norma `2.
Importante notar que as funções de Huber e Student’s t dependem de uma série de
parâmetros, sendo que esses parâmetros controlam características dessas funções como
“zonas” onde o ruído é considerado um outlier por exemplo.
Existem diversas estratégias para a seleção desses parâmetros. As mais encontradas
na literatura para aplicações geofísicas utilizam alguma grandezas estatísticas do vetor
de interesse, tais como médias e quantís. Os valores encontrados são então multiplicados
por algum escalar. Como exemplos temos (Brossier et al., 2010) utiliza um múltiplo dá
média para definir o parâmetro  da penalidade de Huber e (Guitton e Symes, 2003)
é utilizado uma fração do valor máximo essa mesma ídéia é utilizada para estimar σ
em (F.J. Herrmann e Calandra, 2013), variações dessa ideia na qual o máximo valor é
substituido por um quantil (99% ou 98% percentil) são discutidas em (Ji, 2006; Guitton
e Symes, 2003).
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Figura 4.1: Gráficos das penalidades (`1, `2, Huber e Student’s t) e correspondentes
funções influências.
4.3 Reduzindo o custo computacional da solução
Nessa seção abordaremos dois algoritmos de otimização (Johnson e Zhang, 2013;
Friedlander e Schmidt, 2012) que são empregáveis em problemas semelhantes ao descritos
por 4.8.O algoritmo descrito em (Friedlander e Schmidt, 2012) já tem sido empregado
com sucesso em problemas geofísicos (Aravkin et al., 2012b). Porém antes de discutir os
mesmos é útil estudar algumas características do algoritmo de gradiente estocástico de
descida.
O problema descrito em 4.8 pode ser rescrito como:
F (x) = 1
M
M∑
i=1
fi (x). (4.12)
O fator de 1
M
não altera a posição do mínimo mais é importante do ponto de vista
teórico na comunidade de aprendizagem de maquinas (machine learning) uma vez que
a adição desse fator faz com que 4.12 representa o chamado risco empírico (Schölkopf e
Smola, 2002; Shalev-Shwartz e Ben-David, 2014). Na equação 4.12. f (x) representa a
função de perda.
4.3.1 O problema da variância
Os algoritmos a serem descritos conseguem solucionar o problema 4.12 de forma
eficiente ao utilizar aproximações do gradiente da função 4.12. Essas aproximações in-
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correm em erros no cálculo dos mesmos. Esses erros são analisados e tratados dentro do
âmbito da chamada otimização estocástica (Bertsekas e Tsitsiklis, 1996).
O intuito dessa seção é de introduzir qualitativamente o conceito de variância (“erros
devido a aproximação”) do gradiente. Esse conceito é importante para a convergência
dos algoritmos a serem discutidos e para entender as escolhas feitas por eles para reduzir
o impacto desse problema.
O algoritmo SGD (Stochastic Gradient Descent), é extremamente popular na solução
de problemas de aprendizado de maquinas(Goodfellow et al., 2016; Bottou et al., 2016;
Shalev-Shwartz e Ben-David, 2014). É ideal para essa análise devido a sua simplicidade.
Uma versão desse algoritmo é descrita no Algoritmo 2. As funções f em 2 são as mesmas
do problema 4.12. O algoritmo procede escolhendo um ou mais membros da soma de 4.12
de forma aleatória, determinados pela realização das variáveis aleatórias ξi,k, assumidas
independentes (Bottou et al., 2016). Sendo então calculado o gradiente de cada um dos
membros previamente escolhidos. Esse procedimento é então repetido até a parada do
algoritmo.
Algorithm 2 algoritmo SGD, adaptado de (Bottou et al., 2016)
1: procedure SGD(f,x0, nb)
2: for k = 1, 2, . . . do
3: Realizações das variáveis aleatórias ξk,i
4: g (xk, ξki) =
1
nb
nb∑
i=1
∇f (xk; ξk,i)
5: Calcula passo ηk > 0
6: xk+1 ← xk − ηkg (xk, ξki)
7: end for
8: end procedure
No Algoritmo 2 o vetor g (xk, ξk,i) apenas aproxima o verdadeiro gradiente de F em
expectativa (tomada sobre a variável ξk), ou seja, Eξk [g (xk, ξk)] = ∇F (xk). A aprox-
imação de ∇F fornecida por g (xk, ξk) é considerada uma versão ruidosa do verdadeiro
gradiente (Bertsekas e Tsitsiklis, 1996). O impacto disso no processo de otimização é
melhor analisado, utilizando o desenvolvimento realizado em (Bottou et al., 2016), que
é similar por exemplo ao feito por (Bertsekas e Tsitsiklis, 1996; Shalev-Shwartz e Ben-
David, 2014).
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Inicialmente, a função F é considerada Lipschitz continua, que é definido como:
‖∇F (x)−∇F∗ (x)‖2 ≤ L ‖x− x∗‖2 ∀ {x,x∗} ⊂ Rp. (4.13)
Em 4.13 F : Rp → R, ∇F : Rp → Rp e L > 0 é a constante de Lipschitz. x∗ é um ponto
arbitrário. Devido a consideração 4.12, temos (Bottou et al., 2016):
F (x) ≤ F (x∗) +∇FT (x∗) (x− x∗) + 12L ‖x− x∗‖
2
2 ∀ {x,x∗} ⊂ Rp. (4.14)
Utilizando para os pontos x e x∗, respectivamente, xk+1 e xk. Subtraindo F (xk) dos
dois lados de 4.14, obtém-se:
F (xk+1)− F (xk) ≤ ∇FT (xk) (xk+1 − xk) + 12L ‖xk+1 − xk‖
2
2 . (4.15)
Utilizando a regra de atualização do algoritmo SGD, linha 6 do Algoritmo 2 em 4.17:
F (xk+1)− F (xk) ≤ −ηk∇FT (xk) g (xk, ξk) + η2k
1
2L ‖g (xk, ξk)‖
2
2 . (4.16)
Aplicando a esperança, com respeito a variável ξk em 4.17 e notando que apenas xk+1 é
função de ξk, pela regra de atualização do algoritmo SGD (Shalev-Shwartz e Ben-David,
2014).
Eξk [F (xk+1)]−F (xk) ≤ −ηk∇FT (xk)Eξk [g (xk, ξk)] + η2k
1
2LEξk
[
‖g (xk, ξk)‖22
]
. (4.17)
Para enfim chegar ao resultado desejado é necessário duas suposições relativas à Eξk [‖g (xk, ξk)‖2]
(Bertsekas e Tsitsiklis, 1996; Bottou et al., 2016):
• α ‖∇F (xk)‖22 ≤ −∇F (xk)Eξk [g (xk, ξk)]: Essa condição garante que Eξk [g (xk, ξk)]
seja de fato uma direção de descida uma vez que α > 0.
• Eξk
[
‖g (xk, ξk)‖22
]
≤ M1 +M2 ‖∇F (xk)‖22:Com M1 e M2 positivos. Essa condição
está relacionada com a variância do gradiente estimado Eξk [g (xk, ξk)].
Utilizando as duas condições previamente descritas em 4.17, obtemos:
Eξk [F (xk+1)]− F (xk) ≤ −ηk
(
α + ηkLM22
)
‖∇F (xk)‖22 + η2k
1
2LM1. (4.18)
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O resultado 4.18 é bastante interessante por que ele fornece um limite para o decréscimo
do valor da função objetivo de uma entre iterações. O primeiro termo da direita da
desigualdade indica que para ηk suficientemente pequeno, esse decréscimo é proporcional
à ‖∇F (xk)‖22 e que existe um termo constante que limita essa redução. Esse resultado
mostra também que dentro do algoritmo do SGD, uma das formas de reduzir esse termo
é reduzir o tamanho do passo. Essa opção é de fato, bastante empregada. Porém a
mesma é indesejável uma vez que reduz a velocidade de convergência do algoritmo. Os
dois algoritmos a serem descritos limitam o efeito desse termo diferentemente, evitando
assim a necessidade de utilizar passos decrescentes.
4.3.2 Algoritmo hibrido - determinístico
Esse algoritmo foi introduzido por (Friedlander e Schmidt, 2012). Nesse trabalho
os autores analisam o problema de otimização da forma prescrita pela equação 4.12.
Para esse tipo de problema o custo de se calcular o valor e gradiente da função F é
proporcional ao número de elementos utilizados no seu cômputo. Os autores analisam
então iterações da forma xk+1 = xk−g (xk), com g (xk) = ∇F (xk)+ek,. Nessa iteração a
direção de descida é interpretada como sendo igual ao gradiente real (utilizando todos os
termos de 1, . . . ,M) da função mais uma componente de erro (ek). Sendo então provado
convergência para certas condições da função F como convexidade forte, desde que o
erro, descrito anteriormente, seja limitado e decrescente ao longo das iterações.
Uma das formas de se reduzir o erro no cálculo do gradiente é variando o número de
funções (fi) empregadas no cálculo do mesmo como mostrado em (Friedlander e Schmidt,
2012). Expressando o gradiente verdadeiro em termos do gradiente calculado e do erro:
g (x) = 1|Bk|
∑
i∈Bk
∇fi + ek. (4.19)
Em 4.19 B é um conjunto de parte das funções fi utilizadas para aproximar o gradiente
de em 4.12, o tamanho desse conjunto, cardinalidade, é na prática menor que o número
M , |Bk| < M . Por conta do número reduzido de funções utilizadas, essa aproximação
do gradiente contêm erros. Definindo Nk como sendo o complemento de Bk,ou seja,
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Nk ∪ Bk = {1, 2, . . . ,M}, podemos escrever o erro em 4.19 como,
ek =
1
M
∑
i∈Bk
∇fi +
∑
i∈Nk
∇fi
− 1|Bk|
∑
i∈Bk
∇fi
=
[
M − Bk
M |Bk|
] ∑
i∈Bk
∇fi − 1
M
∑
i∈Nk
∇fi.
(4.20)
O resultado expresso em 4.20 indica que o erro é reduzido com o aumento do número
de amostras usado, aumento da cardinalidade de |Bk|. Uma vez que com esse aumento
o número de funções em Nk é reduzido assim como o termo M − |Bk|. Mais do que
isso em (Friedlander e Schmidt, 2012) mostram que o erro é limitado pelo número de
amostras utilizando, a suposição empregada na seção para a variância do gradiente.
Assim eles provam que uma taxa de aumento do número de amostras empregado no
cálculo do gradiente da forma |Bk+1| = α|Bk| + β com α > 1 e β ≥ 1 é suficiente para
que o algoritmo convirja.
O Algoritmo 3 descreve o algoritmo proposto. Este algoritmo utiliza como direção
de descida o gradiente corrigido com a aproximação da Hessiana utilizando o algoritmo
L-BFGS (Nocedal e Wright, 2006), a busca linear empregada obedece as condições de
Wolfe (Nocedal e Wright, 2006; Bonnans et al., 2006). O aumento do tamanho do
grupo utilizado no algoritmo é diferente do apresentado anteriormente pois o mesmo
será utilizado em problemas não convexos onde a velocidade de convergência é reduzida
do método (Friedlander e Schmidt, 2012), sendo suficiente utilizar a forma apresentada
no algoritmo Algoritmo 3.
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Algorithm 3 algoritmo híbrido determinístico, adaptado de (Friedlander e Schmidt,
2012)
1: procedure HD-LBFGS(Niter,x0, |B0|)
2: for k = 1, 2, . . . , Niter do
3: Amostra um subconjunto |Bk| : Bk ∈ 1, . . . ,M
4: Fk ≈ 1|Bk|
∑
i∈Bk
fi (x)
5: ∇Fk ≈ 1|Bk|
∑
i∈Bk
∇fi (x)
6: dk = −Ĥk∇Fk
7: mk+1,∇Fk+1 = LineSearch (∇fk, Fk,dk)
8: Ĥk+1 = L− BFGS_Update
(
Ĥk,mk+1,mk,∇Fk+1,∇Fk
)
9: |Bk+1| = |Bk|+ 1
10: end for
11: end procedure
Foi conduzido um experimento numa versão do modelo Marmousi (Brougois et al.,
1990). Essa versão do modelo conta uma lâmina de água maior e está decimado em
relação ao modelo original. As informações relativas ao modelo e aquisição estão expostas
nas tabelas 4.2 e 4.3. O modelo de fundo utilizado como velocidade de migração e para a
subtração dos dados, está exposto na Figura 4.2a, já o modelo verdadeiro de refletividades
é exibido na Figura 4.2b. O objetivo da migração por quadrados mínimos é obter uma
boa aproximação de 4.2b. Importante observar que esse mesmo modelo será utilizado
nas seções subsequentes.
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Número de amostras lateral 767
Número de amostras vertical 291
Amostragem lateral 8 m
Amostragem vertical 8 m
Tabela 4.2: Descrição do modelo empre-
gado nas Figuras 4.2a, 4.2b e 3.6b.)
Número de tiros 138
Primeiro tiro 300 m
Intervalo entre tiros 40 m
Número de receptores 573
Primeiro receptor 200 m
Intervalo entre receptores 10 m
Afastamento máximo 1250 m
Tabela 4.3: Descrição do dado utilizado
nas Figuras 4.3a e 4.4b.
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(a) Modelo suavizado do Marmousi com um
filtro caixa de 20× 20.
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quadrada, “refletividade”.
Figura 4.2: Modelo de fundo e de perturbação para o modelo do Marmosi (Brougois
et al., 1990). O modelo de perturbação é obtido subtraindo do modelo de velocidade não
suavizado o modelo suavizado.
As Figuras 4.3 representam rspecitvamente o resultado obtido com o algorítmo hibrído-
determinístico 4.3a e o algoritmo lbfgs convencional 4.4b. Por fim a Figura 4.3 é o gráfico
de convergência para ambos os algoritmos. Observando o Gráfico 4.3c nota-se que ambos
os algoritmos atingem praticamente o mesmo valor mínimo, embora o algoritmo hibrido
o faça com um número menor de passes sobre o dado. Um passe sobre dado corresponde
ao cálculo de funções e gradientes igual a quantidade de termos utilizado na definição
da função objetivo, ver por exemplo a equação 4.3. Analisando os resultados 4.3a e 4.4b
percebe-se que os mesmos são essencialmente equivalentes em sua qualidade.
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(a) Resultado empregando o algoritmo descrito
em 3.
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(b) Resultado utilizando o algoritmo L-BFGS
convencional.
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Figura 4.3: Comparação dos resultados do algoritmo Hibrido-Determinístico e L-BFGS
convencional.
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4.3.3 Gradiente estocástico com variância reduzida
Esse algoritmo que é denominado SVRG (Stochastic Varianced Reduced Gradient)
foi inicialmente proposto por (Johnson e Zhang, 2013). Para esse algoritmo é util ini-
cialmente observar o fluxograma do mesmo, que é exibido no algoritmo 4. A linha 8 do
algoritmo 4 contém o cerne do algoritmo.
A interpretação dessa linha é relativamente simples. Enquanto o algoritmo descrito
na seção anterior reduz a variância do gradiente utilizando mais funções a cada iteração,
esse algoritmo, por sua vez, utiliza a informação de um gradiente completo para reduzir a
variância (Johnson e Zhang, 2013). Observando o termo entre colchetes na linha 8, temos
que a expectativa de ∇fij (x˜) é igual a µ. Porém a igualdade é apenas em expectativa, ou
seja os valores são próximos, mais não exatamente iguais. Essa diferença é utilizada para
corrigir o gradiente de ∇fij (xj) (Bottou et al., 2016). As linhas 12 e 13 do algoritmo 4
contém duas opções para atualizar x˜. A primeira opção é preferível na prática, por
utilizar a variável com mais atualizações, no entanto do ponto de vista teórico, para se
obter resultados de convergência é normalmente utilizado a segunda opção.
Algorithm 4 algoritmo SVRG adaptado de (Johnson e Zhang, 2013)
1: procedure SVRG(Nouter, Ninner,x0)
2: for k = 1, 2, . . . , Nouter do
3: x˜k = x˜k−1
4: µ = 1
M
M∑
i=1
∇fi (x˜)
5: x1 = x˜k
6: for j = 1, 2, . . . , Ninner do
7: Amostre aleatoriamente um elemento de ij ∈ {1, 2, . . . ,M}
8: vj = ∇fij (xj)−
[
∇fij (x˜)− µ (x˜)
]
9: xj+1 = xj − ηkvj
10: end for
11: end for
12: Opção 1 - x˜k = xNinner
13: Opção 2 - x˜k = xj. j escolhido aleatoriamente.
14: end procedure
O algoritmo SVRG 4 foi inicialmente descrito como no algoritmo 4. A vantagem
desse algoritmo em relação a outros métodos, que também tentam reduzir o efeito do
erro no gradiente, é que o mesmo necessita de menos memória que os demais (Bottou
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et al., 2016). No algoritmo que de fato foi empregado nos teste é uma versão um pouco
mais complexa que incorpora a utilização do algoritmo L-BFGS para as atualizações
como descrito em (Kolte et al., 2015), outra alteração é a observação realizada em (Tan
et al., 2016) para o tamanho do passo. Embora não seja discutido formalmente processos
de busca linear nesse algoritmo na prática são utilizadas heurísticas para a determinação
do passo (Kolte et al., 2015). Também foi utilizada a observação feita em (Babanezhad
et al., 2015) que não é imperativo calcular o gradiente µ utilizando todas as funções,
na implementação descrita no algoritmo 5 é utilizado no máximo apenas metade dos
elementos.
Algorithm 5 algoritmo SVRG
1: procedure SVRG(Nouter, Ninner,x0)
2: for k = 1, 2, . . . , Nouter do
3: Amostra um subconjunto |Bk| : Bk ∈ 1, . . . ,M
4: x˜k = x˜k−1
5: µk =
1
|Bk|
∑
i∈Bk
∇fi (x˜)
6: x1 = x˜k
7: Ĥk = L− BFGS_Update
(
Ĥk−1, x˜k, x˜k−1, µk, µk−1
)
8: if k == 1 then
9: step = 1‖µk‖
10: else
11: step = 1
12: end if
13: ηk = step÷min (|Bk|, Ninner)
14: for j = 1, 2, . . . ,min (|Bk|, Ninner) do
15: Amostre aleatoriamente um elemento de ij ∈ {1, 2, . . . ,M}
16: vj = ∇fij (xj)−
[
∇fij (x˜)− µ (x˜)
]
17: xj+1 = xj − ηkĤkvj
18: end for
19: end for
20: x˜k = xNinner
21: |Bk+1| = α|Bk|+ β . α > 1 e β ≥ 1
22: end procedure
Infelizmente nos testes realizados para o problema descrito na seção 4.3.4 o algo-
ritmo 5 não trouxe ganhos significativos. Possíveis razões para essa ocorrência está no
número relativamente limitado de experimentos. A literatura também indica, por ex-
emplo (Bottou et al., 2016), indica que em geral esse algoritmo é utilizado ao longo
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de dezenas de passes (épocas), que não é uma situação ideal. para problemas de
imageamento, devido ao alto custo computacional.
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(a) Resultado empregando o algoritmo descrito
em 5.
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(b) Resultado utilizando o algoritmo L-BFGS
convencional.
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Figura 4.4: Comparação dos resultados do algoritmo SVRG e L-BFGS convencional.
4.3.4 Resultados numéricos.
As funções robustas descritas na seção 4.2 serão utilizadas em um dado contaminado
com uma mistura de ruído aleatórios e de alta amplitude. O dado e modelos empregados
são os mesmos que foram descritos na seção 4.3.2, lembrando que esse dado simula
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uma aquisição streamer. Uma vez que o algoritmo hibrido obteve a melhor performance
(em temros de redução da função objetivo e custo computacional), será ele empregado
unicamente nessa seção. A imagem 4.5 representa uma fatia de frequência do sísmico
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Figura 4.5: Fatia de frequência (14 Hz) do dado sísmico contaminado com ruído.
utilizado.Nota-se que o número de traços/experimentos com ruído de alta amplitude
é relativamente limitado. No entanto é o suficiente para degradar a imagem obtida
utilizando a norma `2 como exemplificado em 4.7a, já as funções robustas conseguem
recuperar uma imagem aceitável de subsuperfície.
As funções `1 e `2 não tem parâmetros livres para serem ajustados, o que de certa
forma é uma vantagem uma vez que o ajuste desses parâmetros para as funções de Huber
e Student não são necessariamente intuitivos. Para a função Huber foi utilizado o valor
igual a três vezes o valor da media do dado de entrada para a constante σ, parecido com
os valores empregados em (Brossier et al., 2010). Para a função Student’s t foi utilizado
um valor de σ igual a ao 98% percentil do dado. Os valores utilizados de σ foram obtidos
por experimentação. Já o número de graus de liberdade da função Student’s t foi fixado
em ν = 4, que é um valor comum da literatura (Murphy, 2012).Importante lembrar que
para valores grandes de ν a distribuição Student’s t tende a distribuição normal, para
ν = 1 a distribuição Student’s t é igual a distribuição de Cauchy.
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(a) Resultado utilizando a norma `2.
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(b) Resultado utilizando a norma `1.
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(c) Resultado utilizando a função de Huber.
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(d) Resultado utilizando a função Student’s t.
Figura 4.6: Comparação dos resultados para as diferentes funções de perdas, dado com
ruído
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(a) Resultado utilizando a norma `2.
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(b) Resultado utilizando a norma `1.
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(c) Resultado utilizando a função de Huber.
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(d) Resultado utilizando a função Student’s t.
Figura 4.7: Comparação dos resultados para as diferentes funções de perdas, dado sem
ruído.
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As Figuras 4.6 e 4.7 mostram que a utilização das funções robustas não degradam
o resultado quando comparado a norma `2, como pode ser observado comparando as
Figuras 4.6 e 4.7. Porém na presença de ruídos de alta amplitude as funções robustas
conseguem realizar uma recuperação de boa qualidade do modelo enquantoa norma `2
não. Como exemplificado em 4.6.
4.4 Utilizando a norma `1 na regularização
Nas seções anteriores, foi discutido a utilização de funções robustas na função obje-
tivo, como forma de reduzir o efeito de grandes residuais, por exemplo, devido a ruídos
de alta amplitude. Agora será descrito a utilização de uma dessas funções, a norma `1,
na regularização do modelo.
Recentemente tem sido utilizado o método denominado de Bregman linearizado (Her-
rmann et al., 2015; ?) na solução de problemas de imageamento.
O algoritmo de Bregman linearizado é utilizado para a obtenção de solução aproxi-
madas do problema (Yin, 2010):
min
x
‖x‖1 sujeito a Ax = b. (4.21)
Na equação 4.21 Ax = b é um problema sobdeterminado e a matriz A tem o posto de
linha completo. O problema exposto em 4.21 é denominado perseguição de base (Basis
Pursuit) (Foucart e Rauhut, 2013) esse problema está relacionado com uma série de
problemas semelhantes, tais como o problema de LASSO (Tibshirani, 1994), quadratic
constrained Basis Pursuit onde em 4.21 o vínculo é substituído por ‖Ax− b‖2 < σ,
onde σ ≥ 0 é o nível estimado de ruído. Sendo ainda de especial interesse o problema de
Basis Pursuit Denoise, expresso como:
min
x
λ ‖x‖1 + ‖Ax− b‖22 . (4.22)
O objetivo exposto em 4.22 é usualmente de mais fácil solução numérica do que o exposto
em 4.21.
Para se obter o algoritmo de Bregman linearizado é importante discutir primeiro o
algoritmo iterativo de Bregman (Yin et al., 2008). Sendo que o mesmo pode ser obtido
utilizado a técnica da Lagrangiana aumentada (Hestenes, 1969; Yin et al., 2008), que
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é um algoritmo de otimização para problemas com restrições de igualdade (Bertsekas,
1982). O Algoritmo 6 esboça essa técnica. Esse algoritmo tem como entradas a função
a ser minimizada (f), restrições a serem obedecidas pela solução (h), assim como esti-
mativas iniciais do multiplicador de Lagrange λ0 e do parâmetro ν. A cada iteração é
necessário solucionar um problema de otimização irrestrita, linha 3 do algoritmo 6, para
então atualizar o multiplicador de Lagrange, linha 4 do algoritmo 6.
Algorithm 6 Lagrangiana aumentada (Hestenes, 1969; Bertsekas, 1982)
1: procedure LA(f, h, x0, λ0, ν, niter)
2: repeat
3: z = arg min
x
f (x) + λkh (x) + ν2 ‖h (x)‖
2
2
4: λk+1 = λk + νh (z)
5: k = k + 1
6: until k > niter
7: end procedure
O método iterativo de Bregman é identificado com o problema resolvido pelo algo-
ritmo da Lagrangiana aumentada em (Yin et al., 2008). Observando o problema 4.21
e o Algoritmo 6, podemos escrever as funções presentes no Algoritmo 6 em termos das
funções presentes na equação 4.21:
ν = 1
f (x) = µ ‖x‖1
hi (x) =
∑
i
aijxj − bi = 0
h (x) = Ax− b = 0 (4.23)
Utilizando as equações 4.23 no algoritmo 6.
68
Algorithm 7 Algoritmo iterativo de Bregman a menos de constantes (Yin et al., 2008)
1: procedure LA(A,b, µ, niter)
2: p0 = 0
3: repeat
4: z = arg min
x
µ ‖x‖1 +
〈
pk,Ax− b
〉
+ 12 ‖Ax− b‖
2
2
5: pk+1 = pk −A∗ [Az− b]
6: k = k + 1
7: until k > niter
8: end procedure
O Algoritmo 7 é o algoritmo iterativo de Bregman a menos de constantes em z.
Porém antes de discutir o efeito dessas constantes é necessário entender a mudança
da linha 4 do algoritmo 7 em relação a linha 4 do algoritmo 6. Primeiro definimos
p = −A∗λ, multiplicando a esquerda ambos os lados da definição prévia por A, temos
então Ap = −AA∗λ, uma vez que AA∗ tem inversa, posto de linha completo, obtemos:
λ = − [AA∗]−1 Ap, que utilizando na linha 4 do algoritmo 6 e simplificando obtemos a
linha 6 no algoritmo 7.
O algoritmo de Bregman iterativo (Yin et al., 2008) minimiza não apenas o termo
‖x‖1, mas sim a chamada distância de Bregman (Osher et al., 2005), que é definida
como:
DpJ
(
x, xk
)
= J (x)− J
(
xk
)
−
〈
p, x− xk
〉
, (4.24)
onde J é o funcional a ser minimizado, xk um ponto de referência e p ∈ ∂J
(
xk
)
. Ou
seja, p é um membro do sub-diferencial de J , para mais informações sobre a definição
de sub-diferencial ver (Izmailov e Solodov, 2007).
Os termos constantes que faltam no algoritmo 7 são justamente os termos devido ao
ponto de referência utilizado na definição da distância Bregman, adicionando esse termos
constantes relativos a variável x obtemos o algoritmo 8. J (x) = µ ‖x‖1 obtemos:
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Algorithm 8 Algoritmo iterativo de Bregman (Yin et al., 2008)
1: procedure LA(A,b, niter)
2: x0 = 0
3: p0 = 0
4: repeat
5: xk+1 = arg min
x
DpJ
(
x,xk
)
+ 12 ‖Ax− b‖
2
2
6: pk+1 = pk −A∗
[
Axk+1 − b
]
7: k = k + 1
8: until k > niter
9: end procedure
O algoritmo de Bregman consiste então numa série de soluções do problema de Ba-
sis Pursuit Denoise linha 5 do algoritmo 8, sendo em geral, obtido a convergência do
algoritmo em poucas iterações externas. Esse algoritmo se mostra robusto em diversas
situações como analisado em (Becker et al., 2011).
No entanto o algoritmo 8 tem um custo por iteração bastante alto uma vez o mesmo
tem que resolver um problema de Basis Pursuit Denoise por iteração, o que é indesejável
uma vez que a solução desse problema é potencialmente cara.
O algoritmo de Bregman linearizado é obtido então do algoritmo 8 através da lin-
earização do termo 12 ‖Ax− b‖22. Utilizando a série de Taylor em torno de xk, obte-
mos 4.25:
1
2 ‖Ax− b‖
2
2 ≈
1
2
∥∥∥Axk − b∥∥∥2
2
+
〈
A∗
[
Axk − b
]
,x− xk
〉
. (4.25)
Utilizando a aproximação 4.25 na linha 4 do algoritmo 8 notando que apenas um dos
termos de 4.25 depende de x, obtemos então:
xk+1 = arg min
x
µ ‖x‖1−
〈
p,x− xk
〉
+
〈
A∗
[
Axk − b
]
,x− xk
〉
+ 12δ ‖x− xk‖
2
2 . (4.26)
Na equação 4.26 o termo da distância de Bregman foi expadido com J (x) = µ ‖x‖1 com
termos constantes relativos a x removidos. Também foi adicionado um termo de prox-
imidade da forma 12δ ‖x− xk‖22. O intuito desse termo é penalizar soluções do problema
exposto em 4.26 distantes do ponto de referência xk, garantindo assim a validade da
aproximação linear empregada. Esse termo como será discutido pode ser também en-
tendido no âmbito do operador proximal como discutido em (Parikh e Boyd, 2014) ou
(Beck e Teboulle, 2009). Observando que 12δ ‖x− xk‖22 = 12δ 〈x− xk,x− xk〉, podemos
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escrever a equação 4.26 como:
xk+1 = arg min
x
µ ‖x‖1 +
〈
A∗
[
Axk − b
]
− p + 12δ [x− xk],x− xk
〉
= arg min
x
µ ‖x‖1 +
1
2δ
〈
[x− xk]− 2δ
(
p−A∗
[
Axk − b
])
,x− xk
〉
= arg min
x
µ ‖x‖1 +
1
2δ 〈a − 2k, a〉
= arg min
x
µ ‖x‖1 +
1
2δ [〈a − k, a − k〉 − 〈k,k〉]
= arg min
x
µ ‖x‖1 +
1
2δ
[
‖a − k‖22 + ‖k‖22
]
= arg min
x
µ ‖x‖1 +
1
2δ
∥∥∥∥∥x− δ
[
p−A∗
(
Axk − b
)
+ x
k
δ
]∥∥∥∥∥
2
2
= arg min
x
µ ‖x‖1 +
1
2δ ‖x− δv‖
2
2 .
(4.27)
Na equação 4.27 temos a = x−xk, k =
(
p−A∗
[
Axk − b
])
e v = p−A∗
(
Axk − b
)
+
xk
δ
, notar que termos dependentes apenas de k é descartados uma vez que esses constantes
em relação a x. Por fim para obtermos o algoritmo de Bregman linearizado como o
obtido em (Yin, 2010). Modificando o Algoritmo 8, para utilizar o vetor v definido
anteriormente ao invés do vetor p, utilizado no Algoritmo 8. Para tanto, observamos
que após a inclusão do termo de proximidade, a fórmula de atualização de p (linha 6 do
algoritmo 8) é alterada para2:
pk+1 = pk −A∗
(
Axk − b
)
− 1
δ
(
xk+1 − xk
)
. (4.28)
Observando então que para x0 = p0 = 0, temos:
pk+1 = pk −A∗
(
Axk − b
)
− 1
δ
(
xk+1 − xk
)
=
k∑
i=0
A∗
(
b−Axi
)
− x
k+1
δ
pk+1 + x
k+1
δ
= pk −A∗
(
Axk − b
)
− 1
δ
xk =
k∑
i=0
A∗
(
b−Axi
)
pk+1 + x
k+1
δ
= vk =
k∑
i=0
A∗
(
b−Axi
)
.
(4.29)
2As fórmulas de atualização são obtidas das condições de otimalidade do problema para x (Yin,
2010)
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Na equação 4.29 o vetor vk é definido como na equação 4.27. Com esses resultados é
possível escrever o algoritmo de Bregman linearizado como descrito no Algoritmo 9:
Algorithm 9 Algoritmo Linearizado de Bregman (Yin, 2010)
1: procedure lb(A,b, δ, µ, niter)
2: x0 = v0 = 0
3: repeat
4: xk+1 = arg min
x
µ ‖x‖1 +
1
2δ ‖x− δv‖
2
2
5: vk+1 = vk + A∗
[
b−Axk+1
]
6: k = k + 1
7: until k > niter
8: end procedure
O subproblema expresso na linha 4 do algoritmo 9 é separável e tem uma solução
analítica que é o operador soft threshold, definido como (Yin, 2010):
Sµ,δ (x) =

0, |x| ≤ µ
δ sgn (x) (|x| − µ) , |x| > µ.
(4.30)
Por fim obtemos o Algoritmo 10. Que é o algoritmo linearizado de Bregman exposto
en algoritmo 9 para o caso específico em que J (x) = µ ‖x‖1 e utilizando a solução de
soft-threshold( ver equação 7) para o subproblema da linha 4 do algoritmo 7.
Algorithm 10 Algoritmo Linearizado de Bregman (Yin, 2010)
1: procedure lb(A,b, δ, µ, niter)
2: x0 = v0 = 0
3: repeat
4: xk+1 = Sµ,δ
(
vk
)
5: vk+1 = vk + A∗
[
b−Axk+1
]
6: k = k + 1
7: until k > niter
8: end procedure
O algoritmo obtido é bastante simples sendo que grande parte do custo computacional
do algoritmo está localizado na realização dos produtos matriz/vetor.
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O algoritmo 10 pode ser utilizado para diferentes funções objetivos sendo de especial
interesse funções do tipo J (x) = µ ‖Φx‖1, onde Φ é alguma transformada rápida e ou
que promove a esparsidade da solução(Yin, 2010; Herrmann e Li, 2012a).
O algoritmo 10 depende das constantes δ e µ. A utilização de duas constantes acaba
sendo redundante sendo comum eliminar uma das duas, alterando a função objetivo, por
exemplo J (x) = ‖x‖1 ou através de normalizações (Yin, 2010). O parâmetro remanes-
cente vai controlar o relacionamento entre a norma `2 e `1 da regularização. (Cai et al.,
2008) e (Yin, 2010) provam que o algoritmo de Bregman linearizado, de fato, converge
para a solução do seguinte problema:
min
x
λ ‖x‖1 +
1
2 ‖x‖
2
2 sujeito a Ax = b. (4.31)
Alén disso foi provado (Lai e Yin, 2013) que para λ suficientemente grande, a solução
do problema 4.31 efetivamente considera apenas o termo contendo a norma `1. Essa
propriedade é denominada regularização exata, sendo a mesma válida para valores de λ
entre 1 a 10 da estimativa de ‖xtrue‖∞, como provado em(Lai e Yin, 2013).
O algoritmo 10 admite diversas interpretações e formas diferentes de ser obtido como
visto em (Yin, 2010; Lorenz et al., 2013). De especial interesse é a interpretação dada
em (Yin, 2010) onde é provado que o algoritmo 10 corresponde a um algoritmo de
descida de gradiente com passo unitário para o problema dual formulado em 4.31. Essa
interpretação é útil uma vez que permite tratar o algoritmo linearizado de Bregman
como um problema de otimização irrestrito e diferenciável (Yin, 2010), sendo possível
então usar uma variedades de métodos como busca lineares, aproximações Quasi-Newton
para melhorar a convergência do mesmo. O algoritmo modificado de acordo com essa
interpretação é apresentado em 11:
Algorithm 11 Algoritmo Linearizado de Bregman modificado (Yin, 2010)
1: procedure lb(A,b, λ, niter)
2: x0 = v0 = 0
3: repeat
4: xk+1 = Sλ
(
vk
)
5: vk+1 = vk + τ kĤkA∗
[
b−Axk+1
]
6: k = k + 1
7: until k > niter
8: end procedure
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Em 11 Ĥ é uma matriz que aproxima a Hessiana e τ o comprimento do passo. Nesse
trabalho será utilizado apenas Ĥ = I. Variado apenas o tamanho do passo τ .
Os trabalhos de (Lorenz et al., 2014; Lorenz et al., 2013) obtém o algoritmo de
Bregman entre outros utilizando um arcabouço teórico diferente do empregado em (Yin,
2010). A utilidade desse arcabouço reside na obtenção de fórmulas relativamente simples
para o computo do parâmetro τ k presente no algoritmo 11.
τ k1 = τ0 com τ0 ≤ 2‖A‖22
, (4.32)
τ k2 =
∥∥∥Axk − b∥∥∥2
2
‖A∗ [Axk − b]‖22
, (4.33)
τ k3 = arg min
tk
1
2
∥∥∥Sλ (xk−1 − tkA∗wk)∥∥∥22 + tkβk. (4.34)
As equações 4.32, 4.33 e 4.34 indicam as fórmulas obtidas para o passo τ no trabalho
de (Lorenz et al., 2013), sendo que 4.32 é uma fórmula comum para métodos de descida de
gradiente, sendo também discutida em (Yin, 2010). A equação 4.32 não é recomendada
uma vez que implica na utilização de um passo constante ao longo de todas iterações.
Ainda esse passo é computacionalmente caro de ser obtido, uma vez que exige várias
aplicações de produtos matriz vetores para ser obtido uma estimativa da norma de
A. A equação 4.34 é obtida em (Lorenz et al., 2013) com wk = Axk − b e βk =〈
A∗wk,xk−1
〉
− ‖w‖22. Como a função em 4.34 não precisa utilizar produtos matriz
vetores para ser calculada para diferentes valores de tk a mesma pode ser otimizada de
forma sem grandes custo computacionais. Utilizando as equações 4.33 e 4.34 podemos
escrever o algoritmo de Bregman Linearizado como:
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Algorithm 12 Algoritmo Linearizado de Bregman (Yin, 2010; Lorenz et al., 2013) com
passo variável
1: procedure lb(A,b,x,v, λ, niter, restart, exact)
2: if restart == true then
3: x0 = v0 = 0
4: else
5: x0 = x
6: v0 = v
7: end if
8: repeat
9: xk+1 = Sλ
(
vk
)
10: wk+1 = Axk+1 − b
11: if exact == true then
12: τ k+1 = arg min
tk
1
2
∥∥∥Sλ (xk+1 − tkA∗wk+1)∥∥∥22 + tkβk
13: else
14: τ k+1 =
∥∥∥wk+1∥∥∥2
2
‖A∗wk+1‖22
15: end if
16: vk+1 = vk + τ k+1A∗
[
b−Axk+1
]
17: k = k + 1
18: until k > niter
return x
19: end procedure
A única diferença do algoritmo 12 em relação ao algoritmo 11 é a inclusão dos passos
relativos ao cálculo do comprimento do passo. Apesar do que nominalmente o passo
descrito pela equação 4.34 ser mais custoso que o passo descrito em 4.33 ambos as
fórmulas são muito menos custosas que o cálculo da aplicação dos produtos matriz por
vetor, de forma que essa última variante apresenta custo semelhante as anteriores.
4.4.1 Aplicação do algoritmo de Bregman Linearizado no imageamento
Tendo obtido uma forma eficiente do algoritmo linearizado de Bregman o mesmo
pode ser aplicado ao problema de imageamento por quadrados mínimos com poucas
alterações. Usualmente nesse problema de imageamento a matriz L é uma matriz com
mais linhas do que colunas (Tu, 2015), “mais dados que parâmetros”, sendo por tanto o
sistema sobredeterminado. No entanto o algoritmo de Bregman linearizado na forma que
foi inicialmente obtido, é aplicável à sistemas sobdeterminados. Uma solução para esse
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empasse é apresentada em (Herrmann e Li, 2012a). Nesse trabalho é utilizado codificação
de tiros (Godwin, 2011) para criar subconjuntos de dados, de forma que o sistema de
equações relacionados a esse subconjuntos sejam sobdeterminados.
Algorithm 13 Imageamento utilizando algoritmo de Bregman Linearizado
1: procedure lsmLB(L,d, λ, nin, ns, nb, exact)
2: N = floor(ns ÷ nb)
3: x = v = 0
4: repeat
5: generate matrix Ej
6: Kj = EjL
7: qj = Ejd
8: mk+1 = lb (Kj,qj,x,v, λ, nin, false, exact)
9: j = j + 1
10: until j > N
return m
11: end procedure
O algoritmo 13 é então utilizado no imageamento de quadrados mínimos. Inter-
essante notar que esse algoritmo também admite uma outra interpretação a luz dos
trabalhos (Lorenz et al., 2014; Lorenz et al., 2013). Nesses trabalhos, além do algoritmo
de Bregman linearizado é também obtido um algoritmo bloco Kaczmarz esparso (Lorenz
et al., 2014; Lorenz et al., 2013), a qualificação de esparso é devido a presença do operador
de soft threshold. Esse algoritmo pode ser realizado pelo algoritmo 13 fixando o número
de iterações internas nin = 1 e as matrizes Ej sendo apenas matrizes que subamostram
o dado. Isso corresponde a utilizar apenas blocos de linhas como interpretado em (Tu,
2015).
4.4.1.1 Resultados númericos
Os algoritmos aprensentados anteriormente serão testados no modelo do Marmousi (Brougois
et al., 1990). O modelo utilizado foi decimado e teve a espessura de sua camada de água
aumentada. O modelo de fundo (utilizado na migração) e o modelo verdadeiro são ex-
ibidos, respectivamente, nas Figuras 4.8a e 4.8b, com as tabelas 4.4 e 4.5 descrevendo,
respectivamente, o modelo e a geometria de aquisição empregada.
Os experimentos forma conduzidos utilizando o algoritmo 13, com blocos contendo
entre 6 e 7 experimentos, para um total de 34 iterações externas. O número de iterações
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internas testados foi 1, 3, 5 e 7. Foram testadas duas fórmulas de passo, respectiva-
mente 4.33 e 4.34.
A diferença entre as fórmulas do passo para esse problema foi reduzida o que não
é de todo inesperado como mostrado em (Lorenz et al., 2013). O número de iterações
internas mostrou ser pouco influente, com único passe ao longo do dados a qualidade
da imagem é bem razóavel, porém com algumas iterações internas é perceptível uma
melhora da distribuição de amplitude ao longo da seção.
Esses resultados são bem interessantes, uma vez que um problema de imageamento
por quadrados mínimos é solucionado com o custo aproximado de apenas duas migrações
RTM. Uma vez que é necessário calcular em cada iteração interna do algoritmo 13 tanto
aplicações do operador L quanto do operador L∗.
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Número de amostras lateral 767
Número de amostras vertical 311
Amostragem lateral 8 m
Amostragem vertical 8 m
Tabela 4.4: Descrição do modelo empre-
gado nas Figuras 4.8a, 4.8b , 4.9 e 4.10.)
Número de tiros 220
Primeiro tiro 300 m
Intervalo entre tiros 25 m
Número de receptores 573
Primeiro receptor 200 m
Intervalo entre receptores 10 m
Afastamento máximo 2500 m
Tabela 4.5: Descrição do dado utilizado
nas Figuras 4.3a, 4.9 e 4.10.
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(a) Modelo suavizado do Marmousi com um
filtro caixa de 12× 12.
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(b) Modelo de contraste de vagarosidades
quadrada, “refletividade”.
Figura 4.8: Modelo de fundo e de perturbação para o modelo modificado do Mar-
mosi (Brougois et al., 1990). O modelo de perturbação é obtido subtraindo do modelo
de velocidade não suavizado o modelo suavizado.
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(a) Resultado utilizando 1 iteração interna
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(b) Resultado utilizando 3 iterações internas.
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(c) Resultado utilizando 5 iterações internas.
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(d) Resultado utilizando 7 iterações internas.
Figura 4.9: Comparação dos resultados para diferentes números de iterações externas e
passo dinâmico, ver 4.33.
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(a) Resultado utilizando 1 iteração interna.
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(b) Resultado utilizando 3 iterações internas.
0 1000 2000 3000 4000 5000 6000
position(m)
500
1000
1500
2000
d
e
p
th
(m
)
1.00
0.75
0.50
0.25
0.00
0.25
0.50
0.75
1.001e 7
(c) Resultado utilizando 5 iterações internas.
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(d) Resultado utilizando 7 iterações internas.
Figura 4.10: Comparação dos resultados para diferentes números de iterações externas
e passo exato, ver 4.34.
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5 Conclusões e Trabalhos
Futuros
5.1 Conclusões
Nesse trabalho foi implementado programas de imageamento por quadrados mínimos
no domínio da frequência, utilizando operadores de modelagem Born e do seu adjunto
(migração) que respeitam o teste do produto interno (Claerbout e Fomel, 2014). Sendo
essa consideração importante para os algoritmos que foram utilizados no trabalho.
Esse programa foi utilizado para estudar a utilização de algoritmos de inversão que
utilizam funções robustas de perda e norma `1 de regularização. Sendo essas já em-
pregadas na literatura em problemas de inversão (Aravkin et al., 2012b; Chai et al.,
2016) e imageamento (Herrmann e Li, 2012b). A utilização dessas funções no problema
de imageamento se deve a capacidade dessas funções em tolerar ruídos de alta ampli-
tude, que apesar do grande avanço de técnicas de atenuação de ruídos sísmicos ainda
é um problema relativamente complexo de ser tratado de forma satisfatória. A uti-
lização dessas funções robustas complicam a solução do problema de imageamento por
quadrados mínimos uma vez que problemas de inversão baseados nessas funções podem
apresentar certas dificuldades como perda de suavidade e ou convexidade. Necessitando
a utilização de algoritmos mais complexos e potencialmente mais caros de inversão, como
os descritos em (Ji, 2006; O’Leary, 1990). No entanto avanços recentes em técnicas de
otimização voltadas ao problema de aprendizagem de máquinas (Shalev-Shwartz e Ben-
David, 2014), tais como os algoritmos descritos em (Aravkin et al., 2012b) e (Johnson e
Zhang, 2013; Bottou et al., 2016) permitem resolver esses problemas de forma eficiente
e precisa utilizando a estrutura do problema (soma de funções).
Nesse trabalho foram focados em dois desse algoritmos para a solução do problema
de imageamento por quadrados mínimos utilizando funções robustas notadamente o al-
goritmo de L-BFGS hibrído estocástico descrito em (Aravkin et al., 2012b) e o algoritmo
de redução de variância estocástica (Johnson e Zhang, 2013). Ambos os algoritmos tem
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em suas iterações formas de controlar a variância das estimativas do gradiente, emb-
ora as estratégias empregadas sejam diferentes. A necessidade de se controlar os erros
na estimativa do gradiente levam a necessidade do cálculo correto do gradiente para a
função objetivo discreta utilizada. Sendo que o cálculo dessas funções depende da im-
plementação correta dos pares de operadores, que representam a modelagem Born e a
migração.
Por fimm experimentos númericos utilizando dados sintéticos e modelos comuns da
literatura como o modelo do Marmousi (Brougois et al., 1990) mostraram que essas
funções de perda robustas foram eficazes na recuperação do modelo mesmo quando
ruídos de alta amplitude estavam presentes no dado. E que na situação em que não
ocorre tais tipos de ruídos as mesmas apresentam capacidade de recuperação semelhante
a norma `2, mais comumente empregada.
Além da solução através de otimização do problema de imageamento por quadra-
dos mínimos. Foram feitos testes solucionando esse problema através do problema
λ ‖x‖1 + 12 ‖x‖2 sujeito aAx − b (Lorenz et al., 2013; Yang et al., 2016). Mesmo não
sendo em condições ideais, uma vez que não foi utilizado transformadas que promovam
esparsidade (Herrmann e Li, 2012b; Zhu et al., 2015). Os resultados obtidos foram satis-
fatórios, se aproximando do verdadeiro modelo, e com um custo computacional bastante
reduzido.
Os problemas anteriormente descritos, foram resolvidos utilizando precondicionadores,
que apesar de serem bastante simples, sendo os mesmos apenas diagonais. Se mostraram
úteis na melhoria do resultado, especialmente nos limites do dispositivo de aquisição e nas
regiões mais profundas das imagens. Porém em situações mais complexas e necessário
realizar pre-processamento dos dados sísmicos assim como utilizar filtros para tratar o
modelo invertido.
Do ponto de vista computacional os ambos as classes de algoritmos estudadas: otimização
e Bregman linearizado apresentam vantagens computacionais relativas aos métodos mais
usuais utilizados, como o algoritmo de gradiente conjugados e métodos que computam
o gradiente completo das suas respectivas funções objetivos. Por exemplo o algoritmo
de inversão L-BFGS hibrído estocástico nos testes realizados reduziu a demanda com-
putacional em mais de três vezes. Já o algoritmo de Bregman linearizado obteve bons
resultados com aproximadamente três passes sobre o conjunto de dados. Uma análise di-
reta desses algoritmos é mais complicada uma vez que eles resolvem problemas diferentes.
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Porém é importante notar que os métodos de otimização, são mais gerais permitindo a
utilização de diferentes funções objetivos, como por exemplo as descritas em (Zhang
et al., 2015). No entanto o algoritmo de Bregman linearizado é bastante simples e ainda
pode ser alterado para resolver problemas semelhantes porém sem a norma `1 como
mostrado em (Lorenz et al., 2013). Podendo ser então utilizado no interior de algoritmos
mais complicados como os empregados na solução de problemas de quadrado mínimos
não lineares (K. Madsen e Tingleff, 2004; Chai et al., 2016).
Nesse trabalho foi mostrado como a formulação matricial do problema de imageamento
por quadrados mínimos naturalmente leva a algoritmos eficientes para obtenção da
solução desse problema. Esses algoritmos conseguem utilizar a estrutura do problema
(produtos matrizes vetores, que levam a uma função objetivo composta de uma soma
de funções), conseguem reduzir o custo computacional por iteração, permitindo assim,
realizar mais iterações do que o usualmente é possível. Ressaltando que a interpretação
matricial é útil na interpretação e obtenção de resultados porém a implementação com-
putacional desses problemas não requere a construção explicítas dessas matrizes como
mostrado nos apêndices desse trabalho.
5.2 Trabalhos futuros
A relação linear assumida na migração por mínimos quadrados é relativamente frágil,
sendo útil desenvolver técnicas que minimizem ou diminuam o efeito dessa dependência,
um passo inicial é a utilização de funções robustas, como feito nesse trabalho. Outras
opções incluem a utilização de funções objetivos de correlação como à utilizada por Zhang
et al. (2015).
Outro ponto importante é a utilização de forma correta no âmbito do imageamento
por quadrado mínimos de condições de imagens como à proposta por Whitmore e Crawley
(2012) e Zhang et al. (2014) ou da separação do campo de onda explicita como feito
em Shen e Albertin (2015). Dessa forma pode ser mais fácil separar os efeitos das
pertubações de alta frequência espacial e modelo de fundo e ainda controlar de forma
melhor o efeito do backscattering, que de forma geral é danoso ao imageamento, em
modelos complexos.
Do ponto de vista da otimização é desejável avaliar algoritmos como o split-bregman Gold-
stein e Osher (2009) que pode ser útil na regularização do resultado do imageamento e
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dispensa a utilização de transformadas que aumentam a esparsidade do sinal uma vez
que o próprio regularizador (norma `1 do gradiente da função) é responsável por “es-
parsificar” a solução1 Algoritmos baseados nesse funcional tem sido bastante utéis na
solução de problemas de inversão do campo de onda Esser et al. (2016).
Outro ponto importante é unir a utilização de regularizadores e restrições no âmbito
da inversão utilizando métodos como os discutidos em Schmidt et al. (2009) que permitem
otimizar funções utilizando restrições simples, com bons resultados obtidos por exemplo
em Becker et al. (2015). Dessa forma é possível incorporar formalmente várias técnicas
previamente utilizadas para tratar o gradiente utilizado no problema de imageamento
por quadrados mínimos.
1Assumindo um modelo de funções constante por partes discontínuas
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A Glossário de operadores
A.1 Operadores de stencil
Computacionalmente operações de stencil envolve a utilização de um conjunto de
pontos, em geral vizinhos, para determinar o resultado, muitas vezes essas operações
são interpretadas como convoluções admitindo uma representação matricial Claerbout e
Fomel (2014). Para implementar os operadores L e L∗ são utilizados uma variedade de
operadores desse tipo, alguns deles serão descritos brevemente nas próximas seções.
A.1.1 Discretização da equação de Helmholtz e operador de
espalhamento
O intuito dessa seção é mostrar o efeito de diferentes dicretizações no cálculo do
operador de espalhamento ∂A
∂m .
Considerando a equação da onda A.1:
1
c2
∂2u
∂t2
−∇2u = f, (A.1)
, que pode ser escrita no domínio da frequência como A.2:
−ω
2
c2
u−∇2u = f. (A.2)
O próximo passo consiste em discretizar a equação A.2 utilizando o método das
diferenças finitas. Para tanto devemos utilizar aproximações discretas para os termos
presentes na equação A.2.
O termo −ω2
c2 quando discretizado tanto no espaço quanto para uma frequência es-
pecífica corresponde a um vetor de dimensão igual ao campo, também discretizado, u.
Essa operação de multiplicação pode ser representado matricialmente através de Du,
onde D é uma matriz diagonal com os valores discretizados de −ω2
c2 na sua diagonal. Por
sua vez o laplaciano é representado por uma matriz bandada L. O termo representando
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o campo u na equação A.2 ocasionalmente é representado por uma matriz diagonal,
porém nem sempre esse é o caso para a discretização usada nesse trabalho que segue
Chen et al. (2013) é utilizado um stencil de 9 pontos para aproximar esse termo. Existe
uma grande variedade stencils usados para aproximar os termos u e ∇2u a equação A.1,
ilustra algum desses stencils. No esquema utilizado em Chen et al. (2013) tanto o termo
u quanto o termo ∇2u são aproximados com um stencil de 9 pontos, no entanto com
pesos diferentes. Podemos então escrever a equação A.2 na sua forma discretizada como:
Figura A.1: Exemplo do suporte de stencils usados para aproximar os termos u ou
∇2u na equação A.2 quando a mesma é discretizada utilizando o método das diferenças
finitas.
DMu− Lu = f
[DM− L] u = f
Au = f . (A.3)
Na equação A.3 D corresponde a matriz diagonal contendo em sua diagonal −ω2
c2 para
uma frequência específica. M é uma matriz que contém a aproximação para o termo u e
por fim L representa a aproximação de diferenças finitas do operador laplaciano. Nesse
trabalho as matrizes A e suas variantes foram calculadas utilizando como bases funções
da API do Madagascar Fomel et al. (2013).
A obtenção do operador ∂A
∂m segue da observação da equação A.3.
∂A
∂m =
∂D
∂mM. (A.4)
A equação A.4 evidencia a dependência do operador ∂A
∂m em relação a parametrização e
discretização empregadas.
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A.1.2 Operador de interpolação
O resultado da aplicação dos operadores de interpolação S empregados na seção B,
de acordo com Getreuer (2011), podem ser escritos como:
I[v](x, y) =
∑
m,n∈Z
vm,nK(x−m, y − n). (A.5)
Na equação A.5 vm,n representa as amostras do sinal, K é o kernel de interpolação e
I[v](x, y) é a imagem interpolada na posição x e y. Z representa o suporte do kernel
K . De forma que A.5representa uma convolução 2D do sinal amostrado (vm, n) com o
kernel de interpolação K.
Nesse trabalho foram utilizados kernels da forma K(x, y) = K1(x)K2(y), em outras
palavras, kernels separáveis. A vantagem da utilização desse tipo de interpoladores está
na possibilidade de se realizar a interpolação em etapas (ao longo de cada eixo por vez)
e principalmente a simplicidade das funções utilizadas para compor os mesmos.
Foram implementadas diferentes funções de peso 1D, a serem descritas a seguir.
Essas funções são combinadas através de produto tensoriais para se criar a matriz de
interpolação S. As funções pesos foram definidas como descritas no artigo Getreuer
(2011).
Os seguintes kernels foram implementados:
• Vizinho mais próximo S1: Nesse método o ponto mais próximo da posição a ser
interpolada é utilizado.
K1(x) =

1 − 12 ≤ t < 12
0 caso contrário
(A.6)
• Bilinear S2: Método mais simples para se gerar uma função contínua. Esse método
não gera overshots/undershots, que são resultados maiores ou menores que os ex-
istentes na função amostrada.
K1(x) =

1− |t| − 1 < t ≤ 1
0 caso contrário
(A.7)
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• Bicubico S3: Função de interpolação suave com terceira ordem (interpola correta-
mente polinomiais até de terceira ordem) para α = −0.5, Getreuer (2011).
K1(x) =

(α + 2)|x|3 − (α + 3)|x|2 + 1 |x| ≤ 1
α|x|3 − 5α|x|2 + 8α|x| − 4α 1 < |x| < 2
0 caso contrário
(A.8)
• Sinc janelada S4,S5,S6: A função sinc interpola exatamente funções banda limi-
tadas. Entretanto a mesma decai muito lentamente sendo necessário utilizar uma
função janela parar truncar a mesma. Em geral o valor de n na equação A.9 é
maior que 4. Foram testadas duas funções janela. Janela de Kaiser com uma
parametrização seguindo o algoritmo apresentado em Oppenheim e Schafer (1975)
e n = 4. A outra janela testada foi a de Lanczos Hamming (1989) com n = 4 (S5)
e n = 5 com S6. Getreuer (2011).
K1(x) =

w(x)sinc (x) |x| ≤ n
0 caso contrário
(A.9)
Importante notar que a soma dos coeficientes, em geral para funções sinc janeladas
não são unitários. Por isso deve ser realizada uma normalização dos mesmos para
que a sua soma se torne unitária. Garantindo assim que esses interpoladores re-
produzam um sinal constante corretamente.
Como os interpoladores tem suporte limitado a convolução apresentada em A.5 pode
ser truncada:
I[v](x, y) =
m0+L−1∑
m=m0
n0+L−1∑
m=n0
vmnK1(x−m)K1(y − n). (A.10)
Na equação A.10: R é o raio onde o interpolador é não nulo em0 = bx−Rc e n0 = by−Rc.
Para os operadores testados o valor máximo de R = 5. A resposta impulsiva desses
interpoladores podem ser vistos em A.2.
Uma vez que os interpoladores foram expressos em termos de matrizes a obtenção
do operador adjunto (transposto) é imediata, sendo suficiente realizar o produto com
a matriz transposta. Para ganhar um pouco mais de intuição a figura A.3 ilustra os
processos de interpolação direta e transposição dessa operação:
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(e) Resposta impulsiva para S5
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(f) Resposta impulsiva para S6
Figura A.2: Respostas impulsivas correspondentes aos operadores Si aplicados a um
impulso unitário no meio do grid.
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Direto Transposto
Figura A.3: Exemplo de processos de interpolação direta e transposta. Esse exemplo
corresponde a interpolação bilinear. Para os demais métodos considerado o procedimento
é análogo só que envolvendo diferentes pesos w e pontos considerados.
Os procedimentos mostrados na figura A.3 são bastantes comuns uma vez que o pro-
cedimento de interpolação aqui adotado é uma operação de stencil. Situações análogas
ocorrem para outras operações envolvendo stencils como operadores diferenciais.
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A.2 Operador de extensão
O operador de extensão E utilizado em B pode ser encarado de duas formas. A
primeira como um operador de padding. Nesse caso o adjunto do operador é simples-
mente o truncamento do sinal Claerbout e Fomel (2014) (remoção dos zeros adicionados).
No entanto se quisermos repetir o valor da fronteira a situação é um pouco mais compli-
cada. Para exemplificar tal fato, iremos realizar um pequeno exemplo em uma dimensão
(representando Ex = y):

1 0 0
1 0 0
1 0 0
0 1 0
0 0 1
0 0 1
0 0 1


2
1
3
 =

2
2
2
1
3
3
3

(A.11)
Por sua vez o adjunto desse operador (E∗y ≈ x):

1 1 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 1 1


2
2
2
1
3
3
3

=

6
1
9
 (A.12)
Ou seja quando o operador de extensão repete os valores da fronteira o adjunto
do mesmo soma os valores que foram adicionados ao sinal ao correspondente ponto da
fronteira. Essa situação se repete em 2D. Os correspondentes operadores em dimensões
maiores que 1 são obtidos através do produto de Kronecker Golub e Van Loan (1996) de
operadores 1D.
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B Obtenção do operador L e
LT no domínio da
frequência
Como observado anteriormente o operador L é a derivada de Fréchet (também de-
nominada de sensitividade) da equação de onda Tarantola (2005); Keys e Weglein (1983).
Em Keys e Weglein (1983) é observado que tal operador corresponde ao procedimento
conhecido como modelagem Born. Utilizando a noção de transposição de operadores
Tarantola (2005) foi obtido o operador adjunto da derivada de Fréchet (migração).
Ambos os procedimentos foram realizados considerando funções contínuas. A utiliza-
ção de funções contínuas é bastante útil uma vez que permite analisar o problema em
questão e obter intuição de como o mesmo funciona (por exemplo as fórmulas obtidas
para a diagonal da Hessiana).
A utilização de funções contínuas para a obtenção de operadores, seguida da dis-
cretização dessas fórmulas é conhecida na literatura como Optmize then Discretize. O
caso oposto Discretize them optimize, na qual as equações relativas ao problema são dis-
cretizadas para então serem obtidos operadores adjuntos, gradientes ou outras grandezas
de interesse.
Usualmente é recomendado a utilização dessa segunda metodologia, uma vez, que a
mesma gera grandezas corretas para o problema discreto Chavent (2010); Gunzburger
(2002); Hinze et al. (2009) enquanto a discretização das fórmulas contínuas em geral
levam a resultados que são diferentes tanto da fórmula contínua quanto para o problema
discreto Gunzburger (2002); Chavent (2010). Essas diferenças são importantes uma vez
que a utilização de algoritmos de otimização e resolução de sistemas lineares pode vir
a ser dificultada devido à essas inconsistências. No entanto a opção de de otimizar o
problema discretizado pode ser bastante trabalhoso, exigindo por exemplo a utilização de
softwares de diferenciação automática como Hascoët e Pascual (2013) ou levar a possíveis
inconsistência nas fórmulas obtidas Sirkes e Tziperman (1997).
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Entretanto equação da onda no domínio da frequência pode ser escrita de uma forma
bastante amigável a obtenção da sensitividade utilizando a metodologia discretize then
optimize. Na equação B.1, temos a equação na onda no domínio da frequência:
A (m (x) ;ω) u (m (x) ;ω) = f = S∗q. (B.1)
Em B.1 A corresponde a uma matriz N ×N (N = n1 × . . .× nd, com d número de
dimensões utilizadas) de uma discretização da equação de Helmholtz (incluindo condições
de contorno e possíveis bordas de absorção), u (N×1) é uma componente monocromática
do campo de onda. O vetor f (N×1) representa o termo fonte da equação de Helmholtz,
sendo o mesmo escrito como sendo o resultado da aplicação do adjunto de um operador
de interpolação aplicado a um vetor q de coeficientes. Com q de dimensões ns× 1 e S∗1
N × ns. Derivando B.1 em relação a um parâmetro m (xi) = mi2.
∂A
∂mi
u + A ∂u
∂mi
= 0. (B.2)
Resolvendo B.2 para ∂u
∂mi :
∂u
∂mi
= −A−1 ∂A
∂mi
u = A−1fvi . (B.3)
Na equação B.3 o termo fvi = − ∂A∂miu pode ser identificado com o termo de fontes virtuais
discutido em Pratt et al. (1998). Importante notar que o termo de padrão de radiação
( ∂A
∂mi ) é dependente da discretização utilizada para se calcular a matriz A, Shin et al.
(2001). Concatenando todos os termos de fontes virtuais, obtemos:
∂u
∂mi
= −A−1 ∂A
∂mi
u = −A−1 [fv0 . . . fvi . . . fvN ]
= −A−1
[
∂A
∂m0
. . .
∂A
∂mi
. . .
∂A
∂mN
]
u.
(B.4)
Em B.4 cada termo do tipo −A−1 ∂A
∂miu corresponde um vetor do mesmo tamanho do
campo de onda u. No entanto em situações de interesse será utilizado essas sensitividades
1T está simbolizando o operador adjunto. Que para matrizes complexas significa o transposto con-
jugado das mesmas.
2x representa os pontos de um modelo discretizado. Por exemplo em 2d temos que i = i2 · n1 + i1
com 0 < i2 < n2 e 0 < i1 < n1.
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apenas nas posições onde existem dados. A seleção desses valores é feita por um operador
de interpolação Sr (nr ×N), com isso temos:
∂u
∂mi
= −SrA−1 ∂A
∂mi
u = SrA−1 [fv0 . . . fvi . . . fvN ]
= SrA−1
[
∂A
∂m0
. . .
∂A
∂mi
. . .
∂A
∂mN
]
u.
(B.5)
Com a equação B.6 é possível formar as seguintes matrizes:
J = Sr
∂u
∂m = −SrA
−1 ∂A
∂mu. (B.6)
A matriz J é conhecida por diversos nomes tais como, matriz de sensibilidade, jacobiano,
matriz de derivada parcial do campo de onda Shin et al. (2001); Shin (1988). O termo
∂A
∂m tem tamanho N × N . O fato é que a obtenção dessa matriz, dada a equação B.5 é
bastante cara uma vez que exige N produtos matriz vetor com uma hipotética matriz
A−13.
Entretanto não é necessariamente o objetivo calcular a matriz J, mas sim a sua ação
num vetor genérico p. Que é o produto matriz vetor Jp. Esse procedimento pode ser
realizado sem a construção explícita da matriz J utilizando o procedimento descrito em
van Leeuwen e Herrmann (2012). No qual primeiros calculamos:
Av =
(
−∂A
∂mu
)
p (B.7)
Para então aplicarmos o operador de seleção Sr, resultando em:
Jp = Srv (B.8)
A observação das equações discretizadas B.7 e B.8, mostra uma relação direta com
as equações obtidas para o meio contínuo 2.6. Na equação B.6 o campo auxiliar v é
obtido após a solução da equação da onda, para uma fonte excitada pelo campo de
fundo u, ponderada pelo padrão de radiação ∂A
∂m que interage com a pertubarção (p),
3A inversa da matriz A é densa o que inviabiliza o armazenamento da mesma. A−1 é interpretada
como contendo as funções de Green de cada ponto do modelo Pratt et al. (1998). Usualmente é obtida
a fatoração LU (utilizando algoritmos que preservam a esparsidade) da matriz A.
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semelhantemente ao que ocorre com a segunda equação de 2.6. Por fim é obtido o campo
nas psoições desejadas, mediante a aplicação do operador de seleção (interpolação) Sr.
A obtenção do operador adjunto J∗, segue diretamente da equação B.6:
J∗ =
(
Sr
∂u
∂m
)T
=
(
∂u
∂m
)T
S∗r = −uT
(
∂A
∂m
)T
A−TS∗r. (B.9)
Importante lembrar que as fórmulas obtidas para J e J∗ são válidas para um com-
ponente monocromático e um vetor de fontes f . A extensão para múltiplas fontes e
frequências pode ser feita de diferentes formas. Por exemplo como feita na seção ??
outra forma comum é definindo a seguinte função objetivo:
F (p) =
∑
ω
∑
is
∣∣∣J
is,ω
p− d
is,ω
∣∣∣2 . (B.10)
Para enfim definirmos o operador L e L∗ é preciso definir um operador de extensão
para o vetor de parâmetros. Usualmente a matriz A terá uma dimensão N ligeiramente
maior que a do modelo onde estão definidas a velocidade de fundo a refletividade. Essa
diferença ocorre pela necessidade de se utilizar bordas para absorção do campo. O
operador de extensão E leva um modelo de tamanho M para um vetor de tamanho N .
De forma a termos para L e L∗:
L = JE (B.11)
L∗ = E∗J∗ (B.12)
Analogamente ao procedimento realizado na seção 3.1 para obtenção da Hessiana,
agora utilizando as expressões B.6 e B.9, obtemos:
J∗J = uT
(
∂A
∂m
)T
A−TS∗rSrA−1
∂A
∂mu (B.13)
Na equação B.13 é possível notar o produto dos padrões de radiação Am que leva
aos termos ω4 e c40 na fórmula analítica da Hessiana Assim como as contribuições das
Funções de Green do receptor e fonte. A fórmula B.13 também está de acordo com o
que é encontrado na literatura, por exemplo Anagaw (2014).
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É possível realizar o teste do produto interno Claerbout e Fomel (2014); Symes et al.
(2011), para testar a implementação do operador J e J∗. Operadores lineares obedecem
a seguinte identidade:
〈Jx,y〉u = 〈x,J∗y〉m , (B.14)
que é válida para quaisquer vetores x e y. O teste do produto interno conssite em verificar
tal identidade utilizando vetores x e y preenchido com números aleatórios Claerbout e
Fomel (2014); Symes et al. (2011). A expectativa é que operadores adjuntos, obedeçam
essa identidade até um valor próximo da precisão empregada na computação. Em Symes
et al. (2011) é sugerido como limite cem vezes o valor do epsilon de maquina (variável
FLT_EPSILON), que como definido no header float.h para precisão simples é igual a
1.19209 · 10−7.
Medida Valor Erro (%)
Re 〈Jx,y〉u 5.29424e+10 1.39869e-05
Im 〈Jx,y〉u 4.23954e+10 5.97706e-06
|〈Jx,y〉u| 6.78253e+10 1.08574e-05
Tabela B.1: Teste do produto interno para dado do Marmousi descrito em ?? e ??.
O erro percentual é definido como sendo 100 ·
∣∣∣∣∣〈Jx,y〉u − 〈x,J∗y〉m|〈Jx,y〉u|
∣∣∣∣∣. Sendo tomado a
diferença da parte real, imaginária ou módulo para construir a tabela B.1.
Observando a tabela B.1 nota-se que é o valor da parte real, ficou ligeiramente acima
do alvo proposto em Symes et al. (2011) que é de aproximadamente 1.19 · 10−5. No
entanto o erro da norma do operador e da sua parte imaginária ficaram menor que
o esperado. A discrepância pode-ser devida a erros de acumulação, sendo importante
lembrar que esse limiar é arbitrário.
