ABSTRACT In this paper, we introduce a weighted sum-based color filter array interpolation method using Taylor series cubic approximation. We use a high-order approximation to predict accurate pixel values during the reconstruction of quincunx grid-sampled green channels, and perform a weighted average-based interpolation in a large local window. We also perform prediction utilizing a color difference model in a small local window to generate additional green values. By applying the weighted sum method to the predicted green values in two local windows, green channel can be enhanced. The remaining color components, namely, the rectangular grid-sampled red and blue channels, are interpolated utilizing the weighted average method of the color difference model. Additionally, we propose a post-processing method that removes the zipper artifacts generated during the interpolation process. Experimental results demonstrate that the proposed color filter array interpolation system outperforms existing algorithms in terms of both objective and subjective performance.
I. INTRODUCTION
The color filter array (CFA) image of a Bayer pattern [1] acquired from a single digital image sensor is presented in Fig. 1 , where the green (G) components are sampled on a quincunx grid and the red/blue (R/B) components are sampled on a rectangular grid. Through color information prediction, a full-color image with three channels can be obtained. This process is referred to as the CFA interpolation or demosaicking process [2] .
Because the human visual system (HVS) has the highest sensitivity to G wavelengths [3] , half of the CFA image consists of G pixels and the other half consists of R/B pixels. Therefore, the demosaicking process first performs the interpolation of the G channel [4] . The interpolated G channel is an important component for interpolation of the remaining color channels, meaning accurate prediction is necessary.
Lu and Tan [5] proposed an effective directional weighted interpolation (DWI) method to reconstruct full-color images utilizing spectral correlation in a specific direction and a method to detect zipper artifacts. Effective color interpolation (ECI) [6] performs interpolation utilizing the color differences between G and R/B channels to obtain a full-color image. Chung and Chan [7] proposed a color demosaicking technique that detects edges based on color difference variance. Effective demosaicking using sub-band correlation (EDUSC) [8] used a discrete wavelet transform for edge detection.
Recently, Pekkucuksen and Altunbasak [9] proposed a demosacking method using an orientation-free edge strength filter (ESF). Chen and Chang [10] proposed an effective demosaicking algorithm based on edge property (EDAEP), which improves the performance of the conventional ECI algorithm to remove color artifacts. Dengwen et al. [11] proposed color demosaicking with directional filtering and weighting (CDDFW) by combining directional filtering and an a posteriori decision method with enhanced ECI. Chen et al. [12] proposed a successive refinement demosaicking (SRD) algorithm using DWI and gradient inverse-weighted filtering. Wang et al. [13] developed a demosaicking method based on quadratic Taylor approximation and adaptive directional selection (TAD) to achieve high efficiency for real time applications. In recent years, researchers have been able to acquire improved images by proposing a learning-based demosaicking method [14] - [16] .
The demosaicking algorithms that interpolate missing values according to directionality, such as TAD, generate predictors according to the edge directions of the pixel positions to be interpolated. A color difference-based predictor is utilizing under the assumption that the differences between color components are locally constant [17] . Finally, reconstructed color image is generated through a direct selection of predictors or a weighted average method.
In this paper, we propose a CFA interpolation method based on the weighted sum method using a cubic approximation of the Taylor series with a color difference model during the reconstruction process of the G channel. In section II, we derive a cubic approximation of the Taylor series. Section III describes the proposed demosaicking algorithm. Section IV introduces a post-processing method for the removal of zipper artifacts. Experimental results are presented in section V. We conclude the paper in section VI.
II. CUBIC APPROXIMATION OF THE TAYLOR SERIES
The Taylor series represents an approximation of the function f given at a particular point x = a. If the function f (x) is infinitely differentiable inside the closed range, it can be expressed as (1) .
T n (x) in (2) is a Taylor n-order polynomial and R n (x) is referred to as the remainder term or error term. We typically refer to Taylor n-order polynomials as n-order Taylor approximations. As the value of n increases, the Taylor approximation becomes approximately equal to the function f (x). In other words, if the approximation is made correctly, the error term converges to zero. Equation (3) represents a cubic approximation of the Taylor series and can be obtained by substituting the derivative values in (4) .
In this paper, we use a third-order Taylor approximation to predict missing G values. For the prediction of G components, the indices in (3) and (4) are modified and applied to a two-dimensional image. Fig. 2 presents a flowchart of the proposed demosaicking algorithm. First, we reconstruct the G channel in a large local window utilizing the cubic Taylor approximation derived in section II. We use a color difference model in a small local window to predict another G value and enhance the G channel based on a weighted sum method. Then, interpolation of the R/B channels is performed utilizing the interpolated G image. Finally, to remove the zipper artifacts that occur in most demosaicking algorithms, a clipping process utilizing local area pixels is implemented. Because the R/Bsampled components have similar interpolation conditions, only the interpolation method for the R pixel positions is described.
III. DEMOSAICKING IMPLEMENTATION

A. GREEN CHANNEL RECONSTRUCTION
In the Bayer pattern, the G component retains more image details than the other colors. Interpolation of the remaining two colors is performed based on the color differences from the G channel. Therefore, the interpolation of the G channel is the most important part of the demosaicking process. Accurate prediction must be performed and we selected a cubic Taylor approximation for this purpose. VOLUME 6, 2018 In this paper, weighted average-based interpolation utilizing (5) is performed by determining the weight values and predictors based on the second derivatives for the north (N ), south (S), west (W ), and east (E) directions. Because the spectral and spatial correlations between neighboring pixels are very high, missing G values are obtained by taking a weighted average of the four directional G values.
where G N , G S , G W , and G E are predictors in the N , S, W , and E directions, respectively. w N , w S , w W , and w E are the inverse gradient weight values in each direction.
where (6)- (9) are gradient values based on second-order derivatives. To obtain correct weights, we use pixel difference calculations in large local windows in four directions to extract the details of the image. Fig. 3 illustrates the reference pixels used to calculate the north direction gradient value for a given R pixel position.
The inverse gradient weights in each direction are calculated as shown in (10) . A value of one is added to the denominator to prevent division by zero. In general, the smooth region has a small color gradient and large weight value. The area where color artifacts occur has large color changes, meaning the values of its weights become small.
Equations (11)- (14) represent the cubic Taylor approximation of predictors. And (15)-(17) represent the derivative values for the predictor calculation in the north direction. In order to calculate the derivative values, information regarding the missing G channel is required. To use the R/B pixel information instead of the missing G pixels, we assume that the G pixels and R/B pixels have the same derivative values within a local region. By calculating the second and third derivative values, an average of the two higher derivative values of adjacent R/B pixels can be used.
. (17) where the second and third derivatives of R pixels can be expressed as
The predictor G N is obtained by substituting the results of (15)- (17) into (11) . In a similar manner, we can calculate the G S , G W , and G E predictors. Finally, the G channel is reconstructed utilizing the weighted average method in (5).
B. GREEN CHANNEL ENHANCEMENT
The reconstructed G channel image has very high prediction accuracy because it considers high-order derivatives. However, because the utilization of a large local window may include color components from other objects or regions, an additional interpolation utilizing a color difference model in a small local window is performed to enhance the G channel.
The calculation of the color difference in the small local window (C SMALL ) is shown in (18) . The weighted average method is used in the same manner as in the reconstruction process of the G channel, and the gradient values can be obtained from (19)- (22) .
Here,G TA is the reconstructed G value of the R pixel position. The calculation of the inverse gradient weight is the same as that in the reconstruction process (10) .
To obtain the color difference between G and R, two values must exist at the same position. However, because there is no R color in the nearest four directions, it is replaced with the linear interpolation result of the surrounding R values, as shown in (23)-(26).
where C N , C S , C W , and C E are the color differences in the N , S, W , and E directions, respectively. After computing the color difference between the reconstructed G pixel in the large local window and R pixel utilizing (27), the enhanced G channel can be obtained from (27).
where α is an adaptive weight parameter. We use the weighted sum of C LARGE and C SMALL to enhance the G channel based on an appropriate α value. 
C. RED AND BLUE CHANNEL INTERPOLATION
After obtaining an enhanced G channel image, the interpolation of the R/B channels is performed. Fig. 4 illustrates the reference blocks used in the R/B channel interpolation process. First, we use the reference block in Fig. 4 (a) (Fig. 4(b) ) to interpolate the B (R) channel at the R (B) pixel position. Only the interpolation of the B component at the R position will be described. In this process, the weighted average method is used based on the color difference between the original B and interpolatedĜ plane, which exists in the diagonal directions (northwest (NW ), southwest (SW ), northeast (NE), and southeast (SE)).
Equations (29) 
Using (34)-(37), the color differences C NW , C SW , C NE , and C SE between the original B and interpolatedĜ can be obtained.
VOLUME 6, 2018 Finally, we can obtainB by using the weighted average method in (38). Similarly, we can getR at the B pixel position.
Using the reference blocks in Fig. 4 (c) and 4(d), we can interpolate the R/B channels at the G pixel position. Because there is a high spectral correlation between the R/B channels and G channel, interpolation is performed based on the color difference.
The interpolation of the R/B values at the G position with the reference block in Fig. 4(c) is performed by using (39) and (40). Using a similar procedure, it is possible to interpolate the R/B values at the G pixel position in Fig. 4(d) .
IV. ZIPPER ARTIFACT REMOVAL PROCESS
When interpolating based on the average value of the nearest neighboring pixels, as in the bilinear method, a smoothing effect occurs and zipper artifacts are not generated. However, when using color components of large kernels as reference pixels to increase the accuracy of prediction, zipper artifacts are created at the object boundary.
We found that high performance demosaicking algorithms tend to suffer from zipper artifacts along the on-off pattern in certain areas of some test images, as shown in Fig. 5 . Particularly when there is a thin line of high saturation in a high intensity area, the image quality becomes uncomfortable for viewers. The detection and removal of zipper artifacts is essential to improving the quality of demosaicked images. Fig. 6 presents a flowchart of the proposed post-processing method for removing zipper artifacts.
For detection of the on-off pattern, information regarding adjacent pixels is required. The variance (σ 2 NP ) of the neighboring pixels (P NP ) represents the characteristics of the region and the difference (diff NP ) between the average value (µ NP ) of the neighboring pixels and the center pixel value (P C ) represents the characteristics of the center pixel.
When there is a strong edge, σ 2 NP is large because the pixel distribution differs depending on the directionality. Therefore, if σ 2 NP is less than T 1 , then the region can be classified as a smooth or textured region. If diff NP is greater than T 2 , it is very likely that the pixel at the center position is an outlier. The on-off pattern can be detected based on the above two conditions.
The best way to remove outliers is to apply a median filter. However, mapping the median value can result in image quality degradation or color artifacts. Therefore, clipping is performed based on the minimum and maximum values of l pixels in the regions shown in Fig. 7 to remove only real outliers according to the characteristics of the surrounding region.
V. EXPERIMENTAL RESULTS
In this section, we demonstrate the superiority of the proposed algorithm through comparisons to conventional algorithms (VCD [7] , EDUSC [8] , ESF [9] , EDAEP [10] , CDDFW [11] , SRD [12] , and TAD [13] ). We used the McMaster (McM) dataset [18] shown in Fig. 8 to evaluate and compare the performances of the algorithms.
The experimental results of the proposed algorithm were compared to those of the other algorithms based on whether or not post-processing was applied. ''Proposed 1'' is the result of performing only the proposed demosaicking process without post-processing. ''Proposed 2'' includes post-processing to remove zipper artifacts. By comparing the experimental results, we can verify the excellent performance of the proposed demosaicking algorithm and the effectiveness of post-processing.
The adaptive weight parameter α was varied from 0 to 1 in increments of 0.1. It was confirmed that α produced the best results for various quality assessment metrics at a value of 0.7. Fig. 9 presents the results for the color peak signalto-noise ratio (CPSNR) in the α value selection process. We implemented the proposed demosaicking method on the McM dataset for each α value and compared the average CPSNR values.
For post-processing, threshold values of T 1 = 100 and T 2 = 10 were used for on-off pattern detection and l = 12 was used for reference pixel selection for clipping.
Objective algorithm performance can be assessed using image quality metrics (IQMs), such as the CPSNR [2] , the feature similarity index measure for color images (FSIMc) [19] , S-CIELAB E * [20] , zipper effect ratio (ZER) [5] , and CPU time. The CPSNR is the most commonly used IQM criterion and is defined based on mean squared error (MSE). The FSIMc is a low-level feature similarity measurement IQM based on the HVS. S-CIELAB E * is a useful IQM for measuring color re-production errors in digital images. ZER is designed to quantify zipper artifacts, which result from improper fusing of neighboring pixel values. In addition, recent IQMs are used to perform experiments that measure objective performance. Blind/referenceless image spatial quality evaluator (BRISQUE) [21] uses scene statistics of locally normalized luminance coefficients to quantify possible losses of naturalness in the image. And natural image quality evaluator (NIQE) [22] makes use of measurable deviations from statistical regularities observed in natural images without any exposure to distorted images.
Our experiments were performed on an Intel Core i7-8700K CPU @ 3.70GHz running MATLAB R2018a. Experiments for the reference algorithms used the MATLAB code published by the respective authors. The display monitor used for subjective image quality evaluation was an EIZO's ColorEdge CG277. It is a professional flagship monitor with a self-calibration function that provides stable brightness and high color uniformity.
A. OBJECTIVE PERFORMANCE ANALYSIS
The objective performance results based on the five IQMs (CPSNR, FSIMc, S-CIELAB E * , ZER, and CPU time) are listed in Tables 1-5 . The performance rankings of the algorithms are shown in order of red, green, and blue. Table 1 indicates that the proposed algorithm has the best performance in terms of the CPSNR. A high CPSNR value means that MSE is small. In other words, there is a little quality degradation. The average CPSNR of ''Proposed 2'' is 0.2455-2.6068 dB higher than that of the other algorithms. ''Proposed 2'' achieved the best performance on 14 of the 18 test images. The ''Proposed 1'' achieved the second best results, which indicates that the combination of the weighted sum-based cubic Taylor approximation and weighted average method using a color difference model boosts overall performance.
CPSNR is a metric that does not consider the characteristics of the HVS. Therefore, performance metrics based on the HVS, such as the FSIMc and S-CIELAB E * , should be considered. The closer the FSIMc value is to 1.0, the more similar the structural characteristics of two images are. The smaller S-CIELAB E * is, the more similar the color information characteristics of two images are. The experimental results in Tables 2 and 3 indicate that the demosaicked images from the proposed algorithm are close to the original images. Table 4 lists ZER results generated during the demosaicking process. It can be seen that zipper artifacts are effectively removed by the post-processing method of detecting and clipping the on-off pattern. Table 5 lists the average CPU execution times. ''Proposed 1'' produced images that are more similar to the original images, with an execution speed that is approximately 1.3178 times faster than TAD for a real-time target by using quadratic Taylor approximation. Additionally, compared to SRD, ''Proposed 1'' is approximately 16.2624 times faster in terms of execution speed while achieving better image quality in terms of CPSNR and FSIMc.
In the blind image quality assessment models BRISQUE and NIQE, the original undistorted image has the best perceptual quality and therefore the lowest score. Figs. 10 and 11 show the BRISQUE and NIQE average scores of the existing algorithms and proposed algorithms for McM images, respectively. The BRISQUE results in Fig. 10 show that post-processing plays a significant role in enhancing image quality. The post-processing procedure for removal of demosaicking artifacts shows a score improvement of 3.14149. ''Proposed 2'' scores 1.64447 points higher than SRD, which has the best performance among conventional algorithms. Comparing the results of the proposed algorithm with the TAD in Figs. 10 and 11, we can see that the higher order Taylor approximation results are better.
B. SUBJECTIVE PERFORMANCE ANALYSIS
Figs. 12-16 present a subjective comparison of the demosaicked images. The figures present the experimental results for McM #1, #3, #5, #13, and #17, respectively. Overall, the similarity between the original image (a) and result images (b)-(f) is noticeably low. Therefore, the subjective performance analysis is mainly focuses on (g)-(j).
In Fig. 12 , which is the result for the McM #1 image, the SRD shows superior performance compared to the other algorithms. However, there are false colors caused by zipper artifacts along the red thin line. In Fig. 12(j) , one can see that post-processing has removed the color artifacts in the red thin line. Comparing Fig. 13 (i) and 13(j) reveal that the performance of the proposed demosaicking process can be further improved by post-processing. It can be seen that the zipper artifacts in the pink flower bud have been removed. By comparing (h) and (j) in Figs. 14-16, it can be seen that zipper artifacts occur more frequently in TAD, although both TAD and the proposed method are based on Taylor approximation. One can see color bleeding between objects. In particular, in Figs. 14 and 15, it can be seen that the purple color artifacts that occur inside the thin red lines are eliminated by the post-processing of ''Proposed 2''.
In addition, we compare the performance of Taylor approximation-based algorithms using LC [23] test images. Then, we show the image through zipper artifact removal process in TAD [13] , and compare with the result images of the proposed algorithms to demonstrate the superiority of the proposed demosaicking system. Fig. 17(a) and 17(c) are interpolated images with Taylor approximation-based algorithms. Since the proposed method uses the Taylor approximation of the third-order, it can be seen that the zipper artifact is less generated than the TAD using the second-order Taylor approximation. That is, the higher the order of the Taylor approximation, the higher the accuracy of the interpolation. Fig. 17(b) and 17(d) shows that the zipper artifact removal process has been performed and that the demosaicking artifacts have disappeared. Fig. 18 shows that interpolation in the demosaicking process is also important to remove zipper artifacts well. The proposed artifact removal is better when performed with a highly accurate third-order Taylor approximation-based interpolation technique.
VI. CONCLUSIONS
In this paper, we proposed a weighted sum-based demosaicking method using cubic Taylor approximation and a postprocessing method based on clipping. During the interpolation process, the performance of the demosaicking was improved by using a color difference model. Additionally, image quality was improved by performing detection and removal of zipper artifacts during post-processing. As shown in the experimental results, the proposed demosaicking system achieved superior performance compared to existing demosaicking algorithms.
