The CuO2 antiferromagnetic insulator is transformed by hole-doping into an exotic quantum fluid usually referred to as the pseudogap (PG) phase 1,2 . Its defining characteristic is a strong suppression of the electronic density-of-states D(E) for energies |E|<*, where * is the pseudogap energy 1,2 . Unanticipated broken-symmetry phases have been detected by a wide variety of techniques in the PG regime, most significantly a finite Q density-wave (DW) state and a Q=0 nematic (NE) state.
opening coincides with the appearance of the NE state (which should theoretically be incapable of opening a Fermi-surface gap). We demonstrate how this perplexing phenomenology of thermal transitions and energy-gap opening at the breaking of two highly distinct symmetries can be understood as the natural consequence of a vestigial nematic state 6, 7 within the pseudogap phase of Bi2Sr2CaCu2O8.
The cuprate pseudogap energy * is defined to be the energy range within which significant D(E) suppression occurs in underdoped cuprates 1, 2 . sometimes additional broken symmetries are detected depending on the experimental technique. These phenomena have been reported using multiple techniques in YBa2Cu3O7-x, Bi2Sr2CaCu2O8+x, Bi2Sr2CuO6+x and HgBa2CuO4+δ, and are observed to occur below a characteristic temperate ( ), which appears to fall linearly with increasing p along the trajectory shown in Fig. 1c . Already this is a conundrum: while the onset temperature ( ) of this broken symmetry tracks the temperature ( ) at which pseudogap opens (Fig. 1a,c Both types of broken-symmetry states can be studied simultaneously in the same field of view (FOV) using high-resolution spectroscopic imaging scanning tunneling microscopy (SISTM) 35 . To do so, Fourier analysis of sublattice phase-resolved electronic structure imaging of the CuO2 plane is required. The tunnel-current ( ) and tip-sample differential tunneling conductance ( ) ( ) are first measured at bias voltage V=E/e and with spatial resolution of typically 7X7 pixels within each CuO2 unit cell. To suppress serious systematic "set-point" errors 35 we evaluate ( ) ( ) ( ), a function for which distances, wavelengths, spatial-phases and energy-magnitudes of electronic structure can be measured accurately. The necessary spatial-phase accuracy in ( ) and ( ) is achieved using a picometer-scale transformation that renders the topographic image T(r)
perfectly a0-periodic, and is then applied to ( ) to register all the electronic-structure data to the ideal CuO2 lattice 3, 4, 13, 35 . 
where are the two Bragg wavevectors along the y-axis/x-axis respectively.
In general, if the ( ) is non-zero, breaking of C4-symmetry is occurring at Q=0 due to inequivalence of electronic structure at the two oxygen sites within each CuO2 cell 3, 4, 13, 33, 35 . Figure 3a -e shows our measured energy dependence of ( ) ( ) and their difference ( )for Bi2Sr2CaCu2O8+x at p=0.06, 0.08, 0.10, 0.14 and 0.17. Figure 3f then summarizes the doping dependence of the energy, at which our measure of electronic nematicity ( ) achieves its maximum spectral intensity. Thus, the characteristic energy of maximum spectral intensity of this measure of cuprate nematicity diminishes approximately linearly with increasing p. 
) , are then used to determine the form factor symmetry for modulations at any q Fig. 1b) . Therefore, we find that the characteristic energy of maximal spectral intensity for both cuprate brokensymmetry states is always the pseudogap energy *(p) . These results add yet another conundrum to our list: how could the characteristic energies of NE and DW states be virtually identical to each other and to the PG energy * (Fig. 5b ) at all dopings (less than 19%), while the onset temperatures TNE(p) and TDW(p) of these phases appear unrelated to each other and vary quite differently with doping ( Fig. 1c) ? Combined with the question of why the DW state (which should generate an energy gap) appears without any new gap opening at ( ) while the NE state (which should be incapable of opening an energy gap) emerges with the pseudogap opening at ( ) ( ) (Fig. 1) , this presents an intricate puzzle.
In pursuit of its resolution, we note that electronic liquid crystal states of a doped
Mott insulator are naturally expected to exhibit distinct NE and DW broken-symmetry phases [36] [37] [38] . Within this context, the critical temperatures and characteristic electronic energies of these two highly distinct phases are not required to be related, except for the fact that the nematic phase should appear first with falling temperature 37, 38 .
Recently, however, the effects of quenched disorder on the two-dimensional version of this situation has been discovered 6, 7 . The remarkable conclusion is that, while long range order of a unidirectional incommensurate finite-Q DW cannot exist in the presence of quenched disorder, its short-range remnant survives up to a certain critical disorder strength but in the form of a Q=0 broken rotational-symmetry state.
This state was dubbed a vestigial nematic 6, 7 (Fig. 5b) , and more generally with the intricate phenomenology of thermal transitions, energy-gap opening, and distinct symmetry-breaking in underdoped cuprates ( Fig. 1c, Fig. 5c ). We note, however, that neither VN theory nor our experiments and analysis discriminate whether the fundamental DW state with wavevector Q is a conventional charge density wave with order parameter 〈 〉 or is a pair density wave 40 with order parameter 〈 〉. 
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Peak in the density of states at the gap edge of CDW systems:
For example, consider a weakly coupled 1-D electron-lattice system under mean field theory. Under independent electron, harmonic and adiabatic approximations, such a system can be described by a Fröhlich Hamiltonian:
where and denote energy of electronic state k, energy of phonon mode q and electron-phonon coupling constant (assumed independent of k). ( ) creates (annihilates) an electron state k and ( ) creates (annihilates) a phonon state q. The mean field CDW order parameter is then
This mean field can be used to diagonalize the Hamiltonian and results in energy eigenmodes separated by a gap of given as:
The number of electrons is conserved so for the density of states, we have ( ) ( ) , where n denotes the normal state. If we assume that since we are interested in in energies around , we can take ( ) ( ), a constant. This leads to a simple relation for density of states:
Hence ( ) is singular at two energies . In a realistic case when we are no longer in weakly coupled1-D limit, the electronic susceptibility divergence with falling temperature is not logarithmically divergent and hence the peaks are not singular but finite. However the maxima in ( ) still occur at the gap edges.
Q=0 Nematic State
By looking at Bragg peaks, one is considering the phenomena which occur with the periodicity of the lattice and qualify for C4 symmetry breaking at Q=0. The contributions in the Bragg Peak signal from Cu and Ox and Oy sites in an image ( ) (with a Fourier Transform ̃( )) are as follows:
where ̅ denotes average of ( ) at the site . Setting the origin at a Cu atom within the Lawler-Fujita algorithm 3 , only the real part of two-dimensional complex Fourier Transform ̃( ) enters the definition for Q=0 phenomena 3 . Then we can define, (eq.1 of the manuscript):
Hence while defining , we use the difference in Bragg peaks as a measure of inequivalence between Ox and Oy sites as shown in eq. S2.3. The broad Bragg satellite peaks contain the information about the local lattice-translation symmetry breaking instead and have been analyzed in context of smectic electronic liquid crystal or stripes 4,5
Symmetry Decomposition of CuO2 IUC DW States
We can think of the angular momentum form factor organization as a modulation of "waves" whose point group symmetry is well defined. The s-wave has a density ( ) 
The s-wave form factor is a wave purely on the copper atoms with no weight on the oxygen atoms, while the s'-wave and d-wave form factors involve purely the oxygen sites. Therefore, one analyzes the segregated oxygen sub-lattice images x,y ( ). In terms of the segregated sub-lattices, a d-form factor DW is one for which the DW on the Ox sites is in anti-phase with that on the Oy sites. Hence the peaks at and present in both ̃x ( ) and ̃y ( ) must cancel exactly in ̃x ( ) ̃y ( ) and be enhanced in ̃x ( ) ̃y ( ) as can be seen from eq. S3.4. This is why eqn. 2a in the manuscript is used to calculate the amplitude of d-form factor wave. 
