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Zusammenfassung
U¨berho¨hungsresonatoren haben sich im Verlauf des letzten Jahrzehnts zu einer vielversprechen-
den Technologie zur Erzeugung extrem-ultravioleen (XUV) Lichtes fu¨r Frequenzkammspek-
troskopie und Aosekundenphysik entwickelt. Diese Anwendungen verlangen koha¨rente
Lichtquellen, welche durch die Erzeugung hoher Harmonischer von ultrakurzen Laserpulsen
bei hohen Intensita¨ten realisiert werden ko¨nnen. Die meisten u¨blichen Lasersysteme ko¨nnen
solche Pulse nur bei Wiederholraten im Kilohertzbereich produzieren. Die U¨berho¨hung von
Femtosekunden-Laserpulsen zu Durchschnisleistungen von einigen Kilowa in passiven
Resonatoren bietet eine Mo¨glichkeit, die beno¨tigten Intensita¨ten bei Pulswiederholraten von
vielen Megahertz zu erreichen. Die Erzeugung von XUV Pulsen mit ausreichendem Fluss bei
solchen Wiederholraten wu¨rde diese unzuga¨ngliche Region des optischen Spektrums fu¨r die
Frequenzkammmetrologie o¨nen und hat zudem das Potential die Messdauer von Experimenten
der Aosekundenphysik um viele Gro¨ßenordnungen zu verku¨rzen.
Die resonatorgestu¨tzte Erzeugung hoher Harmonischer ist allerdings mit einer Reihe eigener
Einschra¨nkungen verbunden. Diese betreen insbesondere die erreichbare Durchschnis- und
Spitzenleistung, sowie die minimale Pulsdauer im Resonator. Diese Dissertation stellt neue
Ansa¨tze zur Erweiterung des Potentials von U¨berho¨hungsresonatoren fu¨r Femtosekundenpulse
vor.
In einem ersten Experiment wurde die Kompensation thermisch induzierter Linseneekte
in U¨berho¨hungsresonatoren durch den Einbau geeignerter Brewster-Plaen, welche auch als
XUV-Auskoppelelemente Verwendung nden ko¨nnen, demonstriert. Mit diesem Ansatz konnte
die Strahlgro¨ße im Resonator fu¨r Durchschnisleistungen von bis zu 160 kW konstant gehalten
werden.
Anschließend wurde die Wechselwirkung zwischen nichtlinearer Plasmaerzeugung, die eine
Vorraussetzung zur Erzeugung hoher Harmonischer darstellt, und der Resonatoru¨berho¨hung
untersucht. Aus einem experimentell validierten numerischen Modell konnte ein Skalierungs-
gesetz abgeleitet werden, welches die optimierte Auslegung von U¨berho¨hungsresonatoren zur
Erzeugung hoher Harmonischer erlaubt. Das Modell wurde außerdem vewendet, um ein neuar-
tiges Konzept fu¨r die eziente Kompression ultrakurzer Pulse in U¨berho¨hungsresonatoren mit
auf die Nichtlinearita¨t zugeschniener spektraler Finesse zu entwickeln.
Weitere Arbeiten behandeln die Optimierung der Resonatordispersion. Durch Kombination
von Spiegelbeschichtungen mit passenden spektralen Phasenverla¨ufen konnten Resonatoren
zur U¨berho¨hung von wellenstabilen Pulsen und von ultrakurzen Pulsen mit einer Dauer von
unter sechs Zyklen der Tra¨gerwelle realisiert werden. Diese Resultate stellen wesentliche
Vorraussetzungen fu¨r die Erzeugung isolierter Aosekundenpulse in Resonatoren dar.
In der Folge wurden die zuvor entwickelten Methoden zur Kontrolle der Resonatordis-
persion zusammen mit einer exiblen Technik zur Resonatorla¨ngenreferenzierung fu¨r die
erste Demonstration von Solitonen in Freistrahl-U¨berho¨hungsresonatoren angewendet. Durch
eine maßgeschneiderte spektrale Finesse konnte dabei eine Pulskompression von 350 fs auf
37 fs, bei einem U¨berho¨hungsfaktor der Spitzenleistung von u¨ber 3000 erreicht werden. Dieses
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u¨berraschende Resultat belegt das Potential dieses Konzeptes fu¨r Auslegung und Betrieb nicht-
linearer U¨berho¨hungsresonatoren, und legt eine zuku¨nige Anwendung fu¨r resonatorgestu¨tzte
Erzeugung hoher Harmonischer nahe.
Zusa¨tzlich wurde ein Konzept fu¨r die optomechanische Auskopplung von Laserpulsen
vorgeschlagen, welches eine Rolle bei der Verwendung von U¨berho¨hungsresonatoren in einer
neuen Klasse von Lasersystemen zur Erzeugung hochenergetischer Pulse spielen ko¨nnte.
Preface
In the decade preceding this thesis, femtosecond enhancement cavities had emerged as a
highly promising technology in the context of extreme ultraviolet light (XUV) sources for
frequency comb metrology and aosecond physics. ese applications require light of laser-
like coherence, which can be provided by high-order harmonic generation (HHG), a highly
nonlinear frequency conversion process driven by intense ultrashort laser pulses. e laser
systems commonly used to drive HHG are limited to pulse repetition rates in the kilohertz
range. In contrast, the enhancement of femtosecond pulses in passive optical cavities to average
powers of many kilowas delivers the necessary intensities even at repetition rates of tens to
hundreds of megahertz. Achieving sucient XUV ux with megahertz repetition rates would
enable the extension of frequency comb metrology to the XUV, and dramatically reduce data
acquisition times for experiments in aosecond physics. However, cavity-enhanced HHG comes
with unique challenges, imposing cavity-related limitations to the power, peak intensity, and
minimum duration of the driving pulses. In this thesis, several novel approaches to extending
the capabilities of femtosecond enhancement cavities are presented.
In a rst experiment, we demonstrated the compensation of thermal lensing eects in
enhancement cavities. Using intracavity Brewster plates, which also oer a robust solution for
XUV output coupling in cavity-enhanced HHG setups, we gained control over the thermally-
induced mode change at average powers of up to 160 kW.
Subsequently, we investigated the eects of nonlinear phase modulations caused by ioniza-
tion in an intracavity gas target, which is a prerequisite for HHG. We experimentally validated
a numerical model of the plasma-cavity interaction, leading to a scaling law allowing for the
layout of optimized cavity HHG systems, and a proposal for tailoring the spectral nesse of
cavities to exploit the nonlinear phase modulation for intracavity pulse compression.
In parallel, we worked on the design and characterization of highly reective multilayer
mirrors to optimize the cavity dispersion. Combining dierent mirrors with compatible spectral
phase characteristics, we demonstrated enhancement cavities supporting waveform-stable
pulses, and cavities supporting pulse durations approaching the few-cycle regime. ese
results represent vital technological developments towards the goal of isolated aosecond pulse
generation with enhancement cavities.
Finally, we applied the developed methods of dispersion control to design an enhancement
cavity for intracavity pulse compression using self-phase modulation in a Brewster plate.
Implementing a exible locking scheme, we demonstrated for the rst time the generation of
temporal cavity solitons in free-space enhancement cavities. e temporal compression from
350 fs to 37 fs together with the spectrally tailored nesse resulted in a peak power enhancement
factor of over 3000, signicantly surpassing the enhancement in linear cavities supporting
similar pulse durations. is intriguing result opens the door to a novel regime of nonlinear
cavity operation, with potentially signicant benets to cavity-enhanced HHG.
In addition, we proposed a concept for optomechanical cavity dumping, with the potential
to aid eorts employing enhancement cavities for a new generation of high-pulse-energy lasers.
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Structure of the thesis
e results included in this cumulative thesis are presented in two parts. Part I aims to motivate
the research objective, to introduce the theory of operation of femtosecond enhancement
cavities, to summarize the results, and to provide the broader context in which the presented
research was conducted. Part II includes the results of this work in the form of the published (or
submied) manuscripts. ese manuscripts are self-contained, i.e., each should be accessible
without knowledge of the prior chapters. All of these results involve contributions from
multiple people. My contribution to each is summarized in statements preceding the respective
articles. Five of the manuscripts presented in this thesis were published as peer-reviewed
journal articles, and one manuscript is currently in review:
1. N. Lilienfein, H. Carstens, S. Holzberger, C. Jocher, T. Eidam, J. Limpert, A. Tu¨nnermann,
A. Apolonski, F. Krausz, and I. Pupeza, Balancing of thermal lenses in enhance-
ment cavities with transmissive elements, Optics Leers 40, 843–846 (2015), DOI:
10.1364/OL.40.000843.
2. S. Holzberger, N. Lilienfein, M. Trubetskov, H. Carstens, F. Lu¨cking, V. Pervak, F. Krausz,
and I. Pupeza, Enhancement cavities for zero-oset-frequency pulse trains, Optics
Leers 40, 2165–2168 (2015), DOI: 10.1364/OL.40.002165.
3. S. Holzberger, N. Lilienfein, H. Carstens, T. Saule, M. Hogner, F. Lu¨cking, M. Trubetskov,
V. Pervak, T. Eidam, J. Limpert, A. Tu¨nnermann, E. Fill, F. Krausz, and I. Pupeza, Fem-
tosecond enhancement cavities in the nonlinear regime, Physical Review Leers
115, 023902 (2015), DOI: 10.1103/PhysRevLe.115.0239025.
4. N. Lilienfein, C. Hofer, S. Holzberger, C. Matzer, P. Zimmermann, M. Trubetskov, V.
Pervak, and I. Pupeza, Enhancement cavities for few-cycle pulses, Optics Leers 42,
271–274 (2017), DOI: 10.1364/OL.42.000271.
5. N. Lilienfein, S. Holzberger, and I. Pupeza, Ultrafast optomechanical pulse picking,
Applied Physics B 123, 1916 (2017), DOI: 10.1007/s00340-016-6608-4.
6. N. Lilienfein, C. Hofer, T. Saule, M. Ho¨gner, M. Trubetskov, V. Pervak, E. Fill, C. Riek,
A. Leitenstorfer, J. Limpert, F. Krausz, and I. Pupeza, Temporal solitons in free-space
femtosecond enhancement cavities, Manuscript in review aa a Leer to Nature Pho-
tonics, submied on June 14th, 2018, Tracking number NPHOT-2018-06-00751.
In the course of my Ph.D. work, I have contributed to a further eight peer-reviewed publications,
to two manuscripts currently in review, and have led one patent application. A list of these
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Enhancement cavities are optical resonators – systems of reective surfaces for the spatial
connement of light – used to locally increase the intensity of a laser. e history of optical
resonators goes back to the interferometer pioneered by Charles Fabry and Alfred Pe´rot in 1897,
the basic concept of which had already been considered theoretically over sixty years before by
George Airy [1]. In contrast to earlier interferometers, for instance those used by Michelson
and Sagnac, in which light was split between two distinct arms and subsequently brought to
interference, the Fabry-Pe´rot interferometer involves an indenite number of back-and-forth
reections between two parallel mirrors, all interfering simultaneously.
e longitudinal transmission of light through the Fabry-Pe´rot interferometer is described by
the Airy-distribution, which depends on the reectivity of the surfaces, the optical length of the
path between the surfaces, and the wavelength of the light. In contrast to the interference fringes
observed in two-armed interferometers, which follow a sinusoidal function , the bright fringes of
the Airy distribution can exhibit a very narrow width with respect to the separation of adjacent
fringes. eir “ne-ness” or nesse is proportional to the reectivity of the mirrors (disregarding
other loss-mechanisms), and thus related to the eective number of roundtrips experienced
by the light “caught” between the mirrors. Appearing upon constructive interference of all
reections, the fringes can be understood as resonances of the electromagnetic eld constrained
by the reective surfaces of the Fabry-Pe´rot interferometer, which thus constitutes an optical
resonator.
e resonances, also referred to as longitudinal modes of the resonator, appear periodically
in the transmission spectrum, with their spectral separation depending on the length of the
resonator. When these modes are resonantly excited, the intensity inside the resonator is
enhanced by a factor proportional to the nesse with respect to the impinging intensity. Fabry
and Pe´rot immediately realized the advantages aorded by the nesse of the fringes for the
precision of interferometric measurements. In the following years, they developed remark-
ably well-engineered interferometers, and exploited this eect for a number of breakthrough
experiments in astronomy and early work on optical metrology [1].
While its plane mirrors constrain the propagation of electromagnetic waves in longitudinal
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direction, the classical Fabry-Pe´rot resonator is wide open in the transverse directions. It is
highly sensitive to misalignments and surface deformations, which result in eld spillage over
the edges of the mirrors, and eectively degrade the nesse. Even in the absence of such defects,
its nesse is limited by diraction losses at the edges of its nite-sized mirrors. With increasing
mirror separations, these eects become increasingly severe.
Aer the invention of the laser in 1960 [2], the crucial role of optical resonators as a
component of laser oscillators led to the rapid development and understanding of more stable
resonator types based on spherical mirrors, and of Gaussian optics in general [3]. While
not directly appearing in the acronym LASER (light amplication by stimulated emission
of radiation), the use of Fabry-Pe´rot resonators as amplifying cavities of laser oscillators is
fundamental to the laser concept and was already a key part of the early maser and laser
proposals [4, 5]. It provides a feedback structure which encloses the gain material, eectively
conning the radiation to the resonator modes and facilitating the generation of coherent and
directed light.
In this context, the eld propagation within optical resonators became a highly relevant
question for optimizing laser operation. e numerical work of Fox and Li [6] uncovered the
existence of discrete transverse modes in optical resonators, closely followed by the development
of Gaussian mode theory [7]. Within a few years, most of the nowadays familiar concepts of
resonator optics emerged [3]. Importantly, it was realized that open-sided resonators containing
suitable spherical mirrors can form stable optical cavities [8]. “Stable” means that they exhibit
transverse resonator modes, typically given by Gauss-Hermite functions, representing beams
which are reproduced with every roundtrip and thus spatially conned in the cavity.
Not only do these concepts apply to the active oscillators at the heart of laser systems, but
also to passive optical resonators, which have found diverse applications in laser science and
technology. anks to the transverse mode connement in stable cavities and the development
of high-reectivity dielectric multilayer mirrors, resonators with extremely low roundtrip
losses and a correspondingly high nesse have become available. In concert with the ability
to coherently excite such resonators with laser light, there are in particular two properties of
passive resonators that make them extremely useful. ese are (I) the power enhancement of
light inside the cavity, and (II) its enhanced sensitivity with respect to intracavity absorption
and phase changes. For these reasons they are oen referred to as enhancement cavities.
Enhancement cavities can be implemented in a multitude of forms, from microcavities, used
for instance in investigations of cavity quantum electrodynamics of free atoms [9] and nonlinear
dynamics [10, 11], to kilometer-scale cavities incorporated in the interferometers built for the
recently successful quest for gravitational wave detection [12, 13]. In laser technology, the
power enhancement inside such cavities has been utilized to boost the eciency of nonlinear
conversion processes such as second harmonic generation [14, 15].
1.2 Ultrafast lasers
In the decades since eodeore Maiman [2] constructed the rst laser using a ash-lamp
pumped ruby crystal, a vast number of gain materials and laser architectures producing light
over a broad range of the electromagnetic spectrum with wildly dierent properties have been
developed [16]. Today, lasers are ubiquitous in everyday technology and vital to the physical
sciences, with laser technology being as diverse as its elds of application. Since the laser’s
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inception, the major themes of development have been its scalability towards higher average
power, shorter laser pulses and higher peak intensity, longer coherence length, and broader
spectral coverage, with these directions being variously intertwined. In terms of spectral
coverage, signicant eort is going into pushing the photon energies of laser sources into the
extreme ultraviolet (XUV) range.
A particularly fascinating group of laser architectures are mode-locked lasers, and in
particular passively mode locked lasers, capable of producing laser pulses with femtosecond
durations [17]. To this end, several longitudinal modes of the laser oscillator are coupled by
carefully engineered nonlinear mechanisms, causing them to resonate simultaneously with a
xed phase relationship. e emied frequency spectrum consists of a vast number of equally
spaced lines. Its structure is characterized by two radio frequencies, one of which is the line
spacing and the other the oset of its rst line. If both frequencies are stabilized, this spectrum
is referred to as a frequency comb, and presents a powerful tool for optical metrology [18, 19],
linking optical frequencies to radio frequencies.
In the time domain, this spectral structure corresponds to an innite train of short pulses,
stemming from one or more pulses traveling in the laser oscillator. In a time-domain picture
of mode locking, the mode-locking mechanism eectively produces an additional temporal
connement of the already spatially conned light in the oscillator cavity. e repetition
rate of the resulting pulse train is typically in the range of 100 MHz, corresponding to a
length of the laser oscillator of a few meters. e spectral bandwidth, and correspondingly the
minimum duration of pulses produced from laser oscillators are limited primarily by the spectral
gain prole of the laser medium, but also depend on the mode-locking mechanism and the
dispersion of the oscillator [17]. e short pulse duration with respect to the pulse repetition
period aorded by mode-locked lasers results in high peak intensities being achievable at
moderate average powers. In laser systems optimized for maximum peak intensity and/or pulse
energy, the repetition rate is further reduced to kilohertz or even hertz levels before subsequent
amplication. is has allowed for a variety of nonlinear optical eects to be studied and
eciently exploited. In particular, nonlinear optical eects can be used to extend and shi
the bandwidth of the driving laser, giving access to wavelength ranges that lack suitable gain
materials. Also, optical pulses can be temporally compressed by nonlinear means. Today,
minimum pulse durations in the range of a few femtoseconds to a few tens of femtoseconds can
be achieved in a variety of wavelength ranges. Notably, the duration of pulses can approach the
period of the electromagnetic wave oscillation itself. Such pulses are referred to as few-cycle
or single-cycle pulses [20, 21].
One of the most important nonlinear conversion mechanisms is the generation of coherent
XUV light by high-order harmonic generation (HHG). e HHG process involves intense
driving pulses ionizing atoms in a medium, for instance a noble gas. Aer being accelerated
in the oscillating laser eld, some of the freed electrons recollide with the atoms and emit
high-energy ultraviolet (UV) photons, the “harmonics”. Notably, this UV emission preserves the
coherence properties of the driving laser, thus providing coherent radiation in this otherwise
inaccessible spectral region [22, 23]. Driven by single-cycle laser pulses, HHG can produce
isolated XUV pulses [24] as short as 80 as [25], representing the shortest events produced by
mankind. Used in pump-probe photoelectron spectroscopy (PES) experiments, such pulses
have allowed to investigate physical processes on unprecedented time scales, marking the birth
of aosecond metrology [24, 26].
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e peak intensity necessary for HHG is in the range of 1013−1014 W cm−2. e repetition
rate of the complex laser systems capable of providing pulses of such intensity is typically
restricted to the kilohertz range, due to constraints relating to the average power. One of the
main directions of current scientic laser development is the adaptation of high-average-power
yerbium-based laser architectures, for ultrafast and high-energy lasers [27–33]. With respect
to HHG, this approach holds promise for further development both in terms of photon energy
and XUV power, and for increasing repetition rates [34–40].
ere are in particular two elds of application to which coherent XUV generation at
much higher repetition rates would be highly benecial. e rst concerns time-resolved and
angle-resolved photo-electron spectroscopy experiments [41], which are a crucial technique of
aosecond science. Here space-charge eects severely limit the permied number of generated
electrons per pulse [42], leading to long, and in some cases prohibitive measurement times
at kilohertz repetition rates [43]. If the driving laser repetition rates could be increased to
those produced by the laser oscillators at the heart of laser systems, acquisition times could
potentially be reduced by 3 to 5 orders of magnitude. e second major goal pursued via cavity-
enhanced HHG is the extension of frequency comb spectroscopy to the XUV range. ere is a
number of targets for spectroscopy experiments in this spectral range which would be highly
interesting both for fundamental science and metrology. ese include fundamental transitions
of hydrogen-like atomic systems such as He+ and Li2+, which could provide precise tests of
quantum electro dynamics [44–46], and low-lying nuclear transitions, most notably the recently
detected [47] nuclear clock transition in thorium-229, with the potential to signicantly surpass
current frequency standards in accuracy [48]. With frequency comb spectroscopy requiring a
certain power per comb line, and the line spacing of the comb being identical to the repetition
rate of the laser, megahertz repetition rates are a necessity for such experiments [49, 50].
1.3 Enhancement cavities for HHG
An elegant approach to multi-megahertz HHG is oered by femtosecond enhancement cavities,
which enabled the development of XUV sources with a unique combination of high repetition
rate and high photon energy. In the wake of the full stabilization of frequency combs, it was
demonstrated that matching the comb lines to the resonance structure of enhancement cavities
allows for the enhancement of femtosecond pulses [51]. e potential to generate pulses of
extremely high peak power inside such femtosecond enhancement cavities without actual
amplication makes them a highly appealing tool for nonlinear optics. While a rst proposal
sought to periodically extract these pulses for further use [51], a scheme later termed “stack
and dump” (SnD) [52], the main application pursued since then has been intracavity XUV
generation via HHG [49, 50]. A major challenge for both these applications is the extraction of
the generated radiation from the closed optical cavity. While the lack of success of the SnD
scheme is mainly due to this problem, a number of solutions for XUV output coupling have been
found. ese include intracavity Brewster plates [49, 50] and other transmission optics [53, 54],
nanogratings etched onto cavity mirrors [55, 56] and dierent geometric schemes [57–61].
It was realized early on that the dispersion of cavity mirrors and other intracavity media
limit the optical bandwidth and thus the minimum pulse duration in femtosecond enhancement
cavities [51, 62]. e sensitivity to the spatial phase curvature caused by this dispersion is
proportional to the cavity nesse. e same applies to the temporal phase shis produced by
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nonlinear eects in the cavity, which have a detrimental eect on the enhancement level [49, 63].
Such eects can occur both in transmissive optics, if present, and in the process of laser-driven
ionization, and lead to an intensity-clamping behavior in nonlinear enhancement cavities.
e conversion eciency of the HHG process, as well as the harmonic cut-o marking the
highest generated photon energies critically depend on the driving pulses’ peak intensity.
With ionization being an inherent part of the HHG process, the associated intensity clamping
represents the main limiting factor to the power scalability of intracavity XUV generation [64,
65].
e rst demonstrations of cavity-enhanced HHG were performed in high-nesse cavities
seeded directly by relatively low-power mode-locked Titanium:Sapphire oscillators [49, 50,
58]. In the following years, large performance gains in terms of generated XUV power and
photon energy were achieved by adopting more and more powerful seeding sources such as
amplied Titanium:Sapphire lasers [66] and high-power yerbium-doped ber chirped-pulse
ampliers [67–69], allowing a reduction of the cavity nesse [56, 60, 70, 71].
Apart from downscaling the nesse, promising paths towards higher XUV power is to
increase the interaction volume over which HHG takes place, and/or to increase the pulse
repetition rate, while keeping the intensity constant. Both paths require an upscaling of the
intracavity power. e power scalability of femtosecond enhancement cavities was investigated
by Pupeza et al. [72], achieving 18 and 72 kW of average power with pulse durations of 200 fs
and 2 ps, respectively, limited by peak-intensity induced mirror damage. e identication
of suitable cavity geometries to increase the beam size on the mirrors [73] and mitigation of
thermal lensing eects, to which this geometry is particularly sensitive, allowed for average
powers of 400 kW and 670 kW for similar pulse durations, respectively [74]. e limitation to
the power scalability of femtosecond enhancement cavities was identied as a combination of
intensity-induced mirror damage, and thermal lensing eects [74]. Importantly, these result
were achieved in empty enhancement cavities which did not include output coupling devices
or gas targets.
Another promising approach to mitigate the eects of nonlinear intensity clamping was
suggested by results showing that its severity is reduced for shorter driving pulse durations [60].
e restrictions of the cavity bandwidth relating to the mirror dispersion, however, necessitate
the development of novel low-dispersion mirrors to achieve progress in this direction. Fem-
tosecond enhancement cavities supporting signicantly shorter pulse durations would have
the additional benet of potentially allowing the intracavity generation of isolated aosecond
pulses. While the pulse durations in the range of a few femtoseconds necessary for direct
isolated aosecond pulse generation seem unaainable in enhancement cavities, a number of
promising temporal gating schemes [75–79], some of which could be applicable in enhancement
cavities for pulse durations of about 20 fs at 1 µm wavelength [80, 81], have been investigated.
In addition to signicant progress in terms of supported bandwidth, the generation of
isolated aosecond pulses would also require control over the waveform evolution of the
enhanced pulses [24, 82]. While high-power lasers [83, 84] providing waveform-stable pulses
have become available, the constraints of femtosecond pulse enhancement related to the cavity
dispersion make this challenging.
8 1. Introduction
1.4 Research objective
e research objective of the work presented here was the development of novel approaches to
overcome the cavity-related technological challenges associated with cavity-enhanced high-
order harmonic generation and isolated aosecond pulse generation. In summary, these
challenges were identied as the power scalability, the bandwidth (and thus pulse duration)
scalability, the control of the eld evolution, and the nonlinearity-induced intensity clamping
in femtosecond enhancement cavities.
Chapter2
Background
In this chapter the theoretical concepts and experimental considerations relevant to the power
enhancement of short, intense pulses in optical resonators are summarized.
2.1 Power relations in optical resonators
e power enhancement in a passive optical resonator depends on the interferometric coupling
of an impinging light eld at its partially transmissive input coupling mirror, and the roundtrip
losses of the resonator. In this section, some basic relations governing the power enhancement
in optical resonators are introduced for the case of a single optical frequency ω0, and plane
waves (i.e. neglecting diraction).1
E'   = √Ric√Rcavei�rtcirc E    + √Tic Ein circ
Ecirc 








Figure 2.1: Schematic of a passive optical resonator. A monochromatic light wave Ein(ω0, t) with angular
frequency ω0 impinges on the input coupling surface with the power transmission Tic and power reectivity Ric.
An initial intraresonator eld Ecirc is circulated back to the input coupler experiencing a power aenuation Rcav
and a phase Φrt(ω0). It interferes with the input eld to form the new circulating eld E ′circ in the resonator, and
the reected eld Eref.
Figure 2.1 illustrates the interference of light waves at the input coupling mirror of an
enhancement resonator. e resonator can be parametrized by the power transmission Tic
1An excellent textbook covering basic properties of enhancement cavities is [85].
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and reectivity Ric = 1 − Tic of its input coupling mirror, the power aenuation factor Rcav
acquired upon a resonator roundtrip (excluding the input coupler reectivity), and the phase
Φrt acquired upon one roundtrip (including the input coupler phase upon reection). e
roundtrip phase of an electromagnetic wave of angular frequency ω0 is simply Φrt(ω0) = ω0trt,
with the roundtrip time trt = L/vp in a resonator of length L and with a phase velocity vp.
It is important to note that trt can be frequency dependent, which becomes relevant for the
enhancement of femtosecond laser pulses (Sec. 2.3). Initially, the fraction Tic of an impinging
electromagnetic wave Ein is transmied into the resonator, now forming the circulating eld
Ecirc. Aer one roundtrip, the circulating eld interferes with the transmied eld at the input






eld is resonant when Φrt = n2pi , where n is an integer number. In the resonant case, the
interference is constructive and optical power is transferred from the impinging eld to the
circulating eld. Aer a number of roundtrips a steady state dened by E′circ = Ecirc develops.










For a variable detuning δ = Φrt − n2pi from the resonance, the power enhancement can be
wrien as:














e spectral enhancement of a resonator is shown in Figure 2.2. It exhibits periodically
spaced resonances where the enhancement reaches ER, which are also referred to as the
longitudinal modes of the cavity. e free spectral range denotes the distance between two
adjacent resonances. e nesse of a resonator can be dened as the ratio of its free spectral
range and its resonance width, thus being a measure for its relative narrowness. e absolute
spectral width, or linewidth, of the resonance is usually specied as its full width at 1/4-intensity,
corresponding to its full width at half maximum (FWHM) in terms of eld amplitude. For




in terms of the nesse and the free spectral range (FSR) in the frequency domain FSR = 1/trt.
e nesse of a resonator depends exclusively on its total aenuation factor given by RicAcav. In
contrast, the enhancement additionally depends on the input-coupling transmission, resulting
in dierent enhancement levels for dierent distributions of the total resonator losses between
input coupler transmission and cavity losses. For optical resonators used as enhancement
cavities, there are two particularly interesting cases to consider.









1 −Acav (impedance matched). (2.5)








Figure 2.2: Resonance spectrum. e spectral enhancement E(δ ) for Tic = 1 − Aic = 0.1 is ploed over a
detuning range of 4pi . e range in between the resonances is called the free spectral range (FSR). e nesse F
is a measure of the relative narrowness of the resonances.
For a given Acav, the impedance matched conguration yields the highest possible ER. us, it
allows for the highest possible eciency when driving purely lossy intracavity processes.







e input-coupler-limited conguration yields the highest ER for a given F . As will become
apparent in Sections 2.3 and 2.4, this holds advantages for the enhancement of ultrashort
pulses, and for driving nonlinear processes associated with intracavity phase shis. In practice,
enhancement cavities are typically operated in the over-coupled regime between these cases [71].
2.2 e transverse cavity mode
In the previous section, the eld distribution was assumed to depend solely on the longitudinal
dimension z and time t . In the following, a brief introduction to the transverse eld distribution
in free-space cavities is given.2 roughout this section, the paraxial approximation is used, i.e.
the wavefront normals are assumed to be nearly parallel to the propagation axis z. Furthermore,
the discussion is restricted to the fundamental transverse cavity mode (TEM00), or Gaussian
mode.
Gaussian beams
Under the paraxial approximation, a beam u(r , z) can be modeled as a plane wave which is
spatially modulated by the functionψ (r , z) (assuming circular symmetry):
u(r , z) = ψ (r , z)e−ikz . (2.7)
e most simple solution of the paraxial wave equation is the Gaussian beam. For this solution,
it is instructive to expressψ (r , z) in terms of the complex beam parameter q(z) and the phase
2More thorough introductions to this topic can be found in [85], and [16].
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term P[q(z)] (which is itself al function of q(z)):








with k = ω/vp being the angular wavenumber of the electric eld. e complex beam parameter







e phase term is most intuitively wrien in terms of the Rayleigh length zR of the beam (equal











e Rayleigh length of a beam can be obtained from the complex beam parameter at an arbitrary
point of propagation, with zR = Im [q]. e rst term of Equation 2.10 is simply a normalization
factor which ensures energy conservation. e second term represents the Gouy phase of the
beam. Aer propagation through a focus, the Gouy phase shi acquired by a Gaussian beam
approaches pi .
e complex beam parameter q(z) fully characterizes the beam. Remarkably, it can be
propagated using the ABCD matrices used in paraxial ray optics to calculate the propagation
of rays. Here, A, B, C and D refer to the elements of the 2 × 2-matrix describing an optical
system. In the ABCD formalism, the free-space propagation over a distance d is described by













e ABCD matrixPrt for a single roundtrip through an optical cavity is calculated by multiplying
the individual matrices of the cavity elements in the reverse order of propagation, starting from
an arbitrary reference point. e relation of the complex beam parameters of a Gaussian beam











An optical cavity is called stable, if a beam which is perfectly reproduced aer a complete
roundtrip through the cavity exists. is self-consistent eigenmode of a cavity can be found by

















































R = 600 mm R = 600 mm
Figure 2.3: Stability dependence of the cavity caustic. a Symmetric bow-tie cavity with a total length of L,
and two spherical mirrors M1 and M2 with radius of curvature R and distance d . b Beam radius wM1 on M1 with
respect to the stability parameter (A + D)/2. c Beam caustic w(z) along the optical axis z of the cavity for three
values of the stability parameter and d . For L = 3000 mm and R = 600 mm, the stability parameter values -0.95, 0,
0.95 correspond to d1 = 600.5 mm, d2 = 706 mm and d3 = 828.5 mm, respectively.
Since all elements of the ABCD matrix are real, the term under the square root must be negative
for q to represent the complex beam parameter of a physical beam. e resulting inequality is
called the stability criterion:
|A + D | ≤ 2. (2.14)
Only cavity congurations conforming with this criterion, i.e. being within the stability range,
possess a well-dened eigenmode. Taking into account that the ABCD matrix elements are
real, the values of R and w at the reference point can be deduced:
R =
2B





4 − (A + D)2
. (2.15)
e mode prole at other points can be obtained by propagating q further through the cavity.
 Gouy phase acquired over one cavity roundtrip is given by:






Importantly, the eigenmode is stable with respect to perturbations [16]. e caustic as well as
the stability of the cavity mode strongly depend on the position of the cavity conguration in
the stability range. Figure 2.3 shows the caustic of a symmetric bow-tie cavity containing two
spherical mirrors, and its mode size at dierent points for a range of values of their separation.
At the edges of the stability range, the beam size on the spherical mirrors diverges. Close to
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the inner edge of stability, the cavity caustic between the spherical mirrors is tightly focussed,
while the beam in the remaining cavity arms is nearly collimated. e roundtrip Gouy phase
converges to pi . e inner edge corresponds to a confocal imaging conguration. At the outer
edge of stability, the caustic exhibits two foci, and the roundtrip Gouy phase converges to 2pi .
So far, the cavity has been assumed to be radially symmetric. In the case of non-zero
angles of incidence α , however, spherical mirrors exhibit astigmatism, breaking this symmetry.
e eective radii of curvature in the sagial and tangential planes dened by the angle of
incidence, are given by:
Rx = R cosα and Ry =
R
cosα , (2.17)
with x and y denoting the corresponding transverse axes.
For elliptical Gaussian modes, the transverse eld envelopes in the x-z and y-z planes can
be separated, with
ψ (x,y, z) = ψ [qx(z), x]ψ [qy(z),y]. (2.18)
In a planar cavity, the complex beam parameters can thus be calculated independently in the
sagial and tangential planes to account for the mirror astigmatism. As a result of the modied
values for R, the stability ranges in the sagial and tangential planes are then shied up and
down, respectively, in terms of d . In the central region of the stability range, the eect of a
small angle of incidence of a few degree will be negligible. Moving towards the edges of the
stability range, however, the inner and outer edges of stability are reached rst in the sagial
and tangential planes, respectively. In eect, the mode prole becomes increasingly elliptic
with increasing absolute values of the stability parameter. An interesting scheme to compensate
for astigmatism by using a non-planar bow-tie cavity is presented in [86].
e spatial overlap
An important practical parameter for the enhancement in a cavity is the spatial overlap between
the input and intracavity beams. e spatial overlap of two Gaussian beams with complex
beam parameters qx,in and qx,cav in the x-z plane is given by the normalized and squared inner
product of their transverse mode envelopesψ (qx, x) [87],
Ux =
∫ ψ (qx,in, x)ψ ∗(qx,cav, x + ∆x) · eik(∆αxx)dx 2 , (2.19)
with ∆x being the positional, and ∆αx the angular mismatch between the optical axes of the
beams. e total spatial overlapUx,y is simply Ux,y = UxUy.
e spatial overlap acts as factor reducing the eective enhancement. It takes a value of
one if both optical axes coincide, and both complex beam parameters are equal. Experimentally,
the rst condition corresponds to the correct cavity alignment, while the second is referred
to as the mode matching between cavity and input beam. Importantly, the sensitivity of the
cavity alignment errors with respect to a mirror adjustment error depends strongly on the
cavity geometry and its stability parameter [88].
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Figure 2.4: Frequency combs. a Two successive pulses of a continuous pulse train with repetition period trep
and a pulse duration ∆t . e relative phases between the electric eld oscillation (straight line) and the envelopes
(dashed lines) are given by ϕceo and ϕ ′ceo. b e Fourier transformation of the pulse train yields a frequency comb
dened by a carrier-envelope frequency fce, and a repetition frequency frep. e spectral envelope with the width
∆f is centered at fc, being the carrier frequency of the electric eld oscillation in a.
2.3 Enhancement of femtosecond pulses
In the previous sections, excitation of the enhancement cavity with a single-frequency (i.e.
a continuous-wave laser) was assumed. For the enhancement of short laser pulses, which
are associated with broad spectra, the simultaneous enhancement of multiple frequencies
is necessary. In particular, the frequency dependencies of the cavity roundtrip phase, the
aenuation factor, and the input coupler reectivity have to be taken into account.
Frequency combs
A light pulse can be described as a wave packet with a carrier frequency ωc and a complex
amplitude envelope dening its temporal shape (Fig. 2.4).3 e relative phase of the electric
eld oscillation with respect to the temporal envelope is dened as the carrier-envelope-oset
phase ϕceo. In the frequency domain, a continuous train of pulses corresponds to a frequency
comb, i.e. a number of discrete lines with a constant frequency spacing distributed under
a spectral envelope covering a corresponding bandwidth. For a given shape of the spectral
envelope, its width is inversely proportional to the Fourier limit of the temporal duration of the
individual pulses. For a well-behaved spectral envelope, a central frequency, being the carrier
frequency of the pulse train can be dened.
Being periodically spaced, the positions of all frequency comb lines can be parametrized
3A good textbook covering the optics of femtosecond pulses is [89]
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by the line spacing frep and the absolute position of a virtual rst line of the comb fce. In the
time domain, the repetition frequency frep corresponds to the inverse repetition period of the




with ϕceo and ϕ′ceo being the carrier-envelope-oset phases of two successive pulses. e carrier-
envelope frequency thus represents the frequency with which the electric eld oscillation slips
with respect to the pulse envelope. For fce = 0 the electric elds of all pulses of a pulse train
are identical. e absolute electric elds are also identical for fce = frep/2.
e spectral overlap
To enhance pulses in a resonator, the individual frequency comb lines have to overlap with the
cavity resonances. is is equivalent to requiring the per-shot spectral phase shi of the pulse
train Φfc(ω), to be equal to the spectral phase that a pulse acquires during one roundtrip in the
cavity Φcav(ω) (Fig. 2.7). e frequency comb phase shi is dened by a function linear in ω:






In the presence of intracavity dispersion, however, the roundtrip cavity phase Φcav(ω) is not
linear. A curvature of Φcav(ω) corresponds to a nonuniform resonance spacing and thus limits
the bandwidth over which a frequency comb can be enhanced (Fig. 2.7).
e quantity that one usually seeks to optimize in enhancement cavities is the eective
power enhancement Ee, dened by the ratio of intracavity power to input power. For a










introducing the spectrally resolved resonant enhancement ER(ω), which accounts for nonuni-
form spectral input coupling transmission and cavity aenuation, and the spectral overlapU (ω)
between frequency comb lines and cavity resonances. Ux,y represents the spatial overlap, which
was discussed in Section 2.2. Note, that we assumeUx,y to be frequency independent, which is
typically a good assumption for the ber ampliers and ber-based pulse compression setups













e spectral overlap depends on the spectrally-resolved nesse F (ω) and the roundtrip phase
mismatch ∆Φrt(ω) = Φcav(ω) − Φfc(ω), which corresponds to the detuning of each frequency
comb line from the closest resonance. e spectral overlap is one for ∆Φrt(ω) = 0, and decreases
with increasing |∆Φrt(ω)|. e sensitivity of U (ω) with respect to ∆Φ(ω) depends on the F (ω).
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Figure 2.5: Spectral roundtrip phase and resonance spacing. e cavity is resonant for frequencies for
which the cavity roundtrip phase Φcav(ω) is equal to an integer multiple of 2pi . e width of the cavity resonances
is given by the nesse F of the cavity. A curvature in the roundtrip phase results in an uneven frequency spacing
of the resonances. For specic values of the carrier-envelope frequency fce and the repetition frequency frep
dening its pulse-to pulse phase Φfc(ω), there is an optimum overlapU (ω) between input frequency comb and
cavity resonances. In the time domain, the simultaneous enhancement of frequency comb lines corresponds to
the enhancement of laser pulses. e maximum bandwidth and minimum pulse duration is limited by the spectral
width of U (ω).
If Φcav(ω) is suciently well behaved, there is a set of frequency comb parameters (f optce , f optrep )
associated with a clear maximum of Ee. e corresponding optimal roundtrip phase mismatch
∆Φ
opt
rt (ω) is then:
∆Φ
opt






2pi f optce + ω
)
. (2.25)
In general, the optimal comb parameters for cavity enhancement can depend on the shape of
Φcav(ω), the laser spectrum, and the spectral modulations of the resonant enhancement and
nesse of the cavity. If ∆Φoptrt (ω) is suciently small to allow for an optimal spectral overlap
near unity within the laser bandwidth, however, the optimal comb parameters are determined
mainly by Φcav(ω).
e roundtrip dispersion in practice4
In the following, the practical importance of the properties of Φcav(ω) are discussed for an
approximately linear spectral cavity phase over the relevant spectral bandwidth. In this case, it
is instructive to associate the terms appearing in Eq. 2.25 with the terms of the Taylor series of
Φcav(ω) at the frequency ωc of the central cavity resonance:
Φcav(ω) = n2pi + Φ1(ωc)(ω − ωc) + 12!Φ2(ωc)(ω − ωc)
2 + ... , (2.26)
4An excellent review covering this and other aspects of femtosecond enhancement cavities for high-order
harmonic generation was presented by Mills et al. [71]
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where Φ0(ωc) = n2pi by choice of ωc.
e carrier-envelope-oset phase shi per roundtrip Φce = −Φ1ωc determines the optimum
oset frequency (OOF) f optce , of the cavity. To allow for the enhancement of waveform-stable
pulses, it is required that Φce = 0 (or Φce = pi , for applications which are insensitive to the sign
of the eld oscillation, such as isolated aosecond pulse generation). e OOF is determined by
the Gouy phase of the cavity caustic, the dispersion of the cavity mirrors, and the dispersion of
intracavity media if present. e cavity OOF is usually stable except for slow dris that may be
caused by thermal eects in intracavity media. Depending on the phase noise properties of the
laser, the laser fce needs to be actively stabilized to achieve ecient low-noise enhancement [90].
e 1st-order term Φ1 corresponds to the roundtrip group delay (GD), i.e. the cavity’s optical
path length, and determines f optrep . In the macroscopic enhancement cavities used in this thesis,
the cavity length is subject to signicant mechanical noise. To achieve stable enhancement,
the detuning of the frequency comb lines close to its central wavelength need to be actively
stabilized to zero. In the experiments presented in this thesis, this was achieved by generating
a Pound-Drever-Hall error signal [91, 92], to feed a servo which acts on a piezoelectric and/or
electro-optic actuator in the laser oscillator.
e higher-order terms Φ2, Φ3, … correspond to the roundtrip group-delay dispersion (GDD),
the third order dispersion (TOD), and so forth. ese terms represent the curvature of the cavity
roundtrip phase. e presence of this curvature limits the spectral width over which the phase
mismatch ∆Φoptrt is negligible, and thus the bandwidth of the optimal spectral overlap U (ω)
(Fig. 2.5). e higher-order contributions to the cavity phase comprise the dispersion of the
cavity mirrors upon reection, and, if present, the dispersion of intracavity media. e shape
of the spectral phase of dielectric quarter-wave-stack coatings typically used as mirrors in
enhancement cavities, is characterized by an inection point at their central wavelength. With
increasing positive and negative spectral distance to this point, the absolute value of the mirror
phase curvature increases (in negative and positive directions, respectively) (Fig. 2.5). In the
absence of intracavity media, i.e. in a cavity containing no transmissive optics and operated in
vacuum, it is the spectral mirror phase that poses the main limitation to the maximum width
of the enhanced intracavity spectrum Icav(ω) [51].
For a given mirror dispersion and number of mirrors, there is a trade-o between cavity
nesse and bandwidth (Eq. 2.24). us, it is advantageous to work with a cavity close to the
input-coupler-limited conguration to maximize the cavity enhancement (Eq. 2.6). e nesse
of enhancement cavities for HHG is typically in the range of 100 to 1000. us, ∆Φrt(ω) must
be within about 0 ± (3 − 30)mrad within the desired spectral bandwidth to achieve ecient
enhancement.
Multilayer mirrors
e spectral reectivity and phase of dielectric multilayer coatings are determined by the
interference of all reections within the many layers comprising the coating, and thus depends
on the individual thicknesses of the layers. ese can be numerically optimized to approach a
desired (but not arbitrary) target reectivity and phase. An important property of the resulting
coating design is its sensitivity with respect to the optical thickness errors of the layers, which
invariably occur during production. Empirically, the sensitivity of coating designs for highly-
reective mirrors with a linear spectral phase increases with the bandwidth over which the
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phase is specied.
As a general rule, the bandwidth supported by the phase of dielectric cavity mirrors for
a given nesse scales with the contrast of the refractive indices of the two materials making
up the mirror coatings [93]. A higher refractive index, however, indicates a smaller bandgap,
resulting in a lower damage threshold [94, 95]. us, there is a trade-o between mirror
damage threshold on the one hand and intracavity bandwidth (and pulse duration) on the other.
Typical material choices are SiO2/Ta2O5 for a high damage threshold and low absorption, or
SiO2/Nb2O5 for larger bandwidth.
Enhancement of high-power pulses5
e maximum peak intensity supported by cavity mirrors is limited by dielectric breakdown
of the highly-reective coatings leading to irreversible mirror damage, with typical damage
thresholds being in the range of 1011 W cm−2 [72] for pulse durations in the few-hundred-
femtosecond range. In eect, the aainable peak power in an enhancement cavity is limited
by the cavity mirror on which the beam diameter is smallest. us, an ideal cavity geometry
optimized for high peak intensities in the focus must exhibit large mode proles on all mirrors,
and a tightly focused waist. Independent of the cavity geometry, these requirements can be
met best by seing up the cavity close to one of its stability edges, where the mode size on
the focusing mirrors diverges. However, there is a major drawback to the operation of cavities
close to the stability edges: Together with the mode size divergence, the sensitivity of the cavity
alignment with respect to mirror alignment errors, and the sensitivity of the cavity mode with
respect to changes to the focusing power of mirrors, e.g. caused by thermal lensing, tend to
diverge.
e alignment sensitivity of dierent cavity geometries suitable for obtaining large modes
on all mirrors was recently investigated by Carstens et al. [73]. In this work, symmetrical
bow-tie cavities set up close to the inner edge of the stability range (Fig. 2.3) were identied
as the most robust design for high-power enhancement cavities. In general, the alignment
sensitivity of cavities tends to be much more severe at edges of stability where the Gouy phase
approaches a value of 2pi , than at edges where it approaches pi .
For the operation of cavities at high average powers, absorption of intracavity light leads
to thermal gradients in the cavity mirror substrates, and in transmissive cavity optics, if
present. e resulting mirror surface deformation and the temperature dependence of the
refractive index in transmissive optics distort the transverse phase and shape of the cavity
mode. Depending on their prole, these distortions act as thermal lenses and/or aberrations.
In a mirror-only bow-tie cavity close to the inner edge of stability, the defocussing thermal
lenses of the mirrors push the cavity conguration closer to the stability edge, leading to an
increase in mode size. A simple approximation for the focusing power R−1mirror of thermal lens







with the incident power P , the absorption fraction of the coating Acoat., and the thermal
conductivity κsubst. and thermal expansion coecient αsubst. of the mirror substrate.
5e power scalability of enhancement cavities was thoroughly investigated in a recent dissertation [96].
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Figure 2.6: ermal sensitivity. Plots of the thermal sensitivities ∆w/∆P of symmetric bow-tie cavities of total
lengths L, and mirror curvatures R close to the inner edge of stability, for a continuous range of initial mode sizes
wCM on the focusing mirrors.
Using this approximation and the ABCD-formalism introduced in Section 2.2, the thermally-
induced cavity mode change upon an incremental increase in intracavity power ∆w∆P , being a
good metric for the thermal sensitivity of a cavity, can be calculated [74, 96, 98]. Figure 2.6 plots
the thermal sensitivity versus the initial mode radius for three symmetric bow tie cavities of
dierent lengths close to the inner edge of stability. e sensitivity of the cavity mode with
respect to thermal lenses diverges at the edges of the stability zone, i.e. for large initial mode
sizes. For a given initial mode size, the thermal sensitivity decreases strongly with the cavity
length.
2.4 Nonlinear phase modulation
In the last section the limitation to the peak and average pulse power in enhancement cavities
was identied as a combination of thermally-induced lensing eects and nonlinearly-induced
optical damage. For many practical applications of enhancement cavities, however, another
group of nonlinear eects limit the enhancement at a much lower peak power. ese are
self-action eects, i.e. eects in which a beam of light modies its own propagation by means of
the nonlinear response of a material medium [99]. In the context of femtosecond enhancement
cavities, the most important self-action eects are temporal phase modulations caused by the
nonlinear refractive index of intracavity media.
Neglecting the transverse eld distribution, the propagation of a light pulse with the
temporal eld envelope A through a nonlinear medium over an arbitrarily small distance L can
be approximated in the comoving frame:
A(z0 + L, τ ) = A(z0, τ )eiΦNL(z0,τ ,L), (2.28)
with ΦNL(z0, τ , L) being the nonlinear phase shi, provided that the changes to the pulse
envelope are small, i.e. the nonlinear response does not change over the distance L, and
nonlinear loss terms can be neglected.
For intracavity HHG, the two main sources for nonlinear phase shis arise from plasma
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Figure 2.7: Nonlinear phase shis. Temporal phase shis produced by a sech2-shaped pulse upon propagation
through a medium exhibiting a Kerr nonlinearity(a), and an ionizable medium (b) for the case of a small ionization
fraction.
generation in the gas target6 and from the Kerr eect. e laer occurs both in the gas target,
and in the transmissive cavity optics, which are used for XUV output coupling in many cavity
HHG setups. e Kerr eect is particularly relevant to stack-and-dump cavities, which so
far rely on transmissive optics for optical switching [63, 101]. e Kerr phase shi ΦKerr(t)
reads [99]:
ΦKerr(τ ) = −ω0
c
I (τ )n2L, (2.29)
with n2 being the second-order nonlinear index of refraction.
e plasma phase shi Φion(t) in a gas target with the number density ngas, and an initial
density of ionized atoms ninite can be approximated as [100]:





Γ [I (τ ′)] dτ ′
]
L, (2.30)
using the the ionization rate Γ [I (τ ′)], the central wavelength λc and the classical electron radius
re. In the low-intensity regime, the ionization rate scales as In, with n = Ip/~ωc being the
number of photons required to reach the ionization potential Ip [102]. An analytical model
for Γ [I (τ ′)] valid over a broader parameter range was introduced by Perelomov, Popov and
Terent’ev (PPT) [103]. For ionization events occurring at a multi-megahertz rate, the initial
ionized fraction ninite can be nonzero, forming the steady-state ionization fraction. Its value
depends on the fraction of atoms ionized per pulse, the recombination rate between pulses, the
repetition rate, and the gas exchange in the focal volume [64]. Figure 2.7 shows the nonlinear
phase shis associated with the Kerr eect and plasma generation for a Gaussian temporal
intensity envelope. In general, a nonlinear phase shi in the temporal domain alters both the
spectral phase and spectral shape of the pulses in the frequency domain, i.e. it generates new
frequency components [99]. ere are three major repercussions for the operation of nonlinear
enhancement cavities.
6e eects of plasma generation in femtosecond enhancement cavities were introduced in greater detail in a
recent dissertation [100]
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First, the nonlinear phase shi adds to the cavity roundtrip phase and results in an intensity-
dependent detuning of the cavity resonances. e Kerr eect will generally shi the cavity
resonances to lower frequencies, while the presence of plasma results in higher cavity res-
onance frequencies. e resulting coupling between power build-up in the cavity and its
roundtrip phase leads to interesting nonlinear cavity dynamics such as optical bistability [99].
ese dynamics complicate the frequency locking between driving laser and cavity, typically
increasing the intensity noise in the cavity, and making an in-lock adaptation of the servo
parameters necessary [64, 71].
Second, a temporal phase shi also results in the creation of new spectral components.
e Kerr eect typically produces symmetric spectral broadening, while the temporal phase
shi associated with ionization results in a blue shi of the spectrum. As a result, the spectral
overlap with the driving laser pulses, and thus the enhancement, decreases. is eect currently
presents a main limitation for the power scalability of intracavity HHG and stack-and-dump
schemes [63–65].
ird, for a nonuniform spatial distribution of the driving eld, e.g. a Gaussian beam, the
transverse distribution of the nonlinear phase shi results in Kerr and plasma lensing eects,
and aberrations [64, 71].
Temporal optical solitons
A particularly interesting regime for nonlinear pulse propagation exists in media exhibiting
both a Kerr nonlinearity and second-order dispersion. e pulse propagation in such a medium
can be expressed in the comoving frame by the nonlinear Schro¨dinger equation [99]:
∂zA(τ , z) + iβ2∂2τA(τ , z) = i2n0ϵ0n2ω0 |A(τ , z)|2A(τ , z), (2.31)
with β2 being the group velocity dispersion of the medium. is equation has solutions for
which the group velocity dispersion term on the le hand side completely compensates for
the Kerr term on the right hand side. Such solutions represent solitons, i.e. pulses which travel
through a nonlinear dispersive medium without any change of their temporal and spectral
shapes. e fundamental, or rst-order soliton is given by a hyperbolic-secant-shaped temporal
envelope:






where the temporal width τ0 and the phase shi upon propagation κ are functions of the peak
intensity |A0 |2, reading:










For a material of a given dispersion and nonlinear refractive index, Equation 2.32 thus represents
a continuous range of fundamental soliton solutions which exhibit a decreasing pulse duration
with increasing peak intensity. To represent physical pulses with positive values of the intensity
and squared pulse width, n2 and β2 must be of opposite sign. Because of this condition, “bright”
soliton pulses only exist in the anomalous (negative) dispersion regime, while a positive
dispersion can support more exotic “dark” solitons. Importantly, solitons are stable against
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perturbations, and arbitrary pulses of sucient pulse energy will converge to a soliton pulse
upon propagation along a suitable medium [104].
Temporal solitons are an important concept in the context of ber optics, where mode
guiding facilitates low-loss propagation over long distances in a homogeneous medium [104].
As dissipative solitons, generalized solutions which also account for loss and gain mechanisms,
they also play a major role for the mode locking of lasers [17, 105], and have more recently




In this chapter the individual studies comprised in this thesis are summarized and motivated in
the context of the research objective. e full results are presented in the form of ve published
articles and one recently submied manuscript, compiled in Part II of this thesis. e ve
experimental studies relevant to cavity-enhanced HHG are arranged in the order in which the
related work was performed. A further article outlining a proposal for a power-scalable cavity
dumping device is appended.
3.1 Power scalability in the presence of thermal lensing
Prior to this work, the limitations to the power scalability of (empty) enhancement cavities
were investigated, and identied as a combination of intensity-induced mirror damage, and the
sensitivity of the cavity mode with respect to thermally induced deformations of the mirror
surfaces and thus distortions of the spatial roundtrip phase [72, 74, 98]. e laer eect results
in thermal lensing, causing changes of the cavity mode size, and aberrations, causing mode
deformation and losses to the fundamental Gaussian beam (Section 2.3). By optimizing the
mirror properties for minimal surface deformation, record values for the average power in
mirror-only enhancement cavities were achieved [74]. Still, the cavity was subject to signicant
thermally induced mode distortions. Also, many cavity HHG experiments [23, 108–111] rely
on a transmissive optic, usually a thin Brewster plate, for XUV output coupling, raising the
question how such elements aect the power scalability of enhancement cavities.
Balancing of thermal lenses in enhancement cavities1
In the rst study presented in this thesis, we extended our previous power scaling experi-
ments [74] to cavities including Brewster plates. In particular, we developed a scheme for
power-independent thermal lens compensation, exploiting that the shapes of the spatial phase
distortions caused by laser-induced mirror deformations on the one hand, and refractive index
changes in transmissive elements on the other, are similar but of opposite sign. As a result,
1e full study was published on February 27th, 2015 in Optics Leers[112], and is included together with a
statement of author contributions in Chapter 5.
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the thermal lenses caused by the cavity mirrors and a Brewster plate can compensate for each
other. To this end, the strength of lensing eects in all components must be carefully balanced.
We investigated the balancing of thermal lenses in enhancement cavities theoretically,
modeling the laser-induced spatial phase distortions with nite element simulations, and
performed cavity experiments using a high-power yerbium-ber amplier system [69]. To
achieve a compensation of thermal lenses with the available Brewster plates we installed
mirrors with higher thermal deformation coecients than those used in [74]. e model and
experimental results show excellent agreement. We showed that thermal lenses can be used to
compensate the astigmatism of the cavity mirrors at a given power. We demonstrated that the
thermal lensing behavior of a thin Brewster plate can be ne-tuned by convective cooling with
a directed gas ow. With this technique, we achieved a power-independent cavity mode size
for intracavity average powers up to 160 kW. Furthermore, the mode deformation, being an
indicator for aberrations, is signicantly reduced with respect to the same cavity without the
Brewster plate.
is work demonstrated that the choice of Brewster plate material, thickness, orientation
and cooling, presents degrees of freedom to control the mode shape evolution with increasing
power. e average power reported here surpasses previously reported average powers in
enhancement cavities with transmissive elements by more than an order of magnitude [110],
but is signicantly lower than that achieved in an optimized mirror-only enhancement cavity
[74]. e presented scheme will be of particular interest for cavity experiments requiring
transmissive elements for XUV output coupling or other purposes, such as intracavity pulse
compression (Chapter 9) or other frequency conversion mechanisms.
3.2 Power scalability in the presence of ionization
In the presence of laser-induced plasma generation in a gas target, a prerequisite for HHG,
the peak intensity in the enhancement cavity is limited by the associated temporal phase
shis, most importantly those occurring on the time scale of the pulses. e resulting intensity
clamping sets in at a specic value of this phase shi, which depends on the nesse [64]. While
models which can qualitatively describe the processes at the boom of this limitation have
been introduced in previous studies [64, 65], a quantitative, experimentally validated model of
intracavity plasma generation remained highly desirable to allow for a global optimization of
cavity HHG.
Femtosecond enhancement cavities in the nonlinear regime2
Within the framework of this thesis, experimental work for the validation of an ab-initio
model developed primarily by Simon Holzberger was conducted. In particular, the intracavity
spectrum, peak intensity and the relative spectral phase between intracavity pulses and driving
pulses were measured in presence of a xenon gas target, for three dierent pulse durations. To
this end, we used driving pulse durations of down to 30 fs from a nonlinearly-compressed ber
amplier system [67], resulting in an intracavity pulse duration of down to 35 fs, limited by
2e full study was published on July 8th, 2015 in Physical Review Leers[115], and is included together with a
statement of author contributions in Chapter 6.
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the cavity mirror dispersion. For precise measurements of the nonlinearly-induced spectral
phase we employed spatial-spectral interferometry, which has previously been shown to allow
measurements of the linear intracavity dispersion with a sensitivity of less than 1 fs2 [114].
e numerical model exhibited quantitative agreement with the experimental results. Sub-
sequently, the model was used to derive an empirical scaling law for the clamping intensity, i.e.
the peak intensity in the gas target, for which a further increase in input laser power results
in negligible increases of the intracavity power. e scaling law shows that the clamping
intensity increases with decreasing nesse, pulse duration, and the product of gas density and
target length (Chapter 6, Eq. 4 and Table 1). As a result, it is generally desirable to decrease
the experimental values of these parameters as far as possible to optimize HHG eciency, in
particular for high photon energies. In practice, the gas density is usually an exception to this
rule, since an optimum gas density is determined by the phase matching condition.
Furthermore, the numerical model was used to theoretically investigate a novel scheme
for exploiting the nonlinear plasma phase shi for the ecient temporal compression of
intracavity pulses. e concept relies on the use of input coupling mirrors with a tailored
spectral reectivity. It was shown that for an optimized spectral reectivity curve, in theory a
stable steady state exists in which the temporal plasma phase facilitates ecient intracavity
pulse compression by a factor of ve, and a signicantly increased XUV conversion eciency
compared to a “standard approach” cavity, employing input couplers of approximately uniform
reectivity.
3.3 Towardswaveform-stable few-cycle pulse enhancement
In the previous section, decreasing the intracavity pulse duration was identied as a promising
approach to increase conversion eciencies in standard-approach cavity HHG. A signicantly
shorter intracavity pulse duration than those supported by standard quarter-wave-stack mirrors
could furthermore enable the generation of isolated aosecond pulses via cavity HHG with
temporal gating techniques [78, 80, 81]. Apart from progress on decreasing the intracavity
pulse duration, isolated aosecond pulse generation requires cavities suitable for enhancing
waveform-stable pulses, i.e. having an optimum oset frequency of zero or equaling half the
repetition rate.
Both the optimum oset frequency and the bandwidth, and thus minimum pulse duration
of cavities depend on the spectral phase of the cavity mirrors. To optimize the spectral cavity
phase we implemented novel mirror designs, and used dierent designs in a single cavity to
compensate for production errors.
Enhancement cavities for zero-oset-frequency pulse trains3
To control the optimum oset frequency of a broadband enhancement cavity, we implemented
two mirror designs with slightly diering carrier-envelope phase shi upon reection. e
mirror designs were based on quarter-wave stacks using SiO2/Nb2O5 layers, with small vari-
ations of the uppermost layers changing the phase upon reection, and achieving a slight
3e full study was published on April 14th, 2015 in Optics Leers[113], and is included together with a
statement of author contributions in Chapter 7.
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increase in bandwidth. Implementing these mirrors in a femtosecond enhancement cavity,
we determined the optimum oset frequency for dierent mirror combinations. We found
excellent agreement of the measured carrier-envelope phase shi upon reection with the
mirror design. For a suitable mirror combination, we demonstrate a cavity set up close to
its inner edge of stability with an optimum oset frequency of zero, and supporting a pulse
duration of 30 fs. Furthermore, we showed that the mirror design variations introduced for
oset frequency control do not compromise the damage threshold of the coatings.
Enhancement cavities for few-cycle pulses4
To further reduce the supported pulse duration, we investigated mirrors based on more complex
multilayer designs. To characterize the spectral phase of the mirrors we implemented a
sensitive multi-pass spatial spectral interferometry setup. We found signicant deviations
of the measured spectral phase of the produced coatings from the designs. Multiple coating
runs yielded mirrors with approximately opposite spectral phase curvatures, allowing the
setup of a broadband enhancement cavity with an optimum oset frequency equaling half
the repetition rate. e enhanced intracavity spectrum, and its relative spectral phase show
excellent agreement with simulations based on the mirror phase measurements, conrming
their utility. A thorough characterisation of the intracavity pulse yielded a duration of 19 fs.
e cavity bandwidth could be further extended by introducing additional dispersion in the
form of 24 mbar of air, resulting in a -10-dB bandwidth of 195 nm.
3.4 Intracavity pulse compression
While the eorts towards shorter pulse durations described in the previous section yielded a
signicant improvement over the state of the art, the results were clearly close to the current
technological limits in terms of coating deposition accuracy and multilayer design, and thus
marked the lower limit of pulse durations achievable in linear femtosecond enhancement
cavities, and the standard approach of cavity HHG. In a next step, we followed up on the
encouraging simulations on the intracavity pulse compression in nonlinear enhancement
cavities with spectrally tailored input coupling. While the simulations were performed for
intracavity plasma phase shis, we decided to experimentally investigate this scheme for a
cavity exhibiting a Kerr nonlinearity [63, 117]. For this case, the generation of spatial and
temporal cavity solitons in microresonators and ber resonators [10, 11, 106, 107, 118, 119] has
recently aracted signicant interest [120].
e resonator architectures in which cavity solitons have been demonstrated to date are
based on total internal reection inside of a Kerr medium, with transverse mode diameters
on the micrometer scale, and thus dier fundamentally from the macroscopic free-space
enhancement cavities subject to this thesis. Moreover, all previous soliton cavities exhibited
an approximately uniform spectral input-coupling transmission. In this case, the coupling
eciency of an external laser driving the soliton cavity is limited by the temporal and spectral
overlap with the intracavity pulse [121, 122]. e eective average power enhancement in
4e full study was published on January 11th, 2017 in Optics Leers[116], and is included together with a
statement of author contributions in Chapter 8.
3.5 Proposal for cavity dumping 29
a cavity soliton state with respect to the linear resonant enhancement is thus decreased at
least by a factor proportional to the spectral broadening or temporal compression factor of the
soliton with respect to the driving laser. In other words, peak-power enhancement in a cavity
soliton state cannot surpass the resonant power enhancement that would be achieved in the
same cavity in the absence of nonlinearity.
Temporal solitons in free-space enhancement cavities5
We investigated a more ecient concept for temporal cavity soliton generation based on a
spectrally tailored input coupler reectivity conceptually similar to the proposal in Chapter 6,
in a free-space femtosecond enhancement cavity. e Kerr nonlinearity was generated in a
Brewster plate similar to those used for XUV output coupling and in our demonstration of
thermal-lens balancing. e input coupling mirror exhibited a high reectivity over its spectral
range with exception of narrow notch in the center of its spectral range, where its transmission
is about 1%. Its spectral width and position approximately match the spectrum of the 350-fs
pulses delivered directly by the yerbium-ber amplier of the driving laser. e roundtrip
dispersion of the cavity was optimized using the mirror characterization scheme introduced
in Chapter 8. Furthermore, we introduced a locking scheme using an auxiliary laser that is
insensitive to the nonlinear cavity phase shis.
Controlled detuning of the driving laser lock allowed for the generation of intracavity
solitons with a duration of 37 fs. e average power enhancement in this soliton state was 366,
and the peak power enhancement was 3200. e linear power enhancement in the same cavity
was 444, applying both to the peak and average power, for the same laser spectrum at a much
lower power. e exceptional peak power enhancement in the soliton cavity state, achieved at
a temporal compression factor above nine signicantly surpasses the enhancement of linear
cavities capable of supporting similar pulse durations. We found that the intracavity soliton
reproduces the driving frequency comb structure, and found an interesting low-frequency
intensity-noise suppression mechanism. Notably, the nonlinear phase shi at which the soliton
operates far exceeds the phase shi for intensity clamping in standard-approach nonlinear
cavities at similar peak power enhancements.
3.5 Proposal for cavity dumping
e last manuscript included in this thesis proposes a novel concept for periodic dumping of
pulses from optical cavities. While not directly connected to cavity-enhanced HHG, the use of
passive resonators to store energy from a pulse train in a pulse circulating in the cavity, which
is then periodically released from the cavity, has been subject of early work on enhancement
cavities [51, 124–126], and has recently found renewed interest in the context of next-generation
high-pulse energy lasers based on yerbium-ber ampliers [52, 101]. To extract, or “dump”,
the powerful circulating pulse from the cavity, a fast optical switch is used. In all experiments
performed so far, acousto-optic modulators were employed for this purpose. When inserted in
5e full study is included together with a statement of author contributions in Chapter 9. A revised version of
this manuscript has been published in Nature Photonics [123] aer submission of this thesis on January 21st, 2019.
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the cavity under Brewster’s angle, they produce very low losses, and are capable of suciently
fast switching times.
Many design considerations relevant to the power scalability of this concept, termed “stack-
and-dump”, are similar to those for cavity-enhanced HHG. In particular, these relate to optically
induced damage, thermal lensing, dispersion, and nonlinear eects in intracavity media. e
main limitation to the power scalability of stack-and-dump setups is posed by the nonlinear
phase produced by the Kerr eect in the optical switch [101, 126]. While the application of
the intracavity soliton compression scheme described in the preceding section could be an
interesting prospect, the power scalability of the linear stack-and-dump scheme would benet
tremendously from an output coupling scheme avoiding transmissive elements [52].
Ultrafast optomechanical pulse picking6
Here we propose a scheme for moving part of the intracavity beam path by using one or more
rotating mirrors. To achieve a stable beam path in the remaining cavity, one or more static
mirrors are used to image the rotating mirror onto itself, or onto a second, synchronized mirror.
In this fashion, the beam path on the imaging optics can be brought to move over a circle
with a large circumference, while using a small rotating mirror, allowing high revolution rates.
As a result, the beam path can move by a distance larger than the beam width during one
pulse repetition period in the a cavity. An individual pulse from the pulse train can then be
dumped by placing an output coupling element, for instance a mirror edge, at some point along
the circle described by the beam path over one mirror revolution. Requiring no transmissive
elements, a cavity dumper based on this concept would oer large improvements in terms of
power scalability.
We proposed several possible implementations of this concept, and discuss practical pa-
rameters for its application in stack-and-dump enhancement cavities and high-pulse-energy
regenerative amplier cavities, and found that the major challenge for an experimental imple-
mentation of this concept will be posed by irregularities of the rotor motion causing cavity
misalignment and synchronization issues. First measurements on a rotating mirror based on a
self-bearing permanent-magnet motor [128] at rotation frequencies of up to 5 kHz, indicating
that sucient motion stability for some of the proposed implementations may be within reach
of further technological development [129].
6e full study was published on January 16th, 2017 in Applied Physics B [127], and is included together with a




In the years preceding this thesis, the limitations of enhancement cavity technology for ul-
trashort high-energy pulse enhancement in general, and high-order harmonic generation in
particular, have become increasingly well understood. In this thesis, several novel approaches
to tackle these limitations are presented. To this end, dierent levers to control the roundtrip
phase of enhancement cavities, in particular in the presence of thermal and nonlinear eects,
have been investigated.
We have demonstrated the compensation of the spatial roundtrip phase distortions caused
by thermal lensing through a proper choice of transmissive cavity optics, allowing control
over the cavity mode evolution with increasing intracavity power. Using this scheme we have
demonstrated the elimination of thermally-induced mode change in a large-mode enhancement
cavity for average powers up to 160 kW.
We have optimized the spectral roundtrip phase by combining dierent appropriately
designed and accurately characterized mirror coatings, allowing for the enhancement of eld-
stable pulses and of pulses with signicantly shorter durations than achieved in previous
femtosecond enhancement cavities.
We have investigated a novel approach to the operation of nonlinear femtosecond en-
hancement cavities, showing that by tailoring the input coupler reectivity and spectral cavity
phase, the nonlinearity-induced temporal phase shis can be utilized for ecient intracavity
pulse compression. is approach was investigated theoretically for the case of plasma phase
shis, and demonstrated experimentally with the generation of temporal cavity solitons for
the case of an intracavity Kerr nonlinearity. In the soliton state, the self-phase modulation in
a transmissive element in the enhancement cavity is compensated by the spectral phase of
mirrors, and a tailored input coupler allows for a peak-power enhancement surpassing the
resonant enhancement of the linear cavity by nearly an order of magnitude.




Over the last decade, cavity-enhanced high-order harmonic generation has matured, recently
allowing the application of coherent, multi-megahertz pulsed XUV radiation for time and
frequency resolved experiments [23, 111, 130–132]. Further development of these sources
depends on the optimization of phase matching between infrared and XUV elds under the
constraints of passive resonant enhancement, where signicant advances have been reported
recently [70, 133], and the power scalability of enhancement cavities, in particular in the
presence of plasma generation and XUV output couplers. e results of this thesis contribute
to the understanding of limitations to this power scalability, and oer novel approaches for its
extension.
Our experiments on thermal lens compensation show that the operation of high-power
enhancement cavities at the edge of stability, providing large spot sizes and therefore low
intensities on the optical elements, is possible even in the presence of intracavity Brewster plates,
which, being robust, simple, and exhibiting extremely low losses to the cavity beam, present
a well-established concept for XUV output coupling [23, 108–111]. As a result, the thermal
balancing approach facilitates the power scalability of this output-coupling technique, which
is typically limited by the Kerr eect in the Brewster plate [110], beyond the approximately
10 kW of average power typically used in present cavity HHG experiments [56, 60, 70, 110, 130],
while allowing to maintain a power-independent mode size, and enabling compensation of
astigmatism. Further development of this concept, for instance using Brewster plates with
higher thermal conductivity or less absorption, and low-absorption mirror coatings [74], could
oer a path to advancing the average power for picosecond enhancement cavities beyond
one megawa, which would be highly desirable for X-ray sources based on inverse Compton
scaering [134–136].
Together with the carrier-envelope phase control of high-power lasers [84], the control
of the optimal cavity oset frequency demonstrated here constitutes a vital step for isolated
aosecond pulse generation in enhancement cavities. e advances in intracavity pulse dura-
tion, culminating in the enhancement of pulses comprising less than six optical cycles, mark
the rst time that temporal gating techniques [75–79] could realistically be employed in cav-
ities [80, 81]. Together, these results provide the prerequisites for isolated aosecond pulse
generation at multi-megahertz repetition rates. Moreover, the demonstrated intracavity pulse
duration will benet eorts to extend the reach of cavity enhanced HHG sources towards
higher photon energies by facilitating higher clamping intensities, and may nd application in
cavity-enhanced frequency-comb or ultrafast spectroscopy [137, 138]. e simple approach
for precise mirror phase characterization demonstrated in this context will simplify the setup
of broadband enhancement cavities and may facilitate further advances in supported pulse
durations.
e clamping law for intracavity plasma generation represents a valuable tool for the
layout of future cavity HHG setups, which, together with phase matching considerations
[133, 139], allows for an estimation of the ideal cavity nesse and enhancement for given laser
pulse parameters. It has already been employed for the next generation of multi-megahertz
HHG sources developed in our group [70, 140], facilitating space-charge-free photo-electron
spectroscopy with an unprecedented photoelectron ux, and photon energies up to 60 eV
[140]. Currently, this system is being employed for laser-dressed aosecond photoelectron
spectroscopy in solids, using the RABBIT technique [141–144].
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e locking scheme demonstrated here for cavity soliton generation will also benet cavity
HHG setups by avoiding the servo dynamics caused by nonlinear phase shis which can aect
the conventional locking concept [56, 64, 71]. is will reduce phase and amplitude noise of the
generated XUV and may allow tuning further along the upper branch of the bistable nonlinear
cavity resonance [71], resulting in improved conversion eciencies.
Apart from presenting approaches to extend the power scalability of the standard approach
of cavity-enhanced high harmonic generation, this thesis oers a rst glimpse at an intriguing,
novel regime of nonlinear enhancement cavity operation characterized by ecient intracavity
pulse compression. While these demonstrations do not yet answer the question of whether
this can be harnessed to benet cavity enhanced high-harmonic generation, the peak power
enhancement, tolerance of spectral phase deviations and nonlinear shis, and the noise ltering
properties associated with this regime mark it as a high-value target for further investigations.
Its potential for cavity HHG could be unlocked either by (I) including a gas target in a high-
power soliton cavity employing a separate Kerr nonlinearity for intracavity pulse compression
generation, or by (II) optimizing a cavity for pulse compression through the plasma nonlinearity
itself.
e viability of approach (I) depends on the interaction between soliton and plasma non-
linearity in the cavity, which, in a rst step, can be studied numerically. An experimental
realization would require a solution to the thermal problems limiting the power scalability
in our proof-of-principle cavity soliton experiment, which will likely include the use of high-
thermal-conductivity substrates, an optimization of the dispersive and tailored-reectivity
mirrors for low absorption, and the thermal-lens balancing approach demonstrated earlier.
Assuming that the cavity soliton robustness to roundtrip phase distortions scales similarly to
linear enhancement cavities, it should be advantageous to implement a soliton cavity with a
far lower peak-power enhancement than demonstrated here for cavity HHG experiments. e
Brewster plate producing the Kerr eect could be used simultaneously for XUV output coupling.
Alternatively, soliton generation could rely on the Kerr nonlinearity in the gas target itself.
is scheme for cavity-soliton driven high-harmonic generation would be conceptually similar
to HHG in mode-locked laser oscillators [145], but would oer greater control of the soliton
state, and potentially higher intracavity power and shorter pulse durations. It is important to
note that the presented cavity soliton study constitutes a rst proof-of-principle experiment,
and leaves room for further optimization. Such eorts will benet from the approaches for
control of thermal lensing and the spectral roundtrip phase of cavities presented earlier in this
thesis.
Important next steps on the path to realizing approach (II) would include numerically
exploring stable steady states for realistic cavity mirror designs and driving pulses, and investi-
gating whether they can be experimentally accessed using a locking scheme similar to the one
employed for Kerr soliton generation.
34
Bibliography
[1] J. M. Vaughan, e Fabry-Perot interferometer: History, theory, practice, and applications,
e Adam Hilger series on optics and optoelectronics (Adam Hilger, Bristol, PA, 1989).
[2] T. H. Maiman, “Stimulated optical radiation in ruby,” Nature 187, 493–494 (1960).
[3] A. E. Siegman, “Laser beams and resonators: the 1960s,” IEEE Journal of selected topics
in quantum electronics 6, 1380–1388 (2000).
[4] A. L. Schawlow and C. H. Townes, “Infrared and optical masers,” Physical Review 112,
1940–1949 (1958).
[5] A. M. Prokhorov, “Molecular amplier and generator for submillimeter wave,” Sov. Phys.
JETP 7, 1140–1141 (1958).
[6] A. G. Fox and T. Li, “Resonant modes in a maser interferometer,” Bell System Technical
Journal 40, 453–488 (1961).
[7] G. D. Boyd and J. P. Gordon, “Confocal multimode resonator for millimeter through
optical wavelength masers,” Bell System Technical Journal 40, 489–508 (1961).
[8] G. D. Boyd and H. Kogelnik, “Generalized confocal resonator theory,” Bell System Tech-
nical Journal 41, 1347–1369 (1962).
[9] H. Walther, B. T. H. Varcoe, B.-G. Englert, and T. Becker, “Cavity quantum electrodynam-
ics,” Reports on Progress in Physics 69, 1325–1382 (2006).
[10] Firth and Scroggie, “Optical bullet holes: Robust controllable localized states of a nonlin-
ear cavity,” Physical review leers 76, 1623–1626 (1996).
[11] S. Barland, J. R. Tredicce, M. Brambilla, L. A. Lugiato, S. Balle, M. Giudici, T. Maggipinto,
L. Spinelli, G. Tissoni, T. Kno¨dl, M. Miller, and R. Ja¨ger, “Cavity solitons as pixels in
semiconductor microcavities,” Nature 419, 699–702 (2002).
[12] e LIGO Scientic Collaboration, “Advanced ligo,” Classical and antum Gravity 32,
074001 (2015).
[13] LIGO Scientic Collaboration and Virgo Collaboration, “Observation of gravitational
waves from a binary black hole merger,” Physical review leers 116, 061102 (2016).
[14] A. Ashkin, G. Boyd, and J. Dziedzic, “Resonant optical second harmonic generation and
mixing,” IEEE Journal of antum Electronics 2, 109–124 (1966).
[15] E. S. Polzik and H. J. Kimble, “Frequency doubling with knbo 3 in an external cavity,”
Optics leers 16, 1400 (1991).
36 BIBLIOGRAPHY
[16] A. E. Siegman, Lasers (University Science Books, Mill Valley, Calif., 1986).
[17] H. A. Haus, “Mode-locking of lasers,” IEEE Journal of Selected Topics in antum
Electronics 6, 1173–1185 (2000).
[18] D. J. Jones, S. A. Diddams, J. K. Ranka, A. Stentz, R. S. Windeler, J. L. Hall, and S. T.
Cundi, “Carrier-envelope phase control of femtosecond mode-locked lasers and direct
optical frequency synthesis,” Science 288, 635–639 (2000).
[19] T. Udem, R. Holzwarth, and T. W. Ha¨nsch, “Optical frequency metrology,” Nature 416,
233–237 (2002).
[20] G. Steinmeyer, D. H. Suer, L. Gallmann, and U. Keller, “Frontiers in ultrashort pulse
generation: Pushing the limits in linear and nonlinear optics,” Science 286, 1507–1512
(1999).
[21] T. Brabec and F. Krausz, “Intense few-cycle laser elds: Frontiers of nonlinear optics,”
Reviews of Modern Physics 72, 545–591 (2000).
[22] D. C. Yost, T. R. Schibli, J. Ye, J. L. Tate, J. Hosteer, M. B. Gaarde, and K. J. Schafer,
“Vacuum-ultraviolet frequency combs from below-threshold harmonics,” Nature Physics
5, 815–820 (2009).
[23] C. Benko, T. K. Allison, A. Cingo¨z, L. Hua, F. Labaye, D. C. Yost, and J. Ye, “Extreme
ultraviolet radiation with coherence time greater than 1 s,” Nature Photonics 8, 530–536
(2014).
[24] M. Hentschel, R. Kienberger, C. Spielmann, G. A. Reider, N. Milosevic, T. Brabec,
P. Corkum, U. Heinzmann, M. Drescher, and F. Krausz, “Aosecond metrology,” Na-
ture 414, 509–513 (2001).
[25] E. Goulielmakis, M. Schultze, M. Hofsteer, V. S. Yakovlev, J. Gagnon, M. Uiberacker,
A. L. Aquila, E. M. Gullikson, D. T. Awood, R. Kienberger, F. Krausz, and U. Kleineberg,
“Single-cycle nonlinear optics,” Science (New York, N.Y.) 320, 1614–1617 (2008).
[26] F. Krausz and M. I. Stockman, “Aosecond metrology: from electron capture to future
signal processing,” Nature Photonics 8, 205–213 (2014).
[27] A. Giesen and J. Speiser, “Fieen years of work on thin-disk lasers: Results and scaling
laws,” IEEE Journal of Selected Topics in antum Electronics 13, 598–609 (2007).
[28] T. Metzger, A. Schwarz, C. Y. Teisset, D. Suer, A. Killi, R. Kienberger, and F. Krausz,
“High-repetition-rate picosecond pump laser based on a yb:yag disk amplier for optical
parametric amplication,” Optics leers 34, 2123–2125 (2009).
[29] P. Russbueldt, T. Mans, J. Weitenberg, H. D. Homann, and R. Poprawe, “Compact diode-
pumped 1.1 kw yb:yag innoslab femtosecond amplier,” Optics leers 35, 4169–4171
(2010).
BIBLIOGRAPHY 37
[30] T. Eidam, S. Hanf, E. Seise, T. V. Andersen, T. Gabler, C. Wirth, T. Schreiber, J. Limpert,
and A. Tu¨nnermann, “Femtosecond ber cpa system emiing 830 w average output
power,” Optics leers 35, 94–96 (2010).
[31] C. Jauregui, J. Limpert, and A. Tu¨nnermann, “High-power bre lasers,” Nature Photonics
7, 861–867 (2013).
[32] G. Mourou, B. Brocklesby, T. Tajima, and J. Limpert, “e future is bre accelerators,”
Nature Photonics 7, 258–261 (2013).
[33] H. Faahi, H. G. Barros, M. Gorjan, T. Nubbemeyer, B. Alsaif, C. Y. Teisset, M. Schultze,
S. Prinz, M. Haefner, M. Ueng, A. Alismail, L. Va´mos, A. Schwarz, O. Pronin, J. Brons,
X. T. Geng, G. Arisholm, M. Ciappina, V. S. Yakovlev, D.-E. Kim, A. M. Azzeer, N. Kar-
powicz, D. Suer, Z. Major, T. Metzger, and F. Krausz, “ird-generation femtosecond
technology,” Optica 1, 45 (2014).
[34] A. Vernaleken, J. Weitenberg, T. Sartorius, P. Russbueldt, W. Schneider, S. L. Stebbings,
M. F. Kling, P. Hommelho, H.-D. Homann, R. Poprawe, F. Krausz, T. W. Ha¨nsch, and
T. Udem, “Single-pass high-harmonic generation at 20.8 mhz repetition rate,” Optics
leers 36, 3428–3430 (2011).
[35] C. M. Heyl, J. Gu¨dde, A. L’Huillier, and U. Ho¨fer, “High-order harmonic generation with
mj laser pulses at high repetition rates,” Journal of Physics B: Atomic, Molecular and
Optical Physics 45, 074020 (2012).
[36] M. Krebs, S. Ha¨drich, S. Demmler, J. Rothhardt, A. Zaı¨r, L. Chippereld, J. Limpert, and
A. Tu¨nnermann, “Towards isolated aosecond pulses at megahertz repetition rates,”
Nature Photonics 7, 555–559 (2013).
[37] S. Ha¨drich, A. Klenke, J. Rothhardt, M. Krebs, A. Homann, O. Pronin, V. Pervak,
J. Limpert, and A. Tu¨nnermann, “High photon ux table-top coherent extreme-ultraviolet
source,” Nature Photonics 8, 779–783 (2014).
[38] S. Ha¨drich, M. Krebs, A. Homann, A. Klenke, J. Rothhardt, J. Limpert, and A. Tu¨nner-
mann, “Exploring new avenues in high repetition rate table-top coherent extreme ultra-
violet sources,” Light: Science & Applications 4, e320–e320 (2015).
[39] F. Emaury, A. Diebold, C. J. Saraceno, and U. Keller, “Compact extreme ultraviolet source
at megahertz pulse repetition rate with a low-noise ultrafast thin-disk laser oscillator,”
Optica 2, 980 (2015).
[40] C. M. Heyl, C. L. Arnold, A. Couairon, and A. L’Huillier, “Introduction to macroscopic
power scaling principles for high-order harmonic generation,” Journal of Physics B:
Atomic, Molecular and Optical Physics 50, 013001 (2017).
[41] A. L. Cavalieri, N. Mu¨ller, T. Uphues, V. S. Yakovlev, A. Baltuska, B. Horvath, B. Schmidt,
L. Blu¨mel, R. Holzwarth, S. Hendel, M. Drescher, U. Kleineberg, P. M. Echenique, R. Kien-
berger, F. Krausz, and U. Heinzmann, “Aosecond spectroscopy in condensed maer,”
Nature 449, 1029–1032 (2007).
38 BIBLIOGRAPHY
[42] S. H. Chew, F. Su¨ßmann, C. Spa¨th, A. Wirth, J. Schmidt, S. Zherebtsov, A. Guggen-
mos, A. Oelsner, N. Weber, J. Kapaldo, A. Gliserin, M. I. Stockman, M. F. Kling, and
U. Kleineberg, “Time-of-ight-photoelectron emission microscopy on plasmonic struc-
tures using aosecond extreme ultraviolet pulses,” Applied Physics Leers 100, 051904
(2012).
[43] S. Mathias, M. Bauer, M. Aeschlimann, L. Miaja-Avila, H. C. Kapteyn, and M. M. Murnane,
“Time-resolved photoelectron spectroscopy at surfaces using femtosecond xuv pulses,”
in “Dynamics at Solid State Surfaces and Interfaces,” , vol. 13, U. Bovensiepen, H. Petek,
and M. Wolf, eds. (Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim, Germany, 2010),
pp. 499–535.
[44] M. Herrmann, M. Haas, U. D. Jentschura, F. Komann, D. Leibfried, G. Saatho, C. Gohle,
A. Ozawa, V. Baeiger, S. Knu¨nz, N. Kolachevsky, H. A. Schu¨ssler, T. W. Ha¨nsch, and
T. Udem, “Feasibility of coherent xuv spectroscopy on the 1s−2s transition in singly
ionized helium,” Physical Review A 79, 60 (2009).
[45] E. E. Eyler, D. E. Chieda, M. C. Stowe, M. J. orpe, T. R. Schibli, and J. Ye, “Prospects for
precision measurements of atomic helium using direct frequency comb spectroscopy,”
e European Physical Journal D 48, 43–55 (2008).
[46] D. Z. Kandula, C. Gohle, T. J. Pinkert, W. Ubachs, and K. S. E. Eikema, “Extreme ultraviolet
frequency comb metrology,” Physical review leers 105, 063001 (2010).
[47] L. von der Wense, B. Seiferle, M. Laatiaoui, J. B. Neumayr, H.-J. Maier, H.-F. Wirth,
C. Mokry, J. Runke, K. Eberhardt, C. E. Du¨llmann, N. G. Trautmann, and P. G. irolf,
“Direct detection of the (229)th nuclear clock transition,” Nature 533, 47–51 (2016).
[48] L. von der Wense, B. Seiferle, and P. G. irolf, “Towards a 229th-based nuclear clock,”
Meas Tech 458, 563 (2018).
[49] R. Jones, K. Moll, M. orpe, and J. Ye, “Phase-coherent frequency combs in the vacuum
ultraviolet via high-harmonic generation inside a femtosecond enhancement cavity,”
Physical Review Leers 94 (2005).
[50] C. Gohle, T. Udem, M. Herrmann, J. Rauschenberger, R. Holzwarth, H. A. Schuessler,
F. Krausz, and T. W. Ha¨nsch, “A frequency comb in the extreme ultraviolet,” Nature 436,
234–237 (2005).
[51] R. J. Jones and J. Ye, “Femtosecond pulse amplication by coherent addition in a passive
optical cavity,” Optics Leers 27, 1848 (2002).
[52] S. Breitkopf, T. Eidam, A. Klenke, L. von Grafenstein, H. Carstens, S. Holzberger, E. Fill,
T. Schreiber, F. Krausz, A. Tu¨nnermann, I. Pupeza, and J. Limpert, “A concept for multit-
erawa bre lasers based on coherent pulse stacking in passive cavities,” Light: Science
& Applications 3, e211 (2014).
[53] O. Pronin, V. Pervak, E. Fill, J. Rauschenberger, F. Krausz, and A. Apolonski, “Ultra-
broadband ecient intracavity xuv output coupler,” Optics express 19, 10232–10240
(2011).
BIBLIOGRAPHY 39
[54] I. Pupeza, E. E. Fill, and F. Krausz, “Low-loss vis/ir-xuv beam splier for high-power
applications,” Optics express 19, 12108–12118 (2011).
[55] D. C. Yost, T. R. Schibli, and J. Ye, “Ecient output coupling of intracavity high-harmonic
generation,” Optics Leers 33, 1099 (2008).
[56] D. C. Yost, A. Cingo¨z, T. K. Allison, A. Ruehl, M. E. Fermann, I. Hartl, and J. Ye, “Power
optimization of xuv frequency combs for spectroscopy applications,” Optics Express 19,
23483–23493 (2011).
[57] K. D. Moll, R. J. Jones, and J. Ye, “Output coupling methods for cavity-based high-harmonic
generation,” Optics Express 14, 8189 (2006).
[58] A. Ozawa, J. Rauschenberger, C. Gohle, M. Herrmann, D. R. Walker, V. Pervak, A. Fernan-
dez, R. Graf, A. Apolonski, R. Holzwarth, F. Krausz, T. W. Ha¨nsch, and T. Udem, “High
harmonic frequency combs for high resolution spectroscopy,” Physical Review Leers
100, 253901 (2008).
[59] J. Weitenberg, P. Russbu¨ldt, T. Eidam, and I. Pupeza, “Transverse mode tailoring in a quasi-
imaging high-nesse femtosecond enhancement cavity,” Optics express 19, 9551–9561
(2011).
[60] I. Pupeza, S. Holzberger, T. Eidam, H. Carstens, D. Esser, J. Weitenberg, P. Rußbu¨ldt,
J. Rauschenberger, J. Limpert, T. Udem, A. Tu¨nnermann, T. W. Ha¨nsch, A. Apolonski,
F. Krausz, and E. Fill, “Compact high-repetition-rate source of coherent 100 ev radiation,”
Nature Photonics 7, 608–612 (2013).
[61] I. Pupeza, M. Ho¨gner, J. Weitenberg, S. Holzberger, D. Esser, T. Eidam, J. Limpert,
A. Tu¨nnermann, E. Fill, and V. S. Yakovlev, “Cavity-enhanced high-harmonic gener-
ation with spatially tailored driving elds,” Physical review leers 112, 103902 (2014).
[62] M. J. orpe, R. J. Jones, K. D. Moll, J. Ye, and R. Lalezari, “Precise measurements of
optical cavity dispersion and mirror coating properties via femtosecond combs,” Optics
express 13, 882 (2005).
[63] K. D. Moll, R. J. Jones, and J. Ye, “Nonlinear dynamics inside femtosecond enhancement
cavities,” Optics Express 13, 1672 (2005).
[64] T. K. Allison, A. Cingo¨z, D. C. Yost, and J. Ye, “Extreme nonlinear optics in a femtosecond
enhancement cavity,” Physical review leers 107, 183903 (2011).
[65] D. R. Carlson, J. Lee, J. Mongelli, E. M. Wright, and R. J. Jones, “Intracavity ionization
and pulse formation in femtosecond enhancement cavities,” Optics leers 36, 2991–2993
(2011).
[66] J. Lee, D. R. Carlson, and R. J. Jones, “Optimizing intracavity high harmonic generation
for xuv fs frequency combs,” Optics Express 19, 23315–23326 (2011).
[67] T. Eidam, F. Ro¨ser, O. Schmidt, J. Limpert, and A. Tu¨nnermann, “57 w, 27 fs pulses from
a ber laser system using nonlinear compression,” Applied Physics B 92, 9–12 (2008).
40 BIBLIOGRAPHY
[68] A. Ruehl, A. Marcinkevicius, M. E. Fermann, and I. Hartl, “80 w, 120 fs yb-ber frequency
comb,” Optics leers 35, 3015–3017 (2010).
[69] C. Jocher, T. Eidam, S. Ha¨drich, J. Limpert, and A. Tu¨nnermann, “Sub 25 fs pulses from
solid-core nonlinear compression stage at 250 w of average power,” Optics leers 37,
4407–4409 (2012).
[70] H. Carstens, M. Ho¨gner, T. Saule, S. Holzberger, N. Lilienfein, A. Guggenmos, C. Jocher,
T. Eidam, D. Esser, V. Tosa, V. Pervak, J. Limpert, A. Tu¨nnermann, U. Kleineberg, F. Krausz,
and I. Pupeza, “High-harmonic generation at 250 mhz with photon energies exceeding
100 ev,” Optica 3, 366 (2016).
[71] A. K. Mills, T. J. Hammond, M. H. C. Lam, and D. J. Jones, “Xuv frequency combs via
femtosecond enhancement cavities,” Journal of Physics B: Atomic, Molecular and Optical
Physics 45, 142001 (2012).
[72] I. Pupeza, T. Eidam, J. Rauschenberger, B. Bernhardt, A. Ozawa, E. Fill, A. Apolonski,
T. Udem, J. Limpert, Z. A. Alahmed, A. M. Azzeer, A. Tu¨nnermann, T. W. Ha¨nsch, and
F. Krausz, “Power scaling of a high-repetition-rate enhancement cavity,” Optics leers
35, 2052–2054 (2010).
[73] H. Carstens, S. Holzberger, J. Kaster, J. Weitenberg, V. Pervak, A. Apolonski, E. Fill,
F. Krausz, and I. Pupeza, “Large-mode enhancement cavities,” Optics express 21, 11606–
11617 (2013).
[74] H. Carstens, N. Lilienfein, S. Holzberger, C. Jocher, T. Eidam, J. Limpert, A. Tu¨nner-
mann, J. Weitenberg, D. C. Yost, A. Alghamdi, Z. Alahmed, A. Azzeer, A. Apolonski,
E. Fill, F. Krausz, and I. Pupeza, “Megawa-scale average-power ultrashort pulses in an
enhancement cavity,” Optics leers 39, 2595–2598 (2014).
[75] P. Antoine, A. L’Huillier, M. Lewenstein, P. Salie`res, and B. Carre´, “eory of high-
order harmonic generation by an elliptically polarized laser eld,” Physical Review A 53,
1725–1745 (1996).
[76] O. Tcherbako, E. Me´vel, D. Descamps, J. Plumridge, and E. Constant, “Time-gated
high-order harmonic generation,” Physical Review A 68, 447 (2003).
[77] G. Kolliopoulos, P. A. Carpeggiani, D. Rompotis, D. Charalambidis, and P. Tzallas, “A
compact collinear polarization gating scheme for many cycle laser pulses,” e Review
of scientic instruments 83, 063102 (2012).
[78] C. M. Heyl, S. N. Bengtsson, S. Carlstro¨m, J. Mauritsson, C. L. Arnold, and A. LHuillier,
“Noncollinear optical gating,” New Journal of Physics 16, 052001 (2014).
[79] M. Louisy, C. L. Arnold, M. Miranda, E. W. Larsen, S. N. Bengtsson, D. Kroon, M. Kotur,
D. Gue´not, L. Rading, P. Rudawski, F. Brizuela, F. Campi, B. Kim, A. Jarnac, A. Houard,
J. Mauritsson, P. Johnsson, A. L’Huillier, and C. M. Heyl, “Gating aosecond pulses in a
noncollinear geometry,” Optica 2, 563 (2015).
BIBLIOGRAPHY 41
[80] M. Ho¨gner, V. Tosa, and I. Pupeza, “Generation of isolated aosecond pulses with en-
hancement cavities—a theoretical study,” New Journal of Physics 19, 033040 (2017).
[81] M. Ho¨gner, T. Saule, N. Lilienfein, V. Pervak, and I. Pupeza, “Tailoring the transverse
mode of a high-nesse optical resonator with stepped mirrors,” Journal of Optics 20,
024003 (2018).
[82] A. de Bohan, P. Antoine, D. B. Milosˇevic´, and B. Piraux, “Phase-dependent harmonic
emission with ultrashort laser pulses,” Physical review leers 81, 1837–1840 (1998).
[83] O. Pronin, M. Seidel, F. Lu¨cking, J. Brons, E. Fedulova, M. Trubetskov, V. Pervak,
A. Apolonski, T. Udem, and F. Krausz, “High-power multi-megahertz source of waveform-
stabilized few-cycle light,” Nature communications 6, 6988 (2015).
[84] T. Saule, S. Holzberger, O. de Vries, M. Plo¨tner, J. Limpert, A. Tu¨nnermann, and I. Pupeza,
“Phase-stable, multi-µj femtosecond pulses from a repetition-rate tunable ti:sa-oscillator-
seeded yb-ber amplier,” Applied Physics B 123, 6877 (2017).
[85] W. G. Nagourney, antum electronics for atomic physics, Oxford graduate texts (Oxford
University Press, Oxford and New York, 2010).
[86] G. Winkler, J. Fellinger, J. Seres, E. Seres, and T. Schumm, “Non-planar femtosecond
enhancement cavity for vuv frequency comb applications,” Optics Express 24, 5253–5262
(2016).
[87] W. B. Joyce and B. C. DeLoach, “Alignment of gaussian beams,” Applied optics 23, 4187
(1984).
[88] R. Hauck, H. P. Kortz, and H. Weber, “Misalignment sensitivity of optical resonators,”
Applied optics 19, 598–601 (1980).
[89] A. M. Weiner, Ultrafast optics, Wiley series in pure and applied optics (Wiley, Hoboken,
2009).
[90] R. Jason Jones, I. omann, and J. Ye, “Precision stabilization of femtosecond lasers to
high-nesse optical cavities,” Optics Leers 69, 1286 (2004).
[91] R. W. P. Drever, J. L. Hall, F. V. Kowalski, J. Hough, G. M. Ford, A. J. Munley, and H. Ward,
“Laser phase and frequency stabilization using an optical resonator,” Applied Physics B
31, 97–105 (1983).
[92] E. D. Black, “An introduction to pound–drever–hall laser frequency stabilization,” Amer-
ican Journal of Physics 69, 79–87 (2001).
[93] S. A. Furman and A. V. Tikhonravov, Basics of optics of multilayer systems (Frontieres,
Gif-sur-Yvee, 1992).
[94] M. Mero, J. Liu, W. Rudolph, D. Ristau, and K. Starke, “Scaling laws of femtosecond laser
pulse induced breakdown in oxide lms,” Optics Communications 71, S373 (2005).
42 BIBLIOGRAPHY
[95] I. B. Angelov, M. von Pechmann, M. K. Trubetskov, F. Krausz, and V. Pervak, “Optical
breakdown of multilayer thin-lms induced by ultrashort pulses at mhz repetition rates,”
Optics Express 21, 31453–31461 (2013).
[96] H. Carstens, Enhancement Cavities for the Generation of Extreme Ultraviolet and Hard
X-Ray Radiation, Springer eses, Recognizing Outstanding Ph.D. Research (Springer
International Publishing, Cham, 2018).
[97] W. Winkler, K. Danzmann, A. Ru¨diger, and R. Schilling, “Heating by optical absorption
and the performance of interferometric gravitational-wave detectors,” Physical Review
A 44, 7022–7036 (1991).
[98] N. Lilienfein, “Investigation of thermal lensing in high-power enhancement-cavities,”
Master’s thesis, Ludwig-Maximilians-University, Munich (2013).
[99] R. W. Boyd, Nonlinear optics (Elsevier, Acad. Press, Amsterdam [u.a.], 2008), 3rd ed.
[100] S. Holzberger, “Enhancement cavities for aosecond physics,” Ph.d. thesis, Ludwig–
Maximilians–University, Munich (2015).
[101] S. Breitkopf, S. Wunderlich, T. Eidam, E. Shestaev, S. Holzberger, T. Goschall, H. Carstens,
A. Tu¨nnermann, I. Pupeza, and J. Limpert, “Extraction of enhanced, ultrashort laser pulses
from a passive 10-mhz stack-and-dump cavity,” Applied Physics B 122, 267 (2016).
[102] C. J. Joachain, N. J. Kylstra, and R. M. Potvliege, Atoms in Intense Laser Fields (Cambridge
University Press, Cambridge, 2011).
[103] A. M. Perelomov and Popov, V. S. and Terent’ev, M. V., “Ionization of atoms in an
alternating electric eld,” Sov. Phys. JETP 23, 924–934 (1966).
[104] G. P. Agrawal, Nonlinear ber optics, h edition (Academic Press, Kidlington, Oxford,
U.K. and Waltham, Mass., 2013), 5th ed.
[105] P. Grelu and N. Akhmediev, “Dissipative solitons for mode-locked lasers,” Nature Pho-
tonics 6, 84–92 (2012).
[106] T. Herr, V. Brasch, J. D. Jost, C. Y. Wang, N. M. Kondratiev, M. L. Gorodetsky, and T. J.
Kippenberg, “Temporal solitons in optical microresonators,” Nature Photonics 8, 145–152
(2014).
[107] F. Leo, S. Coen, P. Kockaert, S.-P. Gorza, P. Emplit, and M. Haelterman, “Temporal cavity
solitons in one-dimensional kerr media as bits in an all-optical buer,” Nature Photonics
4, 471–476 (2010).
[108] C. Benko, L. Hua, T. K. Allison, F. Labaye, and J. Ye, “Cavity-enhanced eld-free molecular
alignment at a high repetition rate,” Physical review leers 114, 153001 (2015).
[109] A. Ozawa, Z. Zhao, M. Kuwata-Gonokami, and Y. Kobayashi, “High average power
coherent vuv generation at 10 mhz repetition frequency by intracavity high harmonic
generation,” Optics Express 23, 15107–15118 (2015).
BIBLIOGRAPHY 43
[110] C. Corder, P. Zhao, X. Li, M. D. Kershis, M. G. White, and T. K. Allison, “Development
of a tunable high repetition rate xuv source for time-resolved photoemission studies of
ultrafast dynamics at surfaces,” Proc. SPIE 10519, Laser Applications in Microelectronic
and Optoelectronic Manufacturing (LAMOM) XXIII p. 105190B (16 February 2018).
[111] C. Corder, P. Zhao, J. Bakalis, X. Li, M. D. Kershis, A. R. Muraca, M. G. White, and T. K.
Allison, “Ultrafast extreme ultraviolet photoemission without space charge,” Structural
Dynamics 5, 054301 (2018).
[112] N. Lilienfein, H. Carstens, S. Holzberger, C. Jocher, T. Eidam, J. Limpert, A. Tu¨nnermann,
A. Apolonski, F. Krausz, and I. Pupeza, “Balancing of thermal lenses in enhancement
cavities with transmissive elements,” Optics leers 40, 843–846 (2015).
[113] S. Holzberger, N. Lilienfein, M. Trubetskov, H. Carstens, F. Lucking, V. Pervak, F. Krausz,
and I. Pupeza, “Enhancement cavities for zero-oset-frequency pulse trains,” Optics
leers 40, 2165–2168 (2015).
[114] I. Pupeza, X. Gu, E. Fill, T. Eidam, J. Limpert, A. Tu¨nnermann, F. Krausz, and T. Udem,
“Highly sensitive dispersion measurement of a high-power passive optical resonator
using spatial-spectral interferometry,” Optics Express 18, 26184 (2010).
[115] S. Holzberger, N. Lilienfein, H. Carstens, T. Saule, M. Hogner, F. Lucking, M. Trubetskov,
V. Pervak, T. Eidam, J. Limpert, A. Tunnermann, E. Fill, F. Krausz, and I. Pupeza, “Fem-
tosecond enhancement cavities in the nonlinear regime,” Physical review leers 115,
023902 (2015).
[116] N. Lilienfein, C. Hofer, S. Holzberger, C. Matzer, P. Zimmermann, M. Trubetskov, V. Per-
vak, and I. Pupeza, “Enhancement cavities for few-cycle pulses,” Optics leers 42, 271–274
(2017).
[117] V. L. Kalashnikov, “Femtosecond pulse enhancement in an external resonator: impact of
dispersive and nonlinear eects,” Applied Physics B 92, 19–23 (2008).
[118] A. Schreiber, B. u¨ring, M. Kreuzer, and T. Tschudi, “Experimental investigation of
solitary structures in a nonlinear optical feedback system,” Optics Communications 136,
415–418 (1997).
[119] K. Saha, Y. Okawachi, B. Shim, J. S. Levy, R. Salem, A. R. Johnson, M. A. Foster, M. R. E.
Lamont, M. Lipson, and A. L. Gaeta, “Modelocking and femtosecond pulse generation in
chip-based frequency combs,” Optics express 21, 1335–1343 (2013).
[120] A. Pasquazi, M. Peccianti, L. Razzari, D. J. Moss, S. Coen, M. Erkintalo, Y. K. Chembo,
T. Hansson, S. Wabnitz, P. Del’Haye, X. Xue, A. M. Weiner, and R. Morandoi, “Micro-
combs: A novel generation of optical sources,” Physics Reports 729, 1–81 (2018).
[121] E. Obrzud, S. Lecomte, and T. Herr, “Temporal solitons in microresonators driven by
optical pulses,” Nature Photonics 11, 600–607 (2017).
[122] M. Malinowski, A. Rao, P. Delfye, and S. Fathpour, “Optical frequency comb generation
by pulsed pumping,” APL Photonics 2, 066101 (2017).
44 BIBLIOGRAPHY
[123] N. Lilienfein, C. Hofer, M. Ho¨gner, T. Saule, M. Trubetskov, V. Pervak, E. Fill, C. Riek,
A. Leitenstorfer, J. Limpert, F. Krausz, and I. Pupeza, “Temporal solitons in free-space
femtosecond enhancement cavities,” Nature Photonics, advance online publication,
DOI:10.1038/s41566-018-0341-y (2019) .
[124] T. Heupel, M. Weitz, and T. W. Ha¨nsch, “Phase-coherent light pulses for atom optics and
interferometry,” Optics Leers 22, 1719 (1997).
[125] Y. Vidne, M. Rosenbluh, and T. W. Hansch, “Pulse picking by phase-coherent additive
pulse generation in an external cavity,” Optics Leers 28, 2396 (2003).
[126] R. J. Jones and J. Ye, “High-repetition-rate coherent femtosecond pulse amplication
with an external passive optical cavity,” Optics Leers 29, 2812 (2004).
[127] N. Lilienfein, S. Holzberger, and I. Pupeza, “Ultrafast optomechanical pulse picking,”
Applied Physics B 123, 1916 (2017).
[128] T. Baumgartner, R. M. Burkart, and J. W. Kolar, “Analysis and design of a 300-w 500000-
r/min slotless self-bearing permanent-magnet motor,” IEEE Transactions on Industrial
Electronics 61, 4326–4336 (2014).
[129] S. Breitkopf, N. Lilienfein, T. Achtnich, C. Zwyssig, A. Tu¨nnermann, I. Pupeza, and
J. Limpert, “Velocity- and pointing-error measurements of a 300 000-r/min self-bearing
permanent-magnet motor for optical applications,” e Review of scientic instruments
89, 063110 (2018).
[130] A. Cingoz, D. C. Yost, T. K. Allison, A. Ruehl, M. E. Fermann, I. Hartl, and J. Ye, “Direct
frequency comb spectroscopy in the extreme ultraviolet,” Nature 482, 68–71 (2012).
[131] A. Ozawa and Y. Kobayashi, “vuv frequency-comb spectroscopy of atomic xenon,” Physi-
cal Review A 87 (2013).
[132] A. K. Mills, S. Zhdanovich, A. Sheyerman, G. Levy, A. Damascelli, and D. J. Jones, “An
xuv source using a femtosecond enhancement cavity for photoemission spectroscopy,”
(SPIE, 2015), SPIE Proceedings, p. 95121I.
[133] G. Porat, C. M. Heyl, S. B. Schoun, C. Benko, N. Do¨rre, K. L. Corwin, and J. Ye, “Phase-
matched extreme-ultraviolet frequency-comb generation,” Nature Photonics 12, 387–391
(2018).
[134] Z. Huang and R. Ruth, “Laser-electron storage ring,” Physical Review Leers 80, 976–979
(1998).
[135] W. S. Graves, W. Brown, F. X. Kaertner, and D. E. Moncton, “Mit inverse compton source
concept,” Nuclear Instruments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment 608, S103–S105 (2009).
BIBLIOGRAPHY 45
[136] J. Bonis, R. Chiche, R. Cizeron, M. Cohen, E. Cormier, P. Cornebise, N. Delerue, R. Flaminio,
D. Jehanno, F. Labaye, M. Lacroix, R. Marie, B. Mercier, C. Michel, Y. Peinaud, L. Pinard,
C. Prevost, V. Soskov, A. Variola, and F. Zomer, “Non-planar four-mirror optical cavity
for high intensity gamma ray ux production by pulsed laser beam compton scaering
o gev-electrons,” Journal of Instrumentation 7, P01017 (2012).
[137] F. Adler, M. J. orpe, K. C. Cossel, and J. Ye, “Cavity-enhanced direct frequency comb
spectroscopy: Technology and applications,” Annual Review of Analytical Chemistry 3,
175–205 (2010).
[138] M. A. R. Reber, Y. Chen, and T. K. Allison, “Cavity-enhanced ultrafast spectroscopy:
Ultrafast meets ultrasensitive,” Optica 3, 311 (2016).
[139] E. Constant, D. Garzella, P. Breger, E. Me´vel, C. Dorrer, C. Le Blanc, F. Salin, and P. Agos-
tini, “Optimizing high harmonic generation in absorbing gases: Model and experiment,”
Physical review leers 82, 1668–1671 (1999).
[140] T. Saule, S. Heinrich, J. Scho¨tz, N. Lilienfein, M. Ho¨gner, O. DeVries, M. Ploetner, J. Weit-
enberg, D. Esser, J. Schulte, P. Russbueldt, J. Limpert, M. F. Kling, U. Kleineberg, and
I. Pupeza, “High-ux, high-photon-energy ultrafast extreme-ultraviolet photoemission
spectroscopy at 18.4 mhz pulse repetition rate,” (in press, DOI:10.1038/s41467-019-08367-y
(2019)).
[141] H. G. Muller, “Reconstruction of aosecond harmonic beating by interference of two-
photon transitions,” Applied Physics B 74, s17–s21 (2002).
[142] K. Klu¨nder, J. M. Dahlstro¨m, M. Gisselbrecht, T. Fordell, M. Swoboda, D. Gue´not, P. Johns-
son, J. Caillat, J. Mauritsson, A. Maquet, R. Taı¨eb, and A. L’Huillier, “Probing single-photon
ionization on the aosecond time scale,” Physical review leers 106, 143002 (2011).
[143] R. Locher, L. Castiglioni, M. Lucchini, M. Greif, L. Gallmann, J. Osterwalder, M. Hengs-
berger, and U. Keller, “Energy-dependent photoemission delays from noble metal surfaces
by aosecond interferometry,” Optica 2, 405 (2015).
[144] Z. Tao, C. Chen, T. Szilva´si, M. Keller, M. Mavrikakis, H. Kapteyn, and M. Murnane,
“Direct time-domain observation of aosecond nal-state lifetimes in photoemission
from solids,” Science (New York, N.Y.) 353, 62–67 (2016).
[145] F. Labaye, M. Gaponenko, V. J. Wiwer, A. Diebold, C. Paradis, N. Modsching, L. Merceron,
F. Emaury, I. J. Graumann, C. R. Phillips, C. J. Saraceno, C. Kra¨nkel, U. Keller, and
T. Su¨dmeyer, “Extreme ultraviolet light source at a megahertz repetition rate based on








Balancing of thermal lenses in enhancement cavities
with transmissive elements
by
Nikolai Lilienfein, Henning Carstens, Simon Holzberger, Christoph Jocher,
Tino Eidam, Jens Limpert, Andreas Tu¨nnermann, Alexander Apolonski,





with permission from the Optical Society of America.
Copyright ©2015 Optical Society of America
50 5. Balancing of thermal lenses in enhancement cavities
Contributions
I conceived the experiment together with H.C. and I.P., and performed the experiments together
with H.C.. I developed the model, analyzed the data and wrote most of the manuscript.
Balancing of thermal lenses in enhancement cavities
with transmissive elements
N. Lilienfein,1,2,* H. Carstens,1,2 S. Holzberger,1,2 C. Jocher,3 T. Eidam,3 J. Limpert,3
A. Tünnermann,3 A. Apolonski,1,2 F. Krausz,1,2 and I. Pupeza1,2
1Max-Planck-Institut für Quantenoptik, Hans-Kopfermann-Str. 1, 85748 Garching, Germany
2Ludwig-Maximilians-Universität München, Fakultät für Physik, Am Coulombwall 1, 85748 Garching, Germany
3Friedrich-Schiller-Universität Jena, Institut für Angewandte Physik, Albert-Einstein-Str. 15, 07745 Jena, Germany
*Corresponding author: nikolai.lilienfein@mpq.mpg.de
Received December 5, 2014; accepted January 19, 2015;
posted January 22, 2015 (Doc. ID 229074); published February 27, 2015
Thermal lensing poses a serious challenge for the power scaling of enhancement cavities, in particular when these
contain transmissive elements. We demonstrate the compensation of the lensing induced by thermal deformations
of the cavity mirrors with the thermal lensing in a thin Brewster plate. Using forced convection to fine-tune the
lensing in the plate, we achieve average powers of up to 160 kW for 250-MHz-repetition-rate picosecond pulses
with a power-independent mode size. Furthermore, we show that the susceptibility of the cavity mode size to
thermal lensing allows highly sensitive absorption measurements. © 2015 Optical Society of America
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In high-finesse passive optical resonators, the pulses of a
mode-locked laser can be coherently stacked to achieve
a power enhancement of several orders of magnitude.
Such enhancement cavities (ECs) are powerful tools
for driving frequency conversion processes exhibiting
low single-pass efficiencies such as high-order harmonic
generation (HHG) in gaseous media [1,2] or inverse
Compton scattering from relativistic electrons [3,4] at
high repetition rates. Another promising application of
this generic concept has been the “stack and dump” ap-
proach, where a stretched femtosecond pulse circulating
in the EC is periodically dumped after having built up to
allow for high pulse energies while almost maintaining
the high input average power [5,6]. In the resonant state,
high-finesse ECs exhibit an enhanced sensitivity towards
changes of their longitudinal and transverse field distri-
butions, making them uniquely sensitive measurement
tools for application fields ranging from gravitational-
wave detection [7] over molecular spectroscopy [8], to
the measurement of linear [9] and nonlinear [10] polari-
zation response of materials.
Together with intensity-related damages, thermal ef-
fects in the cavity optics ultimately limit the achievable
intracavity peak and average power. In a previous work
[11], we demonstrated the enhancement of ultrashort
pulses to average powers of several hundreds of kilo-
watts. To avoid intensity-induced damage, large spot
sizes on the mirrors are necessary. This can be conven-
iently achieved at an alignment-insensitive edge of the
resonator stability zone [12]. Even though the dielectric
mirrors employed in [11] were carefully chosen to min-
imize susceptibility to thermal lensing, at hundreds of
kilowatts of average power, the transverse cavity mode
was significantly affected by thermally induced changes.
Many high-power applications require transmissive ele-
ments in the beam path of the EC, rendering thermal
lensing an even more serious challenge. For instance,
in cavity-enhanced HHG Brewster plates [13] or anti-
reflection-coated plates placed at grazing incidence
[14] can be used to couple out the generated radiation.
Another example are nonlinear conversion processes
in intracavity crystals, such as terahertz generation [15],
intrapulse difference-frequency generation [16], or spec-
tral broadening via self-phase modulation [17,18].
In this Letter, we experimentally and theoretically
investigate thermally-induced changes in the size of the
modes of high-finesse cavities containing transmissive
elements. We show that the optics of an EC can be
chosen such that the thermally-induced phase-front dis-
tortions largely compensate for each other. To precisely
balance the contribution of a thin plate with those of the
mirrors, we demonstrate a technique to fine-tune its ther-
mal lensing characteristics. With this method, we achieve
an intracavity average power of 160 kW in an EC contain-
ing a fused silica Brewster plate (BP), while drastically
reducing thermally induced changes of the mode size.
The susceptibility of the mode size to thermal lenses
allows for measurements of total absorptions of thin
transmissive plates in the range of 0.1 ppm.
The concept of combining optics with different
dependencies of dioptric power on temperature to athe-
rmalize imaging systems has been used since the 1940s
[19]. Later, this approach was used to mitigate self-
induced thermal lensing of the gain medium in laser res-
onators [20–22], focusing optics for laser machining [23],
and other high-power laser optics [24,25]. In ECs, such
compensation has to be achieved at average powers of
hundreds of kilowatts, which is orders of magnitude
higher than in previous applications of the concept.
Thermal lensing of mirrors is caused by absorption of
the incident power P in the coatings. The resulting ther-
mal expansion of the substrate deforms the mirror sur-
face, causing it to act as a defocusing optical element
upon reflection. The thermally-induced radius of curva-





with the absorption coefficient of the coating A, the ther-
mal conductivity κ and thermal expansion coefficient α of
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the substrate, and the 1∕e2 intensity radius w of the in-
cident beam. By using coatings with an absorption of
a few ppm and low-expansion glass substrates, thermal
deformations can be alleviated [11]. However, the high
bulk absorption of low-expansion glasses prevents their
use as substrates for input couplers of ECs [11]. Thus,
thermal lensing in state-of-the-art all-reflective ECs is do-
minated by the surface deformation of the input coupler.
In transmissive elements, thermal lensing effects are
caused by absorption in the bulk material as well as in
coatings. The resulting temperature distribution also
leads to surface deformations, but usually their effect is
negligible compared to the phase front distortions caused
by the temperature-dependence of the refractive index







with l being the thickness and a the absorption coeffi-
cient of the element. In most materials the temperature
coefficient of the refractive index is positive, resulting in
focusing thermal lenses. Because of the low tempera-
tures and thermal gradients seen in the experiments,
we neglect the dependence of the thermal conductivity
on temperature, and stress-induced effects.
To understand how focusing and defocusing thermal
phase front distortions affect a resonator, it is useful
to distinguish between their parabolic and higher-order
content. Purely parabolic phase front distortions act as
perfect lenses altering the focusing geometry of the cav-
ity and, thus, its position in the stability zone. This
changes the mode size and can lead to configurations
where higher order transverse modes are degenerate
with the fundamental mode [28]. The dependence of the
mode size on the focusing geometry diverges at the edges
of the stability zone. To avoid mirror damage, the EC can
be operated close to the inner edge of stability, where the
illuminated areas on the mirrors are increased [12]. Here,
a defocusing thermal lens pushes the cavity further
towards the edge. Additionally, all transverse modes with
even orders converge at this edge of stability [28]. The
higher order content of thermal phase front distortions
facilitates coupling of the fundamental transverse mode
to higher order modes, causing losses [11]. These effects
make a precise compensation of both thermal lensing
and aberrations desirable. Conversely, the susceptibility
of high-finesse cavities to thermal effects can be
exploited to measure small absorptions with a high
sensitivity [29,30].
We simulated the deformation of the input coupler
caused by the absorption of a Gaussian beam using the
finite-element solver COMSOL. Figure 1 shows the phase
front distortion produced by a beam of 100 kW on a mir-
ror with a coating of 5 ppm absorption and a fused-silica
substrate. Heat exchange with the ambience is assumed
to take place only via radiation, with the emissivity of the
mirror being 0.95. A parabolic fit to this profile, weighted
with the incident intensity profile, yields its dioptric
power. The residuals of this fit represent aberrations.
We find that a thin fused-silica plate placed in a colli-
mated arm of the cavity is well suited to compensate for
the thermal aberrations of the input coupler (Fig. 1). The
plate is placed at Brewster’s angle to minimize losses and
to avoid additional absorption in anti-reflection coatings
[Fig. 2(a)]. The projection of a round beam on the plate is
then an ellipse, with the ratio of its major to its minor axis
being about 1.76. This leads to astigmatism of the thermal
lens, with the shorter focal length in the plane of the tilt.
Because of the different shapes of the heating patterns
on the input coupler and on the BP, their thermal lenses
cannot be perfectly matched in the sagittal and tangential
planes simultaneously [Fig. 1]. Thus, the ellipticity of the
cavity mode will change with intracavity power. For a
cavity close to the inner edge of the stability zone with
non-zero angles of incidence on the curved mirrors,
the mode is elliptical in the cold state. Its major axis lies
in the sagittal plane of the mirrors. By placing the BP
such that the tilt angle is within this plane, its astigmatic
thermal lensing behavior can be exploited to compensate
for the initial ellipticity at a given intracavity power.
To model the thermal sensitivity of a specific cavity
design, we use the metric introduced in [11], given by
the slope of the beam radius on a curved mirror as a func-
tion of the intracavity average power. Close to the inner
edge of the stability zone the mode change evolves nearly
linear with the intracavity power, making this metric a
useful tool to estimate the behavior of the cavity even
for high powers [11]. First, we calculate the mode size
in both planes for the cold, i.e., low-power cavity. Next,
we simulate the heating of the input coupler and of the
BP by this beam for a small power in 3D using COMSOL
Fig. 1. Simulated thermal phase distortion profiles induced by
an elliptical Gaussian beam. Profiles are plotted for a mirror, a
Brewster plate, and their sum in both the sagittal (s, solid lines)
and tangential planes (t, dotted lines).
Fig. 2. (a) Sketch of the compensation scheme. The Brewster
plate (BP) is tilted in the sagittal plane. The minimal angle of
incidence (AOI) depends on the distance between input coupler
(IC) and BP, and the mode size. The plate can be cooled with
nitrogen gas. (b) Schematic of the experimental setup.
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and extract the resulting phase distortion profiles (Fig. 1).
From these we obtain the sagittal and tangential focusing
powers of the thermal lenses by a parabolic fit, weighted
with the incident intensity profile. By plugging the result-
ing thermal lenses into the cavity model, we calculate the
mode size of the warm cavity and its thermal sensitivity.
In Fig. 3, a the thermal sensitivity of a symmetric 2.4-m
bow-tie cavity is plotted against the initial mode size. The
simulations were performed for cavity configurations
close to the inner stability edge, with the positions in
the stability zone corresponding to the initial mode size
[Fig. 3(a)].
In the experiment, we use a four-mirror cavity seeded
by the Yb:fiber-based chirped-pulse-amplification laser
system published in [31]. It delivers 250-fs pulses cen-
tered at 1040 nm with a repetition rate of 250 MHz and
up to 420 W of average power. The pulses were stretched
to about ten picoseconds for the experiments to exclude
nonlinear effects. The laser is locked to the EC using the
Pound-Drever-Hall scheme. The cavity comprises three
high-reflectance mirrors with ultra-low-expansion glass
substrates and an input coupler with a reflectivity of
99.85% on a fused-silica substrate, and is placed in a vac-
uum chamber [Fig. 2(b)]. It is set up in a symmetric bow-
tie geometry [12] with two 600-mm radius-of-curvature
mirrors. The distance between the curved mirrors can
be varied to adjust the position in the stability zone.
We use a round BP made of fused silica (Suprasil 311,
Heraeus), with a diameter of 25 mm and a thickness of
100 μm. To avoid clipping the cavity beam while minimiz-
ing the angles of incidence on the mirrors, the BP is
placed as indicated in Fig. 2. To determine the thermal
sensitivity of the cavity, the mode profile on one of the
curved mirrors was measured for a range of intra-cavity
powers using the same diagnostics as described in [11].
The obtained data was fitted by a linear function. The
thermal sensitivity is given by the slope of the fit function,
and the initial mode size corresponds to its value at zero
power [Fig. 3(b)]. Measurement series were performed
with and without the BP for different cavity configura-
tions close to the inner stability edge [Fig. 3(a)].
The model can be fitted to the experimental results by
using the absorptions of the input coupler and of the BP
as free parameters. For absorption values of 3.2 ppm in
the mirror and 0.28 ppm in the plate, theory and experi-
ment show excellent agreement [Fig. 3(a)]. The measure-
ments allow distinguishing absorptions with a resolution
of about 0.5 ppm in mirrors and 0.02 ppm in BPs. With the
Brewster plate, a clean, round mode is achieved at 62 kW
with a power enhancement factor of 1300. The experi-
ments demonstrate that the astigmatism of the thermal
lens from the BP can be used to eliminate the initial mode
ellipticity. Still, the thermal sensitivity differs signifi-
cantly from zero, meaning that the balancing of thermal
lenses is not perfect [Fig. 3(b)].
In principle, a good compensation is achievable by
precisely choosing the thickness of the BP. However,
the manufacturing tolerance and availability of plates,
as well as small changes in the surface absorption of
individual plates in between experiments, make this
approach impractical. To overcome this problem, we ex-
ploit the high surface-to-volume ratio of the thin BP. It
allows for an efficient manipulation of the amount of heat
emitted within the illuminated area, and thus of the
strength of the thermal lens. This can be achieved by
changing the ambient temperature apparent to the plate,
or by facilitating heat transport through a gas. Here, we
expose a BP of 200 μm thickness to forced convection
by directing a steady flow of nitrogen along its surface
[Fig. 2(a)]. This method offers a broad range of tunability
[Fig. 4(a)]. With this scheme, we achieve an intracavity
average power of 160 kW, i.e., with an enhancement fac-
tor of 1035, and a nearly constant mode size [Fig. 4(a)]. At
this power, losses from thermally induced aberrations
prevent further scaling [Fig. 4(b)]. These aberrations
seem to stem primarily from the inhomogeneous cooling
of the BP [Fig. 4(c)–4(e)], resulting in a significant tilt of
Fig. 3. (a) Thermal sensitivity plotted versus the initial mode
size in both the sagittal (s, squares) and tangential (t, triangles)
plane. The model (solid lines) agrees well with the experimental
results (symbols). The points marked by red circles are derived
from the data shown in (b). (b) Beam radius versus intracavity
power with and without a Brewster plate (BP) (symbols) and
linear fits (dashed lines). Beam profiles are shown for both
cases at an intracavity power of 61 kW.
Fig. 4. (a) Mode area versus intracavity power for the same
cavity without a Brewster plate, with an uncooled and with a
cooled Brewster plate. The inset shows a mode profile achieved
with the cooled BP at 160 kW. (b) Standard deviation of the
Gaussian fit to the mode profile in the sagittal plane, indicating
increasing aberrations. (c),(d) Images of the temperature distri-
bution on the cooled Brewster plate for two powers. The arrow
indicates the direction of the cooling gas flow. (e) Temperature
profiles on the Brewster plate along the arrows exhibit a signifi-
cant asymmetry of the thermal lens.
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the temperature profile in the sagittal plane, which
becomes more severe with increasing power. This tech-
nological limitation can in principle be overcome by
improving the cooling of the BP. A promising alternative
to forced convection could be radiative cooling [32].
In conclusion, we have investigated the enhancement
of ultrashort pulses in a high-finesse EC containing a
transmissive element. We have demonstrated that the
thermal lenses induced in the cavity mirrors and in a thin
plate placed at Brewster’s angle in the beam path can be
balanced with high precision by controlling forced con-
vection of the plate. We have also shown that thermal
lensing in BPs can be exploited to compensate for astig-
matism in cavities operated close to the edge of stability.
With this scheme, we obtained a constant mode size up to
160 kW of average power, which exceeds the perfor-
mance of state-of-the-art ECs with transmissive elements
by more than one order of magnitude. Furthermore, we
show that the sensitivity of the cavity mode change with
respect to the thermal lens induced in thin plates allows
for the detection of absorption values in the range of
∼0.1 ppm. The methodology applied in this work will
benefit the power scaling of ECs, in particular for appli-
cations requiring the inclusion of transmissive elements
like nonlinear crystals or output couplers for radiation
generated via intracavity conversion processes.
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Munich Centre for Advanced Photonics (MAP), by the
Bundesministerium für Bildung und Forschung (BMBF)
under Photonische Nanomaterialien (PhoNa), contract
number 03IS2101B, by the Fraunhofer-Max Planck
project MEGAS, and by the European Research Council
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We combine high-finesse optical resonators and spatial-spectral interferometry to a highly phase-
sensitive investigation technique for nonlinear light-matter interactions. We experimentally validate an
ab initio model for the nonlinear response of a resonator housing a gas target, permitting the global
optimization of intracavity conversion processes like high-order harmonic generation. We predict the
feasibility of driving intracavity high-order harmonic generation far beyond intensity limitations observed
in state-of-the-art systems by exploiting the intracavity nonlinearity to compress the pulses in time.
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During light-matter interactions, the properties of the
light field are subjected to changes reflecting the physical
mechanisms underlying the interaction and revealing
fundamental properties of matter. A powerful tool for
high-precision studies of light-matter interactions is the
passive optical resonator, also known as enhancement
cavity (EC). An EC can be resonantly excited by laser
light, resulting in an enhancement of the input power and
of the single-round-trip phase by up to several orders of
magnitude. ECs have been successfully employed for
high-sensitivity measurements of absorption [1] and of
dispersion [2,3] in the linear regime. Here, we present the
first quantitative study of the nonlinear phase associated
with the propagation of an ultrashort laser pulse through
a nonlinear medium exploiting the sensitivity enhance-
ment of more than 2 orders of magnitude provided by
an EC.
In the last decade, the advent of high-power femtosecond
lasers and the design of adequate ECs have enabled
ultrashort pulses with an otherwise unattainable combina-
tion of peak intensities and average powers [4]. The most
prominent application has been high-order harmonic gen-
eration (HHG) in an intracavity gas target, at repetition
rates exceeding 10 MHz [5–9]. Although cavity-enhanced
HHG has matured to deliver phase-stable extreme-
ultraviolet (XUV) frequency combs enabling first spectro-
scopic experiments [7,8], all state-of-the-art EC-HHG
systems suffer from a saturation behavior of the intracavity
intensity with respect to the input peak power, referred to as
intensity clamping [9–12]. Currently, this severely limits
the further scaling of the photon flux and of the XUV
photon energies attainable with this technology and ques-
tions its applicability to other nonlinear conversion proc-
esses. The models developed so far [11,12] capture the
main physical mechanisms of this limitation qualitatively
but do not allow for accurate quantitative predictions, such
that optimizing the cavity design with respect to the
nonlinear conversion remains an open challenge.
In this Letter, we use the phase sensitivity of a high-
finesse EC—the very effect responsible for the intensity
clamping—to precisely study the nonlinear interaction of a
laser pulse with a gas target. The full pulse characterization
in the spectral domain allows for the formulation of a
quantitative, ab initio nonlinear propagation model, exper-
imentally validated in a wide range of the critical param-
eters. Second, we use this model to derive a scaling law
quantitatively describing the intensity-clamping behavior
in ECs employing mirrors according to the standard
approach used in all setups reported so far, i.e., a uniform
spectral reflectivity, symmetric with respect to the input
spectrum. This analytic expression enables the optimization
of the nonlinear conversion efficiency in standard-approach
ECs. Third, we address the question of whether or not
nonlinear ECs can be operated beyond the intensity
limitations exhibited by the standard approach. We dem-
onstrate that the ionization-induced spectral broadening in
conjunction with cavity mirrors with tailored reflectivity
can be used to dramatically compress the intracavity pulse
in time, while maintaining a high power enhancement
factor. This finding represents the first viable route towards
significantly surpassing the intensity limitations of state-of-
the-art nonlinear ECs and, therefore, reveals an enormous
new potential of the EC technology for building high-
power, broadband, coherent sources in spectral ranges
where suitable laser materials are absent, such as the XUV,
the midinfrared, and the THz ranges.
The experimental setup is depicted in Fig. 1. The
chirped-pulse-amplification-based Yb-fiber laser system
has been previously described in Refs. [2,13]. It delivers
a 77-MHz train of near-Fourier-limited 180-fs pulses
carried at a wavelength of 1040 nm. The pulses can be
linearly chirped to 640 fs, or spectrally broadened in a
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photonic-crystal fiber and compressed via chirped mirrors
to 30 fs. The pulses are coherently enhanced in a standard-
approach EC. With 30-fs input pulses, an intracavity pulse
duration of 35 fs at a power enhancement factor of 250 was
reached, leading to an average power of 3.3 kW without a
gas target.
Besides a power enhancement, the resonant cavity
provides a means of enhancing the single-round-trip phase.
We employ spatial-spectral interferometry to measure
the spectral phase difference between the intracavity and
the input pulses [2,14]. Replicas of each of these beams
intersect noncollinearly at the entrance slit of an imaging
spectrometer. The resulting interference pattern in the
spatial and spectral plane ðy;ωÞ is given by













Here, ϕðωÞ is the relative spectral phase of the two pulses
and α is the intersection angle of the two beams. From
Eq. (1) the acquired phase ϕðωÞ can be directly retrieved,
without the necessity of characterizing the phases of both
pulses individually. Only quadratic and higher-order terms
in ω are considered, as there are multiple uncontrolled
sources of group delays. Thus, a linear function must be
added when comparing the retrieved phases to simulations.
Both beams have to be matched in the transverse dimension
and should exhibit good spatial homogeneity. When using
fiber-broadened pulses this is the main source of exper-
imental uncertainty in the retrieved phase, limiting the
sensitivity to about 60 mrad. To date, spatial-spectral
interferometry together with ECs has been used for
measuring the single-round-trip group delay dispersion
in the linear regime with a sensitivity of less than 1 fs2
[2]. Here, we use this technique to investigate the phase
modulation induced in a nonlinear interaction driven in the
steady-state regime of an EC.
Our model describing the pulse propagation through the
ionized medium in the cavity focus is based on the first-
order propagation equation derived in Ref. [15] within the
approximation of a 1D envelope description as given in
Ref. [11]. In short, the nonlinear laser-gas interaction is
governed by a differential equation for the pulse envelope





½1 − ηðz; τÞΓpeakðτÞ
Aðz; τÞ
jAðz; τÞj2
þ ireλcnηðz; τÞAðz; τÞ: ð2Þ
The first term on the right-hand side accounts for the
energy loss upon ionization (Ip, ionization potential; n, gas
number density; η, ionized fraction; Γpeak, peak ionization
rate; re, classical electron radius; λc, carrier wavelength)
and the second term describes a temporal phase shift due to
the rapidly changing electron density ne ¼ nη. Although
the derivation of Eq. (2) was originally intended for pulses
consisting of many cycles in the low-intensity regime, we
verified that the agreement of Eq. (2) with its original
counterpart (see Eq. (7) in Ref. [15]) is still excellent even
for 10-fs pulses (comprising only a few cycles) and for
peak intensities of 8 × 1013 W=cm2 in a Xe gas target (see
Supplemental Material [16], also for Ar and Ne).
The build-up process of the intracavity pulse is described











Here, Ric is the reflectivity of the input coupler, Rcav
represents the product of the reflectivities of all other cavity
mirrors, and ~A denotes the Fourier components of the field
envelope (with indices for the input field and for the field
before and after the plasma interaction). The spectral phase
ϕrtðωÞ is acquired upon one cavity round-trip and includes
the contribution from the ionization-induced plasma. A
split-step Fourier algorithm is used to solve the coupled
equations (2) and (3). The employed 1D model neglects
the spatial dependence of the nonlinearity and, therefore,
the coupling of energy to higher-order transverse modes.
Since the cavity is operated such that only the fundamental
mode is resonant, transverse effects of the plasma result in
additional losses and the cavity beam profile remains
spatially homogeneous. This is confirmed by the imaging
2D spectrometer. For typical gas-density-length products
that are below 2 × 1017 cm−2 and for the intensity range
studied here, the 1D model is a good approximation
FIG. 1 (color online). Experimental setup: laser system with
optional fiber broadening and compression, comb offset fre-
quency (ωceo) detection unit, enhancement cavity (1=e2 focus
radius: 25 μm), active stabilization of the center frequency to the
cavity resonance, and imaging spectrometer. The offset frequency
of the laser is adjustable and free running. Insets: autocorrelation
trace of laser and intracavity pulse for compressed input pulses
and interferogram showing distinct phase jumps. HWP: half-
wave plate, PBS: polarizing beam splitter.
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(see Supplemental Material [16] for comparison to 4D
simulation).
All inputs to the model are taken as measured or as
calculated by other independent simulations so that fit
parameters are not necessary. Since the cross-sectional
density of freed electrons determines the phase shift, it is
essential to mimic this quantity when approximating the 2D
spatial beam profile by a flattop profile with similar peak
intensity. Therefore, we scale the ionization rate such that
for every peak intensity it generates as many electrons
within the flattop intensity profile as would have been
released in the Gaussian beam profile with the original
ionization rate. In contrast to earlier works [11,12], we find
the Perelomov-Popov-Terent’ev model [25] averaged over
the magnetic quantum number to be better suited for the
intensity range under investigation, i.e., for Keldysh
parameters greater than 1. In particular, using
Ammosov-Delone-Krainov theory [26] underestimates
the nonlinearity and thus leads to a significant overesti-
mation of the reachable intracavity peak intensity (∼25%).
Whenever the consideration of subcycle ionization dynam-
ics is necessary, we use the extension of the Perelomov-
Popov-Terent’ev rate as given in Ref. [27].
From fluid flow simulations, the velocity of the gas
atoms is calculated to be about 220 m=s. This is not
sufficient to replace the plasma with new atoms in the
interaction region (∼20 μm) within one cavity round-trip
time of 13 ns. Therefore the decay of the plasma is
considered and modeled according to the dominant
recombination mechanism via three-body collisions (see
Supplemental Material [16]). However, the cavity response
is mainly affected by the temporal phase shift and not
by the dispersive effects of a preexisting plasma. This
holds when the induced group-delay dispersion is below
0.2 fs2 and when the depletion of the neutral gas is small
(≲15%). At the gas parameters used in the experiments,
both criteria are fulfilled, rendering more detailed modeling
unnecessary.
In Fig. 2(a), three examples of recorded spectra and
spectral phase shifts of the intracavity pulse are presented.
For the simulations, the mirror reflectivities and phases
are taken from multilayer design calculations and the
gas parameters are extracted from fluid flow simulations.
The input pulse parameters are set as measured. For the
broadband pulses, the deviation of the comb offset fre-
quency from the value required by the cavity for optimum
enhancement is particularly critical, because even devia-
tions as small as 2 MHz from the optimum value lead to a
drop in intracavity power by 50% and to a spectral filtering.
The offset frequency is, however, sufficiently stable on the
time scale of data acquisition, that active stabilization is
not compelling (beat-note linewidth ∼200 kHz, measured
with a resolution bandwidth of 100 kHz). A small detuning
of the locked central comb line from the empty cavity
resonance is introduced avoiding the regime of optical
bistability [10,11], and keeping intracavity power fluctua-
tions below 1% rms (band: 2.5 Hz to 5 MHz) and ensuring
operation close to the maximum of the nonlinear resonance.
The agreement between the simulated spectra and phases to
the measured ones is excellent, validating the 1D nonlinear
cavity model in a broad parameter range. Simulations yield
the ionized population before the pulse and the ionization
per pulse to be both on the order of 2 × 1016 cm−3.
Figure 2(b) depicts the dependence of the intracavity
peak intensity on the input peak power for two different
pulse durations. Both curves reveal the intensity clamping
behavior reported previously [9,10]. Again, the simulated
intensities agree well with the experimentally determined
ones. From the simulations we deduce an upper limit for the
intracavity intensity [solid line in Fig. 2(b)]. This is found
by optimizing the input frequency comb (ωr;ωceo) while
keeping all other parameters fixed. It has been shown that
this optimum is located at nonzero detuning of the comb
from the linear cavity resonances and coincides with a local
bifurcation of the intracavity power at which stable oper-
ation of the cavity is impossible [11].
To optimize the nonlinear laser-gas interaction, e.g., for
maximizing conversion efficiency to the XUV via HHG
FIG. 2 (color online). Validation of the nonlinear cavity model
in a standard-approach cavity. (a) Measured power spectral
densities (PSD, upper panel) and acquired phases (lower panel)
of the intracavity pulse along with simulation results. Left to
right: input pulse duration, 640 fs (upchirped); 180 fs (Fourier
limited); 30 fs (fiber broadened). Without ionization, the spec-
trum is symmetrically enhanced around the central wavelength.
(b) Intracavity peak intensity as a function of input peak power
for 640-fs (left) and for 30-fs pulses (right). The outlier in the
right panel is due to an incorrectly set offset frequency of the
comb. Gas density, 9 × 1018 cm−3; interaction length, 180 μm;
finesse, 1190 (narrowband case) and 950 (broadband case).





[28], a simple expression relating the achievable intracavity
intensity to the given cavity, gas, and input pulse param-
eters is desirable. To this end, we calculate the clamping
behavior for a broad range of hundreds of different
combinations of values for the gas parameters (density-
length product, nl ¼ 4–20 × 1016 cm−2), the finesse
(F ¼ 250–2500) and the pulse duration (τ ¼ 12–600 fs).
Standard-approach cavities are considered: we assume a
uniform mirror reflectivity, symmetric to the central wave-
length and zero group delay dispersion over sufficient
bandwidth to limit intracavity pulse lengthening to 1% in
the absence of gas and at an input coupler transmission of
1%. Although the intracavity intensity seems to be
unbound, the distinct saturation behavior motivates the
definition of a clamping intensity. We find that for given gas
and pulse parameters and for a targeted intensity there is an
optimum cavity finesse that minimizes the required input
peak power. Conversely, each finesse is optimal for a
desired intensity. This intensity is reached when the peak
power enhancement has dropped to about 60% to 70% of
its value without a gas target. Therefore, we define the
clamping intensity ICL as the intracavity intensity, at which
the peak power enhancement equals 65% of its linear value
[see dotted cross in Fig. 2(b)]. We find that the following
empirical law with the parameters α, β, γ, and δ describes
the entire range of simulations within 7% of accuracy:











All coefficients are given in Table I. It is not surprising
that the three input parameters pulse duration, finesse, and
the gas-density-length product scale with the same expo-
nent δ: in terms of accumulated temporal phase shift,
increasing the finesse is very similar to having a longer or
denser gas jet or to increasing the pulse duration. The small
value of δ is a direct consequence of the high degree of
nonlinearity of the ionization process. It reveals that the
ionization constitutes a rather severe limit for scaling the
intensity in the presence of an intracavity gas target. For
instance, in the clamping regime doubling the intensity
requires a decrease in any of the other parameters by
roughly a factor of 90.
For our intensity range, the phase-modulation term in
Eq. (2) is the predominant limitation. For a single pass
through the gas target it takes the approximate form
ΘðtÞ ¼ reλcηðtÞnl. At the clamping limit intensity the
single-pass phase shift at the end of the pulse takes the
value of about Θmax ¼ 6.3=F with a minor dependence
on other parameters. This is about a factor of 2 higher than
the previously reported rule of thumb of π=F [12,29]. The
expression for Θ and the tolerable single-pass phase shift
Θmax are a good starting point for transferring our findings
to other driving wavelengths, e.g., for extending the XUV
cutoff wavelength (see Supplemental Material [16]).
The tradeoff between intracavity intensity and cavity
finesse [see Eq. (4)] raises the question of whether
parameters leading to record XUV conversion efficiencies
in single-pass HHG experiments [30] can ever be reached
in ECs at a reasonable power enhancement. With our
experimentally validated model this question can be
addressed by designing cavity mirrors to optimize the peak
power enhancement in the presence of a gas target with
parameters for efficient HHG [30]. In the following
example, we seek for a steady-state solution of Eq. (3)
presupposing the intracavity pulse ~Acav;prior with a peak
intensity of 8 × 1013 W=cm2, from which ~Acav;post directly
follows. Using this ansatz, the input coupler reflectivity
RicðωÞ can be calculated such that the required input power
[∝ j ~AinðωÞj2] is minimized. In this example, we consider an
EC equipped with broadband complementary-phase mir-
rors [31,32] supporting a bandwidth of 260 nm. The
presupposed intracavity spectrum is manually varied to
maximize the peak power enhancement. With the spectra
shown in Fig. 3(a), a peak power enhancement surpassing
450 is possible at intracavity pulse durations of 10 fs with
incident pulses as long as 52 fs. Since the intracavity
TABLE I. Parameters for the empirical scaling law of Eq. (4)
describing the intensity clamping. τ0 ¼ 100 fs, F 0 ¼ 416, and
n0l0 ¼ 8 × 1016 cm−2. Simulations were performed with a rep-
etition rate of 100 MHz and with a gas target length of 200 μm.
The bandwidth of the ECs corresponded to the input pulse
durations at 1.04 μm central wavelength.
Xenon Argon Neon
α (fs) 0.8 3.3 5.3
β 61 69 72
γ (1016=cm2) 0.96 0.97 1.0
δ 0.159 0.153 0.148
I0 (1014 W=cm2) 0.461 1.24 3.72
FIG. 3 (color online). (a) Example of a tailored input coupler
transmission for best peak power enhancement at
8 × 1013 W=cm2 peak intensity and corresponding intracavity
and input spectrum (right y axis). Note the reduced width of the
input spectrum. (b) The same input spectrum enhanced in a
standard cavity requires a 10 times more powerful laser to reach
the same peak intensity at 5 times longer intracavity pulses. Xe
gas target length, 400 μm; particle density, 2.5 × 1018 cm−3.




60 6. Femtosecond enhancement cavities in the nonlinear regime
nonlinearity constantly transfers energy from the red part of
the spectrum to the blue end, it is sufficient to pump the
cavity in the long-wavelength region, in a comparatively
narrow bandwidth. We verified that the solution is stable
against fluctuations of up to 8% of the input power and of
the pulse duration, and against a shift of the carrier
wavelength of several nanometers. In contrast, enhancing
the same seeding laser spectrum to the same peak intensity
in a standard-approach cavity, requires 10 times the
incident power and results in considerably longer intra-
cavity pulses [see Fig. 3(b)]. The peak power enhancement
and the intracavity pulse compression in the optimized EC
will boost the conversion efficiency by more than 3 orders
of magnitude compared to a single-pass HHG experiment
using the same driving laser and by around 2 orders of
magnitude compared to intracavity HHG in a standard-
approach EC.
In conclusion, we have studied experimentally and
theoretically the nonlinear interaction of laser pulses with
a gas target in a high-finesse EC. The improved measure-
ment sensitivity allowed for the quantitative validation of a
refined nonlinear interaction model in a large parameter
range. The significance of this work is twofold. First, it
establishes the combination of ECs with spatial-spectral
interferometry as a highly sensitive measurement technique
for nonlinear light-matter interactions in general. For
instance, the methodology presented here can readily be
applied to χ3 nonlinearities in bulk dielectrics. Second, our
experimentally validated ab initio model for the nonlinear
cavity response can be used in conjunction with models for
phase matching in HHG [28] to globally optimize the
conversion efficiency to the XUV. We show that tailoring
the spectral reflectivities of EC mirrors to exploit the
spectral broadening induced by the intracavity nonlinearity
is a viable route towards a dramatic increase in the peak
power enhancement over standard-approach ECs. In par-
ticular, a temporal compression of the intracavity pulse
down to the few-cycle regime can be reached for param-
eters typical for phase-matched HHG. This will enable
intracavity HHG experiments at similar laser pulse and gas
parameters as state-of-the-art single-pass setups [30] but at
significantly higher repetition rates and XUV output
powers. In addition, the precise control of intracavity
nonlinearities together with the increased degree of ioniza-
tion tolerated by such an EC offers the prospect of
generating ultrabroadband frequency combs ranging from
the mid to the far-infrared via THz generation in a photo-
induced plasma [33].
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VALIDITY OF THE ENVELOPE
APPROXIMATION
The original derivation of the envelope approximation
given in Ref. [1] (see also Eq. (2) of the text) of the first-
order propagation equation given in Ref. [2] was intended
for highly multi-cycle pulses (ωc2pi τ  1) at moderate in-
tensities, i.e., at low ionization levels. To justify its use
in a broader parameter range, we solve both propaga-
tion equations using a fourth-order Runge-Kutta solver
with initial parameters that are quite extreme compared
to the currently reachable values in enhancement cavi-
ties. In particular, we use a 10-fs pulse with a peak in-
tensity of 8× 1013 W/cm2, propagated through a xenon
gas target of 4× 1018 cm−3 particle density. The prop-
agation length is 1 cm which corresponds to 50 passes
through a 200-µm long gas target. In the case of argon
and neon the peak intensity is set to 2× 1014 W/cm2 and
5.5× 1014 W/cm2, respectively. Furthermore, Eq. (2) of
the text is solved in step sizes of the actual gas target
length, i.e., 200 µm as it is used in the cavity simulations.
To get the full oscillatory fields in the envelope-based
models, we interpolate the obtained complex envelope
on a finer time grid and multiply it by the phase from
the carrier (eiωct). The results of the three approaches
are shown in Fig. 1. The overall agreement is excellent.
In the trailing part of the pulse, a small deviation of the
envelope-based models can be seen, where the envelope
approximation overestimates the losses.
VALIDITY OF THE 1D APPROACH
Due to the strong nonlinear nature of the ionization,
the induced phase shifts and losses show a pronounced
spatial dependence in the transverse coordinates after a
single pass through the gas target. Therefore, it is im-
portant to specify the parameter range in which the 1D
approximation as used in the text, can be applied. To
this end, we simulate one pass through the gas target,
once by employing the 1D model and once by solving the
first-order propagation equation in 3+1 dimensions, and
compare the resulting field distributions. Both simula-
tions use the same peak intensity, pulse energy and time
































Figure 1. Nonlinear pulse propagation of a 10-fs pulse via
the 1D first-order propagation equations (FOP) as given in
Ref. [2] and in Ref. [1]. We also show the solution of
the latter, when solved in step sizes of 200 µm. From up-
per to lower panel: input peak intensities of 8× 1013 W/cm2,
2× 1014 W/cm2, and 5.5× 1014 W/cm2 in a xenon, argon,
and neon gas target, respectively. The propagation distance
was 1 cm and the particle density set to 4× 1018 cm−3.
For the 4D simulation, we rely on the first-order prop-
agation equation as derived in Ref. [2] under the assump-
tion of the envelope approximation for the nonlinear po-
larization response as validated in the previous section.
We take a split-step approach that calculates the prop-
agation z → z + dz in the Fourier space (kx, ky, z, ω)
and the nonlinear polarization response in real space
and time (x, y, z, t). The numerical algorithm is based
on a Predictor-Corrector method in combination with a
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2Crank-Nicolson scheme [3]. This permits to propagate
in step sizes of 10µm through an initially homogeneous
gas target of neutral xenon atoms at a particle density
of 4× 1018 cm−3 and a total length of 200 µm. On a per-
sonal computer, the propagation takes about 15 s, which
is fast when doing a few calculations. However, for in-
vestigating a wide parameter sweep requiring hundreds of
complete cavity build-ups, a faster computational model
is desirable.
To compare the results of the two models, we use the
fact that the cavity acts as a spatial filter. Due to the
Gouy phase the resonator can be tuned such that only
the fundamental transverse mode GH0,0 is resonant in
the cavity. Subsequent to the nonlinear propagation (in-
dex “n”) through the gas target, we decompose the field
distribution A˜(n)(x, y, ω) at z = z0 into the normalized
transverse modes of the resonator without the gas tar-
get (GHi,j(x, y, ω)). We proceed in the same manner for
the case of linear propagation (index “`”), i.e., without a
gas target, yielding the field A˜(`)(x, y, ω) at the same z-
position. In the decomposition, we are mainly interested
in the coefficient c0,0 describing the field content in the








A˜(n,`)(x, y, ω)GH∗0,0(x, y, ω)dxdy.
The fundamental-mode-filtered version A˜
(n,`)
0,0 of the fields
A˜(n,`) is then given by
A˜
(n,`)
0,0 (x, y, ω) = c
(n,l)
0,0 (ω)GH0,0(x, y, ω).
Next, the corresponding fields in the time domain
A
(n,`)
0,0 (x, y, t) are retrieved via inverse Fourier transfor-
mation. From these fields we can compute the temporal





















Note, that the x-y-dependency of the fields A
(n,`)
0,0 is an
intrinsic attribute of Gaussian beams and is not linked
to the plasma effects accounted for by c
(n)
0,0(ω). Therefore
the relative phase shift has a negligible variation with
respect to the transverse coordinates in the parameter
range discussed here and we evaluate the phase shift on
the optical axis.
In Fig. 2 we compare the overall losses and the total
acquired phase shift calculated from Eq. (1) and (2) to
the corresponding values of the 1D model of the text.
It can be seen that the intensity at which a given phase
shift is reached is quite similar. The 1D model, how-




















 4D: higher order modes







Figure 2. Comparison of a single pass through a xenon gas
target in the 1D approach to the model in 3+1 dimensions
for a range of intensities. Pulse duration: 30 fs. Upper panel:
acquired temporal phase shift Θ at the end of the pulse. Lower
panel: Losses due to energy transfer to higher-order modes
during the ionization, due to ionization and resulting total
losses. In addition, we plot the losses in the 1D model.
partially counterbalanced by the fact that the 1D model
underestimates the losses, as it only accounts for the en-
ergy loss due to ionization of the gas target. For in-
tensities up to 7× 1013 W/cm2 the losses are dominated
by the energy deposition in the target with a crossover
at 8× 1013 W/cm2. Therefore we believe that the 1D
model is a valid approximation for intensities up to ap-
proximately 8× 1013 W/cm2. The transverse effects of a
(pre-existiting) steady-state plasma can in principle be
treated similarly. However, this would require detailed
calculations about the spatially-resolved plasma dynam-
ics considering also the continuous flow of gas from the
nozzle orifice. As an estimate of the order of magnitude
of this effect, we calculate the losses for a non-ionizing
pulse directly following the ionizing pulse. It turns out
that the transfer of energy in higher-order modes of such
a non-ionizing pulse is about a factor of two higher than
the losses due to this coupling for the ionizing pulse. The
actual losses resulting from the partially decayed plasma
are on the same order of magnitude as the “direct” losses
into higher-order modes.
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Peak intensity (1013 W/cm²)
 0.52 µm, 25 fs
 1.04 µm, 50 fs
 2.08 µm, 100 fs
Figure 3. Single-pass phase shift Θ acquired as a function
of the intensity for three different carrier wavelengths and
pulse durations (but equal number of field oscillations) in a
xenon gas target. At identical gas parameters and for most
intensities shorter driving wavelengths are disadvantageous
for reaching higher intensities.
WAVELENGTH SCALING
In Fig. 3, we plot the total acquired single-pass phase
shift Θ = reλc η(t = ∞)nl for three different carrier
wavelengths λc as a function of peak intensity. To keep
the number of field oscillations constant, we scale the
pulse durations accordingly. While Θ has an explicit lin-
ear dependence on λc, the ionized fraction η also depends
strongly on λc. In terms of scaling the cut-off wavelength
a 2-µm based system would outperform the 1-µm system
up to intensities of about 5× 1013 W/cm2, as it acquires
less phase shift and allows for quadratically higher cut-off
energies: Ecut−off = Ip + 3.17Up(λ). Furthermore, in an
enhancement cavity seeded with frequency-doubled in-
frared light, the intensity clamping should be much more
pronounced. This is confirmed by the reported peak in-
tensity of about 1.2× 1013 W/cm2 in Ref. [4]. In turn, at
the clamping limit, i.e., for a given single-pass phase shift,
a short-wavelength-seeded enhancement cavity works at
much higher ionization levels, which might be beneficial
for some applications.
PLASMA DECAY
Given the strong intensity dependence of the ioniza-
tion rate, the region of potential ionization is significantly
smaller than the 1/e2-intensity radius w0 of the focus
(here: w0 ≈ 25 µm and rionization ∼ 0.4w0). With the
values stated in the text, a fraction of about 15% of the
ionized atoms leaves the region of ionization (2rionization)
within one cavity round-trip time.
For electron densities exceeding 1014 cm−3 and electron
temperatures on the order of kBT ∼ 1 eV, the dominant
mechanism of electron-ion recombination is via three-
body collisions [5]. When neglecting plasma expansion
on the time scale of a cavity round-trip [6], the evolution
of the electron density is governed by:
dne(t)
dt






Literature values for bˆ vary from ∼ 1 to 9 [5, 7, 8]. We as-
sume an intermediate value of bˆ = 2. Plasma heating due
to the recombination and cooling due to the expansion
are neglected. At intensities of up to ∼ 5× 1013 W/cm2
and our repetition rate (78 MHz), the model predicts the
steady-state plasma density to be below 1× 1017 cm−3.
Thus, the higher-order dispersion plays a negligible role
(|GDD| < 0.04 fs2 for 200 µm, at ne = 1× 1017 cm−3),
which also renders a direct measurement via the higher-
order dispersion very challenging. However, complemen-
tary measurements of the optimal offset frequency of the
cavity corroborate the stated upper boundary in plasma
density (not shown). The dominant effect of the steady-
state plasma is a global shift of the cavity resonances and
a change in the effective cavity length. As the depletion
of the neutral gas is only a few percent, the influence on
the clamping intensity is negligible. At these densities
and for electron temperatures of ∼ 1 eV calculated with
a classical model, we find with Eq. (3) that a fraction of
about 30 % of the electrons recombines within the first
cavity round-trip time.
Despite the strong temperature dependence of the re-
combination coefficient b, the emerging steady-state elec-
tron density is rather robust against variations in T . Un-
derestimating the electron temperature T in the model
leads to a much faster recombination time and thus an
even lower steady-state ionized fraction. An overesti-
mation of the electron temperature would mean a much
slower recombination rate, however, the n3e dependence
of the recombination counteracts the resulting increase
in electron density. Furthermore, the error is bound by
the timescale set by the replenishment of the plasma in
the interaction region with neutral atoms. For the same
reasons, uncertainties in bˆ have a minor influence on the
steady-state ionized fraction and a negligible influence on
the clamping intensity (see also next section).
SCALING OF THE REPETITION RATE
A way of increasing the XUV flux not restricted by the
intensity clamping is the use of a higher-repetition-rate
laser system. This is, however, only viable as long as
the steady-state plasma has a tolerable influence on both
the phase matching of the conversion process and the ro-
bustness of the stabilization system [9]. Furthermore, the
exact value of bˆ entering the recombination rate (see Eq.

















Figure 4. Electronic density before and after the pulse (solid
lines) as a function of the repetition rate, keeping other pa-
rameters constant (in particular, pulse energy and peak in-
tensity). Xe density: 4× 1018 cm−3, target length 200µm, in-
tensity: 4.3× 1013 W/cm2, focus radius: 30µm. The dashed
lines bounding the shaded areas were calculated assuming a
five times higher or lower value of bˆ in the recombination rate.
tion: a change in bˆ by a factor of five results in a change of
the steady-state fraction by only ∼ 50 % (see dashed lines
vs. solid line in Fig. 4). Our model of the recombination
process assumes that the electron capture directly popu-
lates the ground state of the atoms, a simplification that
is only valid for sufficiently long cavity round-trip times,
and high electron temperatures [10, 11]. Hence, at very
high repetition rates a population of neutral but excited
atoms might qualitatively change the cavity performance
and the efficiency of the conversion process.
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The optimal enhancement of broadband optical pulses in a passive resonator requires a seeding pulse train with a
specific carrier-envelope-offset frequency. Here, we control the phase of the cavity mirrors to tune the offset fre-
quency for which a given comb is optimally enhanced. This enables the enhancement of a zero-offset-frequency
train of sub-30-fs pulses tomulti-kW average powers. The combination of pulse duration, power, and zero phase slip
constitutes a crucial step toward the generation of attosecond pulses at multi-10-MHz repetition rates. In addition,
this control affords the enhancement of pulses generated by difference-frequency mixing, e.g., for mid-infrared
spectroscopy. © 2015 Optical Society of America
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In a broadband, passive optical resonator, also referred
to as enhancement cavity (EC), the ultrashort pulses
emitted by a mode-locked laser can be coherently over-
lapped. If the losses and the phase distortions upon
a round-trip inside the EC are low, the steady-state intra-
cavity power can exceed the input power by several
orders of magnitude, offering unique advantages for a
multitude of applications. Most prominently, ECs have
been used to build multi-MHz-repetition-rate sources of
coherent extreme-ultra-violet (XUV) radiation by driving
high-order harmonic generation (HHG) with kW-average-
power-level femtosecond pulses in an intracavity gas
target [1–4]. Recently, broadband ECs became relevant
to infrared spectroscopy of diluted gases and aerosols.
Here, the sensitivity is dramatically improved via reso-
nant enhancement, increasing the effective absorption
path length to several kilometers [5–7].
For a given seeding spectrum, a broadband EC dictates
the pulse-to-pulse time delay τ and the pulse-to-pulse
carrier-to-envelope phase (CEP) slip Δϕcep. An optimum
of the enhancement (e.g., for maximizing the intracavity
power) is achieved if the seeding pulse train matches
both these parameters. In the frequency domain, the
pulse train corresponds to a comb of equidistant spectral
lines spaced by the pulse repetition frequency ωrep∕2π 
1∕τ and offset from zero by the carrier-envelope offset
frequency ωceo  −Δϕcep∕2πωrep [8,9]. Thus, for a given
EC, input spectrum, and optimization criterion, there is
an optimal pair of comb parameters, in particular an
optimal offset frequency (OOF) [5,9,10].
Typically, the parameter ωceo of the seeding laser is
adjusted to fit the OOF dictated by the EC. Some appli-
cations, however, require the intracavity pulse to remain
unchanged (up to the sign) from round-trip to round-trip,
i.e., the phase slip Δϕcep must be an integer multiple of
2π (or π), corresponding to a comb with zero-offset-
frequency (or ωrep∕2). An example is the generation of
trains of XUV attosecond pulses or even of isolated
attosecond pulses [11], for which zero-slip ECs that
simultaneously support short and powerful pulses are
a prerequisite. Another example is the enhancement of
frequency combs generated via difference-frequency
mixing of spectral components originating from the
same comb, a process that intrinsically sets ωceo to zero
[6]. Thus, the ability to tune the OOF of a broadband
EC is highly desirable and would greatly benefit high-
repetition-rate spectroscopic schemes ranging from XUV
photoelectron spectroscopy [12] to mid-infrared vibra-
tional spectroscopy [6,7].
In this Letter, we demonstrate the control of the OOF
for the enhancement of broadband pulses by employing
mirrors with controlled CEP shift upon reflection. This
is achieved without sacrificing any other critical param-
eter, such as high reflectivity, close-to-zero group-delay
dispersion (GDD) over a large bandwidth, or high dam-
age threshold. Seeding the EC with nonlinearly broad-
ened and compressed pulses from an Yb-based laser
system allows for the enhancement of a zero-offset-fre-
quency pulse train of sub-30-fs pulses to multi-kW-level
average powers, limited only by the seed source.
Furthermore, our results establish ECs as a simple yet
powerful tool to determine the CEP shift imposed on
the pulse upon propagation or reflection.
In the steady state and in the absence of any nonlinear
medium in the resonator, the electric field of the circu-
lating pulse Ecav at the input coupler can be related to











Here, we assumed an input coupler of transmission
Tω and reflectivity Rω. Losses inside the resonator
are accounted for by the round-trip power attenuation
Aω. The spectral phase ϕω incorporates all phase
shifts accumulated upon a round-trip, including those
upon reflections from mirrors, transmission through
dispersive materials, and geometric phase shifts due to
focusing [13]. Maximal power enhancement is reached at
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frequencies where the round-trip phase equals a multiple
of 2π [see Eq. (1)]. In the presence of GDD, the round-trip
phase is not strictly linear in frequency, resulting in vary-
ing distances between successive resonances.
In contrast, all spectral lines ωn of a frequency comb
are linear in frequency and given by ωn  nωrep  ωceo.
When coupled to an EC, both comb parameters are ad-
justed to best fit the equidistant comb to the cavity res-
onances. For input spectra over which the round-trip
phase is sufficiently linear, there is a clear optimum in
terms of integrated power enhancement and intracavity
pulse duration with respect to ωceo and ωrep. Although the
concept of an OOF is well known [3,5,9,10], control of
this parameter has not been reported so far.
In the following, we deduce the round-trip phase slip
Δϕcep experienced by an intracavity pulse given a round-
trip phase ϕω and a laser spectrum Iω [see Fig. 1(a)].
Terms in ϕω that are proportional to ωmerely delay the
pulse. Thus, the ϕ-intercept of a linear fit in ω to ϕω
with weights according to the pulse spectrum constitutes
the induced phase slip Δϕcep, while the slope represents
the group delay τ. Optimal enhancement in this resonator
requires a seeding comb with the repetition rate ωrep 
2π∕τ and the offset frequency ωceo  −Δϕcep∕2πωrep.
Hence, we identify the fitted straight line given by 2πω −
ωceo∕ωrep with the optimal frequency comb. As the
phase is only sampled at the comb lines ωn  nωrep
ωceo, the straight line reduces to a series of multiples
of 2π. Thus, when evaluating the frequency-resolved
power enhancement via Eq. (1), ϕωn is equivalent to
its deviation from the fit.
One can expand this graphical phase analysis to ex-
plain the characteristic shapes of the spectral power
enhancement in the case of too high or too low offset
frequency of the seeding comb [see Fig. 1(a)]. When
sweeping the comb offset frequency while keeping the
central region of the input spectrum on resonance—
e.g., by deriving the error signal for the locking electron-
ics in that spectral part—the integrated power enhance-
ment traces out a curve with a clear maximum [3,10].
Tuning the phase curve to achieve a desired value of
Δϕcep is possible by manipulating three different
contributions to ϕω. First, varying the focusing geom-
etry of the resonator directly changes the Gouy phase
ϕn;m  m 1∕2ψ tan  n 1∕2ψsag, which a trans-
verse Gauss−Hermite mode of order n, m acquires per
round-trip (in the tangential and sagittal plane, respec-
tively). Here, the Gouy parameters ψ are derived using
the ABCD-matrix of the resonator according to ψ 
sgnB arccosA D∕2 [13,14]. In spite of the advan-
tage of being continuously adjustable over a large range,
in most experiments, the Gouy phase is of limited vari-
ability as it is directly linked to the cavity mode size.
Second, inserting a transparent material with a refrac-
tive index nω in the resonator, adds ωτnω − 1 to the
phase curve. In principle, this can even be done without
adding higher-order dispersion, e.g., if a material with an
index of refraction according to nω  c1  c2∕ω with
two constants c1, c2 is employed. In practice, this is
difficult to achieve and is likely to be in conflict with
other experimental requirements, such as high vacuum,
high damage threshold, polarization insensitivity, or low
losses and, thus, limits its usability.
Third, as shown here, the phase upon reflection off the
cavity mirrors can be tailored without altering higher or-
der dispersion terms. In this study, we employ coating
designs based on quarter-wave stacks, which are widely
used as highly reflecting mirrors in ECs. They provide
low dispersion at a manageable design complexity and
exhibit high damage thresholds. To maximize the band-
width of the coatings, Nb2O5 and SiO2 are chosen as coat-
ing materials due to their large contrast in the refractive
indices [15]. The topmost layers of the coating deviate
from quarter-wave thicknesses and serve as phase cor-
rectors. Besides increasing the spectral width of GDD <
0.5 fs2 to 96 nm, this opens the possibility to vary the
phase slip imprinted on the pulse upon reflection. For
the experiment, we implemented two different designs
named A and B, differing in Δϕcep. A systematic study
of the design optimization for a target value for Δϕcep ex-
ceeds the scope of this Letter.
The experimental setup is sketched in Fig. 1(b). The
pulses are generated by the laser system described in
[16], delivering 180-fs pulses at a repetition rate of
77 MHz, centered at a wavelength of 1045 nm.
Subsequent spectral broadening in a photonic-crystal
fiber and compression using chirped mirrors yields
close-to-Fourier-limited pulses of 28 fs at a maximum out-
put power of 20 W. The comb offset frequency of the os-
cillator is freely running with a typical linewidth of
∼50 kHz, monitored using an f–2f interferometer. Slow
drifts in the offset frequency appearing on the time scale
of several minutes are manually compensated by a pair of
intra-oscillator wedges. The EC is implemented in a bow-
tie configuration equipped with an input coupler with 1%
transmission dominating the cavity losses. Due to geo-
metric constraints of the vacuum chamber, a minimum
of six cavity mirrors is required in the experiment,
although less cavity mirrors would increase the sup-
ported bandwidth. If not stated otherwise, the cavity is
operated close to the inner edge of the stability range,
ensuring nearly identical spot sizes on all mirrors.
We determined the OOF of a cavity configuration by
recording the steady-state power enhancement while
locking the repetition rate of the input laser to the cavity
for different comb offset frequencies. Figure 2(a) demon-
strates the tunability of the OOF of a broadband EC by
controlling the phase of the highly reflecting cavity mir-
rors. To this end, we measured the OOF of the EC while
Fig. 1. (a) Upper panel: input power spectrum. Center panel:
sketch of the single-round-trip phase ϕω and of the resulting
pulse-to-pulse phase slip Δϕcep. Dashed and dotted lines indi-
cate input comb with too high or too low offset frequency.
Lower panel: corresponding spectral power enhancement
(PE) in the three cases. (b) Experimental setup.
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stepwise replacing cavity mirrors of type A by mirrors of
type B. A constant shift of the OOF is observed, in par-
ticular reaching zero, when only one mirror of type Bwas
employed. For all mirror combinations, a power en-
hancement of more than 200 was reached with optimal
comb parameters. Here, the FWHM of the intensity auto-
correlation of the intracavity pulse was measured to be
43 fs, corresponding to a pulse duration of 30 fs assuming
a deconvolution factor of 1.41 [see Fig. 2(b)]. Repeating
the measurement of the OOF with pulses of a reduced
spectral width of ∼8 nm confirms that the sensitivity
of the cavity to the comb offset frequency strongly de-
pends on the bandwidth of the pulses. The necessary pre-
cision in controlling the round-trip phase and the seeding
laser phase noise scales with the bandwidth and with the
finesse.
To quantify the CEP slip imprinted upon reflection off
a single mirror, we inserted two supplementary mirrors
and measured the change in OOF for three combinations
of the additional mirrors. The retrieved phase slip of a
mirror of type Awas 1.34 rad, and 2.25 rad in case of type
B. Both differ by less than 80 mrad from their design val-
ues. To proove the reproducibility of our approach, i.e.,
that all mirrors from one coating run (A or B) are iden-
tical, we plot the measured phase differences and the ex-
pected ones in Fig. 2(c). The excellent linear fit to the
data, which is also in good agreement with the calculated
values, clearly validates the reproducibility.
In Fig. 3(a), the phase slip introduced by Gaussian
beam propagation through free space is shown. By
stepwise increasing the separation between the curved
mirrors, we varied the position of the EC in the stability
range and, thus, the Gouy parameter. For each cavity
geometry we recorded the OOF. The experimental re-
sults excellently agree with theory. If the cavity mode
size is not a critical parameter, the Gouy phase consti-
tutes an option to fine-tune the OOF.
In Fig. 3(b), the dependence of the phase slip on the
gas dispersion is plotted. By gradually introducing argon
gas in the vacuum chamber one can widely tune the OOF.
However, the higher order dispersion terms also lead to
spectral narrowing of the intracavity spectrum. In the
case of broadband, 30-fs pulses and for our finesse, about
0.1 fs2 of additional GDD is tolerable without sacrificing
the intracavity pulse duration. Given the dispersion of ar-
gon, this transfers to about 3 mbar of tolerable gas pres-
sure and thus a maximal shift in Δϕcep of about 0.06π.
Similarily, the insertion of, e.g., a pair of thin sapphire
wedges (<4 μm), is tolerable and would allow for a phase
tunability of 0.15π. A robust implementation of such a
thin wedge was demonstrated by optically contacting
it to a mirror [17].
Using the full input power of the laser, the intracavity
power surpassed 3 kW with 30-fs intracavity pulses.
Shorter input pulses resulting from stronger nonlinear
broadening in the fiber led to slightly shorter intracavity
pulses, however at significantly reduced power enhance-
ment. Employing an input coupler with a transmission of
3%, we obtained sub-25-fs pulses at average powers ex-
ceeding 1 kW, limited by the power of the seed source.
The damage threshold of the mirror coating was deter-
mined to be on the order of 1 × 1011 W cm−2 using a spot
size of 200 μm at pulse durations of 30 fs. The RMS sta-
bility of the intracavity power was typically better than
0.25% in the range from 2.5 Hz to 5 MHz, limited by
the free-running offset frequency of the laser.
In conclusion, we have designed, produced, and char-
acterized low-loss, broadband mirrors that shift the CEP
of a pulse upon reflection in a controlled way. To the best
of our knowledge, this is the first demonstration of the
control over this degree of freedom of the mirror phase.
Using these phase-controlled mirrors, we operated a
high-finesse, non-polarization-discriminating EC that
supports pulses of 30 fs at a power enhancement of
200, with vanishing pulse-to-pulse phase slip. Through
Fig. 2. (a) Power enhancement corrected for the spatial overlap (U) vs. offset frequency of the seeding comb for a cavity employing
0, 1, or 2 mirrors of type B (indicated by the numbers). Solid symbols: broadband input pulses. Open symbols: input pulses of
reduced bandwidth, illustrating the dependence of the OOF on the spectrum. Solid lines: corresponding model results.
(b) Intensity autocorrelation trace of the pulses in case of optimal comb parameters. Inset: corresponding normalized power spectral
density (PSD) with 100-nm intracavity bandwidth at −10 dB. (c) Retrieved CEP-shift upon reflection off five cavity mirrors and
calculated values from the coating design.
Fig. 3. Dependence of the optimal pulse-to-pulse phase slip
Δϕcep on (a) the resonator geometry by varying the separation
between the curved mirrors (radius of curvature: −600mm) and
(b) on the argon pressure in the chamber. In (b), input pulses of
∼8 nm bandwidth were used to avoid spectral narrowing. A
global offset was added to the data.
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careful design, neither the bandwidth nor the damage
threshold of the mirrors is compromised by the addi-
tional “control knob.” We showed that nonlinearly
broadened and compressed Yb-based master-oscillator-
power-amplifier systems are a viable route for reaching
multi-kW level pulses of sub-30-fs duration.
With state-of-the art high-power laser systems and
thermally robust cavity geometries with even larger
mode radii [18], scaling the intracavity power by at least
one order of magnitude at similar pulse durations seems
straightforward. A further increase of the cavity band-
width should be feasible by using mirrors with comple-
mentary phase characteristics. When equipped with an
XUV output coupler as shown in [4], our setup enables
the generation of XUV attosecond pulse trains at multi-
MHz repetition rates. In addition, for the first time, these
pulse parameters and the polarization insensitivity fulfill
the prerequisites for the generation of isolated attosec-
ond pulses in ECs via gating mechanisms restricting
the XUV emission process to a single event per driving
pulse [19,20].
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We address the challenge of increasing the bandwidth
of high-finesse femtosecond enhancement cavities and dem-
onstrate a broad spectrum spanning 1800 cm−1 (195 nm) at
−10 dB around a central wavelength of 1050 nm in an EC
with an average finesse exceeding 300. This will benefit a
host of spectroscopic applications, including transient ab-
sorption spectroscopy, direct frequency comb spectroscopy,
and Raman spectroscopy. The pulse circulating in the EC is
composed of only 5.4 optical cycles, at a kilowatt-level
average power. Together with a suitable gating technique,
this paves the way to the efficient generation of multi-
megahertz-repetition-rate isolated extreme ultraviolet atto-
second pulses via intracavity high-order harmonic
generation. © 2017 Optical Society of America
OCIS codes: (140.4780) Optical resonators; (320.0320) Ultrafast
optics; (310.1620) Interference coatings; (140.7240) UV, EUV, and
X-ray lasers; (300.6340) Spectroscopy, infrared.
https://doi.org/10.1364/OL.42.000271
Owing to their unique properties, passive optical resonators,
or enhancement cavities (ECs), have leveraged a number of
breakthrough achievements in spectroscopy. First, the path
length enhancement for the interaction with a weakly absorb-
ing sample provided by ECs has enabled sensing techniques
with unparalleled sensitivity [1,2]. Second, in state-of-the-art
ECs, broadband optical frequency combs or, equivalently,
the ultrashort pulses produced by frequency-stabilized mode-
locked lasers, can be enhanced in power by a few orders of
magnitude. In addition to boosting the sensitivity of broadband
(transient) absorption spectroscopy [3–7], this affords inten-
sities high enough to drive nonlinear processes such as high-
harmonic generation (HHG) at multi-megahertz repetition
rates [8–14]. Recently, this has enabled the extension of direct
frequency comb spectroscopy to the vacuum ultraviolet [10,11]
and the demonstration of the feasibility of extreme ultraviolet
frequency combs with photon energies exceeding 100 eV
[12,14]. Finally, by detuning the input frequency comb with
respect to the longitudinal modes of a high-finesse EC, indi-
vidual comb lines can be resolved via spectral filtering, leading
to the highest frequency resolution achievable in broadband
spectroscopy so far [15–17].
The sensitivity enhancement underlying the success of ECs
in spectroscopy applies not only to absorption, but also to the
spectral phase [18]. In combination with the spectral phase the
curvature inherent to standard dielectric multilayer mirrors, this
sensitivity limits the optical bandwidth of ECs. The broadest
bandwidths of ECs reported hitherto in literature amount to
60 nm at a central wavelength of 800 nm [8], and to 100 nm
at a central wavelength of 1050 nm [19], both demonstrated in
ECs with a finesse of about 300. Significantly extending the spec-
tral coverage and shortening the pulse duration in femtosecond
ECs would tremendously benefit existing applications and enable
novel ones. For instance, cavity-enhanced Raman spectroscopy,
which so far has only been demonstrated in narrowband ECs
[20,21] could provide high-sensitivity trace gas detection, cover-
ing a significant part of the molecular fingerprint region in a single
measurement. Another example is cavity-enhanced HHG. Here,
the attainable photon energy and flux have been shown to scale
with the decreasing duration of the driving pulse [12,14,19,22].
Together with a suitable gating technique, intracavity pulses
approaching the few-cycle regime could enable the efficient
generation of bright isolated attosecond pulses at megahertz rep-
etition rates [23,24]. This would dramatically reduce the acquis-
ition time in pump-probe experiments involving the detection of
charged particles [25].
In this Letter, we report on an EC with an average finesse
exceeding 300, which supports a 10 dB bandwidth of 195 nm
(1800 cm−1) centered at 1050 nm. We measure intracavity
pulse duration of 19 fs (5.4 cycles) and an average power of
1.04 kW, limited by the seeding laser system. To accomplish
this bandwidth increase by a factor of 2 over state-of-the-art
femtosecond ECs, we address challenges related to the mirror
design, production, and characterization, as well as to the cavity
setup and intracavity pulse characterization.
The design and the production of multilayer cavity
mirrors that significantly surpass the bandwidth of standard
Letter Vol. 42, No. 2 / January 15 2017 / Optics Letters 271
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quarter-wave stacks are challenging. Designs of such coatings
typically exhibit a very low tolerance with respect to thickness
variations in production. This results in deviations of the phase
characteristics of the produced coatings from the design and
variations among individual coating deposition runs of the
same design. Efficient enhancement is only possible if the
spectral phase accumulated during one round-trip in the cavity
deviates by less than approximately π∕F from a linear phase
(F  Finesse). Thus, for a four-mirror cavity with F  300,
the maximum acceptable phase deviation per mirror is about
2.5 mrad, which is far less than typical errors for broadband
coatings. However, an EC with a suitable round-trip phase
can be built by combining mirrors from several coating runs.
This approach renders a reliable pre-characterization of the mir-
ror phase with a precision of a few milliradians indispensable.
To this end, we measure the accumulated spectral phase from
multiple reflections on two 1”-diameter sample mirrors using
spatial-spectral interferometry (SSI) [26].
Figure 1 shows the overall experimental setup. The
Yb-based chirped-pulse fiber amplification system, previously
described in [27], delivers 180 fs pulses at 77 MHz. The spec-
trum is broadened in a photonic-crystal fiber (NKT, LMA-25)
and compressed to 17 fs in a double-angle chirped-mirror
setup, with an output average power of 16 W. For the mirror-
characterization setup [Fig. 1(a)], a small fraction of this power
is coupled to a single-mode fiber for spatial filtering. The trans-
mitted light is then collimated and split into a sample and a
reference arm in a setup composed of three partially reflective
mirrors produced in the same coating deposition run, placed
under a small angle of incidence (AOI). This beam splitting
setup ensures that the beams in both arms accumulate the same
phase from substrates and from the coatings of the transport
mirrors. The sample beam is subjected to a total of 24 reflec-
tions on two 1” sample mirrors [Fig. 1(c)]. The AOI on the
sample mirrors is 1.5°. Thus, the polarization dependence is
negligible. The reference and the sample beams intersect at the
entrance slit of an imaging spectrometer, producing interfero-
grams from which the accumulated spectral phase difference
can be retrieved [26]. Figure 2(a) shows the spectral phase
of a reference measurement of two unprotected gold mirrors.
The maximum deviation from the expected flat phase is less
than 1.5 mrad.
Novel cavity mirrors with a reflectivity R > 99.995% (highly
reflective, HR) and R  99 0.3% (partially reflective, PR) in
the wavelength range between 950 and 1150 nm were designed
and produced (Layertec GmbH). The design goal was group
delay dispersion (GDD) in reflection of 0 fs2 with deviations
within 1 fs2 over this bandwidth. Nb2O5 and SiO2 were
chosen as coating materials. The theoretical round-trip spectral
Fig. 1. (a) Setup for multipass SSI measurements. (b) Setup for enhancement cavity (EC) experiments. The cavity includes two partially reflective
mirrors (IC, OC). (c) Front view of the multipass setup illustrating the beam path. Two unprotected gold-coated folding mirrors are used to achieve
24 reflections (blue and red dots) on two sample mirrors (M1, M2). (d) Output spectrum of the laser and the finesse of the EC. (e) Intracavity power
for the different values of the laser f CEO.
Fig. 2. (a) Spectral phase retrieved from multipass SSI measure-
ments of three different multilayer mirror coatings (PR, partially re-
flective; HR, highly reflective) and a bare gold coating. (b) Sum of the
measured spectral phases (green; blue: with an additional positive
GDD of 1.2 fs2 ) and of the corresponding coating designs (black)
of a mirror combination suitable for a four-mirror impedance-matched
EC. (c) Sum of the measured spectral phases (red, purple) and of the
corresponding coating designs (black), of the mirror combinations
suitable for an input-coupler limited four-mirror EC.
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phase of a four-mirror cavity with these mirror designs is shown
in Figs. 2(b) and 2(c), for an impedance-matched configuration
and an input-coupler limited configuration, respectively. The
production process was optimized to achieve an absolute thick-
ness deviation of below 0.5 nm per layer and a maximum spatial
inhomogeneity of 0.1% over a diameter of 10 mm on each sub-
strate. Two coating runs (HR1, HR2) were performed with the
HR design. For the PR mirror coating, the positioning of the
substrates in the machine was chosen to achieve a graded distri-
bution of spectral shifts of the GDD curve.
Figure 2(a) shows phase measurements of the three produced
coatings. The measured spectral phases deviate significantly from
the designs. The spectral phases of the PR and the HR2 coatings
have similar curvatures with opposite signs. In Fig. 2(b), the sum
of the measured spectral phases for two of each of these coatings
is shown. The resulting curve represents the single-round-trip
phase in a four-mirror impedance-matched cavity. It lies mostly
within the π∕F -corridor calculated from the measured transmis-
sion of the PR coatings. The remaining negative curvature of the
phase corresponds to a GDD of about −1.2 fs2. Figure 2(c)
illustrates that an input-coupler limited EC with only one PR
is not viable with these mirror coatings: the combination of a
higher finesse and a worse shape of the spectral phase does
not allow for a broadband enhancement.
Figure 1(b) depicts the setup used for the cavity-based ex-
periments. The impedance-matched cavity is composed of two
HR2-coated mirrors with a radius of curvature of 600 mm and
two flat PR mirrors used as input- and output-coupling mirrors
(IC, OC, respectively). The finesse of the impedance-matched
cavity, as calculated from transmission measurements of the PR
coating, and the laser spectrum are shown in Fig. 1(d). The
reflections off two thin fused silica (FS) wedges are used for
the detection of the carrier-envelope offset frequency f CEO,
for pulse characterization and for the reference arm of cavity-
SSI measurements. In the SSI reference arm, two uncoated FS
substrates compensate for the dispersion of the IC and OC sub-
strates in the sample arm. The repetition frequency of the laser
is locked to the EC using the Pound–Drever–Hall scheme. For
the generation of the error signal, a narrow part of the laser
spectrum at a wavelength of about 1000 nm is chosen. A
D-shaped silver mirror is used to clip a small part of the intra-
cavity light (<0.1%) to circumvent the spectral filtering and
phase of the cavity mirrors in transmission for pulse characteri-
zation. The clipped beam is spatially filtered using a pinhole.
Since the cavity mode size is not wavelength independent,
the measured spectra have to be corrected for the clipping ef-
ficiency. The beam transmitted through the OC is used for the
SSI sample arm and to measure a portion P leak as a diagnostic
for the intracavity power. The intracavity power is calculated
accounting for the spectrally varying transmission of the PR
coating T PRλ and the intracavity spectrum Iλ:






In a first experiment, the optimal offset frequency [19] of the
cavity in vacuum is determined. Figure 1(e) shows Pcirc for a
scan of the laser f CEO. It peaks at 38.5 MHz, corresponding to
f rep∕2. The intracavity spectrum for this f CEO is plotted in
Fig. 3(a). The 10 dB spectral bandwidth is 168 nm. The intra-
cavity average power was 950 W, and the average power
enhancement factor was 68. The spectral phase of the intra-
cavity pulses with respect to the incoming light [Fig. 3(c)] is
measured via SSI. The negative curvature of the cavity round-
trip phase can be compensated for by adding some dispersive
material to the cavity. In our setup, this can be conveniently
achieved by flooding the vacuum chamber with a small amount
of ambient air. At an air pressure of about 24 mbar in the cham-
ber, we obtain the broadest spectral bandwidth in the EC. To
exploit this increased bandwidth, we slightly broaden the input
spectrum. Figure 3(b) shows the resulting intracavity spectrum
exhibiting a 10 dB bandwidth of 195 nm. Here, the average
power was 1040 W with an average power enhancement of 75.
Figure 3 also shows the spectral enhancement and phase cal-
culated with the phase data from the multipass measurements
(Fig. 2), without additional dispersion [Figs. 3(a) and 3(c)], and
with an additional GDD of 1.2 fs2 [Figs. 3(b) and 3(d)]. From
these and the experimental input laser spectra, intracavity spec-
tra are calculated. The good agreement of both simulated cavity
spectra and phase curves with the experiment confirms the
accuracy and utility of the multipass SSI measurements.
The laser pulse compression is optimized to achieve minimal
pulse duration in the cavity. We characterize the intracavity pulse
using two independent methods. First, we retrieve the pulse from
second-harmonic-generation frequency-resolved optical gating
(FROG) measurements of the clipped intracavity beam. The re-
sulting spectral phase has to be corrected for the spectral phase of
the vacuum chamber window. Additionally, we retrieve the intra-
cavity pulses’ spectral phase from FROG measurements of the in-
put pulse, together with SSI measurements of the relative cavity
phase. Here, two fused silica substrates in front of the FROG de-
vice account for the dispersion of the vacuum chamber window
and the input coupler (Fig. 1). To calculate the pulse duration, the
intracavity spectrum is measured independently. The results of the
retrieval in the frequency and in the time domain are shown in
Figs. 4(b) and 4(c). The full-width at half-maximum intensity
pulse durations determined from the first and second methods
are 18.8 and 19 fs, respectively, for the EC in vacuum
Fig. 3. Measured and calculated intracavity spectra, and calculated
spectral enhancement in vacuum (a) and with 24 mbar of air pressure
(b). The spectral enhancement is shown for an “ideal” dispersion-free
cavity and for the mirror phase shown in Fig. 2. (c,) (d) Measured
and calculated cavity phase.
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(Fourier limit: 17.5 fs). The peak power of the intracavity pulse is
about 0.5 GW.
In conclusion, we have demonstrated methods enabling
high-finesse ECs that substantially surpass the state-of-the-
art in bandwidth and support pulses approaching the few-cycle
range. While a robust coating design and an accurate deposition
is of utmost importance, the current error margins in produc-
tion can only be overcome by combining mirrors from several
coating runs. To allow for a quick identification of suitable mir-
ror combinations, we have demonstrated a simple multipass
setup capable of measuring the spectral phase of mirrors with,
to the best of our knowledge, an unprecedented precision of
1.5 mrad. Further, we have presented methods for the reliable
characterization of pulses in such cavities and measured pulses
of sub-20 fs duration. We increased the bandwidth of this EC
to about 1800 cm−1 by fine-tuning the cavity dispersion with
the air pressure in the vacuum chamber. For applications that
do not allow the presence of a gas, the same effect can be
reached by a thin plate placed under Brewster’s angle in the
EC, e.g., a 56 μm fused silica or a 7 μmSi3N4 plate.
The intracavity bandwidth reported here will immediately
benefit a host of broadband spectroscopy schemes. For in-
stance, femtosecond stimulated Raman spectroscopy [28] with
this cavity would cover half the molecular fingerprint region
without the need for tuning. Furthermore, the demonstrated
pulse duration, together with a suitable gating technique
[24], promises to enable the efficient generation of isolated
attosecond pulses via HHG for time-resolved experiments in
attosecond physics at multi-megahertz repetition rates.
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Temporal dissipative solitons (TDS) in nonlinear optical resonators are self-compressed, self-stabilizing and 
indefinitely circulating wave packets. Owing to these properties, TDS have been harnessed for the 
generation of ultrashort pulses and frequency combs in active and passive laser architectures, including 
mode-locked lasers1–4, passive fibre resonators5 and microresonators6–11. Here, we demonstrate TDS 
formation in a free-space enhancement cavity with a Kerr nonlinearity and a spectrally tailored finesse. By 
locking a 100-MHz-repetition-rate train of 350-fs, 1035-nm pulses to this cavity-soliton (CS) state, we 
generate a 37-fs sech²-shaped pulse with a peak-power enhancement of 3200, which exhibits low-frequency 
intensity-noise suppression. The power scalability unique to free-space cavities, the unprecedented 
combination of peak-power enhancement and temporal compression, and the CS-specific noise filtering 
attest a vast potential of this novel platform of optical solitons for applications including spatiotemporal 
filtering and compression of ultrashort pulses, and cavity-enhanced nonlinear frequency conversion.  
Optical solitons are localised electromagnetic wave packets propagating through a dispersive, nonlinear 
medium while maintaining a constant structure. In nonlinear optical resonators they manifest as temporal 
dissipative solitons4 (TDS), i.e., asymptotically stable steady states associated with one or more pulses capable 
of circulating, in principle, ad infinitum. The duration and peak intensity of these pulses are determined by the 
balance between dispersion and self-phase-modulation on the one hand, and between loss and gain 
mechanisms on the other. Besides being highly interesting objects from a fundamental nonlinear-optics 
perspective, their properties, applied in particular for the passive mode-locking of active laser resonators1–4, 
have made them a cornerstone of ultrafast-optics and frequency-comb technology. More recently, the 
generation of temporal cavity solitons (CS) in externally-excited, passive optical resonators has rapidly 
developed into an active field of research. First demonstrated in 2010 in continuous-wave (CW) laser-driven 
passive fibre resonators5, CS formation has since been observed in various types of high-finesse 
microresonators6–11, playing a crucial part in the development of a new family of frequency-comb sources12, 
and facilitating fundamental research on soliton dynamics13,14. Compared to these CS platforms, free-space 
femtosecond enhancement cavities15–21 (EC) offer unparalleled flexibility regarding dispersion control, access 
to the beam and geometric power scalability, in particular permitting peak powers significantly exceeding the 
catastrophic self-focussing limit in optical materials.  
In this Letter, we report the generation of cavity solitons in a macroscopic enhancement cavity. In particular, 
we observe intracavity temporal self-compression and intensity self-stabilisation of femtosecond pulses. 
Furthermore, we introduce spectrally-tailored input coupling, which allows for the CS power enhancement to 
surpass the limits set by the temporal and spectral overlap between intracavity solitons and driving pulses 
applying to previous CS experiments11. This improvement enables a peak-power enhancement exceeding that 




pulse durations. The intracavity pulse represents – to the best of our knowledge – the shortest and by far most 
energetic CS reported to date. 
The 100-MHz bowtie ring EC consists of four mirrors with dielectric coatings, and an uncoated sapphire plate 
of 1-mm thickness, placed at Brewster’s angle in the focussed cavity arm (Fig.1.a). An anomalous roundtrip 
dispersion of about −15 fs² was achieved over a spectral width of 60 nm by combining custom-produced 
mirrors. The cavity was operated in vacuum. For a high coupling efficiency of the 350-fs (FWHM) driving pulses 
from our mode-locked laser (MLL) to a CS with a significantly broader spectrum, the reflectivity of the input 
coupling mirror (IC) was spectrally tailored to match the width of the transmitted CS spectrum to that of the 
MLL (Fig.1.b). This led to a cavity finesse exceeding 10,000 for the outer parts of the CS spectrum, opposed to 
840 in the range of the driving laser spectrum. Sweeping the laser frequency at sufficient driving power over 
the cavity resonances, the bistable step in the cavity transmission signal characteristic for soliton generation6 
was observed (Fig.1.c,d). The soliton step was reliably produced during every sweep. To stably maintain 
specific nonlinear cavity states23,24, the detuning ∆𝑓cav of the MLL frequency comb from the cavity resonances 
was actively stabilised with the aid of an auxiliary low-power continuous-wave (CW) laser, locked to a 
resonance of the linear EC (Fig.2.a, Methods). Because of the negligible temporal overlap between CW laser 
and MLL pulses, this lock is insensitive to the MLL-induced nonlinear cavity phase distortions. The carrier-
envelope offset frequency (𝑓0) of the MLL is independently stabilised to an adjustable radio-frequency 
reference. 
Similar to recent observations in microresonators driven by pulsed lasers11, we found that the soliton step 
occurs only for a limited range of 𝑓0 (Fig.2.d), corresponding to about 4% of the free spectral range of the EC. It 
is most pronounced at the upper edge of this range. Figures 3 shows the evolution of the intracavity spectrum 
during a sweep of the detuning ∆𝑓cav at 𝑓0 = 26 MHz. At a specific detuning, the intracavity spectrum changes 
from a broad but modulated shape to the smooth, nearly sech²-shaped spectrum characteristic for solitons. 
Similar to the observation reported in Ref.24, we found that the width of the optical CS spectrum increases 
with increasing detuning.  
Fig.1. Concept for efficient cavity soliton generation. (a)  A train of laser pulses is coupled to a free-space EC comprising 
an input coupling mirror with a spectrally tailored reflectivity R(λ) (notch IC), a dispersive mirror (DM) and two curved, 
highly-reflective mirrors (HR). The EC incorporates a movable sapphire plate arranged under Brewster’s angle (Brewster 
plate, BP). (b, upper panel) Cavity soliton spectrum (red), driving laser spectrum (black), and spectral reflectivity of the 
notch IC (blue). The sharp peak at 1064 nm is the spectrum of an auxiliary continuous-wave laser necessary for the locking 
scheme (see Methods). (b, lower panel) Difference of the reflected spectral intensities for the laser being far from 
resonance and being locked to the CS state, illustrating the high spectral overlap facilitated by the IC transmission. A 
similar scheme has previously been proposed in the context of intracavity plasma generation22. (c) For CS generation, the 
lines of the input laser frequency comb (black) are adiabatically swept over the cavity resonances. (d) Normalised cavity 
transmission for frequency sweeps for low (blue) and high input power (sweeps from high to low frequency (red) and 
back (orange)) exhibiting bistability and the characteristic soliton step.  
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We characterised the temporal profile and possible chirp of the intracavity pulse using frequency-resolved-
optical gating (FROG) measurements for a CS state close to maximum detuning at ∆𝑓cav=-0.98MHz. The 
retrieval yields an intracavity pulse duration of 37 fs (Fourier limit: 36.8 fs), with 98% of the pulse energy 
carried by the main pulse (Fig.4, Methods). The pulse shape furthermore reveals the existence of a temporal 
offset between the maxima of the driving pulse and the soliton, as recently predicted from simulations25, of 
Fig.2. Setup, locking scheme and 𝒇𝟎-dependence of the soliton regime. (a) Schematic view of the locking setup and the 
cavity diagnostics. The frequency 𝑓cw of an auxilliary continuous-wave (CW) laser is locked to an enhancement cavity 
(EC) resonance using the Pound-Drever-Hall scheme (PDH). (EOM: Electro-optic modulator, 𝑓mod: modulation frequency, 
BS: beamsplitter). A beatnote between the carrier-envelope-offset frequency (𝑓0)- stabilised mode-locked laser system 
(MLL) and a copy of the CW laser shifted by the frequency 𝑓shift is generated and locked to an adjustable frequency 
(𝑓lock). (AOFS: acousto-optic frequency shifter). The power reflected off the EC is measured with a powermeter (PM). 
For analysis of the intracavity light, both the transmission through a mirror and the reflection off the Brewster plate can 
be used. (PD: photodiode, OSA: optical spectrum analyser, FROG: frequency-resolved optical gating). (b) Frequency-
domain picture of the CW-laser lock to the linear cavity resonances. The weaker lines around  𝑓cw  indicate the PDH 
sidebands. (c) Frequency-domain picture of the MLL lock resulting in an adjustable detuning ∆𝑓cav between linear cavity 
resonances and MLL frequency comb lines at the wavelength of 1064 nm. (d) Cavity transmission for slow blue-to-red 
sweeps of ∆𝑓cav for different values of 𝑓0 showing the strong 𝑓0-dependence of the CS step. 
Fig.3. Soliton evolution. Contour plot of the intracavity spectra for a 
sweep of the detuning ∆𝑓cav (upper panel), and line cuts at three 
values of ∆𝑓cav  (lower panel). The cavity-enhanced CW laser is 
visible as a narrow peak at 1064 nm. The peak at 910 nm 
corresponds to the zero-crossing of the cavity roundtrip phase and 





about 120 fs. In this CS state, an average-power enhancement of 366 corresponding to a peak-power 
enhancement of 3220 was measured at an MLL input power of 1.3 W (see Methods). The power enhancement 
of the MLL in the same EC measured at an input power of 20.3 mW, low enough to maintain a linear response, 
was 444. Notably, the soliton peak power of 125 MW exceeds the critical power for self-focusing in sapphire 
by a factor of 40. The distance of the BP to the focal plane 𝑧BP was 67 mm, corresponding to an effective mode 
area of 0.62 mm². Similar CS states were achieved at down to two orders of magnitudes lower input and 
intracavity power levels, limited by the focal width, by decreasing 𝑧BP. Further scaling to higher intracavity 
power at larger 𝑧BP was limited by thermal drifts, likely caused by absorption in the IC and/or the BP, 
preventing stable operation. 
To verify the stability of the CS states, we measured the beatnote between the linearly cavity-enhanced CW 
light, and the light circulating in the MLL-driven nonlinear cavity. The frequency of this beat yields the absolute 
phase shifts ∆𝜑NL associated with the nonlinear intracavity states at the wavelength of 1064 nm. For a sweep 
of the detuning (Fig.5a), the RF spectrum of this signal changes from a broad and noisy structure with multiple 
pronounced beatnotes to a single, narrow peak, attesting a stable, fixed nonlinear phase in the soliton regime. 
Furthermore, we measured the relative intensity noise (RIN) of the CS state at the maximum detuning, and 
compared it to the RIN of the linear EC (for a low MLL power of 222 mW) and to that of the driving MLL 
(Fig.5b).  
Fig.4. Soliton characterisation a) Spatial cavity mode profile of the 
CS state on the curved mirror. Line cuts (red) in x and y directions 
are shown together with Gaussian fits (blue). (b) Measured and 
retrieved frequency-resolved optical gating (FROG) traces of the CS 
pulse. The FROG error of the retrieval was 0.019. (c,d) The temporal 
intensities of the intracavity pulse (red) and driving pulses (yellow) 
calculated from FROG retrieval and power measurements shown on 
linear and logarithmic scales. The temporal offset was determined 
by fitting the driving pulse to the CS pedestal (d). The CS main pulse 
agrees well with a sech²-fit (blue). 
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The results show that the low-pass characteristics of the linear cavity, setting in at 500 kHz, are conserved by 
the CS state. More strikingly, the CS state acts as a high-pass filter, suppressing the RIN for frequencies below 1 
kHz by up to two orders of magnitude with respect to the driving laser, while the linear cavity closely follows 
the laser RIN in this range. This feature stems from the self-stabilising nature of dissipative solitons in general, 
together with a mechanism unique to CSs: the pulse energy and duration of a soliton are constrained by the 
balance between dispersion and the nonlinear phase shift, which is fixed to the driving laser detuning. 
Therefore, the energy of the CS state is largely independent of the input power, pulse duration, or spatial 
overlap. Between 30 and 500 kHz, the CS RIN is significantly higher than that of both the laser and the linear 
cavity state. This is most likely due to CS self-stabilisation dynamics excited by the phase noise of the locking 
loop at about 40 kHz.  While the total root-mean-square RIN of 0.98% of the CS is comparable to the value of 
1.05% measured for the linear cavity, the CS RIN is confined to a well-defined frequency range. 
In conclusion, we have demonstrated the stable generation of cavity solitons in a free-space enhancement 
cavity with Kerr nonlinearity and a spectrally-tailored input coupler transmission. We have observed 
intracavity pulse compression by nearly an order of magnitude, to a 37-fs, nearly Fourier-limited sech²-shaped 
pulse and a low-frequency RIN-suppression mechanism of cavity-soliton states. The peak-power enhancement 
surpasses by more than an order of magnitude the highest enhancement previously demonstrated in 
femtosecond enhancement cavities with comparable pulse durations22, where the enhancement is severely 
limited by the cavity-mirror dispersion15,26. Further improvements of pulse duration, pulse energy and coupling 
Fig.5. Nonlinear phase and RIN. (a) Contour plot of the radio 
frequency spectrum of the beating signal between the transmission 
of the linear cavity (CW laser) and nonlinear cavity (pulsed laser) 
states for a sweep of the detuning ∆𝑓cav (upper panel).  Line cuts at 
three values of ∆𝑓cav  are shown in the lower panel. Taking the free 
spectral range of the cavity into account, the frequency of the beat 
note can be converted to the roundtrip nonlinear phase shift ∆𝜑NL 
at the wavelength of 1064 nm. (b) Power spectrum of the root-
mean squared (RMS) relative-intensity noise (RIN) for the pulsed 
driving laser, for a (low-power) linear cavity state and the soliton 




efficiency can be expected from mirror optimisation and thermal management27. Spectrally-tailored input 
coupling could also benefit the coupling efficiency and bandwidth in microresonator geometries using 
multilayer mirrors11. 
Free-space enhancement cavities represent a uniquely flexible architecture for the study of cavity solitons, in 
which the effective nonlinearity, roundtrip dispersion and spectral finesse can be efficiently tailored. In this 
novel implementation, cavity solitons promise new opportunities for established applications of femtosecond 
enhancement cavities, such as high-repetition-rate high-order harmonic generation16 for (extreme-) ultraviolet 
frequency-comb19,20 and photoemission28–30 spectroscopies, or path-length enhancement for vibrational 
spectroscopy17,18,21, and are likely to enable new applications. In particular, the temporal, spectral and spatial 
filtering, and the low-frequency RIN suppression afforded by cavity solitons are highly attractive properties for 




The spectral power reflectivity of the IC coating was designed to exceed 99.9% in the band between 900 and 
1200 nm, except for a notch centred at 1040 nm, with a minimum reflectivity of 99% and a half-depth width of 
10 nm (Fig.1.a). The GDD of the mirror coatings was designed to approach 0 fs² for the IC and for two of the 
highly-reflective (HR) coatings, and -45 fs² for the fourth, dispersive HR mirror, over the same spectral range. 
Spectral phase measurements of the individual coatings were performed using multipass spatial-spectral 
interferometry26. Together with the calculated dispersion of the BP, we estimated a roundtrip GDD of about -
15 fs² in the central spectral region. A ring-down measurement of the EC at a wavelength of 1064 nm yielded a 
finesse of 12,040. The corresponding roundtrip loss of 522 ppm is dominated by the BP reflections and 
scattering at the mirror coatings. The cavity finesse at 1035 nm is 842, implying an ideal linear enhancement of 
491. A comparison to the experimental linear enhancement yields the spatial overlap of 0.9. The EC was set up 
as a symmetric bow-tie cavity with 600 mm radius of curvature of the concave mirrors and operated close to 
the inner edge of stability with a stability parameter of about -0.96. The 1/e² intensity diameters of the mode 
on the curved mirrors was 2.8 and 2.86 mm in tangential and sagittal axes, respectively (Fig.4.a).  
 
Driving laser, locking scheme and soliton generation 
The driving pulses with a duration of 350 fs (Fourier limit: 340 fs) and a central wavelength of 1035 nm were 
delivered at a repetition rate of 100 MHz by an Yb-fibre chirped-pulse amplifier. The Yb-system was seeded by 
an Er:fibre MLL (C-Comb, Menlo Systems) operating at a wavelength of 1.55 µm. The frequency shift to 1035 
nm is performed using the electronic Kerr nonlinearity in a highly nonlinear germanosilicate fiber assembly. 
This step conserves the coherence of the Er:fiber front end31, resulting in a high level of operational stability32.  
The average power impinging on the EC was adjustable between 10 mW and 10 W. The carrier-envelope-
offset frequency  𝑓0 of the MLL, measured with an integrated f-2f interferometer, was locked to the output of 
an RF waveform generator (Fig.2.a,b). For the cavity lock, a Nd:YAG nonplanar ring oscillator CW laser 
(Mephisto, Coherent) was transmitted through an acousto-optic frequency shifter (AOFS). The 0th-order 
transmission of the AOFS was phase-modulated in a resonant electro-optic modulator (EOM) and spatially 
combined with the MLL using an 80:20 beamsplitter, with 50 mW of the CW light impinging on the input 
coupler. In reflection from the EC, the CW beam at 1064 nm was spatially isolated with a grating and used to 
generate a Pound-Drever-Hall error signal, allowing the stabilisation of the CW-laser frequency to an EC 
resonance (Fig.2.a,c). The 1st-order diffraction of the CW laser in the AOFS, being frequency-shifted by 𝑓shift =
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110 ± 2 MHz, was combined with a part of the MLL light. A beatnote was generated by broadening the MLL 
spectrum in a nonlinear fibre, subsequently cleaning the polarisation, and filtering the wavelength to a narrow 
spectrum at 1064 nm, which was sent to a photodiode. The signal was mixed down with a frequency 𝑓lock =
10.58 MHz, and can be locked by actuating on the repetition rate of the MLL. The detuning of the MLL 
frequency-comb lines from the cavity resonances ∆𝑓cav at a wavelength of 1064 nm is given by ∆𝑓cav = 𝑓shift −
𝑓rep − 𝑓lock (Fig.2.a,c). Soliton states were generated by sweeping 𝑓shift either continuously using the analog 
frequency-modulation input of the waveform generator driving the AOFS, or in steps of <20 kHz using its 
digital control (Suppl. video).  
 
Diagnostics  
The spectral transmission of the broadband cavity mirrors is not uniform over the wavelength range of 
interest. To gain direct access to the intracavity light we therefore used the reflections off the BP, which was 
slightly detuned from Brewster’s angle for measurements of the intracavity spectrum, detuning curves, 
FROG trace and RIN data. Due to the position of the BP in the focused cavity arm, both reflections from the 
close to parallel BP surfaces were well separated spatially after collimation.  A wire grid polarizer was used to 
filter out residual s-polarized light that is reflected off the BP after entering the cavity. The intracavity temporal 
intensity was calculated from the FROG retrieval (Fig.4.b), accounting for the material dispersion of the 
vacuum window, lens and wire-grid polarizer (16 mm of fused silica). The high intensity contrast of the 
measurement was facilitated by the spatial homogeneity of the beam, characteristic for ECs.  Because of the 
high sensitivity of the BP reflectivity with respect to the angle between BP and the cavity beam axis, a 
calibration of the reflectivity with sufficient accuracy for precise intracavity power measurements would have 
been challenging. Instead, the intracavity power was calculated from a power measurement in transmission of 
a cavity mirror by accounting for its spectral transmission and for the intracavity spectrum26. To generate the 
beat signal shown in Fig.5, the transmission through a cavity mirror was spectrally filtered to a narrow range 
around 1064 nm using a grating. The resulting signal was sent to an amplified photodiode and measured using 
an electronic spectrum analyser. The RIN data was generated by acquiring oscilloscope traces of the signal of a 
fast photodiode with lengths of 1000 s and 200 ms, and stitching the resulting power spectra. For the RIN 
measurements of the linear cavity and CS, the driving laser power was 222 mW and 1.42W, respectively and 
the laser was locked at ∆𝑓cav=-0.642 MHz and ∆𝑓cav=-0.93 MHz, respectively. 
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1 Introduction
Picking individual pulses from the MHz-repetition-rate 
pulse trains produced by (amplified) laser oscillators is 
particularly important in the context of high-pulse-energy 
lasers. Here, pulse pickers are necessary to reduce the rep-
etition rate of the seed oscillator pulse train before ampli-
fication in average-power-limited laser systems. Other 
prominent applications are the direct extraction of pulses 
from laser resonators (cavity dumping) [1], and the cou-
pling of pulses into and out of the cavities of regenerative 
amplifiers [2–4]. Cavity dumping has also been demon-
strated in passive external resonators known as enhance-
ment cavities (ECs) [5, 6]. While this concept has not yet 
found widespread application, it has recently encountered 
renewed interest in the context of high-pulse-energy Yb-
based amplifiers [7, 8]. The relevant properties of pulse 
pickers are the switching time and switching rate, effi-
ciency, contrast, and optical bandwidth. Equally important 
for intracavity applications are properties which affect the 
transmitted pulses, i.e., losses, chromatic dispersion, and, 
for high-power applications, self-induced nonlinear and 
thermal effects.
Cavity dumping from oscillators and regenerative ampli-
fier cavities typically relies on Pockels cells. These devices 
use the electro-optic Pockels effect in nonlinear crystals to 
rapidly rotate the polarization of the intracavity pulse upon 
application of a high voltage. Depending on its polariza-
tion, the pulse can be subsequently coupled out by means 
of a polarizer. The length of the crystals necessary to reach 
a polarization rotation sufficient for efficient switching is 
typically tens of millimeters. Pockels cells include several 
antireflection-coated surfaces which create losses. Since 
the electro-optic effect scales linearly with the electric 
field, the half-wave voltage increases with the aperture 
Abstract State-of-the-art optical switches for coupling 
pulses into and/or out of resonators are based on either the 
electro-optic or the acousto-optic effect in transmissive ele-
ments. In high-power applications, the damage threshold 
and other nonlinear and thermal effects in these elements 
impede further improvements in pulse energy, duration, and 
average power. We propose a new optomechanical switch-
ing concept which is based solely on reflective elements 
and is suitable for switching times down to the ten-nano-
second range. To this end, an isolated section of a beam 
path is moved in a system comprising mirrors rotating at a 
high angular velocity and stationary imaging mirrors, with-
out affecting the propagation of the beam thereafter. We 
discuss three variants of the concept and exemplify practi-
cal parameters for its application in regenerative amplifiers 
and stack-and-dump enhancement cavities. We find that 
optomechanical pulse picking has the potential to achieve 
switching rates of up to a few tens of kilohertz while sup-
porting pulse energies of up to several joules.
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width. This, together with the availability of large crystals 
of sufficient quality, makes increasing the aperture of the 
cell technologically challenging [3]. The damage threshold 
of crystals and antireflective coatings, as well as nonlinear 
and thermal effects, are the limiting factors for the extract-
able peak and average power from regenerative amplifiers 
[3, 9]. State-of-the-art systems achieve pulse energies of 30 
mJ at 10 kHz repetition rate and 200 mJ at 1 kHz [10]. For 
amplification, the pulses are typically stretched to durations 
in the nanosecond range [4, 11].
In contrast to the cavities of laser oscillators and of 
regenerative amplifiers, which include gain media, the 
increase in pulse energy in ECs depends on the correct tem-
poral and spatial overlap of circulating and seeding pulses, 
and the growth per round-trip is typically small. Thus, 
losses, dispersion, and other distortions of the intracavity 
pulse are critical, and rule out the use of Pockels cells for 
efficient dumping. For proof-of-principle demonstrations 
of the stack-and-dump concept, acousto-optic modulators 
(AOMs) have been employed [5, 12, 13]. Here, the beam 
is coupled out by a transient grating, induced by an acous-
tic wave propagating in a solid, e.g., a fused silica plate. 
The switching time of these devices is determined by the 
beam size and by the speed of sound in the material. A suf-
ficiently short switching time to pick pulses from a meg-
ahertz pulse train requires the beam to be tightly focused 
in the AOM. Recently, the extraction of 0.16 mJ pulses 
from an EC has been demonstrated [14]. The pulses were 
chirped to a duration of 2.5 ns, and the output repetition 
rate was 30 kHz. In particular, the high nonlinearity caused 
by the small beam size in the AOM represents a bottleneck 
for the further scaling of such systems [14].
Recently, a mechanical pulse picker based on a concept 
similar to a chopper wheel has been proposed as a possi-
ble way to circumvent these limitations [7]. Here, a mov-
ing mirror that periodically intercepts the circulating pulse 
would act as the switching element, avoiding the losses, 
dispersion, nonlinearities, and thermal lensing associated 
with intracavity transmissive elements. However, the cen-
trifugal force that would occur in a chopper wheel spinning 
fast enough to couple out single pulses even from a tightly 
focused MHz-repetition-rate pulse train would be close to 
the limits given by the tensile strength of potential rotor 
materials. This poses a major technological challenge and 
would severely limit the capabilities of the such devices. 
Even if feasible, this output coupler would represent a 
high-precision element of considerable size, complexity, 
and cost.
In this article, we present a novel concept for an optom-
echanical pulse picker consisting of exclusively reflective 
optics. It uses rotating mirrors and stationary imaging mir-
rors in order to move an entire section of a beam path with-
out affecting the beam path outside of this section. While 
sharing the advantages of the chopper wheel, the concept 
drastically reduces the mechanical demands on the rotor by 
using the beam path as a lever. We present three particu-
lar geometries and discuss their advantages and drawbacks. 
We find that devices based on this concept could be suita-
ble to pick joule-level pulses from optical cavities with rep-
etition rates of several tens of megahertz, at rates of several 
kilohertz.
2  Circular single‑mirror geometry
Figure 1a shows the most basic variant of the concept. It 
is based on a mirror that rotates at a high angular veloc-
ity. The normal of its flat surface is tilted by a small angle 
from its rotation axis, such that the rotating mirror reflects 
a stationary input beam into a time-dependent deflection 
beam path. The rotating mirror surface is positioned in the 
center of curvature of a large spherical mirror. The deflec-
tion beam path impinges orthogonally on the stationary 
mirror surface for all rotation angles, and is reflected back 
along its incident path. Irrespective of the deflection angle, 
the second pass on the rotating mirror deflects the output 
beam along a path coinciding with the input path. Since the 
stationary spherical mirror images the surface of the rotat-
ing mirror onto itself, we refer to it as the imaging mirror. 
To achieve collimated input and output beams, a curved 
folding mirror can be used to focus the beam on the imag-
ing mirror. Figure 1b illustrates the points where individual 
pulses from a pulse train impinge on the imaging mirror. If 
the deflection paths of subsequent pulses are separated by a 
distance s that is larger than the beam diameter, mirrors in 
the deflection beam path or openings in the imaging mirror 
can be used to pick pulses from the pulse train.
a b
Fig. 1  a Side view of the circular single-mirror geometry comprising 
one rotating mirror (RM), a spherical imaging mirror (IM, radius of 
curvature Rcurv) with an opening, and a curved folding mirror (FM). 
The beam path is shown for two rotation angles (dashed line beam 
path for output coupling). For a full rotation, the deflected beam path 
describes a cone. b Front view of the imaging mirror with N points 
of incidence of individual pulses from the incoming pulse train being 
distributed along a circle of radius r
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The switching time τ of the pulse picker is given by the 
velocity with which the beam moves along the circle of 
radius r, and the 1/e2 beam radius w in that plane. If we 
require that s = 2w, we find that
with frot being the revolution rate of the rotating mirror. 
This equation also holds for a chopper-wheel-based pulse 
picker. In this case, the value of r, is given by the size of 
the chopper wheel. For our optomechanical pulse picker, 
on the other hand, it depends on the deflection angle from 
the rotating mirror Θ and on the distance to the imaging 
mirror d, according to r = d sin(Θ). The beam path is used 
as a lever, and the diameter of the rotor needs to be just 
large enough to provide a sufficient aperture for the trans-
verse beam size. The switching rate is equal to the revo-
lution rate. A magnetic bearing of the rotor is desirable to 
achieve a high rotation speed as well as a high stability of 
the rotor and of its revolution rate, a long lifetime, and to 
allow for operation in vacuum. In [15], a suitable self-bear-
ing motor reaching a speed of 8.4 kHz intended for laser 
scanning applications has been demonstrated. With a length 
of 55 mm and a diameter of about 30 mm, the motor is 
quite compact. With this motor, and, e.g., an imaging mir-
ror of 15 cm diameter and a beam radius of 50 μm in the 
focal plane, the switching time is 25.3 ns, corresponding to 
a maximum pulse repetition rate of close to 40 MHz. Pre-
cise holes with diameters in the range of several tens of μm 
can be manufactured, e.g., via laser drilling [16]. To allow 
for reliable pulse picking, the points of incidence of the 
pulses on the imaging mirror have to be fixed. To this end, 
the repetition rate of the pulse train has to be locked to an 
integer multiple of the rotation frequency. In addition, the 
pulse train has to be stabilized to a specific fixed phase with 
respect to the rotation phase. Both of these requirements 
are achievable with standard technologies.
A pulse picker of this kind could be used in a linear 
resonator cavity, with the imaging mirror being one of the 
end mirrors. The number of round-trips during one rotation 
period is N = frep/frot, with frep being the repetition rate of 
the resonator. The transverse separation of the paths of suc-
cessive pulses is given by
When the input beam path coincides with the rotation axis 
of the rotating mirror, the angle of incidence on its surface 
is constant, and equals half the deflection angle Θ. The 
polarization of the beam with respect to the imaging mirror 
surface turns with the rotating mirror. The spectral phase 
and reflectivity of dielectric mirror coatings typically show 









incidence and with an increasing spectral bandwidth. Even 
though the imaging setup does not affect the polarization 
geometrically, this effect will cause a birefringent spectral 
phase modulation increasing with the angle of incidence 
and the required bandwidth. Any rotation-angle-dependent 
modulation is periodic with frot, leading to a constant out-
put of the system at frot. For some applications , however, 
small angles of incidence and, thus, a long distance d may 
be necessary.
For large values of d, the propagation time �t = 2d/c 
between the first and the second pass of the pulse on the 
rotating mirrors becomes relevant. During this time, the 
mirror rotates by �φ = 2π frot�t. This rotation results in an 
effective tilt β between the vectors normal to the mirror sur-
face for the first and second passes given by
For the example mentioned above, a distance d = 0.5m 
corresponding to Θ = 8.6◦, results in an effective tilt of 
13.5 μrad.
A limitation of this type of geometry for high-power 
applications is presented by the high intensity on the imag-
ing mirror. The beam radius w on the imaging mirror 
depends on the focusing power of the curved folding mir-
ror and on the caustic of the surrounding resonator. A small 
beam waist reduces the necessary separation of adjacent 
spots, but increases the peak and average intensity on the 
imaging mirror. While no transmissive elements prone to 
thermal and nonlinear effects are used, mirror damage will 
occur for high peak intensities or fluences. Additionally, 
thermal lensing in mirrors can affect the operation of cavi-
ties at high average powers [17, 18]. While the overall size 
of the pulse picker can be scaled up with the required peak 
and average power, the necessity of focussing the beam on 
a cavity mirror is generally disadvantageous for high-power 
applications.
3  Circular double‑mirror geometry
Figure 2 shows a second variant of the concept which mit-
igates the above problem. Here, two rotating mirrors and 
two imaging mirrors are used in a setup which is symmet-
ric with respect to a central plane. The rotating mirrors are 
fixed on a single shaft which is driven by the motor. The 
curved imaging mirrors are arranged such that their focal 
points coincide with the center of the rotating mirror sur-
faces, analogously to a 4-f imaging configuration. The 
first rotating mirror reflects the input beam into a deflec-
tion beam path that depends on its rotation angle. The two 
imaging mirrors guide the deflected beam to the second 
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Between the rotating mirrors, some space is needed for the 
bearing and power unit of the rotor, separating their sur-
faces by a distance a. When the distance between the imag-
ing mirrors L is large with respect to a and the deflection 
angle Θ is small, the imaging mirror configuration is close 
to a true 4-f imaging. In this case, the deflection beam is 
focused in the symmetry plane of the setup when the input 
and output beams are nearly collimated. For larger values 
of a, the beam has to be slightly divergent at the entrance 
of the pulse-picker setup and slightly convergent at the exit. 
A mirror placed at some point along the deflected beam 
path between the imaging mirrors can be used for input or 
output coupling of the pulse (Fig. 2b). For some applica-
tions, the resonator cavity may remain blocked for a small 
fraction of the rotation period after output coupling and/
or before input coupling. Then, the picking mirrors can 
be larger than the beam size at the position of input/out-
put coupling. The space just before or behind the coupling 
mirrors can also be used for the mechanical support of the 
rotor unit. The surface of the stationary mirrors can be 
either spherical or parabolic. Spherical mirrors are simpler 
to align and manufacture, but exhibit astigmatism when hit 
at nonzero angles of incidence. Note that the sagittal and 
tangential planes with respect to the rotating and imaging 
mirrors, and thus the astigmatism, are rotating together 
with the beam path. Particularly in resonators operated 
close to an edge of the stability range [19], this astigmatism 
will result in a rotating ellipticity of the cavity mode. Simi-
lar to the birefringent effects in dielectric mirror coatings 
mentioned before, this can be mitigated by decreasing the 
angle of incidence at the cost of increased size.
An optomechanical pulse picker of the second variant 
could be used in both linear and ring resonator cavities. For 
small angles of incidence on the mirrors, the following equa-
tion gives the pulse path separation for the second variant:
It is similar to the one for the single-mirror geometry, but 
the total length, given here by the distance of the imaging 
mirrors L, doubles for otherwise identical parameters. In this 
geometry, the rotation of the mirrors during the propagation 
time along the deflection beam path can be compensated by 
adjusting the orientation of the rotating mirrors with respect 
to each other. In contrast to the single-mirror geometry, the 
spot size of the beam is large on both the rotating and the 
imaging mirrors. On the pulse-picking mirrors (output or 
input couplers), the beam size can be chosen correspond-
ing to the required switching time by changing the position 
along the deflection beam path (Fig. 2b).
While the average power impinging on the picking mir-
rors is far lower than on the other optics, the small spot size 
necessary to achieve switching times below 100 ns causes 
a considerably higher peak intensity. The intensity on the 
output coupler can be reduced by placing it under grazing 
incidence. For instance, at an extreme angle of incidence α 
of 89◦, the irradiated area would be increased by a factor of 
about 57. Generally, the peak fluence F of a beam with a 
Gaussian profile on the output coupler is
where Ep denotes the pulse energy. At α = 89◦, and a 
wavelength of 1 μm, the reflectivity of an uncoated quartz 
surface for s-polarized light is 94%. By avoiding a mirror 
with a coating, which contain high-refractive-index mate-
rial and typically come with small deposition errors and 
contaminants, the highest possible damage threshold can be 
achieved. The output coupler, being a quartz (or sapphire, 
diamond, etc.) plate, can be readily and cost-effectively 
replaced. For a given switching time and rate, a larger spot 
size can be accommodated by increasing the overall size of 
the system. Thus, the maximum peak power scales with the 
square of the system size (Eqs. 4, 5).
4  Planar double‑mirror geometry
In principle, the pulse-picker geometries discussed so far 
allow for an unobstructed deflection beam path for all 










Fig. 2  a Side view of the circular two-mirror geometry with two 
rotating mirrors (RM1, RM2), two imaging mirrors (IM1, IM2) and 
an output coupling mirror (OC). The beam path is shown for two 
rotation angles (dashed line beam path just before output coupling). 
For a full rotation, the deflected beam path describes a cylinder 
between the imaging mirrors. b Schematic view of the grazing-inci-
dence output coupling mirror. The beam path is shown for the three 
final round-trips of the pulse before the output coupling event (dashed 
line)
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rotation angles (apart from input or output couplers). Thus, 
they can provide a resonator with an open beam path for 
most of the rotation period, which corresponds to the input 
and/or output switching rate. However, in regenerative 
amplifiers for instance, the time between input coupling to 
and output coupling from the cavity is often only a fraction 
of the repetition period. Thus, the cavity needs to be closed 
for just a small range of rotation angles of the rotating mir-
rors. In the case of the two pulse-picker variants discussed 
so far, smaller imaging mirrors covering only the neces-
sary rotation angles could be used. In addition, applica-
tions of this kind would allow for the use of a particularly 
advantageous third geometry, as shown in Fig. 3a. In con-
trast to the previous implementation, the axis of rotation 
of the rotating mirrors is perpendicular to the incoming 
beam path. The deflection beam paths for different rotation 
angles form a plane. The mirror surfaces of the rotor are 
parallel to the rotation axis and to each other. The imaging 
mirror setup is similar to the second variant, with the focal 
planes coinciding with the rotating mirror surfaces. How-
ever, the central axis along which the imaging mirrors are 
aligned is offset from the incoming beam and the rotating 
mirrors by a distance x. Figure 3b illustrates the beam 
path in the system. The 4-f configuration of the imaging 
mirrors creates an inverted image in the central plane, after 
the beam has passed each of the imaging mirrors once. In 
this plane, the beam is offset by −x from the central axis. 
If x is larger than the maximum radius of the rotor, the 
beam passes the rotor without being clipped and enters 
the imaging setup for a second time. Two passes through 
the 4-f imaging setup create an upright image of the first 
rotating mirror surface on the parallel second surface. The 
reflection from this surface produces a stationary output 
beam from the rotation-angle-dependent deflection beams 
for a continuous range of rotation angles. As in the second 
variant, the (close to) collimated input beam is focused in 
the Fourier planes in the symmetry plane, and input or out-
put coupling elements can be placed at some position of 
the deflection beam having a suitable beam size. A major 
advantage of this geometry is its inherent insensitivity to 
vibrations and other deviations from a perfect rotation of 
the rotor: Any kind of angular or positional error of the 
first surface is reproduced by the second surface and, due 
to the imaging system, its effects on the output beam can-
cel out.
The rotor can be a two-faced substrate, or have a geom-
etry with a larger number of parallel surface pairs, i.e., 
square, hexagonal, and so forth. A simple two-faced rotor 
would allow for a switching rate corresponding to twice the 
rotation frequency. Rotors with a higher number of facets 
would further increase the maximum switching rate. For 
small deflection angles, the transverse separation of the 
paths of subsequent pulses is
In contrast to the first two variants, this separation does 
not depend on the deflection angle. Consequently, a much 
larger separation or, alternatively, a much shorter switching 
time can be achieved in a system with the same footprint. 
The deflection angle Θ equals twice the rotation angle, i.e., 
the angle of incidence on the rotating mirrors. The maxi-
mum range of deflection angles �Θ for which the cavity 
is open is given by the minimum angle Θmin for which 
the beam is not clipped by the rotating mirror in the first 
Fourier plane (Fig. 3b), and a maximum angle Θmax given 
by the dimensions of the imaging mirrors. The maximum 
number of round-trips N which a pulse can undergo in a 
cavity containing this pulse picker is
Since the angle of incidence on the rotating mirrors is not 
constant, rotation-angle-dependent astigmatism will occur 
when spherical imaging mirrors are used. These changes in 
the effective focal length of the imaging mirrors with the 
rotation angle will cause a varying ellipticity of the cavity 
mode. If large deflection angles are required, the use of par-
abolic imaging mirrors might be necessary (also depending 
on the sensitivity of the surrounding cavity). In this geom-
etry, the rotation of the mirrors during the propagation time 
in the device causes a small tilt of the output beam that is 













Fig. 3  a Top view of the planar two-mirror geometry with a two-
faceted rotor (RM), two imaging mirrors (IM1, IM2), an input cou-
pling mirror (IC), and an output coupling mirror (OC). The beam path 
is shown for two rotation angles (solid line just after input coupling, 
dashed line just before output coupling). b Schematic view of the 
beam path. The beam passes each of the imaging mirrors twice
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5  Nonplanar double‑mirror geometry
Figure 4 shows a simple modification of the planar double-
mirror geometry with which the maximum deflection angle 
to achieve a specific number of round-trips can be reduced 
by more than a factor of two. Here, the rotating mirror 
and its rotation axis are inclined by an angle αy in the z−y 
plane with respect to the symmetry plane of the imaging 
setup, offsetting the beam by y in the first Fourier plane, 
and −y in the second Fourier plane (Fig. 4b). With this 
modification, the deflection beam circumvents the rotor 
and its bearing and the holes in the imaging mirrors, even 
for zero deflection angle in the x − z plane. Thus, there is 
an unobstructed path for the deflection beam for all deflec-
tion angles between −Θmax and Θmax, and �Θ is equal to 
2Θmax. The maximum number of round-trips is now
The minimum width X of the imaging mirrors is
6  Application example 1: regenerative amplifier
The nonplanar double-mirror geometry would be particu-
larly suited for regenerative amplifiers. With rotation fre-
quencies of several kHz and multifaceted rotors, switch-
ing rates of up to a few 10 kHz should be achievable. We 
exemplify practical pulse-picker parameters based on 
an amplifier build by Nubbemeyer et al. [20], who have 
recently achieved an average power of about 1 kW at an 
output repetition rate of either 5 or 10 kHz, with 40 round-








double-mirror optomechanical switch with a two-surface 
rotor at a rotation frequency of 5 kHz would allow an out-
put repetition rate of both 5 or 10 kHz. A magnetically 
beared motor which could be suitable for this application 
is commercially available [21]. Its length along the rotation 
axis is 85 mm. To achieve 40 round-trips, �Θ has to be 7.2◦ 
(Eq. 8), resulting in a maximum angle of incidence of 1.8◦ 
in the z−x plane. With a distance of 1 m between the imag-
ing mirrors, a pulse path separation of 1.57 mm would be 
achieved (Eq. 6). The dimensions of the motor would imply 
a y of about 45 mm, and thus an angle of incidence of 3◦ 
in the z−y plane. The input/output coupling plate could be 
placed at a position where the beam radius is 0.7 mm. With 
an angle of incidence of 88◦, the spot on the plate would 
be elongated to a w of 20 mm. For a Gaussian profile with 
this spot size and a pulse energy of 200 mJ, the peak flu-
ence is about 0.9 J cm−2 (Eq. 5). At a central wavelength of 
1053 nm and a pulse duration of 1 ns, the damage fluence 
of fused silica is about 40 J cm−2; for a pulse duration of 
1 ps, it is 2 J cm−2 [22]. Shorter amplifier cavities would 
allow for a larger number of round-trips, but increase the 
fluence on the output coupler in a system with identical 
dimensions. Higher output rates can be achieved by using 
multifaceted rotors. In conclusion, the outlined optome-
chanical pulse picker could tolerate higher pulse energies, 
and/or far shorter pulses than state-of-the-art Pockels cells. 
Apart from the higher damage threshold, the losses, nonlin-
earity, thermal lensing, and dispersion associated with the 
transmission through the Pockels cell would be avoided. 
An optomechanical pulse picker would likely require vac-
uum for stable operation.
7  Application example 2: Stack‑and‑dump cavity
In Ref. [7], a stack-and-dump cavity with a repetition rate 
of 10 MHz is proposed as a part of a future fiber-laser-
based particle accelerator. From this cavity, an output pulse 
energy of 1.2 J with pulses stretched to 4 ns is envisaged. 
The pulse train seeding the cavity is continuous, making a 
pulse picker that provides an unobstructed beam path for 
most of the output repetition period necessary. We outline 
practical parameters for an optomechanical pulse picker of 
a circular double-mirror geometry as discussed in Sect. 4, 
and a rotation frequency of 8.3 kHz [15]. With this output 
switching rate, the maximum number of stacked pulses is 
1200. With a length of 1.5 m, a distance between the rotat-
ing mirrors of 70 mm and an angle of incidence of 2◦, 
the diameter of the deflection beam circle on the imaging 
mirrors is about 100 mm. At an angle of incidence of 2◦ , 
birefringent effects in typical broadband highly reflective 
mirrors are negligible even for the largest bandwidths yet 
demonstrated in high-finesse ECs [23]. The separation of 
a
b
Fig. 4  a Schematic top view of the beam path in the nonplanar two-
mirror geometry for three rotation angles (dash-dotted line path of 
a pulse just after input coupling, dashed line just before output cou-
pling, solid line in between). b Schematic side view of the beam path. 
The inclined rotation axis allows the beam path to circumvent the 
rotor unit and the opening in the imaging mirrors
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the optical axes of successive pulses is 0.26 mm (Eq. 4). 
For a pulse energy of 1.2 J and a beam radius of 130 μm 
at an output coupler with 89◦ angle of incidence, the peak 
fluence would be 79 J cm−2. Using the τ 0.5-law for the 
pulse width dependence of the damage threshold, a dam-
age threshold of fused silica of about 80 J cm−2 for a pulse 
duration of 4 ns can be extrapolated from the measurements 
in [22], putting the highly ambitious pulse energy targeted 
in [7] within reach.
8  Misalignment sensitivity
The feasibility of the concept critically depends on the 
perturbations of the beam caused by the rotation of the 
mirrors, and on the sensitivity of the application to these. 
While the imaging configuration ideally results in a station-
ary output beam, misalignments, manufacturing tolerances, 
and astigmatism in spherical imaging mirrors can cause a 
rotation-angle-dependent translation and ellipticity of the 
mode. An important question for intra-resonator applica-
tions is whether the resulting periodic change in the beam 
path and shape causes any significant effects that would not 
be present for a static misalignment or astigmatism. If so, 
such effects would be particularly severe for enhancement 
cavities, where the circulating pulse train needs to overlap 
spatially, temporally, and in terms of its polarization with 
an incoming pulse train. To address this question, we simu-
late the enhancement in a 10-MHz EC including an optom-
echanical pulse picker as outlined in the previous section, 
giving a maximum number of 1200 round-trips between 
two switching events. To be able to tune the position in the 
cavity’s stability range, the cavity should include additional 
concave mirrors. In a cavity with a round-trip Gouy phase 
close to an odd multiple of π, large spots on the mirrors can 
be achieved while avoiding a high misalignment sensitiv-
ity [19]. In our cavity example, two pairs of concave mir-
rors with a radius of curvature of 1500 mm are used. With a 
distance of 1470 mm between each of the two curved mir-
ror pairs and a wavelength of 1040 nm, the beam radius is 
about 3 mm on all cavity mirrors (Fig. 5). Assuming the 
same footprint as in [14], 20 flat folding mirrors produc-
ing overall losses of about 400 ppm are needed. To achieve 
a good stacking efficiency with 1150 round-trips, an input 
coupler of 99.75% reflectivity is chosen.
Because of the rotating deflection beam path, the cavity 
cannot be described using “global” sagittal and tangential 
planes. Here, we simulate the buildup in the cavity numeri-
cally in 3D using a modified Fox-Li algorithm [24]. The 
beam size and divergence of a round input beam is opti-
mized for the cavity with an inactive pulse picker (rotat-
ing mirrors are at rest). In this case, the simulation yields 
an enhancement of about 780 after 1150 round-trips, cor-
responding to a stacking efficiency of 0.65. The angle of 
incidence of 2◦ on the imaging mirrors causes an eccentric-
ity of the beam of 0.27 at the curved cavity mirrors. The 
simulation for an active pulse picker shows a periodic 
rotation of the major axis of the elliptic intracavity mode 
profile with the deflection beam path, but no change in 
the enhancement level. When a tilt of one of the rotating 
mirrors is introduced, the central axis of the cavity beam 
is misaligned. For the active pulse picker, the misaligned 
beam axis periodically rotates around the axis of the unper-
turbed beam. The enhancement level drops by the same 
amount for both the active and inactive pulse picker. The 
loss of enhancement stems exclusively from the decrease 
in the spatial overlap of the intracavity beam with the seed-
ing beam. Thus, we can follow the approach taken in [19], 
which uses far less computation time, to investigate the 
misalignment sensitivity of the system in detail.
We find that in the cavity example used above, position-
ing errors or tilts of the imaging mirrors also lead to a rotat-
ing cavity beam axis. For instance, a quite large position-
ing error of one of the imaging mirrors of 5 mm along the 
z-axis results in a loss of overlap with a fixed input beam 
of about 10%. A tilt of one of the imaging mirrors by 10 
μrad results in an overlap reduction of 4%. A tilt of the 
rotation axis and the rotor with respect to the imaging mir-
rors causes a stationary misalignment, but no rotation of 
the cavity beam axis. For pulse pickers of the circular two-
mirror geometry, the rotating mirror surfaces should have 
identical inclination angles and orientations with respect 
to the axis of rotation. Errors in the inclination angle can 
be compensated by adjusting the distances of the rotating 
to the stationary mirrors to change the magnification of the 
imaging system. For example, for an error of the inclina-
tion angle of 100 μrad, a nearly static cavity beam can be 
achieved by repositioning both imaging mirrors by about 
20 mm along the z-axis. However, the imaging setup cannot 
compensate for different orientations of the mirrors, i.e., 
when the planes of the inclination angles of the mirrors are 
not identical. The effective mirror tilt resulting from this 
effect is described by Eq. 3, with �φ now representing the 














Fig. 5  Calculated sagittal and tangential 1/e2-intensity radius (ws,wt) 
for the 10-MHz EC outlined in Sect. 8 containing a pulse picker of 
the circular two-mirror geometry (RM1, IM1, IM2, RM2), and four 
additional curved mirrors (CM1-4)
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orientation mismatch. In the cavity simulation, an orienta-
tion mismatch of 500 μrad results in a rotating offset of the 
intracavity mode axis of about 0.2 mm at the curved cavity 
mirrors and the overlap decreases by 10%. Since the rotor 
has to meet high mechanical demands, and its mirrors will 
most probably not be adjustable, achieving the necessary 
accuracy in the orientation of the surfaces will be critical. 
Importantly, the sensitivity of the EC with respect to mis-
alignments of the mirrors comprising the pulse picker is not 
higher than for the other cavity mirrors. Furthermore, all 
perturbations are periodic and synchronized to the output 
repetition rate, resulting in a stable output. While a detailed 
analysis of all possible perturbations exceeds the scope of 
the paper, we conclude that we see no fundamental limi-
tations related to the alignment sensitivity of the optome-
chanical pulse picker.
9  Sensitivity to rotor motion irregularities
Another important aspect of the technical implementa-
tion of this concept will be deviations of the actual rotor 
motion from a perfect rotation caused by, e.g., unbalance. 
These can be classified in three categories: parallel devia-
tions (shifts) and angular deviations (tilts) of the rotation 
axis, and axial displacements of the rotor along the rota-
tion axis. The planar and nonplanar double-mirror geom-
etries are inherently insensitive to these effects. Here, the 
upright imaging of the front surface of the compact rotor 
onto its back surface results in a self-compensation of 
positional and angular errors of the rotor position. Axial 
displacements are parallel to the rotor surfaces. For the cir-
cular one-mirror geometry, in contrast, axial movements 
would directly translate to changes in the cavity length and, 
therefore, render its use for applications requiring inter-
ferometric stability challenging. Parallel rotation errors 
would, to a much lesser extent, also affect the cavity length. 
The imaging configuration results in self-compensation of 
angular rotation errors. The circular two-mirror geometry 
is insensitive to length changes due to axial rotor position-
ing errors, since the displacement of the first rotating mir-
ror surface is compensated by an identical displacement of 
the second surface. However, due to the inverted imaging 
configuration in this geometry, angular errors of the rotor 
position result in a displacement of the cavity beam path. 
For the stack-and-dump-cavity example described in the 
previous section, an angular error of 10 μrad correspond-
ing to a rotor tip displacement of 0.35 μm would result in 
a 14% decrease in overlap. In [15], a maximum displace-
ment of the rotor tip of 17 μm is measured at a rotation fre-
quency of 8.7 kHz. These measurements were taken with 
an unbalanced rotor, and it is not stated how much of the 
displacement is due to angular deviations. Still, the results 
suggest that the balancing of the rotor and the optimization 
of its active stabilization may be the main technological 
challenges for an application of the concept in enhance-
ment cavities. For the regenerative amplifier application 
discussed in Sect. 6, the effects of the rotor displacements 
reported in [15] would be negligible.
10  Conclusion
In this article, we have outlined a concept for a family of 
ultrafast all-reflective pulse pickers. Discussing three specific 
geometries, we have shown that such optomechanical pulse 
pickers could particularly benefit high-power and high-pulse 
energy applications. Designs suitable for regenerative ampli-
fiers could support pulse energies of several joules and rep-
etition rates of up to a few tens of kHz, while circumventing 
the losses, dispersion, and the nonlinear and thermal effects 
in state-of-the-art Pockels cells. Optomechanical pulse pick-
ing could additionally render the temporal stretching of 
pulses in such systems unnecessary. The concept also holds 
promise for cavity dumping in passive enhancement cavi-
ties. Here, output repetition rates of up to several kHz could 
potentially be reached for joule-level output pulse energies. 
Other applications may emerge in wavelength ranges where 
conventional pulse pickers are not available, in particular in 
the terahertz [25] and X-ray [26] ranges.
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