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Abstract
A connected graph Γ is said to be distance–balanced whenever for any pair of
adjacent vertices u, v of Γ the number of vertices closer to u than to v is equal to the
number of vertices closer to v than to u. In [Bipartite graphs with balanced (a, b)-
partitions, Ars Combin. 51 (1999), 113–119] Handa asked whether every bipartite
distance-balanced graph, that is not a cycle, is 3-connected. In this paper the Handa
question is answered in the negative. Moreover, we show that a minimal bipartite
distance-balanced graph, that is not a cycle and is not 3-connected, has 18 vertices
and is unique. In addition, we give a complete classification of non-3-connected
bipartite distance-balanced graphs for which the minimal distance between two
vertices in a 2-cut is three. All such graphs are regular and for each k ≥ 3 there
exists an infinite family of such graphs which are k-regular.
Furthermore, we determine a number of structural properties that a bipartite
distance-balanced graph, which is not 3-connected, must have. As an application,
we give a positive answer to the Handa question for the subfamily of bipartite
strongly distance-balanced graphs.
1 Introduction
Throughout this paper, all graphs are connected, finite, undirected, without loops and
multiple edges. Given a graph Γ let V (Γ) and E(Γ) denote its vertex set and edge
set, respectively. For u, v ∈ V (Γ) we denote the distance between u and v by d(u, v).
Furthermore, for any nonnegative integer i and u ∈ V (Γ) let Ni(u) = {v ∈ V (Γ) |
d(u, v) = i} (we abbreviate N(u) = N1(u)). For W ⊆ V (Γ) the subgraph of Γ induced
by W is denoted by 〈W 〉 (we abbreviate Γ−W = 〈V (Γ) \W 〉). A vertex cut of Γ is a set
W ⊆ V (Γ), such that Γ −W is disconnected. (A vertex cut of size k is called a k-cut.)
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A graph is called k-connected if it has at least k + 1 vertices and the size of the smallest
vertex cut is at least k.
For any pair of vertices u, v ∈ V (Γ) we define Wuv by
Wuv = {z ∈ V (Γ) | d(u, z) < d(v, z)}.
A connected graph Γ is said to be distance-balanced whenever for any pair of adjacent
vertices u, v ∈ V (Γ) we have
|Wuv| = |Wvu|.
Distance-balanced graphs have been extensively studied, see [1, 3, 4, 5, 6, 7, 8]. It was
shown in [3, Lemma 2.1] that every distance-balanced graph is 2-connected. In the same
paper (see also [5]), Handa asked the following question.
Question 1.1 (Handa [3]) Is every bipartite distance–balanced graph, that is not a cy-
cle, 3-connected?
In [3], the positive answer to the above question was obtained for the family of
distance–balanced partial cubes. (In the last section of the paper we give an alterna-
tive proof of this result.) Motivated by the above question, we investigate the structural
properties that a bipartite distance-balanced graph, which is not 3-connected and not
isomorphic to a cycle, must have. It turns out that the conditions on such graphs are
quite restrictive. In fact, they enable us to answer the Handa question in the negative.
Moreover, using these results we give a complete classification of non-3-connected bipar-
tite distance-balanced graphs, for which the minimal distance between the vertices in a
2-cut is three. It turns out that all such graphs are k-regular for some k ≥ 3, and that for
every such k there is an infinite family of such graphs, one of order 2kℓ for each odd ℓ ≥ 3
(see Theorem 3.7). We also show that the smallest non-3-connected bipartite distance-
balanced graph that is not a cycle is unique and belongs to this family for k = 3 with
ℓ = 3 (its order is thus 18). In contrast, we show that every bipartite strongly distance-
balanced graph that is not a cycle is 3-connected (see Section 5 for the formal definition
of strongly distance-balanced graphs).
Throughout the paper we are using some of the results from [3]. For the sake of
self-containment we gather these results in the following proposition.
Proposition 1.2 ([3]) Let Γ be a distance-balanced graph with at least two edges. Then
Γ is 2-connected. Moreover, if Γ is bipartite, then the following hold.
(i) Let x, y be vertices of Γ such that Γ− {x, y} is disconnected. Then d(x, y) ≥ 2.
(ii) If Γ is not a cycle, then the minimal degree of Γ is at least 3.
(iii) Assume Γ is not 3-connected. Among all pairs of vertices x, y ∈ V (Γ) such that
Γ−{x, y} is disconnected pick a pair a, b for which d(a, b) is minimal. Then Γ−{a, b}
has exactly two components.
(iv) Let x, y be a pair of adjacent vertices of Γ and let u ∈ Wxy and v ∈ Wyx. If u and
v are adjacent, then d(x, u) = d(y, v).
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For the rest of this paper we make the following assumptions and adopt the following
notational convention.
Convention 1.3 Let Γ denote a bipartite distance–balanced graph that is not a cycle
and that is not 3-connected, and let n denote its order. Since Γ is not 3-connected it has
a 2-cut (recall that Γ is 2-connected by Proposition refhanda). Among all 2-cuts pick a
2-cut {a, b} for which d(a, b) is minimal. By Proposition 1.2 we have that d(a, b) ≥ 2 and
Γ− {a, b} has exactly two components. Denote these two components by Γ1 and Γ2 (see
Figure 1). Note that, since Γ is bipartite, we have V (Γ) = Wuv ∪ Wvu for any pair of
adjacent vertices u, v ∈ V (Γ). In particular, n is even and |Wuv| = |Wvu| = n/2.
a
b
Γ1 Γ2
Figure 1: The two components Γ1 and Γ2.
2 Good and bad vertices
Let Γ be as in Convention 1.3. In this section we introduce the notion of good and bad
vertices of Γ. As we show below, one of the two components Γ1 and Γ2 coincides with the
set of all bad vertices while the other, together with a and b, coincides with the set of all
good vertices.
A vertex c ∈ V (Γ) is called good if it lies on some shortest a-b path of Γ. The vertices
which are not good are called bad. First we make the following observation, which will be
extensively used in the rest of the paper (without explicit reference to it).
Lemma 2.1 Let Γ be as in Convention 1.3. Pick x ∈ Γ1 and y ∈ Γ2. Then d(x, y) =
min{d(x, a) + d(a, y), d(x, b) + d(b, y)}.
Proof. Since Γ − {a, b} is disconnected, every shortest path from x to y passes either
through a or through b.
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Lemma 2.2 Let Γ be as in Convention 1.3. If there is a bad vertex in Γi (i ∈ {1, 2}),
then |Γi| ≥ n/2.
Proof. Without loss of generality we can assume that Γ1 contains a bad vertex v.
Moreover, since Γ1 is connected by Proposition 1.2(iii), we can further assume that v ∈
N(w) for some good vertex w ∈ Γ1 ∪ {a, b}. Note that since Γ is bipartite, we have that
d(v, a) > d(w, a) and d(v, b) > d(w, b). Let y ∈ Γ2. It follows from Lemma 2.1 that
d(w, y) < d(v, y), and so y ∈ Wwv. Therefore Wvw ⊆ Γ1, implying that
n
2
= |Wvw| ≤ |Γ1|.
Corollary 2.3 Let Γ be as in Convention 1.3. Then either Γ1 or Γ2 contains no bad
vertex.
Proof. Suppose that both Γ1 and Γ2 contain bad vertices. By Lemma 2.2 we get
n− 2 = |Γ1|+ |Γ2| ≥
n
2
+
n
2
= n,
a contradiction.
Lemma 2.4 Let Γ be as in Convention 1.3. Then either Γ1 or Γ2 contains no good vertex.
Proof. Corollary 2.3 shows that one of Γ1 and Γ2 consists entirely of good vertices.
Without loss of generality we can assume that this holds for Γ2. Now, suppose that
x′ ∈ Γ1 is a good vertex. Then there also exists a good vertex x ∈ N(b) ∩ Γ1. Let Z
be the set of vertices z of Γ1, for which at least one shortest z-a path of the subgraph
〈Γ1∪{a, b}〉 passes through b. Observe that Γ2∪Z ∪{b} ⊆Wbx. Let B1 = N(a)∩Γ2 and
pick y ∈ B1. Since x and y are both good vertices, we have that d(a, x) = d(b, y), and so
Wya ⊆ Γ2 \B1 ∪ Z ∪ {b, y}. Hence
|Γ2|+ |Z|+ 1 ≤
n
2
≤ |Γ2| − |B1|+ |Z|+ 2,
implying that |B1| = 1. This contradicts the minimality of d(a, b).
The above corollary and lemma enable us to make the following convention for the
rest of the paper.
Convention 2.5 Let Γ be as in Convention 1.3. By Corollary 2.3 and Lemma 2.4 one of
Γ1,Γ2 coincides with the set of all bad vertices. Without loss of generality we assume that
this holds for Γ1. Consequently, Γ2∪{a, b} coincides with the set of all good vertices. We
call Γ1 the bad component and Γ2 the good component of Γ. Furthermore, Corollary 2.3
implies that the vertex set of Γ2 can be partitioned into m sets B1 ∪B2 ∪ · · · ∪Bm, where
m = d(a, b)−1 and Bi = Ni(a)∩Γ2 = Nm+1−i(b)∩Γ2. Moreover, for every x ∈ Bi, where
1 ≤ i ≤ m, we have that N(x) ⊆ Bi−1 ∪ Bi+1 (with the agreement that B0 = {a} and
Bm+1 = {b}). See Figure 2 for the case m = 5.
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Figure 2: The sets Bi of the good component.
3 The main results
Let Γ be as in Convention 2.5. In this section we show that d(a, b) ≥ 3 and give a complete
classification of the graphs Γ for which d(a, b) = 3. We first show that every x ∈ B1 and
every y ∈ Bm lie on a common shortest a-b path of Γ.
Lemma 3.1 Let Γ be as in Convention 2.5. Then for each x ∈ B1 and y ∈ Bm we have
d(x, y) = d(a, b)− 2.
Proof. Let T1 = Wxa ∩ Γ1 and let T2 = Wxa ∩ Γ2. Since Wxa = T1 ∪ T2 ∪ {b}, it thus
follows that n
2
= |T1| + |T2| + 1. Note that, by Corollary 2.3, it suffices to prove that
y ∈ T2.
Suppose to the contrary that y /∈ T2. We show that in this case T2 ⊆Wby. Indeed, let
z ∈ T2 and let i be such that z ∈ Bi. Then Corollary 2.3 implies that d(z, b) = m− i+1.
On the other hand d(z, y) = m− i+2, since otherwise y ∈ T2. Of course, T1 ∪{b} ⊆Wby,
and so n
2
= |T1|+ |T2|+ 1 implies that
Wby = T1 ∪ T2 ∪ {b}. (1)
Now, since a has at least one neighbor in Γ1 (which, of course, does not belong to T1),
there exists at least one vertex w ∈ Γ1 \ T1, adjacent to some vertex v ∈ T1. By (1) we
have that w ∈ Wyb, that is d(w, y) = d(w, a)+d(a, y), and d(w, b) = d(w, y)+1. However,
since v ∈ T1, Proposition 1.2(iv) implies that
d(w, y) = d(w, a) + d(a, y) = d(v, x) + d(a, y) = d(v, b) + d(b, x) + d(a, y)
= d(w, b)− 1 + d(b, x) + d(a, y) ≥ d(w, b) + 1,
contradicting w ∈ Wyb. Hence, y ∈ T2 as claimed.
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Remark 3.2 Let Γ be as in Convention 2.5. Note that Lemma 3.1 implies that, in the
case of d(a, b) = 3, we have that 〈B1 ∪ B2〉 is the complete bipartite graph K|B1|,|B2|.
Proposition 3.3 Let Γ be as in Convention 2.5. Then d(a, b) ≥ 3.
Proof. By Proposition 1.2(i), d(a, b) ≥ 2. Observe that, if d(a, b) = 2, then Lemma 3.1
implies that Γ2 consists of a single vertex (note that this also follows by Corollary 2.3
and Proposition 1.2(iii)). But then the minimal degree of Γ is less than 3, contradicting
Proposition 1.2(ii).
For the rest of this section we introduce the following notation. Let Γ be as in Convention
2.5. Assume that in addition every vertex of Γ1 lies on some shortest a-b path of the
subgraph Γ˜1 = 〈Γ1 ∪ {a, b}〉. Then the vertex set of Γ˜1 can be partitioned into t + 2 sets
D0∪D1∪ · · ·∪Dt+1, where t+1 is the distance between a and b in Γ˜1, and Di = N˜i(a) =
N˜t+1−i(b) (where by N˜i(a) (resp. N˜i(b)) we mean the i-th neighbourhood of a (resp. b)
in Γ˜1). Moreover, for every x ∈ Di, where 1 ≤ i ≤ t, we have that N(x) ⊆ Di−1 ∪Di+1.
Lemma 3.4 Let Γ be as in the above paragraph and assume in addition that d(a, b) = 3.
Then the number t is even. Let Y = D1 ∪ · · · ∪Dt/2−1 and X = Dt/2+2 ∪ · · · ∪Dt. Then
the following hold:
(i) |Dt/2| = |Dt/2+1| = 1.
(ii) |B1| = |B2| and |X| = |Y |.
(iii) |Dt/2−1| = |Dt/2+2| = |B1|, |D1| = |Dt| = 1 and t ≥ 8.
(iv) Every vertex of Dt/2+2 is adjacent to every vertex of Dt/2+3 and every vertex of
Dt/2−1 is adjacent to every vertex of Dt/2−2.
(v) |Dt/2+4| = |Dt/2−3| = 1.
Proof. That t is even is clear as Γ is bipartite. Since Γ1 contains no good vertices, this
immediately implies t ≥ 4.
(i) Pick x ∈ B1, y ∈ B2. Recall that, by Remark 3.2, 〈B1 ∪ B2〉 is a complete bipartite
graph. Note that X = Wxa ∩ Γ1 and Y = Wyb ∩ Γ1. Let Z = Γ1 \ (X ∪ Y ), that is,
Z = Dt/2 ∪Dt/2+1. Since Wxa = X ∪B2 ∪ {b, x} and Wyb = Y ∪B1 ∪{a, y}, we have that
Wxa∪Wyb = V (Γ)\Z. AsWxa∩Wyb = {x, y}, we thus have that n−|Z| = |Wxa∪Wyb| =
n
2
+ n
2
− 2, and so |Z| = 2. Since Di 6= ∅ by definition, the result follows.
(ii) Let y˜ be the unique vertex in Dt/2 and let x˜ be the unique vertex in Dt/2+1. Note
that Wy˜x˜ = {y˜, a} ∪ Y ∪ B1. The result follows since Wxa = X ∪ B2 ∪ {b, x} and
Wxy = B2 \ {y} ∪ {a, x, y˜} ∪ Y .
(iii) Pick v ∈ Dt/2+2 and observe that Dt/2+2 \ {v} ∪ Y ∪ {x˜, y˜, a} ⊆ Wx˜v. Therefore,
|Dt/2+2|+ |Y |+2 ≤ n/2. Since n/2 = |Wy˜x˜| = 2+ |Y |+ |B1|, this implies |Dt/2+2| ≤ |B1|.
Pick now w ∈ D1 and observe thatD1\{w}∪{a, b}∪B1∪B2∪X\Dt/2+2 ⊆Waw. Therefore
|D1| − 1 + 2 + |B1|+ |B2|+ |X| − |Dt/2+2| ≤ n/2. As n/2 = |Wx˜y˜| = 2 + |X|+ |B2|, this
implies |D1|−1+|B1|−|Dt/2+2| ≤ 0. But since |Dt/2+2| ≤ |B1|, we must have |D1| = 1 and
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|B1| = |Dt/2+2|. Similarly we find that |Dt| = 1 and |Dt/2−1| = |B2| = |B1|. Observe that
this immediately implies t ≥ 6 since otherwise D1 = Dt/2−1, and so |B1| = 1, contradicting
minimality of d(a, b). Moreover, as |D1| = 1, t 6= 6, since otherwise the distance between
y˜ and the unique vertex of D1 is smaller than d(a, b). Hence, t ≥ 8 as claimed.
(iv) Pick v ∈ Dt/2+2 and suppose there is w ∈ Dt/2+3 which is not adjacent to v. Observe
that in this case we have Dt/2+2 \ {v}∪ {w, x˜, y˜, a}∪Y ⊆Wx˜v. As |Dt/2+2| = |B1| by (iii)
above this implies 3+ |B1|+ |Y | ≤ n/2. But n/2 = |Wy˜x˜| = 2+ |Y |+ |B1|, a contradiction.
Hence v is adjacent to all vertices of Dt/2+3. Similarly we show that every vertex of Dt/2−1
is adjacent to every vertex of Dt/2−2.
(v) The case t = 8 is covered by (iii) above. We can thus assume that t ≥ 10. Pick
adjacent vertices v ∈ Dt/2+3 and w ∈ Dt/2+4. Observe that, by (iv) above, we have
(N(v) ∩Dt/2+4) \ {w} ∪ {v, x˜, y˜} ∪Dt/2+2 ∪ (Y \D1) ∪ (Dt/2+3 \N(w)) ⊆Wvw.
Therefore
|N(v) ∩Dt/2+4|+ 2 + |Dt/2+2|+ |Y | − 1 + |Dt/2+3 \N(w)| ≤ n/2.
Combining together (iii) above and 2 + |Y |+ |B1| = n/2, we find that |N(v) ∩Dt/2+4| −
1 + |Dt/2+3 \N(w)| ≤ 0. Consequently, |N(v) ∩Dt/2+4| = 1 and |Dt/2+3 \N(w)| = 0. In
particular, Dt/2+3 ⊆ N(w). The result follows. Similarly we show that |Dt/2−3| = 1.
Before stating the classification of graphs satisfying the assumptions of Convention 2.5
with d(a, b) = 3 we give the following construction.
Construction 3.5 Let m ≥ 2 and ℓ ≥ 3 be integers. For 0 ≤ i ≤ 4ℓ− 1 let f(i) be 1 if
i is congruent to 0 or 3 modulo 4, and m otherwise. The graph W (m, ℓ) has vertex set
V (W (m, ℓ)) = {(i, j) | 0 ≤ i ≤ 4ℓ− 1, 1 ≤ j ≤ f(i)}
and edge set
E(W (m, ℓ)) = {{(i1, j1), (i2, j2)} | i2 − i1 ≡ 1( mod 4ℓ)}.
In other words, the graph W (m, ℓ) is obtained from the cycle of length 4ℓ by replacing
every second pair of vertices by a complete bipartite graph Km,m, see Figure 3.
Theorem 3.6 Let m ≥ 2 and ℓ ≥ 3 be integers. The graph W (m, ℓ) is bipartite and not
3-connected. Moreover, it is distance-balanced if and only if ℓ is odd.
Proof. That W (m, ℓ) is bipartite and not 3-connected is clear from the construction.
To show that W (m, ℓ) is not distance-balanced in the case when ℓ is even one only needs
to observe that the edges of the form {(4i, j1), (4i+1, j2)} and {(4i+2, j1), (4i+3, j2)} are
“non-balanced”. To show that W (m, ℓ) is distance-balanced when ℓ is odd first observe
that the automorphism group of W (m, ℓ) has three orbits on the edge set, the orbit of
{(0, 1), (1, 1)}, the orbit of {(1, 1), (2, 1)} and the orbit of {(3, 1), (4, 1)}. To check that
each of these three edges is “balanced” is an easy exercise.
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Figure 3: The graph W (5, 5).
Theorem 3.7 Let Γ be a bipartite distance-balanced graph for which there exists a 2-cut
{a, b} with d(a, b) = 3. Then either Γ is a cycle or there exists an integer m ≥ 2 and an
odd integer ℓ ≥ 3 such that Γ is isomorphic to the graph W (m, ℓ).
Proof. Assume that Γ is not a cycle and note that in this case Γ satisfies the assumptions
of Convention 2.5. Pick x ∈ B1, y ∈ B2. By Lemma 3.1 we have that B1 = N(y) \ b and
B2 = N(x) \ {a}. Let X =Wxa∩Γ1, let Y = Wyb∩Γ1 and let Z = Γ1 \ (X ∪Y ). Observe
that for any w ∈ X every shortest w-x path of Γ passes through b. Hence w ∈ Wby,
implying that X ∩ Y = ∅. Moreover, no vertex of X is adjacent to some vertex of Y .
Namely, if w ∈ X is adjacent to v ∈ Y then w ∈ Wyx and v ∈ Wxy, and so Proposition
1.2(iv) implies
d(w, b) + 1 = d(w, y) = d(v, x) = d(v, b)− 2 ≤ d(w, b)− 1,
a contradiction. Since
Wxa = X ∪ B2 ∪ {b, x} and Wyb = Y ∪ B1 ∪ {a, y}, (2)
we have that Wxa ∪Wyb = V (Γ) \ Z. As Wxa ∩Wyb = {x, y}, we thus have that
n− |Z| = |Wxa ∪Wyb| =
n
2
+
n
2
− 2,
and so |Z| = 2.
Claim 1: For z ∈ Z we have that either N(z) ∩X = ∅ or N(z) ∩ Y = ∅.
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Let z ∈ Z be such that N(z)∩Y 6= ∅ and pick v ∈ N(z)∩Y . Since v ∈ Wyb and z ∈ Wby,
Proposition 1.2(iv) implies that d(z, b) = d(v, y). Since all shortest v-y paths pass through
a and Γ is bipartite we thus have d(z, b) = d(v, y) = d(v, a)+d(a, y) = d(z, a)+1. Similarly,
if N(z) ∩X 6= ∅, we find that d(z, a) = d(z, b) + 1. This proves Claim 1, since otherwise
d(z, a) = d(z, a) + 2.
We may therefore assume that Z = {x˜, y˜} where N(y˜)∩X = ∅ and N(x˜)∩ Y = ∅. Since
Γ1 is connected x˜ and y˜ are adjacent and N(x˜)∩X 6= ∅ and N(y˜)∩Y 6= ∅. The arguments
above (for z = y˜ and z = x˜) yield d(y˜, b) = d(y˜, a) + 1 and d(x˜, a) = d(x˜, b) + 1. Since
y˜ ∈ Wby and N(y˜) ∩X = ∅, we have that d(y˜, b) = d(x˜, b) + 1, and so
d(x˜, b) = d(y˜, a). (3)
Observe also that, since Γ \ {a, y˜} and Γ \ {b, x˜} are disconnected, we have d(x˜, b) =
d(y˜, a) ≥ 3 by minimality of d(a, b).
Claim 2: every vertex of Γ1 lies on some shortest a-b path in the subgraph Γ˜1 = 〈Γ1 ∪
{a, b}〉.
Suppose that there is a vertex u ∈ X which does not lie on such a path. Since Γ1 is
connected we may assume that there is a neighbour w of u which does lie on such a path.
But since Γ is bipartite we now have Wuw ⊆ X \ {w}, implying that n/2 = |Wuw| ≤
|X| − 1 < |X|, which, by (2), is impossible. Similarly we show that every vertex in Y lies
on some shortest a-b path of Γ˜1. This proves Claim 2.
Let t and sets Di (0 ≤ i ≤ t + 1) be as in the paragraph preceding Lemma 3.4. By
Lemma 3.4 we have that t ≥ 8. Let v be the unique vertex of Dt/2+4 and observe that the
pair (x˜, v) satisfies the same assumptions as the pair (a, b). We can thus apply Lemma
3.4 to it. Hence we find that |Dt/2+3| = |Dt/2+2| = |B1| = |D2|, |D4| = |Dt/2+5| = 1, and
that every vertex of D2 is adjacent to every vertex of D3. Note that as |D4| = 1, also
|Dt/2+8| = 1 (again by replacing the pair (a, b) by (x˜, v)). Continuing with this process
we find that the following two possibilities can occur:
(i) There is some i such that |Di| = |Di+1| = |Di+2| = 1 (note that i can be 0). But
this contradicts minimality of d(a, b).
(ii) t is divisible by 8 and |D2+4j| = |D3+4j| = |B1| = |B2| for 0 ≤ j ≤ t/4 − 1, while
|Dj | = 1 for all other j. Therefore n = 2|B1|(t/4+1)+2(t/4+1) = 2(t/4+1)(|B1|+1).
It is now clear that Γ is isomorphic to the graph W (m, ℓ), where m = |B1| and
ℓ = t/4 + 1.
Theorem 3.8 Except for cycles of even length, the order of a bipartite non-3-connected
distance-balanced graph of smallest order is 18. Moreover, such a graph is unique and is
isomorphic to the graph W (2, 3) (see Figure 4).
Proof. Let Γ be a bipartite non-3-connected distance-balanced graph, which is not a
cycle, of smallest order. By Proposition 3.3 we have that d(a, b) ≥ 3, where we use the
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notation from Convention 2.5. Theorem 3.6 implies that n ≤ 18. If d(a, b) = 3 then
Theorem 3.7 applies. We can thus assume that d(a, b) ≥ 4. Let the sets Di, 1 ≤ i ≤ t,
represent the vertices of Γ1 at distance i from a in the subgraph Γ˜1 = 〈Γ1 ∪ {a, b}〉,
where t is the maximal distance from a in Γ˜1. Since Γ1 contains no good vertex, we have
that the distance between a and b in Γ˜1 is at least m + 3, and so t ≥ m + 2 (recall that
d(a, b) = m+1). Moreover, by minimality of d(a, b) we have that |Di| ≥ 2 for all 2 ≤ i ≤ m
and that |Bi| ≥ 2 for all 1 ≤ i ≤ m. Therefore, Γ is of order at least 4m + 3. Thus, if
d(a, b) ≥ 5, Γ is of order at least 19. We are therefore left with the case d(a, b) = 4. Pick
x ∈ B1 and observe that B1\{x}∪D1∪D2∪D3∪D4∪{a} ⊆Wax. Since D1 and D4 cannot
both be singletons (otherwise d(a, b) is not minimal), this implies n
2
= |Wax| ≥ 9. Hence,
n = 18 and Wax = B1 \ {x}∪D1 ∪D2 ∪D3 ∪D4 ∪ {a}. Moreover, |B1| = |D2| = |D3| = 2
and |D1 ∪ D4| = 3. A similar argument (considering the distance partition from b in
Γ˜1) shows that also |B3| = 2. Note that this implies that |D5 ∪D6 ∪ · · · ∪Dt| ≤ 3, and
so Proposition 1.2(ii) implies t ≤ 6 (otherwise the degree of the unique vertex of D6 is
2). If |D4| = 1, say D4 = {c}, then {c, b} is a 2-cut with d(b, c) ≤ 3, a contradiction.
It follows that |D4| = 2 and |D1| = 1. Let now w be the unique vertex of D1 and let
v ∈ D2. Then D2 \ {v} ∪ {w, a} ∪B1 ∪B2 ∪ B3 ⊆Wwv, and so |Wwv| ≥ 9, implying that
|B2| = 2. Since the minimal degree in Γ is at least 3, every vertex of D2 is adjacent to
every vertex of D3. We show that b has no neighbour in D5. Indeed, if b has a neighbor
in D5, every vertex of D2 is closer to b than to any vertex of B3. Hence, for u ∈ B3 we
have that Wub = B2 ∪ B1 ∪ {u, a, w}, and so |Wub| = 7, a contradiction. It follows that
t = 7 and |D5| = |D6| = |D7| = 1, implying that the unique vertex of D6 is of degree 2, a
contradiction. This completes the proof.
Figure 4: The smallest bipartite non-3-connected distance-balanced graph, which is not
a cycle.
4 Further structural properties
Throughout this section let Γ be as in Convention 2.5. To further describe the structure
of the bad component we divide the edges of Γ˜1 = 〈Γ1 ∪ {a, b}〉 into two classes. Let
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d˜ denote the distance function of the subgraph Γ˜1. The edge xy of Γ˜1 for which either
d˜(x, a) = d˜(y, a)+1 and d˜(x, b) = d˜(y, b)+1, or d˜(y, a) = d˜(x, a)+1 and d˜(y, b) = d˜(x, b)+1,
is called horizontal. In this case the vertex of xy that is closer to a (and also to b) is called
the right vertex of xy. The other vertex of xy is called the left vertex of xy. All other
edges of Γ˜1 are called vertical. Note that, since Γ is bipartite, for a vertical edge xy we
either have d˜(x, a) + 1 = d˜(y, a) and d˜(x, b) = d˜(y, b) + 1, or d˜(y, a) + 1 = d˜(x, a) and
d˜(y, b) = d˜(x, b) + 1. In this case the vertex of xy that is closer to a (and further from b)
is called the upper vertex of xy. The other vertex of xy is called the lower vertex of xy.
Proposition 4.1 Let Γ be as in Convention 2.5. Then the following (i), (ii) hold.
(i) Let xy be a horizontal edge, where x is the left and y the right vertex of xy. Then
Wxy ⊆ Γ1.
(ii) Let xy be a vertical edge, where x is the upper and y the lower vertex of xy. Let
ℓ = (d˜(a, b) + d˜(x, a)− d˜(y, b) + 1)/2. (4)
Then
|Wxy ∩ Γ1| =
n
2
−
(d˜(a,b)+m+1)/2−ℓ∑
j=0
|Bj|, (5)
with the agreement that Bj = ∅ for j < 0 and j > m+ 1.
Proof. (i) Since y is closer to both a and b than x, Lemma 2.1 implies that Γ2∪{a, b} ⊆
Wyx. Therefore Wxy ⊆ Γ1.
(ii) Consider the set Bj (0 ≤ j ≤ m + 1). By Corollary 2.3 all the vertices of this set
have the same distance to a, and all have the same distance to b. Consequently, either
Bj ⊆Wxy or Bj ∩Wxy = ∅. Set j = (d˜(a, b) +m+ 1)/2− ℓ.
Suppose first that j ≥ m + 1, that is, 2ℓ ≤ d˜(a, b) − m − 1. By (4) we have that
d˜(x, a) +m+ 1 ≤ d˜(y, b)− 1, and so b, and hence also ∪m+1j=0 Bj, is contained in Wxy. The
equation (5) thus holds in this case.
Suppose next that j ≤ −1, that is d˜(a, b) + m + 3 ≤ 2ℓ. By (4) we have that
d˜(b, y) +m+ 1 ≤ d˜(x, a)− 1, and so a, and hence also ∪m+1j=0 Bj , is contained in Wyx. The
equation (5) thus holds in this case.
Suppose finally that 0 ≤ j ≤ m. Pick u ∈ Bj and v ∈ Bj+1. Similarly as above we
show that u ∈ Wxy, while v ∈ Wyx. It follows that Bi ⊆Wxy for 0 ≤ i ≤ j and Bi ⊆Wyx
for j + 1 ≤ i ≤ m+ 1. This completes the proof.
5 Applications
In this section we give two applications of the results from the previous sections. In
particular, we show that if we restrict either to the family of bipartite strongly distance-
balanced graphs or to the family of distance-balanced partial cubes, the answer to the
Handa question 1.1 is affirmative. Note that the result for distance-balanced partial cubes
was already obtained by Handa [3] - here we give an alternative proof.
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We first consider the strongly distance-balanced graphs. A graph Γ is strongly distance-
balanced if and only if for every pair of adjacent vertices u, v ∈ V (Γ) and for any non-
negative integer i we have |Ni(u) ∩Ni+1(v)| = |Ni+1(u) ∩ Ni(v)|. Clearly, every strongly
distance-balanced graph is distance-balanced. Strongly distance-balanced graphs were
first introduced in [7]. It turns out (see [7]) that strongly distance-balanced graphs actu-
ally coincide with the so-called distance degree regular graphs (introduced in [4]). In [7] it
was also observed that not every distance-balanced graph is strongly distance-balanced.
(As a corollary of Theorem 3.6 and the next theorem we have that every graph W (m, ℓ),
where ℓ ≥ 3 is odd, is a distance-balanced graph that is not strongly distance-balanced.)
Theorem 5.1 Let Γ be a bipartite strongly distance-balanced graph that is not a cycle.
Then Γ is 3-connected.
Proof. Suppose to the contrary that Γ is not 3-connected. Then Γ satisfies the as-
sumptions of Convention 2.5. Pick x ∈ B1 and consider the set Nm+1(a) ∩ Nm(x). By
Corollary 2.3 we have Nm+1(a) ∩ Nm(x) = {b}. Therefore, since Γ is strongly distance-
balanced, |Nm(a) ∩ Nm+1(x)| = 1. By Lemma 3.1, Nm(a) ∩ Nm+1(x) ⊆ Γ1. However,
every vertex of Γ1, which is at distance m from a is at distance m + 1 from x. Hence
Nm(a) ∩Nm+1(x) = Nm(a) ∩ Γ1, and so |Nm(a) ∩ Γ1| = 1. Let c be the unique vertex of
Nm(a) ∩ Γ1. Observe that Γ \ {a, c} is disconnected. For example, every path from b to
some vertex in N(a) ∩ Γ1 passes either through a or through c. But this contradicts the
minimality of d(a, b).
A graph Γ is a partial cube if it can be isometrically embedded into a hypercube. It
was proven in [2] that Γ is a partial cube if and only if it is bipartite and for every pair
of adjacent vertices u and v of Γ, the set Wuv is convex (the set U ⊆ V (Γ) is convex if for
every x, y ∈ U every shortest x-y path is contained in U). It follows from [3, Theorem
1.3] that if Γ is a distance-balanced partial cube that is not a cycle, then Γ is 3-connected.
We now give an alternative proof of this result.
Theorem 5.2 Let Γ be a distance-balanced partial cube that is not a cycle. Then Γ is
3-connected.
Proof. Suppose to the contrary that Γ is not 3-connected. Then Γ satisfies the as-
sumptions of Convention 2.5. Note that, by the minimality of d(a, b), we have |B1| ≥ 2.
Pick x, y ∈ B1, x 6= y, and consider the set Wax. Clearly y ∈ Wax. Note that since all
vertices of Γ1 are bad vertices, Wxa ∩ Γ1 6= ∅. Pick adjacent vertices v, w ∈ Γ1 such
that v ∈ Wax and w ∈ Wxa (such vertices exist since Γ1 is connected). By Lemma 2.1
we have d(v, y) = min{d(v, a) + 1, d(v, b) + d(b, y)}. But by Proposition 1.2(iv) we have
d(v, a) + 1 = d(w, x) + 1 = d(w, b) + d(b, x) + 1 = d(w, b) + d(b, y) + 1 = d(v, b) + d(b, y),
implying that there exists a shortest y-v path passing through b. Since Γ is a partial cube
and y, v ∈ Wax, this implies b ∈ Wax, contradicting Corollary 2.3.
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6 Directions for future research
Although the Handa question has now been answered, there are still numerous possibilities
for further research. In this section we propose some of the questions and problems that
we believe are worth considering. We continue to use the notation from Convention 2.5.
In view of the fact that Theorem 3.6 and Theorem 3.7 give a complete classification
of the graphs with d(a, b) = 3, the first natural question is the following.
Question 6.1 Are there any bipartite, non-3-connected distance-balanced graphs, which
are not cycles, for which the minimal distance between the vertices of a 2-cut is at least
4?
In the case that the answer to the above question is positive, the following problem
should be considered.
Problem 6.2 Classify the bipartite, non-3-connected distance-balanced graphs.
If this problem turns out to be to difficult to solve in general, one could restrict to
particular families of bipartite graphs (such as in Theorems 5.1 and 5.2).
The next direction one should try to pursue is the investigation of the connectivity of
non-bipartite distance-balanced graphs (recall that, by Proposition 1.2, such graphs are
at least 2-connected). Of course, a complete classification of all non-3-connected distance-
balanced graphs seems out of reach in view of the above problem. One should thus first
try to generalize the results of [3] and this paper to non-bipartite graphs.
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