In this paper a full description of order isomorphisms between effect algebras of atomic JBW-algebras is given. We will derive a closed formula for the order isomorphisms on the effect algebra of type I factors by proving that the invertible part of the effect algebra of a type I factor is left invariant. This yields an order isomorphism on the whole cone, for which a characterisation exists. Furthermore, we will show that the obtained formula for the order isomorphism on the invertible part can be extended to the whole effect algebra again. As atomic JBW-algebras are direct sums of type I factors and order isomorphisms factor through the direct sum decomposition, this yields the desired description. σ : D M → D N which can be used to define a Jordan isomorphism J D :
Introduction
Let H be a complex Hilbert space. In [Š17] which is an important object in quantum mechanics. For more details and an extensive historical perspective we direct the reader to the excellent introduction ofŠemrl's paper [Š17] . The previous results of Ludwig and Molnár characterised the order isomorphisms of the effect algebra that satisfy some additional assumptions, butŠemrl was the first to provide a characterisation in full generality.
In his paper,Šemrl proved and made use of the fact that each order isomorphism of the effect algebra leaves the invertible part invariant. Drnovšek made clever use of this fact in [Drn18] by noting that the inverse yields an order anti-isomorphism between the invertible part of the effect algebra and the translated positive cone. Since the order isomorphisms of the positive cone are known ([Mol01, Theorem 1]), Drnovšek was able to characterise the order isomorphisms of the effect algebra, greatly simplifying the proof ofŠemrl's result.
Note that B(H) is an atomic von Neumann algebra, in fact a factor, and its self-adjoint part is therefore an atomic JBW-algebra (the reader more familiar with the theory of C*-algebras should think of the self-adjoint part of a von Neumann algebra whenever JBW-algebras are mentioned). The goal of this paper is to extend the above results on B(H) to arbitrary atomic JBW-algebras.
Our approach is based on Drnovšek's idea of using the order anti-isomorphism of the invertible part of the effect algebra with the translated positive cone. For this we need that the invertible part is invariant, and we show that this is true if the atomic JBW-algebra is a factor. General atomic JBW-algebras are direct sums (of arbitrary size) of factors, and if there are infinitely many summands then the invertible part need no longer be invariant, but we also show that order decompositions correspond to JBW-algebra direct sum decompositions, a result that allows us to treat each factor separately. We then apply a recent result by Roelands and van Imhoff [vIR19, Theorem 3.8] characterising order isomorphisms between the positive cones in atomic JBW-algebras to obtain a full description of order isomorphisms between their effect algebras.
Another major contribution in this research area was made by Mori in [Mor19] , who mostly considered order isomorphisms between the effect algebra of (not necessarily atomic) von Neumann algebras without type I 1 direct summand. He showed that the image of 1 2 I is always locally measurably invertible, a concept from the theory of non-commutative integration. Furthermore, he characterised the order isomorphisms in the case where the image of 1 2 I is invertible.
We will now briefly outline the structure of our paper. Section 2 is our preliminary section where we cover the basics of JB(W)-algebras and order products. In Section 3 we investigate the order structure of the effect algebra. The main result of this section is that the JBW-algebra decompositions are in bijection with the order decompositions of the space. This is used in Section 4, where we first show that the invertible part of the effect algebra is always invariant if and only if the centre is finite-dimensional, and use this to obtain a full characterisation of order isomorphisms of the effect algebra in atomic JBW-algebras, Theorem 4.8.
Preliminaries 2.1 JB-algebras
A Jordan algebra (A, •) is a commutative, not necessarily associative algebra such that
x • (y • x 2 ) = (x • y) • x 2 for all x, y ∈ A.
A JB-algebra A is a normed, complete real Jordan algebra satisfying,
x • y ≤ x y ,
for all x, y ∈ A. The canonical example of a JB-algebra is the set of self-adjoint elements of a C * -algebra equipped with the Jordan product x • y := 1 2 (xy + yx). By the Gelfand-Naimark theorem, this JB-algebra is a norm closed Jordan subalgebra of the self-adjoint bounded operators on a complex Hilbert space. Such a JB-algebra is called a JC-algebra.
The elements x, y ∈ A are said to operator commute if x • (y • z) = y • (x • z) for all z ∈ A. In a JC-algebra, two elements operator commute if and only if they commute for the C * -multiplication by [AS03, Proposition 1.49]. In the sequel, the Jordan product of two operator commuting elements x, y ∈ A will be written as xy instead of x • y. An element x ∈ A is said to be central if it operator commutes with all elements of A. The centre of A, denoted by Z(A), consists of all elements that operator commute with all elements of A, and it is an associative subalgebra of A. Every associative unital JB-algebra is isometrically isomorphic to C(K) for some compact Hausdorff space K, see [HOS84, Theorem 3.2.2].
The set of invertible elements of a unital JB-algebra A is denoted by Inv(A). The spectrum of x ∈ A, which is denoted by σ(x), is defined to be the set of λ ∈ R such that λe − x is not invertible in JB(x, e), the JB-algebra generated by x and e, see [HOS84, 3.2.3]. Furthermore, there is a continuous functional calculus, that is, JB(x, e) is isometrically isomorphic to C(σ(x)) as a JB-algebra. The cone of elements with non-negative spectrum is denoted by A + , and equals the set of squares by the functional calculus, and its interior A • + consists of all elements with strictly positive spectrum. The cone A + induces a partial ordering ≤ on A by writing
is an order isomorphism if and only iff :
is an order isomorphism. Hence the order isomorphisms between order intervals in JB-algebras are completely determined by order isomorphisms between order intervals the form [0, x].
The Jordan triple product {·, ·, ·} is defined as
for x, y, z ∈ A. The linear map U x : A → A defined by U x y := {x, y, x} will play an important role and is called the quadratic representation of x. By the Shirshov-Cohn theorem for JB-algebras [HOS84, Theorem 7.2.5], the unital JB-algebra generated by two elements is a JC-algebra, which shows all but the fourth of the following identities for JB-algebras, since U x y = xyx in JC-algebras (for the rest of the paper, the operator-algebraic reader is encouraged to think of this equality whenever the quadratic representation appears).
A proof of the fourth identity can be found in [HOS84, 2.4 .18], as well as proofs of the other identities. The following lemma also follows from the same idea combined with the continuous functional calculus.
Lemma 2.1. Let A be a unital JB-algebra and let y ∈ A. If f, g : σ(y) → R are continuous functions, then
Proof. (i): For any x ∈ A the JB-algebra B generated by x, y, and e is a JC-algebra by the Shirshov-Cohn theorem for JB-algebras and it contains JB(y, e) ∼ = C(σ(y)). Hence in B we have
which shows that the required identity holds in A as x was chosen to be arbitrary. A JBW-algebra is the Jordan analogue of a von Neumann algebra: it is a JB-algebra with unit e which is monotone complete and has a separating set of normal states, or equivalently, a JB-algebra that is a dual space. A positive functional ϕ ∈ M * is called a state if ϕ(e) = 1, and it is said to be normal if for any bounded increasing net (x i ) i∈I with supremum x we have ϕ(x i ) → ϕ(x). The linear space of normal states on M is called the normal state space of M. The topology on M defined by the duality of M and the normal state space of M is called the σ-weak topology. That is, we say a net (x i ) i∈I converges σ-weakly to x if ϕ(x i ) → ϕ(x) for all normal states ϕ on M. The Jordan multiplication on a JBW-algebra is separately σ-weakly continuous in each variable and jointly σ-weakly continuous on bounded sets by [AS03, Proposition 2.4] and [AS03, Proposition 2.5]. Furthermore, for any x the corresponding quadratic representation U x is σ-weakly continuous by [AS03, Proposition 2.4].
We will now collect some results on the functional calculus that are standard in von Neumann algebras but for which there does not seem to be a good reference in the theory of JBW-algebras. Let M be a JBW-algebra and let x ∈ M. Then W (x, e), the JBW-algebra generated by x and e, is an associative JBW-algebra and hence isomorphic to a monotone complete C(K)-space and so its complexification M is a von Neumann algebra also generated by x and e. A standard result in von Neumann algebras, which can for example easily be derived from [Con90, Theorem IX.2.3], now yields the bounded functional calculus f → f (x) from the bounded Borel functions on σ(x) to M. It follows from this theorem and the dominated convergence theorem that if f n is a uniformly bounded sequence converging pointwise to f , then f n (x) converges to f (x) in the weak operator topology and hence σ-weakly by [Tak02, Lemma II.2.5(i)]. Restricting this functional calculus to real-valued functions now yields the bounded functional calculus into W (x, e) with a similar property: if f n is a uniformly bounded sequence converging pointwise to f , then f n (x) converges σ-weakly to f (x).
An element p in a JBW-algebra M is a projection if p 2 = p. For a projection p ∈ M the orthogonal complement, e − p, will be denoted by p ⊥ and a projection q is orthogonal to p precisely when q ≤ p ⊥ , see [AS03, Proposition 2.18]. The collection of projections P(M) forms a complete orthomodular lattice by [AS03, Proposition 2.25] which means in particular that every set of projections has a supremum. We remark that these sets of projections need not have a supremum in M. The collection of projections P(M) is referred to as the projection lattice of M. Any central projection p decomposes the JBW-algebra M as a direct sum of JBW-subalgebras such that M = U p M ⊕U p ⊥ M, see [AS03, Proposition 2.41]. A minimal non-zero projection is called an atom, and it follows from [AS03, Proposition 2.32, Lemma 3.29] that a non-zero projection p is an atom if and only if the order interval [0, p] is totally ordered. A JBW-algebra in which every non-zero projection dominates an atom is called atomic. Every JBW-algebra decomposes as a direct sum of type I, type II, and type III JBW-algebras, and a JBW-algebra with trivial centre is called a factor. In this paper we will predominantly be working with atomic JBW-algebras, which by [AS03, Proposition 3.45] are a direct sum of type I factors. The type I JBW-factors have been classified and are up to isomorphism either a spin factor, or Mat 3 (O) sa , the self-adjoint 3 × 3 matrices with octonionic entries, or of the form B(H) sa , the bounded self-adjoint operators on H where H is a real, complex, or quaternionic Hilbert space of dimension d ≥ 3. See [AS03, Theorem 3.39].
A Jordan isomorphism between JB-algebras is a bijection that preserves the Jordan structure. In [IRP95, Section 2], the Jordan isomorphisms of the type I JBW-factors (except Mat 3 (O) sa ) were characterised: on a spin factor they are induced by unitaries on the Hilbert space, and on B(H) sa with a Hilbert space
For an atomic JBW-algebra M, we define the rank of M to be the cardinality of a maximal orthogonal collection of atoms. For example, rank(ℓ ∞ (S)) = |S| and rank(B(H) sa ) = dim(H) for any set S and for any real, complex or quaternionic Hilbert space H.
Order products
In the sequel we will consider the category Poset of partially ordered sets with monotone maps as morphisms, and the category Poset0 of posets with a distinguished element 0 (not necessarily the least element) and monotone maps that preserve 0 as morphisms. Given a collection of posets {S i } i∈I in Poset or Poset0, we define the order product i∈I S i to be the cartesian product of {S i } i∈I equipped with the product ordering. It is an obvious exercise to show that the order product equipped with the canonical projections is the categorical product in Poset and Poset0, and that suprema and infima exist in i∈I S i if and only if they exist coordinatewise, in which case they are given by the coordinatewise operations.
Given {S i } i∈I in Poset0, if s i ∈ S i for some i, then we denote by s i the element in i∈I S i which equals s i in the i-th coordinate and 0 elsewhere.
Definition 2.2. Let S ∈ Poset0 and {S i } i∈I be subobjects, i.e., subposets with 0. Then we define S to be the internal order product of {S i } i∈I if there is an order isomorphism between S and i∈I S i , denoted by s ∼ (s i ) i∈I , such that s i ∼ s i for each i ∈ I and s i ∈ S i . Remark 2.3. Suppose that S ∈ Poset0 is the internal order product of {S i } i∈I and 0 is the least element of S. If s i ∈ S i for each i ∈ I, then
3 The order structure of [0, e] In this section we study the relation between the order structure of the effect algebra [0, e] of a JBW-algebra M and that of its projection lattice P(M), as well as the connection between decompositions of the interval and algebraic direct summands of M.
If T is a positive injective operator on a Hilbert space, then [Š17, Theorem 2.8] shows that [0, I] is order isomorphic to [0, T ]. For self-adjoint operators being injective is equivalent to having dense range, which in turn is equivalent to having range projection I. Our next proposition generalises this theorem to JBW-algebras. In case of von Neumann algebras Douglas' lemma yields a simpler proof, but the absence of a Hilbert space makes our proof more elaborate.
Proposition 3.1. Let M be a JBW-algebra and let x ∈ M + be non-zero with range projection r(x). Then the quadratic representation U
Proof. All limits in this proof are σ-weak limits. For n ∈ N define continuous functions f n by
.
We also define
Since g n and h n are uniformly bounded and converge pointwise to 1 (0,∞) , the bounded functional calculus yields that g n (
. Note that we have not shown yet that U fn(x) y converges. It follows that, using Lemma 2.1(i) in the third equality and [AS03, p. 40, (2.2)] in the fourth equality,
so the limit exists and therefore V is well defined, z = V y and so (3.1)
and since limits of positive elements are positive,
Hence U x 1/2 is an order isomorphism.
It follows that any order interval in a JBW-algebra is order isomorphic to the order interval [0, e] of some other JBW-algebra, so in the sequel we will focus on the order structure of the order intervals [0, e] of JBW-algebras.
In a JBW-algebra M, the partially ordered set of projections P(M) forms a lattice, even though projections generally do not have a supremum in M; for example, B(H) is an anti-lattice, meaning that any two non comparable elements have no supremum. However, we proceed to show that in the effect algebra [0, e] any set of projections also has a supremum. If x ∈ [0, e], then x ⊥ denotes the element e − x; clearly x → x ⊥ is an order anti-isomorphism of [0, e] that coincides with the usual orthogonal complement on P(M). Proof. Since x → x ⊥ is an order anti-isomorphism that leaves P(M) invariant, it suffices to show the existence of either the supremum or the infimum. We start by showing the existence of finite infima, so let p, q ∈ P(M). With p ∧ q denoting the infimum in P(M), clearly p ∧ q ≤ p, q. Towards showing that p ∧q is the greatest lower bound, let 0 ≤ x ≤ p, q. Then x ∈ U p M and x ∈ U q M (here the fact that x ≥ 0 is crucial), so x ∈ U p M ∩ U q M which is a JBW-subalgebra and hence, since x ≤ 1, x is dominated by the identity of this JBW-subalgebra which is a projection r ∈ P(M). Since r ∈ U p M and p is the largest projection in U p M it follows that r ≤ p and similarly r ≤ q. Hence r ≤ p ∧ q (actually r = p ∧ q by [AS03, Proposition 2.32]), and so x ≤ r ≤ p ∧ q, showing that p ∧ q is the greatest lower bound of p and q in [0, e].
To show existence of arbitrary suprema of projections we employ the standard machinery. If {p i : i ∈ I} is an arbitrary collection in P(M), then for every finite F ⊆ I we let p F := sup i∈F p i , where the supremum is taken in P(M) and hence coincides with the supremum taken in [0, e]. The net (p F ) F ∈F indexed by the finite subsets F ⊆ I is an increasing bounded net so it converges σ-weakly to its supremum p in [0, e], since [0, e] is σ-weakly closed. By the joint weak continuity of the multiplication on bounded sets, it follows that p is a projection, and a direct verification shows that p is also the supremum of {p i : i ∈ I}.
Next, we show that in atomic JBW-algebras internal order decompositions are related to algebra direct sum decompositions. for some x, y ∈ M. We first show that x is a projection. If u ∼ (a, b) ∈ [0, x] × [0, y] is an atom and a and b are non-zero, then (a, 0), (0, b) ∈ [0, u] are incomparable, contradicting the fact that u is an atom, and so either u ≤ x or u ≤ y. Since 0 ≤ x ≤ e, it follows that σ(x) ⊆ [0, 1]. Suppose that there is a λ ∈ σ(x) such that 0 < λ < 1. Let ε > 0 be such that 0 < λ − ε < λ + ε < 1. Let p := 1 (λ−ε,λ+ε) (x), which is non-zero by the spectral theorem ([Con90, Theorem IX.2.2(b)]), and let u ≤ p be an atom. Then 0 < (λ−ε)u ≤ (λ−ε)p < x, so (λ − ε)u is a common lower bound of both u and x, therefore u ≤ y and so u ≤ x. But then
which is a contradiction. Hence σ(x) ⊆ {0, 1} and it follows that x must be a projection. Similarly, we find that y is a projection. Next, we will show that x and y are orthogonally complemented. In [0, x] × [0, y], the only element z such that x ∧ z = 0 and x ∨ z = e is y. By Lemma 3.2, x ⊥ satisfies these properties, so y = x ⊥ .
It remains to show that x is a central projection, and for this it suffices to show that x operator commutes with any projection. If u is an atom, then [0, u] is totally ordered, hence u ≤ x or u ≤ y = x ⊥ . In both cases x operator commutes with u. A standard argument now shows that x operator commutes with any projection, which we will give for convenience of the reader. To that end, let p ∈ M be a projection. A standard application of Zorn's lemma shows that there is a maximal set of pairwise orthogonal atoms {p i : i ∈ I} that are dominated by p. The net (p F ) F ∈F directed by the finite subsets F ⊆ I with
for F ∈ F is increasing and converges σ-weakly to its supremum in M which is a projection q ≤ p as Jordan multiplication is jointly σ-weakly continuous on bounded sets by [AS03, Proposition 2.4] and [AS03, Proposition 2.5]. Suppose that there is an atom r ≤ p − q. Then r and q are orthogonal and so r is orthogonal to all atoms p i , contradicting the maximality of the set {p i : i ∈ I}. Hence q = p. By joint σ-weakly continuity of the multiplication, it follows that x operator commutes with p, proving that x is a central projection.
(v) ⇒ (i): Central projections correspond to algebra direct sum decompositions.
Regarding the bijection between the different decompositions, we show that if we start with any of the types and pass through the chain of implications, we return to the original decomposition. Direct verification shows that the chain (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v) ⇒ (i) leads back to the original decomposition M ∼ = M 1 ⊕ M 2 , and similarly for the case where we start with (v). If we start with a decomposition as in (iv), so [0, e] ∼ = [0, x] × [0, y], then our above proof shows that x is a central projection with orthogonal complement y, so these decompositions are in direct bijection with the decompositions in (v).
Suppose we start with a decomposition of type (ii), so M ∼ = S × T as an internal order product. Going through our entire proof of (ii) ⇒ (v), we show that in this case the order interval [0, e] can be decomposed as [0, z] × [0, z ⊥ ] with z a central projection in S and z ⊥ ∈ T . In a similar way, for n ≥ 2, using elements with spectrum {0, n} (n times a projection) instead of projections, it can be shown that the order interval [0, ne] can be decomposed as [0, nz n ] × [0, nz ⊥ n ] with z n a central projection in S and z ⊥ n ∈ T . Since e ∼ (z, z ⊥ ) ∈ [0, ne], so (0, 0) ≤ (z, z ⊥ ) ≤ (nz n , nz ⊥ n ), it follows that z is a projection in U zn M and therefore z ≤ z n . Similarly, z ⊥ ≤ z ⊥ n , and so z = z n . Hence [0, ne] ∼ = [0, nz] × [0, nz ⊥ ] for all n ≥ 1.
For n ≥ 1, we now consider [−ne, ne]. Adding and subtracting ne ∼ (nz, nz ⊥ ) is an order isomorphism, so it preserves order products, and therefore 
If we start with a decomposition of type (iii), then we just use the above argument without the need to consider negative elements. This shows that all types of decompositions are in bijection with each other.
We immediately obtain an analogue of this proposition for arbitrary decompositions. Since order isomorphisms preserve order products, the following lemma now follows immediately from Corollary 3.4. Note that the central atoms of M yield totally ordered parts in the decomposition of the effect algebra and in fact, these are the only ones. Proof. If z 1 is a central atom, then by definition the order interval [0, z 1 ] is totally ordered and order isomorphic to the unit interval [0, 1]. Conversely, if [0, z 1 ] is totally ordered, then z 1 is a central projection by Proposition 3.3. But if z 1 = p + q for some non-trivial orthogonal projections p and q, then p and q would be two incomparable elements of [0, z 1 ]. Hence z 1 must be an atom.
Order isomorphisms between effect algebras
The conditions for an order isomorphism f : [0, e M ] → [0, e N ] to map the invertible part (0, e M ] onto the invertible part (0, e N ], as well as a complete description for such f are given in this section. It turns out that the invariance of the invertible parts of the effect algebras is related to the dimension of the centre of the atomic JBW-algebra.
In the following lemma we introduce an important class of order isomorphisms on effect algebras of JB-algebras that are essential for the description of f . This result for operators on a real or complex Hilbert space can be found in [Š17, Lemma 3.10] and [Drn18, Lemma 2.1]. For the reader's convenience we include the analogous proof which holds for general unital JB-algebras. Proof. The statement trivially holds for t = 0. So, suppose t = 0. If 0 < t < 1, then we can rewrite ϕ t , by using the identity y(y + λe) −1 = e − λ(y + λe) −1 which holds for any y ∈ A + and λ > 0, to be
Since we have that x ≤ y if and only if y −1 ≤ x −1 for all x, y ∈ A • + by [AS03, Lemma 1.31], it follows immediately from the alternative description of ϕ t that it is an order isomorphism. Similarly, if t < 0, then we can rewrite ϕ t to be
and it is verified analogously that it is an order isomorphism in this case as well. If t, s < 1, then for x ∈ [0, e] it follows that
so ϕ t • ϕ s = ϕ t+s−ts . Since ϕ 0 is the identity function, we infer from the composition identity that the inverse of ϕ t satisfies ϕ −1 t = ϕ t t−1 .
Characterising the order isomorphisms
In unital JB-algebras the order isomorphisms on effect algebras [0, e] are related to order isomorphisms on cones, where the invertible elements (0, e] of this effect algebra play an important role. If A and B are unital JB-algebras and f : [0, e A ] → [0, e B ] is an order isomorphism such that f leaves the invertible elements invariant, that is, the restriction f | (0,e A ] is an order isomorphism onto (0, e B ], then this restriction yields an order isomorphism between the cones A + and B + . A key observation is that (0, e A ] and A + are order anti-isomorphic via the map (0, e A ] ∋ x → x −1 −e A ∈ A + . It then follows that
is an order isomorphism from A + onto B + . Here we use the fact that x ≤ y if and only if y −1 ≤ x −1 for all x, y ∈ A • + by [AS03, Lemma 1.31]. The order isomorphisms between cones of atomic JBWalgebras are well understood and have been characterised in [vIR19, Theorem 3.8], which we can exploit to find a formula for f | (0,e A ] . for all x ∈ (0, e], then for all z ∈ (0, e), the map f (z −1 −e) −1/2 maps z to 1 2 e and f (z −1 −e) 1/2 maps 1 2 e to z. In particular, the order automorphism group of [0, e] acts transitively on (0, e).
The following lemma shows that (0, e] is order dense in [0, e]. Proof. For n ∈ N, define the continuous functions f n on [0, 1] by
By the continuous functional calculus x n := f n (x) defines a monotone decreasing sequence that converges to x in norm and has x as a lower bound. Suppose y is another lower bound for all x n . Then x − y = lim n x n − y ≥ 0, showing that x is the greatest lower bound of (x n ) n≥1 . 
for some t < 1, z ∈ N • + , and a Jordan isomorphism J : M → N.
Proof. Suppose that f : [0, e M ] → [0, e N ] is an order isomorphism such that f ((0, e M ]) = (0, e N ]. It follows from Proposition 4.2 that the restriction of f to (0, e M ] is of the form f (x) = (U y Jx −1 − y 2 + e N ) −1 for some y ∈ N • + and a Jordan isomorphism J : M → N. Let λ > 1 be such that λe N − y 2 is positive and invertible. Then for x ∈ (0, e M ], it follows from Lemma 2.1 and (2.1) that U (λe N −y 2 ) −1/2 U y = U y 1/2 U (λe N −y 2 ) −1/2 U y 1/2 = U U y 1/2 (λe N −y 2 ) −1/2 , and so for z := U y 1/2 (λe N − y 2 ) −1/2 we have
Using the functional calculus on the JB-algebra generated by y and e N again, we find that z = y(λe N − y 2 ) −1/2 = (y 2 (λe N − y 2 ) −1 ) 1/2 = (λ(λe N − y 2 ) −1 − e N ) 1/2 hence z 2 + e N = λ(λe N − y 2 ) −1 and so λ(z 2 + e N ) −1 = λe N − y 2 . Therefore,
and by using (2.1) together with the identity (e N + (U z −1 Jx) −1 ) −1 = e N − (e N + U z −1 Jx) −1 to obtain the second equality, we find that
Note that the identity (e N + ((λ − 1)f (x)) −1 ) −1 = e N − (e N + (λ − 1)f (x)) −1 now yields
for s := λ−1 λ ∈ (0, 1). Since ϕ −1 s = ϕ t with t = s s−1 = 1 − λ ∈ (−∞, 0), we combine (4.2) and (4.3) to write f (x) as
(4.4)
The 
as f and g are order isomorphisms. We conclude that f must be of the form (4.4).
Conversely, suppose that f is of the form (4.4) for some t < 1, z ∈ N • + , and a Jordan isomorphism J : M → N. Since ϕ s (εe N ) = ε s(ε−1)+1 e N ∈ (0, e N ] for all s < 1 and all ε > 0, it follows that ϕ s ((0, e N ]) = (0, e N ] for all s < 1. By (2.1) the quadratic representation U (z 2 +e N ) 1/2 maps invertible elements to invertible elements. Lastly, for x ∈ [0, e M ] it follows from the identity
in conjunction with the Shirsov-Cohn theorem that e N −(e N + U z −1 Jx) −1 is invertible if and only if U z −1 Jx is invertible. This in turn, is equivalent to saying that x is invertible. Hence f (x) ∈ (0, e N ] if and only if x ∈ (0, e M ], or equivalently, f ((0, e M ]) = (0, e N ].
Invariance of (0, e]
In this section we characterise for which atomic JBW-algebras all order isomorphisms satisfy f ((0, e M ]) = (0, e N ]. For B(H) it was shown byŠemrl [Š17] that every order isomorphism of [0, e] leaves the invertible part (0, e] invariant. For general atomic JBW-algebras this is no longer the case. For example, on the effect algebra [0, e] ⊆ ℓ ∞ we construct an order isomorphism f : [0, e] → [0, e] as follows. For n ≥ 1, let f n : [0, 1] → [0, 1] be an order isomorphism such that f n (1/2) = 2 −n . Then f (λ n ) n≥1 := (f n (λ n )) n≥1 is an order isomorphism that maps 1 2 e to (2 −n ) n≥1 / ∈ (0, e]. However, it turns out that all order isomorphisms between effect algebras of JBW-factors of type I do leave the invertible parts invariant.
Before proceeding, we will introduce some terminology and notation. For a JBW-algebra M, we denote by P 1 (M) the set of atoms of M. For an atom p in a JBW-algebra M and x ∈ M + , we say that x dominates the atom p if there exists a λ > 0 such that λp ≤ x. Proof. Note that the rays generated by the atoms correspond exactly to extreme rays of the cone, and so the maximal totally ordered subsets S of [0, e M ] such that [0, x] ⊆ S for all x ∈ S are precisely of the form [0, p] for p ∈ P 1 (M). Hence, if p ∈ P 1 (M), then f ([0, p]) = [0, q] for some q ∈ P 1 (N). In particular, f maps P 1 (M) bijectively onto P 1 (N).
Now if x ∈ (0, e M ], then x dominates every atom in M and hence by the above f (x) dominates every atom in N. Suppose N is of finite rank. Then the spectral decomposition yields that
for some λ i ∈ [0, 1] and q i ∈ P 1 (N). Since f (x) dominates every atom in N, all the λ i must be strictly positive, and so 0 / ∈ σ(f (x)). It remains to consider the case where N is of infinite rank. Then by [HOS84, Theorem 7.5.11] N is of the form B(H) sa where H is a real, complex or quaternion Hilbert space. Assume H is complex. The atoms are precisely the rank one projections, and since f (x) dominates every atom, by Douglas' lemma ([Dou66, Theorem 1]) it follows that the range of f (x) contains the range of every rank 1 projection. Hence f (x) is surjective, and f (x) has to be injective as well otherwise f (x) would not dominate a rank 1 projection in its kernel. Hence f (x) is invertible.
As explained in [Dou66] , Douglas' lemma is also valid for real Hilbert spaces, so it remains to verify Douglas' lemma for quaternion Hilbert spaces. An inspection of Douglas' proof shows that it only relies on the Closed Graph Theorem, which also holds in quaternion Hilbert spaces by [ACS15, Theorem 3.9] (an earlier but more archaic reference is [Bou81, Corollaire 5, p. I.19]).
An alternative proof that avoids quaternion Hilbert spaces is as follows. As explained in [HOS84, 7.5.6, 7.5.10, 7.5.11] one can model the bounded self-adjoint operators on a quaternion Hilbert spaces as follows: let H be a complex Hilbert space and let j : H 2 → H 2 be the conjugate linear map defined by j(ξ, η) := (η, ξ), where ξ → ξ is a conjugation on H. Then N, the bounded self-adjoint operators on a quaternion Hilbert space can be represented as the bounded self-adjoint operators on H 2 that commute with j. For ξ ∈ H, let P ξ denote the projection onto the span of ξ; then one readily verifies that the self-adjoint operator T := P ξ ⊕ P ξ commutes with j and hence belongs to N. Since f (x) dominates every atom and T has at most rank 2 in N, it also dominates T , and so it will also dominate P ξ ⊕ 0 and 0 ⊕ P ξ for every ξ ∈ H; by taking η := ξ, T also dominates 0 ⊕ P η for every η ∈ H. By Douglas' lemma for complex Hilbert space operators, the range of f (x) contains the ranges of P ξ ⊕ 0 and 0 ⊕ P η , and so the range of f (x) contains all vectors (ξ, η) ∈ H 2 . Hence f (x) is surjective which as before shows that f (x) is invertible.
Note that a consequence of Proposition 4.6 is that any order isomorphism between effect algebras of atomic JBW-algebras that are a finite direct sum of type I factors must preserve the invertible parts as well. In fact, the following lemma shows that this characterises when it happens. The order interval [0, e] can now be written as the product [0, e] = ∞ n=1 [0, p n ] × [0, e M ′ ]. For n ∈ N let t n := 1 2 (3−2 n ), then t n < 1 and by Lemma 4.1 we have order isomorphisms ϕ tn : [0, p n ] → [0, p n ] such that ϕ tn ( 1 2 p n ) = 2 −n p n for n ∈ N. Together with the identity function Id As e M k is a central projection that cannot be decomposed further as a non-trivial sum of central projections, it follows from Corollary 3.4 that f [0, e M k ] = [0, e N l ] where e N l is a central projection which cannot be decomposed any further as a non-trivial sum of central projections either. Hence U e N l (N) is a factor and f (0, e M k ] = (0, e N l ] by Proposition 4.6. We conclude that f (0, e M ] = f n k=1 (0, e M k ] = n k=1 f (0, e M k ] = n l=1 (0, e N l ] = (0, e N ] as required. 
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