Abstract
In this thesis we explore several practical applications of computer vision, with the use of learning based techniques, in particular convolutional neural networks (CNNs), as a common thread.
We begin by exploring the task of single image camera calibration. That is, the prediction of both intrinsic (focal length and radial distortion) and extrinsic (rotation with respect to the gravity vector) parameters from single images. We advance beyond the state of the art by proposing a novel parameterization for the camera model that facilitates the learning task. Additionally, we introduce a reprojectionbased loss function to combine heterogeneous loss components into a single metric. Our solution is more robust than approaches that solve the problem by relying on geometric primitives such as vanishing points, as the learning-based solution can harness subtle but important cues available in the images.
Later on we tackle the problems of visual place recognition and visual localization in three independent studies. Visual place recognition is the task of automatically recognizing a previously visited location through its appearance, and plays a key role in mobile robotics and autonomous driving applications. Correctly recognizing a location even when its visual appearance has changed (for example, due to weather conditions) is a very challenging problem. We propose a learning-based solution where we train a convolutional neural network to produce image-level representations that are invariant to conditions such as lighting and weather. In order for the network to learn the desired invariances, we train it with triplets of images selected from datasets containing images from the same locations presenting challenging variability in appearance. Visual localization is the task of recovering the pose (position and orientation) of a camera using only the appearance of the images captured by the camera and a map consisting of known image and pose pairs. In this work we refer to visual localization when more than one image is used to perform localization once the system is deployed. The technique can complement or replace GPS in situations where it is not precise or robust enough, such as indoors. We propose a system that performs visual localization using only image-level representations computed from a sequence of images captured by a moving camera. Our approach does not rely on patch-level (local) features. Unlike contemporary approaches, we do not restrict the problem to that of sequence-to-sequence or sequence-to-graph localization. Instead, the sequence is localized in a database consisting of images taken at known locations, but with no explicit spatial structure. We build upon the Gaussian Process Particle Filter framework, proposing two improvements that enable localization when using databases covering large areas as well as robustifying the behavior when dealing with particle deprivation or incorrect initialization of the filter.
Finally, we develop two novel general-purpose modules for convolutional neural architectures. First we propose the CNN-COSFIRE module for the task of image recognition. CNN-COSFIRE adapts and extends the COSFIRE framework for its inclusion in convolutional neural network architectures. It explicitly models the relative in-plane arrangement of convolutional neural network responses, and can be used in detection or classification tasks. We validate our proposal on several challenging place and object recognition datasets. In the final chapter of this thesis we introduce a drop-in replacement for convolutional layers in CNN architectures to increase their robustness to several types of noise perturbations of the input images. We call this a push-pull layer and compute its response as the combination of two half-wave rectified convolutions, with kernels of opposite polarity. It is based on a biological phenomenon known as push-pull inhibition. The proposed layer is composed of a pair of push and pull convolutions that implement a non-linear model of inhibition as exhibited by some neurons in the visual system of the brain. The layer's parameters can be trained by gradient backpropagation, similarly to those of convolutional layers.
Samenvatting
In dit proefschrift onderzoeken we verscheidene praktische beeldherkenningsapplicaties door middel van machine leertechnieken, en convolutionele neurale netwerken (CNN) in het bijzonder.
We beginnen bij het onderzoeken van enkel beeld camerakalibratie (single image camera calibration), oftewel de voorspelling van zowel intrinsieke parameters (brandpuntafstand en radiale vertekening) als extrinsieke parameters (oriëntatie ten opzichte van de zwaartekracht vector) op basis van individuele beelden. We streven de huidige stand van techniek voorbij door een nieuwe leertaakfaciliterende parametrisatie voor het camera model voor te stellen. Daarnaast introduceren we een op reprojectie gebaseerde verliesfunctie om heterogene verliescomponenten te combineren inéén metriek. Onze oplossing is robuuster dan oplossingen gebaseerd op geometrische primitieven zoals verdwijnpunten, omdat de op machine learning gebaseerde oplossing subtiele, belangrijke aanwijzingen in de afbeeldingen kan bundelen.
Later pakken we de problemen omtrent visuele plaatsherkenning (visual place recognition) en visuele lokalisatie (visual localization) aan in drie onafhankelijke studies. Visuele plaatsherkenning betreft de automatische herkenning van een eerder bezochte plaats middels de visuele kenmerken van die plaats en deze taak speelt een sleutelrol in mobiele robotica en zelfbesturingsapplicaties. Het correct herkennen van een locatie, zelfs wanneer de visuele kenmerken ervan zijn veranderd door bijvoorbeeld weersomstandigheden, is een zeer uitdagende opgave. We leggen een op machine learning gebaseerde oplossing voor waarin we een convolutioneel neuraal netwerk trainen om representaties op beeldniveau te presenteren die invariant zijn voor omstandigheden zoals licht en weer. Om het netwerk de gewenste invarianties aan te leren, trainen we het met drietallen van beelden. De drietallen worden geselecteerd uit datasets die beelden van dezelfde locaties met lastige variabiliteit in beeldkenmerken bevatten.
Visuele lokalisatie betreft het hervinden van de pose (positie en oriëntatie) van een camera middels de kenmerken van de beelden die het vastlegt en een kaart bestaande uit bekende beeld-pose sets. In dit proefschrift refereren we aan visuele lokalisatie als er meer danéén beeld wordt gebruikt om lokalisatie uit te voeren wanneer het systeem in werking is gezet. De techniek kan GPS complementeren of vervangen in situaties waar GPS niet precies of robuust genoeg is, bijvoorbeeld binnen. We stellen een systeem voor dat visuele lokalisatie uitvoert enkel op basis van representaties op beeldniveau, welke berekend zijn uit een reeks beelden die door een bewegende camera zijn vastgelegd. Onze benadering steunt niet op (lokale) kenmerken op patch-niveau. In tegenstelling tot hedendaagse benaderingen, beperken wij het probleem niet tot reeks-tot-reeks of reekstot-graaf lokalisatie. In plaats daarvan wordt de reeks gelokaliseerd in een database bestaande uit beelden waarvan de opnamelocatie bekend is, hoewel de locaties geen expliciete ruimtelijke structuur hebben. We bouwen voort op het Gaussian Process Particle Filter-kader en stellen twee verbeteringen voor die het mogelijk maken om zowel lokalisatie met databases van grote oppervlakten uit te voeren, als ook de prestatie bij deeltjes deprivatie of incorrecte filterinitialisatie te verbeteren.
Tenslotte ontwikkelen we twee nieuwe, algemene modules voor convolutionele netwerkarchitecturen. Ten eerste stellen we de CNN-COSFIRE module voor beeldherkenning voor. CNN-COSFIRE past het COSFIRE-kader aan en breidt het uit voor inclusie in convolutionele neurale netwerkarchitecturen. Het modelleert expliciet de relatieve tweedimensionale opstelling van convolutionele neurale netwerkreacties en kan gebruikt worden in detectie-of classificatietaken. We valideren ons voorstel middels verscheidene datasets voor plaats-en objectherkenning. In het laatste hoofdstuk van dit proefschrift introduceren we een drop-in vervanging voor convolutionele lagen in CNN-architecturen om hun robuustheid tegen verschillende soorten ruis in de inputbeelden te vergroten. We noemen dit een 'push-pull layer' en berekenen de respons ervan als de combinatie van twee ReLu-geactiveerde convoluties, met kernen van tegengestelde polariteit. Het is gebaseerd op een biologisch fenomeen: 'push-pull' inhibitie. De voorgestelde laag bestaat uit een set van push en pull convoluties die een non-lineair model van inhibities implementeren; een proces dat ook vertoond wordt door sommige neuronen in het visuele systeem van het brein. De parameters van de laag kunnen getraind worden door terugpropagatie, vergelijkbaar met die van convolutionele lagen.
Resumen
En esta tesis exploramos varias aplicaciones prácticas de la visión por computador, con un hilo común: el uso de técnicas basadas en aprendizaje, en particular las redes neuronales convolucionales -Convolutional Neural Networks (CNN)-.
Comenzamos explorando la tarea de calibración de cámara con unaúnica imagen -single-image camera calibration-, que consiste en la predicción de los parámetros de calibración de una cámara a partir de unaúnica imagen: Tanto los intrínsecos, que modelan la proyección de la luz sobre el sensor de la cámara como los extrínsecos, que describen la posición y orientación de la cámara con respecto a un eje de coordenadas del entorno. Avanzamos el estado del arte proponiendo una nueva parametrización del modelo de proyección que facilita la tarea de aprendizaje. Proponemos además una nueva función de coste basada en la reproyección de puntos para reducir la función de coste a unúnico término, solventando la problemática del balanceo de sus componentes y simplificando la dinámica del entrenamiento. Nuestra solución es más robusta que los métodos basados en primitivas geométricas como los puntos de fuga y las líneas, ya que al tratarse de un método basado en aprendizaje puede aprovechar sutiles pero importantes elementos visuales que son difíciles de modelar explícitamente.
A continuación, nos enfrentamos a los problemas de reconocimiento visual de lugares -Visual place recognitiony de localización visual -Visual localizationen tres estudios diferenciados. El reconocimiento visual de lugares consiste en reconocer de forma automática un lugar previamente visitado, utilizandoúnicamente la apariencia visual, a pesar de posibles cambios en la apariencia de las imágenes (ya sea por cambios de iluminación, el clima o la estación del año). Juega un papel fundamental en la robótica móvil y en aplicaciones de conducción autónoma. Proponemos la utilización de un algoritmo basado en aprendizaje: Entrenamos una red neuronal convolucional para producir una representación de imágenes compacta y holística (representando la totalidad de la imagen, en lugar puntos característicos). El algoritmo se entrena con juegos de imágenes obtenidas con apariencias diferentes (en distintasépocas del año, con distintos niveles de iluminación, etc), con el objetivo de obtener representaciones invariantes a dichos cambios de apariencia.
La localización visual consiste en recuperar la pose (posición y orientación en el espacio) de una cámara a partir de las imágenes capturadas por la misma, dada una base de datos (mapa) de imágenes previamente capturadas en el mismo entorno con poses conocidas. En este trabajo nos referimos a localización visual cuando se utiliza más de una imagen para obtener la posición de la cámara (por ejemplo, una secuencia). La localización visual puede sustituir o complementar a los sistemas de posicionamiento global cuando estos no son suficientemente precisos o robustos (por ejemplo, en interiores). Proponemos un sistema que utiliza como entrada representaciones holísticas (un vector por imagen) de una secuencia de imágenes obtenidas por una cámara en movimiento para obtener la pose de la misma. Al contrario que otras técnicas contemporáneas, no nos limitamos al problema de localización entre dos secuencias o al problema de localización en un grafo: Nuestro mapa consiste en una colección desordenada de pares imagen-pose sin estructura explícita. Para ello utilizamos un filtro de partículas con un modelo de observación basado en procesos Gaussianos.
Finalmente, desarrollamos dos módulos de propósito general para arquitecturas de redes neuronales convolucionales. En primer lugar proponemos CNN-COSFIRE, un módulo para la tarea de clasificación y detección de objetos. CNN-COSFIRE extiende y adapta el método COSFIRE para ser incluido en arquitecturas basadas en redes neuronales. Modela de forma explícita las relaciones geométricas de las activaciones de la red neuronal en el plano de la imagen y puede ser utilizado tanto para detección como para clasificación.
En elúltimo capítulo de la tesis introducimos un módulo bio-inspirado que puede utilizarse en arquitecturas de redes neuronales obteniendo mejoras en robustez con respecto al ruido en las imágenes de entrada. Su funcionamiento está inspirado en un fenómeno biológico conocido como inhibición push-pull, donde neuronas espacialmente adyacentes modulan y compensan sus activaciones recíprocamente. Los parámetros del módulo se pueden entrenar junto con el resto de la arquitectura, de forma que se puede sustituir cualquier capa convolucional por el módulo propuesto con facilidad. Validamos de forma exhaustiva el módulo, demostrando su efectividad en la clasificación de imágenes perturbadas por distintos modelos de ruido con un incremento en el coste computacional despreciable al sustituir las capas convolucionales tradicionales por el módulo propuesto. To my mother: Thanks for your immense dedication in order to provide for us, for your constant encouragement that has given me the confidence to always believe in myself and for supporting me during the times when I was abroad, never letting me know that you missed me and instead pushing me to continue developing.
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