Abstract
Introduction
Recently, growing attention has been given to the nonlinear processing of vector valued noisy image signals through the anisotropic diffusion technique. Anisotropic diffusion is a powerful method which allows to reduce the image noise without blurring the edges between image regions of different chrominance or brightness.
The technique of anisotropic diffusion (AD) has been introduced in [1] , in order to selectively enhance contrast and reduce image noise, using a modified heat diffusion equation and the concepts of scale space.
One of the problems encountered using the AD for practical implementations is the need of establishing a stopping criterion for the iterative AD process. Although various, rather heuristic approaches based on the histogram of the image gradient values have been proposed in the literature [2] , setting a stopping criterion which guarantees the optimal denoising results remains still a problem. Therefore, in this paper the extended AD scheme, called biased AD (BAD) is examined, as this scheme converges to a stable solution, which depends only on the parameters of the conductivity function used for the evolution of the AD process. In the paper we show that a slight modification of the classic biased AD, leads to very good denoising results, significantly outperforming those delivered by the standard schemes described in [3] .
Biased anisotropic diffusion
Let x(ξ, η, t) denotes a real-valued function representing the gray scale image, then the equation of anisotropic diffusion is
where ξ, η are the continuous coordinates, t denotes time and c is the conductivity coefficient. Perona and Malik, [1] suggested that the conductivity coefficient c(ξ, η, t) should be a monotonically decreasing function of the image gradient magnitude and it usually contains a free parameter β, which determines the amount of smoothing introduced by the nonlinear diffusion process. Various functions of c(ξ, η) have been suggested in the rich literature [4, 5] , however one the most popular is the function introduced in [1] : c = exp −G 2 /2β 2 , where G = ∇x(ξ, η). The discretized, iterative version of (1) is
where t denotes iteration number, n is the number of pixels in the filtering window, c One of the drawbacks of the anisotropic diffusion approach is that the optimal values of the parameters β and λ are unknown. Although β can be calculated using some a priori knowledge or can be estimated using some heuristic rules, [2] the algorithm is relatively slow and requires many iterations to achieve the desired solution and also some stopping criterion is needed to finish the iteration process, before the image converges to the trivial solution, (average value of the image pixels). Another disadvantage of the Perona-Malik approach is that this algorithm is not able to cope with impulsive noise and as a result the noisy image goes through the diffusion process without perceptible improvement. The extension of the anisotropic diffusion framework to the multichannel case is not a very difficult task.
Let
are the red, green and blue channels respectively. Equation (1) can be written for the multichannel case as
whereĉ(ξ, η, t) = f ( G ) is the conductivity function, the same for each image channel, dependent on the magnitude of the local gradient G = ∇x(ξ, η, t), which couples the three color image channels, [6] . In [3] the biased anisotropic diffusion has been proposed. This scheme differs from the standard AD (2) in an additional term expressing the deviation between the initial x 0 and the processed color image x
Figure 2: Dependence of PSNR using the BAD on the α and β parameters using LENA color image corrupted with Gaussian (a, b) and mixed Gaussian and impulse noise (c, d). The wire-frame plot shows optimal PSNR values using the AD scheme.
where α is a parameter. The main advantage of the biased AD is its convergence to non-trivial stable solution, which eliminates the need of setting the number of iterations or some stopping criterion to obtain the desired optimal denoising result.
Experiments
As can be derived from Eq. (5) the iterative process depends on the parameters λ, β in the definition of the conductivity function and α. The performed experiments revealed that the dependence on λ is not significant, as it does not influence the final quality of the restoration. Figure 1 shows the dependence of the PSNR restoration quality measure on the parameters λ and β for the AD process performed on the color LENA image contaminated by Gaussian noise of σ = 20 and σ = 30. As can be observed the best possible values of PSNR do not depend on λ, however the value of this parameter influences the number of iterations Q needed to obtain the optimal denoising results, (see Figs. 1c,  d ). For the experiments reported in this paper the value λ = 0.1 was chosen, as it yields the desirable denoising results after approximately 10 iterations.
The experiments performed on color test images corrupted with Gaussian and mixed Gaussian and impulsive noise, revealed that the biased anisotropic diffusion does not introduce any improvements in terms of the objective quality measures, like PSNR, Figure 2 shows the results of experiments performed on the LENA image. The wireframe plot presents the best achievable PSNR results obtained using the standard AD process for a fixed value of the β parameter and the used conductivity function. The colored plot provides the maximum values of PSNR for a given β and α parameters for the biased AD. As can be observed, the BAD is not able to deliver better results than the conventional AD.
In order to improve the efficiency of the biased AD a pre-filtering of the noisy images was performed. In this way Eq. (4) is changed into
wherex is the output of a noise reduction filter applied on the initial noisy image x 0 . In this way the BAD diffusion scheme utilizing the pre-filtered image as a reference, leads to a significant improvement of the modified scheme. Figure 3 shows the results of experiments performed on the color LENA image contaminated by Gaussian and mixed Gaussian and impulse noise. Again the wire-frame plots show the best possible PSNR results obtained for a given β value and the color plots show the dependence on the α and β parameters in (6). A significant increase of the noise reduction capabilities of the proposed modified scheme was achieved using the non-linear filters intended for the denoising of color images. For the experiments the Gaussian Filter (GF), Vector Median Filter (VMF), the α-trimmed VMF (αVMF) and the Marginal Median Filter (MMF) which performs the independent filtering of the image channels with the median filter were utilized, [7, 8] .
As can be observed evaluating the results shown in Fig. 3 and summarized in Fig. 4 , the application of non-linear filters significantly improved the efficiency of the biased AD. It is worth noticing that the convergence of the modified BAD scheme is quite quick. Generally after about 10 iterations the optimal restoration effect is achieved, as illustrated in Fig. 5 , which depicts the PSNR convergence for a LENA image contaminated by mixed noise.
This Figure shows that the output of the BAD scheme does not significantly depend on the β parameter, as for various values of β the scheme converges to the final image with the same quality described in terms of PSNR. This very beneficial behavior is confirmed by Fig. 6 , which depicts a plot of the dependence of the PSNR of the final restored image as function of the α and β values used in (5).
The conclusion is that the only parameter which needs to be set by the user is the value of the α. The experiments performed on a vast collection of test images polluted by mixed Gaussian and impulse noise revealed that very good restoration results were obtained for the α values in the range [0.3, 0.4], (see Figs. 3 and 6 ). As shown if Fig. 7 low values of α do not yield the best possible results and large α values lead to oscillations of the PSNR during the iterative process, which can be eliminated by decreasing the value of λ. This however, leads to higher number of iterations needed to obtain the convergence. Therefore for the practical implementations the value of α = 0.35 can be recommended. Figure 8 presents the efficiency of the described filtering method compared with the standard AD scheme. As can be observed the filtering output is much sharper, contains more details and is visually more pleasing.
Conclusions
In the paper a modification of the biased anisotropic diffusion has been introduced. The experimental results revealed high efficiency of the proposed filtering scheme for the denoising of color images polluted by mixed Gaussian and impulse noise. The novel filtering technique converges quickly to its root, so that the described method can be applied for applications in which the prefiltering of images corrupted by mixed noise is crucial for the further image processing steps.
