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1. INTRODUCTION 
The two most widely applicable tools of information theory are, with- 
out doubt, Shannon's random coding theorem (in general form in 
Wolfowitz, 1964, Theorems 7.3.1 and 7.3.2), and Fano's weak converse 
(Wolfowitz, 1964, Theorems 7.4.1 and 7.4.2). In the present note we give 
what we hope will be a similar tool for proving strong converses. Its proof 
is also easy, in fact, almost trivial. It is a formalization and slight 
generalization of methods used by Kemperman, Yoshihara, and the 
author. Its justification lies in its applications. We give an application 
to the discrete memoryless channel, which will illustrate the technique of 
applying the general method to special problems. Application of the 
lemma below to semicontinuous and continuous channels, the channC of 
Section 9.2 of Wolfowitz (1964), and many, many others, is alse easy. 
In the case of continuous channels one replaces probabilities by prob- 
ability densities. The lemma below will easily be seen to hold with such 
a substitution. 
2. THE STRONG CONVERSE 
Let G1 = {1 , . . . ,  gl], and G2 = {1, . . . ,g2}.  Let h(j l i )  be a 
nonnegative function (c.p.f2) defined for every pair (i, j) in G = 
(G1 X G2) and such that 
O2 
h( j i i )  = 1, i = 1 ,  . . .  ,g l .  
A code (N, h) of length N and (maximum) probability of error k, 
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0 =< ), < 1, is a system 
{(ul,A1), . . - ,  (u~,A~)} (2.1) 
where u~, . . . ,u~ are elements of G1 ,A1 , . . - ,A~ are disjoint sub- 
sets of G2, and 
h(jIu~) >- 1 -A ,  i = 1 , . . . ,N .  (2.2) 
A probability distribution d on G1 (resp., on G2) is a nonnegative func- 
tion defined on G~ (resp., on G2), such that 
d(i) = 1 (resp., ~d( i )  = 1). 
lEG1 iEG2 
Let D1 (resp., D2) denote the totality of probability distributions on G1 
(resp., on G2). For each i E G1, h(. I i) is a member of D2. 
The symbol P{ } will denote the probability of the relation in braces 
and E will denote the expectation operator. When the relation in braces 
involves the chance variable X, the distribution of X, say d, will be 
indicated thus: P{ I d}. 
LEMM.~.. Suppose that 
min max ~ f h ( X [ i ) 2° I } d~o~.~ ~ ~-(z) > h( . l i )  < ~. (2.3) 
Then, if there xists a code ( N, h ), we must have 
Y < (1 - ~ - ~) - '2  °, (2.4) 
provided )~ -b "r < 1. 
The proof is very simple. Let d* be the element of D~ which minimizes 
the expression i  the left member of (2.3). Consider the code (2.1). For 
any integer 1~ =< N let 
Bk =( j  E Ak h(j[uk) 2°}" (2.5) 
Then from (2.3) and (2.5) we have 
2 e .~ d*(j) > ~ h(j[ u,) > (1 -- ~ - ~,). (2.6) 
.iE B,~ iE B,e 
Summing left and right members of (2.6) with respect o k we obtain 
that 
2 °>N(1-x -~) ,  
which proves the lemm~. 
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If, for a particular d C D:, 
~'fh(X'i) 2°l ) (2.7) max > h( . [ i )  < 7, 
the hypothesis (2.3) of the lemma is afortiori satisfied. 
3. THE D ISCRETE MEMORYLESS CHANNEL  
Let A = {1, - - .  , a} and B = {1, . . .  , b} be the input and output 
alphabets, respectively. Let w(.  I ") be the c.p.f. For this channel 
GI=A XA X ".. X A, G2=BXBX""  XB 
%"- -  v J ~ , ~_~. . __ t  
n times n times 
and 
n 
h(vo l u0) = I I  w(y, l 
i~ l  
when uo = (x l , . - ' , x~) ,  v0 = (y l , ' " ,Y~) .  Let H( . )  denote the 
entropy of a probabil ity vector. Let rr = (v(1) , . . .  , v(a)  ) be a larob- 
ability a-vector, and let 7r' = (Tr'(1), . . .  , ~/(b) ), where 
r/(j) = k rr(i)w(j [ i). 
i=1  
Define 
C=maxIH(Tr')-krr(i)H(w('[i))l'~ ~=1 (3.1) 
We now have to prove that, if there exists a code (N, X), X < 1, for tim 
channel, then 
N < exp~ {nC + nl/2K(~)}, (3.2) 
where K(~) is a function of ~ only. 
Let 
V(UO) = (Y1 , ' "  , Y~) 
be the chance sequence received when u0 is sent. Let 7~ be a ma,,dmizing 
in (3.1). A simple lemma due to Shannon (1956) (or Wolfowitz, 
1964, Lemma 4.9.1) asserts that, for i = 1, . . .  , a, 
{ w(X[i)tw(.li)}<C. (3.3) E log #'(X) = 
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We therefore have 
E~ log w( Y~ l xi ) < nO. (3.4) 
i=1 #'(Yi) = 
Obviously, for some nonnegative constant , 
variance = log ~ -] = nt 2. (3.5) 
Hence, for a suitable constant K and all n, 
~' ( Yi > nC + nlnK P log h(v(uo) t uo) - log i=1 =
(3.6) 
1 -x  
2 
The desired result (3.2) follows at once from (2.7), (3.6), and the lemma. 
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