The project is aimed at designing a low-cost system to capture spatial vehicle headway data and process the raw data by filtering outliers using a unique filtering technique. Multiple sensors and modules are integrated to form the system. The sensors used are compact, lightweight, low power consumption and low-cost. A single beam 1-Dimensional Light Detection and Ranging (LIDAR) was used for capturing the space headway data, a Global Positioning System (GPS) to map each data point with a timestamp and position and also a Camera to capture video data with an overlay of date, time, distance and speed in real-time. The filtering technique utilizes Autoregressive Integrated Moving Average (ARIMA) prediction modeling and mean-filtering. The data captured is stored in the Raspberry Pi module. The data is post-processed by using the filtering technique to obtain the least outliers. The overall system has enabled to capture spatial headway data and speed of the vehicle at a very low cost and the data obtained can be used for carfollowing model analysis and speed-density analysis.
INTRODUCTION
Earlier days car-following data were measured by using ropes as technologies did not support such data collection methods. But now a days with advances in technologies, spatial data are collected through a variety of devices. Interologous Interaction Database (I2D) devices are used to capture speed data for logging variety of vehicular parameters like speed, acceleration, engine RPM, etc. from the On-Board Diagnostics (OBD) port in the vehicle. But when the need for spatial headway data existed researchers started using GPS devices which also provided speed data and positional data from which spatial data can be calculated by installing a GPS device in the leading vehicle as well. But this brings into the picture of dependency, we propose a costeffective way to collect spatial headway data by using state-of-the art-technology like LIDAR, which is accurate and cost-effective. Hence through this paper we propose a cost-effective method to collect spatial headway, speed and position data using LIDAR and GPS and we also provide a method to process and filter the noise from the headway data. In the upcoming section we have discussed some literature in the form of existing systems, followed by System construction, data collection, data analysis, algorithm and error analysis. In the final three sections we have the results, some discussions for the future and conclusion.
EXISTING SYSTEMS
As discussed, earlier I2D devices were used to collect vehicular data to study driving behavior (1) and remote logging of vehicular data through smartphones to analyze the driving behavior for a commercial user (2) . Researches later proved that speed and positional data collected from the GPS are cost-effective, reliable and accurate (3) . GPS data has been widely used to for various applications like study lane changing behavior (4), model low speed urban roads (5) and so on. Researchers have also used speed and positional data from the GPS to estimate headway data by using the speed and positional data from the GPS in the leading vehicle (6) . But the disadvantage in this technique would be the dependency on the leading vehicle for positional data. This mode of headway data collection would work only when one has access to the GPS data from the leading vehicle as mentioned in the same paper (6) it was performed in a controlled condition. A better method would be to use a sensor like a distance measuring sensor and the follower would be independent of the leading vehicle as he/she can follow any vehicle to capture headway data in the most naturalistic way. At present we have several sensors that provide us distance, namely ultrasonic sensor, LIDAR and (RADAR), etc. As we all know ultrasonic sensors have a very small range which extends only a few centimeters, hence it cannot be used for spatial headway capturing. Then we have RADAR and LIDAR both have a similar functionality except that LIDAR uses light waves and RADAR uses radio waves to measure distance. But the radio waves from the RADAR are less angularly accurate than the LIDAR and gets confused with a closely placed object and returns a wrong distance value and LIDAR gets affected at conditions like fog, snow or rain (7) , but both the sensors are widely used in cars for measuring headway, But in this paper we have used LIDAR as the headway measuring device. We tested 3 different types of LIDAR such as 1-Dimensional (1D), 2-Dimensional (2D), and 3-Dimensional (3D). The 3D sensors are used for mapping the environment to get a 3D view of the objects, which is not the goal of our application and 3D sensors are the most expensive ones. The 2D sensor can map an entire 2D plane by rotating 360 degrees, but the major drawback is that it has a very low sample rate as it is rotating, it works best for mapping a stationary 2D plane, hence it does not suit our application. Finally, we have the 1D sensors, these sensors don't map the environment, nor they rotate 360 degrees, but they produce singular light waves at a frequency between 500 -1000 Hz.
They are also less expensive compared to the other types of LIDAR, the LIDAR we used was priced at $125 and the device is small, low power and compact. The only output from the module is pulse width, which is converted to distance. The pulse width is expressed in the unit µs, 10 µs = 1 cm. The distance of the object in meters is,
, =
By using a 1D LIDAR we have explored a cost-effective and accurate way of capturing spatial headway data.
SYSTEM SETUP

Figure 1 System Architecture
As seen above in the system architecture, the sensor suite consists of the LIDAR, GPS, Real-time clock and a Camera. The data output from the different devices is sent to the Data Processing unit which is a combination of Arduino and Raspberry Pi. The Arduino performs data capturing and syncing, whereas the Raspberry Pi performs the overlay of data on video, storing the captured data in the CSV file. The 2-step filtering process can also be performed on the Raspberry Pi, but for convenience, visualization and efficiency of processing a large amount of data we have used a separate laptop. The total cost of the entire setup would round up to $300.
DATA COLLECTION
During data collection, the LIDAR is mounted on the hood of the car using a specially made mount, which helps in the calibration of the device every time it is mounted. The mount consists of 2 suction pads and a shaft, an aluminum panel with a Laser pen holder. The 2 suction pads enable the mount to be affixed to the hood, the LIDAR is screwed to the aluminum panel and the Laser pen is slid inside the holder. There are two knobs to adjust the angle of the mount. The light waves from the LIDAR cannot be seen through the naked eye, so the Laser pen helps to make the final adjustments. As shown in figure 2 (b), the image is captured from a real-time video, it gives an idea about where the LIDAR is pointed.
The Laser pen was used only for calibration in a controlled environment. As seen in figure 2 (a) the LIDAR is connected to the in-vehicle unit through wiring, which consists of components like Arduino, Raspberry Pi, Real time clock, GPS and Camera. The in-vehicle unit is powered through the 12V cigarette lighter port. Data is collected in different traffic conditions like congested and free flow driving situations on freeways and arterial roads.
Video Data with Overlay:
The other data form stored in the Raspberry Pi is the video overlaid with the date (GPS), time (GPS), spatial headway (LIDAR), follower speed (GPS), and trip id. These variables are displayed on the video for reference. It can be seen in figure 2 (b)
GPS and LIDAR Data:
The GPS and LIDAR data captured from the respective modules are synced within the Arduino and then sent to the Raspberry Pi where it is stored in a CSV file, a sample of the data is shown below. The first and second column consists of the date and time, the third and fourth column consists of the vehicle's Latitude and Longitude, 5 th column is the speed of the vehicle in miles per hour, the course over ground gives the direction in which the vehicle is moving, all the abovementioned data are obtained from the GPS module. The 7 th column is the distance data in meters from the LIDAR module. The final column is the trip-id used as an identification number to identify each trip individually.
DATA ANALYSIS
The data stored on the CSV file are subjected to post-processing to remove noise. An algorithm was designed using ARIMA modeling and mean filtering to remove the noise in the data.
Simple Exponential Smoothing (SES):
Exponential smoothing window is used to smoothen time series data. The past values are given equal weight in moving average window, but in simple exponential smoothing, weights are exponentially increasing over time (8) . The exponentially increasing weights help in providing less weight to the values away from the data point of interest (9) . Exponential smoothing is given by the formula (8):
where α is the smoothing factor, and 0 < α < 1. St is the weighted average of the most recent observation xt and st-1 is the previously smoothened data. Large values of α provide greater weight to recent changes in the data, while small values of α are less responsive to recent changes. Hence the value of α depends on the data and the application. In our usage of exponential smoothing we prefer the model to be responsive to recent changes.
Auto Regressive Integrated Moving Average (ARIMA):
ARIMA is a prediction model that is used for time series forecasting (10). It can predict values over a period based on a set of values in the window. Here we use ARIMA to predict the spatial distance between the cars. ARIMA (0,1,1) prediction modeling to performs simple exponential smoothing (11) . This model performs increasing exponential smoothing by gradually discounting the past values i.e. lesser weights are given to values away from the current observation (12), by which we achieve less smoothing and more response to recent changes (8) .
This prediction helps in filtering out the noisy readings. But some readings cannot be termed as noise. For example, after a series of similar values, a sudden change in value can occur due to system noise or due to change in the car-following scenario, to avoid this we use Mean filtering before throwing out the noisy values. For example, if we are following a car at 10 meters (m) and suddenly this leading car shifts to the right lane and now we follow a car at 20m, through ARIMA this will be an outlier but in reality it is not an outlier, hence we use mean filtering before we throw out the values.
Mean Filter:
The mean filter also known as an averaging filter is used to filter the data that is rejected by the ARIMA prediction. As mentioned earlier, a sudden change in spatial headway can be due to system noise or due to change in the car-following scenario. To differentiate between system noise and change in car following event, we take the average of 5 adjacent values to the current observation. System noise results in high deviation from the current observation, but during a change in the car-following event the average of 5 distance values following the current observation results in a small deviation from the current observation. Hence post mean filtering we decide whether to retain or discard the data.
ALGORITHM Figure 3 Shows a Flowchart of the 2 step-filtering process
From figure 3 it is evident that there are two levels of filtering. In the first level, we assume a window size (N) of 30 and through ARIMA forecasting we predict the 31st value (N+1th value which is, P), then we check if the measured value M is in the range of +/-TH1 (Threshold 1 which is, 2m) to the predicted value P, if so then we accept the measured value and we consider it not to be an outlier, else we send the value to the next level of filtering. In the next level of filtering, we assume that the measured value M can be the starting of a new following event or noise. So, we take the average of the next 5 values adjacent to M and the difference between the average of the 5 values and M should be less than or equal to TH2 (Threshold 2, which is, 1m) if so, then the measured value M is not an outlier or else we consider M to be an outlier. The discarded values are not considered for the sampling window which is used for predicting the value P. As mentioned above there are two threshold values TH1 and TH2, which are identified through trial and error to achieve best-filtered data. The algorithm and the entire post-processing code were coded in python.
ERROR ANALYSIS
The main reason for choosing ARIMA (0,1,1) was its Exponential smoothing, but it is also important to see how it fares compared to other ARIMA models. The following table shows the error analysis between the different ARIMA models (10) commonly used for time series forecasting. From table 2 ARIMA (0,1,1) has the least error performance when compared with the other ARIMA models. Both the predicted data (through ARIMA prediction) and the filtered data (after 2 levels of filtering) are compared to the ground truth for accurate error analysis. The graph below shows how the ARIMA (0,1,1) predicted and filtered data fares when compared to the ground truth.
RESULTS
Figure 4
Route travelled for collecting the data Figure 4 shows the trip map, the highlighted red route is the entire trip, the highlighted blue route is the section chosen for filtering. The three red dots are three instances of change in car following event. The route map is generated using the GPS data in the system. Following is the stage wise results of our filtering method. Figure 5 (a) . The three change in car-following events (b). The plot highlights the highly noise sections in the data (c). Red dots denote the data predicted using ARIMA (0,1,1) modeling
In figure 5b the data points with noisy spikes are evidently seen. The smooth curves denote the car following section and the sudden spikes that look like noise are due to the change in carfollowing events. As shown by the images in the figure, values are captured even if there are no vehicles present. These noises are may be due to objects in the environment or due to random system noise. The two-stage filtering process helps in detecting these changes in the car-following events. Figure 5c shows the predicted data and the measured data (raw data), using these two datasets the 2-stage filtering is performed and the following result is obtained. Figure 6 The plot shows the fully processed output In figure 6 , the blue dots are the filtered output data and the noisy data are clearly filtered out and we have only the spatial headway data as the final output.
