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ON PARABOLIC EQUATIONS IN ONE SPACE
DIMENSION
N.V. KRYLOV
Abstract. Several negative results are presented concerning the
solvability in Sobolev classes of the Cauchy problem for the in-
homogeneous second-order uniformly parabolic equations without
lower order terms in one space dimension. The main coefficient is
assumed to be a bounded measurable function of (t, x) bounded
away from zero. We also discuss upper and lower estimates of
certain kind on the fundamental solutions of such equations.
1. Introduction
We are going to consider functions u(t, x) of two variables t, x ∈ R.
Denote D = ∂/∂x. When it makes sense we write
ut = ∂tu =
∂u
∂t
, ux = Du =
∂u
∂x
, uxx = D
2u =
∂2u
(∂x)2
, ...
Let p ∈ (1,∞) and denote by W 1,2p the set of functions u given on
R
2 such that u, ux, uxx, ut ∈ Lp(R2). The norm in W 1,2p is introduced
in the usual way. Set
Q = (0, 1)× R
and define
0
W 1,2p (Q) as the set of restrictions on Q of functions in W
1,2
p
each of which is identically zero for t ≤ 0.
For 0 < β ≤ α < ∞ denote by A(β, α) the set of Borel functions
a(t, x) on Q such that β ≤ a(t, x) ≤ α for all (t, x) ∈ Q. One of our
main objects of investigation is the equation
ut = auxx + f (1.1)
in Q. For given a ∈ A(β, α) and f ∈ Lp(Q) we will look for solutions
of this equation in class W 1,2p (Q) satisfying zero initial condition or, in
other terms, for solutions in
0
W 1,2p (Q).
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For the author the main source of interest in the solvability question
of such simplest one-dimensional equations was the theory of multidi-
mensional parabolic equations with coefficients which are only measur-
able in time and one spacial variable and, say, just independent of all
other variables. It turns out that is we knew that (1.1) is solvable in all
0
W 1,2p (Q), then the multidimensional version of this result would be also
available and would lead to much more general results about equations
with partially regular coefficients and with easier proofs than those, for
instance, in [2] and the reference therein. The careful reader can see it
by following and sometimes slightly changing the arguments in those
references.
However, it turned out that not for all p ∈ (1,∞) and measurable a
one can guarantee the solvability of (1.1). We show here that at least
for p 6∈ [3/2, 3] there are equations which are not solvable.
This situation is quite different from what is known for two-dimensional
elliptic equations with measurable coefficients. The fact that generally
they are not solvable if p is not close to 2 is well-known and was first
demonstrated by N.N. Uraltseva in 1967 (see [9] or [8]). Many more ex-
amples of impossibility of solving elliptic equations in divergence and
non divergence forms in two space dimensions can be found in [1].
In our parabolic case we cannot exclude even a part of the range of
p ∈ [3/2, 3], and the author has no idea what is going on in this range.
We also provide similar results for divergence type equations.
The third line of our investigation is constructing estimates from
below and from above for solutions of the Cauchy problem with f = 0
and the initial data that is the indicator of an interval. In the case
of the estimates from above we are able to present essentially sharp
estimate for a in classes A(β, α) in the full range of 0 < β < α < ∞.
In the case of estimates from below we were only able to cover the
case that 1 ≥ β/α > c, where c is a certain number, c > 0. One
can probably go further down to zero by considering solutions of the
Ornstein-Uhlenbeck equation (3.1) for λ > 1 when solutions given in
an integral form can be found in [11] or [7]. We leave trying to do this
to the interested reader only conjecturing that the left inequality in
(2.6) holds for any γ > 1 if a1γ > 0 is chosen sufficiently small.
Pathological behavior of fundamental solutions of the Cauchy prob-
lem for parabolic equations even in one space dimension with con-
tinuous coefficient a was noticed quite a while ago in [5], where the
fundamental solution of the Cauchy problem blows up at a point, say
(0, 0), for any t > 0. Then in [4] and [12] independently examples were
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constructed again with continuous a in which for any t > 0 the funda-
mental solution (as a generalized function, in fact a measure) was just
singular with respect to Lebesgue measure. We add to this line of re-
search a new information about the integrals of fundamental solutions
over intervals.
The article is organized as follows. In Section 2 we present our
main results. Section 3 contains general results about the Ornstein-
Uhlenbeck equation (3.1) when λ is arbitrary. In Section 4 we restrict
our attention to λ < 0 and then use the obtained results in Section 5 to
construct an essentially sharp barrier from above for the solutions of the
Cauchy problem with f = 0 and the indicator function of an interval as
the initial data. This barrier serves in Section 6 as a solution of (1.1)
with f = 0 in class
0
W 1,2p (Q) for p ∈ (1, 3/2) and this and a duality
argument ruin the hope to build a solvability theory in W 1,2p for non
divergence type equations and p ∈ (1, 3/2) ∪ (3,∞).
In Section 7 we deal with divergence type equations and basically use
the same barrier and the observation that the x-derivative of a solution
of (1.1) is a solution of a divergence type equation. The final Section
8 contains the estimate from below alluded to above.
2. Main results
The reader understands that equations with a of class A(β, α) can be
easily transformed into equations with a of class A(1, α/β) or A(β/α, 1)
by using dilations or contractions of the t-axis. Therefore, we only
consider these two classes of a.
Theorem 2.1. Let p ∈ (1, 3/2), then there exists an α = α(p) ∈ (1,∞)
and a function a ∈ A(1, α), such that equation (1.1) with f ≡ 0 has a
nonzero unbounded solution in class
0
W 1,2p (Q). Furthermore, α(p)→ 1
as p ↓ 1 and α(p)→∞ as p ↑ 3/2.
Remark 2.2. This theorem shows that no matter how small the discon-
tinuities of a are allowed, there is an a and p > 1 perhaps very close to
1 such that the first assertion of the theorem holds.
This theorem also implies that there is no p ∈ (1, 3/2) such that the
estimate
sup
Q
|u| ≤ N‖ut − auxx‖Lp(Q). (2.1)
holds for any given a ∈ A(1, α(p)) with a constant, perhaps depending
on a but independent of u ∈
0
W 1,2p (Q). Recall that according to the
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parabolic Alexandrov estimate, for any α ∈ (1,∞) there is a constant
N such that (2.1) with p = 2 holds for all a ∈ A(1, α) and u ∈
0
W 1,22 (Q).
The author does not know what could be the least value of p for
(2.1) to hold for any α ∈ (1,∞), a ∈ A(1, α), and u ∈
0
W 1,2p (Q) with N
depending only on α.
Theorem 2.3. Let p ∈ (3,∞), then for α = α(p/(p− 1)) there exists
a function a ∈ A(1, α), such that equation (1.1) for some f ∈ Lp(Q)
does not have solutions in class
0
W 1,2p (Q).
Corollary 2.4. For any p ∈ (1, 3/2) ∪ (3,∞), there exists an α > 1
and a function a ∈ A(1, α) such that, for any N ∈ (0,∞), the estimate
‖uxx‖Lp(Q) ≤ N‖ut − (λa+ 1− λ)uxx‖Lp(Q) (2.2)
fails to hold for all u ∈
0
W 1,2p (Q) and λ ∈ [0, 1], that is fails to hold on
the set
0
W 1,2p (Q)× [0, 1].
Indeed, otherwise the method of continuity would prove the unique
solvability of (1.1) in class
0
W 1,2p (Q) for any f ∈ Lp(Q).
The following few results relate to the divergence type equations. Set
Λ = (1 − D2)1/2, Hnp (R) = Λ−nLp(R), and
0
H1p(Q) = Λ
0
W 1,2p (Q). For
f ∈ Lp(Q) consider the equation
ut = (aux)x + Λf (2.3)
in Q. Solutions of this equation will be looked for in
0
H1p(Q). Since
u = Λw for a w ∈
0
W 1,2p (Q) the function ut is H
−1
p (R)-valued and so are
(aux)x and Λf . Hence, equation (1.1) has perfect sense, and ut is the
strong derivative with respect to t of u as an H−1p (R)-valued function.
Theorem 2.5. Let p ∈ (1, 3/2) and α = α(p). Then there exists
a function a ∈ A(1, α), such that equation (2.3) with f ≡ 0 has a
nonzero solution in class
0
H1p(Q). Moreover, for this solution the func-
tions ut, ux, and aux are continuously differentiable functions of (t, x),
so that equation (2.3) holds in the classical sense everywhere in Q.
Theorem 2.6. Let p ∈ (3,∞) and α = α(p). Then there exists a
function a ∈ A(1, α), such that equation (2.3) for some f ∈ Lp(Q)
does not have solutions in class
0
H1,2p (Q).
Similarly to Corollary 2.4 we have the following.
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Corollary 2.7. For any p ∈ (1, 3/2) ∪ (3,∞), there exists an α > 1
and a function a ∈ A(1, α) such that, for any N ∈ (0,∞), the estimate
‖ux‖Lp(Q) ≤ N‖f‖Lp(Q)
fails to hold on the set of all couples (λ, u), where λ ∈ [0, 1] and u ∈
0
H1p(Q) is a solution of
ut = ([λa + 1− λ]ux)x + Λf
with f ∈ Lp(Q).
Remark 2.8. The author does not know what is going on concerning
the above results for the whole region of values of p ∈ [3/2, 3].
In spite of the above negative results, for any α > 1, if p is sufficiently
close to 2, there is a constant N such that (2.2) holds for all u ∈
0
W 1,2p (Q), λ ∈ [0, 1], and a ∈ A(1, α). This fact should be considered
well known (in case p = 2 it is found in [4]). It can be easily retrieved
from Theorem 2.6 of [3] by following what is said in Remark 2.3 there.
Even better way is to prove it directly as follows.
By an elementary Lemma 7 of [6], if δ ∈ (0, 1), then for any a ∈
A(δ, δ−1), smooth u(t, x) and p > 1
|ut − uxx|p ≤ (1− δ2/2)p(u2t + u2xx)p/2 + (2/δ)p|ut − auxx|p. (2.4)
One also knows that
‖u‖1,2,p :=
(∫
Q
(u2t + u
2
xx)
p/2 dxdt
)1/p
defines an equivalent norm in
0
W 1,2p (Q). Then observe that by integrat-
ing by parts or, better yet, using the Fourier transform we get that for
any u ∈
0
W 1,22 (Q)∫
Q
(ut − uxx)2 dxdt = ‖u‖21,2,2 + 2
∫
Q
utuxx dxdt
= ‖u‖21,2,2 +
∫
R
|ux(t, ·)|2 dx ≥ ‖u‖21,2,2.
This implies that the norm of the inverse operator to ∂t−D2 :
0
W 1,22 (Q)→
L2(Q) is less than one. The Riesz’s convexity theorem implies that the
norm Np of the inverse to ∂t −D2 :
0
W 1,2p (Q) → Lp(Q) is a continuous
function of p and hence its product with (1−δ2/2) is less than ε, which
is strictly less than one for p sufficiently close to 2 (with sufficiently
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close defined by δ). Then owing to (2.4) we conclude that for any
u ∈
0
W 1,2p (Q)∫
Q
|ut − uxx|p dxdt ≤ (1− δ2/2)pNpp
∫
Q
|ut − uxx|p dxdt
+
2p
δp
∫
Q
|ut − auxx|p dxdt,
∫
Q
|ut − uxx|p dxdt
≤ 2
p
δp(1− εp)
∫
Q
|ut − auxx|p dxdt,
‖u‖1,2,p ≤
2pNpp
δp(1− εp)
∫
Q
|ut − auxx|p dxdt.
The latter is an a priori estimate which allows one to prove the unique
solvability for equation (1.1) for p close to 2 by the method of continuity.
The above arguments had, in particular, the goal to be combined
with the maximum principle and provide for each a ∈ A(δ, δ−1) a tran-
sition kernel Pa(t, x, s,Γ) which is
(i) a Borel function on {1 ≥ t ≥ s ≥ 0} × R for any Borel Γ ⊂ R,
(ii) a probability measure with respect to Γ whenever 1 ≥ t ≥ s ≥
0, x ∈ R,
(iii) for any ξ ∈ C∞0 (R) and s ∈ [0, 1) the function
u(t, x) =
∫
R
ξ(y)Pa(t, x, s, dy)
is a unique continuous in [s, 1] × R solution of equation (1.1) belong-
ing to W 1,22 ((s, 1) × R) and satisfying u(s, x) = ξ(x). The details of
construction of Pa(t, x, s,Γ) can be found in [4].
Our next two results concern estimates on Pa(t, x, s,Γ).
Theorem 2.9. Let γ ∈ (0, 1). Then there are constants ν ∈ (0, 1) and
β = β(γ) ∈ (1,∞) depending only on γ such that for any ε ∈ (0, 1/2)
ν−1εγ−1 ≥ 1
ε
sup
a∈A(1,β(γ))
Pa(1, 0, 0, [−ε, ε]) ≥ ν ε
γ−1
| ln ε|γ/2 . (2.5)
Furthermore, β(γ)→ 1 as γ ↑ 1 and β(γ)→∞ as γ ↓ 0.
Theorem 2.10. Let γ ∈ (1, 2). Then there are constants ν ∈ (0, 1) and
β = β(γ) ∈ (0, 1) depending only on γ such that for any ε ∈ (0, 1/2)
ν−1εγ−1 ≥ 1
ε
inf
a∈A(β(γ),1)
Pa(1, 0, 0, [−ε, ε]) ≥ ν ε
γ−1
| ln ε|γ/2 . (2.6)
Furthermore, β(γ) → 1 as γ ↓ 1 and β(γ) tends to a nonzero limit as
γ ↑ 2.
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3. Auxiliary results
In this section we assume that we are given λ ∈ R,−∞ ≤ a < b ≤ ∞
and a function u > 0 that is continuous on [a, b] ∩ R and satisfies
u′′ − 2xu′ + 2λu = 0 (3.1)
on (a, b).
Lemma 3.1. The functions u(−x) and
w(x) = u(x)
∫ x
a
1
u2(t)
et
2
dt
are solutions of (3.1) on (−b,−a) and (a, b), respectively.
Proof. Both assertions are consequences of direct calculations. For
instance,
w′ = u′
∫ x
a
1
u2(t)
et
2
dt+
1
u
ex
2
,
w′′ = u′′
∫ x
a
1
u2(t)
et
2
dt+ 2u′
1
u2
ex
2
+ u(−2u′ 1
u3
+ 2x
1
u2
)ex
2
,
and the assertion about w follows.
Lemma 3.2. The function u is a solution of (3.1) on (a, b) if and only
if the function w(x) = u(x)e−x
2
is a solution of
w′′ + 2xw′ + 2γw = 0 (3.2)
on (a, b), where γ = λ+ 1.
The result follows from simple calculations showing that
u(x) = w(x)ex
2
, u′(x) = [w′(x) + 2xw(x)]ex
2
,
u′′(x) = [w′′(x) + 4xw′(x) + (4x2 + 2)w(x)]ex
2
.
Lemma 3.3. Let w 6≡ 0 be a solution of (3.2) on R with γ > 0 or
γ < −1, and let x0 > 0 be a point at which
w′′ = 0.
Then
(i) w′′ > 0 on any interval (x0, a), a > x0, on which w > 0 and
w′′ < 0 on any interval (a, x0), 0 < a < x0, on which w > 0;
(ii) w′′ < 0 on any interval (x0, a), a > x0, on which w < 0 and
w′′ > 0 on any interval (a, x0), 0 < a < x0, on which w < 0.
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Proof. It suffices to prove (i). Observe that at any point x > 0 such
that w(x) > 0 and w′′(x) = 0 we have xw′ = −γw and
w′′′ = −2w′ − 2γw′ = −2(1 + γ)w′ = 2γ(1 + γ)
x
w > 0.
This easily implies our assertion and the lemma is proved.
Remark 3.4. Let w be any solution of (3.2), then w′′(x0) = 0 for x0 6= 0
may only hold if w(x0) 6= 0, unless w ≡ 0. This follows from the
uniqueness theorem for ODEs.
Lemma 3.5. Assume that v and w are solutions of (3.2) on [0,∞)
and c0 > 0, c1 > 0 are such that
v(c0) 6= 0, w(c1) 6= 0, v′′(c0) = w′′(c1) = 0.
Define a1 = c0/c1 and
ψ(x) = v−1(c0)v(x), a(x) = 1 for x ∈ [0, c0],
ψ(x) = w−1(c1)w(x/a1), a(x) = a
2
1, for x ∈ (c0,∞).
Then ψ is twice continuously differentiable on [0,∞), its second-order
derivative is Lipschitz continuous in a neighborhood of c0, aψ
′′ is contin-
uously differentiable, (aψ′′)′ is Lipschitz continuous in a neighborhood
of c0, and ψ satisfies
a(x)ψ′′(x) + 2xψ′(x) + 2γψ(x) = 0 (3.3)
on [0,∞).
Proof. By assumption (3.3) is satisfied on [0, c0). One easily checks
that (3.3) is also satisfied on (c0,∞). Since ψ(c0+) = ψ(c0−) = 1 and
ψ′′(c0+) = ψ
′′(c0−) = 0 we see that ψ′(c0+) = ψ′(c0−), so that ψ is
twice continuously differentiable. Furthermore, ψ′′ has finite left and
right derivatives at c0, so that it is Lipschitz continuos near this point.
Our assertions concerning aψ′′ follow from the above and (3.3). The
lemma is proved.
The following lemma shows the way we are going to use to construct
our operators and functions while proving our main results.
Lemma 3.6. Under the assumptions of Lemma 3.5 introduce
Ψ(t, x) =
1
tγ/2
ψ
( |x|
2
√
t
)
.
Then Ψ ∈ C1,2loc ((0,∞)× R) and Ψ satisfies
Ψt(t, x) = a(t, x)Ψxx(t, x),
where a(t, x) = 1 for |x| ≤ 2c0
√
t and a(t, x) = a21 for |x| > 2c0
√
t.
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This result follows from Lemma 3.5 and the fact that for x ≥ 0
Ψt(t, x) =
1
t1+γ/2
(
− γ
2
ψ
(
x
2
√
t
)
− 1
2
x
2
√
t
ψ′
(
x
2
√
t
))
=
a(t, x)
4t1+γ/2
ψ′′
(
x
2
√
t
)
,
4. General properties of solutions of (3.1) and (3.2) for
γ < 1, λ < 0
Here we assume that γ < 1, so that λ < 0. One of solutions of (3.1)
is
φ(x) = φλ(x) =
∫ ∞
0
e−2xr−r
2
r−1−λ dr. (4.1)
That φ is a solution of (3.1) follows from the fact that
φ′(x) = −2
∫ ∞
0
e−2xr−r
2
r−λ dr,
φ′′(x) = 4
∫ ∞
0
e−2xr−r
2
r1−λ dr = −2
∫ ∞
0
e−2xrr−λ de−r
2
= 2
∫ ∞
0
e−2xr−r
2
[−2xr−λ − λr−1−λ] dr.
Observe that the change of variable r = xs and sending x → ∞
yields
φ(x) ∼ xλN0, φ′(x) ∼ xλ−1N1 φ′′(x) ∼ xλ−2N2, (4.2)
where
N0 = N0λ =
∫ ∞
0
e−2rr−1−λ dr,
N1 = N1λ = −2
∫ ∞
0
e−2rr−λ dr,
N2 = N2λ = 4
∫ ∞
0
e−2rr1−λ dr.
To investigate the behavior of φ(x)e−x
2
as x → −∞ notice that
φ(−x)e−x2 , v(x) := [φ(x)− φ(−x)]e−x2 , and
w(x) := φ(x)e−x
2
∫ x
0
1
φ2(t)
et
2
dt
are solutions of (3.2). In addition
v(x)[2φ′(0)]−1 = w(x)φ(0) (4.3)
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due to the uniqueness theorem for ODEs. Then the formula
φ(−x)e−x2 = φ(x)e−x2 − v(x) (4.4)
reduces the investigation of the behavior of φ(x)e−x
2
as x → −∞ to
that of w(x) and φ(x)e−x
2
as x→∞.
Lemma 4.1. As x→∞,
v(x) ∼ φ
′(0)φ(0)
N0
x−1−λ, φ(−x) ∼ φ
′(0)φ(0)
N0
x−1−λex
2
. (4.5)
Proof. By (4.2) and l’Hospital’s rule
lim
x→∞
w(x)
x−1−λ
= N0 lim
x→∞
∫ x
0
1
φ2(t)
et
2
dt
x−1−2λex2
= N0 lim
x→∞
1
φ2(x)[−(1 + 2λ)x−2−2λ + 2x−2λ] =
1
2N0
,
and the first relation in (4.5) holds due to (4.3). The second one follows
from (4.4). The lemma is proved.
5. Proof of Theorem 2.9
We split the proof of Theorem 2.9 into three parts: first we prove the
estimate from above in (2.5), then the one from below, and finally we
prove its last assertion. In this section as in Theorem 2.9, γ ∈ (0, 1),
λ = γ − 1 ∈ (−1, 0). The function φ = φλ is taken from (4.1).
Lemma 5.1. Introduce
u(x) = φ(x) + φ(−x).
Then there exists a unique c0 = c0λ > 0 such that (u(x)e
−x2)′′ = 0 at
x = c0. In addition, (u(x)e
−x2)′′ < 0 for |x| < c0 and (u(x)e−x2)′′ > 0
for |x| > c0. Furthermore, there exists a unique c1 = c1λ > 0 such that
(φ(x)e−x
2
)′′ = 0 at x = c1. In addition, (φ(x)e
−x2)′′ < 0 for 0 < x < c1
and (φ(x)e−x
2
)′′ > 0 for x > c1.
Proof. Observe that at x = 0
(u(x)e−x
2
)′′ = 2φ′′(0)− 4φ(0) = −4(1 + λ)φ(0) < 0.
In addition, according to (4.2) and (4.5), u(x)e−x
2 → 0 as x → ∞
and u(0) > 0. It follows that the graph of u(x)e−x
2
has at least one
inflection point on (0,∞). We denote by c0 the smallest one. Since
u > 0, Lemma 3.3 implies that (u(x)e−x
2
)′′ < 0 for 0 < x < c0, and
(u(x)e−x
2
)′′ > 0 for x > c0. In particular, c0λ is a unique positive
solution of (u(x)e−x
2
)′′ = 0. By symmetry, (u(x)e−x
2
)′′ < 0 for |x| < c0
PARABOLIC EQUATIONS IN ONE SPACE DIMENSION 11
and (u(x)e−x
2
)′′ > 0 for |x| > c0 The same argument (apart from
symmetry) works for φ(x)e−x
2
and the lemma is proved.
Introduce
a1 = a1γ = c0/c1 = c0λ/c1λ,
aˆ(x) = aˆγ(x) = 1 for |x| ≤ c0,
aˆ(x) = aˆγ(x) = a
2
1γ =: β(γ) for |x| > c0,
w(x) = wγ(x) = u
−1(c0)u(x)e
−x2+c20 for |x| ≤ c0,
w(x) = wγ(x) = φ
−1(c1)φ(|x|/a1)e−(x/a1)2+c21 for |x| > c0.
Ψ(t, x) = Ψ(γ)(t, x) =
1
tγ/2
w(x/(2
√
t)),
a∗(t, x) = a∗γ(t, x) = aˆ(x/(2
√
t)). (5.1)
Obviously,
a∗γ ∈ A(1, β(γ)).
Remark 5.2. Lemma 3.5 implies that w(x) has three bounded deriva-
tives, which obviously tend to zero exponentially fast as |x| → ∞. This
yields that Ψ has three derivatives in (t, x) which are bounded in each
set {t > ε}, where ε > 0 and tend to zero exponentially fast as |x| → ∞
provided that t is restricted to a bounded interval separated from zero.
Lemma 3.5 also implies that aˆw′′(x) has two bounded derivatives,
which obviously tend to zero exponentially fast as |x| → ∞. This
yields that a∗Ψxx has two derivatives in (t, x) which are bounded in
each set {t > ε}, where ε > 0 and tend to zero exponentially fast as
|x| → ∞ provided that t is restricted to a bounded interval separated
from zero.
Observe also that by Lemma 3.6
Ψt(t, x) = a
∗(t, x)Ψxx(t, x) (5.2)
and by Lemma 5.1
Ψxx(t, x) ≤ 0 for |x| ≤ 2c0
√
t, Ψxx(t, x) ≥ 0 for |x| ≥ 2c0
√
t.
(5.3)
Lemma 5.3. We have c1 < c0, a1 > 1, and
Ψt(t, x) = max
a∈[1,a21γ ]
[aΨxx(t, x)]. (5.4)
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Proof. Assume that c1 ≥ c0. Then a1 ≤ 1 and (5.2), (5.3) imply
that
Ψt(t, x) = min
a∈[a21,1]
[aΨxx(t, x)],
Ψt(t, x) ≤ Ψxx(t, x).
It follows by the maximum principle that
1
2
√
pi
∫
R
Ψ(t, y)e−(x−y)
2/4 dy ≥ Ψ(t+ 1, x),
∫
R
Ψ(t, y) dy ≥ 2√piΨ(t+ 1, x).
However, the integral on the left equals
2t(1−γ)/2
∫
R
w(y) dy→ 0
as t ↓ 0. This yields a contradiction, hence c1 < c0, and the rest is
trivial. The lemma is proved.
We now prove the estimate from above in (2.5). Recall that β(γ) =
a21γ for 0 < γ < 1.
Theorem 5.4. For any a ∈ A(a21γ) and ε ∈ (0, 1)
1
ε
Pa(1, 0, 0, [−ε, ε]) ≤ Nεγ−1,
where the constant N depends only on γ.
Proof. Since for any t0 > 0 the function Ψ(t0 + t, x) satisfies
Ψt(t0 + t, x) ≥ a(t, x)Ψxx(t0 + t, x),
by the maximum principle we have∫
R
Ψ(t0, y)Pa(1, x, 0, y) ≤ Ψ(t0 + 1, x),
t
−γ/2
0
∫
R
w(y/(2
√
t0))Pa(1, 0, 0, y) ≤ Ψ(t0 + 1, 0),
t
−γ/2
0 min
|y|≤1/2
w(y)Pa(1, 0, 0, [−
√
t0,
√
t0]) ≤ Ψ(t0 + 1, 0),
and this proves the theorem.
Next, we prove the estimate from below in (2.5).
Theorem 5.5. There is a constant ν > 0 depending only on γ such
that for any ε ∈ (0, 1/2)
1
ε
sup
a∈A(1,a21γ )
Pa(1, 0, 0, [−ε, ε]) ≥ ν ε
γ−1
| ln ε|γ/2 . (5.5)
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Proof. Fix a t0 ∈ (0, 1) and set a(t, x) = a∗(t0 + t, x), where a∗ is
introduced in (5.1). By comparing the equations satisfied by both sides
of the following equation we come to a proof of the fact that
t
−γ/2
0
∫
R
w(y/(2
√
t0))Pa(t, x, 0, dy) = Ψ(t0 + t, x). (5.6)
It follows due to (4.2) that for any c ≥ c0 we have
t
−γ/2
0 w(0)Pa(1, 0, 0, [−2c
√
t0, 2c
√
t0])+Nt
−γ/2
0 c
λe−(c/a1)
2 ≥ Ψ(t0+1, 0),
where N is a constant depending only on γ. For
c = a1
√
(γ/2)| ln t0|
and t0 small enough the second term on the left is less than (1/2)Ψ(2, 0)
due to the fact that λ < 0. Hence, with a constant α ≥ 1 depending
only on γ for all small t0
t
−γ/2
0 w(0)Pa(1, 0, 0, [−α
√
t0| ln t0|, α
√
t0| ln t0|]) ≥ (1/2)Ψ(2, 0). (5.7)
Now denote
ε = α
√
t0| ln t0|.
Then
t0 =
ε2
α2| ln t0| , ln ε = lnα + (1/2) ln t0 + (1/2) ln | ln t0|,
and | ln t0| ≤ | ln ε| for t0 small enough, so that
t0 ≥ ε
2
α2| ln ε| .
This allows us to transform (5.7) into (5.5) for small ε, for which it
only makes any real sense, and proves the theorem.
By comparing the behavior of εγ−1 for different γ and using the
results of Theorems 5.4 and 5.5 we immediately come to the following.
Corollary 5.6. The function β(γ) = a21γ is an increasing function of
γ ∈ (0, 1).
Finally we deal with the last assertion of Theorem 2.9. It suffices to
prove that
lim
γ↑1
c1γ = 2
−1/2, lim
γ↑1
c0γ = 2
−1/2, (5.8)
lim
γ↓0
c0γ/c1γ =∞. (5.9)
Observe that if a function v > 0 satisfies (3.1), then the inequality
(ve−x
2
)′′ > 0 is written as
v′′ − 4xv′ + 2v(2x2 − 1) > 0, −2xv′ + 2v(2x2 − 1− λ) > 0,
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xv′(x)
v(x)
< 2x2 − 1− λ. (5.10)
Accordingly, since φ satisfies (3.1), equation (φe−x
2
)′′ = 0, defining
a unique c1 = c1γ > 0, transforms into
c1φ
′(c1)
φ(c1)
= 2c21 − 1− λ. (5.11)
Since φ′ < 0 we conclude that the right-hand side of (5.11) is negative
and c1γ is a bounded function of γ ∈ (0, 1). Furthermore, obviously φ′ is
bounded on any interval [0, b] by a constant independent of γ ∈ [1/2, 1)
and φ → ∞ uniformly on any such interval as γ ↑ 1, so that λ ↑ 0.
Now the first relation in (5.8) follows from (5.11).
To prove the second one, observe that c0 = c0γ is defined as a unique
positive solution of
c0
φ′(c0)− φ′(−c0)
φ(c0) + φ(−c0) = 2c
2
0 − 1− λ (5.12)
and
c0φ
′(c0)− c0φ′(−c0) = 4c0
∫ ∞
0
e−r
2
r−λ sinh(2c0r) dr,
φ(c0) + φ(−c0) = 2
∫ ∞
0
e−r
2
r−1−λ cosh(2c0r) dr.
Furthermore, from the above argument concerning (5.10) and Lemma
5.1 we know that if x > 0 and
x
φ′(x)− φ′(−x)
φ(x) + φ(−x) < 2x
2 − 1− λ,
then c0 ≤ x. For x = 1 the left-hand side obviously tends to zero as
γ ↑ 1 (λ ↑ 0). This yields the boundedness of c0γ and we can finish the
proof of the second relation in (5.8) as before.
To prove (5.9) we look at (5.11) as quadratic equation relative to c1
and then find that
c1 = 2(1 + λ)/B,
where (recall that φ′ < 0)
B = Bλ = |φ′(c1)|φ−1(c1) +
√
|φ′(c1)|2φ−2(c1) + 8(1 + λ).
Since |φ′(x)|φ−1(x) 6→ 0 as x ↓ 0, we conclude that
c1γ = O(γ)
as γ ↓ 0.
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Now if we assume that along a sequence γn ↓ 0 we have c0γn/c1γn →
β < ∞, then c0γn → 0, and after dividing both parts of (5.12) by c20γ
and passing to the limit along the subsequence we get that
φ′′−1(0)
φ−1(0)
= 2− lim
n→∞
γn
c20γn
. (5.13)
The function φ−1 satisfies (3.1) with λ = −1, therefore, φ′′−1(0) =
2φ−1(0), and (5.13) implies that
lim
n→∞
γn
c20γn
= 0, lim
n→∞
c1γn
c20γn
= 0,
1
β2
lim
n→∞
1
c1γn
= 0,
and the latter is impossible. This proves (5.9) and brings the proof of
Theorem 2.9 to an end.
6. Proof of Theorems 2.1 and 2.3
For p ∈ (1, 3/2) one can define a function γ(p) ∈ (0, 1) so that
γ(p) <
3
p
− 2, lim
p↓1
γ(p) = 1.
We take any such function γ(p) and set
α(p) = β(γ(p)) = a21γ(p).
Obviously,
a∗γ(p) ∈ A(1, α(p)).
Theorem 2.1 is a consequence of the following.
Theorem 6.1. Let p ∈ (1, 3/2). Then the equation
ut = a
∗
γ(p)uxx
has a nonzero unbounded solution of class
0
W 1,2p (Q). Furthermore,
α(p)→ 1 as p ↓ 1 and α(p)→∞ as p ↑ 3/2
Proof. Simple computations show that if we extend Ψ(γ(p))(t, x) as
zero for t ≤ 0, then the unbounded function we obtain will belong to
W 1,2p ((−1, 1)× R) and, to prove the first assertion, it only remains to
recall that Ψ(γ) satisfies (5.2). The second assertion follows immediately
by the construction of γ(p) and Theorem 2.9. The theorem is proved.
Next argument is based on a general rule that if a linear homogeneous
equation has a nonzero solution u, then the adjoint equation is only
solvable if its right-hand side is orthogonal to u. We apply this rule to
u = Ψxx.
Here is a result implying Theorem 2.3.
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Theorem 6.2. Let p ∈ (3,∞). Then for q = p/(p− 1) and α = a21γ(q)
there exists a function a ∈ A(α), and an f ∈ Lp(Q) such that the
equation
ut = auxx + f (6.1)
has no solutions of class
0
W 1,2p (Q).
Proof. Define
Φ(t, x) = Ψ(γ(q))(1− t, x), a(t, x) = a∗γ(q)(1− t, x),
and take any f ∈ Lp(Q) such that Φf ∈ L1(Q) and∫
Q
Φxxf dxdt 6= 0.
Assume that u is a solution of (6.1) of class
0
W 1,2p (Q). We multiply
(6.1) through by Φxx and use that aΦxx = −Φt. Then we have the
following∫ t0
0
∫
R
Φxxut dxdt = −
∫ t0
0
∫
R
Φtuxx dxdt +
∫ t0
0
∫
R
Φxxf dxdt,
∫ t0
0
∫
R
∂
∂t
[Φxxu] dxdt =
∫ t0
0
∫
R
Φxxf dxdt =: κ(t0),
∫
R
ux(t0, x)Ψx(1− t0, x) dx = κ(t0), (6.2)
where the last equality is obtained by integrating by parts and using
Remark 5.2.
Next, we are going to use an embedding theorem that is Lemma 2.3.3
of [10] according to which for each t ∈ [0, 1], u(t, ·) ∈ C1+ε(R) and the
norm of u(t, ·) in this space is a bounded function of t. Here ε > 0 is
any number such that
1− 3
p
> ε > γ(q).
That such an ε exists follows from the fact that the inequalities 1 −
3/p > γ(q) and γ(q) < 3/q − 2 are equivalent.
Since Ψx(1 − t0, x) is an odd function of x we can replace ux(t0, x)
in (6.2) with ux(t0, x)− ux(t0, 0), and since the latter by magnitude is
less than N |x|ε, where N is a constant, we come to the conclusion that
|κ(t0)| ≤ N
(1− t0)(1+γ)/2
∫
R
|x|ε|w′(x/(2√1− t0))| dx,
where γ = γ(q).
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However, the change of variable y = x/(2
√
1− t0) shows that the
expression on the right equals a constant times (1 − t0)(ε−γ)/2, which
tends to zero as t0 ↑ 1. Hence, κ(t0) → 0 and this is the desired
contradiction proving the theorem.
7. Proof of Theorems 2.5 and 2.6
To prove Theorem 2.5 it suffices to take
a = a∗γ(p), u = Ψ
(γ(p))
x
and use what is said in the proof of Theorem 6.1 and also recall the
definition of
0
H1p(Q) and use Remark 5.2.
While proving Theorem 2.6 we define Φ and a as in the proof of
Theorem 6.2 and take any f ∈ Lp(Q) such that fΛΦx ∈ L1(Q) and∫
Q
fΛΦx dxdt 6= 0
and let u be a solution of (2.3) of class
0
H1,2p (Q).
Then observe that Φx(t, ·) is a strongly continuous differentiable
H1q (R)-valued function on [0, 1) for any q ∈ (1,∞), in particular, for
q = p/(p − 1). Since u(t, ·) is a strongly differentiable H−1p (R)-valued
function on [0, 1] we can write
d
dt
∫
R
u(t, x)Φx(t, x) dx =
d
dt
〈u(t, ·),Φx(t, ·)〉 = 〈ut(t, ·),Φx(t, ·)〉
+〈u(t, ·),Φtx(t, ·)〉,
where 〈·, ·〉 denotes the pairing between H1q (R) and H−1p (R). Next we
use the fact that Φtx(t, ·) and ux(t, ·) are usual functions (for almost all
t), so that
〈u(t, ·),Φtx(t, ·)〉 =
∫
R
u(t, x)Φtx(t, x) dx = −
∫
R
ux(t, x)Φt(t, x) dx.
We also note that (for almost all t)
〈ut(t, ·),Φx(t, ·)〉 =
∫
R
f(t, x)ΛΦx(t, x) dx+ 〈(aux(t, ·))x,Φx(t, ·)〉,
where the last term equals
−〈ux(t, ·), aΦxx(t, ·)〉 =
∫
R
ux(t, x)Φt(t, x) dx.
By combining these arguments we get that
d
dt
∫
R
u(t, x)Φx(t, x) dx =
∫
R
f(t, x)ΛΦx(t, x) dx
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and for any t0 ∈ [0, 1)∫
R
u(t0, x)Φx(t0, x) dx =
∫ t0
0
∫
R
fΛΦx dxdt.
Finally, recall that u = Λw where w ∈
0
W 1,2p (Q), which by Lemma 2.3.3
of [10] implies that u is Ho¨lder continuous in x with the same exponent
as in the proof of Theorem 6.1 and this allows us to get a contradiction
by letting t0 ↑ 1 in the same way as in that proof. Both theorems are
thus proved.
8. Proof of Theorem 2.10
Here we suppose that γ ∈ (1, 2), so that λ ∈ (0, 1). One of solutions
of (3.1) is
φ(x) = φλ(x) =
∫ ∞
0
[1− e−2xr−r2 ] 1
r1+λ
dr,
with
φ′(x) = 2
∫ ∞
0
e−2xr−r
2 1
rλ
dr > 0,
φ′′(x) = −4
∫ ∞
0
e−2xr−r
2
r1−λ dr < 0.
The fact that it is indeed a solution is seen from the following:
φ(x) = −1
λ
∫ ∞
0
[1− e−2xr−r2] dr−λ
=
1
λ
∫ ∞
0
(2x+ 2r)e−2xr−r
2
r−λ dr. (8.1)
Observe that, as is easily seen (after substituting r = xs), as x→∞
φ(x) ∼ xλ
∫ ∞
0
[1− e−2r] 1
r1+λ
dr, φ′(x) ∼ 2xλ−1
∫ ∞
0
e−2r
1
rλ
dr. (8.2)
Obviously φ(x)→ ±∞ as x→ ±∞ and φ(0) > 0. Therefore we can
define x0 = x0λ < 0 as a unique root of
φ(x0) = 0
and for c > x0 let
ψc(x) = φ(x)
∫ x
c
1
φ2(t)
et
2
dt
As in Section 4 we use this function to investigate the behavior of φ(−x)
as x→∞.
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By Lemma 3.1 the function ψc(x) satisfies (3.1) for any c > c0. Also
both functions ψ−c0 and φ(−x) vanish at x = c0 and hence there is a
constant m > 0 such that
φ(−x) = −mψ−c0(x).
In the same way as Lemma 4.1 is proved one gets the following.
Lemma 8.1. We have
ψc(x) ∼ N 1
x1+λ
ex
2
, φ(−x) ∼ −N 1
x1+λ
ex
2
as x→∞, where the constants N > 0 depend only on λ.
Next we set
u(x) = φ(x) + φ(−x)
and in the same way as in Lemma 5.1 we prove that there exists a
unique c1 = c1λ > 0 such that (φ(x)e
−x2)′′ = 0 at x = c1. In addition,
(φ(x)e−x
2
)′′ < 0 for 0 < x < c1, (φ(x)e
−x2)′′ > 0 for x > c1.
(8.3)
Furthermore as in Lemma 5.1, the graph of the function u(x)e−x
2
has inflection points on (0,∞) and we denote by c0λ the smallest one.
Observe that
u(c0λ) > 0. (8.4)
Indeed, the equality u(c0λ) = 0 is impossible due to Remark 3.4. How-
ever, if u(c0λ) < 0, then by Lemma 3.3 (ii) and Remark 3.4 the second-
order derivative of u(x)e−x
2
at the closest zero of u(x) lying to the left
of c0λ is strictly positive and being negative at the origin it would have
another root smaller than c0λ, which contradicts its definition. Thus,
u(c0λ) > 0, (u(x)e
−x2)′′ < 0 for 0 < x < c0λ. (8.5)
By the way, notice that, according to (8.2) and Lemma 8.1 the func-
tion uλ(x)e
−x2 approaches zero from the negative side as x → ∞.
Therefore, there exists the smallest root y > 0 of the equation uλ(x) = 0
and as follows from the above y > c0λ and there are no inflection points
between c0λ and y. Then in the same way in which (4.3) is obtained
one shows that for x ≥ y
uλ(x) = −κφλ(x)
∫ x
y
1
φ2λ(t)
et
2
dt,
where κ ∈ (0,∞) is a constant. It follows that u(x) < 0 for all x > y.
Then the existence of a unique root of the equation (uλ(x)e
−x2)′′ = 0
lying on (y,∞) is obtains as above, so that c0λ is the smallest of the
two roots.
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Then we introduce a1 = a1γ , β(γ) = a
2
1γ , w = wγ, Ψ = Ψ
(γ) and
a∗ = a∗γ in the same way as in (5.1).
As before, (5.2) and (5.3) hold. However, in contrast with Lemma
5.3 we now have the following.
Lemma 8.2. We have c1 > c0, a1 < 1, and
Ψt(t, x) = min
a∈[a21,1]
[aΨxx(t, x)]. (8.6)
Proof. Assume that c0 ≥ c1. Then a1 ≥ 1 and (5.2), (5.3) imply
that
Ψt(t, x) = max
a∈[1,a2]
[aΨxx(t, x)],
Ψt(t, x) ≥ Ψxx(t, x).
It follows by the maximum principle that
1
2
√
pi
∫
R
Ψ(t, y)e−(x−y)
2/4 dy ≤ Ψ(t+ 1, x),
2t−γ/2
∫
R
w(y/(2
√
t))e−y
2/4 dy ≤ 2√piΨ(t + 1, 0).
However, the integral on the left is equivalent to
4t(1−γ)/2
∫
R
w(y) dy→∞
as t ↓ 0. This yields a contradiction, hence c1 > c0, and the rest is
trivial. The lemma is proved.
We are now ready to prove part of Theorem 2.10.
Theorem 8.3. There exists a constant ν ∈ (0, 1) depending only on
γ ∈ (1, 2) such that for any ε ∈ (0, 1/2)
1
ε
inf
a∈A(a21γ ,1)
Pa(1, 0, 0, [−ε, ε]) ≥ ν ε
γ−1
| ln ε|γ/2 . (8.7)
Proof. Take an a ∈ A(a21γ , 1), Since
Ψt ≤ aΨxx,
we have ∫
R
Ψ(t, y)Pa(1, x, 0, dy) ≥ Ψ(1 + t, x),∫
R
Ψ(t, y)Pa(1, 0, 0, dy) ≥ Ψ(1 + t, 0) ≥ Ψ(2, 0),
where the last inequality holds for t ∈ (0, 1]. Here∫
R
Ψ(t, y)Pa(1, 0, 0, dy) ≤Mt−γ/2Pa(1, 0, 0, [−2
√
t| ln t|, 2
√
t| ln t|])
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+t−γ/2w(
√
| ln t|),
where M = maxw. As t ↓ 0 we have
t−γ/2w(
√
| ln t|) ≤ Nt−γ/2| ln t|λ/2e−| ln t| = Nt1−γ/2| ln t|λ/2 → 0.
It follows that there exists t0 ∈ (0, 1/2) such that
t−γ/2w(
√
| ln t|) ≤ (1/2)Ψ(2, 0)
for t ∈ (0, t0]. In that case upon setting ε = 2
√
t| ln t| we obtain
1
ε
Pa(1, 0, 0, [−ε, ε]) ≥ M−1Ψ(2, 0)t(γ−1)/2 1
2
√
| ln t|
= 2−1M−1Ψ(2, 0)εγ−1
1
| ln t|γ/2 .
To get (8.7), now it only remains to observe that
| ln t| = 2 ln 2 + 2| ln ε|+ ln | ln t| ≤ 2| ln ε|+ (1/2)| ln t|
for t ∈ (0, t1] with sufficiently small t1 > 0, so that
1
| ln t|γ/2 ≥ δ
1
| ln ε|γ/2 .
The theorem is proved.
Now we are concerned with another part of Theorem 2.10.
Theorem 8.4. For ε ∈ (0, 1) set a(ε)(t, x) = a∗(ε+t, x). Then we have
1
ε
Pa(ε)(1, 0, 0, [−ε, ε]) ≤ µ−1Ψ(1, 0)εγ−1,
where µ = inf |x|≤1/2w(x) depends only on γ.
Proof. Indeed, we have∫
R
Ψ(t, y)Pa(ε)(1, 0, 0, dy) = Ψ(1 + t, 0) ≤ Ψ(1, 0),
t−γ/2µPa(ε)(1, 0, 0, [−
√
t,
√
t]) ≤ Ψ(1, 0).
This obviously leads to the desired result and proves the theorem.
Similarly to Corollary 5.6 we have
Corollary 8.5. The function β(γ) = a21γ is a decreasing function of
γ ∈ (1, 2).
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To finish the proof of Theorem 2.10 we only need to show that β(γ) =
a21γ → 1 as γ ↓ 1 and β(γ) tends to a nonzero limit as γ ↑ 2. We already
know that these limits exist.
Observe that the condition (ve−x
2
)′′ = 0 for solutions v > 0 of (3.1)
is also written as
v′′(x)
2v(x)
= 2x2 − 1− 2λ.
Therefore, c0 = c0γ and c1 = c1γ also satisfy
φ′′λ(c0) + φ
′′
λ(−c0)
2φλ(c0) + 2φλ(−c0) = 2c
2
0 − 1− 2λ,
φ′′λ(c1)
2φλ(c1)
= 2c21 − 1− 2λ. (8.8)
Here φ′′λ ≤ 0 and φλ(c0)+φλ(−c0) > 0 owing to (8.4). Hence c0γ and c1γ
are bounded. Also φ′′λ is bounded on bounded intervals and φλ → ∞
uniformly on intervals of type [0, b], b > 0, as γ = λ+ 1 ↓ 1 because of
the divergence at infinity of the integral defining φλ. This immediately
implies that
lim
γ↓1
c1γ = 2
−1/2 (8.9)
and, along with Corollary 8.5, shows that the limit of c0γ as γ ↓ 1
exists. We denote it by c. By using (8.1) we rewrite the first equation
in (8.8) as
λ[φ′′λ(c0) + φ
′′
λ(−c0)]
= 2[2c20 − 1− 2λ]
∫ ∞
0
[(2c0 + 2r)e
−2c0r + (2r − c0)e2c0r]e−r2r−λ dr.
By letting λ ↓ 0 we obtain
2[2c2 − 1]
∫ ∞
0
[(2c+ 2r)e−2cr + (2r − c)e2cr]e−r2 dr = 0. (8.10)
As a function, say f , of c the last integral is obtained as the limit
as λ ↓ 0 of solutions of the equation v′′ − 2xv′ + λv = 0. Therefore,
f ′′ − 2xf ′ = 0,
f ′ = C1e
x2 , f(x) = C1
∫ x
0
et
2
dt+ C2,
where C1, C2 are some constants. The function f is obviously even,
hence C1 = 0. Also C2 = f(0) > 0 and (8.10) implies that
c = lim
γ↓1
c0γ = 2
−1/2, lim
γ↓1
β(γ) = 1.
Next, by comparing (8.8) with (5.11), the left-hand sides of which is
positive in our situation, we obtain
0 ≤ 2c21 − 1− λ ≤ λ, 1 + λ < 2c21 < 1 + 2λ
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which implies (8.9) one more time and also shows that c1γ is separated
away from zero. On the set of possible values of c1γ we have that
φλ → ∞ because of the divergence at zero of the above mentioned
integral as λ ↑ 1. Hence, by (8.8)
lim
γ↑2
c1γ = (3/2)
1/2.
Again this implies that the limit of c0γ as γ ↑ 2 exists. Moreover, as
is easy to see, φλ(x) + φλ(−x) tends to a finite limit, say ψ, as λ ↑ 1
and therefore c0γ tends to, say, d ≥ 0 satisfying
ψ′′(d) = 2ψ(d)(2d2 − 3).
Since φλ(x) + φλ(−x) are solutions of (3.1) we have that ψ′′ − 2xψ′ +
2ψ = 0, which shows that ψ′′(0) = −2ψ(0). In particular, d 6= 0 and
this finishes the proof of the theorem.
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