When searching for a known target in a natural texture, practiced humans achieve near-optimal performance compared to a Bayesian ideal searcher constrained with the human map of target detectability across the visual field [Najemnik, J., & Geisler, W. S. (2005) . Optimal eye movement strategies in visual search. Nature, 434, 387-391]. To do so, humans must be good at choosing where to fixate during the search [Najemnik, J., & Geisler, W.S. (2008). Eye movement statistics in humans are consistent with an optimal strategy. Journal of Vision, 8(3), 1-14. 4]; however, it seems unlikely that a biological nervous system would implement the computations for the Bayesian ideal fixation selection because of their complexity. Here we derive and test a simple heuristic for optimal fixation selection that appears to be a much better candidate for implementation within a biological nervous system. Specifically, we show that the near-optimal fixation location is the maximum of the current posterior probability distribution for target location after the distribution is filtered by (convolved with) the square of the retinotopic target detectability map. We term the model that uses this strategy the entropy limit minimization (ELM) searcher. We show that when constrained with human-like retinotopic map of target detectability and human search error rates, the ELM searcher performs as well as the Bayesian ideal searcher, and produces fixation statistics similar to human.
Introduction
In visual search, humans use high-speed eye movements (saccades) to localize objects of interest within the visual scene. The evolutionary pressure on making eye movements that will let human observers find the target as quickly as possible must be great given the obvious necessity of efficient visual search for survival. Hence it comes as little surprise that complex processes control the selection of fixations in visual search tasks (Aivar, Hayhoe, Chizk, & Mruczek, 2005; Eckstein, Beutter, & Stone, 2001; Palmer, Verghese, & Pavel, 2000; Zelinsky, Rao, Hayhoe, & Ballard, 1997; Kowler, Anderson, Dosher, & Blaser, 1995; Motter & Belky, 1998a , 1998b Hooge & Erkelens, 1999; Scialfa & Joffe, 1998; Torralba, Oliva, Castelhano, & Henderson, 2006; Duncan & Humphreys, 1989; Geisler, Perry, & Najemnik, 2006; Carrasco, Evert, Chang, & Katz, 1995; Geisler & Chou, 1995;  for review see Findlay & Gilchrist, 2003) .
Visual search presents three challenges for the searcher: encoding visual information on each fixation, integrating information across fixations, and selecting successive fixation locations. Conceptually, the processing involved in a visual search task can be described within the general probabilistic framework depicted by the flowchart in Fig. 1 . In this framework, the searcher uses the visual data captured on each fixation across the visual field to update the probabilities of a target being present at each of the potential target locations given the information collected on previous fixations (we call these probabilities 'posterior probabilities' or just posteriors; priors are the target location probabilities before the search starts). The searcher stops searching once the posterior probability at some location exceeds a stopping criterion, which determines the searcher's error rate. An ideal searcher that aims to find the target as quickly as possible will capture image data in parallel from every possible target location, will integrate the information perfectly within and across fixations (with perfect memory for visual data obtained on previous fixations), and will make eye movements that gain the most information about the target's location.
In Najemnik and Geisler (2005) , we asked whether humans employ optimal eye movement strategies during visual search. First, we derived the ideal Bayesian observer for search tasks in which the target is embedded at an unknown location within a field of Gaussian noise having a Fourier amplitude spectrum that falls inversely with spatial frequency (as in natural images). Next, we constrained the ideal searcher with the human retinotopic map of target detectability (visibility map). The visibility map was measured in a detection task (separate from the search task) in which human observers had to fixate the center of the circular search area and detect a target (6 cpd Gabor patch) whose spatial location was known and cued on each trial, in a standard 2-alternative-forcedchoice detection paradigm. The stimulus duration (250 ms) was 
where i indexes retinal position, and U
À1
(a i ) is the inverse cumulative normal function of the observer's proportion of correct detections a i of the target (Green & Swets, 1966) . These detectability measurements were interpolated across the visual field to obtain a continuous retinotopic visibility map, which fully specifies the ideal searcher ( Fig. 2b shows a contour plot of the visibility map for one combination of target and background contrast). We found that given their visibility maps, human searchers achieve near-optimal performance in median number of fixations to find the target and in error rate (Najemnik & Geisler, 2005) , and produce fixation statistics similar to that of the ideal searcher (Najemnik & Geisler, 2008) .
To achieve nearly ideal performance humans must select informative fixation locations. To compute the optimal next fixation point, k opt (T + 1), the Bayesian ideal searcher 1 considers each possible next fixation and picks the location that, given its knowledge of the data obtained on previous fixations and the visibility map, will maximize the probability of correctly identifying the location of the target after the next fixation. For each considered next fixation location, this computation involves summing n 2 terms (n being the number of potential target locations) and each term involves summing the integral of the product of a set of complicated functions that change across fixations (see the Supplementary materials of Najemnik & Geisler, 2005 , 2008 . Thus, it is important to consider simpler search strategies that can achieve near-optimal performance. One such simple and efficient strategy is to always fixate the most likely target location. We refer to the searcher using this fixation strategy as the MAP searcher (where MAP is short for 'maximum a posteriori'). This is an important alternative because it would be much easier to implement within a nervous system, and because it is consistent in spirit with most existing models of visual search, which compute feature maps of some sort and then direct fixations, or covert attention, to the locations within the visual scene where the features are most similar to the target (Findlay, 1997; Findlay & Walker, 1999; Treisman, 1988; Wolfe, 1994) or most salient (Itti & Koch 2000) ; however, see Zelinsky (2005) and Rao, Zelinsky, Hayhoe, and Ballard (2002) for a more sophisticated fixation selection strategies. Although the MAP searcher achieves near-optimal performance, it predicts eye movement statistics that are quite different from humans (Najemnik & Geisler, 2008) . Both human and Bayesian ideal searchers preferentially fixate locations in a donut-shaped region around the center of the circular search area, with higher density at the top and bottom, whereas the MAP searcher tends to fixate more uniformly with increased fixation density along the horizontal axis rather than the vertical axis.
Interestingly, even though human searchers concentrate their fixations in the upper and lower visual field, they both have a bias for making horizontal eye movements (Najemnik & Geisler, 2008) . Such seemingly contradictory behavior in humans is, in fact, consistent with rational behavior, even when the target location is uniformly distributed across a perfectly symmetric display. The ideal searcher displays similar behavior due to the fact that the retinotopic map of target detectability is elongated in the horizontal direction ( Fig. 2 ; see also Carrasco, Penpeci-Talgar, & Cameron, 2001 ). There is a correlate of this asymmetry in the topography of human ganglion cells and other retinal neurons (e.g., Curcio & Allen, 1990 ).
Here we propose a principled fixation selection heuristic that allows a searcher with a human-like visibility map to achieve near-optimal search performance and produce human-like eye movement statistics, while being very simple. In short, we derive an approximation to the procedure for ideal fixation selection as the number of independent potential target locations approaches infinity, and then use this procedure even when the number of potential target locations is small. Our derivation is based on the principle of picking fixation locations that minimize the uncertainty about target location (Shannon's entropy), as opposed to maximizing accuracy per se. We find that, in the limit, optimal fixation selection reduces to applying a linear filtering operation followed by the selection of the maximum. Specifically, the current spatial distribution of posterior probability is convolved (filtered) with the square of the visibility map and the maximum is selected as the next location to fixate.
Methods

The derivation of the ELM rule
The Bayesian ideal searcher makes eye movements in order to maximize accuracy; that is, maximize the probability of correctly localizing the target, after the next fixation is made and the posterior probabilities are updated. However, a closely related criterion for selecting the next fixation is to minimize the expected entropy of the distribution of the posterior probabilities across the potential target locations. The entropy is a principled measure of the uncertainty associated with a probability distribution; the smaller the entropy the lower the uncertainty about the target location and hence the higher the accuracy. (We note, however, that accuracy and entropy are not perfectly monotonically related; see for example, Erdogmus & Principe, 2002; Feder & Merhav, 1994; Geisler, Albrecht, Salvi, & Saunders, 1991 .) The expected entropy measure has been used successfully in certain computer vision tasks (Geman & Jedynak, 1996) , and is used by an 'optimal scientist' to select the next best experiment to perform in the theory of optimal experiment design (Chaloner & Verdinelli, 1997; Lindley, 1956; Sebastiani & Wynn, 1997) . The theory essentially considers the best next 1 Probably the name 'Accuracy based Searcher' would be better if used instead of the Bayesian Ideal because it is more 'accurate' in describing what this searcher actually does; but we keep the name Bayesian Ideal searcher just to be consistent with our previous publications on this topic. Fig. 1 . Visual search in a probabilistic framework. The searcher starts with some initial prior beliefs (represented as probabilities) about the target being located at every potential location in the visual scene. During the first fixation, the searcher encodes visual data from all the potential target locations and uses it to update its prior beliefs to posterior beliefs. If the posterior probability at some location exceeds a criterion, then the search is stopped and the location with the largest posterior probability is picked as the target location. If the criterion is not exceeded, the searcher chooses the next location to fixate, and the process repeats until the searcher finds the target. The searcher's representation of its own visual limitations (i.e., the visibility/detectability of the target across the visual field) can affect how it updates its beliefs and how it chooses the next fixation location. The searcher's memory limitations can affect the integration of beliefs across fixations.
experiment to be the one that gives the smallest expected entropy of the posterior probabilities over all possible hypotheses, once the experiment is completed and posteriors over the hypotheses have been updated optimally (using Bayes' rule). The problem of selecting the next fixation location in visual search can be viewed as a special case of optimal experimental design, where the hypotheses are the potential target locations, and the possible experiments are the potential fixation locations. Given the current priors on the target location, the problem the searcher faces is how to distribute its resources over the search area so that as much knowledge about the location of the target as possible is obtained. We assume the only way for the searcher to vary the distribution of resources across the visual field is retinal translation (additional potential modulation of resources by covert attention is a negligible factor with respect to the human search performance in our task because humans achieve near-optimal performance given their retinotopic map of target detectability, which was measured with target location known exactly -and thus any additional substantial amount of attentional modulation of detectability would make humans outperform the ideal). In accordance with the original suggestion by Lindley (1956) , the amount of knowledge obtained about target location on a given considered fixation is measured as the expected gain in Shannon information about the target location. Specifically, the information theoretic ideal searcher will fixate locations that are expected to result in the smallest entropy of the posterior probabilities over the potential target locations, after the fixation is made and posteriors updated.
The main mathematical result reported here (and derived in Appendix A) is a surprisingly simple and close approximation to the expected entropy of the posteriors. Suppose that the information theoretic searcher who has made T fixations is now facing the task of choosing the next location to fixate. If k(T + 1) is the next fixated location, then the expected Shannon entropy of the posterior probability distribution is
where as shown in Najemnik and Geisler (2005) , the posterior probability P i (T + 1) at each potential target location can be computed from the current prior probability P i (T) using
where d ik(T+1) is the detectability (d 0 ) at potential target location i, given fixation at location k(T + 1), and W ik(T+1) is the (random) response from that location. In Appendix A we derive the expression for E[H(T + 1)|k(T + 1)] in the limit as the number of potential independent target locations goes to infinity. The expression is surprisingly simple
where HðTÞ ¼ À P n i¼1 p i ðTÞ log ðp i ðTÞÞ is the Shannon entropy (in nats) of the current posteriors p i (T). Hence if location k(T + 1) is fixated and posteriors updated from p i (T) to P i (T + 1), then the expected reduction in uncertainty (the expected information gain) is
Thus, selecting the fixation that maximizes the expected information gain is equivalent to linearly filtering the current posterior probability distribution across the possible target locations and then selecting the maximum. More specifically, the current posterior probability is convolved with the square of the retinotopic detectability map and the maximum is selected as the next fixation location.
We term the (otherwise optimal) searcher that uses this fixation selection strategy the entropy limit minimization (ELM) searcher. To picture a search task in which the ELM searcher chooses identical fixation locations to the true information theoretic ideal searcher (not just its approximation), imagine a task in which the searcher has to exactly localize a small target (that spans only a single pixel) on an infinite resolution monitor where an independent Gaussian noise sample with variance proportional to 1=d 02 i is added at each pixel location i, on each fixation. Interestingly, it can be shown (Ertin, Fisher, & Potter, 2003) that given the priors, minimizing the expected entropy of the Bayesian posteriors is equivalent to maximizing the mutual information between the measurements and the state of the world. Our fixation selection rule thus amounts to selecting fixation locations that aim to maximize the mutual information between the template responses and the target location.
We derived Eq. (5) for the limiting case of an infinite number of potential target locations, but in practice we want to use it with a finite number of locations, whether it is for the purpose of modeling the neural computations involved in the fixation selection during a psychophysical search task (the subject of this paper) or for other (e.g. robotic) applications. To test whether Eq. (5) remains a good approximation in the case of a relatively small number of target locations, we ran Monte Carlo simulations in which we repeatedly generated random priors and signal-to-noise ratios (d 0 ) at the potential target locations, and measured the 'true' expected entropy reduction while comparing it to the expected entropy reduction predicted by Eq. (5) (which we refer to as 'the summation formula' throughout the paper). The 'true' expected entropy reduction was measured using the Monte Carlo algorithm described in Appendix B.
Simulation of the ELM searcher
To select fixation locations, the ELM searcher uses the summation formula (Eq. (5)) to approximate the expected information gain for every potential fixation location within the visual scene and then selects the fixation location with the maximum gain.
We constrained the ELM searcher with the human retinotopic map of target detectability and simulated its behavior in all the search tasks originally described in Najemnik and Geisler (2005) . In these search tasks, the target was a small sine-wave pattern randomly located at one of n = 85 target locations densely covering a circular Gaussian noise background region 15°in diameter. An example of the noise background with added target is shown in Fig. 2a (the 25 circles indicate target locations for the separate measurements of target detectability). The observer was required to press a button as soon as the target was located, and then to indicate the location by fixating the target and pressing the button again; the trial was counted as correct if the eye was closer to the true target location than any other potential target location. The observer's eye position was continuously monitored with a highprecision eye tracker. Search tasks of various difficulties were created by varying both the variance of the background Gaussian 1/f noise and the contrast of the target.
We simulated the ELM searchers performance in all these conditions using the following procedure. Let W ik(T) be the template response from potential target location i on fixation T, where the fixated location is k(T). The retinal positions of potental target locations are given implicitly by i and k(T), which can be thought of as indexes into a table containing actual spatial position coordinates. Similarly, let d 0 i be the corresponding signal-to-noise ratio representing detectability at potential target location i. The steps for each simulated search trial are as follows:
(1) Fixation began at the center of the display (as in the search experiment). (2) One of the n possible target locations was selected at random to be the target location i. (3) On each fixation T, a random response was generated for each potential target location. At the target location the response is W ik(T) =N ik(T) + 0.5, and at all the non-target locations j -i it is W jk(T) = N jk(T) À 0.5. The N jk(T) are independent, zero-mean Gaussian noise samples with standard deviation 1=d 0 j ðkðTÞÞ which depends on the fixated location k(T). The noise captures the human detection inefficiencies across the retina relative to the noiseless ideal detector of the target (Eckstein, 1998; Green & Swets, 1966; Lu & Dosher, 1999) . (4) The posterior probability at each potential target location i after T fixations was computed using Eq. (3) (or Eqs. (7) and (8), see below). (5) If the maximum posterior probability exceeded a criterion, the search stopped. An error occurs whenever the posterior at a non-target location reaches the criterion first. The criterion for each condition was picked so that the error rate of the ELM searcher matched that of the human observers. (6) If the search has not stopped in the previous step (5), the ELM searcher chooses the next fixation location. To compute the optimal next fixation location k(T + 1), the ELM searcher considers each possible next fixation and picks the one that maximizes the expected information gain as approximated by the summation formula:
kðT þ 1Þ ¼ arg max
The process then jumps back to step 3 and repeats until the criterion posterior probability is exceeded at some potential target location.
The summation rule was derived under the assumption that the noise components N jk(T) of the responses W jk(T) are sampled independently on each fixation. However, in the human fixation search experiments the stimulus contains a temporally static background noise that remained the same across the fixations throughout each search trial. To simulate the ELM searcher in this case, the posterior probabilities were updated across fixations in the proper fashion for static backgrounds p i ðTÞ ¼
where d 0 I is the estimated signal-to-noise ratio if there was no external noise present in the stimulus, and d 0 E represents the detectability of the target in the static noise by an ideal observer with no internal variability (for details see Najemnik & Geisler, 2008 ; see also Lu & Dosher, 1999; Pelli & Farell, 1999) .
A reader might be confused as to why there is no actual stimulus waveform involved in the algorithm to simulate the behavior of the model searcher.
Step 3 of the simulation algorithm is exactly equivalent to cross-correlating the target-matched template with the physical search stimulus at all the potential target locations, assuming the template response is scaled and offset to have the expected template response equal to 0.5 at the target location and À0.5 at the non-target locations. This constant scaling and offsetting of the template responses has absolutely no effect on the behavior of the simulated searcher, but it simplifies the math. It is important to note however, that the math assumes that the template responses are independent across the potential target locations; and the targets are non-overlapping (which is a loose way of saying that the target waveforms are orthogonal to each other). A potential violation of these assumptions is that we embedded the search target in a spatially correlated 1/f noise and so the template response from neighboring locations will be correlated as a result. These spatial correlations can be easily 'whitened out' by an appropriate linear transformation of the stimulus waveform, but the whitening process introduces a subtlety in the form of a distorted target waveform (and its optimal target-matched template), which might make the candidate target waveforms non-orthogonal. In our specific human search task (same as the task in Najemnik & Geisler, 2008 , the target was a small Gabor with a spatial frequency 6 cycles per degree of visual angle, about one octave in bandwidth; and this target could be located at any of the 85 potential target locations tiling the circular search area at a hexagonal array at spacing 1.5°between the neighboring target locations; embedded in spatially correlated 1/f noise. In this specific stimulus, the target waveforms are orthogonal to each other, and the template responses at the neighboring potential target locations are nearly uncorrelated (the correlation coefficient between the neighboring template responses is less than 0.05), partly because the target has relatively high spatial frequency, and is narrowband.
The summation formula herein was derived for an infinite number of potential target locations across the finite search area. Moreover, the derivation assumed all the targets waveforms to be orthogonal, and template responses independent at all the locations. Even if the targets were orthogonal (e.g. delta functions on an infinite resolution monitor as in the hypothetical example we gave at the beginning of the method section) but embedded in spatially correlated Gaussian noise, the whitening transformation necessary to make them independent can turn them non-orthogonal (overlapping). The formulas for optimal search in case of nonorthogonal target waveforms are unknown.
Results
Validity and robustness of the summation formula
The simple summation formula is an approximation to the 'true' expected information gain (expected reduction in Shannon entropy). To determine the accuracy of this approximation (when used by the ELM searcher in our search experiment), we ran Monte Carlo simulations for a randomly-selected subset of simulated search trials. For the specific posterior and visibility maps encountered by the ELM searcher on each simulated eye movement we computed the expected information gain at all potential fixation locations using the summation formula (Eq. (5)) and plotted these against the 'ground truth' estimated by Monte Carlo simulation (see Appendix B). The correlation between the expected information gain given by the summation formula and the 'true' expected information gain was greater than 0.9 on 91% of the fixations, and only rarely fell below 0.8 ($1% fixations). The average correlation across the tested fixations in all the search conditions was 0.96. Table 1 shows these correlations as a function of the foveal detectability of the target. Thus, under the conditions encountered in our multiple-fixation search task, the summation formula serves as an accurate approximation to the exact formula. Furthermore, our search tasks probably span the range of difficulties typically encountered under natural conditions, for small targets in small search areas (15°in our task).
Tests of the summation formula under more general conditions are also described in Appendix B; we find that the validity of the formula generally decreases with increasing target detectabilities and decreasing numbers of potential target locations, but works well for a surprisingly wide range of conditions.
It is important to note that the high correlation between the expected information gain given by the summation formula and the true expected information gain does not necessarily imply that the ELM searcher and the 'true' information theoretic ideal searcher make the same eye movements, but it implies that they make similarly 'good' fixations (i.e. resulting in similar information gains). Having said that, a hypothetically perfect correlation would imply the same eye movements, and thus one can expect that the high correlations would lead to similar overall search behavior. On a related note, one would expect the behavior of the information theoretic and the Bayesian Ideal searcher to show considerable qualitative similarities due to a considerable correlation between the expected information gain on a given fixation and the expected change in accuracy (probability of localizing the target correctly after the fixation is made and posteriors updated). This is one of the reasons why we do not aim to find out whether human behavior is better fitted by the accuracy searcher (Bayesian Ideal) or the ELM searcher in this paper.
Performance of the ELM searcher
The ELM searcher constrained with the human visibility map and human error rates performs as well as the human searchers in Najemnik and Geisler (2005) , and as well as the Bayesian ideal searcher, in terms of median number of fixations required to find the target. Thus, even though the ELM searcher's summation formula was derived under the assumption of an infinite number of potential target locations, it is a very effective heuristic in our search task where there were 85 potential target locations. We evaluated the performance of the ELM searcher relative to the Bayesian Ideal and MAP searchers as a function of error rate, and the results are plotted summarized in Fig. 3 , which plots the performance (median number of fixations to find the target with human detectability map) as a function of the foveal target detectability, in Table 1 Validity of the summation formula when used in a multiple-fixation visual search task with human retinotopic detectability maps. To determine the validity of the approximation when used by the ELM searcher in our search experiment, we ran Monte Carlo simulations for a randomly-selected set of simulated search trials. For each potential fixation in the simulated search trial we computed the expected information gain using the summation formula (Eq. (5)) and plotted these against the 'ground truth' estimated by Monte Carlo simulation (see Appendix B). The first data row of the table shows the average correlation between the expected information gain given by the summation formula and the 'true' expected information gain as a function of the search task difficulty (as determined by the foveal detectability of the target). The second data row of the table contains the correlation value X such that 95% fixations in that condition had correlation greater than X. high, medium, and low error rate regimes. In the low error rate regime (Fig. 3c) , the searchers continued searching until criterion target probability 0.95 was reached at one of the potential target locations (this criterion effectively bounds the error rate to be less than 5%; the peak posterior generally overshoots this criterion before stopping the search). In the medium error rate regime, the stopping criterion was 0.5 (Fig. 3b) ; and in the high-error rate regime, the stopping criterion was 0.1 (Fig. 3a) . Interestingly, in the low error regime, the ELM searcher slightly outperforms the Bayesian Ideal, presumably because the ELM fixation selection is actually a better look-ahead strategy than the greedy Bayesian Ideal. At medium error rates, the ELM and the Bayesian Ideal coincide in performance, and the Bayesian Ideal outperforms the ELM searcher slightly when the error rate is high and only few fixations are made. Both the Bayesian Ideal and ELM searchers perform slightly better than MAP searcher in all of the three error rate regimes.
Eye movement statistics of the ELM searcher
The density plots in Fig. 4 show that the ideal and ELM search strategies make qualitatively similar predictions for the average spatial distribution of fixation locations across the circular search area (excluding the first fixation which was always at the center of the display). In these plots, we combine data from all the search trials in all the conditions. The distribution of fixation locations for both the ideal and ELM searcher has a 'donut' shape that peaks at a distance of approximately 5°from the center of the display. Furthermore, the ELM searcher has a higher density at the top and the bottom of the donut, like the humans and Bayesian ideal searcher. On the other hand, the MAP searcher does not have a donut-shaped distribution of fixation locations and instead covers the search area much more uniformly, and ventures (on average) further to the left and right sides of the search area (Najemnik & Fig. 4. (a-c) Average spatial distribution of fixation locations across the search area on correct trials for the model searchers constrained with human detectability maps: (a) Bayesian Ideal, (b) ELM, and (c) MAP, (d) combined average spatial distribution of fixation locations across the search area on correct trials for two human searchers (both look similar when plotted separatelly). The color temperature indicates the relative proportion of fixations at each display location. The density plots in a, b, c, and d was scaled separately to have a maximum equal to one and hence each uses the full range of the colorscale; but this conceals the fact that the donuts and hot-spots are stronger in humans than in the simulated searchers. The dashed circles indicate the 15°display region containing the 1/f noise texture. Each of the plots in a through d is based upon approximately 17,000 fixations. The smooth distributions were obtained using a Parzen window with a standard deviation of 0.2°.The plots a, c, and d were previously shown in Najemnik and Geisler (2008) . (e) Direction histograms of fixation location relative to the center of the display. The histograms were obtained with a sliding ''radial pie window" having a width of 45°, centered at the ''radial pie position" (x-axis). (f) Horizontal cuts (passing through the center) through the densities in figures a, b, c, and d. (g) Vertical cuts (passing through the center) through figures a-d. Unlike the density plots (a-d) which were scaled to have the same max, each curve in e through g was scaled to be a probability density (i.e. area underneath each curve is the same). Geisler, 2008) . It is important to note that each of the density plots in Fig. 4 was scaled to have the same peak so that the full extent of the color spectrum could be used in each of these plots; but this conceals the fact that the donuts and hot-spots are stronger in humans than in the simulated searchers.
The ELM and Bayesian Ideal searchers also match several basic statistical properties of the human saccades during search. Fig. 5 plots the distribution of saccade lengths for the human and model searchers collapsed across all the search trials in all the search conditions. The model searchers match the human behavior qualitatively closely in this aspect; all the plots peak approximately at the same saccade length and have similarly skewed shapes, but humans make more short saccades than the model searchers. We note that the mean saccade lengths for ELM, MAP and human searchers generally increase with foveal visibility (d 0 ) of the target and with background noise level, but this effect is more pronounced for the simulated searcher than humans who consistently make shorter saccades than the ELM searcher in the easy conditions. This discrepancy between the model and human searchers does not show up in Fig. 5 , where we collapsed over the saccades in all our search conditions and thus the plot is dominated by the saccades in the harder conditions.
The two-dimensional histograms in Fig. 6 go beyond the histograms of saccade lengths in Fig. 5 and show the joint distribution of magnitudes (left axis) and directions (bottom axis) of individual saccades for human, ELM, Bayesian Ideal and MAP searchers. All four searchers show a preference for horizontal over vertical saccades (white lines plot the relative saccade proportion as a function of saccade direction); notice the high density of 1-5°s accades in the horizontal directions (0°and ±180°). The black lines overlaying the density plots in Fig. 6 plot the mean saccade length as a function of saccade direction. Despite the fact that all of the searchers make many more horizontal than vertical saccades, the vertical saccades are on average longer than horizontal saccades for humans, ELM, and Bayesian Ideal searchers, while the opposite is true for the MAP searcher -the MAP searcher's mean length of vertical saccades is smaller than the mean length of the horizontal saccades. This specific mismatch between MAP and human/ideal searchers' behavior provides further evidence against the MAP model as a model of human behavior in our search task (other evidence was discussed in Najemnik & Geisler, 2008) , and sheds some light on how the human, ELM and Bayesian Ideal searchers manage to exhibit the counterintuitive behavior of a simultaneous bias for horizontal saccades, and for fixation in the upper and lower areas of the circular search area; These searchers tend to use occasional long vertical saccades to move to upper/lower portions of the search area; and then use relatively short (mainly horizontal) saccades to explore.
Discussion
In an earlier publication we described a naturalistic search task for which it is possible to derive the ideal search strategy, and hence compare human and ideal search performance and eye movement statistics (Najemnik & Geisler, 2005) . In that task, humans approached the performance of an ideal Bayesian searcher, as measured by the median number of fixations to find the target at a given error rate. This result places strong constraint on possible models (at least for our subjects and task): Models of visual search that do not reach near-optimal performance when constrained with the human retinotopic map of target detectability are conclusivelly ruled out. However, the fact that human searchers achieve near-optimal performance does not necessarily imply Fig. 5 . Distribution of saccade lengths for human, ELM and MAP and Bayesian Ideal searchers on correct trials. Each curve was scaled to be a probability density (i.e. area underneath each curve is the same). Fig. 6 . Distribution of saccade vectors for human, bayesian ideal, ELM and MAP searchers on correct trials. In each plot, the saccade take-off point is taken to be the origin, and the color temperature reflects the density of the landing points relative to the origin. In these plots, a rightward saccade has a direction of 0°and an upward saccade a direction of 90°. The solid white contours show the relative proportion of saccades in each direction (axis on the right), and the solid black countours plot the mean saccade length as function of saccade direction. Each density plot was scaled to be a probability density (i.e. the densities in each plot sum to one), and all the plots have the same color scale (i.e. the color reflects the actual proportion of the corresponding saccades).
eye movement strategies similar to the Bayesian ideal searcher. For example, a MAP searcher that follows the strategy of always fixating the most likely target location also achieves near-optimal performance. Although the MAP searcher captures well the basic intuition one could have about how fixations are selected in visual search (e.g. Beutter, Eckstein, & Stone, 2003; Findlay & Walker, 1999; Zelinsky, 1996) , it does not fare well in capturing some basic statistical properties of human fixations in our search task. Many of these statistical properties, such as the average spatial density of fixations across the search area and the distribution of saccadic vectors, are qualitatively predicted by the Bayesian Ideal searcher (Figs. 4 and 6 above; Najemnik & Geisler, 2008) .
However, it seems unlikely that a biological nervous system would implement the complex computations of Bayesian Ideal fixation selection (unless, of course, a simple approximation could be derived). Here we derived and tested a surprisingly simple heuristic for fixation selection, based on information theory (Cover & Thomas, 1991) , that produces eye movements with statistical properties similar to those of humans (and the Bayesian ideal searcher). Specifically, we show mathematically, in Appendix A, that as the number of potential independent target locations goes to infinity, the dot product between the searcher's visibility map and the current posterior distribution of target location is directly proportional to the expected reduction in the entropy of the posterior probability distribution (i.e. the expected information gain about the location of the target). The entropy limit minimization (ELM) searcher uses this limiting expression when the number of potential target locations is finite. This approximation appears to be valid because the ELM searcher performs as well as the Bayesian Ideal searcher in our search tasks, and because we demonstrate that the limiting expression remains accurate with relatively small numbers of potential target locations and human-like target detectabilities (Table 1 and Appendix B).
The ELM searcher operates by first convolving the search area with the squared detectability map and then selecting the maximum as the next fixation location. The ELM searcher 'goes to the maximum' like the MAP searcher, but applies one additional filtering operation to the target probability map before selection of the maximum. The additional filtering operation pays off with a slight performance improvement over the MAP searcher and results in eye movements that are driven by the principle of extracting the maximum amount of information about the target location rather than fixating the most likely target locations. Like the MAP strategy, the information driven ELM and Ideal searchers often fixate features similar to the target, and thus information driven search is not inconsistent with the feature-driven fixations observed in humans (Rajashekar, Bovik, & Cormack, 2006) .
Although ELM fixation selection is simple enough to be biologically plausible, the ELM searcher simulated here is not a completely plausible model of human performance in our search task. First, a complete model of fixation selection must also predict the distribution of fixation durations. Here, we simply set the fixation duration at 250 ms (the stimulus duration used in our detection experiment to measure the visibility maps), which approximately corresponds to the average fixation duration measured in our search task. Second, in the simulations described here the ELM searcher was given perfect visual memory, although human memory is limited (Hayhoe, Bensinger, & Ballard, 1998; Irwin, 1991) . However, preliminary analysis shows that it is possible to obtain near-optimal performance with integration of visual pattern information across the two latest fixations (Caspi, Beutter, & Eckstein, 2004) , and with inhibition of return (Klein, 1988 (Klein, , 2000 Posner & Cohen, 1984; Rafal, Calabresi, Brennan, & Sciolto, 1989) . Third, the ELM fixation selection does not yet include the option to modulate the prior probability distribution of target location by context (Torralba, 2005; Torralba et al., 2006) . Such modulation is not required for optimal performance in our search task, where there is only a single context (background 1/f noise) and the priors were constant across the search area.
The extent to which the basic statistical properties of eye movements in our visual search task are similar between the ELM and human searchers is surprising, especially given how simple the fixation strategy of the ELM searcher is. However, there are noticeable differences between the behavior of the ELM and human searchers, and even the similarities between the ELM and humans are qualitative. Perhaps a better model could be found within a family of ''convolutional" fixation selection models that pick the location of the maximum of the convolution of some function of the detectability map with some function of the posterior probabilities as the next fixation location. The principle of information-based fixation selection has been proposed for traditional item-among-distractors search tasks , for a shape encoding/recognition task (Renninger, Verghese, & Coughlan, 2007) , and for a contrast coding task (Raj, Geisler, Frazor, & Bovik, 2005) . However, only the latter study used an approximation based on the proper optimal principle of minimizing the expected entropy of the relevant posterior probability distributions. The simplicity, accuracy, and successful predictions of the ELM summation rule derived here suggest that there may be similar simple rules that are optimal for fixation selection in other visual tasks. Thus, it is possible that the principle of minimizing expected entropy might be well within the reach of biological nervous systems for many natural tasks.
