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ABSTRACT
We construct a systematic approximation to full QCD. The leading
term gives the valence approximation.
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1 INTRODUCTION
Several predictions obtained recently in the valence approximation to the in-
nite volume, continuum limit of lattice QCD lie not far from experiment. For low
lying hadron masses [1], valence approximation results are within 6%  8% of exper-
iment. For decay constants [2] the valence approximation diers from experiment by
increments ranging from 12%  11% to 17%  6%. Missing from these calculations,
however, is an independent theoretical estimate of the error arising from the valence
approximation.
In the present article, we develop a systematic approximation to lattice QCD
including the full eect of quark vacuum polarization. The leading term in this scheme
is the valence approximation. If an innite collection of higher terms is taken into
account, full QCD is reproduced exactly. We present also a formula which can be
used to estimate the error in any vacuum expectation value obtained by truncation
of this expansion to some nite number of terms.
In an exact treatment of QCD, virtual quark-antiquark pairs produced by a
chromoelectric eld reduce the eld's intensity by a factor which depends both on
the eld's momentum and on its intensity. In the valence approximation this factor,
analogous to a dielectric constant, is approximated by its zero-eld-momentum zero-
eld-intensity limit [3]. The approximation which we consider here may be pictured
as incorporating an inverse dielectric constant which is a a sum of terms which pro-
gressively more accurately reproduce the correct dependence of the inverse dielectric
constant on eld momentum and eld intensity.
In Section 2 we intoduce denitions. In the Section 3, we construct an expan-
sion for the dependence of vacuum polarization on eld momentum and eld strength
and show that the expansion is convergent. In Sections 4, 5, and 6 we present an
algorithm for evaluating the coecient of each term in this expansion. In Section 7,
we describe a trial calculation using this algorithm. A crucial question which we
have not yet answered is whether the algorithm we describe, applied as a method of
estimating errors in the valence approximation, is in general any faster than a direct
calculation using the best present algorithms for full QCD.
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An evaluation of the eect of virtual quark-antiquark pair production on QCD
predictions was reported recently in Ref. [4]. This calculation uses a weak coupling
expansion to leading order and is valid for small values of the gauge coupling constant
and large values of the quark mass. The results we report in our trial calculation in
Section 7 are qualitatively consistent with those described in Ref. [4].
2 DEFINITIONS
We consider Wilson's formulation of Euclidean QCD on some nite lattice.








) in SU(3) be the corresponding
link eld.
From the link elds we construct several classes of functions to be used in the
denition of vacuum expectation values and in our approximation method. Let p be
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) = 1: (2.2)
Let t(s) be a set fs
1
; : : : ; s
n
g consisting of all possible distinct translated,
rotated, reected and order reversed copies of a single underlying path set s. Each
s
i
in t(s) is obtained by translating, rotating, reecting and reversing the order of all
the paths in s simultaneously. We will call t(s) a \translated path set". Any path
set s
0
which is a translation, rotation, reection or order reversal of another set s will
lead to a translated path set t(s) identical to the translated path set t(s
0
). For a






Since each path included in t is also included in reversed order, S(t) is real valued.
From standard identities among the traces of powers of elements of SU(3), follow an
innite family of linear relations among the functions S(t).
Dene t
pl





consisting of some single closed path p
pl
of length 4. Then S(t
pl
) is the
usual gauge eld action. Let M be Wilson's coupling matrix among quark elds
with periodic boundary conditions. We place no restrictions on the number of quark
avors. We restrict the quark masses only by requiring all to be large enough that
the spectrum of M
y
M is bounded away from 0 for all M encounted in the course
of practical calculation. Valence approximation calculations often use values of the
quark mass for which some congurations exist for whichM has a 0 eigenvalue. These
congurations are not encountered in practice because their total weight within the
path integral is extremely small.
After carrying out an integral over quark elds, the expression for the vacuum
expectation value of any function G of the link elds becomes

















where  is 6=g
2
for bare gauge coupling constant g and  is the product of one copy of
SU(3) Haar measure for each link variable on the lattice. The extension of Eq. (2.4)
to vacuum expectations of products of quark and antiquark elds is not needed for
the present discussion and will be omitted for simplicity.
Let F be the vector space of complex-valued functions of the link elds gener-
ated by complex linear combinations of any collection of S(t) for translated path sets















Since all members of F are bounded functions of the link elds, it follows that all
have nite value of the norm obtained from the inner product of Eq. (2.5). Taking
the completion of F with respect to this norm makes F into a Hilbert space.
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3 EXPANSION
We now use the space F to construct an expansion for det(M). It is not hard
to show that det(M) is a nite linear combination of S(t) and is therefore in F . This
can be proved, for example, by expanding the expression for det(M) as a path integral
over quark elds as a power series in the hopping constant k. The translated path
sets t(s) contributing to det(M) are formed from paths sets s with total path length
less than or equal to the total number of distinct combinations of quark spin, color,
avor and position.

















In addition, since det(M) is a nite linear combination of S(t), det(M
y
M) is bounded
from above by some constant c. By our earlier restriction on quark masses we can
treat det((M
y
M) as bounded from below by some B strictly greater than 0. Thus
log det(M
y





is also in F . With an orthonormal basis fF
i























M) > : (3.4)
A natural choice for fF
i
g in Eq. (3.3) is the Gramm-Schmidt orthonormaliza-
tion of the sequence of S(t
i
) given by all possible t
i
arranged in order of increasing
path length. From this sequence, however, we eliminate any S(t
i
) which is linearly
4
dependent on the preceeding S(t
j
) as a consequence of the relations among S(t) men-
tioned in Sect. 2. With this choice, t
0















are the three independent translated path sets consisting of six link paths.
An approximation to < G > can now be obtained by combining Eq. (3.3)
with Eq. (2.4). For any positive n, the expectation value dened by Eq. (2.4) can be
reexpressed





















































As n becomes large Eq. (3.3) implies R
n
approaches 0. Thus we can approximate












































An algorithm for determining tr log(M
y
M) for use in Eq. (3.9) will be discussed
in Sect. 4. The coecients a
i
are to be found by solving simultaneously Eqs. (3.8)
and (3.9). One possible way to do this is by an iteration starting with all a
i
set to 0,
and generating each new set of a
i
from an expectation in Eq. (3.9) dened with the
preceeding set of a
i
. It appears likely, however, that faster methods can be found.
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As n becomes large, for anyG the approximate expectation< G >
n
approaches
< G >. The error in < G >
n
to leading order in R
n
is the correlation













The hopping constant expansion for tr log(M
y
M) expresses this quantity as a
linear combination of S(t) formally similar to Eq. (3.3) and can be used to obtain
an approximation to < G > similar to Eq. (3.8). In two crucial ways, however, the
expansion Eq. (3.3) diers from the hopping constant expansion, and approximation
Eq. (3.8) diers from the corresponding approximation using the hopping constant
expansion. First, the coecient of each S(t) which follows from Eq. (3.4) or Eq. (3.9)
diers signicantly from that given by the hopping constant expansion. Second, the
validity of expansion Eq. (3.3) and the accuracy of approximation Eq. (3.8) are not
restricted to the range of large quark mass to which the hopping constant expansion
and its related approximation apply. As we have already shown, expansion Eq. (3.3)
and, therefore, approximation Eq. (3.8) apply as long as the spectrum of M
y
M is
bounded away from 0.
4 TRACE LOG ALGORITHM
We now consider an algorithm for nding tr log(M
y
M) by exploiting properties
of the Chebyshev polynomials. Combined with Eqs. (3.8) and (3.9), this algorithm
can be used to nd the coecients a
i
.
To evaluate tr log(M
y
M) we begin by generating an ensemble of gaussian ran-
dom complex-valued pseudo-quark elds 
i
(x), where i is a multi-index ranging over
all combinations of quark spin, color and avor and x ranges over lattice sites. For
each i and x we choose 
i
(x) to be an independent random variable such that the




















M) = << ((; log(M
y
M))) >>; (4.2)










Finding the inner product of two such vectors requires a comparatively small amount
of arithmetic. The problem of evaluating the trace tr log(M
y
M) is thus reduced to
nding log(M
y
M) for a large ensemble of .
For the evaluation of log(M
y
M) we combine properties of the Chebyshev
polynomials with the restriction that the eigenvalues of M
y
M lie between upper and












In the Appendix, we will show that for any n greater than 1 there are a set of
coecients b
i













) +  log y; (4.6)






are Chebyshev polynomials. For large values of n, the inequality of
Eq. (4.7) is nearly saturated. Since Y is a self-adjoint operator with all eigenvalues













)+  log(Y ); (4.8)
with  bounded according to Eq. (4.7).
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(z) = 2z   1: (4.10)













































in Eq. (4.11) are found from the b
i













gives the sum in Eq. (4.8) and is therefore an
approximation to log(Y ) with relative error less than jj.
The nal result, by Eqs. (4.2) and (4.4), is
tr log(M
y




)) >> +N log(A); (4.14)
where N is the dimension of the matrix M .
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5 MAXIMUM AND MINIMUM EIGENVALUES
Since for small values of , the number of iterations required to obtain a xed
value of  in Eq. (4.6) becomes a linear function of
q
A=B, the optimal choices for A





An ecient algorithm [6] for estimating the maximum and minimum eigen-
values of M
y
M uses the Lanczos method to construct a tridiagonal approximation
to M
y
M . Dene the sequences of real numbers 
1




; : : : 
m
and the
sequences of pseudo-quark elds q
0





















































identically 0, and r
0
a randomly chosen pseudo-quark eld with norm
1. Here m is the number of distinct eigenvalues of M
y
M .
It can be shown that the sequence of pseudo-quark elds q
1
; : : : q
m
generated
by Eq. (5.1) is orthonormal, and the space spanned by these vectors is invarient under
the action of M
y
M . The space spanned by q
1
; : : : q
m
is smaller than the whole space
of pseudo-quark elds only if one or more of the eigenvalues of M
y
M is degenerate.
In the basis q
1































Each distinct eigenvalue of M
y
M occurs exactly once as an eigenvalue of the







of the submatrix T
n
ij
















, dene the polynomial p
n











is the nn identity matrix. The p
n



















are the zeros of p
n
(). Thus we wish to nd the largest
and smallest of these zeros. It can be shown [6] that the number of zeros of p
n
()





(); : : : p
n
(): (5.6)









, respectively, the amount of arithmetic






. We now show how
the calculation of tr log(M
y
M) can be converted into the calculation of tr log(N
y
N)






. This change also tends to
decrease the number of pseudo-quark elds needed for a reliable evaluation of the
trace.
From Eq. (3.2) and the gauge invariance of det(M), it follows that tr log(M
y
M)
is gauge invariant. Prior to evaluating tr log(M
y
M) we can therefore transform to a
lattice transverse gauge, dened to give a local maximum of the sum over all nearest





Using, for example, the algorithm described in Ref. [1], the number of arithmetic
operations required for gauge xing is relatively small in comparision to the arithmetic
needed to nd log(M
y
M) for an ensemble of random pseudo-quark elds .
Now dene M
0
to be the fermion coupling matrix with hopping constant k
0
and all u(x; y) equal to 1. Since M has been transformed to a smooth gauge, if the
bare gauge coupling constant g is made small and k
0
is chosen optimally, we expect
M
0















be smaller than it is forM
y
M . Using the preconditioned operator we have the relation
tr log(M
y
M) = tr log(N
y











) required to nd tr log(M
y
M) by Eq. (6.3)
does not depend on the gauge conguration and needs to be calculated only once. On
the otherhand, the operator M
0
is diagonal in momentum space. Thus fast fourier






needed to determine log(N
y

















M will progressively grow. Thus it seems plausible that for small
enough g the additional cost of fourier transforms required to apply the algorithm of







and corresponding decrease in the number of iterations of Eq. (4.11).
At least for the set of parameters at which we run the algorithm in the example
describe in the next section, this expectation turns out to be correct.
7 EXAMPLE
As a rst test, we applied the algorithms of Sects. 4 - 6 to QCD with two avors
of quarks both with k of 0.1600 on a 6
4
lattice. We then compared the expectation
11
value of the plaquette obtained from full QCD with the expectation value found by
the method of Sects. 4 - 6. The order n in Eq. (3.9) we chose to be 1.
All calculations in this section were done on an IBM RS/6000 workstation sus-
taining approximately 10 Mops. The collection of runs with our algorithm required
approximately 3 weeks of machine time. The comparison calculation with full QCD
took about 6 weeks.





M) given by L
1
of Eq. (3.6), the function F
0
is the constant function 1, and F
1























From the coecient a
1





























































we chose the value 5.700. Then < : : : >
1
becomes simply a pure gauge vacuum
expectation with pure gauge 
1
of 5.700. A corresponding ensemble of pure gauge
congurations was generated using the Cabbibo-Marinari-Okawa algorithm. We used
1000 sweeps to produce an initial equilibrated conguration. We then generated an
ensemble of 160 congurations, saving one conguration every 1000 sweeps. For all
of the variables we measured, we found 1000 sweeps to be more than sucient to
produce equilibrium values and to decorrelate successive values.









M . For the preconditioned operator N
y
N , we evaluated
12
this ratio for a range of k
0









are shown in Table 1. The total work required to calculate log(M
y
M) is expected
to be about 35% greater than the work required to nd log(N
y
N) to the same
accuracy. Trial calculations were consistent with this estimate. In the remainder of




Using the preconditioned operator N with the optimal k
0































for a range of dierent choices of the number of iterations of the Chebyshev algorithm,
Eq. (4.11). The results are shown in Table 2. The averages in Table 2 were found using
a collection of 16 gauge congurations and 20 random  for each conguration. For






. The number of iterations of the







The value of n
ch
shown in Table 2 is the number of iterations which would result for











50, the change in the two measured expectations shown in Table 2 is signicantly less
than the statistical errors in the expectations we found with our nal, full ensemble
of gauge congurations and . For the remaining calculations, we chose n
ch
to be 50.
Using the nal ensemble of 160 gauge congurations and a range of values of
the number n































we then found . The results are shown in Table 3. As expected, the results are
consistent within errors as n

is varied while the size of the errors themselves tends
to fall as n

increases. The optimal choice of n

producing the smallest statistical
uncertainty in  for a xed amount of computation can be shown to be roughly
100.
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The error bars on the numbers in these tables are statistical, found by the
bootstrap method. From the ensemble of 160 data sets, each consisting of a gauge
conguration and an associated collection of of n

random , we randomly chose 160
new data sets to generate a bootstrap ensemble. On each bootstrap ensemble we
then found E
1
. In this way 100 bootstrap ensembles and 100 values of E
1
were found.
From these we evaluated the dierence between the value of E
1
larger than all but
15 results, and the value of E
1
smaller than all but 15 results. Half of this dierence
is shown as the statistical error. The errors for E
2
and  were found similarly.











independently on each bootstrap ensemble and used to determine the corresponding
bootstrap value for .
The most reliable value for  is  0:261  0:014, found with n

of 140. Our
algorithm then predicts that expectation values in full QCD with two avors of quarks,




given by     which
is 5:700  0:014. Table 4 gives the plaquette expectation < U
pl
> found directly
from QCD including the full eect of quark-antiquark vacuum polarization at  of






of 5.700. For comparision we give also < U
pl
> from QCD
without quarks at  of 5.439. Our prediction is nearly consistent with the prediction
of full QCD. The two values dier by about 1.7 standard deviations. This may either
be a statistical uctuation or evidence of the expected small systematic error in our
method with the order n in Eq. (3.9) chosen to be 1. If the dierence between our
< U
pl
> and < U
pl
> for full QCD is assumed to be statistically signicant, Table 4
then suggests that our method with n of 1 reproduces all but about 6% of the shift
in < U
pl
> from QCD without quarks to full QCD with two avors of quarks.
The full QCD result for < U
pl
> shown in Table 4 was done using the hybrid
Monte Carlo algorithm. Hamiltonian trajectories were generated using the algorithm
of Ref. [5], which is faster than leap-frog by about a factor of 2. The average < U
pl
>
was taken over an ensemble of 1000 accepted trajectories each of length 1 time unit.



























A comparision between the numerical eciency of our algorithm and that of
the hybrid Monte Carlo method shows that our method is more ecient for one
goal but less ecient for another. For the hybrid Monte Carlo method, we grouped
successive congurations into bins and found the average of U
pl
over each bin. We then
evaluated the dispersion in the full ensemble average of U
pl
by applying the bootstrap
method to the binned ensemble. As the size of the bins used in this calculation is made
larger, successive bin averages become statistically independent so that the dispersion
predicted in this way for the full ensemble average of U
pl
becomes independent of bin
size. We determined that about 12 hybrid Monte Carlo trajectories are needed to
produce a new statistically independent conguration. On the other hand, since our
method uses only a pure gauge updating algorithm, it is relatively inexpensive to
guarantee the statistical independence of each successive conguration on which an
ensemble of random  is constructed. The number of arithmetic operations required
to generate one independent conguration by hybrid Monte Carlo turns out to be
sucient to generate about 7 new congurations and  ensembles by our method, if
the optimal value of n

is chosen.
To obtain a rst estimate of < U
pl
> by either method we might require at
least 40 statistically independent congurations be used. Using fewer than perhaps 40
congurations, it is dicult to determine with much condence whether any indepen-
dent, equilibrium congurations have been generated. According to this assumption,
a rst estimate of < U
pl
> by hybrid Monte Carlo requires about 7 times as much
work as by our method. The statistical uncertainty in the hybrid Monte Carlo result
found in this way, however, is about a factor of 10 smaller than that determined by
our method. Thus to determine < U
pl
> to high precision, for the particular set of
parameters used in our test, the hybrid Monte Carlo method is faster by about a
factor of 14. In other words, the threshold amount of arithmetic required by hybrid
Monte Carlo for obtaining any result for < U
pl
> at all is higher than the threshold
15
of our method, but the asymptotic work needed for nding very accurate values of
< U
pl
> is less. The relative error in < U
pl
> given by our method with 40 congura-
tions, however, is about 0.01. Thus for purposes of calculating the error arising from
the valence approximation, or for purposes of nding  and from this determining
for full QCD 
MS
, the accuracy of a rst reliable calculation may be sucient and
our method may be favored.


































































of Eq. (3.7) and L
1
given by Eq. (7.3) with  of -0.261. A small value of E
4





































































As in Section 4, the information that for each i and x, the 
i
(x) are gaussian random













































Results obtained from 160 gauge eld congurations with n

of 140 are given in
Table 5 and suggest that L
1






A calculation of the eect of quark-antiquark vacuum polarization using a weak
coupling perturbation expansion to leading order was reported recently in Ref. [4].
Staggered quarks are considered in Ref. [4] in place of our choice of Wilson quarks.
The weak coupling expansion in Ref. [4] is expected to be reliable for suciently
small gauge coupling and suciently large quark mass. For two avors of quarks
with degenerate mass ma in lattice units ranging from 0.05 to 1.0 and  ranging from
5.34 to 5.63, the main eect of quark-antiquark vacuum polarization is found to be











is the critical hopping constant at which the pion mass becomes 0. With
our choice of 0.1600 for k and with k
c
of 0.1694 [1] corresponding to 
1
of 5.700,
ma becomes 0.1734. To a rst approximation, corresponding versions of QCD with
Wilson quarks and with staggered quarks should have equal values of quark mass and
. Thus the parameters of our trial calculation lie not far from the range considered
in the perturbative calculation of Ref. [4], and our results are qualitatively consistent
with those of Ref. [4].
8 CONCLUSION
The crucial question which we have not yet answered is whether the algorithm
we have described can be applied to QCD with more realistic choices of quark mass,
lattice spacing and lattice volume than we used in the test in the preceding section,
and whether calculation done this way will be any faster than calculating with full
QCD directly using, for example, the hybridMonte Carlo algorithm. Quantities which
we might like to nd are , which would permit a calculation of 
MS
for full QCD,
and the valence approximation error in hadron propagators, given by Eq. (3.10) with
n of 1.
17
A perturbation theory estimate, which we will not discuss here, suggests that
the optimal number of random  which our method requires will grow more slowly
than a power of the inverse lattice spacing or the inverse quark mass. Similar es-
timates suggest similar growth rates for the number of independent gauge congu-
rations needed to evaluate the expectation values entering the determination of the
coecients a
i
in the expansion in Eq. (3.3). The remaining question is how large an
ensemble of gauge congurations may be required for small values of lattice spacing
and quark mass to nd the valence approximation error in hadron propagators using
Eq. (3.10). If the dierence R
n
for some small value of n turns out to be quite small,
as occurs for the parameter values in Section 7, or if R
n
is sensitive only to low mo-
mentum uctuations of the gauge eld, the calculation of propagator errors may be
possible with reasonable ensembles sizes. We do not know at present whether one of
these conditions might be realized for values of lattice spacing and quark mass small
enough to permit an extrapolation to the physical limit.
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APPENDIX
We now derive the coecients n
i
needed for the Chebyshev expansion of log y
















































































































) +  log y (8.7)











(1   )(1 + cosh)













The bound Eq. (4.7) on  follows from the integral of Eq. (8.1) combinedwith Eq. (8.2)




(x)j  1; (8.10)
for 0  x  1.
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M 58.1 1.0 58.1
N
y
N 0.091 22.1 2.0 44.2












Table 2: Expectation values found from 16 gauge congurations each with 20 random
, for various choices of the number of iterations of the Chebyshev algorithm used in










10 416:8  2:1 2340  508  0:247  0:049
20 416:0  1:7 2343  387  0:248  0:029
30 415:8  1:5 2483  367  0:262  0:028
40 415:4  1:4 2531  343  0:267  0:026
50 414:7  1:3 2517  344  0:266  0:024
60 414:8  1:3 2499  318  0:264  0:023
70 414:9  1:2 2484  309  0:262  0:020
80 414:7  1:2 2470  294  0:261  0:018
90 414:7  1:1 2420  290  0:256  0:017
100 414:8  1:1 2483  307  0:262  0:017
110 414:8  1:1 2523  309  0:267  0:015
120 414:5  1:0 2501  296  0:264  0:014
130 414:2  1:0 2489  290  0:263  0:014
140 414:5  1:0 2472  288  0:261  0:014
Table 3: Expectation values and  found from 160 gauge congurations for various




present method 1:6503  0:0085
2 avor QCD  = 5:438 1:6646  0:0010
0 avor QCD  = 5:438 1:4430  0:0011
Table 4: Plaquette expectation predicted for full QCD by the present algorithm in
comparision to its true value and the value from QCD without quarks. For our






































N). The calculation uses 160 gauge congurations each with 140 random
.
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