We consider a one-dimensional scattering problem and establish a system of two integral equations for the local ͑self-consistent͒ electric field. The equations are derived using the standard Green's function method. Their solution yields the local fields at any point of the system. To illustrate the efficacy of this approach, we apply it to a film and obtain analytical solutions that are identical to the Fabry-Perot solution. Some potential applications of the approach are also discussed.
I. INTRODUCTION
Two approaches have received wide recognition in classical electrodynamics. The more traditional approach lies in solving Maxwell's equations ͑which are usually in differential form͒ supplemented by the necessary boundary conditions. Unfortunately, in some cases such an approach is not applicable. 1 The second approach is based on the Green's function technique and involves solving the self-consistent Lippmann-Schwinger integral equation. This approach allows systems with both arbitrary shapes and arbitrary optical constants to be considered. Several ways of solving the Lippmann-Schwinger equation have been developed for the general three-dimensional case. [2] [3] [4] [5] Keller 2 has reviewed the local field method to describe the optical properties of nanosystems. Girard et al. 3 have considered a real-space approach to compute the field distribution around surface-deposited three-dimensional objects as a function of parameters such as object size, incident polarization, and light beam direction. Kottmann and Martin 4 have discussed an approach based on the method of moments to solve the volume integral equation for high-permittivity scatterers. Lozovski 5 has proposed a self-consistent approach to calculate an effective susceptibility of single nanoparticles and nanoparticle layer at a surface. The two-dimensional scattering problem has also been considered. 6 For the case of a semi-space a standard technique goes as follows. A solution in the form of a plane wave is sought. It is substituted into the Lippmann-Schwinger equation and the wave amplitude as well as the wave vector are found ͑see, for example, Ref. 7͒. This approach is not rigorous and is of limited usefulness. A discussion of the one-dimensional quantum integral equation in momentum and configuration space is presented in Ref. 8 ͑the integral equations for quantum and classical wave scattering are identical in form͒. General bounds on the reflection and transmission probabilities have been derived by Visser. 9 In this paper we develop a rigorous approach that allows us to obtain the exact solution of the Lippmann-Schwinger equation in one dimension. The paper is organized as follows. In Sec. II we present the basic formalism, which allows us to write a system of two self-consistent integral equations for the electric field at an arbitrary point. In Sec. III we show the applicability of this approach to a film and find the local electric fields inside and outside of it. The system of equations is solved and expressions known as the Fabry-Perot formulas are obtained. Our concluding remarks are given in Sec. IV.
II. FORMALISM
It is natural to use a Green's function formalism to describe the spatial and temporal properties of the electromagnetic field generated by a given current ͑polarization͒ density distribution. In such a description, Maxwell's equations are turned into an integral ͑Lippmann-Schwinger͒ equation between the local field and the current ͑polarization͒ density induced by the external field. Thus, the LippmannSchwinger equation is equivalent to Maxwell's equations and can be derived from them ͑see, for example, Ref. 3͒. For transverse fields, it is also equivalent to the wave equation. However, the Lippmann-Schwinger equation includes the boundary conditions automatically ͑via the limits of integration͒. Hence this approach is more direct than the traditional approach where differential Maxwell's equations supplemented with the boundary conditions are solved. From a mathematical point of view, the Lippmann-Schwinger equation is based on the Green's function theory applied to the wave equation with a source term. In essence, the Lippmann-Schwinger equation is the most general solution of the inhomogeneous wave equation expressed as an integral equation where the kernel is a Green's function.
The general form of the Lippmann-Schwinger equation for the self-consistent field can be written as
where E i 0 (R ជ ,) is the external ͑incident͒ field acting on an object with volume V, G i j (R ជ ,R ជ Ј,) is the Green's function of the medium in the absence of the object ͑such Green's functions are sometimes called pseudo-vacuum Green's functions͒, 2 J l (RЈ,) is the current density at the point RЈ induced by the local field E l (R ជ ,), and 0 is the permeability of free space. The Lippmann-Schwinger equation is a consequence of the superposition principle, that is, the electric field at any point is the sum of the electric fields due to all the various sources. In our case, the first term in Eq. ͑1͒,
, is the incident field and the second term is the scattered field obtained from the integration over the domain V; V defines the volume of the scatterer. The meaning of Eq. ͑1͒ is that in the presence of an incident field, the selfconsistent local field is formed inside the object. This field causes local currents, which, in turn, generate a selfconsistent field both inside the object and outside it ͑see Fig.  1͒ .
For linear media the current and the field are connected by a constitutive equation. In general, the relation has the nonlocal form
͑2͒
For simplicity, we assume a local scalar relation between the current and field, namely
where is a linear response function. In the majority of optical problems the electric dipole approximation can be used. Within this approximation, is given by
where ͑͒ is the dielectric function. We now consider a system containing a nonmagnetic scattering object with dielectric function 2 () in a nonmagnetic medium with dielectric function 1 () and show that the Lippmann-Schwinger equation can be obtained directly from the wave equation. If we omit the frequency dependence of the dielectric functions, the vector wave equation for the electric field at any point of the system can be written as 1, 10 "
where k 0 ϭ/c is the wave number in vacuum, c is the vacuum light velocity, and (R ជ ) is the dielectric function of the system under consideration. Equation ͑5͒ is usually obtained from Maxwell's equations and takes into account the spatial dependence of the dielectric function. For convenience this dependence can be written as
where V 0 is the scatterer volume, and (V 0 )ϭ1 if R ជ lies inside of the scatterer; otherwise, (V 0 )ϭ0. Equation ͑5͒ can be rewritten in the form
By applying the standard Green's function technique, Eq. ͑7͒ can be rewritten in the integral representation ͑see also Refs. 11,12͒:
where E ជ 0 (R ជ ) is the field in the absence of the scatterer caused by a light source, and G J (1) (R ជ ,R ជ Ј) is the Green's function ͑photon propagator͒ in the medium with dielectric function 1 . The form of Eq. ͑8͒ is the same as the Lippmann-Schwinger equation.
On the other hand, (R ជ ) can be written as
If we substitute Eq. ͑9͒ into Eq. ͑5͒, we have
Equation ͑10͒ can be represented in a form analogous to Eq. ͑8͒,
where the integration volume V 0 is outside the scatterer, and
is the photon propagator of medium 2. The absence of the incident field in this case is due to the absence of the light source in medium 2. Thus, we see that there are two integral equations, Eqs. ͑8͒ and ͑11͒. We will use them in the following way. If we substitute Eq. ͑8͒ into Eq. ͑11͒, we obtain
with a new kernel
͑13͒
We will find that for one-dimensional problems, the kernel can be factorized, which means that it can be written in the
, where f i and g i are some
functions. The factorization allows us to obtain an exact solution of Eq. ͑12͒ and consequently the LippmannSchwinger equation ͑8͒.
III. APPLICATIONS TO A FILM
Let us consider a film as a scatterer ͑see Fig. 2͒ . Due to the translational invariance of the film along its plane, we can perform a two-dimensional Fourier transformation in the x -y plane. Then the Fourier transformation of Eq. ͑8͒ takes the form of the simple one-dimension integral
where k ជ is the two-dimensional wave vector in the film plane, and h is the film thickness. In a similar manner, Eq. ͑11͒ takes the form
where ͐dzЈ¯ϭ͐ Ϫϱ 0 dzЈ¯ϩ͐ h ϱ dzЈ¯, because the integral is over all space outside of the film. If we substitute Eq. ͑14͒ into Eq. ͑15͒, we obtain the integral equation
͑16͒
Before proceeding further we need to write the Green's function in an explicit form. If the film is placed in a homogeneous isotropic medium with dielectric function and if the wave vector is directed along the x axis, we have k ជ ϭ(k,0,0) and the Green's function in the (k ជ ,z) representation has the simple form 2, 12 ͑see Appendix A͒
with g͑k ជ ,z,zЈ͒
If the incident external field is directed at an angle , then ϭq z ϭͱk 0 cos() and q x ϭͱk 0 sin(), that is, q x and q z are the x and z components of the wave vector of this field qϭͱk 0 , respectively. Equation ͑16͒ can be solved analytically because the form of the Green's function given by Eq. ͑17͒ allows us to factorize the kernel in Eq. ͑16͒. We consider separately the cases of s-polarized light ͑the electric vector is normal to the plane of incidence͒ and p-polarized light ͑the electric vector lies in the plane of incidence͒.
A. s-polarized light
Assume that an s-polarized plane wave exp(i 1 z), with 1 ϭk 0 ͱ 1 cos( 1 ) and 1 the incident angle, impinges on a film with dielectric function 2 placed in a medium with dielectric function 1 ͑see Fig. 2͒ . According to Eq. ͑18͒, only the yy component of the Green's function tensor contributes to scattering processes. In this case Eq. ͑16͒ takes the form
where ͐dzЉ¯ϭ͐ Ϫϱ 0 dzЉ¯ϩ͐ h ϱ dzЉ¯. Here and in the following the superscripts indicate whether the field is in medium 1 or in medium 2. To solve Eq. ͑20͒ it is necessary that z and zЈ lie in the ͓0, h] segment. If we introduce the notation 2 ϭk 0 ͱ 2 cos( 2 ), where 2 is the angle of refraction ͑here we have used Snell's law-see Appendix B͒, we can rewrite Eq. ͑20͒ as 
which
We solve the set of linear equations ͑22͒ and substitute Y ϩ and Y Ϫ into the right-hand side of Eq. ͑21͒ and obtain the field E y (2) (z) inside the film
͑23͒
If we know the field inside the film, we can find the field outside it. To do this, we use Eq. ͑14͒. We have for zϽ0,
For zϾh,
We note that Eq. ͑24͒ corresponds to the classical FabryPerot formula ͑see, for example, Ref. 10͒. ͑It is necessary to take into account only that the transmission coefficient in the Fabry-Perot formula usually is obtained by comparing the fields at different points, zϭ0 and zϭh.) According to the classical and quantum theory of dispersion, the dielectric function of a real medium has to contain both real and imaginary parts. Therefore, the wave vector 2 has a positive imaginary part which can be quite small ͑see Appendix A͒. Therefore, exp(i 2 h)→0 as h→ϱ. Hence for a semi-space (h→ϱ), the fields in the first and second media have the forms
respectively. It is apparent that gives the transmission Fresnel coefficient.
B. p-polarized light
Assume that a p-polarized plane wave is incident on the film at an angle 1 . In this case the xx and xz components of the Green's function tensor contribute to the scattering processes. If we substitute these components from Eqs. ͑17͒ and ͑18͒ into Eq. ͑14͒, we immediately obtain:
After an analogous substitution into Eq. ͑15͒, we find
where ͐dzЈ¯ϭ͐ Ϫϱ 0 dzЈ¯ϩ͐ h ϱ dzЈ¯as before. If we substitute the fields from Eq. ͑26͒ into Eq. ͑27͒, we obtain two integral equations that can be solved in the same manner as Eq. ͑21͒. In contrast to s-polarized light, for p polarization we have a set of four equations in the following four variables:
If we solve the set of the above-mentioned ͑but unwritten͒ equations ͑a suggested exercise for the reader͒, we obtain the field inside the film:
where Q 1 ϭͱ 2 cos( 1 )ϩͱ 1 cos( 2 ) and Q 2 ϭͱ 2 cos( 1 ) Ϫͱ 1 cos( 2 ). From Eq. ͑26͒, we can obtain the fields in front of and behind the film as we did for s-polarized light. We will leave this problem to the reader and give here our final results only. For zϽ0,
Consider, for simplicity, the case of a semi-space. In this case Eq. ͑29͒ reduces to
and
We can easily find the absolute value of the wave amplitude in the second medium as the square root of the sum of the squared amplitudes of E x and E z components. The result is
Clearly, Eq. ͑33͒ gives the Fresnel transmission coefficient ͑because the amplitude of the incident plane wave is 1͒. We also can find ͑from Eq. ͑26͒ or ͑30͒͒ the field in the first medium. Its components are
From Eq. ͑34͒ we can find the absolute value of reflected wave amplitude Q 2 /Q 1 that gives the Fresnel reflection coefficient for p-polarized light:
IV. CONCLUDING REMARKS
We have obtained solutions of the Lippmann-Schwinger integral equation for the one-dimensional scattering problem. A distinguishing feature of our approach is that we have written two integral equations instead of a single equation as is usually the case.
What are the limitations and prospects for the use of this approach? It is not of much benefit when scattering by complex three-dimensional systems is considered. In this case various numerical methods are frequently used. However, there are systems for which its use seems to be justified. These systems include many-layer systems, in particular, multiple quantum wells and superlattices. Of course, for many-layer systems the number of integral equations increases.
We note that the analytical solution of the LippmannSchwinger equation can be obtained due to the fact that the kernel of the integral equation can be factorized. Indeed, the integral equation for the self-consistent field can be represented in the general form
where K J (R ជ ,R ជ Ј) is a kernel. In the case considered in Sec.
III, by using a Fourier-transformation in the plane of the film, Eq. ͑36͒ becomes two-dimensional, and the kernel has the form
In the three-dimensional case the kernel K(R ជ ,R ជ Ј) in Eq. ͑36͒
cannot be factorized for an arbitrary-shaped particle. Indeed, the formula for the photon propagator is ͑see, for example,
where r ជϭR ជ ϪR ជ Ј and rϭ͉R ជ ϪR ជ Ј͉. Because the form of the photon propagator is so complex, it is unlikely that the kernel
However, there is another case where the kernel can be factorized. Suppose that the current in the particle and a local field are connected by an integral relation ͑nonlocal constitutive equation͒
is the current density of the electron transitions between states ␣ and ␤ characterized by energies E ␣ and E ␤ , respectively, and
Based on Eqs. ͑39͒-͑41͒, Eq. ͑1͒ can be reduced to the set of linear algebraic equations
with the notation
Because the susceptibility can always be represented in the form of Eq. ͑40͒, 13 the method of the above factorization in Eq. ͑39͒ and/or in Eq. ͑36͒ can be used. On the other hand, we might expect that in the electrostatic limit for particles of a simple shape ͑for example, a sphere and an ellipsoid͒, the kernel K(R ជ ,R ជ Ј) could be factorized. Indeed, in this case the solution is simple ͑because the internal field is homogeneous͒ and is well known from classical electrostatics. However, as far as we know it has not been obtained from the Lippmann-Schwinger equation.
In principle, our approach can be used for both mesoscopic and microscopic problems. If we use a susceptibility that is calculated by taking into account the action of longitudinal fields only, then the Green's function has to correspond to the transverse part of the electric field. This choice is identical to ''dressing'' the effective susceptibility by the exchange of virtual photons.
14 A similar approach was used, for example, by Keller, Xiao, and Bozhevolnyi. 15 Another way is to use a microscopic approach for ͑taking into account the action of true microscopic fields͒. Then the Green's function has to include the transverse part as well as the longitudinal part. 16 As is known, the quantum wave ͑Schrödinger͒ and classical wave ͑Helmholtz͒ equations are equivalent in the frequency domain, and the electric field in the Helmholtz equation plays the role of the quantum wave function in the Schrödinger equation. 17 The classical wave problem can be mapped onto the quantum problem for an energy larger than the maximum value of the scattering potential. 18 We have considered the problem of scattering for a constant ͑step-like͒ potential. A natural extension of our approach is to consider electronic transport in multiple quantum wells. For example, a quantum mechanical analog of the Fabry-Perot formula appears when considering perpendicular transport in quantum heterostructures. 19 We believe that some other complex situations also could be considered in the framework of our approach.
where k ជ is the vector of the reciprocal space, r ជϭ(x,y). The solution of Eq. ͑B1a͒ and/or Eq. ͑B1b͒ can be written in the form
where L J (k ជ ,z,zЈ) is some matrix ͑local-field factor͒. If the incident field E ជ 0 (k ជ ,z) is a plane wave, then E ជ 0 (k ជ ,z) ϭE ជ 0 exp(iq z z)␦(k ជ Ϫq ជ II ) with q ជ the wave vector. Therefore, we have shown that the vector k ជ of the reciprocal space in Eq. ͑13͒ is also the projection of the wave vector that is invariant in the system containing two semi-spaces. It may be written as the x component of the full wave vector, kϭk 0 ͱ 1 sin͑ 1 ͒.
͑B3͒
Equation ͑11͒ does not contain the external field E ជ 0 . However, we can consider the case where the plane wave impinges at an angle 2 from medium 2 to medium 1 and refracts at an angle 1 ͑the reciprocity theorem͒. Using similar arguments, we have kϭk 0 ͱ 2 sin͑ 2 ͒.
͑B4͒
If we compare Eqs. ͑B3͒ and ͑B4͒, we obtain Snell's law: ͱ 1 sin͑ 1 ͒ϭͱ 2 sin͑ 2 ͒.
͑B5͒
It should be noted that Snell's law is a consequence of the momentum conservation law. It is known that momentum conservation is associated with space homogeneity. Because our system possesses translation symmetry in the x -y plane, the corresponding projection (k) of the full wave vector is invariant. On the one hand, in medium 1, the full wave vector is k 0 ͱ 1 , and this projection can be written as kϭk 0 ͱ 1 sin͑ 1 ͒.
͑B6͒
On the other hand, in medium 2 the full wave vector is k 0 ͱ 2 , and the projection is kϭk 0 ͱ 2 sin͑ 2 ͒.
͑B7͒
By comparing Eqs. ͑B6͒ and ͑B7͒, we obtain Snell's law: ͱ 1 sin( 1 )ϭͱ 2 sin( 2 ).
a͒
