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Abstract
We consider the M [x]/G/1 queueing system, in which the server operates N policy and a single vacation. As soon as the
system becomes empty the server leaves for a vacation of random length V . When he returns from the vacation and the system
size is greater than or equal to a threshold value N , he starts to serve the waiting customers. If he finds fewer customers than N . he
waits in the system until the system size reaches or exceeds N . The server is subject to breakdowns according to a Poisson process
and his repair time obeys an arbitrary distribution. We use maximum entropy principle to derive the approximate formulas for the
steady-state probability distributions of the queue length. We perform a comparative analysis between the approximate results with
established exact results for various batch size, vacation time, service time and repair time distributions. We demonstrate that the
maximum entropy approach is efficient enough for practical purpose and is a feasible method for approximating the solution of
complex queueing systems.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we deal with the M [x]/G/1 queueing system under N policy with an un-reliable server and single
vacation. An un-reliable server means that the server is typically subject to unpredictable breakdowns. The maximum
entropy approach is used to examine the steady-state probability distributions for the M [x]/G/1 queueing system
under N policy with an un-reliable server and single vacation, because the exact probability distributions of the
variant vacation queueing system are difficult to be obtained.
We assume that customers arrive in batches according to a compound Poisson with rate λ. Let Xk denote the
number of customers belonging to the kth arrival batch, where Xk , k = 1, 2, 3, . . . , are with a common distribution
Pr[Xk = n] = χn, n = 1, 2, 3, . . . . (1)
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Customers arriving within batches at the server form a single waiting line and are served in the order of their
arrivals. The server can serve only one customer at a time. The service time provided by a single server is an
independent and identically distributed random variable (S) with a general distribution function S(t). The server
is subject to breakdowns at any time with a Poisson breakdown rate α when he is working. Whenever the server
fails, he is immediately repaired at a repair facility, where the repair time is an independent and identically distributed
random variable (R) with a general distribution function R(t). A customer who arrives and finds the server busy or
broken down must wait in the queue until a server is available. Although no service occurs during the repair period
of a broken server, customers continue to arrive according to a Poisson process. In case the server breaks down while
serving customers, he is sent for repair and the customer who was just being served should wait for the server to return
to complete his remaining service. Immediately after the server is fixed, he starts to serve customers until the system
is empty, and the service time is cumulative. In addition, we consider the vacation policy for this model as follows:
As soon as the system becomes empty, the server leaves the system for a vacation of random length V . When the
server returns from the vacation, if the system size is greater than or equal to a threshold value N , he begins to serve
the waiting customers. If not, the server waits in the system until the system size reaches or exceeds N . Thus, in
our system, a vacation period, a dormant period (the length of which is zero if the returning server finds N or more
customers) and completion period (comprising busy period and breakdown period) constitute a cycle. Moreover, we
invoke the usual independent assumptions between inter-arrival times, batches sizes, service times, inter-breakdown
times, repair times, and vacation times.
Queueing systems with vacations have been widely studied in many real-life situations such as
production/inventory systems, digital communication and computer network. Doshi [1] proposed an excellent survey
paper on vacation queueing models (also see [2]). For some controllable queueing systems with general vacations, it is
usually assumed that the server becoming available, or unavailable, completely depends on the number of customers
in the system. Every time when the system is empty, the server goes on a vacation. The instance at which the server
comes back from a vacation and finds at least N (predetermined threshold) customers in the system, it begins serving
immediately and exhaustively. This type of control policy is also called N policy queueing systems with vacations.
Kella [3] and Lee and Srinivasan [4] first provided detail discussions concerning N policy M/G/1 and M [x]/G/1
queueing systems with vacations, respectively. Later, Lee et al. [5,6] analyzed in detail the batch arrival M/G/1
queueing system under N policy with a single vacation and repeated vacations. Their results significantly confirmed
the stochastic decomposition property given in [7]. The varieties and extensions of batch arrival queueing systems
under N policy with vacations were developed by several researchers such as Zhang et al. [8], Krishna et al. [9],
Ke [10] and many others, Recently, Arumuganathan and Jeyakumar [11] introduced the optimal N policy for an
M [x]/G(a, b)/1 queueing system with server setup, closedown and multiple vacations. They also proposed a cost
model for a practical situation and how the results would be useful in optimizing the cost.
Queueing models with server breakdowns reflect practical situations. The server may meet unpredicted breakdowns
while working. Gaver [12] first proposed an ordinary M/G/1 queueing system with interrupted service and priorities.
Gaver’s system was extended to GI/G/1 case in [13], Li et al. [14] and Tang [15] investigated the behavior of
the un-reliable server, and the effect of server breakdowns and repairs in the M/G/1 queueing models from both
the queueing and reliability points of view. Ke [16] examined the optimal strategy of the controllable M [x]/G/1
queueing system with server breakdowns and vacation times. Recently, Pearn et al. [17] focused mainly on performing
a sensitivity analysis for the controllable M/G/1 queueing system with an un-reliable server. Ke [18] studied the
M [x]/G/1 queueing systems under bi-level policy with an un-reliable server and early startup. In [18], the stochastic
decomposition property was successfully adopted to obtain important system characteristics such as system size
distribution, the waiting time distribution, busy period distribution and idle period distribution. Wang et al. [19] studied
the optimal management of a removable and un-reliable server in an infinite and a finite M/Hk/1 queueing system.
The main results [19] are to derive exact steady-state solutions, provide the optimal design, and perform a sensitivity
analysis.
Using the maximum entropy principle to analyze queueing systems have been investigated in [20–23], and many
others. Ferdinand [20] used the maximum entropy method to derive the steady-state solutions for the ordinary M/M/1
queueing system. Shore [21] derived the steady-state and time-dependent distributions for M/M/∞/N and M/M/∞
queueing systems by means of entropy maximization. Arizono, et al. [22] proposed an exact entropy model in order
to develop the steady-state probability distributions of the number of customers in the M/M/S queueing system. The
maximum entropy principle used to solve the single-arrival M/G/1 controllable system with a reliable server was
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proposed in [24]. Later, Wang et al. [25,26] further used the same method to deal with some single-arrival M/G/1
controllable systems with various features: server breakdown and startup. Wang et al. [27] analyzed the exact and
approximate steady-state results for the M [x]/M/1 queueing system with multiple vacations and server breakdowns
using birth-and-death process and maximum entropy approach. Recently, Ke and Lin [28] considered a variant timer
policy for the M [x]/G/1 queueing system with an un-reliable server and delaying vacations. But to the best of our
knowledge there has been no research that explores a batch-arrival controllable queueing system with vacations by
maximum entropy approach. Therefore, it would be practical to use the approach to study an M [x]/G/1 queueing
system under N policy with an un-reliable server and single vacation.
In a stochastic context, little is known analytically about the behaviors of queue length distributions of a batch-
arrival queue with server vacations and breakdowns. When no exact methods of solution are known, we frequently
have to resort to numerical solution methods [29]. One elegant approach for this is given by information theoretic
methods that use the principles of maximum entropy and minimum cross-entropy (if a prior distribution is available)
to estimate probability distributions when given information in the form of known system characteristics (see [30]).
Maximum entropy approach is a principle of reasoning which ensures that there is no unconscious arbitrary
assumptions about a system [31]. Based on the principle we will propose a feasible method of numerical solutions for
approximately analyzing a batch-arrival queueing system with server vacations and breakdowns. Due to Jaynes [31],
the maximally noncommittal distribution with regard to missing information is that distribution which maximizes the
entropy −∑forall n Pi (n) ln Pi (n) under the restrictions induced by the given information and which is least biased
to the information missing. The entropy serves as a measure of the uncertainty of knowledge about the answer to a
well-defined equation.
The maximum entropy principle is the idea of feeding system conditions with some important information
and its solutions only provide a reasonable and general approximation to true (but complex) queueing system by
traditional techniques (such as birth-and-death processes, embedded Markov chains, supplementary variables, matrix-
geometric techniques). Such an interpretation of the information theoretic techniques is poor and obvious. The aim
of the principle is to give a self-contained method of inference for estimating uniquely an unknown probability
distribution [30,32,33]. The principle provides the most random solution; that is, it uses the minimum additional
information beyond what is implied in the original available mean constraints. It should be noted that information
theoretic analysis neither pretends to replace the traditional queueing solutions nor to be an approximation to those
traditional results. The idea is just to apply the maximum entropy formalism in order to have the widest probability
distribution subject to the known mean constrains. Thus, when in what follows we present traditional queueing results
(given in terms of exact analytical formulas or numerical inversions) versus maximum entropy solutions, we merely
wish to display two alternative tools for analyzing a unique real underlying queueing phenomenon. It is far from
our intention to suggest a possible (philosophical or numerical) superiority of the traditional methodology over the
maximum entropy approach (see [34]).
The maximum entropy principle is used to approximate the M [x]/G/1 queueing system under N policy with an un-
reliable server and single vacation. This becomes particularly useful when some system characteristics (for instance,
the expected number of customers in the system, the probability that the server is busy, etc.) are known. In this article
we apply the maximum entropy principle associated with basic known results to study the system characteristics of
the M [x]/G/1 queueing system under N policy with an un-reliable server and single vacation. The purpose of this
paper is fivefold: (i) to obtain the important system characteristics for the M [x]/G/1 queueing system under N policy
with an un-reliable server and single vacation; (ii) to provide the maximum entropy formalism for the variant vacation
M [x]/G/1 queueing system; (iii) to develop the maximum entropy approximate solutions for the variant vacation
M [x]/G/1 queueing system by using Lagrange’s method; (vi) to evaluate approximate results for various system
characteristics, such as the expected number of customers in the system and the expected waiting time in the system;
(v) to perform a comparative analysis between the exact results obtained from [6,35] and the approximate results
obtained through maximum entropy principle results.
2. System characteristics
Let F be a random variable denoting the completion time of a customer service, which includes both the service
time of a customer and the repair time of a server. We will develop the maximum entropy solution for the steady-state
probabilities of the M [x]/G/1 queueing system under N policy with an un-reliable server and single vacation. Some
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basic results can be obtained from the literature that facilitate the application of the maximum entropy formalism to
study the M [x]/G/1 queueing system under N policy with an un-reliable server and single vacation. Let us define
Π0(n) ≡ probability that there are n customers in the system when the server is dormant in the system, where
n = 0, 1, 2, . . . , N − 1.
Π1(n) ≡ probability that there are n customers in the system when the server is on vacation, where n = 0, 1, 2, . . . .
Π2(n) ≡ probability that there are n customers in the system when the server is in operation, where n = 1, 2, 3, . . . .
Π3(n) ≡ probability that there are n customers in the system when the server is in operation but found to be broken
down, where n = 1, 2, 3, . . . .
Utilizing the results in [6,35], we can easily obtain the following five results for the M [x]/G/1 queueing system
under N policy with an un-reliable server and single vacation:
The first result is the probability that the server is dormant in the system given by
N−1∑
n=0
Π0(n) =
(1− ρF )
N−1∑
i=0
ψi
λE[V ] +
N−1∑
i=0
ψi
:= η0. (ρF := λE[X ]E[S](1+ αE[R])). (2)
The second result is the probability that the server is on vacation given by
∞∑
n=0
Π1(n) = λE[V ](1− ρF )
λE[V ] +
N−1∑
i=0
ψi
:= η1. (3)
The third result is the probability that the server is busy given by
∞∑
n=1
Π2(n) = λE[X ]E[S] := ρ. (4)
The fourth result is the probability that the server is broken down given by
∞∑
n=1
Π3(n) = λE[X ]E[S]αE[R] = ραE[R]. (5)
The fifth result is the exact expected number of customers in the system given by
Ls = (λE[X ])
2E[F2]
2(1− λE[X ]E[F]) +
λE[F]E[X (X − 1)]
2(1− λE[X ]E[F]) + λE[X ]E[F] +
N−1∑
i=0
iψi
λE[V ] +
N−1∑
i=0
ψi
+ λ
2E[X ]E[V 2]
2
{
λE[V ] +
N−1∑
i=0
ψi
} , (6)
where E[F] = E[S](1 + αE[R]) and E[F2] = (1 + αE[R])2E[S2] + αE[S]E[R2] denote the first two moments
of the completion time distribution, respectively. In addition, ψi = Pr[i customers arrive during a dormant period],
i = 0, 1, . . . , N − 1. The ψi is obtained from the following:
ψ0 = ν0 and ψ i =
i∑
j=0
ν jpii− j , (7)
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where ν j =
∫∞
0
(λt) j
j e
−λtdV (t) = (−λ) jj V
( j)
(λ), pi0 = 1, pii = ∑ij=1 χ jpii− j , and χ j is given in (1) and pii is
the probability that i customers arrive at system during an idle period for the M [x]/G/1 queueing system without
vacations.
It should be easy to note that ρF is traffic intensity and it should be assumed to be less than unity.
3. Maximum entropy results
Exact probability distributions of the M [x]/G/1 queueing system under N policy with an un-reliable server and
single vacation have not been found. Therefore, the main reason why we use the maximum entropy principle for
a complex queueing system is to estimate probability distributions given several known results is necessary. In this
section, we describe the detailed steps of the maximum entropy principle as follows. We first provide the maximum
entropy formalism by using several known constraints which are basic known results from Section 2. Next, we derive
the Lagrangian function by applying the method of Lagrange’s multipliers. Finally, we take the partial derivatives of
the Lagrangian function with respect to Πi (n) (i = 0, 1, 2, 3) and set the results equal to zero, to obtain the maximum
entropy approximate solutions. In order to develop the steady-state probabilities Πi (n) (i = 0, 1, 2, 3) by using the
maximum entropy principle, we formulate the maximum entropy model in the following.
3.1. The maximum entropy model
Following [23], the entropy function Y of the M [x]/G/1 queueing system under N policy with an un-reliable server
and single vacation is formed as
Y = −
N−1∑
n=0
Π0(n) lnΠ0(n)−
∞∑
n=0
Π1(n) lnΠ1(n)−
∞∑
n=1
Π2(n) lnΠ2(n)−
∞∑
n=1
Π3(n) lnΠ3(n). (8)
The maximum entropy solutions for the M [x]/G/1 queueing system under N policy with an un-reliable server and
single vacation are obtained by maximizing (8) subject to the following five constraints, written as,
(i) normalizing condition:
N−1∑
n=0
Π0(n)+
∞∑
n=0
Π1(n)+
∞∑
n=1
Π2(n)+
∞∑
n=1
Π3(n) = 1. (9)
(ii) the probability that the server is on vacation:
∞∑
n=0
Π1(n) = η1. (10)
(iii) the probability that the server is busy:
∞∑
n=1
Π2(n) = ρ. (11)
(iv) the probability that the server is broken down:
∞∑
n=1
Π3(n) = ραE[R]. (12)
(v) the expected number of customers in the system:
∞∑
n=0
nΠ0(n)+
∞∑
n=0
nΠ1(n)+
∞∑
n=1
nΠ2(n)+
∞∑
n=1
nΠ3(n) = Ls (13)
where Ls is given by (6).
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In (9)–(13), (9) is multiplied by ω1, (10) is multiplied by ω2, (11) is multiplied by ω3, (12) is multiplied by ω4, and
(13) is multiplied by ω5. Thus the Lagrangian function y is given by
y = −
N−1∑
n=0
Π0(n) lnΠ0(n)−
∞∑
n=0
Π1(n) lnΠ1(n)−
∞∑
n=1
Π2(n) lnΠ2(n)
−
∞∑
n=1
Π3(n) lnΠ3(n)− ω1
[
N−1∑
n=0
Π0(n)+
∞∑
n=0
Π1(n)+
∞∑
n=1
Π2(n)+
∞∑
n=1
Π3(n)− 1
]
−ω2
[ ∞∑
n=0
Π1(n)− η1
]
− ω3
[ ∞∑
n=1
Π2(n)− ρ
]
− ω4
[ ∞∑
n=1
Π3(n)− ραE[R]
]
−ω5
[
N−1∑
n=0
nΠ0(n)+
∞∑
n=0
nΠ1(n)+
∞∑
n=1
nΠ2(n)+
∞∑
n=1
nΠ3(n)− Ls
]
, (14)
where ω1, ω2, ω3, ω4, and ω5 are the Lagrangian multipliers corresponding to constraints (9)–(13), respectively.
3.2. The maximum entropy solutions
To find the maximum entropy solutions Πi (n) (i = 0, 1, 2, 3), maximizing in (8) subject to constraints (9)–(13) is
equivalent to maximizing (14).
The maximum entropy solutions are obtained by taking the partial derivatives of y with respect to Π0(n), Π1(n),
Π2(n), Π3(n), and setting the results equal to zero, namely,
∂y
∂Π0(n)
= − lnΠ0(n)− 1− ω1 − nω5 = 0, (15)
∂y
∂Π1(n)
= − lnΠ1(n)− 1− ω1 − ω2 − nω5 = 0, (16)
∂y
∂Π2(n)
= − lnΠ2(n)− 1− ω1 − ω3 − nω5 = 0, (17)
∂y
∂Π3(n)
= − lnΠ3(n)− 1− ω1 − ω4 − nω5 = 0. (18)
It follows from (15)–(18) that we obtain
Π0(n) = e−(1+ω1)e−nω5 , n = 0, 1, . . . , N − 1 (19)
Π1(n) = e−(1+ω1+ω2)e−nω5 , n = 0, 1, . . . (20)
Π2(n) = e−(1+ω1+ω3)e−nω5 , n = 1, 2, . . . (21)
Π3(n) = e−(1+ω1+ω4)e−nω5 , n = 1, 2, . . . . (22)
Let ξ1 = e−(1+ω1), ξ2 = e−ω2 , ξ3 = e−ω3 , ξ4 = e−ω4 , and ξ5 = e−ω5 . We transform (19)–(22) in terms of ξ1, ξ2,
ξ3, ξ4, and ξ5 given by
Π0(n) = ξ1ξn5 , n = 0, 1, . . . , N − 1 (23)
Π1(n) = ξ1ξ2ξn5 , n = 0, 1, . . . (24)
Π2(n) = ξ1ξ3ξn5 , n = 1, 2, . . . (25)
Π3(n) = ξ1ξ4ξn5 , n = 1, 2, . . . . (26)
Substituting (24)–(26) into (10)–(12), respectively, yields
ξ1ξ2 = η1(1− ξ5), (27)
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ξ1ξ3 = ρ(1− ξ5)
ξ5
, (28)
ξ1ξ4 = ραE[R](1− ξ5)
ξ5
. (29)
Inserting (10)–(12) and (23) in (9) and doing some algebraic manipulations, we obtain ξ1 given by
ξ1 = [1− (η1 + ρF )]
(
1− ξ5
1− ξ N5
)
, (30)
where ρF is given in Section 2.
Substituting (23)–(26) into (13), it finally yields
ξ1ξ5[(N − 1)ξ N5 − Nξ N−15 + 1+ ξ2 + ξ3 + ξ4]
(1− ξ5)2 = Ls . (31)
It implies from (27) to (31) that
ξ1 = [(1− η1 − ρF )]
(
1− z0
1− zN0
)
, (32)
ξ2 = η1(1− z
N
0 )
1− η1 − ρF , (33)
ξ3 = ρ(1− z
N
0 )
(1− η1 − ρF )z0 , (34)
ξ4 = ραE[R](1− z
N
0 )
(1− η1 − ρF )z0 , (35)
where ξ5 = z0 and z0 are roots, real numbers, |z0| < 1 of
[(1− η1 − ρF )(N − 1)− Ls − η1]zN+1 − [(1− η1 − ρF )N + ρF − Ls]zN
+ [1− ρF + Ls]z + ρF − Ls = 0,
or equivalent to
Φ(z0) = [(1− η1 − ρF )(N − 1)− Ls − η1]zN+1 − [(1− η1 − ρF )N + ρF − Ls]zN
+ [1− ρF + Ls]z + ρF − Ls = 0. (36)
Based on the Intermediate Value Theorem [36], we develop an efficient solution algorithm to find z0. We call this
the Bisection algorithm or Binary-search method as follows;
INPUT endpoints x1 and x2; tolerance ∆; Maximum number of iterations In
OUTPUT approximate solution z0 or message of failure
Step 1. Set i = 1
Step 2. While i 6 In do Steps 3–6
Step 3. Set z0 = x1 + (x2−x1)2
Step 4. if Φ(z0) = 0 or x2−x12 < ∆ then
OUTPUT (z0)
STOP
Step 5. Set i = i + 1
Step 6. if Φ(x1)Φ(x2) > 0 then set x1 = z0 else set x2 = z0
Step 7. OUTPUT
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Remark. x1 and x2 are chosen from (0, 1), due to 0 < z0 < 1 (see Eqs. (23)–(26)).
Substituting (32)–(36) into (23)–(26), respectively, we finally have
Π0(n) = [1− η1 − ρF ](1− z0)
1− zN0
zn0, n = 0, 1, . . . , N − 1 (37)
Π1(n) = η1(1− z0)zn0, n = 0, 1, . . . (38)
Π2(n) = ρ(1− z0)zn−10 , n = 1, 2, . . . (39)
and
Π3(n) = ραE[R](1− z0)zn−10 , n = 1, 2, . . . . (40)
4. The expected waiting time
Here we derive the exact and the approximate formulas for the expected waiting time in the M [x]/G/1 queue under
N policy with an un-reliable server and single vacation as follows.
4.1. The exact expected waiting time in the queue
Let W denote the exact expected waiting time in queue. Using (6) and Little’s formula, we obtain
W = Ls
λE[X ] − E[F] =
λE[X ]E[F2]
2(1− λE[X ]E[F]) +
E[F]E[X (X − 1)]
2E[X ](1− λE[X ]E[F])
+
N−1∑
i=0
iψi
λE[X ]
{
λE[V ] +
N−1∑
i=0
ψi
} + λE[V 2]
2
{
λE[V ] +
N−1∑
i=0
ψi
} . (41)
4.2. The approximate expected waiting time in the queue
We define the vacation state, dormant state, the busy state, and the repair state as follows:
(1) Vacation state denoted by V : the server is on vacation and does not provide his service.
(2) Dormant state denoted by D: the server remains idle and dormant in the system and the number of customers
waiting in the system is less than or equal to N − 1.
(3) Busy state denoted byB: the server is busy and provides service to a customer.
(4) Repair state denoted by R: the server is broken down and is being repaired.
We wish to find the mean waiting time of customer C at the states V , D, B, and R. Suppose that a customer C finds
n customers waiting in the queue for service in front of him, while the system is at any one of the states V , D, B, and
R are described, respectively, as follows:
(1) In vacation state V : The customer C will be served until the server returns from the vacation and then n customers
in front of him are served. In this case, the customer C must await the residual vacation time, plus the service
times of those n customers in the queue, and plus the additional waiting time due to those customers preceding
him in the same group. Using the results in [37,38], the mean residual vacation time is E[V
2]
2E[V ] and the mean service
time of those preceding him in the same group is E[S]2 (
E[X (X−1)]
E[X ] ). Thus, the mean waiting time of an arbitrary
customer C at the vacation state is E[V
2]
2E[V ] + nE[S] + E[S]2 ( E[X (X−1)]E[X ] ).
(2) In dormant state D: The server will begin providing his services when the accumulated number of customers
reaches or exceeds N . That is, the customer C will be served until at least (N−n− E[X (X−1)]2E[X ] −1) customers arrives
and n + E[X (X−1)]2E[X ] customers in front of him waiting for service, in which E[X (X−1)]2E[X ] represents the additional
number due to those customers preceding him in the same group. Thus, we have the mean waiting time of an
arbitrary customer C at the dormant state as
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1
λE[X ]
(
N − n − E[X (X − 1)]
2E[X ] − 1
)
+ E[S]
(
n + E[X (X − 1)]
2E[X ]
)
.
(3) In busy state B: Since the server is busy and keeps working, the customer C only awaits the service times of those
n customers in front of him and plus the additional waiting time due to those customers preceding him in the same
group. Thus, the mean waiting time of an arbitrary customer C at the busy state is nE[S] + E[S]2 ( E[X (X−1)]E[X ] ).
(4) In repair state R: Using the same arguments as (1), we have the mean waiting time of customer C at the state R to
be E[R
2]
2E[R] + nE[S] + E[S]2 ( E[X (X−1)]E[X ] ).
Using the above listed results, we obtain the approximate expected waiting time in the queue given by
W˜ =
N−1∑
n=0
{
1
λE[X ]
(
N − n − E[X (X − 1)]
2E[X ] − 1
)
+ E[S] ·
(
n + E[X (X − 1)]
2E[X ]
)}
Π0(n)
+
∞∑
n=0
{
E[V 2]
2E[V ] + nE[S] +
E[S]
2
(
E[X (X − 1)]
E[X ]
)}
Π1(n)
+
∞∑
n=1
{
nE[S] + E[S]
2
· E[X (X − 1)]
E[X ]
}
Π2(n)
+
∞∑
n=1
{
E[R2]
2E[R] + nE[S] +
E[S]
2
(
E[X (X − 1)]
E[X ]
)}
Π3(n), (42)
which is equivalent to
W˜ = E[S]
2
· E[X (X − 1)]
E[X ] +
1
λE[X ]
(
N − 1− E[X (X − 1)]
2E[X ]
)
η0 + E[V
2]
2E[V ]η1
+ E[R
2]
2E[R]ραE[R] + E[S]Ls −
1
λE[X ]
N−1∑
n=0
nΠ0(n), (43)
where Π0(n), Π1(n), Π2(n) and Π3(n) are given in (37), (39) and (40), respectively.
5. Comparative analysis
The primary objective of this section is to examine the accuracy of the maximum entropy results. We present
specific numerical comparisons between the exact results and the maximum entropy (approximate) results for the
M [x]/G/1 queueing system under N policy with general service times, general repair times, and general vacation
times. Conveniently, we represent this variant queueing system as M [x]/G(G,G)/1 queueing system where the
second, third, and fourth symbols denote the general distribution of service time, repair time, and vacation time,
respectively.
This section includes the following three subsections:
(1) Comparative analysis for M [x]/E4(H2, D)/1 queueing system under N policy with an un-reliable server and
single vacation.
(2) Comparative analysis for M [x]/H2(E4, D)/1 queueing system under N policy with an un-reliable server and
single vacation.
(3) Comparative analysis for M [x]/D(E4,M)/1 queueing system under N policy with an un-reliable server and single
vacation.
(4) Comparative analysis for M [x]/E2(H2,M)/1 queueing system under N policy with an un-reliable server and
single vacation.
Here, exponential is denoted by M , deterministic by D, k-stage Erlang by Ek , and k-stage Hyperexponential by Hk .
For convenience of computations, we let q1 = 1/4, q2 = 3/4, θ1 = 2q1θ and θ2 = 2q2θ in all numerical examples.
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Table 1
Comparison of exactW and approximate W˜ for M [x]/E4(H2, D)/1 queueing system under N policy with an un-reliable server and single vacation
N = 5 N = 10
U (1, 5) Geo(1/3) U (1, 5) Geo(1/3)
W W˜ Dev (%) W W˜ Dev (%) W W˜ Dev (%) W W˜ Dev (%)
λ Case 1: µ = 5.0, α = 0.05, β = 10.0, γ = 0.08
0.70 9.3194 9.3002 0.2063 6.9986 7.0054 0.0968 9.0880 8.8068 3.0935 6.7365 6.6271 1.6230
0.90 10.2031 10.2052 0.0198 7.2726 7.2906 0.2470 10.0871 10.0216 0.6497 7.1437 7.1305 0.1856
1.10 11.6717 11.6736 0.0169 7.6918 7.7137 0.2845 11.6308 11.6198 0.0945 7.6471 7.6629 0.2066
1.30 14.7691 14.7611 0.0540 8.5682 8.5911 0.2671 14.7576 14.7478 0.0665 8.5558 8.5779 0.2574
1.50 25.6869 25.6299 0.2218 11.6555 11.6683 0.1100 25.6842 25.6270 0.2225 11.6526 11.6653 0.1095
µ Case 2: λ = 1.0, α = 0.05, β = 10.0, γ = 0.08
4.00 15.5730 15.5735 0.0029 8.7709 8.8054 0.3938 15.5017 15.4832 0.1197 8.6924 8.7181 0.2958
6.00 9.2720 9.2720 0.0004 7.0274 7.0390 0.1654 9.2007 9.1623 0.4175 6.9488 6.9425 0.0912
8.00 8.0428 8.0389 0.0492 6.6987 6.7020 0.0501 7.9715 7.9196 0.6514 6.6202 6.6010 0.2895
10.00 7.5220 7.5165 0.0731 6.5627 6.5627 0.0004 7.4508 7.3915 0.7947 6.4842 6.4589 0.3899
12.00 7.2349 7.2288 0.0835 6.4891 6.4875 0.0244 7.1636 7.1000 0.8875 6.4106 6.3819 0.4470
α Case 3: λ = 1.0, µ = 5.0, β = 10.0, γ = 0.08
0.001 10.7697 10.8132 0.4044 7.4354 7.4797 0.5956 10.6984 10.7109 0.1164 7.3569 7.3865 0.4027
0.01 10.7802 10.8164 0.3352 7.4384 7.4783 0.5361 10.7089 10.7141 0.0479 7.3599 7.3852 0.3436
0.10 10.8872 10.8486 0.3544 7.4692 7.4648 0.0582 10.8159 10.7471 0.6361 7.3907 7.3723 0.2479
0.30 11.1359 10.9269 1.8769 7.5407 7.4368 1.3781 11.0646 10.8272 2.1461 7.4622 7.3457 1.5615
0.50 11.4009 11.0149 3.3854 7.6170 7.4116 2.6967 11.3296 10.9170 3.6420 7.5385 7.3219 2.8738
β Case 4: λ = 1.0, µ = 5.0, α = 0.05, γ = 0.08
2.00 11.0930 10.9269 1.4976 7.5432 7.4640 1.0495 11.0218 10.8267 1.7694 7.4646 7.3725 1.2340
4.00 10.9213 10.8617 0.5455 7.4817 7.4650 0.2235 10.8500 10.7604 0.8256 7.4032 7.3726 0.4124
6.00 10.8683 10.8436 0.2269 7.4645 7.4684 0.0518 10.7970 10.7420 0.5096 7.3860 7.3758 0.1385
8.00 10.8426 10.8353 0.0674 7.4566 7.4707 0.1894 10.7713 10.7334 0.3514 7.3781 7.3780 0.0015
10.00 10.8274 10.8305 0.0284 7.4520 7.4723 0.2720 10.7561 10.7285 0.2564 7.3735 7.3794 0.0807
γ Case 5: λ = 1.5, µ = 5.0, α = 0.05, β = 10.0
0.01 69.4369 69.1831 0.3656 55.4055 55.2215 0.3322 69.4369 69.1831 0.3656 55.4055 55.2215 0.3322
0.10 24.4367 24.3853 0.2102 10.4053 10.4237 0.1773 24.4189 24.3662 0.2160 10.3860 10.4038 0.1717
1.00 19.9159 19.7895 0.6349 5.8922 5.9069 0.2487 20.0213 19.9039 0.5867 6.2500 6.2620 0.1920
2.00 19.7824 19.6259 0.7910 5.7648 5.7773 0.2158 19.8560 19.7280 0.6448 6.2080 6.2217 0.2202
10.00 19.7450 19.5543 0.9655 5.7218 5.7328 0.1923 19.7639 19.6218 0.7186 6.2256 6.2413 0.2518
5.1. The M [x]/E4(H2, D)/1 system
We perform a comparative analysis between the exact W and the approximate (maximum entropy) W˜ for the
M [x]/E4(H2, D)/1 system under N policy with an un-reliable server and single vacation. For this system, we have
• E[S] = 1/µ, E[S2] = 5/(4µ2).
• E[R] = q1/β1 + q2/β2, E[R2] = 2q1/β21 + 2q2/β22 .
• E[V ] = 1/γ, E[V 2] = 1/γ 2, V (λ) = e−λ/γ , V ( j)(λ) = (−1) j e−λ/γ
γ j
, where j = 1, 2, . . . , N − 1.
• ψi is obtained from Eq. (7).
Choosing two arrival batch sizes are distributed as uniform (U (1, 5)) and geometric (Geo(1/3)), respectively. Set
N = 5 and N = 10, and select the values of different system parameters λ, µ, α, β, and γ . The numerical results are
obtained by considering the following five cases.
Case 1: µ = 5.0, α = 0.05, β = 10.0, γ = 0.08, and varying the values of λ.
Case 2: λ = 1.0, α = 0.05, β = 10.0, γ = 0.08, and varying the values of µ.
Case 3: λ = 1.0, µ = 5.0, β = 10.0, γ = 0.08, and varying the values of α.
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Table 2
Comparison of exactW and approximate W˜ for M [x]/H2(E4, D)/1 queueing system under N policy with an un-reliable server and single vacation
N = 5 N = 10
U (1, 5) Geo(1/3) U (1, 5) Geo(1/3)
W W˜ Dev (%) W W˜ Dev (%) W W˜ Dev (%) W W˜ Dev (%)
λ Case 1: µ = 5.0, α = 0.05, β = 10.0, γ = 0.08
0.70 9.4232 9.3436 0.8441 7.1023 7.0488 0.7538 9.1917 8.8501 3.7160 6.8402 6.6703 2.4836
0.90 10.3717 10.2960 0.7299 7.4412 7.3814 0.8031 10.2556 10.1124 1.3972 7.3123 7.2212 1.2451
1.10 11.9515 11.8581 0.7814 7.9716 7.8981 0.9217 11.9105 11.8042 0.8929 7.9269 7.8473 1.0039
1.30 15.2843 15.1627 0.7955 9.0834 8.9927 0.9989 15.2728 15.1493 0.8081 9.0710 8.9794 1.0098
1.50 27.0321 26.8402 0.7096 13.0006 12.8786 0.9385 27.0293 26.8373 0.7102 12.9977 12.8756 0.9392
µ Case 2: λ = 1.0, α = 0.05, β = 10.0, γ = 0.08
4.00 16.1167 15.9810 0.8422 9.3146 9.2129 1.0912 16.0454 15.8907 0.9644 9.2360 9.1255 1.1964
6.00 9.3915 9.3315 0.6384 7.1468 7.0986 0.6757 9.3202 9.2219 1.0552 7.0683 7.0020 0.9377
8.00 8.0964 8.0588 0.4643 6.7523 6.7220 0.4485 8.0251 7.9396 1.0663 6.6738 6.6210 0.7914
10.00 7.5526 7.5256 0.3576 6.5933 6.5718 0.3267 7.4813 7.4006 1.0791 6.5148 6.4680 0.7184
12.00 7.2547 7.2337 0.2891 6.5089 6.4924 0.2537 7.1834 7.1049 1.0930 6.4303 6.3868 0.6779
α Case 3: λ = 1.0, µ = 5.0, β = 10.0, γ = 0.08
0.001 10.9822 10.9408 0.3777 7.6480 7.6072 0.5328 10.9110 10.8384 0.6653 7.5695 7.5140 0.7323
0.01 10.9934 10.9442 0.4472 7.6516 7.6062 0.5936 10.9221 10.8419 0.7341 7.5731 7.5130 0.7928
0.10 11.1062 10.9796 1.1400 7.6882 7.5958 1.2014 11.0349 10.8781 1.4213 7.6097 7.5033 1.3979
0.30 11.3686 11.0653 2.6686 7.7734 7.5751 2.5508 11.2973 10.9655 2.9373 7.6949 7.4840 2.7410
0.50 11.6484 11.1613 4.1817 7.8645 7.5580 3.8978 11.5771 11.0634 4.4379 7.7860 7.4682 4.0818
β Case 4: λ = 1.0, µ = 5.0, α = 0.05, γ = 0.08
2.00 11.3112 11.0525 2.2872 7.7613 7.5896 2.2128 11.2399 10.9523 2.5588 7.6828 7.4981 2.4043
4.00 11.1399 10.9915 1.3318 7.7003 7.5948 1.3701 11.0686 10.8903 1.6114 7.6218 7.5025 1.5657
6.00 11.0856 10.9734 1.0119 7.6818 7.5982 1.0889 11.0143 10.8718 1.2942 7.6033 7.5056 1.2858
8.00 11.0590 10.9648 0.8517 7.6729 7.6002 0.9482 10.9877 10.8629 1.1353 7.5944 7.5074 1.1458
10.00 11.0431 10.9597 0.7554 7.6677 7.6015 0.8638 10.9718 10.8577 1.0399 7.5892 7.5086 1.0618
γ Case 5: λ = 1.5, µ = 5.0, α = 0.05, β = 10.0
0.01 70.7821 70.3934 0.5491 56.7507 56.4318 0.5619 70.7821 70.3934 0.5491 56.7507 56.4318 0.5619
0.10 25.7818 25.5956 0.7222 11.7504 11.6340 0.9905 25.7641 25.5765 0.7280 11.7311 11.6141 0.9974
1.00 21.2610 20.9997 1.2290 7.2374 7.1170 1.6626 21.3665 21.1141 1.1812 7.5951 7.4716 1.6266
2.00 21.1275 20.8362 1.3790 7.1099 6.9874 1.7243 21.2011 20.9382 1.2402 7.5531 7.4311 1.6153
10.00 21.0901 20.7646 1.5434 7.0669 6.9428 1.7559 21.1090 20.8320 1.3120 7.5707 7.4506 1.5866
Case 4: λ = 1.0, µ = 5.0, α = 0.05, γ = 0.08, and varying the values of β.
Case 5: λ = 1.5, µ = 5.0, α = 0.05, β = 10.0, and varying the values of γ .
Numerical results for M [x]/E4(H2, D)/1 system under N policy with an un-reliable server and single vacation are
presented in Table 1 for the above five cases. The accuracy of the approximate values is measured by the relative error
Dev = |exact value− approximate value|
exact value
× 100%.
In Table 1, one can see that the approximations are good because the relative error percentages are very small
(0%–3.1%).
5.2. The M [x]/H2(E4, D)/1 system
We perform a comparative analysis between the exact W and the approximate (maximum entropy) W˜ for
M [x]/H2(E4, D)/1 system under N policy with an un-reliable server and single vacation. For this system, we have
• E[S] = q1/µ1 + q2/µ2, E[S2] = 2q1/µ21 + 2q2/µ22.
• E[R] = 1/β, E[R2] = 5/(4β2).
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Table 3
Comparison of exact W and approximate W˜ for M [x]/D(E4,M)/1 queueing system under N policy with an un-reliable server and single vacation
N = 5 N = 10
U (1, 5) Geo(1/3) U (1, 5) Geo(1/3)
W W˜ Dev (%) W W˜ Dev (%) W W˜ Dev (%) W W˜ Dev (%)
λ Case 1: µ = 5.0, α = 0.05, β = 10.0, γ = 0.08
0.70 15.0199 14.9088 0.7392 12.6279 12.6142 0.1090 14.9465 14.8520 0.6318 12.2583 12.2360 0.1815
0.90 16.0587 16.0160 0.2659 13.0794 13.0852 0.0439 16.0063 15.9695 0.2293 12.8098 12.8116 0.0145
1.10 17.6127 17.5932 0.1108 13.5980 13.6125 0.1066 17.5739 17.5568 0.0974 13.3966 13.4096 0.0968
1.30 20.7350 20.7160 0.0917 14.5081 14.5257 0.1210 20.7052 20.6872 0.0871 14.3532 14.3704 0.1199
1.50 31.5483 31.4854 0.1991 17.4967 17.5054 0.0498 31.5248 31.4624 0.1982 17.3744 17.3833 0.0516
µ Case 2: λ = 1.0, α = 0.05, β = 10.0, γ = 0.08
4.00 21.4204 21.4051 0.0716 14.5773 14.6095 0.2206 21.3755 21.3625 0.0608 14.3451 14.3761 0.2160
6.00 15.1951 15.1554 0.2614 12.9095 12.9083 0.0091 15.1502 15.1152 0.2310 12.6773 12.6727 0.0360
8.00 13.9777 13.9243 0.3826 12.5926 12.5800 0.0998 13.9328 13.8853 0.3412 12.3604 12.3434 0.1381
10.00 13.4611 13.4008 0.4478 12.4608 12.4436 0.1379 13.4162 13.3626 0.3996 12.2286 12.2063 0.1827
12.00 13.1759 13.1118 0.4862 12.3891 12.3698 0.1557 13.1310 13.0740 0.4334 12.1569 12.1320 0.2048
α Case 3: λ = 1.0, µ = 5.0, β = 10.0, γ = 0.08
0.001 16.6768 16.7065 0.1783 13.3015 13.3535 0.3909 16.6319 16.6653 0.2008 13.0693 13.1181 0.3733
0.01 16.6871 16.7063 0.1151 13.3044 13.3488 0.3342 16.6422 16.6651 0.1375 13.0722 13.1135 0.3166
0.10 16.7919 16.7052 0.5166 13.3329 13.3018 0.2330 16.7470 16.6641 0.4949 13.1007 13.0679 0.2507
0.30 17.0355 16.7091 1.9165 13.3993 13.1993 1.4932 16.9906 16.6684 1.8963 13.1671 12.9682 1.5112
0.50 17.2951 16.7225 3.3107 13.4702 13.0993 2.7534 17.2502 16.6823 3.2920 13.2380 12.8711 2.7716
β Case 4: λ = 1.0, µ = 5.0, α = 0.05, γ = 0.08
2.00 16.9829 16.7168 1.5670 13.3921 13.2343 1.1784 16.9380 16.6761 1.5464 13.1599 13.0024 1.1964
4.00 16.8233 16.7069 0.6919 13.3428 13.2907 0.3905 16.7784 16.6660 0.6704 13.1106 13.0570 0.4083
6.00 16.7728 16.7058 0.3997 13.3281 13.3110 0.1279 16.7279 16.6647 0.3779 13.0959 13.0768 0.1456
8.00 16.7481 16.7056 0.2535 13.3211 13.3215 0.0034 16.7031 16.6645 0.2315 13.0889 13.0870 0.0143
10.00 16.7333 16.7056 0.1658 13.3169 13.3279 0.0821 16.6884 16.6645 0.1437 13.0847 13.0932 0.0645
γ Case 5: λ = 1.5, µ = 5.0, α = 0.05, β = 10.0
0.01 119.1748 118.7198 0.3818 105.1405 104.7553 0.3663 119.1711 118.7161 0.3818 105.1209 104.7359 0.3663
0.10 29.0181 28.9655 0.1812 14.9627 14.9825 0.1326 28.9911 28.9390 0.1797 14.8219 14.8419 0.1352
1.00 19.8951 19.8029 0.4639 5.8500 5.8938 0.7495 19.9181 19.8449 0.3674 6.0975 6.1407 0.7093
2.00 19.5939 19.4660 0.6531 5.5664 5.6055 0.7018 19.6311 19.5351 0.4888 5.9744 6.0151 0.6815
10.00 19.5054 19.3388 0.8542 5.4815 5.5166 0.6399 19.5217 19.4040 0.6031 5.9839 6.0238 0.6669
• E[V ] = 1/γ, E[V 2] = 1/γ 2, V (λ) = e−λ/γ , V ( j)(λ) = (−1) j e−λ/γ
γ j
, where j = 1, 2, . . . , N − 1.
• ψi is obtained from Eq. (7).
Numerical results for M [x]/H2(E4, D)/1 system under N policy with an un-reliable server and single vacation are
shown in Table 2 for the above five cases. The relative error percentages are very small (0%–4.5%).
5.3. The M [x]/D(E4,M)/1 system
We perform a comparative analysis between the exact W and the approximate W˜ for M [x]/D(E4,M)/1 system
under N policy with an un-reliable server and single vacation. For this system, we have
• E[S] = 1/µ, E[S2] = 1/µ2,
• E[R] = 1/β, E[R2] = 5/(4β2),
• E[V ] = 1/γ, E[V 2] = 2/γ 2, V (λ) = γ /(λ+ γ ), and V ( j)(λ) = (−1) jγ
(λ+γ ) j+1 , j = 1, 2, . . . , N − 1.• ψi is obtained from Eq. (7).
Numerical results for M [x]/D(E4,M)/1 system under N policy with an un-reliable server and single vacation are
summarized in Table 3 for the above five cases. In addition, the relative error percentages are very small (0%–3.4%).
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Table 4
Comparison of exactW and approximate W˜ for M [x]/E2(H2,M)/1 queueing system under N policy with an un-reliable server and single vacation
N = 5 N = 10
U (1, 5) Geo(1/3) U (1, 5) Geo(1/3)
W W˜ Dev (%) W W˜ Dev (%) W W˜ Dev (%) W W˜ Dev (%)
λ Case 1: µ = 5.0, α = 0.05, β = 10.0, γ = 0.08
0.70 15.0568 14.9245 0.8788 12.6649 12.6298 0.2768 14.9834 14.8677 0.7724 12.2953 12.2517 0.3543
0.90 16.1187 16.0486 0.4351 13.1395 13.1178 0.1651 16.0663 16.0022 0.3992 12.8698 12.8442 0.1988
1.10 17.7124 17.6592 0.3002 13.6977 13.6786 0.1399 17.6736 17.6228 0.2873 13.4963 13.4756 0.1533
1.30 20.9185 20.8594 0.2826 14.6917 14.6691 0.1535 20.8888 20.8307 0.2784 14.5368 14.5139 0.1575
1.50 32.0275 31.9171 0.3448 17.9760 17.9371 0.2164 32.0041 31.8940 0.3440 17.8536 17.8150 0.2165
µ Case 2: λ = 1.0, α = 0.05, β = 10.0, γ = 0.08
4.00 21.6138 21.5504 0.2934 14.7707 14.7547 0.1077 21.5689 21.5078 0.2831 14.5385 14.5214 0.1176
6.00 15.2378 15.1769 0.3994 12.9522 12.9298 0.1724 15.1929 15.1367 0.3695 12.7200 12.6942 0.2022
8.00 13.9969 13.9316 0.4669 12.6118 12.5874 0.1938 13.9520 13.8926 0.4259 12.3796 12.3507 0.2338
10.00 13.4721 13.4042 0.5038 12.4718 12.4470 0.1986 13.4272 13.3660 0.4559 12.2396 12.2097 0.2446
12.00 13.1830 13.1137 0.5259 12.3962 12.3717 0.1981 13.1381 13.0759 0.4733 12.1640 12.1339 0.2480
α Case 3: λ = 1.0, µ = 5.0, β = 10.0, γ = 0.08
0.001 16.7518 16.7516 0.0016 13.3766 13.3986 0.1644 16.7069 16.7103 0.0203 13.1444 13.1632 0.1428
0.01 16.7625 16.7516 0.0650 13.3797 13.3941 0.1073 16.7176 16.7104 0.0432 13.1475 13.1588 0.0858
0.10 16.8707 16.7528 0.6984 13.4117 13.3495 0.4633 16.8258 16.7118 0.6773 13.1795 13.1155 0.4850
0.30 17.1222 16.7623 2.1018 13.4860 13.2525 1.7312 17.0773 16.7217 2.0822 13.2538 13.0214 1.7533
0.50 17.3902 16.7817 3.4992 13.5653 13.1585 2.9989 17.3453 16.7415 3.4811 13.3332 12.9303 3.0214
β Case 4: λ = 1.0, µ = 5.0, α = 0.05, γ = 0.08
2.00 17.0786 16.7795 1.7512 13.4877 13.2970 1.4144 17.0337 16.7388 1.7312 13.2555 13.0651 1.4364
4.00 16.9051 16.7573 0.8741 13.4245 13.3410 0.6218 16.8602 16.7163 0.8532 13.1923 13.1074 0.6436
6.00 16.8515 16.7536 0.5812 13.4068 13.3588 0.3576 16.8066 16.7125 0.5599 13.1746 13.1246 0.3793
8.00 16.8255 16.7524 0.4346 13.3986 13.3683 0.2256 16.7806 16.7113 0.4132 13.1664 13.1338 0.2472
10.00 16.8102 16.7519 0.3467 13.3938 13.3742 0.1463 16.7653 16.7108 0.3252 13.1616 13.1395 0.1679
γ Case 5: λ = 1.5, µ = 5.0, α = 0.05, β = 10.0
0.01 119.6541 119.1515 0.4200 105.6198 105.1870 0.4097 119.6503 119.1477 0.4200 105.6002 105.1675 0.4097
0.10 29.4974 29.3972 0.3396 15.4420 15.4142 0.1798 29.4703 29.3706 0.3383 15.3012 15.2736 0.1802
1.00 20.3744 20.2345 0.6867 6.3292 6.3254 0.0603 20.3973 20.2765 0.5922 6.5767 6.5721 0.0705
2.00 20.0732 19.8976 0.8747 6.0457 6.0371 0.1428 20.1104 19.9668 0.7140 6.4536 6.4464 0.1123
10.00 19.9846 19.7704 1.0720 5.9608 5.9481 0.2122 20.0010 19.8356 0.8268 6.4632 6.4550 0.1256
5.4. The M [x]/E2(H2,M)/1 system
We perform a comparative analysis between the exact W and the approximate W˜ for M [x]/E2(H2,M)/1 system
under N policy with an un-reliable server and single vacation. For this system, we have
• E[S] = 1/µ, E[S2] = 3/(2µ2),
• E[R] = q1/β1 + q2/β2, E[R2] = 2q1/β21 + 2q2/β22 ,
• E[V ] = 1/γ, E[V 2] = 2/γ 2, V (λ) = γ /(λ+ γ ), and V ( j)(λ) = (−1) jγ
(λ+γ ) j+1 , j = 1, 2, . . . , N − 1.
• ψi is obtained from Eq. (7).
Numerical results for M [x]/E2(H2,M)/1 system under N policy with an un-reliable server and single vacation are
summarized in Table 4 for the above five cases. In addition, the relative error percentages are very small (0%–3.5%).
The above comparative analysis of approximate results with exact results has demonstrated that the relative error
percentages are very small (below 5%). The numerical results indicate that the use of maximum entropy principle
provides a feasible and helpful method for analyzing complex queueing system when we have no way of obtaining
the system steady-state probabilities.
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6. Conclusions
In this paper, a numerical approach, the maximum entropy technique, is used to compute the system size steady-
state probability vectors for M [x]/G(G,G)/1 system under N policy with an un-reliable server and single vacation.
We have shown how the maximum entropy (approximate) solutions provide an elegant method for the investigation of
continuous system characteristics of the variant vacation queueing system. Our numerical investigations show that the
use of the probability of various server states and the expected number of customers in the system is feasible, and is
sufficient to obtain the estimations. It is worth noting that this study is complementary to the existing literature which
in most cases reduces the use of maximum entropy methods to the discrete cases.
Note that our work is different from the existing literature and its main contribution is: the computable forms of
solutions of the steady-state probability distributions are successfully derived for the maximum entropy model with
implicit constraints of finite terms (series). The constraints of maximum entropy problems existing in all queueing
literature are easily solved, due to the explicit formula of constraints in terms of parameters. In contrast, it is hard
to be solved for the maximum entropy problems with implicit constraints of finite terms, which adds to the solving
complexity because the solutions of Lagrangian multipliers with implicit forms of finite terms are difficult (i.e. the
summations of finite series with implicit forms cannot be simplified). The solutions developed in this paper are easily
obtained by a bisection algorithm accompanying any mathematical software.
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