This study examines how judgments of a region's contrast are influenced by components of a heterogeneous surround. Each stimulus comprised a 5 · 5 grid of squares in a homogeneous background of fixed mean luminance, with the central square the target. On a given trial, the task was to judge (with feedback) whether the (Weber) contrast of the target was 0.04 or )0.04 (relative to the background); the contrasts assigned (in random order) to the 24 surrounding squares were drawn from the values )0.98, )0.33, 0.33, 0.98 in conformity to one of nine pre-chosen histograms. Presentations were brief (80 ms) in one condition and long (800 ms) in another. A novel psychophysical method was used to estimate the impact exerted on judged target contrast (JTC) by a given contrast in a given grid position. Results were similar for four observers. For both display durations, the four squares sharing an edge with the target influenced JTC 2.4-9 times more than any other surrounding squares. In long presentations, abutting squares of extreme contrast repelled target contrast: squares of contrast )0.98 (0.98) increased (decreased) JTC. However, lower contrast abutting squares attracted target contrast: squares of contrast )0.33 (0.33) decreased (increased) JTC. This central finding can be explained by supposing that: (a) JTC is strongly correlated with the average boundary contrast from surround to target, as registered by linear, edge-selective neurons, and, crucially, (b) the responses of these neurons are themselves subject to lateral inhibition from the rectified responses of other similarly tuned neurons. Finally, in brief presentations, a polarity-specific asymmetry was observed: the two positive abutting-square contrasts continued to influence JTC as they did in long presentations, but contrasts )0.33 and )0.98 ceased to exert much impact, suggesting that lateral influences on target appearance propagate more quickly from positive than from negative contrast abutting regions.
1. Introduction
Contrast attraction and repulsion
A century after it was originally proposed by Mach (1866) , lateral inhibition was generally thought to be the fundamental mechanism underlying contrast induction. Supporting this view was physiological evidence (e.g., Hartline, Wagner, & Ratliff, 1956; Kuffler, 1953) and psychophysical evidence (e.g., Jameson & Hurvich, 1964; Wallach, 1948; Whittle, 1994a) . A general prediction of contrast induction models based on lateral inhibition is that the perceived contrast of a target region should tend to be repelled away from the contrasts of regions abutting the target. Thus, for example, as one sees in the classical simultaneous contrast display, a mean gray disc on a black background appears brighter than an identical disc on a white background. We shall call contrast induction effects of this sort repulsive.
Recently, however, many image configurations have been discovered that yield effects difficult to explain in terms of simple lateral inhibition (e.g., Adelson, 1993; Gilchrist, 1977; Knill & Kersten, 1991; Logvinenko, 1999; Purves, Shimpi, & Lotto, 1999; White, 1979; Williams, McCoy, & Purves, 1998a , 1998b . Such demonstrations, however, do not rule out lateral inhibition as the predominant process underlying contrast induction. It can be argued (e.g., Kingdom, Blakeslee, & McCourt, 1997; Shevell, Holliday, & Whittle, 1992 ) that these effects result from higher-order processes that augment or depress the effects of lateral inhibition.
More challenging to lateral inhibitory accounts of contrast induction are images that elicit effects opposite to contrast repulsion: images in which a gray patch that is a local contrast decrement at all of its edges appears brighter than an identical patch that is a local contrast increment at all of its edges (e.g., Agostini & Galmonte, 2002; Bindman & Chubb, 2004; Bressan, 2001; De Valois & De Valois, 1988; De Weert & Spillman, 1995; Gilchrist et al., 1999) We shall call such contrast induction effects attractive. Contrast attraction is sometimes called ''assimilation''. However, the latter term has not always been used with this meaning (e.g., Shapley & Reid, 1985) ; accordingly we avoid it here.
Contrast attraction effects (among other factors) have led Gilchrist et al. (1999) to dismiss lateral inhibition as the fundamental process underlying brightness perception. On the other hand, the success of Blakeslee and McCourt's, 1999a , 1999b , 2001 ODOG model at predicting a wide variety of brightness illusions suggests that this dismissal may be premature.
Contrast induction in random, heterogeneous displays
The displays used to study contrast induction and related brightness effects are typically highly structured, with little or no trial to trial variation in stimulus geometry. It is difficult to assess the generality of the results obtained using such images. Thus it is not surprising that there has been some interest in characterizing induction effects with random, heterogeneous surrounds. Generally, the results of these studies have been consistent with an additive lateral inhibitory model (De Bonet & Zaidi, 1997; Zaidi, Yoshimi, Flanigan, & Canova, 1992; Zaidi & Zipser, 1993) . Spehar, De Bonet, and Zaidi (1996) have argued that ''if local and spatially extended adaptation mechanisms are incorporated into a general model, brightness induction can be characterized as a linear summation of the induced [lateral inhibitory] effects of elements of complex surrounds' ' (p. 1904--parentheses added) . It should be noted, though, that while the stimuli used in these studies are diverse, all use inducing surrounds comprising only two contrast values at any one time.
Our displays differ crucially from those used in previous studies in including four (rather than only two) contrast values in the surround. Our approach is also atypical for the field in that we give correctness feedback after every trial. As we shall demonstrate, these innovations enable us to observe both repulsive and attractive contrast induction effects, depending on inducer contrast. Specifically, we find (in 800 ms displays) that high contrast inducing elements repel judged target contrast, whereas lower contrast inducing elements attract judged target contrast.
Methods

Observers
The two authors, DB and CC, and two na€ ıve observers, CD and GS, participated in this experiment. Observers, CC, CD, and GS had corrected-to-normal vision, while DB had normal vision.
Apparatus
Trials were run on a 100 MHz, Apple PowerMac 7500, with a 17 in. Apple 1705 monitor. Stimuli were generated using Matlab 5.1 with the Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997) .
Monitor calibration
The luminances assigned to the monitor screen on any trial (background and grid of 25 squares) had a space averaged luminance which differed by less than 1% from a uniform screen equal in luminance to the background. Under such conditions, both a by-eye method (checkerboard fusion) and photometric measurements indicated that the monitor was properly calibrated.
Stimuli
The luminance of the background, and of the entire screen (except for a small central cue spot) during intertrial intervals was 59.5 cd/m 2 . The observer initiated a trial with a mouse-click, and was immediately presented with the stimulus. The duration of the stimulus was experimentally varied as discussed below. The stimulus comprised a 5 · 5 grid of squares which subtended a total of 3 deg. of visual angle at the viewing distance of 80 cm. (Each square thus subtended 0.6°.) On each trial the observer's task was to judge whether the central square of the grid, the target, had a positive or negative contrast relative to the background, and the target (Weber) contrast could be 0.04 or )0.04. The 24 squares surrounding the target could be assigned (Weber) contrasts relative to the background of )0.98, )0.33, 0.33, or 0.98, and the distribution of these contrasts conformed to one of the nine histograms listed in Fig. 1B . The locations of the 24 contrasts stipulated by the histogram governing a given trial were randomized within the surround.
Following its presentation, the stimulus was immediately replaced by a post-stimulus mask, that covered the same region as the stimulus and persisted for 800 ms. The mask on a given trial was randomly chosen from among four precomputed images, each of which comprised a grid of 0.075°squares whose contrasts were jointly independent and equally likely to be )0.98 or 0.98. The observer pressed a key to indicate his judge-ment as to whether the target had positive or negative contrast relative to the background and was then given audible correctness feedback after each trial.
Stimulus presentation time
We used two display durations. In the ''brief'' condition the stimulus presentation time was adjusted to the shortest time that still enabled the observer to ''see'' the entire patch (60 ms for DB; 80 ms for CC, CD, and GS). In the ''long'' condition stimulus presentation time was 800 ms.
Experimental design
Display duration was kept fixed within experimental blocks. Two observers, CD and DB, ran all necessary trials in the ''long'' condition before running the ''brief'' condition, while for CC and GS this order was reversed. Observers ran two blocks in each condition. A block consisted of 20 trials in each of the {9 histogram} · {2 target contrast} ¼ 18 within-block conditions. These 360 trials were randomly sequenced. Two such blocks yielded a total of 720 trials for each display duration.
Each observer was first exposed to 60-120 practice trials to familiarize himself with the task.
The psychophysical method
The method used to analyze the data can be viewed as a hybrid of histogram contrast analysis (HCA) (Chubb, 1999; Chubb, Econopouly, & Landy, 1994) and the extraction of response classification images (Ahumada & Beard, 1998) . Like HCA, the current method enables one to measure the impact different contrasts exert on the observer's judgments. However, unlike HCA, the current method does not assume that the impact exerted by a given contrast is invariant with respect to location. Instead, we divide the stimulus into several regions and assume that the impact of each possible contrast is constant within a given region but possibly variable between regions. Thus, like the response classification image technique, the current method can measure the relative influence that different stimulus locations exert on the observer's judgments, but unlike this technique the current method does not assume that the impact exerted on the observer's judgments at a given location is a linear function of contrast.
Assumptions
It is assumed that on a given trial each square of the grid (including the target square) exerts an influence on the observer's judgment that depends both on the square's location and on the contrast that has been assigned to it. Specifically, the observer is assumed to judge the target contrast to be positive if the sum of these 25 influences plus a fixed bias term B plus noise is greater than 0. The noise degrading performance is assumed to be normally distributed with mean 0, standard deviation r, and jointly independent from trial to trial.
Model details
Recall that four contrasts can be placed in each of the 24 positions in the surround, and two contrasts can be placed in the target (position 25). The impact exerted on judged target contrast (JTC) by a given contrast c occurring at a given grid position j is denoted W j ðcÞ. Thus, for example, the impact on JTC of contrast )0.33 occurring at position 16 is denoted W 16 ðÀ0:33Þ. More generally, W 16 ðcÞ, c 2 fÀ0:98; À0:33; 0:33; 0:98g, is called the impact function for position 16. This function shows us the relative impacts exerted on the observer's judgments by each of the four different contrasts when Histograms used to determine, for a given trial, the number of contrasts of each type to be placed in the surrounding grid. On each trial, one of these 9 histograms determined the number of squares of each of the four contrasts that would be presented in the surround. The positions of the contrasts were then randomly assigned. The histogram used to generate the sample in (A) is marked with an ''*''. they occur at position 16. Similar impact functions are defined for all positions j, j < 25, in the surround. For position 25 (the target), the impact function is W 25 ðcÞ, c 2 fÀ0:04; 0:04g. This is illustrated in Fig. 2 .
It is convenient to express impacts and the bias term B in multiples of r (the standard deviation of the noise compromising performance). Under this convention, the model assumes that P ðtarget contrast judged positive on trial iÞ
where B is the bias term, c i;j is the contrast placed in position j on trial i, and U is the standard normal cumulative distribution function.
The interpretation of Eq. (1) is the following. On a given trial i, the probability that the observer judges target contrast to be positive (relative to the background) is equal to the probability that a standard normal random variable takes a value less than the sum of the fixed bias term B plus the impacts from all positions in the grid. If, on a given trial, a given contrast placed in a given position has a positive (negative) impact, then the observer is more (less) likely to judge the target contrast to be positive on that trial. If, for example, the 25 contrasts in the grid were placed so that the sum of the impacts and the bias term were 1.96, then for that configuration the observer will judge target contrast to be positive with probability 0.975.
The reader will note that the model of Eq. (1) seems to involve 99 free parameters, 4 for the impact function of each of the 24 non-target locations, 2 for the target location impact function, and one for the bias term. However, many of these seemingly free parameters are redundant. Note for example, that for any particular assignment of the parameters in Eq. (1), an equivalent model can be obtained by setting B to 0 and setting W 1 to W 1 þ B. We can, however, remove all such redundancies and thereby insure the uniqueness of a maximum likelihood fit of the model to a given set of data by requiring that all impact functions sum to zero: for j < 25, W j ðÀ0:98Þ þ W j ðÀ0:33Þ þ W j ð0:33Þ þ W j ð0:98Þ ¼ 0, and W 25 ðÀ0:04Þ þ W 25 ð0:04Þ ¼ 0.
Under this constraint, Eq. (1) actually embodies only 74 free parameters, three for the impact function of each of the 24 non-target locations, one for the impact function of the target location, and one for the bias term. However, the number of free parameters that must be fit can be further reduced by imposing additional constraints on the model of Eq. (1).
We use three nested simplifications of the model of Eq. (1) to analyze the data. The ''edge-corner-outer'' model assumes that each square in the surround is governed by one of only three impact functions, W edge , W corner , or W outer . Under this model, W edge defines the impact exerted on JTC by a contrast occurring in any of the four squares that share an edge with the target; W corner defines the impact exerted by a contrast occurring in any of the four squares diagonally adjacent to the target; and W outer defines the impact exerted by a contrast occurring in any of the remaining 16 outermost squares. This model has 11 free parameters: three for each of W edge , W corner , or W outer , one for W 25 (the impact function of the target), and one for B (the bias term). The ''edge-corner'' model is a restriction of the edgecorner-outer model which assumes that there is no impact from squares not touching the target ðW outer ðcÞ ¼ 0Þ, and thus it has eight free parameters. The ''edge'' model is a restriction of the edge-corner-outer model which assumes that only the four squares abutting the target exert any impact on observer judgments The complete impact functions for a few positions are shown, and the value highlighted in gray denotes the impact of that position when given this image. We assume that the sum of all 25 impacts and a bias term determines the observer's response for a given stimulus. (B) In this paper we focus on the edge-corner-outer model: contrasts placed in any of the four positions that form an edge with the target are assumed to be governed by the same impact function, W edge ; contrasts placed in the four positions touching but not sharing an edge with the target are assumed to be governed by the same impact function, W corner ; contrasts placed in any of the other 16 outermost positions in the surround are assumed to be governed by the same impact function, W outer .
ðW outer ðcÞ ¼ W corner ðcÞ ¼ 0Þ, and thus it has five free parameters (Fig. 3B) .
The mean absolute value of the impact function of a given region is used to measure the overall influence that each position within the region exerts on the observer's judgments. (Results are nearly identical if the norm of the impact function is used.) Thus such a measure can be used to compare the relative influences of the four regions in the edge-corner-outer model (the three regions of the surround and the target square).
Likelihood ratio tests were used to compare the fit of the fullest fitted model (edge-corner-outer) against the fit of the two nested models (edge and edge-corner). The validity of such tests is only guaranteed when the fullest model reflects the ''true'' state of affairs, and this may not hold in the current situation. Accordingly we use these tests only as a rough gauge of comparative goodness-of-fit. To obtain approximate 95% confidence intervals for a given set of impacts, the method of bootstrapping was used.
Limitations of the approach
Eq. (1) is a first-order linear model. A complete linear model would need to include a host of additional terms reflecting possible interactive influences on JTC between multiple components of the stimulus. Rather than building such interactions explicitly into our model, we first fit our simplifications of Eq. (1) and then (see Sections 5.2 and 5.4 ) examine our data for those interactions that seem most likely to influence JTC.
Results
For each observer in both the long and short presentations, the overall total percent correct averaged across all histogram conditions was between 71% and 79%, and the bias term, B, did not deviate much from zero in any of the three fitted models, except for observer GS whose bias was substantial. For example, in the edge-corner-outer model bias terms for CC, CD, DB, and GS were respectively 0.03, 0.15, )0.19, )0.27 in the brief presentation condition and )0.08, 0.03, )0.13, )0.42 in the long presentation condition. (These magnitudes reflect standard deviations of the noise compromising performance.)
The mean absolute values of the impact functions obtained in fits of the edge-corner-outer model were used to compare the relative influence of the four regions of the grid. All four observers showed a similar pattern (Fig. 3) . For each display duration, observers' judgments were dominated by the four squares abutting the target; these edge-sharing positions exerted 2.4-9 times the impact of adjacent corners, and 5.7-17 times the impact of positions in the outermost band of the surround.
For brief presentations, a comparison between the edge-corner-outer model and the edge model yielded pvalues for observers CD, CC, GS, and DB of 0.98, 0.07, 0.03, and 0.01, respectively, indicating that the fit for DB, GS, and possibly CC, was significantly better in the edge-corner-outer model. A comparison between the edge-corner model and the edge-corner-outer model, however, showed fits were not significantly better for the edge-corner-outer model (p > 0:11 for each observer). Thus only the squares abutting or diagonally adjacent to the target significantly influenced JTC.
For long presentations, a comparison between the edge-corner-outer model and the edge model yielded pvalues for observers CC, CD, GS, and DB of 0.40, 0.04, 0.02, and 0.00001, respectively. Thus the fit for DB, GS, and CD, was significantly better in the edge-cornerouter model. A comparison between the edge-corner Fig. 3 . The relative influence exerted on JTC by the four major regions (including the target) based on the edge-corner-outer model. The reflectance of each region (including the target) is scaled to reflect the mean absolute impact on JTC of contrasts presented in that region. Results are similar for all observers; the four squares abutting the target exert much more impact on observers' judgments than other regions of the surround. model and the edge-corner-outer model showed fits were not significantly better for CC, CD, and GS in the edge-corner-outer model (p > 0:25 for all three observers), but for DB the fit was significantly better ðp ¼ 0:001Þ. This indicates that for DB all regions of the grid had at least some effect on JTC, but for the other three observers only the squares abutting or diagonally adjacent to the target significantly influenced JTC.
Recall that the impact on JTC of a given contrast presented in a given position of the surround is measured in standard deviations of the noise compromising performance; the greater in magnitude this impact, the more the given contrast perturbed the observer's judgments. Not surprisingly, target contrasts had the greatest impact on observer judgments: in brief presentations they exerted impacts ranging from AE0.61 to AE0.85 standard deviations, while in long presentations they exerted impacts ranging from AE0.77 to AE0.96 standard deviations.
The impact functions obtained for the three surrounding regions defined by the edge-corner-outer model were similar for all observers. Figs. 4 and 5 show these impact functions for brief and long presentations respectively, along with the impact functions for the target. For each observer and display duration, the impact exerted by any contrast presented in either the diagonally adjacent ðW corner Þ or outermost squares ðW outer Þ was near zero.
For brief presentations, the impact functions W edge of all observers show a striking asymmetry between positive and negative contrasts. For all observers, abutting squares of contrast 0.98 exert strong negative impact on JTC (i.e., such squares strongly increase the probability that the target will be judged to be of negative contrast). Moreover, for all observers W edge ð0:33Þ > 0, yielding a dramatic difference between W edge ð0:33Þ and W edge ð0:98Þ. The pattern is very different, however, for abutting squares of negative contrast. For CD and DB, both W edge ðÀ0:33Þ and W edge ðÀ0:98Þ are near 0, while for CC and GS both W edge ð0:33Þ and W edge ðÀ0:98Þ are moderately positive. For all observers, however, the difference between W edge ðÀ0:33Þ and W edge ðÀ0:98Þ is small.
For long presentations, the impact functions W edge were similar in form for all observers and symmetric with respect to contrast polarity. When extreme contrasts abutted the target, they induced a repulsive effect: black squares (contrast )0.98) increased JTC, while white squares (contrast 0.98) decreased JTC. However, when lower contrasts abutted the target they induced an attractive effect: darker gray squares (contrast )0.33) decreased JTC, while lighter gray squares (contrast 0.33) increased JTC. Fig. 6 superimposes the W edge impact functions obtained with brief and with long presentations (error bars give bootstrapped 95% confidence intervals). Note that the impacts exerted on JTC by the two positive contrasts are largely invariant across brief and long presentations for all observers. This is not true, however, of the two negative contrasts, for which all observers show the following pattern: with brief presentations, W edge ðÀ0:98Þ % W edge ðÀ0:33Þ, whereas with long presen- tations, W edge ðÀ0:98Þ is substantially greater than W edge ðÀ0:33Þ.
Discussion
The problem of branching strategies
The current study investigates the mechanisms of contrast induction, but we believe these mechanisms undoubtedly play an important role in brightness (and lightness) perception. However, it is problematic to make this claim because our experiments differ from standard studies of brightness perception in using feedback. Whittle (1994b) explains the reason for the bias against feedback in brightness experiments as follows:
Subjects are asked to make perceptual judgments. They are not asked to make the best possible estimate of the relative physical luminances. If they were asked to do that, and given feedback, they would after some experience make conscious correction for their perceptual errors. . . (footnote p. 122-123).
Of course, one of the benefits of using feedback is that it does indeed enable the observer ''to make the best possible estimate of the relative physical luminances,'' thereby yielding performance that reflects the limits of the system used to make the judgments. Furthermore, feedback clarifies to the observer which measurements are being polled by the experimenter, reducing the importance of the observer's interpretation of the instructions. For example, it seems unlikely that all observers have the same definition of ''brightness''. However, the cost of using feedback is that it implicitly encourages the observer to use any available computational resource in performing the task, and the worry is that he/she will hit on some devious but effective strategy that has little to say about brightness perception.
But what strategies do we really want to count as ''devious'' and why? One might answer that any strategy that falsifies the model of Eq. (1) should be seen as ''devious.'' However, we anticipate that the computation of JTC may indeed be more complicated than the simple linear combination of Eq. (1), and that our results will not necessarily give us a direct, complete answer, but will rather require interpretation. Indeed, higher order interactions between grid components (interactions not captured in the model of Eq. (1)) are central to the theory we offer to explain our results (see Section 5.4). It is not, then, the mere failure of Eq. (1) to adequately describe a strategy for computing JTC that makes that strategy devious.
We take a broader view. As long as the observer uses the same, spontaneously computed visual statistic S to make his/her judgment of JTC from trial to trial, we are content to call his/her strategy non-devious, even if the computation of S embodies significant interactions not captured by Eq. (1). In this case, the impact functions we report are an incomplete description of S, but they nonetheless inform us about a unitary visual process--the process that spontaneously produces S in response to the stimulus. Moreover, the use of feedback insures that the statistic S is the optimal available predictor of target contrast. Such unitary visual processes may plausibly be viewed as bedrock components of vision.
If an observer is using a genuinely devious strategy that does not use the same spontaneously computed visual statistic from trial to trial, then we assume that the observer uses one or more stimulus features to classify the current stimulus in order to branch off to different class-specific response procedures. We thus call such strategies branching strategies. For example, in the current experiment, if the observer based his/her response on statistic A, produced by one visual subsystem, whenever square 13 is white and otherwise on statistic B, produced by a different visual subsystem, he/she would be using a branching strategy.
One obvious way to help to prevent such strategies is to employ an experimental design that in no way encourages branching strategies; that is, the design should be such that the use of a branching strategy will not increase the probability of a correct response. The use of such a design, however, does not guarantee that an observer does not use branching strategies, so it is important check the data for branching strategies. To rule out the possibility that the observer is using a given branching strategy is usually not difficult. (What is difficult is to be sure you have considered and ruled out all plausible branching strategies.) To rule out a given branching strategy, one first partitions the set of all stimuli into the separate classes prescribed by that branching strategy. Then one estimates impact functions separately for the data generated by the stimuli in each class. If the observer is actually using the candidate branching strategy, the impact functions derived for separate stimuli classes will show decisive differences reflecting the different computations used to produce responses for different classes. Otherwise, the separate impact functions will not differ significantly from each other or from the impact functions derived from the data as a whole.
Branching strategies that might be used to judge target contrast
We now consider several possible branching strategies that our observers might be using in the current experiment.
We speculated that the attractive effects exerted by low-contrast abutting squares might be due to a branching strategy in which stimuli were classified in terms of the edge contrasts formed between the target and low contrast ()0.33 and 0.33) abutting squares. Consider a trial in which one of the squares, s, abutting the target has contrast )0.33. If the negative contrast ()0.04) target is present, then it forms a low contrast edge with s (difference in contrasts is 0.29). On the other hand, if the lighter target (contrast 0.04) is presented, then it forms a significantly higher contrast edge with s (difference in contrasts is 0.37). Thus the presence in the stimulus of a low contrast edge formed between the target and a dark gray abutting square might serve as a cue that the target has negative contrast. Similarly, a low contrast edge formed between the target and a light gray (contrast 0.33) square could signal that the target has positive contrast. These cues might well enable an effective branching strategy.
If observers were employing such a branching strategy, then we would expect that when the negative contrast target was presented, the presence of dark gray (contrast )0.33) abutting squares would strongly increase the probability of a correct response. On these trials, as the correct response is ''negative'', dark gray abutting squares ought to exert a very strong, negative impact on JTC. For trials in which the positive contrast target was presented, dark gray squares would not form the lowest contrast edge with the target; under these circumstances, we might expect them to exert a modest repulsive impact--i.e., they might slightly increase JTC. Under a similar branching strategy, light gray (contrast 0.33) abutting squares could exert a large positive (attractive) impact on trials in which the lighter target was presented, but a modest negative (repulsive) impact on trials in which the darker target was presented.
To check whether observers were using one or both of these branching strategies we checked whether the impacts of abutting-square contrasts change significantly depending on whether the positive contrast or negative contrast target was presented. To this end, we fit a model that replaced the single impact function W edge with two impact functions, one impact function for trials when the positive contrast target was presented, and another impact function for trials when the negative contrast target was presented. Likelihood ratio tests indicated no significant difference between the fit of the two-impact function, target-edge interaction model and the edge model (p > 0:07 for each observer in each display duration). Moreover, a glance at Fig. 7 indicates the two impact functions are quite similar for each observer and condition, confirming that the impact exerted by an abutting square is not strongly dependent on target contrast. More importantly, the slight differences that emerge do not suggest that participants are using branching strategies based on target contrast. It should be noted that an overall difference in amplitude between the impact functions for the positive and negative contrast targets is not evidence for a branching strategy but rather reflects a difference in overall sensitivity to the two targets. The signature of a branching strategy is, rather, a difference in the pattern of relative sensitivities to different abutting contrasts. In fact, the strongest differences we see between curves are differences only in overall amplitude. For CC, for example, in the long presentation condition, the curve for the positive target is greater in overall amplitude than that for the negative target. (Similar remarks apply for GS in the long presentation condition.) This suggests only that CC may be generally more sensitive to effects of abutting squares when the target is of positive contrast; it does not suggest that CC is using a branching strategy.
Another possible explanation for the attraction exerted by low abutting contrasts in long presentations is that the impacts of abutting contrasts are due to substantial interactions between contrasts presented in the four abutting squares. One would expect such interactions to play an important role in determining performance if the observer were employing a branching strategy in which he was classifying the stimulus according to the context provided by the four abutting squares and using different statistics to make his judgments depending on this local context. For example, it might be that abutting squares of )0.33 contrast exert a negative (attractive) impact on JTC only on trials where no more than two of the four abutting squares contain that contrast, and that on trials when three or more squares contain contrasts of )0.33, this contrast exerts a positive (repulsive) impact on JTC. Since over 90% of trials that contain at least one contrast of )0.33 fall under the former condition, the average impact of an abutting square of contrast )0.33 would be attractive--exactly the result found in the present experiment for long presentations. Similar interaction effects could explain the attractive impact found for abutting squares of contrast 0.33.
To test this possibility we examined the outcomes of trials in which the target was abutted by three or more squares of the same contrast. Table 1 shows the proportion of trials in which target contrast was judged positive under these conditions. For simplicity, we pooled over all observers, but the responses for each observer showed a similar pattern. Note that the total percent of ''positive'' responses for both targets combined is exactly as predicted by W edge : (i) for both negative contrasts in brief presentations the percent of ''positive'' judgments was slightly above 50%, while in long presentations the percent of ''positive'' judgments for contrast )0.98 was much greater than for contrast )0.33. (ii) For positive contrast abutting squares the percent of ''positive'' responses changed little from brief to long presentations. (iii) In long presentations the percent of ''positive'' responses was substantially greater than 50% for contrast )0.98 and substantially less than 50% for contrast 0.98 (repulsion), while this percentage was substantially less than 50% for contrast )0.33 and substantially more than 50% for contrast 0.33 (attraction). Finally it should be noted that these trials represent fewer than 10% of the trials in which the given contrast occupied at least one abutting square; thus the results of these particular trials are far from influential in determining the form of the impact functions yielded by the entire data set. This suggests that the impacts of abutting contrasts are probably consistent across a wide variety of configurations, arguing against the possibility that the attraction exerted by low abutting contrasts in long presentations is due to a branching strategy. Table 1 also provides evidence that observers are not consciously adjusting their answers based on stimulus configuration. For example, consider trials in which at least three squares abutting the target were assigned contrast 0.98. All four observers were aware of brightness contrast effects that might incline them to judge target contrast ''positive'' very rarely on such trials. Thus we might expect the observers to adopt a branching strategy in which three white squares abutting the target would lead them to adjust their responses to Table 1 The proportion of ''positive'' responses when at least three abutting squares contained the same contrast Results are pooled from all four observers, but data from every observer showed a similar pattern. The value in parentheses next to the total percent correct is the proportion of ''positive'' responses when all four abutting squares contained the same contrast--a rare occurrence. These results show precisely the pattern predicted by W edge for the four observers: Not only do these results support the first-order linear model, they also indicate that observers were not being induced by feedback to adopt a branching strategy based on abutting square contrasts (see text).
make them closer to 50% ''positive''. However, this was not the case; for contrast 0.98 the percent of ''positive'' responses was substantially less than 50% for all targets and both display durations. We have checked the data for prime candidate branching strategies and found no evidence of them. Although it impossible to check for all such strategies, scrutiny of the data suggests that observers were not using branching strategies to judge target contrast. These considerations suggest that the impact functions in Figs. 4 and 5 reflect the computation of the single, spontaneously computed visual statistic that is optimal for judging target contrast in the current task.
Are JTC dynamics predicted by previous research?
The results of the present study indicate that contrasts placed in one of the four squares abutting the target exert much greater impact on JTC than contrasts placed in one of the four corner adjacent squares. Furthermore, with the exception of DB in the long presentation condition, contrasts placed in the outermost 16 squares of the grid exerted no significant impact on observers' judgments of target contrast. These results are in basic agreement with results found in brightness studies. Jameson and Hurvich (1964) found that continuity strongly increases induction effects. Zaidi et al. (1992) found that the magnitude of a region's induction effect is weighted by a negative exponential as a function of distance from the region to the test.
As discussed in Section 1.2, previous studies using random, non-figural displays suggest that contrasts abutting the target should repel JTC. In the current study, however, in the long (800 ms) presentation condition, only abutting squares of extreme contrast ()0.98 and 0.98) repelled JTC, whereas abutting squares of low contrast ()0.33 and 0.33) attracted JTC. We attempt to explain this result in Section 5.4.
Finally, the results of the present study indicate that the impacts on JTC exerted by positive contrasts changed little between brief and long presentations. For both display durations W edge ð0:98Þ was substantially less than W edge ð0:33Þ. However, the impacts on JTC exerted by negative contrasts changed substantially. For 80 ms presentations, W edge ðÀ0:98Þ % W edge ðÀ0:33Þ, with both of W edge ðÀ0:98Þ and W edge ðÀ0:33Þ near 0 (for two observers) or slightly positive (for two observers). By contrast, at 800 ms W edge ðÀ0:98Þ was substantially greater than W edge ðÀ0:33Þ. To our knowledge, such a polarity-specific asymmetry in the time course of induction has not been previously observed. Paradiso and Nakayama (1991) studied how the brightness of an enclosed region ''fills in'' over time, but they used the same, homogeneous surround on every trial. Moreover, recent computational models Cohen & Grossberg, 1985; Grossberg & Todorovic, 1988; Kingdom & Moulden, 1992) are temporally invariant with respect to relative polarity of the inducer and target.
Accounting for the impact functions obtained with long presentations
Many studies confirm that a medium contrast texture patch surrounded by low contrast texture appears to have a higher contrast than an identical patch surrounded by high contrast texture (Cannon & Fullenkamp, 1996; Chubb, Sperling, & Solomon, 1989; Olzak & Laurinen, 1999; Singer & D'Zmura, 1994 Solomon, Sperling, & Chubb, 1993; Spehar, Arend, & Gilchrist, 1995) . Chubb et al. (1989) showed that this contrast contrast effect was spatial frequency bandspecific: if the surrounding noise was filtered into a different spatial frequency band than the noise in the target patch, the effect was greatly diminished. To account for these findings, Chubb and colleagues proposed that the responses of band-tuned cortical neurons (e.g., simple cells) are subject to lateral inhibition from similarly tuned neurons, with the degree of inhibition exerted by a neuron (on neurons with nearby receptive fields) an increasing function of the rectified response of that neuron.
A related model can explain the shape of the impact function W edge obtained in long presentations. Suppose, as suggested by the brightness model of Grossberg and Todorovic (1988) , that JTC were the result of a process in which (1) edge-selective linear neurons estimate the contrast difference between surround and target, and (2) the mean of the contrast difference, gauged around the boundary, is filled in throughout the target region. If we ignore the influences on JTC of non-abutting squares and assume the observer's responses are unbiased, then under this model JTC gets judged positive on trial i just if the sum of the contrast differences formed between the target and the four squares abutting the target (squares 8, 12, 13, and 17), plus noise, is positive; i.e., just if d i;8 þd i;12 þd i;13 þd i;17 > 0; ð2Þ whered i;j is a random variable with expectation c i;25 À c i;j , j ¼ 8; 12; 13; 17. It is instructive to see how this model fails to fit the current results. Eq. (2) predicts that the impact functions W edge and W 25 (the target impact function) should be as shown in Fig. 8a (assuming that the standard deviation of the left-hand side of Eq. (2) is 1.0). Note first that the predicted target impact function W 25 is much too small in comparison to the predicted W edge , and second that the predicted impact function W edge shows no attractive effects for contrasts )0.33 and 0.33 as seen in the data for long presentations (Fig. 5) .
A natural way of correcting the mismatch in scale between W edge and W 25 is to increase the observer's rel-ative sensitivity to c i;25 by adding a context-free estimate of c i;25 to the observer's decision statistic. Under this revised model, the observer judges the target to be of positive contrast on trial i just if (3)? There are several possibilities. It is conceivable that the observer may be able to obtain a relatively context-free measure of c i;25 by comparing target contrast directly to the background (with respect to which c i;25 is physically defined). An alternative possibility, more in accord with the impressions of our observers, is that (instead of comparing target contrast to the background) the observer compares target contrast on trial i to an internal, remembered standard of mean target contrast, formed across prior trials. In any case, the term Aĉ i;25 reflects the contribution to the observer's judgment of some process whose estimate of c i;25 is largely immune to local context.
The more important question is, how can the model of Eq. (3) be modified to show the attractive effects evident in Fig. 5 ? We propose that in richly articulated scenes of the sort used in the current study, JTC is determined by a process that combines context-free and context-dependent estimates of c i;25 , both of which are somewhat noisy. The context-free estimateĉ i;25 is derived by directly comparing target contrast with some standard of 0-contrast (perhaps with the background or with a remembered estimate of mean target contrast). The context-sensitive estimate of c i;25 is derived by estimating c i;j for each of the four squares j ¼ 8; 12; 13; 17, abutting the target, and adding to each of these estimates a corresponding estimate of the difference in contrast between square j and the target. Letĉ i;j be the estimate of c i;j extracted on trial i, for j ¼ 8; 12; 13; 17, and letd i;j be the estimate of the (signed) edge-contrast from c i;j to c i;25 . Under this model, the observer judges target contrast positive on trial i just if 
where A controls the impact exerted by the context-free estimate relative to that exerted by the context-sensitive estimate. We shall assume that E½ĉ i;25 ¼ c i;25 and that E½ĉ i;j ¼ c i;j , j ¼ 8; 12; 13; 17. The crucial assumption suggested by the phenomenon of contrast contrast is that, in richly articulated stimuli, edge contrast is underestimated for edges whose contrast is lower than most other edges in the scene and overestimated for edges whose contrast is higher (as one might expect if the linear neurons used to gauge edge contrast were subject to lateral inhibition from similarly tuned neurons stimulated by other regions of the display). Let us suppose, in particular, that 
If we now set A ¼ 10, and assume that the standard deviation of the left-hand side of Eq. (4) is 0.4, we predict results shown in Fig. 8c , which are in qualitative agreement with the impact functions W edge and W 25 obtained using long presentations. . This context-sensitive estimate combines contributions from all four squares abutting the target. For each abutting square j ¼ 8; 12; 13; 17, it is assumed that the visual system generates an estimate of c i;25 by takingĉ i;j þd i;j , whereĉ i;j is an estimate of c i;j andd i;j is an estimate of the edge contrast between square j and the target. We assume that E½ĉ i;j ¼ c i;j . Crucially, however, we assume that E½d i;j deviates systematically from the true contrast difference in accordance with Eq. (5): edge-contrast estimatesd i;j are assumed to be amplified for edges whose contrasts are higher in absolute value than most of the edges in the stimulus field and attenuated for edges whose contrasts are lower in absolute value than most of the edges in the stimulus field.
The process described above leads to the following general prediction. For a given homogeneous region R and a bordering homogeneous region B: (1) when the absolute difference in contrast between B and R is small in comparison to the mean absolute edge contrast in the general neighborhood of R; B will exert an attractive effect on R; conversely, (2) when the absolute difference in contrast between B and R is large in comparison to the mean absolute edge contrast in the general neighborhood of R, B will exert a repulsive effect on R.
