We give a very simple proof of a strengthened version of Chernoff's Inequality. We derive the same conclusion from much weaker assumptions.
The theorem
Theorem. Let X 1 , . . . , X n be indicator random variables, 0 < β < 1 and 0 < k < βn. Then
In particular, if
If one makes the stronger assumption that Pr(∧ i∈S (X i = 1)) ≤ α |S| for every S ⊆ {1, . . . , n}, this reduces to Theorem 1.1 from [1] . Under the even more restrictive assumption that the X i are i.i.d., this reduces to the usual statement of Chernoff's Inequality.
is an increasing function of x and since w S ≥ 0, we have |T |≥βn
as claimed. For the second part of the theorem note that if we assume that Pr (∧ i∈S (X i = 1)) ≤ α k for every S of size k = β−α 1−α n then the above inequality becomes
where the last inequality follows from standard entropy estimates of binomials.
It is easy to see that inequality 1 is tight. It holds with equality iff Pr( X i = βn or X i < k) = 1.
