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Abstract
Maximally supersymmetric theories can be described by a single scalar super-
field in light-cone superspace. When they are also (super)conformally invari-
ant, they are uniquely specified by the form of the dynamical supersymmetry.
We present an explicit derivation of the light-cone superspace form of the
dynamical supersymmetry in the cases of ten- and four-dimensional super-
Yang-Mills, and the three-dimensional Bagger-Lambert-Gustavsson theory,
starting from the covariant formulation of these theories.
Keywords: Maximal supersymmetry, Light-cone superspace,
Supersymmetric gauge theory
1. Introduction
Most known maximally supersymmetric theories are descendants of d =
10 N = 1 super-Yang-Mills (SYM) theory [1, 2] and d = 11 N = 1 su-
pergravity [3]. The d = 4 N = 4 SYM [1] (with 16 supercharges) and
d = 4 N = 8 supergravity [4] (with 32 supercharges) are two best known
examples. However, there are maximally supersymmetric theories that do
not arise from the higher-dimensional parents, and the recently discovered
d = 3 N = 8 Bagger-Lambert-Gustavsson (BLG) theory [5, 6, 7] is one of
the “exceptional” cases. Nonetheless, all of these theories have something
to do with M-theory and all of them can be described in light-cone (LC)
superspace [8, 9, 10, 11, 12, 13, 14]. The LC superspace form of these theo-
ries is quite interesting in its own right (pointing to some hidden simplicity
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of maximally supersymmetric theories), and it is also a convenient starting
point for discussing quantum aspects of these theories [15, 16].
The d = 4 N = 4 SYM and d = 3 N = 8 BLG theory are not only max-
imally supersymmetric (with 16 supercharges), but also superconformally
invariant.1 The superconformal groups are, respectively, PSU(2, 2|4) and
OSp(2, 2|8) [19]. They have SU(4) and SO(8) as their R-symmetry groups,
respectively. In addition to 16 regular supersymmetries there are also 16
conformal supersymmetries. Although the two theories have very different
covariant descriptions, they are quite similar in the LC superspace descrip-
tion. In particular, they are described by the same scalar superfield φa (a
is the gauge index) with 8 + 8 degrees of freedom [8, 13]. Interactions are
governed by structure constants f bca and f
bcd
a, respectively.
In LC superspace, 16 regular supersymmetries split into 4 + 4 kinemati-
cal supersymmetries (qm and qm) and 4+4 dynamical supersymmetries (Q
m
and Qm). (Here m is the fundamental SU(4) index.) The distinction is
simple: dynamical generators receive corrections from the interaction (they
are f -dependent), while kinematical ones do not (they are f -independent)
[20]. A theory is fully specified when all dynamical generators (the Hamil-
tonian shift P−, the Lorentz boost J −, the dynamical conformal generator
K−, dynamical supersymmetry generators Qm and dynamical conformal su-
persymmetry generators Sm) are given [21]. However, the superconformal
groups are simple [19] and this implies that once the dynamical supersym-
metry generator Qm is known, other dynamical generators can be found by
repeated commutation. The purpose of this paper is to show how one can
derive the form of the dynamical supersymmetry in LC superspace from the
covariant formulation of the theory.
The paper is organized as follows. In Section 2, we give a short review of
LC superspace. In Section 3, we formulate our algorithm for deriving the LC
superspace form of the dynamical supersymmetry transformation starting
with the covariant formulation of a maximally supersymmetric gauge theory.
In Section 4, we review the covariant formulation of the d = 10 N = 1 SYM
which yields the d = 4N = 4 SYM upon dimensional reduction. In Section 5,
through the application of our algorithm, we derive the form of the dynamical
supersymmetry in the SYM theories. Our result for the d = 4 SYM matches
1 There exists a mass deformation of the BLG theory that preserves all 16 supersym-
metries, but breaks conformal (super)symmetries [17, 18].
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the one in [11], whereas our result for the d = 10 SYM completes the one in
[9]. Then we go through the same steps for the d = 3 N = 8 BLG theory.
In Section 6, we review its covariant formulation, and in Section 7, we derive
the form of the dynamical supersymmetry in the BLG theory. The result
of our “top-down” derivation matches nicely with the result of the “bottom-
up” approach advocated in [14]. Some technical details and clarifications are
given in the appendices.
2. LC superspace
Light-cone (LC) superspace is the usual superspace that makes kinemati-
cal supersymmetries manifest. For maximally supersymmetric theories (with
16 supercharges), the number of kinematical supersymmetries is 8 and so we
need 8 Grassmann coordinates. These are conveniently chosen as four com-
plex coordinates θm and their complex conjugates (θm)∗ ≡ θm. (For more on
complex conjugation see Appendix A.) Kinematical supersymmetry gener-
ators are defined in the standard way [8] 2
qm = −∂m + i√
2
θm∂+, qm = +∂m − i√
2
θm∂
+ , (2.1)
where
∂m =
∂
∂θm
, ∂m =
∂
∂θm
, {∂m, θn} = δnm, {∂m, θn} = δmn
∂+ = −∂−, ∂− = ∂
∂x−
, x− =
1√
2
(x0 − x3), [∂+, x−] = −1 . (2.2)
Two kinematical supersymmetries anticommute into the translation along
x−
{qm, qn} = +i
√
2δmn ∂
+ . (2.3)
2 Every object with lower SU(4) indices (θm, qm, dm, χm, Cmn, etc.) is accompanied
with a bar in [8]. We keep this bar implicit, and show it explicitly only when the indices are
not shown. For example, ζq¯ = ζmqm. Note that the relation between the (barred) objects
with lower indices and the result of complex conjugation of the corresponding (non-barred)
objects with upper indices depends on the way one defines complex conjugation. With
the definition used in this paper (see Appendix A) one finds, for example, (qm)∗ = −qm.
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Superspace covariant derivatives (“chiral derivatives”) are defined as follows
dm = −∂m − i√
2
θm∂+, dm = +∂m +
i√
2
θm∂
+ . (2.4)
They anticommute with qm and qm, and the only nontrivial anticommutator
is
{dm, dn} = −i
√
2δmn ∂
+ . (2.5)
The central object in this LC superspace, for our purposes, is a scalar super-
field φ satisfying the usual chirality condition
dmφ = 0 , (2.6)
as well as the following reality condition (the “inside-out” constraint)
φ ≡ φ∗ = d[4]
2∂+2
φ, d[4] ≡ 1
4!
εijkldijkl , (2.7)
which can equivalently be stated as 3
dmnφ =
1
2
εmnpqd
pqφ . (2.8)
The superfield φ that satisfies the above two constraints has 8+ 8 degrees of
freedom which are given names through the following standard component
expansion [8]
φ(y) =
1
∂+
A(y) +
i√
2
θmnCmn(y) +
1
12
θmnpqεmnpq∂
+A(y)
+
i
∂+
θmχm(y) +
√
2
6
θmnpεmnpqχ
q(y) . (2.9)
Here “y” refers to the shifted x− coordinate, y− = x− − i√
2
θmθm, which in
the usual way defines the dependence of a chiral superfield on the conjugated
3 We use the notation dmn = dmdn, d
mnk = dmdndk, etc. These objects are antisym-
metric in the SU(4) indices because {dm, dn} = 0 and {dm, dn} = 0. Same applies to
θmnk = θmθnθk, etc., thanks to {θm, θn} = 0.
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superspace coordinates (θm). The reality (“inside-out”) constraint requires
that
(A)∗ = A, (χm)∗ = χm, (Cmn)∗ =
1
2
εmnpqCpq ≡ Cmn , (2.10)
so that there are 1 + 6 + 1 independent real bosonic components and 4 + 4
fermionic ones. The components can equivalently be defined via projection
with covariant derivatives. We find that
φ| =
1
∂+
A, dmφ| =
i
∂+
χm, dmnφ| = −i
√
2Cmn
dmnkφ| = −
√
2εmnklχ
l, dmnklφ| = 2εmnkl∂
+A , (2.11)
where the vertical bar indicates setting θm = θm = 0. Similarly,
φ| =
1
∂+
A, dmφ| = − i
∂+
χm, dmnφ| = −i
√
2Cmn
dmnkφ| =
√
2εmnklχl, d
mnklφ| = 2εmnkl∂+A . (2.12)
Note that φ satisfies the antichirality condition dmφ = 0. Kinematical super-
symmetries (q’s) lead to the following variation of φ 4
δζq¯φ = +ζ
mqmφ, δζ¯qφ = −ζmqmφ , (2.13)
where ζ ’s are (infinitesimal, anticommuting) supersymmetry parameters. The
component supersymmetry transformations can be deduced from (2.13) and
we find
δζq¯A = iζ
mχm, δζ¯qA = 0
δζq¯Cmn = −iεmnklζkχl, δζ¯qCmn = −i(ζmχn − ζnχm) . (2.14)
We will use these transformations to deduce the embedding of component
fields in the covariant formulation of a maximally supersymmetric gauge
theory into the LC superfield φa. We will also find how dynamical super-
symmetry transformations (Q’s) become realized on the superfield φa. This
realization will be nonlinear in the superfields [11, 20], with the nonlinear
part depending on the structure constants f . 5
4 We take (ζm)∗ = ζm which then requires the relative minus sign in (2.13); see
Appendix A for more details.
5 The f -independent part of a dynamical generator is linear in φa and as such is model-
independent (but it does depend on the dimension of spacetime).
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3. The algorithm
Starting from the (Lorentz-)covariant formulation of the d = 10 N = 1
SYM and the d = 3 N = 8 BLG theory, we will go through the following steps
to arrive at the form of the dynamical supersymmetry in LC superspace:
1) impose the LC gauge;
2) use equations of motion to solve for dependent field components;
3) find supersymmetry transformations of independent bosonic compo-
nents (taking into account compensating gauge transformations needed
to stay in the LC gauge);
4) match the kinematical part of the supersymmetry transformations onto
(2.14) to identify A, Cmn and χm;
5) use the dynamical part of the supersymmetry transformation of A to
guess the corresponding transformation of φ;
6) make consistency checks to verify the guess.
We will see that splitting supersymmetry transformations in the LC gauge
into the kinematical and dynamical parts is done quite easily. The lifting
of the component transformation of A to the superfield transformation of φ
(recall that A = ∂+φ|) is not unique, however, and one has to use additional
arguments to narrow down the possibilities and make consistency checks to
get at the final answer.
This algorithm requires only the knowledge of supersymmetry transfor-
mations and equations of motion in the covariant formulation. In particular,
we will never need to know the Lagrangian of the theory. This allows us
to stay with the structure constans f bca and f
bcd
a as they follow from the
algebra. (For the Lagrangian formulation one has to introduce, in addition, a
metric for the gauge indices.) The BLG theory was introduced in this fashion
in [7], and we will mimic their approach for the SYM case as well.
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4. The d = 10 N = 1 SYM
To derive the d = 10 N = 1 super-Yang-Mills (SYM) theory [1, 2] from
scratch, we will follow [7] and start with a Lie group that has generators T a
satisfying the following commutation relations 6
[T b, T c] = f bcaT
a, f bca = f
[bc]
a . (4.1)
A covariant object Xa (in the adjoint representation of the gauge group)
transforms under an infinitesimal gauge transformation with parameters ωa
as follows
δωXa = f
bc
aXbωc . (4.2)
In order to turn its spacetime derivative ∂MXa, (M = 0, . . . , 9), into a co-
variant object, with ωa being local (∂Mωa 6= 0), we need to introduce a gauge
field AMa that transforms as follows
δωAMa = ∂Mωa + f
bc
aAMbωc ≡ DMωa . (4.3)
The covariant derivative of Xa is then defined as
DMXa = ∂MXa + f
bc
aAMbXc . (4.4)
The commutator of two covariant derivatives defines the field-strength FMNa
[DM , DN ]Xa = f
bc
aFMNbXc
FMNa = ∂MANa − ∂NAMa + f bcaAMbANc , (4.5)
which also transforms covariantly. We note that in deriving this expression
for FMNa (as well as in the proof of covariance for both DMXa and FMNa)
one has to use the Jacobi identity for the structure constants
f [bcgf
d]g
a = 0 . (4.6)
In d = 10, the gauge field AM has 8 on-shell degrees of freedom, just
as a 32-component Majorana-Weyl spinor λ. The pair (AMa, λa) forms an
6 Indices inside the square brackets are antisymmetrized “with strength one.” E.g.
A[ab] = 12 (A
ab −Aba).
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(on-shell) supersymmetry multiplet with the following supersymmetry trans-
formations
δǫAMa = iǫΓMλa
δǫλa =
1
2
ΓMNǫFMNa , (4.7)
where ǫ is the supersymmetry parameter (also a 32-component Majorana-
Weyl spinor). Our conventions are such that (I32 is the 32× 32 unit matrix)
{ΓM ,ΓN} = 2ηMNI32, [ΓM ,ΓN ] = 2ΓMN , ηMN = (−+ · · ·+) , (4.8)
the bar stands for Majorana conjugation (C is the charge conjugation matrix)
ǫ ≡ ǫTC, CT = −C, CΓMC−1 = −(ΓM)T , (4.9)
while the Majorana and Weyl conditions are 7
ǫTC = ǫ†Γ0, λ
T
aC = λ
†
aΓ0
Γ∗ǫ = ǫ, Γ∗λa = λa; Γ∗ ≡ Γ0Γ1 . . .Γ9 . (4.10)
For the commutator of two supersymmetry transformations we then find (see
Appendix B for useful identities)
[δǫ1 , δǫ2]AMa = v
NFNMa
[δǫ1 , δǫ2]λa = v
NDNλa
+
{7
8
i(ǫ2Γ
Nǫ1)ΓN − i
16 · 5!(ǫ2Γ
KLPQRǫ1)ΓKLPQR
}
Ea(λ) , (4.11)
where we defined
vM ≡ −2i(ǫ2ΓMǫ1), Ea(λ) ≡ ΓMDMλa . (4.12)
Taking Ea(λ) = 0 to be the equation of motion for λa, we find that, on-shell,
[δǫ1 , δǫ2]AMa = v
N∂NAMa +DMωa, ωa ≡ −vNANa
[δǫ1 , δǫ2]λa = v
N∂NAMa + f
bc
aλbωc , (4.13)
7 The dagger † operation is the combination of transposition and complex conjugation,
ǫ† = (ǫ∗)T . We prefer not to call it “Hermitian conjugation” for reasons discussed in
Appendix A. Note also that we use the notation “Γ∗” instead of “Γ11”.
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so that the commutator of two supersymmetry transformations yields a trans-
lation and a gauge transformation (after the fermionic equation of motion
has been used). Equations of motion should close under supersymmetry, and
this allows us to derive the equation of motion for AMa from the one for λa
by supervariation. We find that
δǫEa(λ) = Γ
NǫENa(A), ENa(A) ≡ DMFMNa + i
2
f bcaλbΓNλc , (4.14)
so that ENa(A) = 0 is the bosonic equation of motion. This fully defines the
d = 10 N = 1 SYM theory (and then d = 4 N = 4 SYM by dimensional
reduction [1, 2]), and we now have all we need to apply the algorithm of
Section 3.
5. Dynamical supersymmetry in d = 10 N = 1 SYM
In this section, we will apply the algorithm of Section 3 to d = 10 N = 1
SYM, arriving at the superfield form for dynamical supersymmetry transfor-
mations. The result for SYM theories in d < 10 (and d = 4 N = 4 SYM in
particular) will then straightforwardly follow by dimensional reduction.
5.1. LC coordinates and LC gauge
First, we introduce LC coordinates by defining [8]
x± =
1√
2
(x0 ± x3) . (5.1)
Accordingly, we interpret the 10-dimensional vector index M = 0, 1, . . . , 9 as
having “+” and “−” as two of its entries: M = (+,−, I). The 8-dimensional
index I is further split as follows
I = (s, I ′), s = 1, 2, I ′ = Î + 3, Î = 1, 2, 3, 4, 5, 6 . (5.2)
Starting with (4.8), we find that the metric tensor becomes off-diagonal with
η+− = η−+ = −1, η++ = η−− = 0, ηIJ = δIJ , (5.3)
and that the gamma matrix algebra becomes
Γ+Γ− + Γ−Γ+ = −2I32, Γ+Γ+ = Γ−Γ− = 0, {ΓI ,ΓJ} = 2δIJI32 . (5.4)
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We define the following projectors [8]
P+ = −1
2
Γ+Γ− = −1
2
Γ−Γ+, P− = −1
2
Γ−Γ+ = −1
2
Γ+Γ− , (5.5)
which satisfy all the required properties
P+ + P− = I32, P±P± = P±, P±P∓ = 0 . (5.6)
We use them to (uniquely) decompose every 32-component spinor as follows
ǫ = ǫ+ + ǫ−, ǫ± ≡ P±ǫ . (5.7)
For the Majorana-conjugated spinor, we then find
ǫ = ǫ+ + ǫ−, ǫ± ≡ (ǫ±)TC = ǫP∓ . (5.8)
After these preparations, we choose our LC gauge as follows 8
LC gauge: A−a = 0 . (5.9)
Noting that A− = −A+ and ∂− = −∂+, we then find that
A+a = 0, FM−a = ∂
+AMa . (5.10)
5.2. Dependent field components
Let us now use the equations of motion
Ea(λ) ≡ ΓMDMλa = 0
ENa(A) ≡ DMFMNa + i
2
f bcaλbΓNλc = 0 (5.11)
to solve for field components that become dependent in the LC gauge. To do
so, we separate the parts of the equations which do not involve the dynamical
“time derivative” ∂−, and then use the freedom of inverting the nondynamical
derivative ∂+. Hitting Ea(λ) with Γ− and using that Γ−Γ− = 0 and Γ−Γ+ =
−2P− yields
− 2D+λa− + Γ−ΓIDIλa+ = 0 . (5.12)
8 Note that the LC gauge does not fix the gauge redundancy uniquely. The residual
gauge transformations are those with parameter ωa satisfying ∂
+ωa = 0.
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In the LC gauge, D+ = ∂+ and we can easily “solve” this equation to find
that 9
λa− =
1
2∂+
(Γ−ΓIDIλa+), DIλa+ = ∂Iλa+ + f bcaAIbλc+ . (5.13)
Turning to the bosonic equation of motion, we choose N =“−” in ENa(A),
which gives
∂+F+−a +DIFI−a +
i
2
f bcaλbΓ−λc = 0 . (5.14)
Using that F+−a = ∂+A+a then yields
A+a = − 1
∂+2
(DIFI−a +
i
2
f bcaλbΓ−λc) . (5.15)
In the following, only the solution for λa− will be used. It is also essential
that AIa are all independent components.
5.3. Modified supersymmetry transformations
For supersymmetry transformations to be compatible with the LC gauge,
we have to modify them by combining with appropriate compensating gauge
transformations. We therefore define
δ′ǫAMa = iǫΓMλ+DMωa
δ′ǫλa =
1
2
ΓMNǫFMNa + f
bc
aλbωc . (5.16)
Compatibility with the LC gauge (5.9) then requires
δ′ǫA−a = iǫΓ−λa + ∂−ωa = 0 . (5.17)
Using that ∂− = −∂+, P+Γ− = 0 and Γ−P− = 0, we find
ωa =
i
∂+
(ǫ+Γ−λa+) . (5.18)
9 We have ∂+ = − ∂
∂x−
and therefore 1
∂+
= − ∫ dx−.
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The (modified) supersymmetry transformations for the independent bosonic
fields then are
δ′ǫAIa = iǫ−ΓIλa+ + iǫ+ΓIλa− +DIωa , (5.19)
where we should use (5.13) and (5.18) to replace λa− and ωa. Noting that
DIωa = ∂Iωa + f
bc
aAIbωc =
1
∂+
DI(∂
+ωa) + f
bc
a
1
∂+
(∂+AIb · ωc) , (5.20)
and separating ǫ+ from ǫ− transformations, we find
δ′ǫ−AIa = iǫ−ΓIλa+ (5.21)
and
δ′ǫ+AIa =
i
2∂+
(ǫ+ΓIΓ−ΓJDJλa+) +
i
∂+
(ǫ+Γ−DIλa+)
+ f bca
1
∂+
(∂+AIb · ωc) . (5.22)
Using that ΓIΓ− = −Γ−ΓI and −ΓIΓJ = ΓJΓI − 2δJI I32, this simplifies to
δ′ǫ+AIa =
i
2∂+
(ǫ+Γ−ΓJDJΓIλa+) + f bca
1
∂+
(∂+AIb · ωc) . (5.23)
We observe that ǫ+ transformations involve both 1/∂
+ and f bca, whereas
ǫ− transformations involve neither 1/∂+ nor f bca. We conclude, therefore,
that ǫ− transformations correspond to kinematical supersymmetry, whereas
ǫ+ transformations are dynamical supersymmetry transformations.
5.4. Identifying superfield components
We found that, in the LC gauge (5.9), the independent fields in the d = 10
N = 1 gauge multiplet (AMa, λa) are given by (AIa, λa+). These independent
fields must be in one-to-one correspondence with the components of the LC
superfield φa as given in (2.9). In order to identify superfield components, we
need to find a map between (AIa, λa+) and (A,Cmn, χm)a that brings kine-
matical supersymmetry transformations (5.21) to the form of (2.14). This
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task is facilitated by choosing a convenient representation for gamma matri-
ces, and in this choice we will follow closely [8] (modulo adjusting their repre-
sentation to our conventions). We take (see Appendix C and Appendix D
for the explicit form of γ’s and Σ’s)
Γ0 = iγ0 ⊗ I8, Γ3 = iγ3 ⊗ I8; Γ1 = iγ1 ⊗ I8, Γ2 = iγ2 ⊗ I8 , (5.24)
and (note that I = 1, 2, I ′; I ′ = Î + 3; Î = 1, 2, 3, 4, 5, 6; m = 1, 2, 3, 4)
ΓI
′
= iγ5 ⊗ Γ̂I′−3, Γ̂Î =
(
0 ΣÎmn
ΣÎmn 0
)
; I8 =
(
δmn 0
0 δnm
)
. (5.25)
In addition, we have
Γ⋆ ≡ Γ0Γ1 . . .Γ9 = γ5 ⊗
(
I4 0
0 −I4
)
, C = iC4 ⊗
(
0 I4
I4 0
)
, (5.26)
and the projectors (5.5) become
P± = p± ⊗ I8; p+ = 1
2
γ−γ+, p− =
1
2
γ+γ−; γ± =
1√
2
(γ0 ± γ3) . (5.27)
We will write the 32-component spinors in accordance with the “⊗” structure
of the gamma matrices,
ǫ− =
(
ǫm−
ǫm−
)
, ǫ+ =
(
ǫm+
ǫm+
)
, λa+ =
(
λma+
λma+
)
, (5.28)
where
ǫm− = p−ǫ
m
− , ǫ
m
+ = p+ǫ
m
+ , λ
m
a+ = p+λ
m
a+
ǫm− = p−ǫm−, ǫm+ = p+ǫm+, λma+ = p+λma+ (5.29)
are 4-component spinors which (implicitly) carry indices on which γ’s can
act. The Majorana and Weyl conditions (4.10) reduce to
(ǫm− )
∗ = B4ǫm−, (ǫm+ )
∗ = B4ǫm+, (λma+)
∗ = B4λma+
(ǫm−)∗ = B4ǫm− , (ǫm+)
∗ = B4ǫm+ , (λma+)
∗ = B4λma+
γ5ǫ
m
− = ǫ
m
− ; γ5ǫ
m
+ = ǫ
m
+ ; γ5λ
m
a+ = λ
m
a+
γ5ǫm− = −ǫm−, γ5ǫm+ = −ǫm+, γ5λma+ = −λma+ , (5.30)
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where B4 = C4γ0. It helps to write the 4 × 4 matrices entering (5.29) and
(5.30) explicitly:
γ5 =


−
−
+
+

 , B4 =


−
+
+
−


p+ =


0
+
+
0

 , p− =


+
0
0
+

 . (5.31)
It is then easy to see that only one component in each 4-component spinor
is nonzero. We will give names to these components by writing
ǫm− =


0
0
0
αm

 , ǫm− =


−αm
0
0
0

 ; ǫm+ =


0
0
βm
0

 , ǫm+ =


0
βm
0
0

 (5.32)
and
λma+ =


0
0
χma
0

 , λma+ =


0
χma
0
0

 . (5.33)
The Majorana condition is satisfied with (αm)∗ = αm, (βm)∗ = βm and
(χma )
∗ = χma. Majorana conjugation acts as follows
ǫ ≡ ǫTC = i(ǫm, ǫm), ǫm ≡ (ǫm)TC4, ǫm ≡ (ǫm)TC4 , (5.34)
and, with our choice of the d = 4 charge conjugation matrix,
C4 =


0 +
− 0
0 −
+ 0

 , (5.35)
we find that
ǫm− = (0, 0,+α
m, 0), ǫm+ = (0, 0, 0,−βm)
ǫm− = (0,−αm, 0, 0), ǫm+ = (−βm, 0, 0, 0) . (5.36)
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Now we are ready to go back to the kinematical supersymmetry transforma-
tions (5.21). Defining
Aa ≡ 1√
2
(A1a + iA2a), Aa ≡ 1√
2
(A1a − iA2a) (5.37)
and the corresponding gamma matrices
γ ≡ 1√
2
(γ1 + iγ2) =
√
2


+
0
−
0


γ ≡ 1√
2
(γ1 − iγ2) =
√
2


0
+
0
−

 , (5.38)
we find that (5.21) implies
δ′ǫ−Aa = −i(ǫm−γλma+ + ǫm−γλma+) = i
√
2αmχma
δ′ǫ−Aa = −i(ǫm−γλma+ + ǫm−γλma+) = i
√
2αmχ
m
a . (5.39)
On another hand, from (5.21) we also deduce that
δ′ǫ−A(Î+3)a = −i(ΣÎmnǫm−γ5λna+ + ΣÎmnǫm−γ5λna+)
= −i(ΣÎmnαmχn + ΣÎmnαmχn) . (5.40)
Defining
Cmna ≡ 1√
2
ΣÎmnA(Î+3)a, C
mn
a ≡
1√
2
ΣÎmnA(Î+3)a (5.41)
and using the following contraction properties of Σ’s (see Appendix C)
ΣÎmnΣ
Îkl = 2(δkmδ
l
n − δlmδkn), ΣÎmnΣÎkl = 2εmnkl , (5.42)
we find that
δ′ǫ−Cmna = −i
√
2(αmχn − αnχm + εmnklαkχl)
δ′ǫ−C
mn
a = −i
√
2(αmχn − αnχm + εmnklαkχl) . (5.43)
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Setting
√
2αm = ζm (then
√
2αm = ζm) and comparing (5.39) and (5.43) with
(2.14), we see that the definitions of Aa, Cmna and χma in (5.37), (5.41) and
(5.33), respectively, provide the required embedding of the independent field
components into the superfield φa. We note also that the following property
of Σ’s
(ΣÎmn)
∗ = ΣÎmn =
1
2
εmnklΣÎkl (5.44)
implies the corresponding property of C’s.
5.5. Dynamical supersymmetry transformation of Aa
Now we turn to the dynamical supersymmetry transformation of AIa in
(5.23) and concentrate on its part corresponding to Aa defined in (5.37):
δ′ǫ+Aa =
i
2∂+
(ǫ+Γ−ΓIDIΓλa+) + f bca
1
∂+
(∂+Ab · ωc) , (5.45)
where ωa is given in (5.18), Γ = iγ ⊗ I8, and
Γ− = iγ− ⊗ I8, γ− = 1√
2
(γ0 − γ3) =
√
2


− 0
0 0
0 0
0 −

 . (5.46)
Splitting the SO(8) index I into s = 1, 2 and I ′ = Î + 3, we have
ΓIDI = Γ
sDs + Γ
I′DI′, Dsλa = ∂sλa + f
bc
aAsbλc
DI′λa = ∂I′λa + f
bc
aAI′bλc . (5.47)
Noting that
ΓsDs = iγ
sDs ⊗ I8, γsDs =
√
2


D
D
−D
−D

 , (5.48)
where we defined
D =
1√
2
(D1 + iD2), D =
1√
2
(D1 − iD2) , (5.49)
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we easily calculate the required ingredients
ǫ+Γ−ΓsDsΓλa+ = ǫm+γ−γsDsγλm+a + ǫ
m
+γ−γ
sDsγλma+
= −2
√
2βmDχma
ǫ+Γ−ΓÎ+3Γλa+ = ΣÎmnǫm+γ−γ5γλna+ + ΣÎmnǫ
m
+γ−γ5γλ
n
a+
= −2ΣÎmnβmχna . (5.50)
Note that γλma+ = 0, as follows from (5.33) and (5.38). For ωa in (5.18) we
find
ωa =
i
∂+
(ǫ+Γ−λa+) = − i
∂+
(ǫm+γ−λma+ + ǫ
m
+γ−λma+)
= −i
√
2
∂+
(βmχ
m
a + β
mχma) . (5.51)
Combining the ingredients, we obtain
δ′ǫ+Aa =
i
2∂+
(−2
√
2βmDχma − 2ΣÎmnβmDÎ+3χna)
− i
√
2f bca
1
∂+
(
∂+Ab · 1
∂+
(βmχ
m
c + β
mχmc)
)
. (5.52)
Defining now
∂ ≡ 1√
2
(∂1 + i∂2), ∂ ≡ 1√
2
(∂1 − i∂2) (5.53)
and
∂mn ≡ 1√
2
ΣÎmn∂Î+3, ∂
mn ≡ 1√
2
ΣÎmn∂Î+3 , (5.54)
which yields an SU(4) representation for the transverse SO(8) derivative ∂I ,
and using the definitions (5.37) and (5.41) (which similarly represent AIa in
terms of Aa and Cmna), we find
δ′ǫ+Aa = −i
√
2βm
1
∂+
(Dχma + f
bc
a∂
+Ab · 1
∂+
χmc)
−i
√
2βm
1
∂+
(
Dmnχna + f
bc
a∂
+Ab · 1
∂+
χmc
)
, (5.55)
where
Dχma = ∂χma + f
bc
aAbχmc, D
mnχka = ∂
mnχka + f
bc
aC
mn
b χkc . (5.56)
This is the result we were aiming at. Now the task is to lift this transforma-
tion to that of the LC superfield φa.
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5.6. Dynamical supersymmetry for the LC superfield
The result (5.55) for the dynamical supersymmetry transformation of Aa
can be equivalently stated as
δξQAa = iξ
m 1
∂+
(
∂χma + f
bc
a∂
+(Ab
1
∂+
χmc)
)
δξQAa = iξm
1
∂+
(
∂mnχna + f
bc
a(C
mn
b χnc + ∂
+Ab · 1
∂+
χmc )
)
, (5.57)
where we rescaled the parameter by defining ξm = −√2βm.
Using the relations (2.11) and (2.12), we write the O(f 0) part of the
transformations as follows
δ
(0)
ξQ
φa| = ξ
mdm
∂
∂+
φa|, δ
(0)
ξQ
φa| = ξmdn
∂mn
∂+
φa| . (5.58)
As the variation of a chiral superfield must itself be chiral, we guess that 10
δ
(0)
ξQ
φa = ξ
m 1
∂+
(qm∂ + a0q
n∂mn)φa , (5.59)
where a0 is a constant to be fixed. (Note that q
mφa| = dmφa| = 0.) Complex
conjugating this expression (see Appendix A) and using the “inside-out”
constraint (2.7), we find
δ
(0)
ξQ
φa = −ξm 1
∂+
(qm∂ + a∗0qn∂
mn)φa . (5.60)
The O(f 0) part of (5.57) is then reproduced provided we take a0 = −1. Using
that
[qm, q
nk] = {qm, qn}qk − qn{qm, qk} = i
√
2∂+(δnmq
k − δkmqn) , (5.61)
10 As dmφ| = qmφ|, there is ambiguity in lifting the projected transformation to the full
superfield transformation. For the part of the transformation linear in φ, chirality requires
us to employ q’s and not d’s. For the nonlinear part, we will find that chirality can be
achieved using q’s or d’s. However, the two choices turn out to be identical ! This becomes
manifest when using the “coherent state operators” E’s (exponents in q/∂+ and d/∂+):
the transformations involve each E with the matching E−1, so that q’s can be replaced
by d’s and vice versa [14]. See also Section 7.7.
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as follows from (2.3), we find that (5.59) with a0 = −1 is the same as 11
δ
(0)
ξQ
φa = ξ
m 1
∂+
(
qm∂ +
i
2
√
2
[qm, q
nk]
∂nk
∂+
)
φa . (5.62)
The O(f 1) part of δξQAa in (5.57) gives
δ
(1)
ξQ
φa| = ξ
m 1
∂+
(∂+φb · dmφc)|f bca . (5.63)
Requiring δ
(1)
ξQ
φa to be chiral, d
mδ
(1)
ξQ
φa = 0, we are led to the following guess
δ
(1)
ξQ
φa = ξ
m 1
∂+
(∂+φb · qmφc)f bca . (5.64)
(Thanks to qm = dm − i
√
2θm∂
+ and [bc] antisymmetry of f bca, one can
equivalently replace qm with dm.) Next, we will verify (5.64) by showing that
it reproduces the O(f 1) part of δξQAa in (5.57).
5.7. Verifying the guess
Complex conjugation of the O(f 1) part of δξQAa in (5.57) gives
δ
(1)
ξQ
Aa = iξ
mf bca
1
∂+
(
Cmnbχ
n
c + ∂
+Ab · 1
∂+
χmc
)
. (5.65)
To confirm correctness of (5.64), we should reproduce this equation by pro-
jection using
δξQAa =
d[4]
2∂+
δξQφa|, d[4] ≡
1
4!
εijkldijkl , (5.66)
as follows from (2.11). First, we find that
d[4](qmφa)| =
1
4!
εijkldmijklφa| = 0 , (5.67)
11 Our equation (5.59) agrees with equation (3.18) in [9]. The form (5.62) is given to
draw an analogy with the statement in [9] that the lifting of d = 4 N = 4 results to d = 10
N = 1 is done by replacing ∂ with ∇ = ∂ + i
4
√
2∂+
dmn∂mn. Although this replacement
clearly does not work on the level of supersymmetry transformations, we have verified that
it does work for the O(f1) part of the Lagrangian, in agreement with equation (3.32) in
[9]. Further details will be presented elsewhere.
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as m = 1, 2, 3, 4 and so dmijkl necessarily includes two identical d’s. A longer
but straightforward calculation gives
f bcad[4](∂
+φb · qmφc)| = f bca 1
4!
εijkl
(
∂+dijklφb · dmφc + 4∂+dijkφb · dlmφc
+6∂+dijφb · dklmφc + 4∂+diφb · djklmφc
)
|
= 2if bca∂
+
(
∂+Ab · 1
∂+
χmc + Cmnbχ
n
c
)
. (5.68)
We then conclude that (5.64) does reproduce (5.65). Therefore, we have
shown that
δξQφa = ξ
m 1
∂+
(
∂qmφa − ∂mnqnφa + f bca(∂+φb · qmφc)
)
(5.69)
is the correct expression for the dynamical supersymmetry transformation in
the d = 10 N = 1 SYM. This completes the application of the algorithm of
Section 3.
5.8. A comment on residual gauge invariance
When we imposed the LC gauge (5.9), we noted that there is still residual
gauge invariance with ωa satisfying ∂
+ωa = 0.
12 The covariant derivatives
D and Dmn in (5.55) include the surviving components Aa and C
mn
a of the
gauge field AMa in a way consistent with this residual gauge symmetry. The
appearance of an explicit Aa, in general, would signal a breakdown of gauge
invariance, but in (5.55) we find it hit by ∂+, and ∂+Aa is gauge invariant
under transformations with ∂+ωa = 0. One of the two ∂
+Aa in (5.55) can be
absorbed into D using that
Dχma + f
bc
a∂
+Ab · 1
∂+
χmc = ∂χma + f
bc
a∂
+(Ab
1
∂+
χmc)
= ∂+D
1
∂+
χma , (5.70)
but the other ∂+Aa remains explicit.
One could expect that the (modified) supersymmetry transformations in
the LC gauge would close onto translations plus equations of motion plus
12 Our choice of the solution for A+a in (5.15) fixed the gauge freedom further by
imposing ∂−ωa = 0. See Section 7.8 for more details.
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residual gauge transformations. However, the latter do not arise in the alge-
bra. This can be explained by the fact that the constraint ∂+ωa = 0 makes
the residual gauge transformations “lower dimensional” and such transforma-
tions cannot possibly arise in the commutator of two supersymmetry trans-
formations. (Being “lower dimensional,” the residual gauge invariance also
does not affect the counting of on-shell degrees of freedom.)
5.9. SYM theories in d < 10
The d = 10 N = 1 SYM theory is the mother of all SYM theories in
dimensions d < 10 [1, 2]. Only one of these descendants can possibly be
conformally invariant, as the YM kinetic term, F 2, has (mass) dimension 4.
The d = 4 descendant is, indeed, (super)conformal: it is the d = 4 N = 4
SYM which is invariant under superconformal group PSU(2, 2|4) [19]. The
dimensional reduction is very simple in the (on-shell) LC superspace, as the
field content does not change (it is always described by the superfield φa).
All one has to do is to assume φa to be independent of a certain number
of coordinates (and set the corresponding transverse derivatives to zero). In
particular, the reduction to the d = 4N = 4 SYM follows from simply setting
∂mn = 0. From (5.69) we then deduce that
δξQφa = ξ
m 1
∂+
(
∂qmφa + f
bc
a(∂
+φb · qmφc)
)
, (5.71)
which reproduces the central result of [11] where the nonlinear realization of
the whole PSU(2, 2|4) was used to derive this transformation.
Note that the dimensional reduction down to d = 3 yields the d = 3
N = 8 SYM, and the dynamical supersymmetry there is still given by (5.71)
provided we set ∂ = ∂. This theory is not conformally invariant as one needs
to introduce a mass parameter to balance the dimension of the YM kinetic
term with the dimension of spacetime. As was noted by Schwarz in [22],
the (maximally supersymmetric) superconformal theory in d = 3 must be
of Chern-Simons type. This theory and its LC superfield formulation are
discussed in the following sections.
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6. The d = 3 N = 8 BLG theory
Maximally supersymmetric (with 16 supercharges) gauge theory in d =
3 was discovered by Bagger, Lambert and Gustavsson [5, 6, 7]. We will
introduce it here in a manner similar to that of Section 4, following closely
the presentation in [7]. We start with a 3-Lie algebra with generators T a
satisfying
[T b, T c, T d] = f bcdaT
a, f bcda = f
[bcd]
a . (6.1)
The triple bracket is totally antisymmetric (it generalizes the commutator in
the usual Lie algebra) which makes the structure constants f bcda totally anti-
symmetric in the three upper indices. With this 3-Lie algebra one associates
gauge transformations with parameters Λ˜ba such that a covariant object Xa
transforms as follows
δΛXa = XbΛ˜
b
a . (6.2)
In order to turn its spacetime derivative ∂µXa, µ = 0, 1, 2, into a covariant
object, with Λ˜ba being local (∂µΛ˜
b
a 6= 0), we introduce a gauge field A˜µba
that transforms as follows
δΛA˜µ
b
a = ∂µΛ˜
b
a − Λ˜bcA˜µca + A˜µbcΛ˜ca ≡ DµΛ˜ba . (6.3)
The covariant derivative is then defined as
DµXa = ∂µXa −XbA˜µba (6.4)
and the commutator of two covariant derivatives defines the field-strength
F˜µν
b
a,
[Dµ, Dν ]Xa = XbF˜µν
b
a, F˜µν
b
a = ∂νA˜µ
b
a + A˜ν
b
cA˜µ
c
a − (µ↔ ν) , (6.5)
which also transforms covariantly. 13
In d = 3, the gauge field Aµ can have either one on-shell degree of freedom
(if it comes with the Yang-Mills type kinetic term) or zero on-shell degrees of
13 Unlike the discussion of SYM in Section 4, we find that here one does not need any
Jacobi-like identity to prove that DµXa and F˜µν
b
a transform covariantly. We will explain
why this is the case in Appendix F.
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freedom (if it comes with the Chern-Simons type kinetic term). The BLG the-
ory exploits the second possibility. The bosonic degrees of freedom are now
carried by 8 scalars XIa , (I = 3, . . . , 10), which realize naturally the SO(8) R-
symmetry of the OSp(2, 2|8) supergroup. The matching 8 fermionic degrees
of freedom are carried by a 32-component Majorana spinor Ψa satisfying an
additional “Weyl-like” condition. The gauge field A˜µ
b
a, carrying no on-shell
degrees of freedom, however, is still required for the covariant formulation of
the theory. The supersymmetry transformations are [7]
δǫX
I
a = iǫΓ
IΨa
δǫΨa = Γ
µΓIǫDµX
I
a −
1
6
XIbX
J
c X
K
d f
bcd
aΓ
IJKǫ
δǫA˜µ
b
a = iǫΓµΓ
IXIcΨdf
cdb
a , (6.6)
where ǫ is the supersymmetry parameter. The 32×32 matrices (Γµ,ΓI), with
µ = 0, 1, 2 and I = 3, . . . , 10, form a representation of the d = 11 Clifford
algebra which in the split form is
{Γµ,Γν} = 2ηµνI32, {Γµ,ΓI} = 0, {ΓI ,ΓJ} = 2δIJI32 , (6.7)
with ηµν = (−++). The bar on the spinors denotes Majorana conjugation
ǫ ≡ ǫTC, CT = −C, CΓµC−1 = −(Γµ)T , CΓIC−1 = −(ΓI)T . (6.8)
Both ǫ and Ψa are 32-component spinors satisfying the Majorana condition
ǫTC = ǫ†Γ0, Ψ
T
aC = Ψ
†
aΓ0 . (6.9)
In addition, they satisfy a “Weyl-like” condition that we state as follows 14
Γ
△
ǫ = ǫ, Γ
△
Ψa = −Ψa; Γµνλ = εµνλΓ△ . (6.10)
(Note that, unlike the Weyl conditions (4.10) on ǫ and λa in the SYM case,
the “Weyl-like” conditions here are opposite for ǫ and Ψa.) We have now
all we need to analyze the closure of the supersymmetry transformations
14 Choosing Γ
△
= ±Γ012 = ∓Γ012 is equivalent to choosing ǫ012 = −ǫ012 = ±1. For this
section, we do not need to specify the choice.
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under commutation. After a long calculation, following [7], we find (see
Appendix B for useful identities)
[δǫ1 , δǫ2]X
I
a = v
µDµX
I
a +X
I
b Λ˜
b
a
[δǫ1 , δǫ2]Ψa = v
µDµΨa +ΨbΛ˜
b
a − 1
2
[
vµΓµ +
i
2
(ǫ2Γ
IJǫ1)ΓIJ
]
Ea(Ψ)
[δǫ1 , δǫ2]A˜µ
b
a = −vνF˜νµba +DµΛ˜ba + vνEνµ(A)ba
− i
3
(ǫ2ΓµΓ
IJKLǫ1)X
I
cX
J
eX
K
f X
L
g f
efg
df
cdb
a , (6.11)
where we defined
vµ ≡ −2i(ǫ2Γµǫ1), Λ˜ba ≡ −i(ǫ2ΓIJǫ1)XIcXJd f cdba (6.12)
and
Ea(Ψ) ≡ ΓµDµΨa + 1
2
ΓIJΨbX
I
cX
J
d f
bcd
a
Eµν(A)
b
a ≡ F˜µνba + εµνλ
(
XIcD
λXJd +
i
2
ΨcΓ
λΨd
)
f cdba . (6.13)
Taking Ea(Ψ) = 0 and Eµν(A)
b
a = 0 to be the equations of motion, and
imposing the following Jacobi-like constraint (the “Fundamental Identity”)
on the structure constants [7, 23]
f [efgdf
c]db
a = 0 , (6.14)
we conclude that the supersymmetry algebra does close (on-shell) into the
translation and gauge transformation
[δǫ1, δǫ2 ]X
I
a = v
ν∂νX
I
a +X
I
b (Λ˜
b
a − vνA˜νba)
[δǫ1 , δǫ2]Ψa = v
ν∂νΨa +Ψb(Λ˜
b
a − vνA˜νba)
[δǫ1, δǫ2 ]A˜µ
b
a = v
ν∂νA˜µ
b
a +Dµ(Λ˜
b
a − vνA˜νba) . (6.15)
To derive the required equation of motion for the scalars, we apply supersym-
metry variation to Ea(Ψ) and, after using the Fundamental Identity (6.14),
we find that
δǫEa(Ψ) = Γ
IǫEIa(X) +
1
2
ΓIΓµνǫXIbEµν(A)
b
a , (6.16)
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where we defined
EIa(X) ≡ DµDµXIa −
i
2
ΨcΓ
IJXJdΨbf
cdb
a
+
1
2
f bcdaf
fge
d(X
J
b X
J
f )(X
K
c X
K
g )X
I
e . (6.17)
This implies that EIa(X) = 0 is the third equation of motion, and the BLG
theory is now fully defined. 15
7. Dynamical supersymmetry in d = 3 N = 8 BLG theory
In this section, we will apply the algorithm of Section 3 to the BLG
theory described above. The analysis is quite similar to that in the SYM
case, but there are some important differences: 1) ǫ and Ψa have opposite
chiralities with respect to Γ
△
and 2) all three components of the gauge field
A˜µ
b
a become dependent in the LC gauge. Still, the independent components
will fit into the LC superfield φa and our algorithm will give its dynamical
supersymmetry variation.
7.1. LC coordinates and LC gauge
As we defined µ = 0, 1, 2, we have to modify the definition (5.1) of LC
coordinates. We take
x± =
1√
2
(x0 ± x1) . (7.1)
The indices µ = 0, 1, 2 and I = 3, 4, 5, 6, 7, 8, 9, 10 will be split as follows
µ = (+,−, 2), I = (s, I ′), s = 3, 4, I ′ = Î + 4 , (7.2)
with Î = 1, 2, 3, 4, 5, 6 as before. Accordingly, we will take the following
representation for gamma matrices
Γ0 = iγ0 ⊗ I8, Γ1 = iγ3 ⊗ I8; Γ3 = iγ1 ⊗ I8, Γ4 = iγ2 ⊗ I8 , (7.3)
15 We remind that in this paper we intentionally do not introduce the metric for gauge
indices which is needed for the Lagrangian formulation.
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and
Γ2 = −Γ∗, Γ∗ = γ5 ⊗
(
I4 0
0 −I4
)
ΓI
′
= iγ5 ⊗ Γ̂I′−4, Γ̂Î =
(
0 ΣÎmn
ΣÎmn 0
)
. (7.4)
Our projectors P± then remain the same as in Sections 5.1 and 5.4. We
will take ε012 = +1 so that Γ△ = Γ012 and the “Weyl-like” conditions (6.10)
become
Γ012ǫ = ǫ, Γ012Ψa = −Ψa . (7.5)
Noting that
P+ = −1
2
Γ−Γ+ = −1
4
(Γ0 − Γ1)(Γ0 + Γ1)
=
1
2
(I32 − Γ0Γ1) = 1
2
(I32 − ε012Γ2Γ△) , (7.6)
we find that ǫ012 = −1 implies
ǫ± ≡ P±ǫ = 1
2
(I32 ± Γ2)ǫ, Ψ±a ≡ P±Ψa = 1
2
(I32 ∓ Γ2)Ψa . (7.7)
With our choice Γ2 = −Γ∗, we then have
Γ∗ǫ− = +ǫ−, Γ∗Ψa+ = +Ψa+
Γ∗ǫ+ = −ǫ+, Γ∗Ψa− = −Ψa− . (7.8)
After these preparations, we finally state that our choice of the LC gauge
is 16
LC gauge: A˜−ba = 0 , (7.9)
which implies that
A˜+ba = 0, F˜µ−ba = −∂+A˜µba . (7.10)
16 As in the SYM case, there remains residual gauge invariance with Λ˜ba satisfying
∂+Λ˜ba = 0.
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7.2. Dependent field components
Let us now use the equations of motion
Ea(Ψ) ≡ ΓµDµΨa + 1
2
ΓIJΨbX
I
cX
J
d f
bcd
a = 0
Eµν(A)
b
a ≡ F˜µνba + εµνλ
(
XIcD
λXJd +
i
2
ΨcΓ
λΨd
)
f cdba = 0 (7.11)
to solve for field components that become dependent in the LC gauge. (We
will not need the EIa(X) = 0 equation of motion; all X
I
a are independent.)
Hitting Ea(Ψ) = 0 with Γ− and solving the resulting equation for Ψa−, we
find (cf. [13])
Ψa− =
1
2∂+
Γ−(Γ2D2Ψa+ +
1
2
ΓIJΨb+X
I
cX
J
d f
bcd
a) , (7.12)
where
D2Ψa+ = ∂2Ψa+ −Ψb+A˜2ba . (7.13)
From E+−(A)ba = 0, using that ε012 = +1 implies ε+−2 = −1, we obtain
A˜+
b
a = − 1
∂+
(XIcD2X
I
d +
i
2
ΨcΓ2Ψd)f
cdb
a , (7.14)
whereas from E2−(A)ba = 0, using that ǫ2−+ = +1, we find
A˜2
b
a =
1
∂+
(XIc ∂
+XId −
i
2
Ψc+Γ−Ψd+)f cdba . (7.15)
Together with A˜−ba = 0, this shows explicitly that there are no independent
degrees of freedom in the gauge field A˜µ
b
a. (Note that we will not use the
solution for A˜+
b
a in what follows, similar to the SYM case.)
7.3. Modified supersymmetry transformations
As in the SYM case, we need to modify supersymmetry transformations
by adding to them compensating gauge transformations in order to preserve
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the LC gauge (7.9). The combined supersymmetry and gauge transforma-
tions in the BLG theory are
δ′ǫX
I
a = iǫΓ
IΨa +X
I
b Λ˜
b
a
δ′ǫΨa = Γ
µΓIǫDµX
I
a −
1
6
XIbX
J
c X
K
d f
bcd
aΓ
IJKǫ+ΨbΛ˜
b
a
δ′ǫA˜µ
b
a = iǫΓµΓ
IXIcΨdf
cdb
a +DµΛ˜
b
a . (7.16)
Requiring that δ′ǫA˜−
b
a = 0, we find
Λ˜ba =
i
∂+
(ǫ+Γ−ΓIXIcΨd+)f
cdb
a . (7.17)
For the following, we will only need the (modified) supersymmetry transfor-
mation of XIa . Separating the ǫ+ and ǫ− parts, we have
δ′ǫ−X
I
a = iǫ−Γ
IΨa+ (7.18)
and
δ′ǫ+X
I
a = iǫ+Γ
IΨa− +X
I
b Λ˜
b
a , (7.19)
where we need to substitute (7.12) for Ψa− and (7.17) for Λ˜ba. As in the SYM
case, we clearly see that ǫ− transformations should be identified with the
kinematical supersymmetry, whereas ǫ+ transformations with the dynamical
supersymmetry.
7.4. Identifying superfield components
Noting that
1) (7.18) is identical to (5.21), modulo replacing AIa with X
I
a and λa+
with Ψa+; and
2) the conditions (7.8) on ǫ− and Ψa+ are identical to the Weyl conditions
on ǫ− and λa+ (and they are all Majorana spinors, with the same charge
conjugation matrix C);
28
we can copy the corresponding results from Section 5.4. We therefore write
ǫ− =
(
ǫm−
ǫm−
)
, Ψa+ =
(
ψma+
ψma−
)
, (7.20)
where
ǫm− =


0
0
0
αm

 , ǫm− =


−αm
0
0
0

 ; ψma+ =


0
0
χma
0

 , ψma+ =


0
χma
0
0

 , (7.21)
and furthermore
Aa =
1√
2
(X3a + iX
4
a), Aa =
1√
2
(X3a − iX4a)
Cmna =
1√
2
ΣÎmnX
Î+4
a , C
mn
a =
1√
2
ΣÎmnX Î+4a . (7.22)
These definitions provide the correct embedding of the independent fields in
the BLG theory into the LC superfield φa (cf. [13]).
We are now in position to rewrite the solution for A˜2
b
a, as given in (7.15),
in terms of Aa, Cmna and χma. For the bosonic part, we find
XIc ∂
+XId = Ac∂
+Ad + Ac∂
+Ad +
1
2
Cmnc∂
+Cmnd , (7.23)
where we used that ΣImnΣ
Jmn = 4δJI . For the fermionic bilinear, we obtain
Ψc+Γ−Ψd+ = −(ψmc+γ−ψmd+ + ψmc+γ−ψmd+)
= −
√
2(χmcχ
m
d + χ
m
c χmd) . (7.24)
Combining the two expressions, we rewrite (7.15) as
A˜2
b
a =
1
∂+
(
Ac∂
+Ad + Ac∂
+Ad +
1
2
Cmnc∂
+Cmnd + i
√
2χmc χmd
)
f bcda . (7.25)
This result will be used shortly.
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7.5. Dynamical supersymmetry transformation of Aa
We will now proceed to find the expression for the dynamical supersym-
metry transformation of the lowest component of the LC superfield φa. From
(7.19) and the definition of Aa in (7.22), we have
δ′ǫ+Aa = iǫ+ΓΨa− + AbΛ˜
b
a, Γ = iγ ⊗ I8, γ = 1√
2
(γ1 + iγ2) . (7.26)
Substituting (7.12) and (7.17), we obtain
δ′ǫ+Aa =
i
2∂+
(ǫ+Γ−ΓD2Ψa+)− i
4∂+
(ǫ+Γ−ΓΓIXIcΓ
JXJdΨb+)f
bcd
a
+Ab
i
∂+
(ǫ+Γ−Γ
IXIcΨd+)f
bcd
a , (7.27)
where we used that
Γ2Ψa+ = −Γ∗Ψa+ = −Ψa+, ΓIΓ− = −Γ−ΓI
ΓIJXIcX
J
d f
bcd
a = Γ
IΓJXIcX
J
d f
bcd
a . (7.28)
To proceed, we need the decomposition of the 32-component spinor ǫ+ into 1-
component spinors with the SU(4) index. We note that ǫ+ satisfies different
constraints as compared to the SYM case. Taking into account (7.8), we
have
ǫT+C = ǫ
†
+Γ0, Γ∗ǫ+ = −ǫ+, P+ǫ+ = ǫ+ (7.29)
(cf. Γ∗ǫ+ = +ǫ+ in the SYM case). It then follows that we should take
ǫ+ =
(
ǫm+
ǫm+
)
, ǫm+ =


0
ηm
0
0

 , ǫm+ =


0
0
ηm
0

 , (ηm)∗ = ηm , (7.30)
where we called the independent components ηm (and not βm as in the SYM
case) to emphasize the difference. For the Majorana conjugated spinors we
then have
ǫ+ = i(ǫm+, ǫ
m
+), Ψa+ = i(ψma+, ψ
m
a+)
ǫm+ = (−ηm, 0, 0, 0), ψma+ = (0, 0, 0,−χma )
ǫm+ = (0, 0, 0,−ηm), ψma+ = (−χma, 0, 0, 0) . (7.31)
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Returning to (7.27), we observe that XIa enter only via the matrix Γ
IXIa .
Splitting the SO(8) index I into s = 3, 4 and I ′ = Î + 4, we find that
ΓIXIa =

 iγsXsaδmn i
√
2γ5C
mn
a
i
√
2γ5Cmna iγ
sXsaδ
n
m


γsXsa =
√
2


Aa
Aa
−Aa
−Aa

 . (7.32)
Noting that Γ− = iγ− ⊗ I8 and Γ = iγ ⊗ I8, with γ− and γ the same as in
the SYM case, we find for the fermionic bilinears in (7.27)
ǫ+Γ−ΓΨa+ = −i
(
ǫm+γ−γψma+ + ǫ
m
+γ−γψma+
)
ǫ+Γ−ΓIXIcΨd+ = −i
(
ǫm+γ−γsXscψ
m
d+ + ǫ
m
+γ−γ
sXscψmd+
+
√
2Cmnc ǫm+γ−γ5ψnd+ +
√
2Cmncǫ
m
+γ−γ5ψ
n
d+
)
ǫ+Γ−ΓΓIXIcΓ
JXJdΨb+ = i
(
ǫm+γ−γγsXscγ
tX tdψ
m
b+ + ǫ
m
+γ−γγ
sXscγ
tX tdψmb+
+
√
2Cmkd ǫm+γ−γγ
sXscγ5ψkb+ +
√
2Cmkdǫ
m
+γ−γγ
sXscγ5ψ
k
b+
−
√
2Cmkc ǫm+γ−γγ
sXsdγ5ψkb+ −
√
2Cmkcǫ
m
+γ−γγ
sXsdγ5ψ
k
b+
+2Cmnc Cnkdǫm+γ−γψ
k
b+ + 2CmncC
nk
d ǫ
m
+γ−γψkb+
)
, (7.33)
and furthermore
ǫ+Γ−ΓΨa+ = 2iηmχma
ǫ+Γ−ΓIXIcΨd+ = −2i
(
Acηmχ
m
d − Acηmχmd
+Cmncη
mχnd − Cmnc ηmχnd
)
ǫ+Γ−ΓΓIXIcΓ
JXJdΨb+ = 4i
(
AcAdη
mχmb + (CmkcAd − AcCmkd)ηmχkb
−CmncCnkd ηmχkb
)
. (7.34)
Combining these results into (7.27), using that D2χma = ∂2χma − χmbA˜2ba
with A˜2
b
a given in (7.25), and separating η
m from ηm transformations, we
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find that the dynamical supersymmetry transformations of Aa are as follows
δηQAa = 2ηmAb
1
∂+
(Acχ
m
d − Cmnc χnd)f bcda (7.35)
and
δηQAa = −ηm
∂2
∂+
χma
+ ηm
{ 1
∂+
[
χmb
1
∂+
(
Ac∂
+Ad + Ac∂
+Ad +
1
2
Cnkc∂
+Cnkd + i
√
2χncχnd
)]
+
1
∂+
(
AcAdχmb + 2CmncAdχ
n
b − CmncCnkd χkb
)
+2Ab
1
∂+
(
− Acχmd + Cmncχnd
)}
f bcda . (7.36)
Our next task is to lift these transformations to the superfield form.
7.6. Dynamical supersymmetry for the LC superfield
Let us first analyze the O(f 0) part of the dynamical supersymmetry trans-
formations (7.35) and (7.36). We have
δ
(0)
ηQ
Aa = −ηm ∂2
∂+
χma, δ
(0)
ηQAa = 0 . (7.37)
Using the definitions of the superfield components in (2.11), and requiring
the variation of the superfield φa to be chiral, we are led to the following
superfield transformations
δ
(0)
ηQ
φa = iη
mqm
∂2
∂+
φa, δ
(0)
ηQφa = iηmq
m ∂2
∂+
φa . (7.38)
Note that the ηm transformation follows from the η
m one by complex con-
jugation and the use of the “inside-out” constraint (2.7). It does give the
correct projection as qmφ| = dmφ| = 0.
To analyze the O(f 1) part of the supersymmetry transformations, we first
rewrite (7.35) as
δ
(1)
ηQ(∂
+φa)| = 2ηm(∂+φb)
1
∂+
[
(∂+φc)(i∂
+dmφd)
−( i√
2
dmnφc)(−i∂+dnφd)
]
f bcda| . (7.39)
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Omitting the projection signs, we obtain the natural guess for the full super-
field transformation law
δ
(1)
ηQφa = 2iηm
1
∂+
(∂+φb · 1
∂+
Wmcd )f
bcd
a
Wmcd ≡ ∂+φc · ∂+dmφd −
i√
2
∂+dnφc · dmnφd . (7.40)
We will check next that this form is consistent with the chirality of φa and
that it does reproduce the O(f 1) part of (7.36).
7.7. Verifying the guess
Using dkφ = 0, {dk, dn} = −i
√
2δkn∂
+ and dkmnφ = −i√2εkmnl∂+dlφ,
which is a consequence of (2.7), we find that
dkWmcd = ∂
+(∂+φc · ∂+dkmφd) + εkmnl∂+dnφc · ∂+dlφd . (7.41)
The second term is symmetric under (c↔ d) and vanishes when contracted
with f bcda = f
[bcd]
a. The first term, when substituted into (7.40), yields
∂+φb · ∂+φc, which is symmetric under (b ↔ c) and also vanishes when
contracted with f bcda. This then proves that (7.40) is chiral,
dk(δ
(1)
ηQφa) = 0 . (7.42)
It is also possible to transform (7.40) to the form that contains q’s instead
of d’s, which makes the chirality manifest. To this end, we rewrite (7.40) as
δ
(1)
ηQφa =
εmnkl
3
√
2
ηm
1
∂+
(
∂+φb · 1
∂+
[
∂+φc · dnklφd + 3∂+dnφc · dklφd
])
f bcda
=
εmnkl
3!
√
2
ηm
∂
∂ζnkl
1
∂+
(
∂+φb · 1
∂+
(
∂+2Eζφc · ∂+2E−ζφd
))∣∣ζ=0f bcda , (7.43)
where in the first line we used the “inside-out” constraint (2.7), and in the
second line we introduced the “coherent state operators” [11, 14]
Eζ = exp(ζ
mdm/∂
+) , (7.44)
and used the [bcd] symmetry of f bcda. As dm/∂
+ differs from qm/∂
+ by a
constant, i
√
2θm, the (Eζ , E−ζ) structure of (7.43) makes it obvious that all
the d’s there can be replaced by q’s. The chirality of δ
(1)
ηQφa is then manifest.
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The verification that (7.40) reproduces (7.36) is straightforward but te-
dious. The basic idea is to use that
δ
(1)
ηQAa =
d[4]
2∂+
(
δ
(1)
ηQφa
)
| , (7.45)
as follows from the “inside-out” constraint (2.7), and then conjugate the
result to find
δ
(1)
ηQ
Aa =
(
δ
(1)
ηQAa
)∗
. (7.46)
For this calculation, the following identities are helpful
dld
mφ = −i
√
2δml ∂
+φ
dld
mnφ = −i
√
2(δml d
n − δnl dm)∂+φ
dkld
mnφ = 2(δmk δ
n
l − δnk δml )∂+2φ . (7.47)
It also helps to group the terms by their field content, so that
δ
(1)
ηQAa = ηm
1
∂+2
[
(AAχ) + (CCχ) + (ACχ) + (χχχ)
]
f bcda . (7.48)
Using the fact that the antisymmetrization in five SU(4) indices gives zero,
(C [ij, Ckl, χm]) = 0 , (7.49)
we find the following identity
(C ij , Cij, χ
m) = 2(Ckn, C
km, χn) + 2(Ckm, Ckn, χ
n) , (7.50)
which is needed to simplify the (CCχ) terms. After a long calculation that
also uses the [bcd] symmetry of f bcda, we arrive at the following result
δ
(1)
ηQ
Aa = η
m 1
∂+
[
2χmb
1
∂+
(Ac∂
+Ad)− 2∂+Ab · 1
∂+
(Acχmd)
−2χkb 1
∂+
(Cmnc∂
+Cnkd )− 2∂+Ab ·
1
∂+
(χncCmnd)
+i
√
2χmb
1
∂+
(χncχnd)
]
f bcda . (7.51)
As the O(f 1) part of (7.36) can also be brought to this form, this confirms
correctness of (7.40). Therefore, (7.40) together with (7.38) gives the dy-
namical supersymmetry transformation of the LC superfield φa in the BLG
theory. This is the main result of our work.
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7.8. A comment on residual gauge invariance
When we imposed the LC gauge (7.9), we noted that there is still residual
gauge invariance with Λ˜ba satisfying ∂
+Λ˜ba = 0. However, our expression
(7.36) is clearly not invariant under these residual gauge transformations, as
∂2 appears there without a gauge field that would cancel the ∂2Λ˜
b
a part of the
variation. The place where we lost the gauge invariance is in equation (7.15).
The E2−(A)ba = 0 equation of motion, in fact, has the following solution 17
A˜2
b
a = B˜2
b
a +
1
∂+
Wcdf
cdb
a, Wcd ≡ XIc ∂+XId −
i
2
Ψc+Γ−Ψd+ , (7.52)
where
∂+B˜2
b
a = 0, δΛB˜2
b
a = ∂2Λ˜
b
a − Λ˜bcB˜2ca + B˜2bcΛ˜ca . (7.53)
We implicitly assumed that B˜2
b
a = 0, which then requires ∂2Λ˜
b
a = 0 for con-
sistency. Analogously, dropping the corresponding “integration constant” in
(7.14), we also imposed ∂−Λ˜ba = 0. Altogether, our choice of the LC gauge
(7.9) and the form of the solutions for dependent gauge field components
(7.14) and (7.15) led to fixing the gauge freedom completely (only transfor-
mations with rigid Λ˜ba are still a symmetry).
We could restore B˜2
b
a which would then turn every ∂2 into a covariant
derivative D2. However, B˜2
b
a would be a “supersymmetry singlet” (i.e. in-
variant under supersymmetry) and as such inessential for our construction. 18
8. Conclusion
Light-cone (LC) superspace provides a convenient foundation for describ-
ing maximally supersymmetric gauge theories. A single scalar chiral super-
field φa, satisfying the additional “inside-out” constraint (2.7), describes all
on-shell degrees of freedom. No auxiliary fields are required, in sharp dis-
tinction with the conventional superspace formulations. The key ingredient
17 We find that δΛWcdf
cdb
a = (Wcf Λ˜
f
d + WfdΛ˜
f
c)f
cdb
a. One then has to use the
Fundamental Identity in the form (E.10) to prove that A˜2
b
a transforms as required. See
also Appendix F.
18 For an interesting example of a supersymmetry singlet which acquires nonzero
boundary-localized supersymmetry variation, see [24].
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in the LC superspace formulation is the dynamical supersymmetry transfor-
mation δǫQφa. The conjugated transformation, δǫQφa, follows via complex
conjugation and the use of the “inside-out” constraint. The Hamiltonian
shift, δP−φa, follows by commuting δǫQ with δǫQ, and it encodes the dynam-
ics of the theory as the equations of motion are ∂−φa = iδP−φa [14].
In this paper, we presented an explicit derivation of δǫQφa for the cases of
known maximally supersymmetric super-Yang-Mills and super-Chern-Simons
theories, starting from their covariant formulations.
In the case of d = 10 N = 1 SYM, our result for δǫQφa is given in
(5.69). Maximally supersymmetric SYM theories in lower dimensions can
be derived from the d = 10 theory by dimensional reduction, and (5.69)
straightforwardly gives the form of δǫQφa in all those cases. In particular, in
the d = 4 N = 4 case, δǫQφa is given by (5.71), which reproduces the result
of [11] where it was found through the analysis of constraints imposed by the
supergroup PSU(2, 2|4). 19
In the case of d = 3 N = 8 Bagger-Lambert-Gustavsson (BLG) theory,
our result for δǫQφa is given in (7.40) together with (7.38). As discussed
further in [14], the Hamiltonian of the BLG theory is also given by the
quadratic form of δǫQφa. In [14], we analyzed implications of the supergroup
OSp(2, 2|8) on the structure of δǫQφa, and found one solution to a subset of
constraints imposed by the supergroup. The fact that this solution matched
the one derived in this paper directly from the BLG theory was then used to
claim that the remaining constraints are also satisfied.
Our results complete those in [8, 13] and establish the bridge between
the covariant formulations of the SYM and BLG theories, given in [1, 2] and
[5, 6, 7], and the “bottom-up” constructions advocated in [9, 11, 14]. By
extending the algorithm of Section 3 to make it applicable to (maximally su-
persymmetric) supergravity theories as well, we intend to establish a similar
bridge between [3, 4] and [10, 12], and to extend the results of [10, 12] to all
orders in the gravitational coupling constant κ.
19 We have also verified that the Hamiltonian, H , of the d = 10 SYM is given by the
quadratic form of δǫQφa in (5.69). This extends the validity of this property, discovered
in [11], to maximally supersymmetric theories in dimensions higher than four. Further
details will be given elsewhere.
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Appendix A. Complex conjugation
In this paper, we use complex conjugation which interchanges the order
of operands 20
(O1O2 . . .On)∗ = (On)∗ . . . (O2)∗(O1)∗ . (A.1)
This rule applies irrespective of whether O’s are bosonic or fermionic objects.
When O’s are fields Φ’s, out of which k are fermionic and (n−k) are bosonic,
simple reordering gives
(Φ1Φ2 . . .Φn)
∗ = (−)k(k−1)/2Φ∗1Φ∗2 . . .Φ∗n . (A.2)
When some of O’s are operators, the rule is somewhat different. Let B (F)
be a bosonic (fermionic) operator and φ (ψ) a bosonic (fermionic) field. The
action of B (F) on φ (ψ) is given by an (anti)commutator, and we find that
(Bφ)∗ = [B, φ]∗ = [φ∗,B∗] = −[B∗, φ∗] = −B∗φ∗
(Fψ)∗ = {F , ψ}∗ = {ψ∗,F∗} = +{F∗, ψ∗} = +F∗ψ∗ , (A.3)
and similarly (Bψ)∗ = −B∗ψ∗ and (Fφ)∗ = −F∗φ∗. For k fermionic opera-
tors acting on a bosonic field, we find
(F1 . . .Fkφ)∗ = −(−)k−1F∗1 (F2 . . .Fkφ)∗
= (−)2(−)k−1(−)k−2F∗1F∗2 (F3 . . .Fkφ)∗
= (−)k(−)k(k−1)/2F∗1 . . .F∗kφ∗ . (A.4)
20 Hermitian conjugation is defined with respect to a scalar product such as (Φ1,Φ2) =∫
Φ∗1KΦ2 where K is the integration kernel. Given an operator A, its Hermitian conju-
gate A† is defined by (Φ1,AΦ2) = (A†Φ1,Φ2). Our complex conjugation corresponds
to Hermitian conjugation with a unit kernel, K = 1. However, one finds that another,
∂+-dependent kernel should instead be chosen in the LC superspace [11, 14] and for this
reason we refer to conjugation used in this paper as “complex conjugation.”
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For n operators acting on a bosonic field we then have
(O1O2 . . .Onφ)∗ = (−)n(−)k(k−1)/2(O1)∗(O2)∗ . . . (On)∗φ∗ , (A.5)
where k ≤ n is the number of fermionic operators. In this paper, we use
the uniform convention that the result of complex conjugation of a field with
upper (lower) SU(4) indices is given by the same field with lower (upper)
SU(4) indices. For example,
(θm)∗ = θm, (χm)∗ = χm, (Cmn)∗ = Cmn, (ζm)∗ = ζm . (A.6)
(If the field carries no SU(4) indices, the conjugation adds (removes) the
bar, e.g. φ∗ = φ.) Using (xµ)∗ = xµ and (θm)∗ = θm, as well as the basic
commutation relations
[∂µ, x
ν ] = δνµ, {∂m, θn} = δnm, {∂m, θn} = δmn , (A.7)
we find that complex conjugation of the bosonic and fermionic derivatives
gives
(∂µ)
∗ = −∂µ, (∂m)∗ = +∂m, (∂m)∗ = +∂m . (A.8)
For the transverse bosonic derivatives defined in (5.53) and (5.54), we then
find
(∂)∗ = −∂, (∂)∗ = −∂; (∂mn)∗ = −∂mn, (∂mn)∗ = −∂mn , (A.9)
whereas the definitions of q’s and d’s in (2.1) and (2.4) imply that
(qm)∗ = (−∂m + i√
2
θm∂+)∗ = −∂m + i√
2
θm∂
+ = −qm
(dm)∗ = (−∂m − i√
2
θm∂+)∗ = −∂m − i√
2
θm∂
+ = −dm . (A.10)
It then follows that complex conjugation of all the derivative operators used
in this paper produces an extra minus sign. This effectively cancels the (−)n
in (A.5). Combining (A.2) with (A.5), we then have a mnemonic rule for
complex conjugation: raise (lower) SU(4) indices, add (remove) bars, add
an overall minus sign if the number of fermionic objects is k = 2, 3 mod 4.
As an example, we have
(ζmqmφ)
∗ = −ζmqmφ , (A.11)
which explains the minus sign in (2.13).
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Appendix B. Fierz and other identities
To derive the covariant formulation of the d = 10 SYM in Section 4 and
of the d = 3 N = 8 BLG theory in Section 6, we needed various identities
involving d = 10 and d = 11 gamma matrices. These are 32 × 32 matrices
satisfying
{ΓM ′,ΓN ′} = 2ηM ′N ′I32, ηM ′N ′ = (−+ · · ·+) . (B.1)
Here we denoted the d = 11 vector index by M ′. The transition from d = 11
to d = 10 is done by splitting M ′ = (M, ∗), which distinguishes the matrix
Γ∗ from the rest. Gamma matrices act on 32-component spinors ǫ, λa and
Ψa, whose conjugates are defined using the charge conjugation matrix C,
ǫ ≡ ǫTC, CT = −C, (ΓM ′)T = −CΓM ′C−1 . (B.2)
This implies the following flipping property for fermionic bilinears
ǫ2ΓM ′
1
...M ′
n
ǫ1 = (−)nǫ1ΓM ′
n
...M ′
1
ǫ2 = (−)n(n+1)/2ǫ1ΓM ′
1
...M ′
n
ǫ2 , (B.3)
where
Γ(n) ≡ ΓM ′
1
...M ′
n
≡ 1
n!
(
ΓM ′
1
ΓM ′
2
. . .ΓM ′
n
± (n!− 1)terms
)
= Γ[M ′
1
...M ′
n
] . (B.4)
Therefore,
ǫ2Γ(n)ǫ1 = +ǫ1Γ(n)ǫ2 for n = 0, 3 mod 4
ǫ2Γ(n)ǫ1 = −ǫ1Γ(n)ǫ2 for n = 1, 2 mod 4 . (B.5)
Given a complete set of 32 × 32 matrices OI , we have the following Fierz
identity
ǫ2(ǫ1ψ) = − 1
32
∑
J
OJψ(ǫ1OJ ǫ2) if Tr(OIOJ ) = 32δJI . (B.6)
Such a complete set is given by
OI =
{
I32,ΓM ′, iΓM ′N ′, iΓM ′N ′K ′,ΓM ′N ′K ′L′,ΓM ′N ′K ′L′P ′
}
OI =
{
I32,Γ
M ′, iΓM
′N ′, iΓM
′N ′K ′,ΓM
′N ′K ′L′,ΓM
′N ′K ′L′P ′
}
, (B.7)
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where M ′ < N ′ < K ′ < L′ < P ′ has to be imposed to avoid overcounting. In
Sections 4 and 6, we only need the Fierz identity with ǫ1 and ǫ2 appearing
antisymmetrically. Using (B.5) then kills ǫ1Γ(n)ǫ2 terms with n = 0, 3, 4, and
we find
ǫ2(ǫ1ψ)− (1↔ 2) = − 1
16
{
ΓM ′ψ(ǫ1Γ
M ′ǫ2)− 1
2!
ΓM ′N ′ψ(ǫ1Γ
M ′N ′ǫ2)
+
1
5!
ΓM ′N ′K ′L′P ′ψ(ǫ1Γ
M ′N ′K ′L′P ′ǫ2)
}
, (B.8)
without the condition that M ′ < · · · < P ′.
In the SYM case, we have M ′ = (M, ∗) and require
Γ∗ǫ = +ǫ, Γ∗ψ = −ψ . (B.9)
(Because we have there ψ = ΓNDMλa with Γ∗λa = +λa). Then ǫ2Γ(n)ǫ1 = 0
if n is even, and we find that (B.8) reduces to
ǫ2(ǫ1ψ)− (1↔ 2) = − 1
16
{
2ΓMψ(ǫ1Γ
Mǫ2)
+
1
5!
ΓMNKLPψ(ǫ1Γ
MNKLP ǫ2)
}
, (B.10)
which is a key identity for Section 4. We also found the following identities
useful
ΓMΓN = ΓMN + ηMNI32, Γ
MΓNK = ΓMNK + ηMNΓK − ηMKΓN
ΓMΓ(n)ΓM = (−)n(10− 2n)Γ(n), ΓMΓKΓM = −8ΓK , ΓMΓ(5)ΓM = 0
ΓMNΓKΓN = −16δMK + 7ΓKΓM , ΓMNΓ(5)ΓN = −Γ(5)ΓM . (B.11)
In the BLG case, we have M ′ = (µ, I), Γµνλ = εµνλΓ
△
and require
Γ
△
ǫ = +ǫ, Γ
△
ψ = +ψ . (B.12)
(Because we have there ψ = ΓIΨa or ψ = Γ
µΓIΨa, and Γ△Ψa = −Ψa). Then
ǫ(2)Γ(n)ǫ1 = 0 if Γ(n) contains an odd number of Γ
I , and after a little algebra
we find that (B.8) reduces to (cf. equation (55) in [7])
ǫ2(ǫ1ψ)− (1↔ 2) = − 1
16
{
2Γµψ(ǫ1Γ
µǫ2)− ΓIJψ(ǫ1ΓIJǫ2)
+
1
4!
ΓIJKLΓµψ(ǫ1Γ
IJKLΓµǫ2)
}
, (B.13)
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which is a key identity for Section 6. (In deriving (6.16) we needed a version
of this identity to work out Ψb(ΨdΓ
Iǫ)f bcda.) We also found the following
identities useful
ΓµΓν = Γµν + ηµνI32, Γ
IΓJ = ΓIJ + δIJI32
ΓIΓJKL = ΓIJKL + 3δI[JΓKL], ΓIJΓJ = 7Γ
I
ΓIΓJ1...JnΓI = (−)n(8− 2n)ΓJ1...Jn, ΓIΓJKLPΓI = 0, ΓIJKΓI = 6ΓJK
ΓµΓν1...νnΓµ = (−)n(3− 2n)Γν1...νn, ΓµΓνΓµ = −Γν , ΓµνρΓρ = Γµν
ΓIJKΓPQRSΓI = −ΓJΓPQRSΓK − (J ↔ K)
ΓIJKΓPQΓI = −4ΓPQΓJK + (3ΓJΓPQΓK − 16δJP δKQ − (J ↔ K))
ΓIJΓPQΓJ = 4Γ
IΓPQ − ΓPQΓI , ΓIJΓPQRSΓJ = −ΓPQRSΓI . (B.14)
Appendix C. ’t Hooft symbols and d = 6 gamma matrices
A convenient representation for d = 6 gamma matrices can be built start-
ing with ’t Hooft symbols (see appendices in [25, 26])
ηamn = εamn4 + δamδn4 − δanδm4
η˜amn = εamn4 − δamδn4 + δanδm4 , (C.1)
where a = 1, 2, 3 (only in this and the next appendix) and m = 1, 2, 3, 4. For
each a, they are (real) 4× 4 matrices. Explicitly, (cf. appendices in [27, 28])
η1 = +σ1 ⊗ iσ2, η2 = −σ3 ⊗ iσ2, η3 = iσ2 ⊗ I2
η˜1 = −iσ2 ⊗ σ1, η˜2 = −I2 ⊗ iσ2, η˜3 = iσ2 ⊗ σ3 , (C.2)
where the matrix on the left of “⊗” multiplies each element of the matrix on
the right of it, and σa are standard Pauli matrices so that
I2 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, iσ2 =
(
0 1
−1 0
)
, σ3 =
(
1 0
0 −1
)
. (C.3)
Using σaσb = δab + iεabcσc, the following properties of ’t Hooft symbols can
be established
ηamkηbnk = δabδmn + εabcηcmn, ηamk η˜bnk = ηankη˜bmk
η˜amk η˜bnk = δabδmn + εabcη˜cmn, η1η2η3 = η˜1η˜2η˜3 = I4
ηamnηbmn = η˜amnη˜bmn = 4δab, ηamnη˜bmn = 0
ηamn = +
1
2
εmnklηakl, ηamnηakl = δmkδnl − δmlδnk + εmnkl
η˜amn = −1
2
εmnklη˜akl, η˜amnη˜akl = δmkδnl − δmlδnk − εmnkl . (C.4)
41
Defining now the following complexified objects
ΣÎmn = ηamnδ
Î
a + iη˜amnδ
Î
a+3, Σ
Îmn = ηamnδ
Î
a − iη˜amnδÎa+3 , (C.5)
where Î = 1, 2, 3, 4, 5, 6, one can easily prove that
ΣÎmn = (ΣÎmn)
∗ =
1
2
εmnklΣÎkl, ΣÎmn = −ΣÎnm
ΣÎmnΣ
Îkl = 2(δkmδ
l
n − δlmδkn), ΣÎmnΣÎkl = 2εmnkl, ΣÎmnΣĴmn = 4δÎ Ĵ
ΣÎmkΣ
Ĵkn + ΣĴmkΣ
Îkn = −2δÎ Ĵδnm ⇒ ΣÎΣĴ + ΣĴΣÎ = −2δÎ ĴI4
Σ1mkΣ
2klΣ3lpΣ
4pqΣ5qrΣ
6rn = −iδnm ⇒ Σ1Σ2Σ3Σ4Σ5Σ6 = −iI4 .
(C.6)
The last two properties guarantee that defining
Γ̂Î =
(
0 ΣÎmn
ΣÎmn 0
)
, (C.7)
we find that these 8× 8 matrices satisfy
{Γ̂Î , Γ̂Ĵ} = −2δÎ ĴI8, Γ̂1Γ̂2Γ̂3Γ̂4Γ̂5Γ̂6 = i
(
I4 0
0 −I4
)
, (C.8)
so that Γ̂Î form a representation of the d = 6 Clifford algebra.
Appendix D. A representation for d = 11 gamma matrices
Given the above representation for the d = 6 (8 × 8) gamma matrices
Γ̂Î , Î = 1, 2, 3, 4, 5, 6, and the following representation for the d = 4 (4 × 4)
gamma matrices γµ
′
, µ′ = (0, a), a = 1, 2, 3,
γ0 =
(
0 I2
I2 0
)
, γa =
(
0 σa
−σa 0
)
; γ5 = iγ
0γ1γ2γ3 =
(−I2 0
0 I2
)
,(D.1)
we choose d = 11 (32× 32) gamma matrices ΓM ′ , M ′ = 0, . . . , 10, as follows
Γµ
′
= iγµ
′ ⊗ I8, ΓI = iγ5 ⊗ Γ̂I−3, Γ10 = Γ∗ ≡ Γ0Γ1 . . .Γ9 , (D.2)
where I = 4, . . . , 9. We have
{γµ′ , γν′} = −2ηµ′ν′I4, {ΓM ′,ΓN ′} = +2ηM ′N ′I32 , (D.3)
42
where η’s have signature (−+ · · ·+). We also find that
Γ∗ = −Γ0 . . .Γ9 = γ0γ1γ2γ3 ⊗ Γ̂1Γ̂2Γ̂3Γ̂4Γ̂5Γ̂6 = γ5 ⊗
(
I4 0
0 −I4
)
. (D.4)
As the charge conjugation matrix C satisfying (B.2), we take
C = iC4 ⊗
(
0 I4
I4 0
)
, C4 =
(
iσ2 0
0 −iσ2
)
, (D.5)
where C4 satisfies C
T
4 = −C4 and C4γµ′C−14 = −(γµ′)T .
Appendix E. Various forms of the Fundamental Identity
In Section 6, we found that closure of the supersymmetry algebra in the
BLG theory requires a Jacobi-like identity (6.14) for the structure constants.
Using that
4f [abcgf
e]fg
d = f
abc
gf
efg
d − 3f e[abgf c]fgd , (E.1)
we see that (6.14) is equivalent to
fabcgf
efg
d = 3f
e[ab
gf
c]fg
d . (E.2)
Using the (totally antisymmetric) triple product in (6.1), this identity can
be stated as
[α, β, [X, Y, Z]] = [X, β, [α, Y, Z]] + [Y, β, [α, Z,X ]] + [Z, β, [α,X, Y ]] . (E.3)
Applying this identity to the terms on the right hand side in the following
fashion
[β,X, [α, Y, Z]] = [α,X, [β, Y, Z]] + [Y,X, [β, Z, α]] + [Z,X, [β, α, Y ]]
[β, Y, [α, Z,X ]] = [α, Y, [β, Z,X ]] + [Z, Y, [β,X, α]] + [X, Y, [β, α, Z]]
[β, Z, [α,X, Y ]] = [α, Z, [β,X, Y ]] + [X,Z, [β, Y, α]] + [Y, Z, [β, α,X ]] ,
(E.4)
and summing this column by column (the sum of the first column is minus
the sum of the second one, while the sum of the third column equals the sum
of the fourth one), we find that
[α, β, [X, Y, Z]] = [X, Y, [α, β, Z]] + [Y, Z, [α, β,X ]] + [Z,X, [α, β, Y ]] , (E.5)
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which is the Fundamental Identity as given in equation (9) of [7], and which
can be equivalently stated as
fabcgf
efg
d = 3f
ef [a
gf
bc]g
d . (E.6)
Applying (E.5) to the terms on its right hand side in the following fashion
[X, Y, [α, β, Z]] = [α, β, [X, Y, Z]] + [β, Z, [X, Y, α]] + [Z, α, [X, Y, β]]
[Y, Z, [α, β,X ]] = [α, β, [Y, Z,X ]] + [β,X, [Y, Z, α]] + [X,α, [Y, Z, β]]
[Z,X, [α, β, Y ]] = [α, β, [Z,X, Y ]] + [β, Y, [Z,X, α]] + [Y, α, [Z,X, β]] ,
(E.7)
and summing this column by column, we find that
[α, β, [X, Y, Z]] =
1
2
(
[X, β, [α, Y, Z]] + cycle(X, Y, Z)− (α↔ β)
)
. (E.8)
This agrees with (E.3), but is not equivalent to it. Namely, we recover only
the part of (E.3) which is antisymmetric in α and β, but not the symmetric
part:
0 =
1
2
(
[X, β, [α, Y, Z]] + cycle(X, Y, Z) + (α↔ β)
)
. (E.9)
Therefore, we conclude that (E.3) is stronger than (E.5). Equivalently, (E.2)
is stronger than (E.6). (We differ on this point with [23, 29, 30].) 21
Finally, we note that (E.6) can also be stated as follows
− f cdbgf efga + f efbgf cdga = f efcgf dgba − f efdgf cgba . (E.10)
This form is used in the next appendix.
21 When the (Killing) metric for gauge indices is introduced, and fabcd is totally anti-
symmetric in all four indices, the two forms of the Fundamental Identity, equations (E.2)
and (E.6), become equivalent. Indeed, (E.6) then becomes fgabcfefdg = 3fgef [af bc]dg and
this implies (E.2) in the form fgabcfefdg = 3fge[abf c]fdg after simply switching the two
f ’s and relabeling the indices.
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Appendix F. Adding and removing the tilde
In Section 6, we introduced Λ˜ba and A˜µ
b
a but did not give any special
meaning to the tilde. Let us now follow [7] and write
Λ˜ba = Λcdf
cdb
a , A˜µ
b
a = Aµcdf
cdb
a , (F.1)
which defines Λcd and Aµcd. We take Λcd and Aµcd to be antisymmetric in
the gauge indices (as f cdba kills the symmetric part anyway). Writing now
(6.3) as follows
f cdbaδΛAµcd = f
cdb
a∂µΛcd − (f cdbgΛcd)(f efgaAµef )
+ (f efbgAµef )(f
cdg
aΛcd) , (F.2)
and using the Fundamental Identity in the form (E.10), we find
f cdba(δΛAµcd − ∂µΛcd) = 2f efcgf dgbaAµefΛcd
= 2f efgdf
cdb
aAµefΛgc . (F.3)
Removing f cdba while maintaining the [cd] symmetry then yields
δΛAµcd = ∂µΛcd + f
efg
dAµefΛgc − f efgcAµefΛgd , (F.4)
which closely resembles (4.3). From (6.6) it also trivially follows that
δǫAµcd =
i
2
ǫΓµΓ
IXIcΨd − (c↔ d) , (F.5)
and therefore one could take Aµcd to be the gauge field in the BLG theory.
Conversely, one could introduce the tilde for the Yang-Mills gauge field
AMa. Multiplying the gauge transformation (4.3)
δΛAMc = ∂MΛc + f
ef
cAMeΛf (F.6)
with f bca and using the Jacobi identity (4.6) in the form
f ef cf
bc
a = −f fbcf eca − f becf fca , (F.7)
we find
f bcaδΛAMc = f
bc
a∂µΛc − f bf cf ceaAMeΛf + f becf cf aAMeΛf . (F.8)
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Defining now
Λ˜ba = Λcf
bc
a, A˜M
b
a = AMcf
bc
a (F.9)
yields
δΛA˜M
b
a = ∂M Λ˜
b
a − Λ˜bcA˜Mca + A˜MbcΛ˜ca (F.10)
which coincides with (6.3). The fact that one needs to use the Jacobi identity
(or the Fundamental Identity) to go between the two (with and without tilde)
formulations, explains why in the SYM case (Section 4) we needed the Jacobi
identity to prove that the covariant derivative transforms covariantly, while
this was automatic in the BLG case (Section 6).
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