The exponential growth in the usage of cloud environment with increased usability of data and the explosion of data from various sources lead to the data replication in cloud computing. Cloud is a popular platform for replication of recurrently used data which is emerged as a prevalent alternative to the traditional cluster based replication to sustain growing demand of data and to provide high data availability & improved performance. This research article will consider the parameters such as number of inbound user's requests, diversified structures of cloud storage, accessible bandwidth and wavering degree of popularity of the contents to investigate and provide comparative analysis of available replication strategies. The data in demand is replicated on the desired node in the cloud environment which leads to better data availability, faster data access and optimized utilization of bandwidth. The replica is created if the content popularity crosses the threshold, to retain the high availability of the data in the system. When the popularity of the data reduces with the dropping demands, the stale replica needs to be withdrawn from the data node. This paper proposes a method of creation and withdrawal of the replica depending on the content popularity threshold to provide an effective replication strategy and also to provide increased availability with optimal storage consumption in the data nodes.
level agreements makes the task of replication more complex. All the infrastructural aspects are managed by the cloud service provider but the storage space consumed by the allocated replica at the data nodes remains exhausted even after the replica contents are not in the demand anymore. [3] . This research article provides a comparative analysis of available data replication techniques in the cloud environment based on the on availability of data, replica count, bandwidth, popularity degree of content, cost of replication & migration, utilization rate of replica, fault tolerance and load balancing along with data sharing. The strategies included for analysis are Classic Replication Techniques on the Cloud(CRTC) [4] , Ensuring Cloud Data Reliability with minimum replication by proactive replica checking,(ECD-PRCR) [5] , Dynamic Data Replication Strategy(D2RS) [6] , A Popularity Aware Replication Scheme for Cloud Storage(AREN) [7] , A Cost-Effective Dynamic Replication Management Scheme for Cloud Storage Cluster (CRDM) [8] , and Division and Replication of Data in cloud for Optimal Performance & Security(DROPS) [9] . This paper also proposes a methodology for Storage Effective Data Replication Strategy in cloud environment (SEDReS).The proposed method concentrates on creation of replica for the data based on the increasing content popularity and allocate it to a data node in the cloud environment for better availability. The content popularity of the data is checked continuously and further replicas are created. This method also proposes a withdrawal module for the replicas which are no longer popular so that the storage space in the data node becomes available for replica for other popular data. The further contents of paper are arranged as follows. Section 2 focuses on the need of data replication in the cloud environment and on the existing data replication methodologies in cloud. It also discusses the comparative analysis of their performances. Section 3 presents the discussion about the proposed methodology of Storage Effective Data Replication Strategy in cloud environment (SEDReS).
Data Replication in Cloud Environment
Need of Data Replication: The extensive practice of internet worldwide has ensured vast usage and availability of data and also wide eruption of multiple data sources. This situation also demanded the faster access strategies and lead to complications of data storage over the widespread network. The challenge to provide précised, fast and reasonable services to the users is faced by service providers. The data replication offers a solution for this challenge by replicating the popular data on multiple sites. Data replication strategies need to give an impression to the user that she is accessing the data from single application and single database thus the user need not to know from where the data actually comes i.e. despite of presence of replicas of the whole or part of database on multiple sites, the complete application must appear as single and transparent application. The data replication attempts to offer improved data availability, performance, locality of data and fault tolerant system by providing a substitute a data access option [10] . These features of cloud environment give a better experience of computing to the users. The database locality provides the user a convenient approach to access the data from geographically distant nodes with high speed. The replication will make the data or its replica available at the user data node or closer to it, thus improving the availability and performance of the system. The cloud environment also features a fault tolerant system which deals efficiently with the planned and unplanned downtime which may incur during the maintenance operations, hardware failures, software bugs etc. The availability of the data is improved by primarily downsizing the downtime and replicating the data to the other node if one fails. This also tries to improve the read and write operations as the data residing in single servers slows down the system. If the data is read only, the replication improves the performance greatly. The write operations are challenging task as updating of all replicas is required. For the write operations, the update transaction will either be executed by the server or can be automatically broadcasted informing about the updates. Thus the performance of the system depending on ratio of auto broadcast updates and server executed updates. [3] [11] . As the replica flows through the network the task of securing and maintaining the copies becomes critical. To tolerate the data losses and ensuring continued service the fault tolerant replication mechanisms are available which achieves availability, load balancing and scalability. It can be used to create and maintain copies of data at different sites. In some case if the primary copy of the data or location of the primary copy is corrupted, the requested data can be recovered from any of its replica residing in other node of the network thus providing an uninterrupted service, better availability and fault tolerance
Comparative Analysis of Available Data Replication Strategies:
The replication strategies are now-a-days widely used in distributed cloud storage system to achieve better availability and avoid failures. Considering the flooding presence of mobile devices in the network and wide range of storage locations, the administration becomes a critical task. [8] Data is now a days with a wider perspective and is no more handled by local IT departments but by cloud based services which includes mobile devices and social networking sites. Providing the demanded contents to the end user in the real time without negotiating the QoS metrics proves to be challenging mission for the service providers. The job becomes more complicated when the popularity of the content in demand varies over time and transfer rate metric is affecting the SLA definitions. Currently the infrastructures for data centre and the approaches for content delivery depend on various replication schemes which are trying to address the issues of replication mainly which data to replicate, when & where to replicate and how many number of copies to be created [11] [14] . Table 1 gives the comparison of replication schemes used in various replication strategies and Table 2 gives evaluation parameters used in respective replication strategy. The Proposed Methodology-SEDReS The Proposed Architecture The proposed architecture considers cloud system as a group of clusters and propose a hierarchical approach for each cluster in the system. Each cluster contains number of data nodes and one Headnode which is connected to all the data nodes. The datanodes are used to store the data & replicas in the form of files or databases. The Headnode maintains the information regarding how many times a file was accessed from the nodes. The data from the Head node gives information about the file that has been accessed by a cloud user from a datanode located in the cluster. The record in the cluster Headnode contains three fields which are <File Id, Cluster Id, Number>. This record gives information regarding the file (FileId) that has been accessed, how many times it was accessed (Number) and belonging to which cluster (ClusterId). Regularly, each site sends its records to the Headnode in the cluster. All records in the same cluster will be aggregated and summarized by the cluster Headnode. Every time a file is accessed, a timestamp of access is associated with it. Along with the time stamp a triplet <File Id, Cluster Id, No.of.Times > [5] . The Replication Manager is connected to all the clusters through the Headnodes. to which all the cluster Headnodes are connected .It receives the information about the accesses of the files present in the cluster from the Headnode. Based on that information, the replication manager decides which file is to be replicated thus provide a centralized data replication management. The proposed architecture is shown in fig 1. 
The Replication Manager
The replication manager in the system gathers all the information from different clusters and selects the popular file according to the higher number of accesses for files. It also decides the popularity threshold depending on which the decision of replication is taken. The replication manager also assigns the weight to the file record depending For example, let us consider the table entries of the Replication Manager, <A, 8> and <B, 9>. It indicates that the file A and file B have been accessed for eight times and nine times respectively. After the Replication Manager has gathered all of information in different clusters, the popular file would be selected according to the higher number of accesses for files which contributes to the weight of records. Now, if there are two records in a cluster Header, <A, C1, 8> and <A, C2, 12>, the result after aggregating is <A, 20>. Therefore, the number of file accesses is summed up for the same FileId. The produced result is then forwarded to the Replication Manager. The replication manager decides for replication creation for the popular data depending on the content popularity and number of replicas presently deployed. The replica manager is also responsible for allocation of the replica to a particular data node in the cluster so that the availability will increase. The replication manager also checks the content popularity of the data periodically if no further replica is created. If the popularity of the data decreases with the time, the replication manager withdraws the replica one at a time thus making the storage space in the data node free for replica of other popular data. Thus the above strategy reflects effective storage space utilization in the cloud environment.
Calculating Content Popularity
The degree of popularity of a block is defined depending on the access frequency based on time factor. The file is assigned a weight which depends on the access frequency and number of replicas for that file present in the system. It is the summation of the product of access frequency during a particular time interval and the weights associated with that block during the same time interval. [2] . The Replication Manager gathers information from different clusters at different time intervals. Each file accessed is assigned with different weights. The rule of weight assignment to a file or record depends on the half-life concept and tracks the access history of the file. The half-life indicates the time required for the quantity to decay to half of the initial value for a radioactive or chemical element. In the proposed methodology, the weights represent the popularity of the content which decays/reduces as the time passes. The weight of the file reduces to half of its previous weight in a specified time interval. Thus different weights are assigned to the file evaluate the access history of the file. The latest accessed file have highest weight and the older accessed file have smaller weights. The higher the value of the weight, more frequently it is accessed and therefore it is more popular. Hence the recent history tables are referred for assigning weights and calculating popularity. [10] .The higher the value of the weight, more frequently it is accessed and therefore it is more popular. [13] The D2RS algorithm find the number of replicas to be placed in the data centres in cloud environment by calculating the replica factor. This factor is the ration of degree of popularity and total number of bytes of data file demanded by all users together. This factor decides whether the file replica to be created or not. The replica factor is compared with the specified threshold based on which the replication activity is initiated to create or withdraw the replica.
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Replica Placement & Management
The placement of replica to suitable data sites enhances the system availability and reliability. When the node failure occurs, the replicas are to be placed accordingly to make the data available. [2] As popularity is a dynamic concept, it varies with the passing of time. When a file crosses the popularity threshold, it is replicated to suitable node to maintain the availability of the system. But as the popularity fades away the replicas need to be deleted so that the storage space can be used to allocate the popular replicas. Thus, the performance of the system is maintained by managing the replicas.
Conclusion and Future Work
This paper has proposed a data replication strategy which can be utilize the storage space in the cloud environment efficiently. The methodology proposes a withdrawal of replica module depending on the popularity of the block. It also gives a comparative analysis of existing data replication strategies based on the results for reduction in storage space & cost, increased availability & reliability, optimized bandwidth utilization, minimized number of replicas & response time etc. The analysis also gives a perspective to the advantages and drawbacks of the available strategies. These drawbacks are explored to propose a strategy to SEDReS (Storage Effective Data Replication Strategy in cloud environment) with a provision of withdrawal of replica of replica once it is no more in demand. As a future scope the proposed methodology will be implemented using a simulator tool and will be compared with the existing strategies for performance.
