Abstract. The Davidson method is a popular technique to compute a few of the smallest (or largest) eigenvalues of a large sparse real symmetric matrix. It is effective when the matrix is nearly diagonal, that is, when the matrix of eigenvectors is close to the identity matrix. However, its convergence properties are not yet well understood, and neither is how it behaves compared to the more recent Jacobi-Davidson method, for which a proper convergence analysis exists. In this paper, we develop a new convergence analysis of the Davidson method. This analysis proves that the convergence is fast for nearly diagonal matrices when the method is initialized in the standard way. One may at this stage not expect any significant improvement by shifting to the Jacobi-Davidson method. On the other hand, the latter may be more effective for more general initial approximations. It is also best suited for matrices that are not nearly diagonal, thanks to the use of more sophisticated preconditioning and/or inner iterations.
results are then illustrated in section 4 by some further (more realistic) numerical experiments.
Notation. Throughout this paper, A is a real symmetric n × n matrix. (The extension to complex Hermitian matrices is straightforward, but we confine ourselves to the real case for sake of simplicity.) The eigenpairs are denoted (λ i , x i ), i = 1, . . . , n with the eigenvalues ordered increasingly (i.e., λ 1 ≤ λ 2 ≤ · · · ≤ λ n ) and the eigenvectors orthonormal (i.e., (x i , x j ) = δ ij ).
For any n × j matrix V , span(V ) is the subspace spanned by the columns of V . We also denote e j the canonical vector defined by (e j ) i = δ ij .
Davidson and JD methods.
Both methods obey to the same general template, which we give in Algorithm 2.1. (More precisely, we give the version that is appropriate to the case where one searches for the smallest eigenvalue of a symmetric matrix.) 
End For j min , j max : integer parameters such that 0 < j min < j max Thus, both methods search for the smallest eigenpair in a subspace of increasing dimension, which is shrunk from time to time to avoid excessive memory requirements and numerical cost per iteration. They differ in substep 7, by the way t k is computed.
The Davidson method uses
where M k is an approximation to A − θ k I which is given by
when one uses the method in its standard settings.
Instead, the JD method computes t k by solving (in general, approximately) the so-called correction equation
Usually, this is done by running a few steps of a Krylov subspace iterative solver with preconditioning
M k being here also some approximation to A − θ k I. A scheme relatively close to the Davidson method is obtained when one skips inner iterations and performs a single application of the preconditioner (2.4). Indeed, the solution to
is (see [23] )
Both methods start then with the same vector t (D) k , but JD adds an oblique projection onto u ⊥ k . (Note that substep 8 of Algorithm 2.1 also implies a projection onto u ⊥ k , but the latter is orthogonal).
Whenever using the preconditioner (2.2), a standard way to initialize the Davidson method (the default strategy in [26] ) consists of selecting a few canonical vectors, more precisely those corresponding to the k 0 smallest diagonal elements. Of course, if A is nearly diagonal, this is a relevant choice for the JD method, too. Letting a ii be the smallest diagonal element, this strategy ensures θ 1 < a ii as soon as the starting basis contains, besides e i , one more canonical vector e j corresponding to an index j for which a ij = 0 [2] . Since θ k forms a nonincreasing sequence [18] , it means that the diagonal preconditioner (2.2) is positive definite for all k. Note that the convergence of the Davidson method is guaranteed when M k is positive definite for all k [2, Theorem 2.1]. However, little is known about the convergence speed.
"Generalized" Davidson methods [2, 8] have been proposed that make use of
instead of (2.2), where G stands for some closer approximation to A, e.g., its tridiagonal part (the factorization of M k has to remain cheap). Observe here that any analysis developed for the case (2.2) is easily extended to the general case by considering a basis transformation that makes G diagonal. However, since one does not know the canonical vectors in this transformed basis (actually the eigenvectors of G), one cannot in this case apply the above strategy to obtain a nice starting subspace with M k positive definite from the beginning. As will be seen below, this may have practical consequences.
Finally, both Davidson and JD approaches can be used with a constant, θ kindependent preconditioner. Actually, this is the standard choice for the JD method, for which one usually selects M k equal to some approximation of A−τ I for some "target" τ [4, 24] . Concerning the Davidson update (2.1), note, however, that if M k is a positive definite matrix that does not depend on k anymore, then the method becomes an (subspace accelerated) inexact inverse iteration scheme, for which proper analyses already exist [6, 10, 11, 15] . Moreover, the locally optimal block preconditioned conjugate gradient (LOBPCG) method from [5] then seems to be more efficient than standard subspace acceleration, being close to optimal without need for restarting. Therefore, in what follows, we only consider the standard Davidson method defined by (2.1) or (2.2) (or (2.7)). We refer to [13, 14] for some comparison between inexact inverse iteration, the LOBPCG and JD methods, and to [7] for a wider survey of preconditioned eigensolvers.
3.
A small illustrative experiment. Qualitative convergence analyses of the Davidson method have been developed in [2, 8] . Quantitative results seem more difficult to obtain. Probably connected to this fact is the observation that if M k converges to A − θ k I, then
should converge to u k . Hence, either the current subspace is not expanded, or it is expanded in a random fashion by rounding errors. However, besides some artificial experiments as those reported in [23] , poor behavior of the method because of too good preconditioning does not seem to correspond to the actual practice. We explain this by the following observation: M k converging to A−θ k I in the usual sense implies that, at some stage, M k becomes indefinite (since A − θ k I itself is indefinite). Therefore, what may then happen does not necessarily correspond to what is observed when one takes care to preserve the positive definiteness of M k . As we have already mentioned, the latter suffices to guarantee the convergence of the method [2, Theorem 2.1].
Before developing our mathematical analysis in the next section, we first illustrate these considerations by the following small experiment. The matrix is 10 × 10 and given by
where α is a parameter. For both the Davidson method (defined by (2.1), (2.2)) and the JD method (defined by (2.2), (2.6)), we computed the exact "local" convergence rate
, that is, when the subspace has just been shrunk with j min = 1. (Note that θ k is equal to the Rayleigh quotient corresponding to u k and hence cannot be smaller than λ 1 .) Two situations were considered. In the first one,
where s, −1 ≤ s ≤ 1, is a parameter and e = 1 · · · 1 T . In Figure 1 , we have plotted σ against |s| for both methods and two values of α. Note that in each case there are two curves, one for positive s and one for negative s. Dotted vertical lines have been added to indicate the values of |s| corresponding to θ k = a 11 (i.e., θ k = 1) and θ k = λ * ≡ (λ 1 + λ 2 )/2. The first value corresponds indeed to the point from where the convergence of the Davidson method is guaranteed because M k is positive definite, whereas the second value corresponds to the point from where the analysis in [14] applies to prove the convergence of the JD method; note that θ k decreases with |s|, u k becoming closer to x 1 .
One sees that the convergence of the Davidson method is rather unpredictable when M k is not positive definite (θ k ≥ 1), stagnation being possible. Beyond this limit, and as |s| decreases, σ converges quickly to a value independent of α and close to 10 −1 . On the other hand, the JD method is stable as soon as θ k < λ * with the asymptotic convergence rate approximately equal to 10 −2 for α = 10 −1 and 10
Now, this example does not represent truly what happens when the Davidson method is initialized in the standard way. Indeed, by including the first canonical vector into V k0 , one not only ensures the positive definiteness of M k , but one also enforces the condition (r k ) 1 = 0 (since, as a result of the Ritz-Galerkin process used to compute u k , the residual vector is orthogonal to any vector in V k ). To figure why this may have a significant influence on the computation, observe that e 1 is precisely the eigenvector of M k corresponding to its smallest eigenvalue-the one which makes M k ill conditioned. (When the matrix is close to a diagonal one, θ k ≈ λ 1 implies θ k ≈ a 11 .) By making r k orthogonal to e 1 one thus ensures that this quasi-singular mode does not play a role anymore in the computation of t (D) k . This led us to consider the same example, but with a different initialization, for which (r k ) 1 = 0 holds. More precisely, in this second situation, we take u k equal to the Ritz vector associated to the smallest Ritz value from the subspace span{e 1 , v}, where v is defined as u k in the first considered situation, that is,
The results are reported in Figure 2 . (Observe that here θ k < a 11 always holds.) Only little differences may now be seen between both methods, and the convergence rate is everywhere approximately equal to or less than α 2 .
Theoretical analysis.
We want to develop a mathematical analysis of the phenomena observed in the previous section. Note that in the considered experiment, V k = [u k ]; that is, θ k+1 is the smallest Ritz value associated to the subspace span{u k , t k }. In general, Algorithm 2.1 extracts the approximate eigenpair from a larger subspace span(V k ) ⊃ span{u k , t k }. However, the smallest Ritz value associated to span(V k ) cannot be larger than that associated to span{u k , t k }. An analysis of the latter thus gives an upper bound on the convergence rate for the general case. Now, to develop this analysis, it is relevant to consider the projection t onto u
As mentioned at the beginning of section 2, a potential weakness of the Davidson method is that this vector converges to zero as M k converges to A − θ k I. Besides the already mentioned argument that this cannot really happen if M k is kept positive definite, we further observe that, as long as t
is not dominated by rounding errors, what matters is not its length but only its direction. We thus first need an upper bound on the smallest Ritz value from span{u k , t k } (for any given t k ⊥u k ), that would be more tractable than the exact expression, while being independent of the scaling of t k . This is the purpose of the following lemma.
Lemma 4.1. Let A be a real symmetric n × n matrix with eigenvalues λ 1 < λ 2 ≤ · · · ≤ λ n . Let u be a vector with unit norm such that the associated Rayleigh quotient
For any vector t⊥u, the smallest Ritz value θ associated to the subspace span{u, t} satisfies
Proof. Letθ(β) be the Rayleigh quotient associated to a linear combination of the formû
is an upper bound on θ for any β. Now,
The numerator is minimal when
and, since (u, (A − θ I) u) = 0, it is then equal to
Moreover, the denominator of the latter expression is positive when (4.2) holds because, by [13, Lemma 3.1],
showing that (A − θ I) is positive definite onto u ⊥ . On the other hand, for β given by (4.3), and using (4.4) again,
We thus find
whence the required result since
We now develop the core of our quantitative analysis. First, in the following theorem, we prove a bound on the convergence rate considering the asymptotic situation of a matrix increasingly closer to a diagonal one. This is somewhat restrictive, but observe that this is precisely the situation for which we have little hint on how the method should behave when M k is kept positive definite. The stated result is also in perfect agreement with the observations from Figure 1 , although the matrix there is not that close to a diagonal one.
In this theorem, we use the assumption that all diagonal entries of the matrix are distinct. This is required because the proof makes use of standard perturbation analysis for matrices with distinct eigenvalues [29] ; from a practical viewpoint, we suspect that only the separation of the smallest diagonal entry from the remaining entries really matters.
Theorem 4.2. Consider step k of Algorithm 2.1 applied to the real symmetric n × n matrix
where ε is a running parameter and B is a matrix such that diag(B) = 0. Assume that the diagonal entries of A are such that a 11 < a 22 < · · · < a nn and that
Proof. We first introduce some notation. We denote (x i , λ i ) the eigenpairs of A (with λ 1 ≤ · · · ≤ λ n ) and write
where c 2 + s 2 = 1 and n j=2 ξ 2 j = 1; without loss of generality, we assume c, s ≥ 0, the ξ j being allowed to be positive or negative. The Rayleigh quotient and residual corresponding to u k are, respectively,
We further define the following quantities:
We observe for future reference that, by virtue of the Cauchy-Schwarz inequality,
Now, the proof is rather technical but may be sketched as follows. We want to apply Lemma 4.1. As seen below, r k = O(ε). Hence we don't have to worry about the term 1 + r 2 /(λ 1 + λ 2 − 2 θ) 2 , and need only to bound below
k r k , which is a difficult task because r k is naturally expressed in terms of the eigenvectors of A (see (4.10)), whereas the action of M −1 k is easy to express for vectors defined in the standard canonical basis. However, because of the asymptotic situation considered, we may use perturbation theory to obtain an asymptotic expression for the eigenvectors x i in term of the canonical vectors e i . From there, we obtain asymptotic expressions for
k , and finally for all the scalar quantities needed to apply Lemma 4.1. This gives an upper bound on the convergence rate that is valid up to O(ε). This upper bound depends on δ, on the matrix entries a jj and b ij , and on the unknown ξ j . (It does not depend on s because the definition (4.7) of δ and (4.9) imply a relation between δ and s which we use to eliminate s.) Fortunately, the matrix entries and the ξ j influence the result only through the variable η defined above; that is, the upper bound is a function of δ and η only. The required result is then proved by analyzing this function over the interval of interest, that is, −1 ≤ η ≤ 1 (see (4.11) ) and 0 ≤ δ < 1, as follows from (4.7) and from the positive definiteness of M k , which implies θ k < a 11 .
We now enter the core of the proof, stating first the needed results from perturbation theory and some immediate consequences. For i = 1, . . . , n, [29, equations (9.4), (11.3), and (10.2)] yield
, (4.12)
Further, (4.12) implies
Hence (4.7) gives (4.16) whereas (4.9) and (4.15) imply
Therefore, comparing with (4.16),
which allows us to eliminate s in function of δ .
From these relations, we first deduce that, for ε sufficiently small, a 11 < a 22 implies λ 1 < λ 2 , whereas θ k < a 11 implies θ k < (λ 1 + λ 2 )/2. Thus, we may apply Lemma 4.1 whose assumptions are satisfied.
We now use the above relations to obtain asymptotic expressions for the needed vector quantities
k . Observe that since the first diagonal entry of M k is small (O(ε 2 ), see below), we need to correctly derive the leading term for first the component of r k , even though it is one order of magnitude smaller than the leading term of other components.
Noting that c = 1+O(s 2 ) = 1+O(ε 2 ), we obtain, using first (4.16), (4.17), (4.15), and then (4.13) 2 ,
Incidentally, this also shows that r k = O(ε), as claimed above.
Since 7) ), one has, with (4.16),
Therefore,
and we further obtain
On the other hand, we find, with (4.8), (4.17) , and (4.13),
from which we deduce
and, therefore,
Hence,
We are now able to derive asymptotic expressions for the inner products needed to apply Lemma 4.1. We find, remembering the definition of α, β, γ, η,
where
. Therefore, Lemma 4.1 gives, using these expressions and (4.16), and remembering also that r k = O(ε) (see (4.18)),
Since ζ 2 ≥ 0 and 
does not exceed 1 for 0 ≤ δ < 1 and −1 ≤ η ≤ 1. This function is continuous and infinitely derivable over this interval. A fine sampling and surface plot further reveals that it is smooth, has two maxima located around δ = 0, η = ±0.57, and that it is certainly less than 1 outside the neighborhood of these maxima. Consider then the function
As easily checked, it is maximal for η 2 = 1/3 and f (0, ±
) and (δ, η) = (0, −
) correspond to maxima of f (δ, η) over the region of interest. To check this, we used computer algebra to obtain the Taylor expansion around these points. This gives
for the first point and
for the second one, showing that both points correspond indeed to maxima of f (η, δ) over the region −1 ≤ η ≤ 1, 0 ≤ δ < 1, which concludes the proof. This theorem essentially proves that, if a matrix is sufficiently close to a diagonal one, then the Davidson method converges with a convergence rate bounded away from 1 as soon as δ is away from 1 (that is, θ k away from a 11 ). Further, the asymptotic convergence rate for δ → 0 (i.e., θ k → λ 1 ) is not larger than 1 9 . Remarkably, this bound does not depend on the matrix entries. This is in perfect agreement with the observations from Figure 1 , where the asymptotic convergence rate (for θ k → λ 1 ) was found to be slightly less than 1 10 and essentially independent of the size of the offdiagonal entries.
In the theorem, we assume that all computations are done exactly. One could then wonder how small ε can be before the results get obscured by rounding errors. Here, the most dangerous step is certainly the orthogonalization of t is strongly aligned with u k . One has, therefore, to expect severe roundoff effects when (4.1)) . Interestingly, the quantities in this relation may be estimated from the proof of Theorem 4.2. Neglecting O(ε) terms, this gives (see Appendix A for the details of the calculation)
Thus, when δ is away from 1 (i.e., θ k away from a 11 ), severe roundoff effects are not expected before the offdiagonal entries in A become very small. (To figure how small they can be, see a related discussion in [25, section 4.3] ). This is somewhat surprising, but remember that we assume M k is positive definite, and the picture might be well different for indefinite M k . Now, these results do not explain the observations from Figure 2 . For this purpose, we need a further analysis that exploits the relation (r k ) 1 = 0 to obtain a better bound, proving increasing convergence speed as the matrix becomes closer to a diagonal one. This is done in Theorem 4.3 below. Observe that the result is here not restricted to the asymptotic situation of a matrix converging to a diagonal one.
Theorem 4.3. Consider step k of Algorithm 2.1 applied to a real symmetric n × n matrix A whose eigenpairs (λ i , x i ) are such that λ 1 < λ 2 ≤ · · · ≤ λ n and whose diagonal entries satisfy a 11 < a 22 
is positive definite and that (4.25) and, for r k → 0,
Proof. All assumptions of Lemma 4.1 are satisfied, and its application yields (4.25) if we are able to prove that
, (4.27) where t
The proof may then be sketched as follows. First, t
. Considering (4.27), we are then left with the analysis of (r k , M
Therefore, since by virtue of (4.23) 11 ,
With (4.28), this gives
With (4.29) and (4.30), this proves (4.27) and, therefore, (4.25) .
On the other hand, by [19 
. Inequality (4.25) then readily follows because 1 − 1/ ((1 + x)(1 + y) ) ≤ x + y for any nonnegative x, y. Theorem 4.3 explains, at least qualitatively, the observations from Figure 2 : When (r k ) 1 = 0 holds, the convergence speed is no longer independent of the matrix entries but increases as the matrix becomes closer to a diagonal one. However, our result seems too pessimistic, at least with respect to the situation depicted in Figure 2 , which suggests that the convergence rate is then O α 2 = O N 2 , whereas (4.26) proves only O ( N ) convergence. Now, it is worth comparing Theorems 4.2 and 4.3 with the known results applicable to the JD method [14, 16, 21, 27] . Among these, the easiest to express and to interpret is the one obtained by combining [14, Theorem 3.1] with [14, equation (4. 3)]. Assuming only
this indeed yields
where γ is the relative error left in the correction equation ( 
is the condition number of the system (2.3) preconditioned by (2.4). Further, letting
, N = N is the offdiagonal part of A whenever using the diagonal preconditioning (2.2)), one has, using (4.4),
This yields, with (4.33),
which may be combined with (4.32) to obtain an upper bound on the convergence rate comparable to the ones in Theorems 4.2 and 4.3. In particular, for θ k → λ 1 , this gives
These results indicate that the JD method may improve the Davidson method in several ways. First, the above analysis of the JD method holds independently of the positive definiteness of M k ; only (4.31) has to be assumed, which is much weaker for nearly diagonal matrices. Next, a convergence estimate that vanishes for θ k → λ 1 and N → 0 is obtained without having to enforce any particular condition on the residual such as (r k ) 1 = 0. Further, the latter estimate is O( N 2 ), whereas (4.25) proves only O ( N ) convergence for the Davidson method. Finally, the above analysis of the JD method applies to any M k and corresponding N , whereas Theorem 4.3 is restricted to diagonal preconditioning. (The latter restriction is actually connected to the assumption (r k ) 1 = 0. We could indeed rewrite Theorem 4.2 so that it applies to general preconditioning of the form M k = G − θ k I, but then (r k ) 1 = 0 should be rewritten (w 1 , r k ) = 0, where w 1 is the first eigenvector of G. To figure this out, consider a basis transformation that makes G diagonal, apply the theorem in its present form to the tranformed matrix, and bring back the result in the original basis. We did not consider this as it would be of little practical interest.) Now, in Figure 2 , we see only little difference between the JD and the Davidson methods initialized in the standard way. We explain this as follows. First, θ k < a 11 and (r k ) 1 = 0 then always hold because e 1 belongs to the starting subspace. Further, the difference between the O( N 2 ) convergence estimate for the JD method and the O ( N ) one for the Davidson method might well come from a shortcoming in our analysis. Indeed, (r k ) 1 = 0 entails (M k r k ) 1 = 0 (remember that M k is diagonal), whereas x 1 ≈ e 1 for nearly diagonal matrices with u k ≈ x 1 when one is close to convergence. Hence, (u Therefore, the JD approach is mainly helpful in "nonstandard" situations. For instance, it is more robust with respect to the choice of the initial approximation. It may also be better whenever using nondiagonal preconditioners of the form (2.7). Indeed, nice guaranteed convergence of the Davidson method requires the positive definiteness of M k , which, as mentioned at the end of section 2, is more difficult to ensure from the beginning with general (nondiagonal) preconditioning. Moreover, the initialization strategy that allows the Davidson method to be as fast as the JD method in the case of diagonal preconditioning is no longer applicable; hence the JD method is then expected to be faster in the final phase, too.
Another situation in which one could prefer the JD method is when it is helpful to use inner iterations to compensate for a too poor preconditioning (and thus avoid too many steps of Algorithm 2.1 with frequent shrinking of the basis; see next section). Indeed, the JD method has been explicitly designed to accommodate inner iterations, and it is not difficult to extend the above analysis to this framework; see [14] for details. Concerning the Davidson method, however, although it is in principle possible to compute t
by solving approximately (A − θ k I) t = r k , we would not advise one to do so. Indeed, first this system is hard to solve iteratively, being indefinite and increasingly ill conditioned as θ k converges to an eigenvalue. Next, the preconditioner implicitly defined in this way is in general not positive definite, and the convergence, therefore, cannot be guaranteed. Moreover, this is precisely the kind of situation for which the method may indeed behave poorly in practice, as observed in [23] .
Remark. Our analysis disregards the subspace acceleration present in Algorithm 2.1. Its effects are indeed very difficult to analyze. In practice, we generally observed that they are noticeable in the early stages of the process, especially when the initial approximation is not very good. In particular, subspace acceleration then most often suffices to prevent stagnation during the first phase, when M k is still indefinite. Concerning the final phase, for which M k is positive definite (and to which our analysis applies), it is interesting to consider the results in [17] , although they do not directly apply to the present framework. Indeed, they suggest an acceleration similar to that achieved by Krylov subspace methods compared to standard steepest descent. The heuristic reasoning in [9] goes along the same lines. It is based on an analogy with the conjugate gradient method (for solving linear systems), considering the ultimate phase for which θ k has converged and is virtually constant. On this basis, some shrinking strategies are discussed in [9] , where it is also proposed to further improve the acceleration algorithm by using refined Ritz vectors whenever appropriate. Now, these developments do not allow a direct comparison between different methods to compute t k . However, they suggest that working with the whole subspace accelerates the convergence of all methods in essentially the same way, i.e., a method that is faster when working with span{u k , t k } only is expected to remain faster with subspace acceleration. From that point of view, the discussion above keeps all its relevance also in the presence of subspace acceleration.
Further numerical results.
We now consider a more realistic experiment. The matrix is 1000 × 1000 and given by 
JDCG(SSOR)
: the JD method with inner preconditioned conjugate gradient iterations to solve the correction equation (2.3), using for these inner iterations the projected preconditioner (2.4) with M k equal to the SSOR preconditioning of A − τ I with relaxation parameter equal to 1 (see, e.g., [20] ); τ is as above the largest number such that A − τ I is (nonstrictly) diagonally dominant and this preconditioner is also θ k -independent.
For the last three variants, inner iterations were stopped according to the criteria suggested in [13] . We did not test JDCG(D − θ k I) with the second initialization strategy because M k might then be indefinite and the present version of the used code [12] does not allow for indefinite preconditioning.
We are interested here in the global convergence behavior, and we report in Table 1 the number of multiplications by A needed to achieve r k < 10 −10 .
As expected from the theory, there is hardly any difference between Davidson and JD(D−θ k I) with Init1, whereas JD(D−θ k I) is significantly better with Init 2 for small α, Davidson not being able to benefit from the improvement of the preconditioner. The relative behavior of JDCG(D − θ k I) is also not surprising. If one can pay for large shrinking parameters j min and j max , then it is faster to skip inner iterations because the latter combine the search directions in a given way, which cannot compete with the global optimization performed by the Rayleigh-Ritz procedure. On the other hand, frequent shrinking of the basis spoils this global optimization, whereas schemes based on inner conjugate gradient iterations are not deeply affected. The latter may thus allow substantial savings, according to the case at hand (relative cost of a multiplication by A and available memory).
Comparing the results for JDCG(D − θ k I) with those for JDCG(D − τ I), this experiment also confirms that JDCG is on the whole as efficient with a θ k -independent preconditioner. This is good news. Indeed, when the matrix is not nearly diagonal, trying to improve the preconditioner while keeping the θ k -dependent form (2.7) is not easy because indefiniteness may occur and because only relatively small preprocessing cost is affordable since the preconditioner changes at each step. On the other hand, plenty of methods are available to precondition A − τ I, especially if τ is such that the latter matrix is positive definite. Our example was perhaps not very well chosen in this respect because the band structure of the matrix entails that a mere incomplete LU factorization of A − τ I actually delivers an exact Cholesky factorization (see, e.g., [20] ). It then would not have been fair to report the results obtained in such a particular case as representative of the potentialities of this preconditioning method for general matrices. We, therefore, confined ourselves to SSOR preconditioning, which may be seen as an intermediate step between diagonal and incomplete LU preconditioning. The results obtained with JDCG(SSOR) illustrate anyway that, in hard situations, the best thing to do is try to improve the preconditioner, significant savings being possible if one is successful.
Conclusions.
When one considers simple diagonal preconditioning and initializes the method in the standard way (with few canonical vectors as starting subspace), only a little difference may be seen between the Davidson and JD methods. In particular, one need not fear poor behavior of the Davidson method because the matrix would be too close to a diagonal one.
On the other hand, the JD method may bring a significant improvement for matrices not close to a diagonal one, so that the diagonal preconditioning is too poor. Indeed, one would then like to improve the situation by considering either inner iterations or more general (nondiagonal) preconditioning (or both). In either case, the JD method appears better suited, as it has been explicitly designed to accommodate inner iterations and to work with any type of preconditioning.
Appendix: Proof of (4.21). Using the notation introduced at the beginning of the proof of Theorem 4.2, and remembering that 0 ≤ |η|, δ ≤ 1, (4.19) gives, neglecting O(ε) terms,
