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Abstract: The framework of Functional Analysis is the theory of topological vector spaces over
the real or complex field. The natural generalization of these objects are the topological modules
over topological rings. Weakening the classical Functional Analysis results towards the scope of
topological modules is a relatively new trend that has enriched the literature of Functional Analysis
with deeper classical results as well as with pathological phenomena. Following this trend, it has
been recently proved that every real or complex Hausdorff locally convex topological vector space
with dimension greater than or equal to 2 has a balanced and absorbing subset with empty interior.
Here we propose an extension of this result to topological modules over topological rings. A sufficient
condition is provided to accomplish this extension. This sufficient condition is a new property in
topological module theory called strong open property. On the other hand, topological regularity of
closed balls and open balls in real or complex normed spaces is a trivial fact. Sufficient conditions,
related to the strong open property, are provided on seminormed modules over an absolutely
semivalued ring for closed balls to be regular closed and open balls to be regular open. These sufficient
conditions are in fact characterizations when the seminormed module is the absolutely semivalued
ring. These characterizations allow the provision of more examples of closed-unit neighborhoods of
zero. Consequently, the closed-unit ball of any unital real Banach algebra is proved to be a closed-unit
zero-neighborhood. We finally transport all these results to topological modules over topological
rings to obtain nontrivial regular closed and regular open neighborhoods of zero. In particular, if M
is a topological R-module and m∗ ∈ M∗ is a continuous linear functional on M which is open as
a map between topological spaces, then (m∗)−1 (int(B)) is regular open and (m∗)−1 (B) is regular
closed, for B any closed-unit zero-neighborhood in R.
Keywords: topological module; topological ring; normed module; absolutely valued ring;
regular closed set; regular open set; closed-unit neighborhood of zero
MSC: 46H25; 16W80; 54H13
1. Introduction
Weakening the classical Functional Analysis results from real or complex normed spaces to real or
complex topological vector spaces is an old trend that originally started with the study of the w- and
w∗-topologies [1]. Over many years, the Functional Analysts observed that whereas many classical
deep results for normed spaces also worked well for topological vector spaces, other results did not
work as well and thus turned into pathological phenomena [2–4]. These pathological phenomena
occur more often when the vector topologies are not Hausdorff [5].
The above mentioned trend evolved to a new research line consisting of generalizing, as much
as possible, the classical results on real or complex topological vector spaces to the scope of
topological vector spaces over division rings [6] or even topological modules over topological
rings [7,8]. This evolution has considerably enriched the literature of Functional Analysis with
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deeper classical results as well as with pathological phenomena, as can be checked, for instance, in [9].
The books [10–13] are excellent references containing all the basics of the Functional Analysis literature
in the topological module setting.
Several years ago, in ([14] (Theorem 3.2)), it was proved that every real or complex separable
normed space with dimension greater than or equal to 2 has a balanced and absorbing subset
with empty interior. Some time later, in ([15] (Theorem 1.1)), it was shown that every real or
complex Hausdorff locally convex topological vector space with dimension greater than or equal to
2 has a balanced and absorbing subset with empty interior. This result motivated the study of the
existence, in topological modules, of balanced and absorbing subsets which are not zero-neighborhoods.
However, it was first necessary to extend the concept of balancedness and absorbance to the scope
of topological modules. In [10], one can find these two concepts for topological vector spaces over
absolutely valued division rings. In ([16] (Definition 2.1)), balanced and absorbing sets were defined for
modules over topological rings. For this, a fundamental notion was necessary to introduce: closed-unit
neighborhood of zero [16–18].
More recently, the isometric representations of groups on complex Banach spaces [19,20] motivated
the study of isometric representations of groups on normed modules [21] (recall that an isometric
group-representation is a group morphism between a group and the group of surjective linear
isometries on a normed module over an absolutely valued ring). Later, the theory of Schauder
bases has been redeveloped for topological modules in [22]. These two extensions generated the
necessity of an operator theory for seminormed modules over absolutely semivalued rings. This new
operator theory can be found in [23] and extends very accurately the classical operator theory on
complex normed spaces [24]. The latest steps on this ongoing trend have been provided in two
submitted preprints [25,26]. In the first one, the classical spectral theory is carried out to the scope
of unitary algebras, where it is proved that the classical spectral decomposition in unitary complex
Banach algebras also holds in general unitary algebras. In the second preprint, the locally convex
topologies on complex topological vector spaces are transported to the scope of topological modules
over topological rings. This is possible by introducing a new definition of convexity for modules
different from the C∗-convexity [27] and that coincides with the usual concept of convexity when the
topological ring is the real field. This new conception of convexity is known as B+-convexity and it
relies on the brand-new concept of closed-unit segment.
This paper is generally aimed at continuing the process of weakening the classical Functional
Analysis results to the more general setting of topological modules. In particular, we pretend to extend
two deep Functional Analysis results to topological modules:
1. Topological regularity of certain zero-neighborhoods such as closed balls, open balls and
preimages of closed-unit zero-neighborhoods by continuous functionals (proved for real or
complex normed spaces scattered throughout the literature [28]).
2. Existence of balanced and absorbing subsets which are not zero-neighborhoods (proved first
in ([14] (Theorem 3.2)) for separable real or complex normed spaces with dimension greater
than or equal to 2, and then in ([15] (Theorem 1.1)) for real or complex Hausdorff locally convex
topological vector spaces with dimension greater than or equal to 2).
In both extensions, a new property on topological module theory is introduced: strong open property.
This property is trivially verified by all real or complex topological vector spaces (in particular, by all
real or complex normed spaces). Throughout this manuscript, we will see that not all the extensions
are always possible, producing then the existence of pathological phenomena.
At the very beginning of every section, we will introduce all the necessary tools to prove our results.
Here, in the rest of this introductory section, we will recall several basic concepts. Important topological
notions and notations that will be used follow now. Let X be a topological space. If A ⊆ X,
then int(A), cl(A), bd(A) denote the interior, the closure, the boundary of A, respectively. For every
x ∈ X, we will let Nx(X) denote the filter of neighborhoods of x. A subset U ⊆ X is said to be regular
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open if U = int(cl(U)). A subset B ⊆ X is said to be regular closed if B = cl(int(B)). Notice that if
U ⊆ X is open, then cl(U) is regular closed, and if B ⊆ X is closed, then int(B) is regular open.
The following characterization of module topology ([10] (Theorem 3.6)) will be very much
employed throughout this manuscript.
Theorem 1. Let R be a topological ring and M a topological R-module. If B is a basis of 0-neighborhoods in
M, then:
1. For each W ∈ B there is U ∈ B with U + U ⊆W.
2. For each W ∈ B there is U ∈ B with −U ⊆W.
3. For each W ∈ B there are U ∈ B and V ∈ N0(R) with UV ⊆W.
4. For each W ∈ B and each r ∈ R there is U ∈ B with rU ⊆W.
5. For each W ∈ B and each m ∈ M there is U ∈ N0(R) with Um ⊆W.
Conversely, if B is a filter base on an R-module M satisfying the previous properties, then there exists a
unique module topology on M in such a way that B is a basis of 0-neighborhoods.
Topological rings in which multiplicative inversion is continuous will be called inversion-
topological rings. Notice that topological division rings are inversion-topological rings by definition.
However, division topological rings need not be inversion-topological rings.
Let R be a ring and s ∈ R. The sets of left-divisors and right-divisors of s are defined and
denoted by
`d(s) := {r ∈ R : there exists t ∈ R \ {0} with rt = s}
and
rd(s) := {r ∈ R : there exists t ∈ R \ {0} with tr = s},
respectively. The multiplicative group of invertibles in R will be denoted, as usual, by U (R).
Notice that U (R) = `d(1) ∩ rd(1). On the other hand, `d(0) ∩ rd(1) = ∅ = rd(0) ∩ `d(1) and thus
(`d(0) ∪ rd(0)) ∩ U (R) = ∅. The ring R is called an integral domain if `d(0) = rd(0) = {0}.
An R-module M is called torsionfree provided that the equality rm = 0 implies that either
m = 0 or r ∈ `d(0) ∪ rd(0). Suppose that M is a topological R-module, we say that M is strongly
torsionfree if whenever (rim)i∈I → 0, then either m = 0 or (ri)i∈I is convergent to a zero divisor.
In ([23] (Section 2.4)), a wider perspective on separation properties is given.
Keep in mind that the difference between a ring seminorm ‖ · ‖ and an absolute semivalue
| · | is that the ring seminorm is submultiplicative (‖rs‖ ≤ ‖r‖‖s‖) and the absolute semivalue
is multiplicative (|rs| = |r||s|). Then a seminorm on an R-module M is asked to be absolutely
homogeneous (‖rm‖ = |r|‖m‖) if R is absolutely semivalued, and submultiplicative (‖rm‖ ≤ ‖r‖‖m‖)
if R is seminormed. Throughout this paper, we will consider all module seminorms, ring seminorms
and absolute semivalues to be nonzero.
If X is a pseudometric space, then BX(x, δ) stand for the closed ball centered at x ∈ X with radius
δ > 0. The corresponding open ball is denoted by UX(x, δ), and the sphere centered at x ∈ X with
radius δ > 0 is denoted as SX(x, δ). When M is a seminormed module, then the closed-unit ball of M
is BM := BM(0, 1), the open unit ball of M is UM := UM(0, 1) and the unit sphere is SM := SM(0, 1).
2. Regularity of Balls in Seminormed Modules
Let X be a pseudometric space. Since UX(x, δ) is open and BX(x, δ) and SX(x, δ) are closed for
every x ∈ X and every δ > 0, as a consequence, UX(x, δ) ⊆ int (BX(x, δ)) and cl (UX(x, δ)) ⊆ BX(x, δ).
Notice that if UX(x, δ) = int (BX(x, δ)), then UX(x, δ) is regular open, and if cl (UX(x, δ)) = BX(x, δ),
then BX(x, δ) is regular closed. Observe also that in any of the previous two cases, int (SX(x, δ)) = ∅.
The following examples show that UX(x, δ) = int (BX(x, δ)) and cl (UX(x, δ)) = BX(x, δ) are
independent conditions in the sense that none of them implies the other.
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Example 1. Take X := [−1, 1], x := 0 and δ := 1. Then
cl (UX(x, δ)) = cl((−1, 1)) = [−1, 1] = BX(x, δ)
but
int (BX(x, δ)) = int([−1, 1]) = [−1, 1] 6= (−1, 1) = UX(x, δ).
Example 2. Take X := R \ (1, 2), x := 0 and δ := 2. Then
int (BX(x, δ)) = int ([−2, 1] ∪ {2}) = (−2, 1] = UX(x, δ)
but
cl (UX(x, δ)) = cl((−2, 1]) = [−2, 1] 6= [−2, 1] ∪ {2} = BX(x, δ).
Theorem 2. Let R be a seminormed ring and M a seminormed R-module. If 1 ∈ cl(UR),
then cl (UM(m, δ)) = BM(m, δ), and thus BM(m, δ) is regular closed, for every m ∈ M and every δ > 0.
Proof. Fix an arbitrary p ∈ SM(m, δ). Let (un)n∈N ⊆ UR be convergent to 1. Then (m + un(p−m))n∈N
is a sequence in UR(m, δ) which is convergent to p. As a consequence, p ∈ cl (UM(m, δ)).
The arbitrariness of p shows that cl (UM(m, δ)) = BM(m, δ).
Please note that 1 ∈ cl(UR) implies that R is a unital seminormed ring, i.e., ‖1‖ = 1.
Corollary 1. Let R be a unital seminormed ring. The following conditions are equivalent:
1. cl (UR(r, δ)) = BR(r, δ) for all r ∈ R and all δ > 0.
2. cl (UR) = BR.
3. 1 ∈ cl(UR).
In this situation, BR(r, δ) is regular closed for all r ∈ R and all δ > 0.
Proof. It is trivial that (1)⇒(2). In order to prove that (2)⇒(3), it only suffices to notice that
1 ∈ BR = cl (UR) because ‖1‖ = 1 by hypothesis. Finally, (3)⇒(1) is a direct consequence of
Theorem 2.
Since |1| = 1 for any (nonzero) absolutely semivalued ring R, we have the following scholium.
Scholium 3. The following are equivalent for an absolutely semivalued ring R:
1. cl (UR(r, δ)) = BR(r, δ) for all r ∈ R and all δ > 0.
2. cl (UR) = BR.
3. 1 ∈ cl(UR).
In this situation, BR(r, δ) is regular closed for all r ∈ R and all δ > 0.
Definition 1. Let R be a seminormed ring and M a seminormed R-module. It is said that M satisfies the
(strong) open property if for each open subset U ⊆ M and each m ∈ U there is an (invertible) element s ∈ R
with ‖s‖ > 1 such that sm ∈ U.
We say that a seminormed ring R satisfies the (strong) open property if it does as a left R-module.
The open property serves as a sufficient condition for open balls to be dense in closed balls.
Theorem 4. Let R be an absolutely semivalued ring and M a seminormed R-module. If M satisfies the open
property, then UM(m, δ) = int (BM(m, δ)), and thus UM(m, δ) is regular open, for every m ∈ M and every
δ > 0.
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Proof. Suppose on the contrary that UR(m, δ) ( int (BM(m, δ)). Then there exists
n ∈ SM(m, δ) ∩ int (BM(m, δ)). Take ε > 0 such that UM(n, ε) ⊆ BM(m, δ). Since M satisfies the
open property, there exists s ∈ R with |s| > 1 such that s(n−m) ∈ UM(n−m, ε). Notice that
|s− 1|δ = |s− 1|‖n−m‖ = ‖s(n−m)− (n−m)‖ < ε.
Next,
‖ (m + s(n−m))− n‖ = ‖(m− n) + s(n−m)‖ = |s− 1|‖n−m‖ = |s− 1|δ < ε.
Therefore, m + s(n−m) ∈ UM(n, ε) ⊆ BM(m, δ). However,
‖ (m + s(n−m))−m‖ = |s|‖n−m‖ > δ.
This is a contradiction.
We present now a sufficient condition for a seminormed module to satisfy the open property.
Theorem 5. Let R be a seminormed ring and M a seminormed R-module. If R satisfies the (strong) open
property, then M satisfies the (strong) open property.
Proof. Fix an open subset U of M and m ∈ U. Take ε > 0 such that UM(m, ε) ⊆ U. Choose δ > 0 such
that δ‖m‖ < ε. Then
UR(1, δ)m ⊆ UM(m, δ‖m‖) ⊆ UM(m, ε) ⊆ U.
By hypothesis, there exists s ∈ R (s ∈ U (R)) with ‖s‖ > 1 such that s1 ∈ UR(1, δ). Then
sm ∈ U.
According to Theorem 5, in order to guarantee that a seminormed module has the open property,
it only suffices to find sufficient conditions for seminormed or absolutely semivalued rings to have the
open property.
Corollary 2. The following are equivalent for an absolutely semivalued ring R:
1. int (BR(r, δ)) = UR(r, δ) for all r ∈ R and all δ > 0.
2. int(BR) = UR.
3. 1 /∈ int(BR).
4. R satisfies the open property.
In this situation, UR(r, δ) is regular open for all r ∈ R and all δ > 0.
Proof. It is trivial that (1)⇒(2). Next, (2)⇒(3) holds since |1| = 1 (recall that we are assuming
throughout the whole manuscript that all absolute semivalues are nonzero). Let us prove now that
(3)⇒(4). Fix an open subset U of R and r ∈ U. Take ε > 0 such that UR(r, ε) ⊆ U. If |r| = 0,
then UR(1, δ)r ⊆ UR(r, ε) ⊆ U. If |r| > 0, then we can choose δ > 0 such that 0 < δ|r| < ε.
Then UR(1, δ)r ⊆ UR(r, δ|r|) ⊆ UR(r, ε) ⊆ U. By hypothesis, we can find s ∈ UR(1, δ) ∩ (R \ BR).
Then |s| > 1 and sr ∈ U. Finally, (4)⇒(1) is a direct consequence of Theorem 4.
Scholium 6. Let R be an absolutely semivalued ring such that U (R) is open. The following conditions
are equivalent:
1. int (BR(r, δ)) = UR(r, δ) for all r ∈ R and all δ > 0.
2. int(BR) = UR.
3. 1 /∈ int(BR).
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4. R satisfies the strong open property.
5. R satisfies the open property.
Proof. In view of Corollary 2, we only need to show that (3)⇒(4). It is essentially the same proof as
in Corollary 2. Fix an open subset U of R and r ∈ U. Take ε > 0 such that UR(r, ε) ⊆ U. If |r| = 0,
then we choose δ > 0 such that UR(1, δ) ⊆ U (R). Please note that UR(1, δ)r ⊆ UR(r, ε) ⊆ U. If |r| > 0,
then we can choose δ > 0 such that UR(1, δ) ⊆ U (R) and 0 < δ|r| < ε. Then UR(1, δ)r ⊆ UR(r, δ|r|) ⊆
UR(r, ε) ⊆ U. By hypothesis, we can find s ∈ UR(1, δ) ∩ (R \ BR). Then s is invertible, |s| > 1 and
sr ∈ U.
In ([17] (Definition 3.12)), the concept of w-extreme point for rings was introduced: A point
e ∈ C is said to be a w-extreme point of a subset C ⊆ R if the equality 2e = a + b, with a, b ∈ C,
forces that a = b. By extw(C) we mean to denote the subset of w-extreme points of C.
In ([16] (Theorem 4.1 and Theorem 4.3(1))), it was proved that extw(A) ∩ int(A) = ∅ for every subset
A of a nondiscrete, integral domain, topological ring R with char(R) 6= 2.
As a direct consequence of ([16] (Theorem 4.1 and Theorem 4.3(1))) together with Corollary 2 and
Scholium 6, we immediately obtain the following result whose proof we omit for obvious reasons.
Theorem 7. Let R be an absolutely semivalued ring. If R is not discrete, char(R) 6= 2, R is an integral domain
and 1 ∈ extw(BR), then 1 /∈ int(BR) and hence R satisfies the open property. If, in addition, U (R) is open,
then R satisfies the strong open property.
Observe that ([16] (Theorem 4.2)) is a direct consequence of Theorem 7 together with Theorem 4.
3. Topological Implications of the Open Property
This section deals with topological implications of the open property. In ([23] (Theorem 2)), it was
proved that the intersection of all 0-neighborhoods in a topological module M,
⋂N0(M), is a closed
submodule. If M is seminormed, then
⋂N0(M) = {m ∈ M : ‖m‖ = 0}.
Lemma 1. Let R be a seminormed ring and M a seminormed R-module. If p ∈ M and ‖p‖ = 0,
then ‖p + q‖ = ‖q‖ for all q ∈ M.
Proof. It is sufficient to notice that ‖q‖ = ‖q‖ − ‖ − p‖ ≤ ‖q + p‖ ≤ ‖q‖+ ‖p‖ = ‖q‖.
Proposition 1. Let R be an absolutely semivalued ring satisfying the open property. Let M be a seminormed
R-module. If m ∈ M is such that ‖m + n‖ = ‖m‖ for all n in a closed ball BM(0, t) with t > 0, then ‖m‖ = 0
and ‖n‖ = 0 for all n ∈ BM(0, t). As a consequence,
⋂N0(M) = BM(0, t), i.e., if p ∈ M and ‖p‖ ≤ t,
then ‖p‖ = 0.
Proof. Suppose on the contrary that ‖m‖ > 0. Since R satisfies the open property, there exists




. Then (s − 1)m ∈ BM(0, t) and ‖m + (s − 1)m‖ =
‖m‖. However,
‖m + (s− 1)m‖ = |s|‖m‖ > ‖m‖.
This is a contradiction. Therefore, ‖m‖ = 0. By applying Lemma 1, we have that ‖m + q‖ = ‖q‖
for all q ∈ M. In particular, if n ∈ BM(0, t), then ‖m + n‖ = ‖n‖. However, by hypothesis,
‖m + n‖ = ‖m‖ = 0, which implies that ‖n‖ = 0. Then BM(0, t) ⊆
⋂N0(M). Since BM(0, t) ∈ N0(M),
we conclude that BM(0, t) ⊇
⋂N0(M). Then we obtain the equality BM(0, t) = ⋂N0(M).
Corollary 3. Let R be an absolutely semivalued ring satisfying the open property. Let M be a seminormed
R-module. If m ∈ M is such that ‖m + n‖ = ‖m‖ for all n in a closed ball BM(p, t) with p ∈ M and t > 0,
then ‖m‖ = 0 and ‖n‖ = 0 for all n ∈ BM(p, t). As a consequence,
⋂N0(M) = BM(0, t).
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Proof. If l ∈ BM(0, t), then ‖(m + p) + l‖ = ‖m + (p + l)‖ = ‖m‖ = ‖m + p‖. According to
Proposition 1, ‖m + p‖ = 0 and ‖l‖ = 0 for all l ∈ BM(0, t). This shows that
⋂N0(M) = BM(0, t).
Notice that ‖m‖ = ‖m + p‖ = 0. According to Lemma 1 and by using our hypothesis,
‖n‖ = ‖m + n‖ = ‖m‖ = 0 for all n ∈ BM(p, t).
Recall that a topological ring R is called practical [23] if the invertibles approach 0, i.e., 0 ∈
cl(U (R)).
Theorem 8. Let R be a practical topological ring and M a topological R-module. Every proper submodule N of
M has empty interior.
Proof. Suppose on the contrary that N has nonempty interior. Then there exists an open set
V ⊆ N. If we take any p ∈ V, then V − p ⊆ N and V − p is an open neighborhood of 0.
So, let us denote U := V − p. Fix any arbitrary m ∈ M. There is a 0-neighborhood W in R
with Wm ⊆ U. Next, R is practical, so there is an invertible u ∈ U (R) verifying that u ∈ W.
Then m = u−1(um) ∈ u−1Wm ⊆ u−1N = N. The arbitrariness of m ∈ M implies that M ⊆ N and
thus N is not proper.
As an immediate consequence of Theorem 8 and Corollary 3, we have the next result.
Corollary 4. Let R be a practical absolutely semivalued ring satisfying the open property. Let M be
a seminormed R-module. For every m, p ∈ M and every t > 0 there exists n ∈ BM(p, t) such that
‖m + n‖ 6= ‖m‖.
Proof. We are assuming that all seminorms are not zero, therefore
⋂N0(M) is a proper submodule
of M in virtue of ([23] (Theorem 2)). Then Theorem 8 implies that
⋂N0(M) has empty interior.
Finally, Corollary 3 forces that for every m, p ∈ M and every t > 0 there exists n ∈ BM(p, t) such that
‖m + n‖ 6= ‖m‖.
4. More Examples of Unit Neighborhoods of Zero
By means of the open property, we will be able to provide more new examples of unit
neighborhoods of zero ([17] (Definition 2.2)). A regular open 0-neighborhood in a topological ring
is called an open-unit 0-neighborhood if it is additively symmetric, multiplicatively idempotent and
1 belongs to its closure. A closed-unit 0-neighborhood is a regular closed 0-neighborhood whose
interior is an open-unit 0-neighborhood. The closure of each open-unit 0-neighborhood is a
closed-unit 0-neighborhood. The first examples of closed- and open-unit 0-neighborhoods were given
in ([17] (Theorem 3.7)) and in [29], in the context of R and C, respectively. Later on, more examples
were given in ([16] (Proposition 3.1)), where it was shown that if A is an absolutely semivalued unital
real algebra, then BA is a closed-unit 0-neighborhood. This result was generalized to normed rings
in ([23] (Theorem 8)) with few extra hypotheses.
Theorem 9. Let A be a unital seminormed algebra over an absolutely semivalued ring R. If, in addition,
A is an inversion-topological ring, satisfies the open property (with respect to R) and 1 ∈ cl(UR ∩ U (R)),
then UA = int(BA) and thus it is an open-unit 0-neighborhood, and BA = cl(UA) and thus it is a closed-unit
0-neighborhood.
Proof. In the first place, in virtue of Theorems 2 and 4, UA = int(BA) and BA = cl(UA), so UA is regular
open and BA is regular closed. Thus, it only suffices to show that UA is an open-unit neighborhood of
0. Since UA is regular open, it only remains to show that UA is additively symmetric, multiplicatively
idempotent and 1 ∈ cl(UA). It is clear that UA is additively symmetric and 1 ∈ BA = cl(UA) because
A is unital so ‖1‖ = 1. It is also trivial that UAUA ⊆ UA. So, it only remains to show that UA ⊆ UAUA.
For this, we will rely on ([18] (Lemma 2.4)). By hypothesis, 1 ∈ cl(UR ∩ U (R)), thus we can find a
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sequence (un)n∈N ⊆ UR ∩ U (R) converging to 1 in R. Then the sequence (un1)n∈N is contained in
UA ∩ U (A) and converges to 1 in A. Therefore, 1 ∈ cl(UA ∩ U (A)). Finally, ([18] (Lemma 2.4)) assures
that UA ⊆ UAUA because multiplicative inversion on A is continuous by hypothesis.
Theorem 9 generalizes ([16] (Proposition 3.1)).
Corollary 5. If A is an absolutely semivalued unital real algebra, then UA = int(BA) and thus it is an
open-unit 0-neighborhood, and BA = cl(UA) and thus it is a closed-unit 0-neighborhood.
Proof. Since A is absolutely semivalued, we have that A is unital and inversion on A is continuous.
According to Corollary 2, R clearly satisfies the open property and so does A with respect to R
by Theorem 5. Next, it is obvious that 1 ∈ cl(UR ∩ U (R)). Therefore, it only suffices to call on
Theorem 9.
We conclude this section with more corollaries of Theorem 9.
Corollary 6. If A is a unital real Banach algebra, then UA = int(BA) and thus it is an open-unit
0-neighborhood, and BA = cl(UA) and thus it is a closed-unit 0-neighborhood.
Proof. Since A is a unital real Banach algebra, we have that inversion on A is continuous because of
the completeness of A (see, for instance, ([25] (Theorem 4.2))). According to Corollary 2, R clearly
satisfies the open property and so does A with respect to R by Theorem 5. Next, it is obvious that
1 ∈ cl(UR ∩ U (R)). Thus, we only need to apply Theorem 9.
Corollary 7. Let R be an absolutely semivalued ring. If R satisfies the open property and 1 ∈ cl(UR ∩ U (R)),
then UR = int(BR) and thus it is an open-unit 0-neighborhood, and BR = cl(UR) and thus it is a closed-unit
0-neighborhood.
Proof. Here we take A := R and then, since A is absolutely semivalued, A is unital and inversion on
A is continuous. Next, R satisfies the open property and 1 ∈ cl(UR ∩ U (R)) by hypothesis. In view of
Theorem 9, we obtain the desired result.
We refer the reader to ([23] (Theorem 8)) for sufficient conditions on complete normed rings for
their unit ball to be a closed-unit neighborhood of 0.
5. The Open Property in Topological Modules
In this section, we will extend the open property to topological modules over topological rings.
Definition 2. Let R be a topological ring and B a proper closed-unit 0-neighborhood of R. We say that a
topological R-module M satisfies the (strong) open property if for every open subset U of M and for every m ∈ U
there is an (invertible) element s ∈ R \ B with sm ∈ U.
A topological ring satisfies the (strong) open property it does as a left module over itself. The next
result extends Theorem 5 to topological modules.
Theorem 10. Let R be a topological ring, B a proper closed-unit 0-neighborhood of R and M a topological
R-module. If R satisfies the (strong) open property, then M satisfies the (strong) open property.
Proof. Fix an open subset U of M and m ∈ U. Take V an open neighborhood of 1 in R with Vm ⊆ U.
There is s ∈ R (s ∈ U (R)) with s /∈ B and s1 ∈ V. Then sm ∈ U.
According to Theorem 10, in order to guarantee that a topological module has the open property,
it only suffices to find sufficient conditions for topological rings to have the open property.
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Proposition 2. Let R be a topological ring and B a proper closed-unit 0-neighborhood of R. Then R satisfies
the open property if and only if 1 /∈ int(B).
Proof. Suppose first that R satisfies the open property. If 1 ∈ int(B), then there exists s ∈ R \ B such
that s = s1 ∈ int(B) ⊆ B. This is a contradiction. Conversely, suppose that 1 /∈ int(B). Fix a nonempty
open subset U of R and r ∈ U. There is an additively symmetric 0-neighborhood V of R satisfying that
if v ∈ V, then (1± v)r ∈ U. Since 1 ∈ bd(B), we have that (1 + V) ∩ (R \ B) 6= ∅. Therefore, we can
fix v0 ∈ V such that s := 1 + v0 /∈ B.
Proposition 3. Let R be a topological ring and B a proper closed-unit 0-neighborhood of R. Suppose that U (R)
is open. The following conditions are equivalent:
1. R satisfies the open property.
2. 1 /∈ int(B).
3. R satisfies the strong open property.
Proof. In view of Proposition 2, it only remains to prove (2)⇒(3). Fix a nonempty open subset U
of R and r ∈ U. There is an additively symmetric 0-neighborhood V of R verifying that if v ∈ V,
then (1± v)r ∈ U. Since 1 ∈ bd(B), we have that (1 + V) ∩ (R \ B) 6= ∅. Therefore, we can fix
v0 ∈ V such that s := 1 + v0 /∈ B. Finally, since U (R) is open, then V can be chosen to verify also that
1 + V ⊆ U (R).
As a direct consequence of ([16] (Theorem 4.1 and Theorem 4.3(1))) together with
Propositions 2 and 3, we immediately obtain the following result whose proof we omit for
obvious reasons.
Theorem 11. Let R be a topological ring and B a proper closed-unit 0-neighborhood of R. If R is not discrete,
char(R) 6= 2, R is an integral domain and 1 ∈ extw(B), then 1 /∈ int(B) and hence R satisfies the open
property. If, in addition, U (R) is open, then R satisfies the strong open property.
This final example displays a topological module that fails the open property.
Example 3. Consider an integral domain R and M a torsionfree R-module. Assume that both R and
M are endowed with the discrete topology. Then M fails the open property with respect to any proper
closed-unit neighborhood B of 0 in R (an example of a proper closed-unit neighborhood of 0 in R is {−1, 0, 1}).
Indeed, take any m ∈ M \ {0}. Please note that {m} is open in M. If s ∈ R \ B, then sm /∈ {m} because M is
torsionfree and R is an integral domain.
6. The `∞-Space
This section is devoted to show examples of topological rings satisfying the hypotheses of
Propositions 2 and 3. We will rely on `∞-spaces to construct these examples.
If Γ is a nonempty set, R is a topological ring and X is a topological R-module, then
`∞(Γ, X) :=
{
f ∈ XΓ : f (Γ) is bounded in X
}
.
Recall that a subset A ⊆ X is said to be bounded if for each 0-neighborhood U in X there is an
invertible u ∈ U (R) such that A ⊆ uU. In case R and X are seminormed, then the boundedness
concept usually considered in X is the one given by the seminorm, i.e., a subset is bounded if it is
contained in a ball centered at 0. In this situation, `∞(Γ, X) acquires structure of seminormed R-module,
where
‖ f ‖∞ := sup{‖ f (τ)‖ : τ ∈ Γ}.
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If A is seminormed R-algebra, then `∞(Γ, A) acquires structure of seminormed R-algebra.
Example 4. Let Γ be a nonempty set and consider the K-Banach algebra (K := R,C)
`∞(Γ) :=
{




‖ f ‖∞ := sup{| f (τ)| : τ ∈ Γ}.
Observe that `∞(Γ) is not absolutely semivalued, thus Theorem 7 does not apply. Also, `∞(Γ) is not
discrete and char (`∞(Γ)) 6= 2, but `∞(Γ) is not an integral domain. Thus, Theorem 11 does not apply either.
On the other hand, the unit ball B`∞(Γ) is clearly a closed-unit neighborhood of 0 (see Corollary 6) such that 1
is an extreme point of B`∞(Γ). Indeed, if 2 = f + g with f , g ∈ B`∞(Γ), then 2 = f (τ) + g(τ) for all τ ∈ Γ.
Since | f (τ)| ≤ 1 and |g(τ)| ≤ 1, the only possibility is that f (τ) = g(τ) = 1 for all τ ∈ Γ. Therefore,




= U`∞(Γ). Bearing in mind Proposition 2, all of these imply
that `∞(Γ) satisfies the open property (with respect to itself). As a consequence, Theorem 10 assures that any
topological module over `∞(Γ) satisfies the open property. Also,
U (`∞(Γ)) =
{
f ∈ `∞(Γ) : inf
τ∈Γ
| f (τ)| > 0
}
is clearly open in `∞(Γ). Therefore, by Proposition 2, `∞(Γ) satisfies the strong open property (with respect to
itself), and hence any topological module over `∞(Γ) satisfies the strong open property (Theorem 10).
The following proposition shows that norm-boundedness and boundedness coincide when the
underlying ring is practical.
Proposition 4. Let R be an absolutely semivalued ring and M a seminormed R-module. If A ⊆ M is bounded,
then it is seminorm-bounded. Conversely, if R is practical and A ⊆ M is seminorm-bounded, then it is bounded.
Proof. Assume first that A ⊆ M is bounded. There is u ∈ U (R) with A ⊆ uBM = BM(0, |u|),
which means that A is seminorm-bounded. Conversely, assume that R is practical and A ⊆ M is
seminorm-bounded. Fix any arbitrary 0-neighborhood V in M. Take t > 0 with BM(0, t) ⊆ V. Since A
is seminorm-bounded, there exists s > 0 with A ⊆ BM(0, s). Since R is practical, we can find an
invertible v ∈ R with |u| ≤ ts . Then




= u−1BM(0, t) ⊆ u−1V.
We will finalize this section by providing sufficient conditions on a topological module M for
`∞(Γ, M) to have additive group structure.
Lemma 2. Let R be a practical topological ring and M a topological R-module. If A, B ⊆ M are bounded,
then A + B is also bounded.
Proof. Fix an arbitrary 0-neighborhood U in M. Take V a 0-neighborhood in M with V + V ⊆ U.
There are neighborhoods W1, W2 of 0 in R and M, respectively, such that W1W2 ⊆ V. Since A, B are
bounded, we can find invertibles r, s ∈ R with A ⊆ rW2 and B ⊆ sW2. Next, there exist neighborhoods
E, F of 0 in R such that Er ⊆W1 and Fs ⊆W1. Since R is practical, there exists t ∈ U (R) with t ∈ E∩ F.
Then tr ∈ Er ⊆W1 and ts ∈ Fs ⊆W1. This means that
t(rW2 + sW2) = (tr)W2 + (ts)W2 ⊆W1W2 + W1W2 ⊆ V + V ⊆ U,
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in other words,
A + B ⊆ rW2 + sW2 ⊆ t−1U.
This proves that A + B is bounded.
A direct consequence of Lemma 2 is the fact that `∞(Γ, M) is a commutative additive group as
long as R is practical.
Theorem 12. Let R be a practical topological ring and M a topological R-module. If Γ is a nonempty
set, then `∞(Γ, M) acquires structure of commutative additive group with the regular addition of
M-valued functions.
Proof. If f , g ∈ `∞(Γ, M), then ( f + g)(Γ) ⊆ f (Γ) + g(Γ) and f (Γ) + g(Γ) is bounded in virtue of
Lemma 2.
7. Regularity in Topological Modules
Recall that in Theorems 2 and 4, sufficient conditions where provided to assure that open balls
and closed balls are regular in seminormed modules over absolutely semivalued rings. We will study
in this section how to transport those results to topological modules. We will begin by versioning
Theorem 2 for topological modules.
Definition 3. Let R be a topological ring, B a closed-unit 0-neighborhood in R and M a topological R-module.
A subset C ⊆ M is called internally B-balanced if int(B)C ⊆ int(C).
Observe that internally B-balanced sets are necessarily zero-neighborhoods.
Example 5. Let R be a seminormed ring such that B := BR is a closed-unit 0-neighborhood with int(BR) = UR.
If M is a seminormed R-module, then every closed ball of M centered at 0 is internally B-balanced.
Indeed, if t > 0, then
int(BR)BM(0, t) = URBM(0, t) ⊆ UM(0, t) ⊆ int(BM(0, t)).
Theorem 13. Let R be a topological ring, B a closed-unit 0-neighborhood in R and M a topological R-module.
If F is an internally B-balanced, closed 0-neighborhood in M, then F is regular closed.
Proof. We know that cl(int(F)) ⊆ F. Let x ∈ F and take V any 0-neighborhood in M. There is
a 0-neighborhood U in R such that Ux ⊆ V. Since 1 ∈ cl(int(B)), there is b ∈ int(B)
with b ∈ 1 + U, i.e., b = 1 + u for some u ∈ U. Then bx ∈ int(B)F ⊆ int(F) and
bx = (1 + u)x = x + ux ∈ x + Ux ⊆ x + V.
The upcoming results are devoted to somehow extend Theorem 4 to the category of
topological modules.
Definition 4. Let R be a topological ring and M a topological R-module. A functional m∗ ∈ M∗ is said to be
open if it is an open map.
The following positive lemma shows examples of open functionals.
Lemma 3. Let R be a topological ring and M a topological R-module. If m∗ ∈ M∗ satisfies that
m∗(M) ∩ U (R) 6= ∅, then m∗ is open.
Proof. It only suffices to show that if W is a 0-neighborhood in M, then m∗(W) is a 0-neighborhood in
R. Indeed, fix m ∈ M with m∗(m) ∈ U (R). In view of Theorem 1(5), there is a 0-neighborhood U ⊆ R
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verifying that Um ⊆ V. Then Um∗(m) ⊆ m∗(V). Since m∗(m) is invertible, we have that Um∗(m) is a
neighborhood of 0 in R and so is m∗(V).
The following negative lemma, shows examples of nonopen functionals.
Lemma 4. Let R be an integral domain Hausdorff topological ring for which there exists s0 ∈ R \ {0} such
that int(Rs0) = ∅. Let M be a strongly torsionfree topological R-module such that there exists m0 ∈ M \ {0}
and a continuous linear projection P : M→ M with P(M) = Rm0. Consider the continuous R-linear map
Q : Rm0 → R
rm0 7→ rs0.
Then the continuous linear functional m∗ := Q ◦ P is not open.
Proof. Let us show first that Q is well defined. Indeed, if rm0 = sm0, then (r − s)m0 = 0, so the
constant net r− s converges to a zero divisor because m0 6= 0 and M is strongly torsionfree. Since R
is an integral domain and Hausdorff, we conclude that r − s = 0 and hence r = s. This shows
that Q is well defined. Please note that Q is R-linear. The continuity of Q follows from the fact
that M is strongly torsionfree and R is Hausdorff. Indeed, let (rim0)i∈I be a net convergent to some
rm0. Then ((ri − r)m0)i∈I is convergent to 0. Since m0 6= 0 and M is strongly torsionfree, (ri − r)i∈I
converges to a zero divisor. However, R is an integral domain, thus (ri − r)i∈I converges to 0 and hence
(ri)i∈I converges to r, so (ris0)i∈I converges to rs0. This proves the continuity of Q. Since P is linear
and continuous by hypothesis, we have that m∗ ∈ M∗. It only remains to show that m∗ is not open.
Notice that m∗(M) = Q(P(M)) = Q(Rm0) = Rs0, which means that int(m∗(M)) = int(Rs0) = ∅ and
hence m∗ cannot be open.
Example 6. Given any absolutely valued ring R, an example of an R-module verifying the hypotheses of
Lemma 4 is M := R× R endowed with the product topology. Indeed, M is strongly torsionfree because R is
absolutely valued and if we take m0 := (1, 0), then
P : R× R → R× R
(r, s) 7→ (r, 0)
is a continuous linear projection such that P(R× R) = R× {0} = R(1, 0).
Example 7. A ring satisfying the hypotheses of Lemma 4 is, for instance, R := Q [π] with the usual absolute
value and with s0 := π. Please note that π is not invertible in Q [π] because π is transcendental over Q.
Also, Q [π]π has empty interior in Q [π] since
Q \ {0} ⊆ Q [π] \Q [π]π.
Indeed, if there are q0 ∈ Q \ {0} and q(x) ∈ Q[x] such that q0 = q(π)π, then q0 − q(π)π = 0, so if we
consider the polynomial a(x) := q0 − q(x)x, then a(x) ∈ Q[x] and a(π) = 0. Since π is transcendental over
Q, it must occur that a(x) = 0, i.e., q0 = q(x)x, which implies that q0 = q(x) = 0. This contradicts the fact
that q0 6= 0. This shows that Q \ {0} ⊆ Q [π] \Q [π]π and then Q [π] \Q [π]π is dense in Q [π] which
means that Q [π]π has empty interior in Q [π].
Lemma 5. Let R be a topological ring and M a topological R-module. Take m∗ ∈ M∗ open. If A ⊆ R,









Proof. The continuity of m∗ implies that (m∗)−1 (int(A)) is open in M and (m∗)−1 (cl(A)) is closed








⊆ (m∗)−1 (cl(A)). Let us
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a 0-neighborhood V ⊆ M with m + V ⊆ (m∗)−1 (A). Then m∗(m) + m∗(V) ⊆ A. By hypothesis,
since m∗ is open, we conclude that m∗(V) is a neighborhood of 0 in R. Then m∗(m) ∈ int(A),









⊇ (m∗)−1 (cl(A)). Take an element
m ∈ (m∗)−1 (cl(A)). Fix any arbitrary neighborhood V of 0 in M. By hypothesis, since m∗ is open,
we conclude that m∗(V) is a 0-neighborhood of R. Hence, (m∗(m) + m∗(V)) ∩ A 6= ∅ because









⊇ (m∗)−1 (cl(A)) and hence the equality.
Theorem 14. Let R be a topological ring and M a topological R-module. Take m∗ ∈ M∗ open.









= (m∗)−1 (B). In particular, (m∗)−1 (int(B)) is regular open and (m∗)−1 (B) is
regular closed.





= (m∗)−1 (cl(int(B))) = (m∗)−1 (B).























= (m∗)−1 (cl(int(B))) = (m∗)−1 (B).
8. Balanced and Absorbing Subsets Which Are Not Zero-Neighborhoods
This final section is aimed at generalizing ([14] (Theorem 3.2)) and ([15] (Theorem 1.1)) to the
scope of topological modules. For this, we need first to introduce the concepts of balancedness and
absorbance for topological modules.
The following definition can be found in ([16] (Definition 2.1)) and extends the geometrical
concepts of balanced and absorbance from topological vector spaces to modules.
Definition 5. Let R be a topological ring and M an R-module. Consider a closed-unit zero-neighborhood
B ⊆ R. A nonempty subset A of M is said to be
• B-balanced provided that BA = A;
• B-absorbing provided that for all m ∈ M there exists an invertible element u ∈ U (R) such that Bm ⊆ uA.
Observe that not every topological module over a topological ring has a balanced and absorbing
subset which is not a zero-neighborhood. This is an example where pathological phenomena occur in
topological modules.
Example 8. Indeed, if M is an R-module and we endow both R and M with the discrete topology, then every
subset of M is trivially open and thus every B-balanced and B-absorbing subset of M is a neighborhood of 0,
where B can be chosen, for instance, to be {−1, 0, 1}.
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The following lemma justifies why ([15] (Theorem 1.1)) works for real dimensions greater than or
equal to 2.
Lemma 6. If R is a topological ring and B ⊆ R is a closed-unit zero-neighborhood, then every B-absorbing
subset A ⊆ R is a neighborhood of 0.
Proof. For 1 ∈ R there exists an invertible element u ∈ U (R) such that B = B1 ⊆ uA. Then u−1B ⊆ A.
Since u−1B is a neighborhood of 0, then so is A.
To construct a balanced and absorbing subset which is not a zero-neighborhood, we will need to
rely on a special class of closed-unit zero-neighborhoods. The following definition is a compilation of
([18] (Definition 2.16)) and ([16] (Definition 2.3)).
Definition 6. Let R be a topological ring and B ⊆ R a closed-unit 0-neighborhood. Then B is called left-feasible
provided that {uB : u ∈ U (R)} is a basis of neighborhoods of 0.
Proposition 5. Let R be a topological ring and M a topological R-module. If there exists a left-feasible
closed-unit 0-neighborhood B ⊆ R, then every neighborhood U of 0 in M is B-absorbing.
Proof. Fix an arbitrary m ∈ M. There exists a 0-neighborhood V ⊆ R such that Vm ⊆ U. Since B is
left-feasible, we can find an invertible u ∈ U (R) with uB ⊆ V. Then uBm ⊆ Vm ⊆ U, so Bm ⊆ u−1U.
This shows that U is B-absorbing.
In a module M over a ring R, two elements m, n ∈ M are said to be equivalent when there exists
an invertible u ∈ U (R) such that m = un. This is clearly an equivalence relation on M, which we
will denote by R. Observe that the equivalence classes are given by [m]R = U (R)m, for all m ∈ M.
A subset A ⊆ M is said to be R-free provided that for every a, b ∈ A with a 6= b, we have that
[a]R 6= [b]R.
Lemma 7. Let R be a ring and M an R-module. If A ⊆ M is not empty, then there exists a maximal R-free
subset D ⊆ A.
Proof. Define L := {C ⊆ A : C isR-free} partially ordered by the inclusion. Notice that L 6= ∅
because if a ∈ A, then C := {a} ∈ L. Next, L is an inductive set in the sense that every chain of L
has an upper bound which consists of the union of the elements of the chain. Finally, Zorn’s Lemma
assures the existence of a maximal element in L, i.e., a maximalR-free subset D ⊆ A.
We are now in the right position to begin the construction of balanced and absorbing subsets
which are not zero-neighborhoods.
Lemma 8. Let R be a topological ring and M an R-module. Consider a closed-unit zero-neighborhood B ⊆ R.
If P ⊆ M, then A := ⋃p∈P Bp is B-balanced. If, in addition, B is left-feasible and P is a maximalR-free subset
of M, then A :=
⋃
p∈P Bp is B-absorbing.
Proof. It is trivial that A is B-balanced because B is multiplicatively idempotent. Suppose then that P
is R-maximal. Fix an arbitrary m ∈ M. If m ∈ P, then Bm ⊆ A. If m /∈ P, then the maximality of P
implies that there exist p ∈ P and u ∈ U (R) satisfying that m = up. Since B is left-feasible and Bu−1 is
a 0-neighborhood of R, there exists v ∈ U (R) with vB ⊆ Bu−1. Then vBm ⊆ Bu−1m = Bp ⊆ A and
hence Bm ⊆ v−1 A. All these show that A is B-absorbing.
Theorem 15. Let R be an integral domain topological ring such that U (R) is open. Let M be a torsionfree
topological R-module. Consider a closed-unit zero-neighborhood B ⊆ R verifying that 1 /∈ int(B) and
B \ {0} ⊆ U (R). If P ⊆ M isR-free and 0 ∈ cl (P \ {0}), then A := ⋃p∈P Bp is not a neighborhood of 0.
Mathematics 2020, 8, 1580 15 of 17
Proof. Suppose on the contrary that A is a neighborhood of 0. Then there exists p0 ∈ P0 ∩ int(A)
with p0 6= 0. In view of Proposition 3 together with Theorem 10, we have that M satisfies the strong
open property. Then there exists s ∈ U (R) \ B such that sp0 ∈ int(A) ⊆ A =
⋃
p∈P Bp. Since P is
R-free and B \ {0} ⊆ U (R), the only possibility is that sp0 ∈ Bp0, i.e., there is b ∈ B with sp0 = bp0.
Now, by taking into account that R is an integral domain and M is torsionfree, we conclude that
s = b ∈ B, which is a contradiction.
Combining together Lemma 8 and Theorem 15, we obtain the desired result.
Corollary 8. Let R be an integral domain topological ring such that U (R) is open. Let M be a torsionfree
topological R-module. Consider a left-feasible closed-unit zero-neighborhood B ⊆ R verifying that 1 /∈ int(B)
and B \ {0} ⊆ U (R). If P ⊆ M is a maximalR-free subset of M and 0 ∈ cl (P \ {0}), then A := ⋃p∈P Bp is
B-balanced and B-absorbing but not a neighborhood of 0.
Notice that the only restrictive hypothesis of Corollary 8 is the existence of anR-free P ⊆ M such
that 0 ∈ cl (P \ {0}). The end of this section is devoted to find examples of R-free subsets P ⊆ M
satisfying that 0 ∈ cl (P \ {0}).
Definition 7. We will say that a topological module M over a topological ring R is large if there exists a basis






Theorem 16. Let R be a topological ring and M a topological R-module. If R is practical and M is large,
then there exists a maximalR-free Q ⊆ M such that 0 ∈ cl (Q \ {0}).
Proof. In view of Lemma 7, there exists a maximal R-free P ⊆ M. Observe that by maximality,










. By hypothesis, there exists a basis B of neighborhoods





= card(P \ {0}). Then we can take a one-to-one function
f : B → P \ {0}. Since R is practical by hypothesis, for every U ∈ B there exists an invertible
uU ∈ U (R) verifying that uU f (U) ∈ int(U). Consider now Q := {uU f (U) : U ∈ B} ∪ P \ f (B). It is
clear that Q is a maximalR-free subset of M satisfying that 0 ∈ cl (Q \ {0}).
An example of a large module follows to conclude this final section and the manuscript.
Example 9. Let R be a topological ring and M a topological R-module. If M is infinitely generated and first
countable, then M is large.
9. Discussion
The regularity of closed balls and open balls in seminormed modules has been proved to be
mostly dependent on the properties of the underlying ring. Two of the ring properties involved in this
manuscript are the open property and the practical property. One of our future lines of research is to
study the relations between these two properties. It seems that they are independent properties.
On the other hand, it seems interesting to study more properties about internally B-balanced sets.
In ([16] (Definition 2.1)), B-balanced sets are defined, and their properties are studied. In the next
future, we pretend to unveil the implications between these two concepts.
Observe that Examples 6 and 7 show the existence of normed modules for which there exists
a nonopen continuous linear functional. Indeed, since R := Q[π] is an absolutely valued ring,
then M := R × R with the product topology is a normed module over R (it only suffices to take
the sup-norm, i.e., ‖(r, s)‖∞ := max{|r|, |s|}, which clearly induces the product topology on R× R).
Therefore, not even the existence of a module norm can guarantee the openness of all continuous linear
Mathematics 2020, 8, 1580 16 of 17
functionals. However, Lemma 3 suggests that the existence of plenty of invertibles assures that more
continuous linear functionals be open.
Finally, it is of a great interest to study the possible connections between topological modules
and Molecular Topology [30]. At a first glance, it seems easier to tackle the problem of extending
the classical Differential Manifold Theory to the topological module setting, which may be a key
step before focusing into Molecular Topology. For instance, if R is a topological ring, then one can
define a topological R-manifold as a topological space X in which every point has a neighborhood
homeomorphic to a topological R-module. If M is a previously fixed topological R-module, then we can
define an M-topological manifold as a topological R-manifold in which every point has a neighborhood
homeomorphic to M. This topic will become one of our future research lines.
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