ABSTRACT. We consider a Levy process on the line that is transient and with nonpolar one point sets. converges in the mean square to 0 as a -> oo. This in turn is used to derive limit laws for R(a)/ER(a) from those for N(a)/EN(a).
Introduction.
Throughout this paper Xt will be a transient Levy process that is not a compound Poisson process starting at 0. Let Tx = inf{i > 0: Xt = x} be the hitting time of the singleton {x}. We will assume throughout that {0} is not essentially polar, i.e. that Px(To < co) > 0 on a set of positive measure. Let G(x, A) = /0 Px(Xt E A)dt. Under the above conditions G(x, ■) is absolutely continuous with respect to Lebesgue measure and there is a version of the density g(x) having the following properties: (i) g is bounded, (ii) g is continuous except perhaps at 0 where it may have a jump, (iii) o(0) = g(0+) A o(0-).
Let C = [o(O-l-) Vo(O-)]-1 and let h(x) = P(TX < oo). Then h(x) = Cg(x)
. The above facts can be found in [1] . 
Jo Jo
Our goal in this paper is to investigate the asymptotic behavior of ¿2(a) and N(a) as a -» co.
Pruitt and Taylor [6] seem to have been the first to investigate the asymptotic behavior of R(a) as a -♦ oo. They examined the asymmetric Cauchy processes. If the asymmetry parameter ß is -1 (so the process has no positive jumps) then [0, co) is a transient set and ¿2(a) Î ¿2(oo) a.s. In all other cases [0, co) is a recurrent set and ¿2(a) j co a.s. In this case Pruitt and Taylor [6] showed that
where ¿2 or ¿2-1 is geometrically distributed, according as ß < 0 or ß > 0. In [4] the asymptotic behavior of A(a) was determined for the asymmetric Cauchy
Hence for ß > -1 we have the curious fact that N(a)/EN(a) and R(a)/ER(a) have the same limiting distribution. Let Xt he a stable process with exponent a and asymmetry parameter ß. For 6 t¿ 0, the process Xt = Xt + bt is the stable process with drift b. Suppose a < 1. Then as for the asymmetric Cauchy processes, [0, oo) is a transient set if ß --1. In all other cases [0, co) is a recurrent set. It was shown in [4] that for ß > -1, EN(a) ~ fc2aQ, a -► co, for a specified numerical constant fci, and that One of the motivations for the present paper was to find the limiting distribution for R(a)/ER(a)
for the stable processes with drift, exponent a < 1, and ß > -1. Another motivation was to understand why the limiting distributions of R(a)/ER (a) and N(a)/EN(a) were the same for the asymmetric Cauchy processes with ß > -1. Remarkably, the following holds. are asymptotically equal. This not only explains the equality of the limiting distributions for the asymmetric Cauchy processes with ß > -1, but also yields a powerful tool for finding the limiting distributions for R(a)/ER(a).
In general, it is usually quite difficult to find the limiting distribution of R(a)/ER(a) by direct methods, even when considerable information is available about the asymptotic behavior of g(x). In contrast, it is usually a routine application of the method of moments to determine the limiting distribution of N(a)/EN(a) (provided it exists). See e.g. [4] . We will illustrate the use of Theorem 1 by finding the limiting distributions of R(a)/ER(a)
for the stable processes with drift and exponent a < 1, and by rederiving the Pruitt-Taylor result.
Let Xt be a stable process with drift and exponent a < 1. Assume ß > -1.
Let
['♦"-(tH-'ItJ"^T hen it was shown in [4] that EN(a) ~ A^a", a -♦ co, and, as mentioned above, N(a)/k2aa -> N. Using these facts, (1.1), and Theorem 1, we can conclude the following.
THEOREM 2. For a stable process with drift and exponent a < 1 and ß > -1 fc2 = Note: An explicit formula for C can be found in [4] . The proof given here via Theorem 1 seems to be substantially simpler than those
given by Pruitt and Taylor [5, 6] .
To prove Theorem 1 we will need the renewal theorem for g(x). Recall that a process is called type I transient except if it is transient with finite mean b. It is then called type II. -+ 1 a.s. we will need to extend a result due to Kesten, Spitzer, and Whitman, for Brownian motion on Rd to the Levy processes considered here. Since this fact actually holds in maximum generality we will take this opportunity to place the fact in the literature.
Let Q be a second countable locally compact Abelian group and let Xt be an I.D. process on Q such that the smallest closed subgroup of Q containing all of the possible points of Xt (see p. 158 of [3] for the definition of a possible point) is Q, and assume Xt is transient. Let Cß(t) be the Haar measure of the set {x:xEXs + B for some s < t} where B is a compact set. For Brownian motion on Rd, d > 3, Kesten, Spitzer, and Whitman showed that limi_00 Cß(t)/t -C(B) with probability one, where C(B) is the capacity of B. This result was never published, but an outline of the proof can be found in 4) is (11.14) of [3] ). Consequently, the same proof given for the Brownian motion case shows the following holds.
THEOREM 4. Let CB(t) be as above. Then limt^oo CB(t)/t = C(B) with probability one.
We will use Theorem 4 for B = {0} to show the following. 2. Proofs. PROOF OF THEOREM 3. We will establish the assertions of Theorem 3 for a type II process with mean 6 > 0. The same kind of argument can be used to establish the assertions of the theorem for a type I process. As usual, let C he the capacity of a point. Equation (7.6) of [3] shows h(x + y) > h(x)h(y) or equivalently, (2.1) g(x + y)>Cg(x)g(y).
Let a > 0 and h > 0. Then (2.1) shows Jo Jo But (2.10) P(TX < oc, 0 < Xt < a) = [ P(TX E ds)Px(0 < Xt-S < a) Jo + P(t < Tx < co, 0 < Xt < a).
Integrating (2.10) over t we find roo (2.11) / P(TX < oo,0 < Xt < a) dt Jo ra roo = P(TX < co) / g(y -x)dy + P(t < Tx < co, 0 < Xt < a) dt.
Jo Jo The assumption that [0, co) is a recurrent set implies that the process is either type I or type II with mean 6 > 0. In either case lim^^-oo g(x) = 0. Thus for given e > 0 we can find S < co such that g(-z) < e for all z > S. Let ip(x) = JQX g(z)g(-z)dz and M -supx g(x) < co. Now ra ra ra ra
a^°° Jo Jo Hence (2.14) holds.
PROOF OF THEOREM 5. The strong law of large number shows Xt/t -» 6 as t -* co with probability one. Fix e > 0. Then 3t0(uj) such that for t > t0(üj), (b -e)t < Xt(oj) < (6 + e)t for all w except perhaps for u> in a set of probability 0. Assume 6-e>0 and a>(6 + £)io- 
