Abstract-Optimization of a multiple output system, whose function is only approximately known and is represented in tabular form, is modeled and optimized by the combined use of a neuro-fuzzy network and optimization techniques which do not require the explicit representation of the function. Neuro-fuzzy network is useful for learning the approximate original tabular system. However, the results obtained by the neuro-fuzzy network are represented implicitly in the network. The MANFIS neuro-fuzzy network, which is an extension of the ANFIS network, is used to model the multiple output system and a genetic algorithm is used to optimize the resulting multiple objective decision making problem. A chemical process whose function is represented approximately in tabular form is solved to illustrate the approach.
INTRODUCTION
Response surface method has been used for the purpose of developing, improving, or optimizing a product or a process. Generally, the term 'response' is referred to a certain outcome or a performance measure of a system. Multiple response optimization deals with systems that have more than one response. For example, in a tool life problem, we attempt to determine the cutting speed and depth of cut so as to obtain a maximal life of the tool (a primary response) and retain a satisfied rate of metal removed (a secondary response).
The procedure of response surface method can be divided in two phases. First, a system-such as a product or a process-is modeled by regression analysis techniques; that is, the relationships between responses and system parameters are identified through a function. Second, optimization techniques are used to obtain a set of system parameters which give the most desirable response *Author to whom all correspondence should be addressed 0898-1221/02/$ -see front matter @ 2002 Elsevier Science Ltd. All rights reserved.
Typeset by J&W-W PII: SO898-1221(02)00274-Z of the system. Traditionally, in the first phase of system modeling, linear regression with the regressors in the first-order or second-order polynomial form is employed to approximate the response surface. However, since many practical systems are complicated and highly nonlinear, and thus, linear regression is not suitable, we shall adopt a much more powerful neuro-fuzzy approach, namely, the multiple adaptive neuro-fuzzy inference system (MANFIS) [l] , to model the system responses. MANFIS is a generalization of the neuro-fuzzy system ANFIS [2,3] to handle multiple outputs or multiple responses. A neuro-fuzzy system is a nonparametric regression tool, which models the regression relationship nonparametrically without reference to any prespecified functional form, and it is capable of modeling highly nonlinear and approximately known systems.
Many approaches have been proposed to solve the multiple response optimization problem. by maximizing a compromised response. The degree of satisfaction of both the mean response and deviation are defined by fuzzy membership functions. Earlier, Lai and Chang [13] had proposed the same approach, but the response surfaces in their approach were modeled by fuzzy regression functions.
In an earlier paper [4], single response surface was obtained by using the ANFIS algorithm and the dual Lagrangian optimization technique. In this study, the multiple response optimization problem will be formulated as a MODM problem, and the optimization scheme of Zimmermann's maximin approach [12] is used to solve the problem. However, since the responses in our approach are modeled through MANFIS, the exact functional forms of the responses are not required.
Furthermore, since the functional form of the model is unknown, optimization methods, which require the explicit expression of the functional form cannot be directly applied. In this work, a genetic algorithm (GA) is employed to search the optimal solution on the response surfaces modeled by MANFIS.
In the next section, the architecture of MANFIS and its learning process are summarized. The formulation of the multiple response optimization problem is presented in Section 3, and the genetic algorithm is used in Section 4 to search for the optimal solution. Finally, an example is solved in Section 5.
MULTIPLE ADAPTIVE NEURO-FUZZY INFERENCE SYSTEM
A neuro-fuzzy inference system, or equivalently, a neuro-fuzzy system is a fuzzy inference system which employs neural network learning techniques. Multiple adaptive neuro-fuzzy inference system (MANFIS) [l] is an extension of a single-output neuro-fuzzy system, ANFIS, so that multiple outputs can be handled. MANFIS ( see Figure 1) can be viewed as an aggregation of many independent ANFIS [14] .
Every single ANFIS in a MANFIS simulates a single response of the following functional relationship:
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Ym Figure 1 . Architecture of the MANFIS network.
where E is a random error with zero mean and constant variance a2 and the independent variables arex=xi,xz ,..., xP. For a problem with several outputs or multiple responses, the functional relationship becomes
where m responses have been assumed. The network formulated by MANFIS can be used to simulate and to optimize this multiple responses problem. The objective of the multiple response optimization is to find a solution x* such that each response will attain a compromise optimum. ANFIS can be considered as a network representation of the Sugeno fuzzy inference system [15] .
Using the if-then rule format with a two-dimensional input, the architecture of ANFIS network is represented in Figure 2 [3].
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Figure 2. Architecture of ANFIS network.
In Figure 2 , there are two subgroups of nodes in Layer 1. The first subgroup includes nodes of Al and B1, which are linked by x1 and the second subgroup includes nodes of AZ and B2, which are linked by x2. These nodes are equal to the linguistic variables in the original Sugeno inference system and they serve for the partition of the input space.. Nodes in this layer are adaptive and the output of each node is defined by a membership function on the linguistic value of the input. Usually, Gaussian function is used. For instance, the membership function for Al is defined as
where ~1 and gi are the premise parameters of the membership function. Nodes in Layer 2 are fixed nodes labeled II, which is a conjunction operator.
The functions of the nodes in this layer synthesize the information from the previous layer. II is defined as a multiplication of all of its incoming signals. The outputs, wj, j = 1,. . . ,4 represent the firing strength. Thus, and wl = I-lAl (xl) ' PAZ (x2),
Nodes in Layer 3 labeled N perform the normalization function of the output signals from Layer 2 and this normalization is defined as
Each node in Layer 4 is an adaptive node with the node function defined as 
where arij, oi,j, and os,j are the coefficients of this linear combination and are the consequence parameters.
The single node in Layer 5 is a fixed node, which computes the overall output as a summation of all the incoming signals 6 = -&jr (10) j=l where 9 denotes an estimate of the system response y. A nonlinear mapping between the independent variable x and multiple response yi, i = 1, . . . , m, through MANFIS is achieved by minimizing an error measure E, which is defined as
where y& is the i th desired response for the kth observation, '&k is the estimate of the ith response for the kth observation, and n is the total number of observations.
Since the error measure E is a summation of the squared errors of the m independent ANFIS, the learning of MANFIS can be treated as the learning of m independent ANFIS. The learning process of ANFIS consists of the following two parts:
(1) the learning of the premise parameters, which is carried out by a backpropagation algo rithm, and (2) the learning of the consequence parameters, which is carried out with least squares approaches.
The details of this learning process are discussed in [2, 4, 16] . 
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The learning process of the MANFIS network terminates when the error measure E is reduced to a satisfied level, and therefore, the desired mappings between the independent variables and the responses are obtained. These mappings or system responses are represented implicitly through the trained MANFIS network. Symbolically, these implicitly estimated responses can be represented as
where ? = [@i , . . . , &IT is the column vector of the estimated responses, in which ii is the ith output of MANFIS, f^ is the estimated functional relation, which is constructed through MANFIS by learning from the observations, and x is the vector of independent variables as defined earlier.
The next step is to find the values of the independent variables so that the system is optimized.
Since the system under discussion has multiple responses, the optimization of the system involves the optimization of several individual responses or goals. From the optimization standpoint, these system responses can be classified into the following three categories.
(1) The larger the better. In this case, the response needs to be maximized.
(2) The smaller the better. Or, the responses need to be minimized.
(3) Nominal value the best. The desired response has a fixed target value.
To handle these different objectives simultaneously, the multiple objective decision making (MODM) approach can be used. This MODM problem can be represented by
where L, S, and N are the set of responses for Categories 1, 2, and 3, respectively; Tt is the target value for the tth response and B is a reasonable or desirable region for x.
To solve the above multiple objective optimization problem, we follow the basic idea of Zimmermann's maximin approach [12] . According to the maximin approach, the solution of equation (13) can be obtained by maximizing an overall satisfactory degree among the objectives in the equation. This overall satisfaction is obtained by comprising via the use of membership functions among all the responses. The degree of satisfactory for each objective can be represented by the membership function r-15, (&), and the original MODM problem represented by equation (13) can be converted into maxX,
x E [O, 11.
The membership function /.~a(&) can be defined based on the different categories. For the responses belonging to Category 1, or the-larger-the-better category, we assume that the maximum satisfaction is reached when the membership function reaches 1, or when $,' = max,eB{$i}.
The membership function then decreases linearly to 0 at 6%: = min,eB{&}. This membership function, for &, i E L, can be represented as
and is shown graphically in Figure 3 . For the responses in Category 3, or where the responses have desirable target values, the degree of satisfaction should be at the maximum when the response is at. the desired target value and decrease as the response moves away from this target value. Membership functions cf this category can be defined as (17) elsewhere, which is depicted in Figure 5 . Since the exact functional form of & is implicitly given through the trained MANFIS network, equation (14) cannot be solved easily in a straight forward fashion by the generally used optimization approaches. Derivative-free approaches such as genetic algorithm (GA) and simulated annealing are ideally suited for solving problems where derivative information is unavailable. In this study, we will apply GA to solve equation (14).
OPTIMIZATION WITH GENETIC ALGORITHM
Genetic algorithm (GA), first proposed by Holland [17] , is a derivative-free stochastic optimization approach based on the concept of biological evolutionary processes. GA encodes each point in a solution space into a binary bit string called a chromosome, and each chromosome is evaluated by a fitness function, which corresponds to the objective function of the original problem. Usually, GA keeps a pool of chromosomes at the same time, and these chromosomes can evolve with the operations of selection, crossover, and mutation. After a number of generations, the population will contain, hopefully, chromosomes with better fitness values. Even under the best conditions, only local optimal solution can be expected.
The GA procedure includes the following steps. (14). It is not straightforward to determine the value of X for a certain solution by using equation (14) . However, equation (14) can be rewritten as maxX, Figure 6 . Network representation of problem (18).
By employing the trained MANFIS network, equation (18) is presented in a network form in Figure 6 , and X can be read directly from the output of this network.
SELECTION.
Selection is carried out based on probability. The purpose is to choose chromosomes from the current generation to produce offspring for the next generation based on probability.
Those chromosome which have higher fitness values will be chosen with higher probabilities. In this study, a roulette wheel approach is adopted to fulfill the selection procedure. The selection probability for each chromosome is set equal to
where Xh is the fitness value of the hth chromosome and NC is the total number of chromosomes in the current generation. A cumulative probability for each chromosome is then calculated by
The selection procedure is operated by randomly generating a number d within [O,l] , and if d 5 &I, then select the first chromosome, otherwise, select the hth chromosome such that Qh-1 5 d 5 Qh. This procedure is replicated NC times.
CROSSOVER.
The purpose of crossover is to generate new chromosomes that we hope will retain good features such as with higher fitness from the previous generation. This procedure is carried out by selecting pairs of parent chromosomes with a probability equal to a given crossover rate.
A chromosome is chosen for crossover when the random number generated for it is less than or equal to the crossover rate. A one-cut-point method is applied to the operation of crossover in this study. This method sets a crossover point on the genetic codes randomly and two parent chromosomes are interchanges at this point.
MUTATION.
The operation of mutation creates a new chromosome which is very different from the current gene pool, therefore, it can provide a new search direction and prevent the population from converging to a local optimum too early. This operation is carried out by flipping bits of the chromosome strings randomly. A bit is chosen to flip if the random number generated for it is less than or equal to a mutation rate.
The algorithm repeats with the process of selection, crossover, mutation, and fitness evaluation until no significant improvement can be obtained. To illustrate the proposed approach, an example is given in the next section.
NUMERICAL EXAMPLE
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As a numerical example, a design problem of a chemical process from Myers and Montgomery [18] is used. This problem has three design variables and two responses. The design variables are reaction time (xi), temperature (x2), and percent catalyst (23) and the responses are percent conversion (yi), and thermal activity (~2). The problem is to maximize yr while keeping y2 between 55 and 60 with a target value of 57.5. The experimental design data are reproduced from [18] and listed in Table 1 . The MANFIS network is used to model the response surfaces of this process. There are two output nodes corresponding to the two responses, which can be viewed as consisted of two independent ANFIS networks. Each ANFIS network has three input nodes and each input node associates with two nodes in Layer 1, which produces a combination of eight nodes in Layers 2-4. The learning of the MANFIS network was carried out by training two separate ANFIS networks with the data listed in Table 1 as the training data. By using an ANFIS constructing function in the fuzzy toolbox of MATLAB software, the training process of these two ANFIS networks can be carried out and the convergence rates are shown in Figures 7 and 8 for responses yi and yz, respectively. A comparison of the original data with the converged results obtained is shown in Figure 9 for the percent conversion response (yi). From Figure 9 , we can see that most of the training errors come from the last six experiments, and they are caused by the random errors, which were existed in the last six experiments listed in Table 1 . The results for the thermal activity response (~2) also exhibit a similar error pattern.
After the completion of the training of the MANFIS network, the multiple response problem can be optimized by using the formulation of equation (18) . The membership function for the percent conversion response, yi, which belongs to the category of the-larger-the better, should take the form of equation (15) and the membership function for the other response, ys, which has a nominal target value, should take the form of equation (17) . The limits, or the maxima and the minima of these membership functions can be obtained either based on the given data or by solving the optimization problems for each response. For example, since the desired response of thermal activity must be between 55 and 60, it is quite reasonable to set 55 and 60 as the 
CONCLUSIONS
In this paper, we proposed the combined use of a neuro-fuzzy learning network, namely, the MANFIS network, and a derivative free optimization technique, namely, the genetic algorithm, to model and to solve a multiple nonlinear response system, whose function is approximately represented in the tabular form. The neuro-fuzzy network replaces the modeling or the usually used regression techniques, which cannot handle complicated nonlinear and approximately known systems. Since the results are implicitly represented by the neural network and the explicit functional form is unknown, some optimization approaches which does not require the explicit representation of the model must be used. Genetic algorithm is an ideal approach to serve this purpose. A chemical process optimization problem is used to illustrate the approach.
