The operations of matrix completion and Isserlis matrix construction arise in the statistical analysis of graphical Gaussian models, in both the Bayesian and frequentist approaches. In this paper we study the properties of the Isserlis matrix of the completion, Z, of a positive definite matrix and propose an edge set indexing notation which highlights the symmetry existing between Z and its Isserlis matrix. In this way well-known properties of E can be exploited to give an easy proof of certain asymptotic results for decomposable graphical Gaussian models, as well as to extend such results to the non-decomposable case. In particular we consider the asymptotic variance of maximum likelihood estimators, the non-informative Jeffreys prior, the Laplace approximation to the Bayes factor, the asymptotic distribution of the maximum likelihood estimators and the asymptotic posterior distribution of the parameters in a Bayesian conjugate analysis. In dealing with distributions over non-decomposable models an extension of the hyper-Markov property to models with non-chordal graphs is required. Our proposed extension is justified by an analysis of the conditional independence structure of the sufficient statistic.
INTRODUCTION
Work by Darroch, Lauritzen & Speed (1980) , Edwards & Kreiner (1983) , Speed & Kiiveri (1986) , Lauritzen & Wermuth (1989) , Whittaker (1990) , Dawid & Lauritzen (1993) and Lauritzen (1996) established a class of statistical models for multivariate probability distributions, known as graphical models, that exploit the close relationship between conditional independence and separation in undirected graphs.
The distinction between decomposable models with chordal graphs and non-decomposable models is important. Decomposable models have direct maximum likelihood estimators and allow useful factorisations of the likelihood function, with consequent local computation of important statistical quantities (Frydenberg & Lauritzen, 1989) . Their analysis may be reduced to the analysis of saturated marginal models, but for nondecomposable models this is not possible.
Arbitrary graphical Gaussian models are specified by a pattern of zeros in the inverse variance matrix. The construction of a matrix with this pattern is needed to compute maximum likelihood estimators, to specify prior and to calculate posterior densities for the parameters. These matrices are also studied in linear algebra where, given an unconstrained positive definite matrix F, the construction of a matrix £ with the given zero pattern in the inverse is known as matrix completion; see Grone et al. (1984) .
The Isserlis matrix, introduced by Isserlis (1918) , who computed the variance matrix of the sample variances and covariances in the normal case, plays an important role in an asymptotic analysis of graphical Gaussian models where it is required to compute the Isserlis matrix, Iss(E), of a matrix Z with a given zero pattern in the inverse.
In this paper we describe some useful properties of Iss(E) and derive the zero structure of its inverse. The results are presented in a novel edge set indexing notation which highlights the symmetry existing between Z and Iss(Z), and well-known properties of £ can be seen to hold also for Iss (Z) . In this way we may deal smoothly with non-decomposable models. The results on the Isserlis matrix, obtained using the tools of linear algebra, can be directly applied to the computation and derivation of the properties of asymptotic quantities in either a Bayesian or a frequentist framework. In particular, we consider the asymptotic variance of maximum likelihood estimators, the noninformative Jeffreys prior, the Laplace approximation to the Bayes factor and the asymptotic distribution of the maximum likelihood estimators, as well as the asymptotic posterior distribution of the parameters in a Bayesian conjugate analysis.
For us to deal with distributions over non-decomposable models an extension of the hyper-Markov property to include non-chordal graphs is required. Our proposed extension is justified by an analysis of the conditional independence structure of the sufficient statistic on the prime components of a non-chordal graph.
The edge set indexing notation and the general theory relating to graphical Gaussian models are presented in § 2. In § 3 we present the results on the Isserlis matrix. In § 4 we describe the conditional independence structure of the sufficient statistics of an arbitrary graphical Gaussian model. In § 5 we consider asymptotic quantities arising in the analysis of such models.
PRELIMINARIES

Matrix notation
Let V be a finite set with | V\ = p and let F be a p x p symmetric invertible matrix. The rows and columns of F are indexed by the elements of V so that F is indexed by Fx K Thus T vv = F and the nonempty subsets A and B of V identify the submatrix F^j, of F. When V = {1,..., p}, F is indexed by row and column numbers.
When matrix inversion is combined with forming submatrices, we assume that matrix inversion is performed first, so that T AA = (r~1) AA . If Af\B = 0 we define T AA \ B = T AA -^AB^BBY^^BA an d recall the result on the inverse of a partitioned matrix,
The Isserlis matrix of F, Iss(F) (Isserlis, 1918) , is the symmetric matrix indexed by iV x H^, where iV = { (i, j) :i,je V, i ^j}, with elements The determinant of the Isserlis matrix is |Iss(F)| = 2 P |F| P+1 ; see for example Press (1972, p. 79 ).
The graph theory requisite for graphical models may be found in Lauritzen (1996) , where definitions of subgraphs, boundaries, separations, perfect sequences and clique separators, chordal, i.e. triangulated, graphs and collapsibility are given.
We denote an arbitrary undirected graph by G = (V, "K) , where V is the vertex set and V is the set of edges. When we want to stress that a graph is chordal we denote it by F. We use the convention that for all i e V the pair (i, i) is included in the edge set -V" and that if (i, j)ef then i ^ j. The set iV is therefore the edge set of the complete graph and we denote by "V~ = if r \i r the set of edges not in G. Similarly for a nonempty subset A o| V the edge set of the induced subgraph G A is denoted by si = "VH(A x A), while j? = "PT\(A x A) indicates the set of edges not in G A . Example 1. With V= {1, 2, 3} and graph G the edge set is V = {(1, 1), (2, 2), (3, 3), (1, 2), (2, 3)}, while r = {(1, 3)}. For A = {1, 3}, si = {(1,1), (3, 3)} and s/_= {(1, 3)}, while, for B = {1, 2}, G B is complete so that 36 = {(1,1), (2, 2), (1,2)} and J = 0.
For any undirected graph G = {V,V) the pair (i r ,*F) is a partition of T^ and the corresponding submatrices of Iss(F) are Iss(F)^^-, Iss(F) r^ and Iss(F).^. When G is complete Iss(F)^-iK -= Iss(F). The nonempty subsets A and B of V identify the submatrix Iss(r) va of Iss(F)^-^-through the edge sets of the corresponding induced subgraphs. It is easy to check that and that when A is complete IsstF^j^Iss^,,). Hereafter we refer to this property as the local computation property of the Isserlis matrix.
For a set # £ "W we define the ^-incomplete matrix F* as the symmetrised matrix indexed by V x V with elements {y y } for all (i, j)e^ and with the remaining elements unspecified. In Example 1, the incomplete matrices corresponding to the sets V and si are respectively where asterisks denote unspecified elements. The matrix F~^ is a shorthand for (F" 1 )^. For a positive definite matrix F and an undirected graph G = (V, V), we say that S is the completion of F with respect to G, or, more succinctly, the completion of F^, if it is the unique positive definite matrix such that If = V^ and a i} = 0 for all (i, j)e/, where {a lj } = Z" 1 . The matrix £ is the G-completed matrix, and when it is necessary to emphasise its dependence on G we write E G ; see Grone et al. (1984) for a proof of the existence and uniqueness of such a matrix. In this literature the unspecified elements of F^ are known as free elements.
2-2. Markov distributions and hyper-Markov laws
We consider graphical models for a random vector X v with distribution P Y on an undirected graph G = (V,i r (Lauritzen, 1996, p. 131 The probability distribution of a quantity 6, which takes values in the set M(F) of Markov distributions over a chordal graph F, was called by Dawid & Lauritzen (1993) a law on M{F) and denoted by if (9). Dawid & Lauritzen (1993) analysed the properties of laws on M(F) which satisfy conditional independence restrictions related to the graph. DEFINITION 
A law if (9) on M(F) is weak hyper-Markov over F if, for any decomposition (A, B) ofF, d A M6 B \0 AnB m.
Hereafter the indication of the distribution in square brackets is omitted when clear from the context.
THEOREM 1 (Dawid & Lauritzen, 1993). //if (0) is hyper-Markov over F, then 9 A ±L 9 B \ 8 S whenever S separates A from B in F.
Dawid & Lauritzen (1993) also considered laws that have stronger independence properties than those of Definition 1, the strong hyper-Markov property.
In this paper we consider non-decomposable models so that certain concepts defined for decomposable models require a generalisation. In the following a hyper-Markov law over a non-decomposable graph G is a law which fulfils Definition 1 where F is replaced by G.
Graphical Gaussian models
A graphical Gaussian model M N (G) is defined as the intersection of the set of Markov distributions relative to G and the set of p-variate normal distributions with mean equal to zero and variance matrix E, which we assume positive definite (Dempster, 1972) . Wermuth (1976) showed that an off-diagonal element of E" 1 is zero if and only if the corresponding variables are conditionally independent given the remaining variables. Thus in graphical Gaussian models the pairwise conditional independence structure of X v is dicated by the zero structure of E" 1 , so that E = E G is a G-completed matrix.
The likelihood function of the parameter £*" based on a random sample
where £ is the completion of If with respect to G and S is the sample variance matrix. In our notation, the maximum likelihood estimate £ (Speed & Kiiveri, 1986 ) is the completion of S with respect to G = {V, V). Dawid & Lauritzen (1993) showed that £ is hyperMarkov but not strong hyper-Markov. A graphical Gaussian model is a regular exponential family; see Lauritzen (1996, p. 132) . In order to apply standard results easily we write the quantity -\n tr(Z -1 S) of (2) in the form t{X (n) ) T 9, where t(.) and 9 are the canonical statistic and parameter respectively. For the choice 9 = vec(S" ir ), the vector indexed by "V of elements of E"^, the statistic in our notation is
where / is the identity matrix indexed by V x V. Note that, although unavoidable here, we do not further use the vector form of a matrix. For AcFwe write X ( 2 } for the marginal sample that only concerns the variables in X A and t, GA for the maximum likelihood estimate of the marginal model with graph G A based on X ( A \ this being consistent with our matrix completion notation since t, Gx is the completion of S AA with respect to G A = (A, sf). When G is collapsible on to A, Z G^ = $. AA , the relevant submatrix of £ (Asmussen & Edwards, 1983) . In our notation, the corresponding relation for the unconstrained parameter estimators is t, GA = {tf) AA .
Consider the law ^{Yf) with density 7i(£ ir ) with respect to the product of Lebesgue measures on the diagonal and specified sub-diagonal elements of Yf'. If if is hyperMarkov over M N (G) then, for any decomposition (A, B) 
2-4. Local computation of the Bayes factor
The Bayes factor (Jeffreys, 1961 ) is a widely used tool for comparing competing hypotheses. The marginal density of the data given the model
, where 7r(0|G) is the prior density of 9. The Bayes factor for the comparison of two competing hypotheses with graphs G° and G 1 is 5(G°: Lauritzen (1993) showed that, for neighbouring models in which F° is obtained from F 1 by deleting a single edge, (u, v) say, if the prior laws associated with the two models are compatible and strong hyper-Markov, then the Bayes factor can be computed locally:
where C is the unique clique of F l containing the edge (u, v) .
The Laplace approximation to /(G) with relative error of order 0 p {n~l) (Kass & Raftery, 1995) is
where d is the dimension of 9 and i{9) is the observed information matrix, which in this case, since a graphical Gaussian model is a regular exponential family, corresponds to the expected information matrix evaluated at 9.
THE ISSERLIS OPERATION ON A G-COMPLETED MATRIX
In this section we consider the Isserlis matrix of the completion £ of a positive definite matrix F with respect to G. To any separation in G corresponds a set of zero elements in IT 1 . We show that a decomposition of G induces a parallel zero structure in {Iss(Z)^-^-}" 1 but that a separation in G is not a sufficient condition for the same property to hold. Most of the properties of £ = Z KK following from its zero structure also hold for Iss(E).^-and, in the notation adopted, the formulation of such properties is straightforward. First suppose only that F is symmetric. The Isserlis matrix arises naturally when computing the derivative of F with respect to its inverse. In fact
where S rs is the Kronecker delta (Graybill, 1983) , and it is easy to check that this matrix of partial derivatives can be written as 1 .
As usual the denominator is assumed to be a row vector, the numerator to be a column vector and the off-diagonal elements are considered only once. Similarly to (7) 1 (8) and, by combining (7) and (8) 
By (9) and results on inverting a partitioned matrix, for any
note that ISS(/)^|TP = ISS(/PV--Now suppose F is positive definite and let X be the completion of F with respect to G = (V, f). Roverato & Whittaker (1996, Appendix A) showed, in a different notation, that See the Appendix for the proof.
When S is complete it follows from Corollary 1 that Iss^).^.^ satisfies a parallel relation to (12).
COROLLARY I. If I. is a G-completed matrix then, for any decomposition (A, B) of G = {v,r\
Proof. For any decomposition {A, B) of G, S = A D B is complete so that all the elements of £ ss are fixed elements of Z. Since ^A\B an^ £ ss have no common element the identity (ii) in Lemma 1 is satisfied.
• As a direct consequence of (12) the following two properties of E hold (Lauritzen, 1996, p. 136 The parallelism between E KK and Iss(E)^-^ is even more evident when G is chordal. In this case (Lauritzen, 1996, p. 145 
It is of interest at this point to investigate a possible generalisation of Corollary 1 to hold for any separations in G, so as to have a perfect parallelism between Z and Iss(£)^v-. However, we deduce from Lemma 1 that such a generalisation is not possible, as follows. COROLLARY 
If the graph G = {V,i r ) is incomplete and prime, it is always possible to find a G-completed matrix Z and two subsets A, B of V such that S = AC\B separates A from B in G and {Iss(2.)rr}*\*,^^
+ 0.
Proof. Consider an incomplete prime graph G. Since G is not complete it is always possible to find two subsets A and B such that A UB = V, B\A is connected and S = bd(B\y4) = ADB separates A and B in G. Since G is prime, it is not collapsible on to B, so there must exist two vertices i, j e S with (/, j)^^ that belong to a chordless cycle of length ^ 4 which include at least one vertex in A\B. If F is an element of the set of positive definite matrices indexed by V x V and E its completion with respect to G, then to such vertices corresponds the element a^ of T,f s which can be easily seen to be a nonconstant function of some elements of ^v tA \ B -Therefore there exists a G-completed matrix I for which Lemma l(ii) is not satisfied.
•
HYPER-MARKOV LAWS FOR NON-CHORDAL GRAPHS AND THE CONDITIONAL INDEPENDENCE STRUCTURE OF SÛ
nlike chordal graphs, non-chordal graphs are not completely specified by their decompositions. They can be successively decomposed into their prime components, some of which are incomplete. The subgraphs of incomplete prime components do have separations but our definition of hyper-Markov law in § 2-2, specified in terms of decompositions, makes no statement about conditional independence in such subgraphs. The reason for using the stronger condition of a decomposition comes from the analysis of the conditional independence structure of S^, the sufficient statistic of a graphical Gaussian model with arbitrary graph G = {V,i r ). We show there that S^ satisfies our definition of hyperMarkov law, but would not satisfy a definition that related separations in an incomplete prime graph to conditional independences of the law. In particular we use Corollary 2 to show that for any incomplete prime graph there is at least one separation that does not induce a corresponding conditional independence in S^.
We first show that S^ is hyper-Markov. Since Sl nJMnB = tJ nBiilnB , S^ is a function of Sj^, S% A = ttf and similarly for SJi, the result follows from the axiomatic properties of conditional independence.
• Note that (18) is equivalent to S AA ALS^B\S AnBiAnB . As shown by Isserlis (1918) the variance of S is var(S) = n~1 Iss(E). The variance of the sufficient statistic of a given model M N (G) is therefore (19) and all the properties of the Isserlis matrix can be directly applied to this quantity.
The conditional independence structure of S^ induces a zero pattern in var(S^)" 1 so that a necessary, but not sufficient, condition for the conditional independence of S% A and S% B given S% nBtAnB is var(S^)^^t 0^ = 0. This has two implications. First, Corollary 1, derived using the tools of linear algebra, is also a consequence of the hyper-Markov property of the sufficient statistic. Secondly, the presence of nonzero elements in the inverse of Iss(£)^^ is sufficient to infer the absence of conditional independence, so that from Corollary 2 it follows that for any incomplete prime graph G = (V, "V") it is always possible to find two subsets A, B of V and a model in M N {G) such that AC\B separates A from B in G but SX, is not independent of S% B given S% nBAnB . In consequence a generalisation of Theorem 1 to non-chordal graphs is not possible.
ASYMPTOTIC ANALYSIS OF GRAPHICAL GAUSSIAN MODELS
Asymptotic variance of maximum likelihood estimators
In this section the asymptotic variance of the maximum likelihood estimators of the parameters of M N (G) is computed. A known result on the decomposition of the asymptotic variance is shown to be obtainable as a simple application of the properties of the Isserlis matrix.
By (3) and (19), the variance of t(X M ) can be written as var{t(X (n) )} = n 2 Iss(/)^ var(S^) Iss(/)^ = n Iss(/)^ Iss(S W Iss(/pV, so that, if we apply a general result for the linear exponential family (Barndorff-Nielsen, 1978, p. 150) jointly with (10), the asymptotic variance of the maximum likelihood estimator of the canonical parameter can be written as £
For the saturated model this result becomes avar(S~1) = n~l Iss(E~1) and was previously derived, in alternative ways, by Cox & Wermuth (1990) , Lauritzen (1996, p. 128) and Smith & Whittaker (1998) . The notation used here allows a straightforward generalisation to any graphical Gaussian model, see also Roverato & Whittaker (1996) , as well as to some marginal models. In fact, as a direct consequence of (20), if G is collapsible on to A (Asmussen & Edwards, 1983) , /
while, for the moment parameter, from (19), = n' 1 which utilises the local computation properties of both the maximum likelihood estimators and of the Isserlis matrix. A straightforward application of the properties of the Isserlis matrix leads to the following proposition. PROPOSITION (A, B) , the asymptotic variance oft,~" r satisfies
For a graphical Gaussian model with graph G decomposed by
where
Proof. By combining (20) and (10) we can write n avar(£~H = Iss(7 W{Iss(I W}-1 Iss(7 W.
The identity (22) follows by decomposing {^(E)^-^}" 1 as in (14) and by noticing that, for any A^V, Identity (23) can be obtained by applying the factorisation in (15) to all of the three factors on the right-hand side of (24) and, after exploiting the well-known matrix algebra relation IIss(Z^)^!-1 = |{Iss(5: /ly4 )^}-1 |, by applying (10). The variances of the submodels can be obtained by noticing that G is collapsible on to either A, B or AHB, so that the identity (21) holds. D Relation (22) was first established by Lauritzen (1996, p. 141) and Proposition 2 extends the result by providing an explicit formula for each term of the right-hand side of (22) for arbitrary G A and G B . When the graph is chordal, the application of (22) to the successive decomposition of the graph into its cliques gives an expression that, in a different notation, coincides with that given by Lauritzen (1996, p. 149) , namely
Relation (23) is new and when G is chordal it can be further simplified into a form related to (17): 5 2. The Jeffreys prior The noninformative Jeffreys prior (Jeffreys, 1946) for 6 is 7t(0)oc|i(0)|*, where i(.) is the information matrix as in (6). For a graphical Gaussian model the information matrix is equal to the inverse asymptotic variance for a single observation so that
The determinants factorise, for Z"^ by (23) and for 1.^ by (15), and consequently the densities factorise in a similar way to that of a hyper-Markov law. However, because of the pitfalls associated with definitions of conditional independence on improper distributions, we refrain from stating that this prior is hyper-Markov.
5-3. Asymptotic distributions
In this section we briefly outline how the results of § 3 may be applied to the asymptotic analysis of graphical Gaussian models.
Conjugate analysis (Bernardo & Smith, 1994, p. 269) leads to a prior distribution for If with density 7t(2 ir ) proportional to (2), where S and n are replaced by the hyperparameters S o and n 0 respectively. The posterior distribution has a density function of the same form with hyperparameters T= (HQSQ + nS)/(n 0 + n) and m = n Q + n.
The derivation of the asymptotic forms for the maximum likelihood estimate X^ and for the conjugate posterior of 1? requires calculation of the second derivative of HJ^) and of 7t(Z^| T, m); see Bernardo & Smith (1994, p. 287) . Applying the results (10) and (11) from § 3 we derive the asymptotic distributionŝ -JV^n^Iss^W}, Z^-Nfr-.m-UsstTeW},
where T G is the completion of T^. Application of the delta method gives asymptotic distributions for E~i r and IT*, r , iT 1 IssfZ^W^}, ST^-iVir^m-'Isstr^W^}, (26) on using (11). Properties of these distributions are described in Corollary 1, (14), (15) and Proposition 2, which can be used to establish that these four distributions are hyperMarkov over M N (G) . The approximate distributions of marginal and of partial correlations for an arbitrary graph G may be obtained straightforwardly from (25) and (26) using the delta method. In a recent technical report, the authors used (26) as an importance sampling distribution to calculate the normalising constant of the conjugate distribution above, on a nonchordal graph.
Local computation of the Laplace approximation to the Bayes factor
Consider the calculation of the Laplace approximation to the Bayes factors S(G° :
, where f(G) is defined in (6). Our results allow the local computation of the approximate Bayes factor for non-decomposable models; furthermore, for such a local computation it is sufficient that the prior law be weak hyper-Markov.
If G is a graph decomposed by (A, B) the determinant of the information matrix factorises for both parameterisations, Y^ and E~i r , of the model, so that if the prior n(.| G) is hyperMarkov each component of (6) factorises and
T(G A )T(G B )
A constructive definition of prior compatibility for decomposable graphical model comparison was given by Dawid & Lauritzen (1993) . Although a similar definition for arbitrary graphical model comparison is not available, it seems appropriate that compatible priors should induce the same marginal law over common subgraphs. More precisely, if graphs respectively, we require, for the prior densities ^(E^G 0 ) and ^(S^IG 1 ) to be compatible, that, whenever D is a common prime component with the same induced subgraph
. Consequently requisite terms in the factorisation of B cancel. When G° is obtained from G 1 by deleting a single edge (u, v) with {u, v} c A and (A, B) is a decomposition of both G° and G 1 , and when the prior laws associated to the two models are hyper-Markov with compatible densities, then the approximate Bayes factor can be computed locally from
B(G°:G 1 ) = B(G A :G A ).
Note that, if G A and G\ are both chordal, there is no need to specify explicitly a full law for G° and G 1 which may be non-chordal. For neighbouring decomposable models, F°a nd F\ which extends (5), for, even though the tilde indicates the approximate Bayes factor, only a weak rather than a strong hyper-Markov prior law is required. ACKNOWLEDGEMENT We wish to thank the reviewers and associate editor for suggestions which have substantially improved this paper.
APPENDIX
Proof of Lemma 1
To make matrix subscripts shorter in the following we make use of the shorthand A* = A\B and B* = B\A. In this notation the identity (ii) of the lemma can be written as OZ.VA* Following standard matrix completion terminology we refer to the specified elements of if as the fixed elements of £ and to the specified elements of if as the free elements of Z.
Since Iss (/) l is a positive definite diagonal matrix, by (10) it follows that {ISS^^TK-} 1 and have the same zero structure. Thus, by (11), identity (i) is equivalent to
where fi = Z~1.
We now show (ii)=>(i). Since S separates A* and B* in G the matrices Q and (Ij,)" 1 can be partitioned respectively as / n ss n SA . n SB . \ L-1 = Q= fl^5 1W 0 , From (A2) and (A3) it can be seen that £l BB * is a submatrix of both Z" 1 and of (E BB )~l, so that all zero elements in Q BB * are also zero in (S^)"
1 . Thus the free elements of £ BB * can be written as a function of T, BB and consequently they depend on E^» only through E ss . Hence identity (ii) implies that, for all a r , of Sj^»» /-E M = 0.
GraybiU ( since Q A * B » = 0, the second line of (A5) can be written as 0 = Q A * A * H ( "\ The matrix (1 A * A * is of full rank so that the above identity implies, for all a n of E]^*, that H (rt) = 0. Hence for all a n of Z^., dQ yB */do r , = 0. This establishes (Al).
We now show (i)=>(ii). The elements of T.f s are fixed and, by construction, they are not a function of Z^4*. Thus the identity SZ^/SL^* = 0 is always satisfied. Consequently, when S is complete, the identity (ii) is always true.
When S is not complete, in order to prove the desired implication it is sufficient to show that (i), or equivalently ( 
As shown in the first part of this proof, il BB * is a submatrix of (Z M )"', which is a function of v A * only through the elements of Ef s . Consequently also {J. AA )~P is a function of 1% A through the elements of Z.f s and we can apply the chain rule to (A6) to show that
The first factor of (A7) is a submatrix of 1 fi*,
where the elements of H AA are regarded as fixed. Since B\A is connected and S = bd(B\A), none of the elements of (Z AA )~^ is constrained to be zero and (A8) can be computed as in (11), and has full rank. Thus the first factor of (A7) is a positive definite matrix and the identity implies the nullity of the second factor. This establishes (ii).
