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El movimiento browniano fraccional como ĺımite
de ciertos tipos de procesos estocásticos





Se hace un estudio detallado de algunas construcciones significativas del
movimiento browniano fraccional (mBf) desarrolladas recientemente: la de
Taqqu (1975), quien construye el mBf como un ĺımite de sumas parciales nor-
malizadas de variables aleatorias estacionarias, la de Sottinen (2003), quien
utiliza una interpolación de variables aleatorias y la realizada por Delgado
& Jolis (2000) quienes aproximan las distribuciones finito dimensionales del
mBf a partir de las de procesos continuos definidos por medio de un proceso
de Poisson.
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Abstract
Some of the most significant constructions of the fractional brownian mo-
tion developed recently are reviewed in detail. Taqqu works with the limit
under weak convergence of normalized partial sums of stationary random
variables exhibiting long run non-periodic dependence. Sottinen proves a
Donsker type approximation theorem and Delgado & Jolis prove that the
fractional brownian motion can be weakly approximated by the law of some
processes constructed from standard Poisson process.
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tional Brownian Motion, Random Walk.
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1. Introducción
El proceso estocástico llamado movimiento browniano fraccional (mBf), ha
sido estudiado intensamente en los últimos años. Su auge se debe a sus múltiples
aplicaciones en diferentes campos, tales como la bioloǵıa, finanzas y telecomuni-
caciones; desde el punto de vista teórico el mBf es interesante, pues no es proceso
de Markov ni una semimartingala y por lo tanto el cálculo desarrollado por Itô no
se puede aplicar (Decreusefond & Üstünel 1958).
Un proceso gaussiano centrado BH = {BHt : 0 ≤ t < ∞} con BH0 = 0, es un
movimiento browniano fraccional con parámetro (o constante de Hurst) H ∈ (0, 1)


















para todo t, s ≥ 0.
Sottinen (2001) muestra que si H ∈ (0, 1] entonces (1) es definida no negativa
y por lo tanto el mBf es el único proceso gaussiano, con incrementos estacionarios
de segundo orden y con función de covarianza (1).
El mBf es un proceso autosimilar, es decir, es invariante en distribución bajo
un adecuado cambio de escala de tiempo y espacio. Este tipo de proceso es usado
para modelar fenómenos aleatorios con dependencia a gran distancia. El primer
tratamiento riguroso del tema fue desarrollado por Lamperti (1962), en donde el
concepto de autosimilaridad es un caso especial de lo que Lamperti llama proceso
semiestable.
Rigurosamente hablando un proceso estocástico (Xt)t∈R+ es autosimilar, H–ss,






= denota la igualdad de las distribuciones finito dimensionales.
Intuitivamente la relación (2) indica que las trayectorias de los procesos Xat y
aHXt aún cuando no son idénticas son visualmente similares.
Si (Xt)t∈R+ es un proceso no trivial, H–ss, con incrementos estacionarios y
H > 0, se tienen las siguientes propiedades (Cavanzo 2004, Embrechts & Maejima
2002, Vervaat 1985):


















iii) Si E [|X1|α] < ∞ para algún 0 < α ≤ 1, entonces αH ≤ 1.
iv) Si Xt tiene varianza finita y H 6= 1 entonces E [Xt] = 0.
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v) Las trayectorias son casi siempre no diferenciales.
Por ser el mBf un proceso gaussiano, generalmente se define en términos de su
covarianza, sin embargo, existen varias definiciones equivalentes. El siguiente teo-
rema resume las equivalencias de la definición del mBf presentadas en Lin (1995).
Teorema 1.1. Un proceso gaussiano centrado BH =
{
BHt : 0 ≤ t < ∞
}
con
BH0 = 0, es un movimiento browniano fraccional con parámetro H ∈ (0, 1), si









t2H + s2H − |t − s|2H)V ar(BH1
)
, para todo t, s ≥ 0.
b)
(




BHt2+h − BHt1+h, BHs2+h − BHs1+h
)
, para todo t1,







para todo t, τ, h ≥ 0.
c) V ar(BHt − BHs ) = |t − s|2HV ar(BH1 ), para todo t, s ≥ 0.
Como consecuencia del teorema anterior se tiene que el mBf posee incrementos















(s2 − t1)2H + (s1 − t2)2H − (s2 − t2)2H − (s1 − t1)2H
]
(3)
De (3) se tiene que si H < 12 , el mBf está negativamente correlacionado, si
H > 12 el mBf está positivamente correlacionado y cuando H =
1
2 la covarianza
es cero y por ser el mBf un proceso gaussiano, se tiene la independencia de los
incrementos, esto es, el movimiento browniano estándar.
De la definición de covarianza del mBf se puede ver que el mBf es un proceso
de Markov, si y sólo si, H = 12 .
Acerca de las trayectorias del mBf el criterio de continuidad de Kolmogorov
garantiza que éstas son casi siempre Hölder continuas de orden menor que H,
(véase Sottinen 2001). Además por ser el mBf un proceso autosimilar se tiene
que sus trayectorias son diferenciables en ninguna parte c.s., una demostración
alternativa se puede encontrar en Mandelbrot & Ness (1968)1.
De la variación de las trayectorias se puede decir que tienen p-variación no
acotada c.s., para pH < 1, y que su variación cuadrática es cero si H > 12 ,
(Nualart 2003). Como una consecuencia de lo anterior se tiene que el mBf con
parámetro de Hurst H 6= 12 no es una semimartingala (Lin 1995).
1Cabe anotar que este art́ıculo marca el inicio del estudio formal del mBf.
176 Andrea Cavanzo Nisso & Liliana Blanco Castañeda
2. Teorema del ĺımite no central
A continuación se presentará la construcción del mBf realizada por Taqqu
(1975) como parte de su disertación doctoral. Esta construcción se basa en el
teorema del ĺımite central, en el sentido que se toma la suma de ciertas variables
aleatorias, pero a estas variables aleatorias les quita la hipótesis de independencia,
bajo esta circunstancia la convergencia de dichas sumas hacia una distribución
normal estándar no se puede garantizar, es más, ni siquiera tienen porque converger
a un proceso gaussiano. Para tener la convergencia hacia el mBf, Taqqu le impone
ciertas condiciones a la matriz de covarianza. Veamos cuales:
Sean Yn una sucesión estacionaria y gaussiana con media cero y varianza finita








donde 0 ≤ t ≤ 1 y d2N es asintóticamente proporcional a V ar(
∑N
i=1 Yi).
Para que XNt converja débilmente a un ĺımite no degenerado y continuo en
probabilidad Xt, es necesario que d
2
N ∼ N2HL(N) cuando N → ∞, donde L es una
función de variación lenta, i.e. lim
x→∞
L(cx)
L(x) = 1 con c > 0, (véase Lamperti 1962).
El objetivo es probar que el proceso ĺımite, cuando existe, satisface las sigu-
ientes condiciones:
1. X0 = 0.
2. Xt tiene incrementos estacionarios.
3. Xt es H–ss.
4. E [Xt] = 0 y E [|Xt|γ ] < ∞ para γH ≤ 1.
5. Xt es separable y continuo c.s.
Los siguientes resultados establecen condiciones suficientes para garantizar que
la sucesión XNt converge hacia un ĺımite Xt que satisface las anteriores cinco
condiciones.
Teorema 2.1. Sea XNt , N = 1, 2, . . . una sucesión de elementos aleatorios de D,
donde D es el espacio de las funciones sobre [0, 1] cuyas discontinuidades son a lo








Yi siendo {Yi} una sucesión estrictamente










, cuando N → ∞.











, cuando N → ∞ y algún a > 12H .
iv) Las distribuciones finito–dimensionales de XNt convergen cuando N → ∞.
Entonces la sucesión XNt converge débilmente cuando N → ∞ hacia un proceso
Xt, que cumple las propiedades 1 a 5 y cuyas distribuciones finito dimensionales
son el ĺımite de las XNt .
Para probar el teorema (2.1) es necesario el siguiente lema:
Lema 2.1. Una sucesión XNt con N = 1, 2, . . . de elementos de D que satisface
las condiciones (i), (ii) y (iii) del teorema 2.1 es tirante.
Proof. Sea 0 ≤ t1 ≤ t ≤ t2 ≤ 1, a > 12H . Entonces por la desigualdad de Cauchy-













































































































y por la hipótesis (ii) se sabe que existen K2 y N2 > N1 tales que para todo









































= (t2 − t)2H
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por lo tanto para algún N3 > N2 y una constante positiva C:
















≤ (Ct2 − Ct1)2Ha
y como a > 12H entonces aH >
1
2 y por los teoremas 15.4 y 15.6 de Billingsley
(1968) se tiene que XNt es tirante.
Proof. (del Teorema 2.1) La convergencia de las distribuciones finito–dimensionales
(condición (iv)) y el lema 2.1 aseguran la convergencia débil de XNt hacia un ĺımite
Xt, pues éstas son las hipótesis del teorema 15.1 de Billingsley (1968). A contin-
uación se probará que el proceso Xt cumple las condiciones 1 − 5
i) X0 = 0 pues X
N
0 = 0.
ii) Xt tiene incrementos estacionarios pues Yi es una sucesión estrictamente
estacionaria.
iii) Lamperti (1962) demuestra que la sucesión Xt es autosimlar.






















































< γ0 < 2a. Por lo tanto se
tiene:








∣ = 0 entonces E |X1| = 0.
v) Se puede escoger una versión separable del proceso Xt y la continuidad se
obtiene porque Xt es H–ss, estacionario y por lo tanto se puede usar el
criterio de Kolmogorov.
Los siguientes resultados dan condiciones necesarias y suficientes para garanti-
zar que var(
∑N
i=1 Xi) sea asintóticamente proporcional a N
2HL(N) cuando N →
∞ con 12 < H < 1.
Definición 2.1. Sea r(k) = E[XiXi+k]. Se dice que la sucesión {Xi} ∈ (1)
(D,L(·)), si y sólo si, r(k) ∼ k−DL(N) cuando k → ∞, donde 0 < D < 1 y L(·)
es una función de variación lenta.
Definición 2.2. Se dice que la sucesión {Xi} ∈ (1′)(H,L(·)) si:



















|r(i − j)| = O(N2HL(N)), cuando N → ∞,
donde 12 < H < 1 y L(·) es de variación lenta.







(1 − D)(2 − D)
)
Rećıprocamente, si r(k) es monótonamente decreciente para k grande. En-
tonces {Xi} ∈ (1′) (H,L(·)) implica que:
{Xi} ∈ (1)
(
2 − 2H,H (2H − 1) L(·)
)
Teorema 2.2. Si la sucesión r(k) es no negativa para k suficientemente grande






Teorema 2.3. Si para k suficientemente grande r(k) es no negativa y es una
sucesión monótonamente decreciente entonces var(
∑N
i=1 Xi) ∼ N2HL(N) cuando
N → ∞ con 12 < H < 1, si y sólo si, r(k) ∼ k2H−2L(N) cuando k → ∞.
Proof. Por el teorema (2.2) se tiene que si var(
∑N










, es decir, r(k) ∼ k2H−2L(K).
Si r(k) ∼ k2H−2L(K) entonces {Xi} ∈ (1′)
(
2 − 2H,H(2H − 1)L(·)
)
y por el















H(2H − 1) .











d2N ∼ N2HL(N) cuando N → ∞, entonces XNt converge en D hacia un proceso
Xt que cumple las condiciones 1 − 5. A continuación se va a tomar una sucesión
de variables aleatorias que cumpla la anterior observación y se hará converger a
un mBf.
Teorema 2.4. Sea {Yi} una sucesión de variables aleatorias gaussianas y esta-







cov(Yi, Yj) ∼ KN2HL(N)
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con d2N ∼ N2HL(N), converge débilmente cuando N → ∞ hacia
√
KBHt .
Proof. Como Y1, . . . , YN tienen distribución conjunta gaussiana, entonces X
N










C(ti, tj) = lim
N→∞
CN (ti, tj)
Cuando N → ∞ la función caracteŕıstica de (XNt1 , . . . ,XNtp ) converge hacia la
función caracteŕıstica de Xt1 , . . . ,Xtp donde (Xt1 , . . . Xtp) es variable aleatoria
con distribución normal multivariada con vector de media 0 y matriz de covarianza









































cov (Yu, Yv) ∼ KN2HL ([Nti]) t2Hi
cuando N → ∞, luego:




























para todo n ≥ 1 > 12H . Por el lema 2.1 la sucesión XNt es tirante y aplicando
el teorema 15.1 de Billingsley (1968), se tiene que XNt converge débilmente hacia√
KBHt , cuando N → ∞.
3. Caminos aleatorios
En esta sección se presentará la construcción del mBf, realizada por Sottinen
(2001). Esta construcción es motivada por las aplicaciones en finanzas. Como
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se ha hecho desde la época Bachelier, un camino natural a seguir es aproximar
el proceso por medio de caminatas aleatorias. El primer trabajo hecho, en este
sentido, es el teorema de Donsker, el cual aproxima el movimiento browniano por
caminatas aleatorias. Cuando el exponente de Hurst H > 12 , se dice que la serie
de tiempo tiene una dependencia a largo plazo y son las series de este tipo las
que se trabajan en economı́a, por lo tanto para esta construcción sólo se tendrá
en cuenta este caso.
Sean ξ
(n)
i variables aleatorias independientes e idénticamente distribuidas definidas




















































y t > s.
Teorema 3.1. La caminata aleatoria B(n) = (B
(n)
t ) t≥0 converge débilmente hacia
el mBf.
Proof. Lo primero que se mostrará es que las distribuciones finito dimensionales
de B(n) convergen hacia la de BH y luego se mostrará que la sucesión {B(n)} es
tirante.






















= 0. A continuación se calculará el ĺımite
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para algún par de puntos s
(n)









. Como la función KH(t, ·) es







































































. Usando el he-







































































































Por la desigualdad de Cauchy–Schwarz y del hecho que K(·, s) es creciente y
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Por hipótesis se sabe que E(ξ
(n)
i )






















y como las v.a. ξ
(n)





































































En consecuencia se obtiene la convergencia de las distribuciones finito dimension-
ales de B(n) hacia las de BH . A continuación se probará la tirantez. Sean s, t

















































































































Para s < t < u reales arbitrarios. Se obtiene por la desigualdad de Cauchy–
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→ 0, cuando n → ∞


















≤ |2(u − s)|2H
Como H > 12 , el teorema 15.6 de Billingsley (1968), implica la tirantez de
B(n).
4. Aproximación por procesos de Poisson
En esta sección se presentará la construcción realizada por Delgado & Jolis
(2000). En dicho art́ıculo se aproximan las distribuciones del mBf por medio de













donde N = {N(t), t ≥ 0} es un proceso de Poisson definido sobre el espacio de
probabilidad (Ω,F, P ), (Wt)t∈[0,1] un movimiento browniano estándar definido en
el espacio de probabilidad (Ω′,F′, P ′), donde E y E′ denotarán los valores esper-
ados con respecto a P y P ′ respectivamente y KH es el núcleo de representación
del mBf.
Teorema 4.1. Para cualquier m ∈ N par, existe una constante cm = m!2m/2 , tal



















































































































































dr1 · · · drm
Como N(t) es un proceso de Poisson, entonces posee incrementos independi-

















































































































































































1[r≤0] y h(r) = |f(r)|. Usando la desigualdad de



































































Sea X = {Xt, t ∈ [0, 1]} un proceso gaussiano centrado, definido sobre un es-
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donde K : [0, 1] × [0, 1] → R es una función que satisface:
i) K es medible y K(0, r) = 0 para cualquier r ∈ [0, 1]. (9)
ii) Existe una función continua y creciente G : [0, 1] → R y una constante
α > 0, tal que para cualquier 0 ≤ s < t ≤ 1 se cumple que:
∫ 1
0
(K(t, r) − K(s, r))2 dr ≤ (G(t) − G(s))α (10)
La condición (10) implica que K(t, ·) ∈ L2([0, 1]) para todo t ∈ [0, 1].








2). El proceso {Y εt } es un proceso continuo, pues:













































Teorema 4.2. Sea {Qε}ε>0 la familia de distribuciones en C([0, 1]) de los procesos
Y ε. Entonces cuando ε → 0 {Qε}ε>0 converge débilmente hacia Q, donde Q tiene
la misma distribución que X.
Proof. El primer paso de la demostración será probar que la sucesión Y ε es tirante.
Para todo m ∈ N, se tiene que:





[K(t, r) − K(s, r)] θε(r)dr
)m
]




















≤ cm (G(t) − G(s))α
m
2
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y como K(0, ·) = 0 entonces Y ε0 = 0. Luego se cumple las hipótesis del teorema
12.3 de Billingsley (1968) y por lo tanto Y εt es tirante. El siguiente paso será




K(t, r)dWr con t ∈ [0, 1]





cuando ε → 0 hacia la de S = ∑ki=1 aiY εti , donde k ≥ 1, a1, . . . , ak ∈ R y
















La función K∗ pertenece a L2 y por consiguiente se puede aproximar por una







con Bni ∈ R 0 = rn0 < rn1 · · · < rnmn−1 < rnmn = 1 y con
∫ 1
0
(K∗(r) − Kn(r))2 dr ≤ 1
n








Kn(r) dW . Por el teorema 4.1 se sabe
que existe una constante C, tal que:
E
[











(K∗(r) − Kn(r))2 dr ≤ C 1
n
(11)





























para todo x ∈ R.
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cuando ε → 0. Además al aplicar el teorema del valor medio, la isometŕıa de Itô





































































































































cuando n → ∞. Esto es, la función caracteŕıstica de Sε converge a la función
caracteŕıstica de S y en consecuencia Sε converge débilmente hacia S.
Para aproximar el mBf haciendo uso del teorema anterior, se debe encontrar
una función K que cumpla las condiciones (9) y (10). Esta función se presenta
de manera natural y no es otra que el núcleo de representación del mBf, (véase
Nualart 2003).
La condición (9) se cumple pues:
para H > 12 se tiene:





(u − s)H− 32 uH− 12 du
por lo tanto KH(0, s) = 0.
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y para H < 12 se tiene:


















2 (u − s)H− 12 du
]
de donde KH(0, s) = 0.
Finalmente, la condición (10) también se satisface pues:
∫ 1
0








(BHt − BHs )2
]
= |t − s|2H
Recibido: 16 de Agosto de 2005
Aceptado: 25 de Octubre de 2005
References
Billingsley, P. (1968), Convergence of Probability Measures, John Wiley & Sons,
New York.
Cavanzo, A. (2004), ‘El movimiento browniano fraccional como ĺımite de ciertos
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