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Zusammenfassung der Ergebnisse. Diese Arbeit bescha¨ftigt sich mit der numerischen Lo¨-
sung zeitharmonischer Wirbelstromprobleme in drei Raumdimensionen und Aspekten der ma-
thematischen Modellierung von Wirbelstro¨men. Ziel ist sowohl die Entwicklung eines effizienten
Finite-Element-Codes unter Verwendung adaptiver Mehrgitterverfahren als auch die Entwicklung
einer Randelementmethode fu¨r Impedanzrandbedingungen.
Das zugrundeliegende Wirbelstrommodell ist eine Na¨herung der Maxwellschen Gleichungen
und beschreibt niederfrequente elektromagnetische Pha¨nomene, bei denen die magnetische Ener-
gie dominiert. Innerhalb der Arbeit wird eine Schranke fu¨r den Modellierungsfehler des Wirbel-
strommodells hergeleitet, wobei die auftretenden Konstanten allein von der Geometrie abha¨ngen.
Aus der Fehlerbetrachtung folgt, daß die in der Ingenieurliteratur anerkannten Bedingungen (cha-
rakteristische Gro¨ße ¿ Wellenla¨nge, hohe Leitfa¨higkeit) hinreichend fu¨r die Anwendbarkeit des
Wirbelstrommodells sind. Damit liegt — nach bestem Wissen des Autors — zum erstenmal eine
mathematische Rechtfertigung des Wirbelstrommodells vor, die nicht auf einer asymptotischen
Betrachtung fu¨r den Grenzfall ω → 0 [ABN00, Alo99] basiert. Zusa¨tzlich wird gezeigt, daß der
Modellierungsfehler des elektrischen Feldes in der L2(Ω)-Norm mit O(ω2) fu¨r ω → 0 konvergiert,
falls keine galvanische Kopplung zwischen Stromquelle und Leiter existiert (induzierte Wirbel-
stro¨me), ansonsten konvergiert der Fehler mit O(ω). Die Ergebnisse werden in Zusammenhang
mit den zitierten Arbeiten diskutiert.
Weiterhin wird eine systematische Studie durchgefu¨hrt, wie externe Strom- und Spannungs-
quellen im Wirbelstrommodell beru¨cksichtigt werden ko¨nnen. Dabei wird zwischen lokalen An-
regungen an Kontakten, vorgegebenen Generatorstromverteilungen und nicht-lokalen Varianten
unterschieden. Es wird gezeigt, daß letztere das Faradaysche Gesetz entlang von sogenannten
Seifert-Fla¨chen verletzen und keine Lo¨sung fu¨r das elektrische Feld in H(rot; Ω) zulassen. Eine
physikalische Interpretation wird gegeben.
Der Schwerpunkt der Arbeit liegt in der Entwicklung einer adaptiven Finite-Element-Soft-
ware, die auf der Simulationsumgebung UG [BBJ+97] aufbaut. Als Grundlage dient eine auf dem
elektrischen Feld basierende, sogenannte
”
ungeeichte“ Variationsformulierung. Die Lo¨sung ist bei
Anwesenheit nichtleitender Gebietsteile nicht eindeutig und repra¨sentiert fu¨r diesen Fall eine
A¨quivalenzklasse von elektrischen Feldern, die alle auf dasselbe Magnetfeld fu¨hren, wobei letz-
teres die im Wirbelstrommodell relevante Gro¨ße darstellt. Zur Diskretisierung werdenH(rot; Ω)-
konforme Whitney-Elemente verwendet (auch Kantenelemente oder Ne´de´lec-Elemente genannt).
Fu¨r die adaptive Verfeinerung wird der in der Simulationsumgebung UG verfu¨gbare
”
Rot/Gru¨n-
Verfeinerungsalgorithmus“ verwendet. Nach einer Rechnung werden jeweils die zu verfeinernden
Elemente mit Hilfe eines Fehlerscha¨tzers [BHHW00] ausgewa¨hlt. Durch dieses adaptive Verfahren
ist es mo¨glich, auch stark lokale Pha¨nomene wie den Skineffekt oder Singularita¨ten an Kanten
aufzulo¨sen. Zur Lo¨sung der entstehenden Gleichungssysteme kommen Mehrgitterverfahren zum
Einsatz, da sie eine optimale Komplexita¨t besitzen und die derzeit schnellsten Lo¨sungsverfahren
darstellen. Zur Gla¨ttung wird dabei ein in [Hip99] entwickeltes Verfahren benutzt, weil Stan-
dardgla¨ttungsverfahren bei dem hier vorliegenden rot rot-Operator nicht anwendbar sind. Das
zeitharmonische Wirbelstrommodell wird nicht von der Theorie des verwendeten Mehrgitterver-
fahrens abgedeckt. Jedoch belegen die in der Arbeit durchgefu¨hrten systematischen numerischen
Experimente, daß die Konvergenzraten des Mehrgitterverfahrens unabha¨ngig von der Gitterwei-
te von Eins weg beschra¨nkt sind. Aufgrund der Adaptivita¨t wurde das Mehrgitterverfahren als
lokales Mehrgitterverfahren implementiert, bei dem die Gla¨ttung sich auf verfeinerte Bereiche
beschra¨nkt. Dies ist notwendig, um die optimale Komplexita¨t des Verfahrens zu gewa¨hrleisten.
Implementiert wird das lokale Mehrgitterverfahren mit Hilfe von lokalen Gittern, die i.a. nicht das
ganze Gebiet u¨berdecken. Es wird gezeigt, daß das verwendete Gla¨ttungsverfahren gegenu¨ber dem
Standardfall erweiterte lokale Gitter erfordert. Die Lo¨sbarkeit des singula¨ren Gleichungssystems
wird durch eine angemessene Berechnung der Stromquellen sichergestellt. Um die Kernanteile
wa¨hrend des Lo¨sungsprozesses zu kontrollieren, wird eine angena¨herte Projektion auf die diskret
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divergenzfreien Felder eingesetzt. Das Gesamtverfahren wird auf realistische Problemstellungen
angewendet. Zur Validierung wird das TEAM 7 Benchmark Problem herangezogen. Das berech-
nete Magnetfeld zeigt eine hervorragende U¨bereinstimmung mit den Meßwerten. Weiterhin wird
der Prototyp einer gasisolierten Schaltanlage der Firma ABB erfolgreich berechnet. Diese zeich-
net sich durch eine sehr komplexe Geometrie aus, Details der CAD Geometrie werden vollsta¨ndig
mitberu¨cksichtigt.
Fu¨r Wirbelstromprobleme, die auf sehr geringe Eindringtiefen fu¨hren, wird eine Randele-
mentmethode realisiert. Hier wird der Einfluß des leitfa¨higen Gebietes durch Impedanzrandbe-
dingungen repra¨sentiert. Daraus resultiert die Lo¨sung einer Außenraumaufgabe statt eines Trans-
missionsproblems. Es wird eine auf dem Magnetfeld basierende Formulierung des Wirbelstrom-
modells verwendet und gezeigt, wie sich das Problem als eine skalare Integrodifferentialgleichung
auf dem Rand des Leiters umformulieren la¨ßt. Existenz und Eindeutigkeit werden bewiesen; ein
Galerkin-Verfahren mit stetigen, stu¨ckweise linearen Randelementen wird zur Diskretisierung ver-
wendet. Eine Fehlerabscha¨tzung fu¨hrt auf eine O(h 52 )-Konvergenz der Ohmschen Verluste. Das
Ergebnis wird anhand eines numerischen Beispiels besta¨tigt. Anschließend werden die Grenzfa¨lle
unendlicher Leitfa¨higkeit und unendlicher Permeabilita¨t betrachtet.
ix
Die
”
einfachsten“ Dinge sind sehr
kompliziert — man kann sich
nicht genug daru¨ber wundern.
(F. Nietzsche u¨ber die
Implementierung lokaler
Mehrgitterverfahren)
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Einleitung
Fu¨r eine lange Zeit nach der Begru¨ndung der modernen Theorie des Elektromagnetis-
mus durch James C. Maxwell (1831–1879) bestand der mathematische Zugang zu den
elektromagnetischen Feldern in der Anwendung analytischer Methoden zur Lo¨sung der
Maxwell-Gleichungen. Dadurch wurde zwar ein sehr gutes Versta¨ndnis grundlegender Ef-
fekte erreicht, die Berechnung der Felder in realen Situationen war aber kaum mo¨glich.
Dies machte erst die rasante Entwicklung der Rechenleistung moderner Computer
mo¨glich. Die ersten Anwendungen in der Elektro- und Magnetostatik in 2D beschra¨nk-
ten sich auf das Lo¨sen der Laplace-Gleichung (um genau zu sein, div(²gradφ) = 0 bzw.
div(µgradφ) = 0). In den 70er Jahren begann der Schritt von zwei auf drei Raumdimen-
sionen. Dieser gestaltete sich in der Elektromagnetik etwas schwieriger als bei anderen
physikalischen Anwendungen. Der Grund dafu¨r war, daß nicht der vektorielle Laplace-
Operator, sondern der rot rot-Operator der grundlegende Operator in der Elektroma-
gnetik ist. Letzterer erfordert eine andere Diskretisierung als ein vektorieller Laplace-
Operator, die mit den auch hier verwendeten Whitney-Elementen erst in den 80er Jahren
verfu¨gbar wurde [Ne´d80].1
In dieser Arbeit wollen wir zeitharmonische Wirbelstromprobleme in 3D mit Hilfe
numerischer Methoden lo¨sen. Der Name
”
Wirbelstro¨me“ resultiert aus der Tatsache, daß
ein zeitvera¨nderliches Magnetfeld in einem Leiter Stro¨me induziert, die auf in sich ge-
schlossenen Bahnen fließen. Wirbelstro¨me werden durch das Wirbelstrommodell beschrie-
ben, einer Approximation der Maxwell-Gleichungen, bei der die Verschiebungsstro¨me
vernachla¨ssigt werden. Die Problemstellungen, die damit behandelt werden ko¨nnen, sind
sehr vielfa¨ltig; das Spektrum reicht von den klassischen Bereichen der Energietechnik
(Motoren, Transformatoren, Schaltanlagen etc.) bis hin zu medizinischen Anwendungen
wie der Hyperthermie. Grundsa¨tzlich handelt es sich dabei um Anwendungen, bei denen
die magnetische Energie dominant gegenu¨ber der elektrischen ist. Das impliziert auch,
daß die Ausbreitung elektromagnetischer Wellen keine Rolle spielt. Die Beschra¨nkung auf
zeitharmonische Vorga¨nge bedeutet, daß sich keine Zeitabha¨ngigkeit mehr in den betrach-
teten Gleichungen findet, und die Unbekannten die Amplituden harmonisch schwingender
Felder sind. Es handelt sich also hier um stationa¨re Probleme im Sinne eingeschwungener
Zusta¨nde.
Fu¨r die numerische Lo¨sung werden in dieser Arbeit zwei Simulations-Programme
entwickelt, die in mehreren Aspekten unterschiedlich sind.
1 Die Aussage bezieht sich auf finite Elemente. Deutlich fru¨her gab es Methoden, die nicht von der Statik
herkommen, sondern von vornherein die Wellenausbreitung in 3D beschrieben haben wie das Yee-
Schema [Yee66] oder die FIT-Methode[Wei77]. Erst in den letzten Jahren ist der enge Zusammenhang
zu den Whitney-Element-Diskretisierungen klar geworden [BK00].
1
2 Einleitung
Zum einen handelt es sich um eine Randelementmethode (BEM, engl. boundary ele-
ment method), die auf einer magnetischen Formulierung aufbaut, und fu¨r den Spezialfall
geringer Eindringtiefen entwickelt worden ist. Stark lokale Effekte wie der bekannte Ski-
neffekt und der Proximityeffekt (die Begriffe werden in Kap. 2 kurz erkla¨rt) mu¨ssen hier
nicht aufgelo¨st werden, da die Leiter durch Impedanzrandbedingungen beschrieben wer-
den; die kleine Eindringtiefe ist damit a priori im Modell enthalten und auch notwendig
fu¨r die Gu¨ltigkeit des Modells.
Hingegen handelt es sich bei der anderen Methode um eine Finite-Element-Methode
(FEM), die auf dem elektrischen Feld basiert und fu¨r allgemeine zeitharmonische Wir-
belstromprobleme konzipiert ist. Lokale Pha¨nomene werden durch Anwendung adaptiver
Gitterverfeinerung aufgelo¨st. Die entstehenden Gleichungssysteme werden durch loka-
le Mehrgitterverfahren effizient gelo¨st. Dieses sehr umfangreiche Teilprojekt konnte nur
durch den Aufbau auf bereits vorhandene Software erfolgreich umgesetzt werden, wobei
hier die Simulationsumgebung UG gewa¨hlt wurde. Da UG von vielen Arbeitsgruppen be-
reits genutzt wird und abzusehen ist, daß sich der Nutzerkreis weiter vergro¨ßern wird,
sind an vielen Stellen auch kurze Kommentare in die Arbeit eingeflossen, wie Algorithmen
implementiert wurden. Der Autor hofft, damit eine spa¨tere Erweiterung und Weiterver-
wendung der in dieser Arbeit entstandenen Software etwas zu erleichtern.
Die Arbeit gliedert sich wie folgt: In Kapitel 1 werden die zum Versta¨ndnis der
nachfolgenden Kapitel notwendigen mathematischen Hilfsmittel bereitgestellt. Neben der
Einfu¨hrung der fu¨r die Elektromagnetik bedeutenden Sobolev-Ra¨ume H(div; Ω) und
H(rot; Ω) wird insbesondere auf die Begriffe Homologie/Cohomologie und deren Be-
deutung in der Elektromagnetik eingegangen. Weiterhin wird der de Rham-Komplex als
die wesentliche Struktur in Verbindung mit den Differentialoperatoren grad, rot und div
vorgestellt.
Kapitel 2 fu¨hrt das Wirbelstrommodell als Na¨herung der Maxwellschen Gleichun-
gen ein und stellt entsprechende Variationsformulierungen vor. Weiterhin wird eine —
nach bestem Wissen des Autors — neue mathematische Rechtfertigung fu¨r das Wir-
belstrommodell angegeben und bewiesen. Anders als bei den bisherigen Arbeiten zur
Rechtfertigung des Wirbelstrommodells handelt es sich dabei nicht um eine asymptoti-
sche Betrachtung. Der Vollsta¨ndigkeit halber wird jedoch auch die Asymptotik analysiert
und in Beziehung zu den bisherigen Arbeiten gesetzt. Insbesondere wird die Bedingung
diskutiert, unter denen das Wirbelstrommodell ein Modell ho¨herer Ordnung in der Kreis-
frequenz ω ist, wenn man es mit dem statischen Modell vergleicht. Dabei wird ebenfalls
die physikalische Bedeutung dieser Bedingung klar.
Auch in Kapitel 3 geht es um mathematische Modellierung. Hier werden verschiedene
Situationen der Spannungs- und Stromanregung fu¨r das Wirbelstrommodell diskutiert.
Fu¨r jede Situation werden die entsprechenden Variationsformulierungen angegeben. Ein
besonderes Augenmerk wird dabei auf sogenannte
”
nichtlokale Anregungen“ gelegt, die ei-
ne komfortable Mo¨glichkeit bieten, Stro¨me bzw. Spannungen fu¨r geschlossene Leiterschlei-
fen vorzuschreiben, und ha¨ufig eingesetzt werden. Dabei wird sowohl auf Widerspru¨che
hingewiesen, die sich in diesem Zusammenhang ergeben, als auch eine physikalische In-
terpretation dieser speziellen Anregungen gegeben.
Der zeitliche Hauptaufwand dieser Arbeit floß in das Kapitel 4. Dieses widmet sich
3der Finite-Element-Methode, die mit Hilfe der Simulationsumgebung UG realisiert wurde.
Zuna¨chst wird hier die verwendete Diskretisierung mit Whitney-Elementen beschrieben.
Anschließend wird das adaptive Mehrgitterverfahren, das fu¨r die Lo¨sung der entstehen-
den Gleichungssysteme verwendet wird, vorgestellt. Dabei wird auf die Komponenten des
adaptiven Mehrgitterverfahrens wie Gittertransfer, Gla¨tter, Fehlerscha¨tzer und Gitterver-
feinerung einzeln eingegangen. Außerdem beinhaltet das Kapitel zahlreiche Experimente,
die die Anwendbarkeit des Mehrgitterverfahrens auf das zeitharmonische Wirbelstrom-
problem belegen sollen. Ein Unterkapitel widmet sich der detaillierten Beschreibung des
lokalen Mehrgitterverfahrens. Der Gesamtalgorithmus wird schließlich auf zwei realisti-
sche Problemstellungen angewendet.
Kapitel 5 bescha¨ftigt sich mit der Randelementmethode zur Lo¨sung zeitharmonischer
Wirbelstromprobleme mit Impedanzrandbedingungen. In diesem Kapitel steht mehr die
mathematische Analyse der Formulierung und der Diskretisierung als eine umfassende
praktische Anwendung im Vordergrund, wenngleich auch die theoretischen Ergebnisse
mit einem numerischen Beispiel untermauert werden.
Kapitel 6 entha¨lt schließlich einen U¨berblick u¨ber sinnvolle Mo¨glichkeiten der Wei-
terentwicklung der behandelten Themen.
1 Mathematische Grundlagen
In diesem Kapitel werden u¨bersichtsartig die mathematischen Werkzeuge und Begrif-
fe bereitgestellt, die in den folgenden Kapiteln beno¨tigt werden. Insbesondere wird auf
einige Eigenschaften der wichtigen Ra¨ume H(rot; Ω) und H(div; Ω) eingegangen, die
die Grundlage fu¨r Variationsformulierungen in der Elektromagnetik bilden. Es folgt ei-
ne kurze Darstellung, in der einige Aspekte der algebraischen Topologie wie Homolo-
gie/Cohomologie und der de Rham-Komplex erla¨utert und in Beziehung zur Elektroma-
gnetik gesetzt werden. Schließlich werden der Vollsta¨ndigkeit halber die in dieser Arbeit
verwendeten Sa¨tze u¨ber Existenz und Eindeutigkeit schwacher Lo¨sungen von Randwert-
problemen zusammengefaßt.
1.1 Ra¨ume und Spuren
Sei Ω ein Gebiet (offene und zusammenha¨ngende Teilmenge) im R3 mit Rand Γ := ∂Ω
und nach außen gerichtetem Einheitsnormalenvektorfeld n.
Mit L2(Ω) bezeichnen wir wie u¨blich die Menge der u¨ber Ω quadratisch Lebesgue-
integrierbaren Funktionen und mit Hk(Ω), k > 0, die Standard-Sobolev-Ra¨ume, d.h.
die Ra¨ume der Funktionen in L2(Ω), deren schwache Ableitungen bis einschließlich der
Ordnung k ebenfalls in L2(Ω) liegen, H0(Ω) := L2(Ω). Weiterhin bezeichnet Hkloc(R3)
den Raum der Funktionen, die lokal in Hk liegen, also alle Funktionen f auf R3 mit
f ∈ Hk(K) fu¨r jede kompakte Teilmenge K ⊂ R3. In den folgenden Kapiteln muß k nicht
unbedingt ganzzahlig sein, d.h. wir verwenden auch Sobolev-Ra¨ume reeller Ordnung, siehe
z.B. [LM72], und schreiben dann fu¨r den Index s statt k.
Wir nehmen hier und im folgenden stets an, daß alle auftretenden Funktionen bzw.
Funktionale komplexwertig sind, wenn nicht explizit etwas anderes angegeben wird. Ent-
sprechend sind auch alle auftretenden Skalarprodukte (·, ·) stets als hermitesche Skalar-
produkte anzusehen. Vektorwertige Ra¨ume und deren Elemente werden in dieser Arbeit
durch Fettdruck gekennzeichnet, beispielsweise L2(Ω) := L2(Ω)3, Hk(Ω) := Hk(Ω)3. Die
entsprechenden Normen kennzeichnen wir durch Tieferstellen des Raumes, also ‖·‖L2(Ω),
‖·‖Hk(Ω), ‖·‖L2(Ω) und ‖·‖Hk(Ω).
Es ist wohlbekannt, daß fu¨r einen hinreichend glatten Rand Γ der Sobolev-Raum
Hk+
1
2 (Γ) der Spurraum von Hk+1(Ω) ist. Insbesondere ist fu¨r k = 1 hinreichend, daß
Γ eine C1,1-Fla¨che ist, fu¨r k = 0, daß Γ eine Lipschitz-Fla¨che ist. Der letzte Fall ist von
besonderem Interesse, da wir im Kapitel 4 ausschließlich Lipschitz-Polyeder betrachten
werden.
Der Raum H−k−
1
2 (Γ) ist der Dualraum von Hk+
1
2 (Γ). Die duale Paarung, wie das
Skalarprodukt als Sesquilinearform verstanden, wird mit 〈·, ·〉k+ 1
2
,Γ bezeichnet. Die gleiche
Bezeichnung wird auch fu¨r die vektorielle Variante, die duale Paarung von Hk+
1
2 (Γ)
5
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und H−k−
1
2 (Γ) verwendet, da aufgrund der vektorwertigen Argumente Verwechslungen
ausgeschlossen sind.
Von großer Wichtigkeit fu¨r die Formulierung von Variationsproblemen in der Elek-
tromagnetik sind die Ra¨ume
H(rot; Ω) := {u ∈ L2(Ω), rotu ∈ L2(Ω)}
und
H(div; Ω) := {u ∈ L2(Ω), divu ∈ L2(Ω)} ,
wobei rot und div im Sinne der Distributionen zu verstehen sind. Die entsprechenden
Normen sind
‖·‖2H(rot;Ω) := ‖·‖2L2(Ω) + (diamΩ)2 ‖rot · ‖2L2(Ω) ,
bzw.
‖·‖2H(div;Ω) := ‖·‖2L2(Ω) + (diamΩ)2 ‖div · ‖2L2(Ω) .
Die Skalierung mit (diamΩ)2 des jeweils zweiten Terms wird zwecks korrekter physika-
lischer Einheiten eingefu¨hrt. Bei unbeschra¨nktem Ω wird statt mit (diamΩ)2 mit einer
beliebigen aber festen Konstante mit der Dimension einer La¨nge zum Quadrat skaliert.
Variationsformulierungen in der Elektromagnetik sind typischwerweise u¨ber dem
Raum H(rot; Ω) gestellt. Die Motivation dafu¨r liegt in der Beschra¨nkung bei der Suche
nach einer Lo¨sung auf Vektorfelder endlicher elektromagnetischer Energie, z.B. entspricht
fu¨r ein elektrisches Feld E ∈ H(rot; Ω) der Ausdruck ‖E‖2
L2(Ω) der elektrischen und
‖rotE‖2
L2(Ω) der magnetischen Energie (jeweils abgesehen von einer Skalierung durch ein
gleichma¨ßig von Null weg beschra¨nktes, positives Koeffizientenfeld). Hingegen ermo¨glicht
es die Zugeho¨rigkeit eines elektrischen Feldes zu H(div; Ω), von Ladungen zu sprechen,
da divE (wieder bis auf ein positives Skalierungsfeld) der Ladungsdichte entspricht und
Flu¨sse von E durch orientierte Fla¨chen dann einen Sinn haben.
Wir orientieren uns an der Notation in [GR86] fu¨r die Definition der Kerne von rot
und div, der abgeschlossenen Unterra¨ume
H0(div; Ω) := {u ∈H(div; Ω), divu = 0} ,
H0(rot; Ω) := {u ∈H(rot; Ω), rotu = 0} .
Auch verwenden die mit einem in Ω gleichma¨ßig positivem Koeffizienten ² skalierten
Ra¨ume
H(div²; Ω) := {u ∈ L2(Ω), div(²u) ∈ L2(Ω)} ,
H0(div²; Ω) := {u ∈H(div²; Ω), div(²u) = 0} .
In diesem Kapitel nehmen wir der Einfachheit halber an, daß Γ eine C1,1-Fla¨che ist.
Alle nachfolgend definierten Begriffe oder gemachten Aussagen lassen sich aber auch auf
den allgemeineren Fall, daß Ω ein Lipschitz-Polyeder (siehe [BC01a, BC01b]) bzw. ein
1.1 Ra¨ume und Spuren 7
allgemeines Lipschitz-Gebiet ist (siehe [BCS02]), u¨bertragen. In den folgenden Kapiteln
gehen wir daher immer davon aus, daß Ω ein Lipschitz-Gebiet ist, wenn nicht explizit
etwas anderes angegeben wird, auch wenn wir uns bis zum Ende dieses Kapitels auf
Γ ∈ C1,1 beschra¨nken.
Die Restriktion auf den Rand einer auf Ω definierten Funktion oder eines Vektorfeldes
ist im folgenden immer als Spur zu interpretieren. Durch ein tiefgestelltes τ bezeichnen
wir die orthogonale Projektion von Vektorfeldern auf Ω in die Tangentialebene von Γ,
uτ :=
(
u− (u · n)n)∣∣
Γ
=
(
n× (u× n))∣∣
Γ
.
Definition 1.1 (Differentialoperatoren auf Γ) Fu¨r hinreichend regula¨re Funktionen
φ auf Ω ist der Oberfla¨chengradient gradΓ bzw. die vektorielle Oberfla¨chenrotation rotΓ
definiert durch
gradΓ φ|Γ := (gradφ)τ , rotΓ φ|Γ := gradΓ φ|Γ × n ,
und die Oberfla¨chendivergenz divΓ und die skalare Oberfla¨chenrotation rotΓ sind die
adjungierten Operatoren, definiert durch
〈divΓ λ, ξ〉 := −〈λ,gradΓ ξ〉 ∀ regula¨ren Funktionen ξ auf Γ ,
〈rotΓ λ, ξ〉 := −〈λ, rotΓ ξ〉 ∀ regula¨ren Funktionen ξ auf Γ .
Der Laplace-Beltrami-Operator ist definiert durch
∆Γ φ := divΓ gradΓ φ = − rotΓ rotΓ φ .
Der folgende Spursatz sagt aus, daß der Raum H−
1
2 (Γ) der geeignete Raum fu¨r
Randdaten (u · n)|Γ fu¨r Vektorfelder u ∈H(div; Ω) ist.
Satz 1.1 (Spursatz fu¨r H(div; Ω)) Der Spuroperator u 7→ (u · n)|Γ ist eine lineare,
stetige und surjektive Abbildung von H(div; Ω) nach H−
1
2 (Γ).
Beweis: Siehe z.B. [BF91, Lemma 1.1 und Lemma 1.2].
Wenn wie hier angenommen Γ ∈ C1,1, lassen sich fu¨r λ ∈ {H− 12 (Γ), λ ·n = 0} divΓ λ
und rotΓ λ als Distributionen in H
− 3
2 (Γ) auffassen,
〈divΓ λ, ξ〉 3
2
,Γ := −〈λ,gradΓ ξ〉 1
2
,Γ ∀ξ ∈ H
3
2 (Γ) ,
〈rotΓ λ, ξ〉 3
2
,Γ := −〈λ, rotΓ ξ〉 1
2
,Γ ∀ξ ∈ H
3
2 (Γ) ,
d.h.
divΓ, rotΓ : {λ ∈H− 12 (Γ) : λ · n = 0} → H− 32 (Γ) ,
und man kann die Ra¨ume
H−
1
2 (rotΓ; Ω) := {λ ∈H− 12 (Γ) : λ · n = 0, rotΓ λ ∈ H− 12 (Ω)} (1.1)
H−
1
2 (divΓ; Ω) := {λ ∈H− 12 (Γ) : λ · n = 0, divΓ λ ∈ H− 12 (Ω)} (1.2)
definieren. Die Ra¨ume H−
1
2 (rotΓ; Ω) und H
− 1
2 (divΓ; Ω) sind die angemessenen Ra¨ume
fu¨r die tangentiale Spur uτ und die gedrehte tangentiale Spur (u×n)|Γ von Vektorfeldern
in H(rot; Ω).
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Satz 1.2 (Spursatz fu¨r H(rot; Ω)) Die Spuroperatoren u 7→ (uτ )|Γ bzw. u 7→ (u×n)|Γ
sind lineare, stetige und surjektive Abbildung von H(rot; Ω) nach H−
1
2 (rotΓ; Ω) = {uτ :
u ∈H(rot; Ω)} bzw. H− 12 (divΓ; Ω) = {(u× n)|Γ : u ∈H(rot; Ω)}.
Beweis: Siehe [Ces96, BC01a, BC01b, BCS02].
Ra¨ume mit verschwindenden Spuren kennzeichnen wir wie u¨blich durch eine tiefge-
stellte Null, z.B.
H0(div; Ω) := {u ∈H(div; Ω), (u · n)|Γ = 0} ,
H0(rot; Ω) := {u ∈H(rot; Ω), (u× n)|Γ = 0} .
Mit Verweis auf die Referenzen [Ces96, BC01a, BC01b, BCS02] sei weiterhin erwa¨hnt,
daßH−
1
2 (divΓ; Ω) undH
− 1
2 (rotΓ; Ω) dual zueinander sind, das Dualita¨tsprodukt bezeich-
nen wir mit
〈·, ·〉τ,Γ :H−
1
2 (divΓ; Ω)×H− 12 (rotΓ; Ω)→ C .
Ferner gelten die folgenden partiellen Integrationsformeln (Greensche Formeln):∫
Ω
u · rotΦ−Φ · rotu dx = 〈(u× n)|Γ,Φ|Γ〉 1
2
,Γ ∀u ∈H(rot; Ω) ,Φ ∈H1(Ω) ,
(1.3)∫
Ω
u · rot v − v · rotu dx = 〈(u× n)|Γ,vτ 〉τ,Γ ∀u ,v ∈H(rot; Ω) . (1.4)
Analog zu der bekannten Greenschen Formel∫
Ω
u · gradφ+ φ divu dx = 〈(u · n)|Γ, φ|Γ〉 1
2
,Γ ∀u ∈H(div; Ω) , φ ∈ H1(Ω) , (1.5)
gilt auf dem Rand
〈λ,gradΓ φ〉τ,Γ + 〈divΓ λ, φ〉 1
2
,Γ = 0 ∀λ ∈H−
1
2 (divΓ; Γ) , φ ∈ H 12 (Γ) . (1.6)
Schließlich sei noch die Identita¨t
divΓ
(
(u× n)|Γ
)
= (rotu · n)|Γ ∀u ∈H(rot; Ω) (1.7)
in Erinnerung gerufen, von der wir ebenfalls in den folgenden Kapiteln Gebrauch machen
werden.
Bemerkung 1.1 Die Dualprodukte werden wir in Teilen der Arbeit formal als Randin-
tegrale
〈φ|Γ, η|Γ〉 1
2
,Γ =
∫
Γ
φ η dS , φ , ξ ∈ H1(Ω)
〈(u× n)|Γ,uτ )〉τ,Γ =
∫
Γ
(u× n) · v dS , u ,v ∈H(rot; Ω) ,
schreiben, diese sollen jedoch stets als Dualprodukte interpretiert werden.
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1.2 De Rham-Komplex und Cohomologie
Fu¨r die Zerlegung von Vektorfeldern u¨ber einem, hier als beschra¨nkt angenommenen, Ge-
biet Ω ⊂ R3 spielen Charkaterisierungen der Bilder und Kerne der Operatoren div, grad
und rot eine bedeutende Rolle. Bekanntlich verschwindet die Rotation eines Gradienten
und Rotationen sind divergenzfrei. Dies kann durch die Sequenz
H1(Ω)
grad−−−−→ H(rot; Ω) rot−−−−→ H(div; Ω) div−−−−→ L2(Ω) (1.8)
dargestellt werden. In dieser Sequenz liegen die Bilder der durch die Differentialoperato-
ren definierten Abbildungen jeweils im Kern der darauffolgenden Abbildung — solch eine
Eigenschaft nennt man Komplexeigenschaft1, (1.8) heißt de Rham-Komplex. Eine interes-
sante Frage ist, inwieweit die Bilder der Operatoren den gesamten Kern des nachfolgenden
Operators ausfu¨llen (man spricht dann von einer exakten Sequenz bzw. Teilsequenz) und
sich auch umgekehrte Aussagen treffen lassen wie:
”
Ein Vektorfeld, dessen Rotation u¨ber-
all in Ω verschwindet, ist ein Gradient.“ bzw.
”
Ein Vektorfeld, dessen Divergenz u¨berall
in Ω verschwindet, ist eine Rotation.“ Die Antwort darauf gibt das bekannte Poincare´-
Lemma, nach dem die Aussagen lokal richtig sind, und, falls Ω zusammenziehbar ist, auch
global richtig sind (siehe z.B. [Fla89, Ja¨n93, Fra97]). Zusammenziehbar bedeutet, daß Ω
durch eine stetige Deformation auf einen inneren Punkt u¨bergehen kann. Dies ist genau
dann der Fall, wenn Ω einfach zusammenha¨ngend (jeder geschlossene Pfad in Ω ist zusam-
menziehbar) und der Rand Γ := ∂Ω zusammenha¨ngend (also
”
in einem Stu¨ck“) ist (siehe
z.B. [Bos98a]). Beispielsweise ist der Rand eines Torus zwar zusammenha¨ngend, aber der
Torus ist nicht einfach zusammenha¨ngend, hingegen ist das Gebiet zwischen zwei inein-
andergeschachtelten Kugeln zwar einfach zusammenha¨ngend, jedoch ist der Rand nicht
zusammenha¨ngend, siehe Abb. 1.1.
Fu¨r die konstruktive Charakterisierung der Kerne von rot und div fu¨r den allgemei-
nen Fall, daß Ω nicht zusammenziehbar ist, sind einige topologische Konzepte erforderlich,
die wir in einer groben U¨bersicht in den folgenden Absa¨tzen vorstellen. Genaueres findet
sich z.B. in [Ket01, Bos98b, Kot87, GK01a, GK01b] und in Lehrbu¨chern wie den bereits
zitierten [Fla89, Ja¨n93, Fra97].
Zuerst wollen wir an den Begriff der orientierbaren, l-dimensionalen, stu¨ckweise glat-
ten Mannigfaltigkeiten in einer generischen offenen Teilmenge Ω ⊂ R3 erinnern. Fu¨r
l = 1 sind dies gerichtete Pfade, fu¨r l = 2 orientierte Fla¨chen. Der Rand ∂Σ einer
l-dimensionalen, stu¨ckweise glatten, orientierten Mannigfaltigkeit Σ ⊂ Ω erha¨lt eine in-
duzierte Orientierung und ist selbst eine (l− 1)-dimensionale, stu¨ckweise glatte Mannig-
faltigkeit.
Eine l-dimensionale, stu¨ckweise glatte, orientierte Mannigfaltigkeit ⊂ Ω nennen wir
einen l-Zykel, l = 1, 2, wenn sie einen verschwindenden Rand hat. Zwei l-Zykeln werden
homolog genannt, wenn ihre Vereinigung (nach einer eventuellen Umorientierung) der
1 Eine einheitlichere Darstellung und bessere Einsicht in die Struktur und die inneren Zusammenha¨nge
des Elektromagnetismus bietet die Verwendung des Differentialformenkalku¨ls, siehe z.B.[Sch80, Fla89,
Wei97]. In diesem tritt an die Stelle der Operatoren grad, rot, div die Cartansche Ableitung d, die
p-Formen auf p + 1-Formen abbildet. Die Komplexeigenschaft wird dann einfach zu d ◦ d = 0. Wir
verwenden in dieser Arbeit dennoch die Darstellung mit den Mitteln der klassischen Vektoranalysis
als Zugesta¨ndnis an die gro¨ßere Verbreitung.
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Abb. 1.1: 2 Beispiele nicht zusammenziehbarer Gebiete: Torus (links) und Volumen zwischen 2
Kugeln (rechts).
Rand einer (l + 1)-dimensionalen Mannigfaltigkeit ist, die eine geeignete Teilmenge von
Ω ist. Dies definiert eine A¨quivalenzrelation auf der Menge Zl(Ω) der l-Zykeln.
Eine l-dimensionale, orientierte Mannigfaltigkeit Σ ⊂ Ω wird relativer l-Zykel ge-
nannt, wenn ∂Σ ⊂ ∂Ω. Zwei relative l-Zykeln sind homolog, wenn deren Vereinigung,
erga¨nzt durch einen Teil von ∂Ω, der Rand einer (l + 1)-dimensionale Mannigfaltigkeit
⊂ Ω ist. Dies fu¨hrt eine A¨quivalenzrelation auf der Menge Zl(Ω, ∂Ω) ein, der Menge der
relativen l-Zykeln.
Von besonderer Bedeutung sind Zykeln, die keine Ra¨nder sind (nichtberandende Zy-
keln), denn diese charakterisieren topologische Eigenschaften von Ω:
Die A¨quivalenzklassen der homologen, nichtberandenden 1-Zykeln in Ω werden
Schleifen genannt (z.B. [Bos98a]), wobei wir hier immer linear unabha¨ngige, einfach
durchlaufene Schleifen meinen. Zusammen erzeugen sie die erste Homologiegruppe H1(Ω)
von Ω. Es gibt β1(Ω) solcher Schleifen, d.h. dimH1(Ω) = β1(Ω), wobei β1(Ω) die erste
Betti-Zahl von Ω genannt wird, die eine fundamentale topologische Invariante ist. Grob
gesagt, entspricht β1(Ω) der Anzahl der Ω durchstechenden Lo¨cher.
Eine Schleife kann durch einen Repra¨sentanten in der Form eines geschlossenen,
nichtberandenden orientierten Pfades beschrieben werden. In engem Zusammenhang mit
den Schleifen von Ω stehen die sog. Schnittfla¨chen, auch bekannt als Seifert-Fla¨chen2,
von Ω, die Homologie-A¨quivalenzklassen in Z2(Ω, ∂Ω), die durch β1(Ω) disjunkte, stu¨ck-
weise glatte, orientierte Fla¨chen repra¨sentiert werden und zusammen die zweite, relative
Homologiegruppe H2(Ω, ∂Ω) erzeugen. Seifert-Fla¨chen und Schleifen sind dual zueinan-
2 Benannt nach Karl Johannes Herbert Seifert (27.5.1907 - 1.10.1996); Seifert war bis auf eine Un-
terbrechung durch den 2. Weltkrieg von 1935–1975 an der Universita¨t Heidelberg ta¨tig, siehe auch
[Pup99].
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der (Poincare´-Dualita¨t): Wir ko¨nnen Repra¨sentanten fu¨r Seifert-Fla¨chen und Schleifen
angeben, so daß diese jeweils Paare bilden, die einander durchdringen, d.h. H1(Ω) und
H2(Ω, ∂Ω) sind isomorph.
Wenn Σ1, . . . ,ΣN , N := β1(Ω) eine vollsta¨ndige Menge von Seifert-Fla¨chen bildet,
dann sind alle 1-Zykeln in Ω \ (Σ1 ∪ . . . ∪ ΣN ) Ra¨nder. Insbesondere la¨ßt sich jedes
wirbelfreie Vektorfeld in Ω \ (Σ1 ∪ . . . ∪ ΣN ) als Gradient einer skalaren Funktion dar-
stellen. Ein in ganz Ω wirbelfreies Vektorfeld hingegen muß kein Gradientenfeld sein.
Jedoch gibt es einen endlich-dimensionalen Cohomologie-Raum H1(Ω) ⊂H(rot; Ω) mit
dimH1(Ω) = β1(Ω), so daß
H0(rot; Ω) = {u ∈H(rot; Ω), rotu = 0} = gradH1(Ω)⊕H1(Ω) .
In analoger Weise erzeugen die A¨quivalenzklassen nichtberandender 2-Zykeln die Ho-
mologiegruppe H2(Ω), dimH2(Ω) = β2(Ω). Dabei ist β2(Ω) die zweite Betti-Zahl von Ω,
die grob gesagt der Anzahl der in Ω eingeschlossenen Lo¨cher entspricht. Ein in ganz Ω
quellenfreies Vektorfeld la¨ßt sich nicht unbedingt als die Rotation eines anderen Vek-
torfeldes in Ω darstellen. Aber es gibt einen zweiten Cohomologie-Raum H2(Ω) mit
dimH2(Ω) = β2(Ω), so daß
H0(div; Ω) = {u ∈H(div; Ω), divu = 0} = rotH(rot; Ω)⊕H2(Ω) .
Wirbelfreie (bzw. divergenzfreie) Vektorfelder mit verschwindenden tangentialen
(bzw. normalen) Komponenten am Rand, die keine Gradienten einer am Rand verschwin-
denden skalaren Funktion (bzw. keine Rotation eines tangential am Rand verschwinden-
den Vektorfeldes) sind, fu¨hren auf die relativen Cohomologie-Ra¨ume H1(Ω, ∂Ω) (bzw.
H2(Ω, ∂Ω)) mit dimH1(Ω, ∂Ω) = β2(Ω), dimH
2(Ω, ∂Ω) = β1(Ω) (siehe z.B. [Tay96,
Kapitel 5.9]).
Spezielle Repra¨sentanten von H1(Ω) und H2(Ω, ∂Ω) sind die harmonischen Neumann-
Vektorfelder, die Elemente von
NΩ :=H
0(rot; Ω) ∩H00(div; Ω) ,
und spezielle Repra¨sentanten von H2(Ω) und H1(Ω, ∂Ω) die harmonischen Dirichlet-
Vektorfelder, die Elemente von
DΩ :=H
0
0(rot; Ω) ∩H0(div; Ω) ,
siehe Abb. 1.2 fu¨r Beispiele. Ra¨ume harmonischer Dirichlet-Vektorfelder bzw. Neumann-
Vektorfelder mit gleichma¨ßig positiver Gewichtung α schreiben wir
DαΩ :=H
0
0(rot; Ω) ∩H0(divα; Ω) ,
N αΩ :=H
0(rot; Ω) ∩H00(divα; Ω) .
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Abb. 1.2: Beispiele fu¨r ein (approximiertes) harmonisches Neumann-Vektorfeld (links) und
Dirichlet-Vektorfeld (rechts).
1.2.1 Bezug zur Elektro- und Magnetostatik
Wir wollen an dieser Stelle auf den engen Zusammenhang von Cohomologie/Homologie zu
den in der Elektro- bzw. Magnetostatik auftauchenden integralen Gro¨ßen Spannung, La-
dung und Kapazita¨tsmatrix bzw. Strom, Verkettungsfluß und Induktivita¨tsmatrix (siehe
z.B. [Mar68, GK01a]) eingehen.
In der Elektrostatik fragt man typischerweise nach der Verteilung von Fla¨chenla-
dungsdichten auf dem Rand eines Gebietes Ω, so daß dessen Komplement Ωc := R3 \ Ω
feldfrei ist. Das Gebiet Ωc kann man sich dann als elektrisch leitendes Medium vorstellen.
Die sich in Ω einstellende Feldverteilung ist dann eine U¨berlagerung von β2(Ω) harmoni-
schen Dirichlet-Vektorfeldern Ei, die jeweils durch eine Ladung auf der i-ten von β2(Ω)
Zusammenhangskomponenten von Ωc erzeugt werden. Die Felder Di = ²Ei, die sog. di-
elektrischen Verschiebungsdichten, sind Elemente von D²Ω (² ist die Permittivita¨t, siehe
Kap. 2). Die Felder Ei werden als Repra¨sentanten von Klassen in H
1(Ω, ∂Ω) interpre-
tiert, Pfadintegrale von Ei u¨ber Repra¨sentanten cj von H1(Ω, ∂Ω) sind die Spannungen
Uj . Die Di hingegen werden als Repra¨sentanten von Klassen in H
2(Ω, ∂Ω) gesehen und
deren Flu¨sse durch Repra¨sentanten Si von H2(Ω) sind gerade die Ladungen Qi. Wa¨hlt
man aus den cj die Pfade zum a¨ußeren Rand von Ω, sind die Spannungen gerade die
Leiterpotentiale. Die Quotienten pij :=
Uj
Qi
sind dann die sog. Maxwellschen Potentialko-
effizienten, die Matrix (cij) := (pij)
−1 heißt Kapazita¨tsmatrix.
Die Abb. 1.2 (rechts) zeigt somit das elektrostatische Feld einer geladenen Kugel in
deren Umgebung. Die Spannung ist das Integral entlang irgendeines Pfades in Ω vom
Rand der inneren Kugel zum Rand der a¨ußeren, und die Ladung ist der Fluß des (mit
² skalierten) Feldes durch irgendeine orientierte Fla¨che, die die innere Kugel umschließt,
also z.B. auch der Rand einer der Kugeln.
Analog verha¨lt es sich in der Magnetostatik: Magnetische Felder aufgrund von fla¨chen-
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haften Stromverteilungen auf ∂Ω, die in Ωc kein magnetisches Feld hervorrufen, sind
harmonische Neumann-Vektorfelder. Deren Anteile Hj sind durch Festlegung von β1(Ω)
Zirkulationen (so werden die Pfandintegrale entlang von Repra¨sentanten cj von H1(Ω)
genannt) eindeutig bestimmt. Die Zirkulationen sind die Stro¨me Ij . Die Felder Bj = µHj
(µ ist die Permeabilita¨t) sind Elemente der skalierten Neumann-Vektorfelder N µΩ und de-
ren Flu¨sse durch Repra¨sentanten Si von Klassen aus H2(Ω, ∂Ω) sind die (magnetischen)
Verkettungsflu¨sse Φij . Die Quotienten Lij :=
Φi
Ij
heißen Induktivita¨ten. Hier unterscheidet
man weiter zwischen den Selbstinduktivita¨ten Lii und den Gegeninduktivita¨ten Lij , i 6= j.
Man kann Abb. 1.2 (links) daher als das magnetische Feld aufgrund eines stationa¨ren
Stromes auf dem Torusrand ansehen, der entlang von kleinen Kreisen um den Torus her-
umfließt. Die Sta¨rke des Stromes ergibt sich als Integral des Feldes entlang irgendeines
geschlossenen Pfades im Torus, der nicht zusammenziehbar ist (also einmal herum geht).
Der Verkettungsfluß ist einfach das Flußintegral des dargestellten Feldes durch irgendeine
Seifert-Fla¨che, also z.B. durch eine Kreisfla¨che, die den Torus an einer Stelle durchtrennt.
In Abb. 1.2 links sind zwei a¨quivalente Seifert-Fla¨chen zu sehen. Das Feldbild entspricht
dem einer Toroidspule, bei der aufgrund hoher Wicklungsdichte die Gangho¨he der Be-
wicklung vernachla¨ssigbar ist. Spulen, die in einem Gebietsteil kein Feld hervorrufen,
werden in Kap. 3 eine Rolle spielen.
Die hier erla¨uterten Zusammenha¨nge sind in Tab. 1.1 dargestellt.
Elektrostatik Magnetostatik
Dimension β2(Ω) β1(Ω)
Begriff Spannungen Uj (Verkettungs)flu¨sse Φi
∈ rel. Cohomologiegruppe H1(Ω, ∂Ω) H2(Ω, ∂Ω)
Begriff Ladungen Qi Stro¨me Ij
∈ Cohomologiegruppe H2(Ω) H1(Ω)
Quotienten Maxwellsche Potentialko-
effizienten (Komp. d. in-
versen Kapazita¨tsmatrix)
Induktivita¨ten
pij :=
Uj
Qi
=
∫
cj
Ei·ds∫
Si
Di dS
Lij :=
Φi
Ij
=
∫
Si
Bj dS∫
cj
Hj ·ds
Fla¨chen Si ∈ H2(Ω) H2(Ω, ∂Ω)
Pfade cj ∈ H1(Ω, ∂Ω) H1(Ω)
Tab. 1.1: Zusammenha¨nge von (Co)homologie und Elektro- und Magnetostatik
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1.3 Existenz und Eindeutigkeit schwacher Lo¨sungen
Die in dieser Arbeit verwendeten numerischen Verfahren beruhen alle auf Galerkin-
Methoden fu¨r schwache Formulierungen (Variationsformulierungen) des Wirbelstrommo-
dells. In diesem Abschnitt fassen wir kurz einige Standardbegriffe und Sa¨tze zusammen,
die fu¨r Aussagen u¨ber die Existenz und Eindeutigkeit von Lo¨sungen abstrakter Variati-
onsformulierungen beno¨tigt werden. Fu¨r weitere Details und die Beweise der genannten
Sa¨tze sei z.B. auf [Hac86, DL88, McL00] verwiesen.
Gehen wir davon aus, daß die rechten Seiten in den Variationsformulierungen stetige
Semilinearformen sind, also Funktionale f : V → C mit den Eigenschaften
f(u+ v) = f(u) + f(v) , f(λu) = λ∗f(u) , u,v ∈ V , λ ∈ C ,
(∗ bedeutet konjugiert komplex), so ha¨ngt die Lo¨sbarkeit nur noch von den Eigenschaften
der Sesquilinearformen a(·, ·) der schwachen Formulierungen ab. Die wichtigsten Eigen-
schaften sind dabei die Stetigkeit und die Koerzivita¨t:
Definition 1.2 (Stetige Sesquilinearform) Sei V ein komplexer Hilbert-Raum mit
Norm ‖·‖V . Dann heißt eine Sesquilinearform a(·, ·) : V × V → C stetig oder beschra¨nkt,
falls eine Konstante CS existiert, so daß
|a(u, v)| ≤ CS ‖u‖V ‖v‖V ∀u, v ∈ V .
Definition 1.3 (V -koerzive Sesquilinearform) Sei V ein komplexer Hilbert-Raum
mit Norm ‖·‖V . Dann heißt eine Sesquilinearform a(·, ·) : V × V → C V -koerziv oder
V -elliptisch, falls eine Konstante CE > 0 existiert, so daß
|a(v, v)| ≥ CE ‖v‖2V ∀v ∈ V .
Definition 1.4 (G˚arding-Ungleichung) Seien U und V komplexe Hilbert-Ra¨ume
mit stetiger Einbettung V ↪→ U und Normen ‖·‖V , ‖·‖U . Eine Sesquilinearform a(·, ·) :
V × V → C genu¨gt einer G˚arding-Ungleichung bzgl. (U, V ), wenn fu¨r zwei Konstanten
CE , CK > 0 die Abscha¨tzung
|a(v, v)| ≥ CE ‖v‖2V − CK ‖v‖2U ∀v ∈ V (1.9)
gilt.
Bemerkung 1.2 Manchmal wird eine Sesquilinearform auch koerziv genannt, wenn sie
nur der G˚arding-Ungleichung genu¨gt und der Fall, der hier als V -koerziv bezeichnet wird,
heißt dann meistens ausschließlich V -elliptisch oder strikt koerziv. Der Sprachgebrauch
ist diesbezu¨glich nicht ganz eindeutig.
Die Frage nach der Darstellbarkeit stetiger Semilinearformen auf einem Hilbert-
Raum V durch V -koerzive Sesquilinearformen a(·, ·) wird in dem folgenden Satz, dem
bekannten Lemma von Lax-Milgram, beantwortet:
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Satz 1.3 (Lax-Milgram-Lemma) Sei V ein komplexer Hilbert-Raum mit Norm ‖·‖V
und a(·, ·) : V ×V → C eine V -koerzive, stetige Sesquilinearform. Dann existiert fu¨r jede
stetige Semilinearform f ∈ V′ eine eindeutige Lo¨sung des Problems:
Finde u ∈ V, so daß a(u, v) = f(v) ∀v ∈ V . (1.10)
Weiterhin gilt die a priori-Abscha¨tzung ‖u‖V ≤ 1CE ‖f‖V ′ .
Kann man fu¨r eine Sesquilinearform zwar nicht V -Koerzivita¨t aber die Erfu¨llung ei-
ner G˚arding-Ungleichung bzgl. zweier Hilbert-Ra¨ume U und V mit kompakter Einbettung
V ↪→ U zeigen, so gilt immerhin noch die folgende Alternative:
Satz 1.4 (Fredholmsche Alternative) Seien U und V komplexe Hilbert-Ra¨ume mit
kompakter Einbettung V ↪→ U und Normen ‖·‖V , ‖·‖U . Weiter sei a(·, ·) : V ×V → C eine
stetige Sesquilinearform, die der G˚arding-Ungleichung (1.9) bzgl. (U, V ) genu¨gt. Dann gilt
genau eine der folgenden Alternativen:
(i) Es existiert eine nichttriviale Lo¨sung des homogenen Problems:
Finde u ∈ V, so daß a(u, v) = 0 ∀v ∈ V .
(ii) Das Problem (1.10) besitzt fu¨r jede stetige Semilinearform f ∈ V ′ eine eindeutige
Lo¨sung.
Im Fall (ii) gilt die a priori-Abscha¨tzung ‖u‖V ≤ C ‖f‖V ′ mit einer von f unabha¨ngigen
Konstante C.
2 Das Wirbelstrommodell
Befinden sich in einem sich zeitlich a¨ndernden Magnetfeld leitende Stoffe, so entstehen in
diesen nach dem Induktionsgesetz Stro¨me. Diese fließen auf in sich geschlossenen Bahnen,
was ihnen den Namen Wirbelstro¨me verleiht.
In stromfu¨hrenden Leitern (die also direkt an eine Quelle angeschlossen sind) u¨ber-
lagern sich die Wirbelstro¨me dem Leiterstrom, den man aus Gleichstrombetrachtungen
erha¨lt. Da ein zeitvera¨nderlicher Leiterstrom selbst ein zeitvera¨nderliches Magnetfeld er-
zeugt, ruft dieser ebenfalls Wirbelstro¨me hervor. Dadurch ergibt sich eine ungleichma¨ßi-
ge Verteilung des Gesamtstromes u¨ber den Leiterquerschnitt; diesen Effekt nennt man
Stromverdra¨ngung. Daraus resultiert i.a. eine Erho¨hung des effektiven Leiterwiderstandes
und ein Ansteigen der Wa¨rmeverluste, was in technischen Anwendungen von Bedeutung
ist. Der Effekt wird aber auch gezielt ausgenutzt, z.B. zur Begrenzung von Anlaufmo-
menten bei Elektromotoren. Neben der Verlustvorhersage ist die Kenntnis von Strom-
und Magnetfeldverteilungen fu¨r eine Bestimmung der auftretenden Kra¨fte notwendig.
Bei der Stromverdra¨ngung unterscheidet man ha¨ufig zwischen dem sog. Skineffekt
(Hauteffekt) und Proximityeffekt (Na¨heeffekt). Bei einem einzelnen Leiter (mit kleiner
Kru¨mmung) konzentriert sich der Stromfluß aufgrund der selbstinduzierten Wirbelstro¨me
mit zunehmender Frequenz auf dessen Oberfla¨che (Skineffekt). Bei mehreren Leitern be-
einflussen diese sich gegenseitig und der Stromfluß konzentriert sich an den Stellen gro¨ßter
tangentialer magnetischer Feldsta¨rke (Proximityeffekt). Diese Pha¨nomene werden von
dem Wirbelstrommodell, einer Vereinfachung der vollen Maxwell-Gleichungen, wiederge-
geben.
In diesem Kapitel werden wir zuna¨chst die Maxwell-Gleichungen fu¨r den zeitabha¨ngi-
gen und zeitharmonischen Fall beschreiben (Abschnitt 2.1). Das Wirbelstrommodell und
entsprechende schwache Formulierungen werden in Abschnitt 2.2 und 2.3 vorgestellt.
Daran schließt sich in Abschnitt 2.4 eine neue mathematische Rechtfertigung fu¨r das
Wirbelstrommodell an.
2.1 Die Maxwell-Gleichungen
Im folgenden betrachten wir eine offene und zusammenha¨ngende Menge Ω ⊂ R3 mit einem
nach außen gerichteten Einheitsnormalenvektorfeld n auf dem Rand ∂Ω. Das Gebiet Ω
muß nicht notwendigerweise beschra¨nkt sein.
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Elektromagnetische Pha¨nomene in Ω werden durch die Maxwell-Gleichungen
1
µ0
rotB = Jtot + ²0 ∂t E , (2.1a)
rotE = − ∂t B , (2.1b)
divE =
ρtot
²0
, (2.1c)
divB = 0 (2.1d)
beschrieben. E bezeichnet das elektrische Feld, B die magnetische Induktion, J tot die
Stromdichte, ρtot die Ladungsdichte. Der Index tot soll darauf hinweisen, daß es sich hier
nicht nur um die sog. freien Quellen handelt, sondern um die totalen Stromdichten und
Ladungen. Die Begriffe werden spa¨ter genauer erla¨utert.
Vervollsta¨ndigt werden die Gleichungen durch Randbedingungen, wobei auf einem
Teil des Randes Γe ⊂ Γ := ∂Ω elektrische
n× E = F (2.2a)
und auf einem anderen Teil Γh ⊂ Γ magnetische Randbedingungen
n×H = G (2.2b)
vorgegeben seien, Γ = Γe ∪ Γh, Γe ∩ Γh = ∅. Dabei seien F und G geeignete tangentiale
Spuren der Felder.
Die Konstanten µ0 und ²0 sind die Permeabilita¨t und Permittivita¨t des freien Raums.
In SI-Einheiten ist µ0 = 4pi 10
−7 Vs
Am und ²0 =
1
µ0c2
≈ 8, 85 10−12 AsVm , wobei c die
Lichtgeschwindigkeit im Vakuum ist.
Die Quellen Jtot und ρtot sind nicht unabha¨ngig voneinander: Aus der Divergenz der
Gleichung (2.1a) folgt nach Einsetzen von (2.1c) die Ladungserhaltung
divJtot + ∂t ρtot = 0 . (2.3)
Bemerkung 2.1 Bei der Bestimmung der Felder E und B sind Gleichung (2.1c) und
(2.1d) nur fu¨r die eindeutige Festlegung eines Anfangswertes notwendig, da deren zeitliche
Ableitung von (2.1a) bzw. (2.1b) impliziert wird.
2.1.1 Anwesenheit von Materie
Die ra¨umliche und zeitliche Verteilung von Jtot und ρtot ist in u¨blichen Problemstellungen
nicht a priori bekannt. Vielmehr ha¨ngen Jtot und ρtot i.a. von nicht-elektromagnetischen
physikalischen Gro¨ßen ab, die wiederum von E und B abha¨ngen ko¨nnen. D.h. fu¨r den
allgemeinen Fall mu¨ssen gekoppelte Probleme betrachtet werden. Dies trifft insbesondere
fu¨r die Anwesenheit von Materie zu. Dort kommt als Schwierigkeit hinzu, daß die Quellen
und Felder auf einer Mikroskala leben. Aus diesen Gru¨nden geht man zu einer Beschrei-
bung der makroskopischen, d.h. ra¨umlich gemittelten, Felder u¨ber (siehe z.B. [Jac83]).
Die Anwesenheit von Materie wird dann durch deren Polarisation P undMagnetisie-
rung M beschrieben, die die makroskopische Wirkung lokaler, mikroskopischer Stro¨me
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und Ladungen wiedergeben. Die (jetzt jeweils mittlere) Ladungs- und Stromdichte wird
aufgespalten in sogenannte freie (J , ρ) und gebundene Anteile,
ρtot = ρ+ ρp , (2.4)
Jtot = J + Jp + Jm , (2.5)
mit
rotM = Jm , (2.6)
∂t P = Jp , (2.7)
divP = −ρp . (2.8)
Jp und ρp werden Polarisationsstro¨me und -ladungen genannt, J m Magnetisierungs-
stro¨me oder Ampe`resche Stro¨me.
Ha¨ufig werden zusa¨tzlich die Vektorfelder D (dielektrische Verschiebung) und H
(magnetische Feldsta¨rke) eingefu¨hrt:
D := ²0E + P , (2.9)
H :=
1
µ0
(B −M) . (2.10)
Mit deren Hilfe lassen sich die Maxwell-Gleichungen so schreiben, daß nur noch freie
Quellen auftreten. Die Motivation dafu¨r ist einerseits, daß in der Regel P und M zusam-
men mit den gebundenen Stro¨men und Ladungen nicht explizit interessieren. Andererseits
lassen sich fu¨r die freien Stro¨me und Ladungen oft zusa¨tzliche Modellannahmen treffen,
so daß gerade im Bereich des wissenschaftlichen Rechnens von der folgenden Form der
Maxwell-Gleichungen ausgegangen wird:
rotH = J + ∂t D , (2.11a)
rotE = − ∂t B , (2.11b)
divD = ρ , (2.11c)
divB = 0 . (2.11d)
Im Vakuum gilt P = M = 0 und folglich D = ²0E, B = µ0H .
Bemerkung 2.2 Das elektromagnetische Feld wird kinematisch eindeutig durch das Paar
(E,B) charakterisiert. Die zusa¨tzlich eingefu¨hrten Vektorfelder D und H spielen die Rolle
von Hilfsgro¨ßen. Dies kommt darin zum Ausdruck, daß in der Wahl von P und M und
damit auch D und H eine gewisse Freiheit liegt, die mit der Wahl einer Buchfu¨hrung u¨ber
die Ladungen und Stro¨me identisch ist. So lassen sich z.B. die Magnetisierungsstro¨me als
Polarisationsstro¨me schreiben, wenn man von M zu M′ mit rotM′ = 0 und P zu P ′
mit P ′ := P +
∫ t
0 rotM u¨bergeht. Relevant fu¨r E und B sind nur die in beiden Fa¨llen
identischen ρtot und Jtot.
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Materialgesetze
Der Zusammenhang zwischen D, H und J mit E und B wird u¨blicherweise durch Ma-
terialgesetze beschrieben. Diese sind nichts anderes als sehr einfache (und deshalb i.a.
sehr eingeschra¨nkt gu¨ltige) makroskopische Modelle, mit deren Hilfe man auf eine genaue
Beschreibung der Interaktion zwischen elektromagnetischem Feld und Materie verzichten
kann.
Es gibt natu¨rlich Situationen (z.B. wenn Materie nicht im thermodynamischen Gleich-
gewicht ist), in denen eine so grobe Beschreibung unzureichend ist und man in der Tat
gekoppelte Probleme betrachten muß (z.B. bei Beru¨cksichtigung von Quanteneffekten
Kopplungen mit der Schro¨dinger-Gleichung).
In der vorliegenden Arbeit beschra¨nken wir uns auf lineare, isotrope, lokale Medien,
die in Ruhe sind. Fu¨r diesen Fall gelten die Materialgesetze
D = ²E , (2.12a)
B = µH , (2.12b)
J = σE + JG (Ohmsches Gesetz) , (2.12c)
wobei µ ∈ L∞(Ω), µ > µ0 > 0, (magnetische) Permeabilita¨t, ² ∈ L∞(Ω), ² > ²0 > 0,
Permittivita¨t und σ ∈ L∞(Ω) elektrische Leitfa¨higkeit genannt wird. J G ist eine einge-
pra¨gte Stromdichte,
”
G“ steht fu¨r Generator oder gegeben. Die Einheiten der wichtigsten
Gro¨ßen sind in Tab. 2.1 dargestellt.
elektrische Feldsta¨rke E ( Vm ) Ladungsdichte ρ (
As
m3
)
magnetische Induktion B ( Vs
m2
) Permeabilita¨t µ ( VsAm)
dielektrische Verschiebung D ( As
m2
) Permittivita¨t ² ( AsVm)
magnetische Feldsta¨rke H ( Am ) elektr. Leitfa¨higkeit σ (
A
Vm)
Stromdichte J ( A
m2
)
Tab. 2.1: Die wichtigsten Gro¨ßen und ihre SI-Einheiten
2.1.2 Zeitharmonische Maxwell-Gleichungen
Fu¨r den Spezialfall linearer Materialgesetze sind bei zeitharmonischer Anregung mit der
Kreisfrequenz ω, R 3 ω ≥ 0, (Einheit Hertz, 1Hz = 1 1s ) alle Gro¨ßen zeitharmonisch. D.h.
es gilt
E(x, t) = Re(eiωtE(x)), B(x, t) = Re(eiωtB(x)) ,
D(x, t) = Re(eiωtD(x)), H(x, t) = Re(eiωtH(x)) ,
J (x, t) = Re(eiωtJ(x)) , ρ(x, t) = Re(eiωt q(x)) .
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E, B, D, H, J und q werden komplexe Amplituden genannt. Eingesetzt in (2.11) ergeben
sich die zeitharmonischen Maxwell-Gleichungen in Ω
rotH = J+ iωD , (2.13a)
rotE = −iωB , (2.13b)
divD = q , (2.13c)
divB = 0 , (2.13d)
mit Randbedingungen analog (2.2)
n×E = f auf Γe ⊂ Γ , n×H = g auf Γh ⊂ Γ
und Materialgesetzen entsprechend (2.12)
D = ²E , B = µH , J = σE+ JG (Ohmsches Gesetz) . (2.14)
Falls Ω unbeschra¨nkt ist, wird angenommen, daß die Quellen J und q kompakte Tra¨ger
haben.
Fu¨r die Eindeutigkeit der Lo¨sung mu¨ssen zusa¨tzlich Abstrahlbedingungen im Un-
endlichen erfu¨llt werden:
(Silver-Mu¨ller-Ausstrahlungsbedingung)
lim
|x|→∞
(
√
µx×H+√² |x|E) = 0 (2.15a)
oder
lim
|x|→∞
(
√
²x×E−√µ|x|H) = 0 , (2.15b)
gleichma¨ßig fu¨r alle Richtungen x|x| .
Die Abstrahlungsbedingungen1 sagen aus, daß sich die Lo¨sungen im Unendlichen
lokal wie ebene Wellen verhalten und Leistung von den Quellen in das Unendliche trans-
portiert wird.
Man beachte, daß (2.13d) fu¨r ω > 0 redundant ist, denn (2.13d) folgt aus (2.13a).
Weiterhin ist dann unter Beru¨cksichtigung der Materialgesetze (2.14) Gleichung (2.13c)
eine Definition der Ladungsdichte q.
Bemerkung 2.3 (Sprungbedingungen der Felder an Grenzfla¨chen) Aus den
Maxwell-Gleichungen ergeben sich bei Annahme endlicher Energien folgende Sprung-
bedingungen der Felder an orientierten Fla¨chen Γ mit Normalenvektorfeld n (siehe z.B.
1 Anzumerken ist, daß die Abstrahlungsbedingung (2.15) durch die fu¨r die Eindeutigkeit hinreichende,
schwa¨chere Bedingung
lim
R→∞
∫
SR
|√µ eR ×H−
√
²E|2 dS = 0 oder lim
R→∞
∫
SR
|√² eR ×E−√µH|2 dS = 0 ,
wobei SR eine Kugel mit Radius R um den Ursprung und eR der radiale Einheitsvektor ist, ersetzt
werden kann, siehe [Wil56].
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[Jac83]), wobei wir den (bei vektoriellen Gro¨ßen komponentenweise) in Normalenrichtung
abwa¨rtsgeza¨hlten Sprung2 mit [·]Γ bezeichnen:
[n×E]Γ = 0 ,
[n×H]Γ =
{
0 falls σ <∞ ,
jΓ falls σ →∞ ,
[n ·D]Γ = qΓ ,
[n ·B]Γ = 0 .
Die Fla¨chenstro¨me jΓ sind eine Idealisierung bei unendlicher Leitfa¨higkeit, die der Tat-
sache Rechnung tragen, daß sich bei großer Leitfa¨higkeit Stro¨me wegen des Skineffektes
an Leiteroberfla¨chen konzentrieren ko¨nnen. Die qΓ sind Fla¨chenladungen.
2.2 Die Wirbelstromna¨herung
Unter bestimmten, in den nachfolgenden Abschnitten genannten Bedingungen, lassen sich
die Maxwell-Gleichungen durch das einfachere Wirbelstrommodell ersetzen, dessen Dis-
kretisierungen im Gegensatz zu denen der vollen Maxwell-Gleichungen nicht auf indefinite
Systeme fu¨hren. Im zeitabha¨ngigen Fall bedeutet dies ein Wechsel von dem hyperboli-
schen System der Maxwell-Gleichungen zu einem parabolischen System.
Sei Ω wieder eine offene und zusammenha¨ngende Menge. Dabei zerfalle Ω im folgen-
den in zwei disjunkte Teilmengen, Ω = ΩC ∪ΩI , wobei ΩC von leitendem Material, σ > 0
in ΩC , und ΩI von einem ideal isolierenden Material bedeckt werde, σ = 0 in ΩI . ΩC wird
stets als beschra¨nkt angenommen. Die Grenze zwischen leitendem und nichtleitendem Ge-
bietsteil sei mit ΓC = ∂ΩC ∩ ∂ΩI bezeichnet, und ΩC,j seien die zusammenha¨ngenden
Teile von ΩC .
Das zeitharmonische Wirbelstrommodell entsteht aus den Maxwell-Gleichungen
(2.13) durch Vernachla¨ssigung des Verschiebungsstromes iωD in (2.13a). Zusammen mit
den Materialgleichungen (2.14) ergibt sich:
rotH = J in Ω (Ampe`resches Gesetz) , (2.16a)
rotE = −iωB in Ω (Faradaysches Gesetz) , (2.16b)
B = µH in Ω , (2.16c)
J = JG + σE in Ω (Ohmsches Gesetz) , (2.16d)
n×E = f auf Γe ⊂ Γ , (2.16e)
n×H = g auf Γh ⊂ Γ . (2.16f)
Die zusammenha¨ngenden Teile des Randes mit magnetischer Randbedingung Γh set-
zen wir als einfach zusammenha¨ngend voraus. Falls Ω unbeschra¨nkt ist, werden außerdem
2 Man beachte, daß [n · u]Γ und [n × u]Γ unabha¨ngig von der Orientierung von Γ sind: Bezeichnen n1
und n2 die Normalen und u1 und u2 die Werte von u auf den beiden Seiten von Γ, so ist unabha¨ngig
davon, ob n := n1 oder n = n2, [n · u]Γ = n1 · u1 + n2 · u2 und [n× u]Γ = n1 × u1 + n2 × u2.
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die dann den Maxwell-Gleichungen hinzuzufu¨genden Abstrahlbedingungen (2.15) durch
die Abklingbedingungen
E = O(|x|−1) , H = O(|x|−2) (2.17)
ersetzt. Eine typische Anordnung fu¨r ein beschra¨nktes Ω mit einem Quellgebiet ΩG =
suppJG ⊂ ΩI und 3 Leitern ist in Abb. 2.1 (links) dargestellt.
Das Wirbelstrommodell ist eine magnetoquasistatische Na¨herung der Maxwell-Glei-
chungen, d.h. es beschreibt langsam vera¨nderliche Vorga¨nge, in denen A¨nderungen der
Energie des elektrischen Feldes gegenu¨ber der des magnetischen Feldes vernachla¨ssigbar
sind. Langsam vera¨nderlich bedeutet dabei einerseits, daß
d¿ λ (quasistationa¨rer oder quasistatatischer Grenzfall) (2.18)
gelten muß, wobei d eine charakteristische La¨nge der betrachteten Anordnung und λ die
(kleinste) Wellenla¨nge ist, λ = 2pic
ω
. Die charakteristische La¨nge wird dabei nicht nur
durch die Gro¨ße der Leiteranordnung sondern auch durch die Gro¨ße der Umgebung, in
der man an der Lo¨sung des Problems interessiert ist, bestimmt (siehe [Dir96]).
Andererseits mu¨ssen die Vorga¨nge langsam sein, verglichen mit den Relaxationszei-
ten, in denen sich Ladungsanha¨ufungen in den Leitern abbauen, d.h. die betrachteten
Leitfa¨higkeiten σ mu¨ssen so groß sein, daß
ω²¿ σ (guter Leiter) (2.19)
erfu¨llt ist. Diese Bedingung fu¨r die Anwendbarkeit des Wirbelstrommodells ist unmittel-
bar einsichtig, wenn man in die Maxwell-Gleichung (2.13a) die Materialgleichungen (2.14)
einsetzt,
rotH = σE+ iω²E ,
da dann die Vernachla¨ssigung des Verschiebungsstromes iω²E zumindest innerhalb des
Leiters ΩC gerechtfertigt scheint. Daß der Verschiebungsstrom auch im Nichtleiter ΩI
vernachla¨ssigt werden kann, ist jedoch nicht so leicht einsichtig.
Bemerkung 2.4 Im Unterschied zu den vollen Maxwell-Gleichungen gibt es im Wir-
belstrommodell keine Symmetrie zwischen E und H als Folge der Vernachla¨ssigung des
Verschiebungsstromes iωD.
Fu¨r die Lo¨sbarkeit des Wirbelstromproblems mu¨ssen die Daten JG und g Vertra¨glich-
keitsbedingungen genu¨gen: Nach (2.16a), (2.16d) ist
rotH = JG in ΩI . (2.20)
Unter Verwendung von (1.7) folgt dann aus (2.16e) wegen divΓ(n×H) = rotH·n = JG·n
divΓ g = JG · n auf Γh . (2.21)
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Man beachte, daß sich fu¨r einen allgemeineren Fall als den hier betrachteten auch nichtlo-
kale Vertra¨glichkeitsbedingungen zwischen JG und g ergeben
3. Mit (1.6) folgt aus (2.20)
außerdem, daß fu¨r jede geschlossene Fla¨che Σ ⊂ ΩI∫
Σ
n · JG dS = 0 (2.22)
erfu¨llt sein muß. Insbesondere muß
div JG = 0 in ΩI (2.23)
gelten.
Die Gleichungen (2.16) bestimmen das elektrische Feld E in ΩI nur eindeutig bis
auf einen
”
elektrostatischen Anteil“. Das magnetische Feld H hingegen ist eindeutig be-
stimmt. Fu¨r ein eindeutiges E in ganz Ω kann zusa¨tzlich
div(²E) = 0 in ΩI , (2.24a)
E · n = 0 auf Γh ∩ ∂ΩI (2.24b)
und das Verschwinden aller Leiter- und Randladungen gefordert werden,∫
Σ
²E · n dS = 0 , ∀Σ ∈ QΓ , (2.24c)
wobei die Menge QΓ Teilra¨nder von ΩI entha¨lt und wie folgt konstruiert wird: Seien ΩI,i
die zusammenha¨ngenden Teile von ΩI , i = 1, . . . , NΩI , und Γi,j die zusammenha¨ngenden
Teile von ∂(ΩI,i) \ Γh, j = 1, . . . , NΓ,i. Definiere
QΓ := {Γi,j , i = 1, . . . , NΩI , j = 1, . . . , NΓ,i − 1} .
Die Anzahl der Elemente in QΓ ist |QΓ| = NΓ−NΩI mit NΓ :=
∑NΩI
i=1 NΓ,i. Zur Verdeut-
lichung ist in Abb. 2.1 eine Situation mit 3 Leitern dargestellt.4
Oft wird auch das um (2.24) erweiterte Problem (2.16) als das Wirbelstrommodell
bezeichnet, vgl. [AFV01]. In vielen Wirbelstromanwendungen ist das elektrische Feld im
3 Die Vorgabe der tangentialen magnetischen Feldsta¨rke fixiert den Stromfluß durch Fla¨chen, deren
Ra¨nder in Γh liegen. Wir haben vorausgesetzt, daß die Zusammenhangskomponenten von Γh einfach
zusammenha¨ngend sind. Ohne diese Voraussetzung werden durch eine magnetische Randbedingung
i.a. auch Stro¨me durch Teile von Γe fixiert und (2.21) ist zu ersetzen: Fu¨r jede Fla¨che Σ˜ in ΩI , deren
Rand Teilmenge von Γh ∩ ΩI ist, muß dann∫
Σ˜
n · JG dS =
∫
∂Σ˜
ν · g ds
erfu¨llt sein, wobei ν der Normalenvektor der Kurve ∂Σ˜ in der Fla¨che Γ ist.
4 Grundsa¨tzlich gilt: Falls es nur Ra¨nder mit elektrischen Randbedingungen gibt, ist |QΓ| = β2(ΩI).
Falls weiterhin ΩI zusammenha¨ngend und ΩC strikt in Ω enthalten ist, entspricht dies der Anzahl der
zusammenha¨ngenden Komponenten von ΩC , d.h. der Anzahl der Leiter ΩC,i.
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Abb. 2.1: Links: Eine typische Situation mit 3 Leitern und je 3 zusammenha¨ngenden Teilen
des Randes mit elektrischer bzw. magnetischer Randbedingung. Der Nichtleiter ΩI besteht aus 2
zusammenha¨ngenden Teilen. Rechts: Fu¨r die Eindeutigkeit des elektrischen Feldes in ΩI mu¨ssen
3 Flu¨sse zusa¨tzlich vorgegeben werden, d.h. QΓ entha¨lt 3 Fla¨chenstu¨cke, z.B. Γ1,1, Γ1,2 und Γ1,3.
Γ2,1 kann jedoch nicht Element von QΓ sein.
Nichtleiter jedoch nicht von Interesse oder entbehrt seiner physikalischen Bedeutung (bei-
spielsweise in der Na¨he von Spulen, die durch Vorgabe einer bekannten Stromverteilung
modelliert werden). Fu¨r diese Fa¨lle kann aus Modellierungssicht auf die Nebenbedingung
(2.24) verzichtet werden, die dann die Rolle einer Eichung hat, da sie aus der A¨quivalenz-
klasse aller elektrischen Felder E, die alle zu demselben magnetischen Feld H geho¨ren,
eines als Repra¨sentanten auswa¨hlt.
2.3 Variationsformulierungen
Fu¨r das Wirbelstrommodell (2.16) existieren eine Vielzahl von Variationsformulierungen
(siehe z.B. [Bir88, NTF88, BPR+90, AR90, Kos94]). Grundsa¨tzlich lassen sich jedoch
zwei Klassen von zueinander dualen Variationsformulierungen angeben [Bos85]: auf dem
Magnetfeld H basierende Variationsformulierungen, die (2.16a) im starken Sinn, (2.16b)
im schwachen Sinne beru¨cksichtigen, und auf dem elektrischen Feld E basierende, deren
Lo¨sungen (2.16a) im schwachen und (2.16b) im starken Sinne erfu¨llen.
Die Vielzahl der in der Literatur auftretenden Formulierungen kommt durch ver-
schiedenartige Potentialansa¨tze fu¨r die Felder E und H und Kombinationen der Ansa¨tze
auf unterschiedlichen Gebietsteilen zustande. Wir betrachten im folgenden stellvertretend
eine rein H-basierte und eine rein E-basierte Variationsformulierung mit den Feldsta¨rken
als Unbekannte, d.h. ohne Potentialansa¨tze. Zuna¨chst betrachten wir nur den Fall, daß
Ω beschra¨nkt ist.
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H-basierte Formulierung
Fu¨r eine Variationsformulierung mit der magnetischen Feldsta¨rke H als primaler Unbe-
kannten definieren wir die Sobolev-Ra¨ume
V(JG,g) := {H′ ∈H(rot; Ω), rotH′ = JG in ΩI ,n×H′ = g auf Γh} (2.25)
und
V0 := V(0, 0) . (2.26)
Ausgehend vom Faradayschen Gesetz (2.16b) erhalten wir durch Multiplikation mit H′ ∈
V0 unter Anwendung der partiellen Integrationsformel (1.4)
0 =
∫
Ω
(iωµH+ rotE) ·H′ dx
= iω
∫
Ω
µH ·H′ dx+
∫
Ω
E · rotH′ dx−
∫
γe
(n×E) ·H′ dS ∀H′ ∈ V0 .
Da in ΩI rotH
′ = 0 und auf Γh n ×H′ = 0, kann man E eliminieren: Aus (2.16a) und
(2.16d) folgt, daß E = 1
σ
(rotH− JG) in ΩC . Unter der Beru¨cksichtigung der Randdaten
n×E = f auf Γe lautet dann eine H-basierte Variationsformulierung:
Finde H ∈ V(JG,g), so daß ∀H′ ∈ V0∫
ΩC
1
σ
rotH · rotH′ dx+ iω
∫
Ω
µH ·H′ dx =
∫
ΩC
1
σ
JG · rotH′ dx+
∫
Γe
f ·H′ dS . (2.27)
Satz 2.1 Existiert ein HG ∈ V(JG,g) und ist f ∈H− 12 (divΓ; Ω) hat das Problem (2.27)
eine eindeutige Lo¨sung H.
Beweis: Wir definieren die Sesquilinearform
a(u,v) :=
∫
ΩC
1
σ
rotu · rot v∗ dx+ iω
∫
Ω
µu · v∗ dx ,
die stetig auf H(rot; Ω) ist, und suchen eine Lo¨sung in der Form H = HG + H0 mit
HG ∈ V(JG,g), H0 ∈ V0. Problem (2.27) hat dann die Form a(H0,H′) = l(H′) mit auf
V0 stetiger rechten Seite
l(H′) = −a(HG,H′) +
∫
ΩC
1
σ
JG · rotH′ dx+
∫
Γe
f ·H′ dS .
Außerdem gibt es eine Konstante C > 0, so daß ∀H0 ∈ V0
|a(H0,H0)| =
√√√√√√
∫
ΩC
1
σ
rotH0 · rotH∗0 dx

2
+
∫
Ω
ωµH0 ·H∗0 dx
2
≥ C ‖H0‖2H(rot;Ω) ,
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d.h. a(·, ·) ist V0-koerziv. Die Behauptung folgt dann aus dem Lemma von Lax-Milgram
(Satz 1.3).
E-basierte Formulierung
Wir definieren den Raum W(f) durch
W(f) := {E′ ∈H(rot; Ω),n×E′ = f auf Γe} . (2.28)
Einsetzen des Ohmschen Gesetzes (2.16d) in das Ampe`resche Gesetz (2.16a) und Testen
mit E′ ∈W(0) ergibt∫
Ω
rotH ·E′ dx−
∫
ΩC
(σE+ JG) ·E′ dx = 0 ∀E′ ∈W(0) .
Partielle Integration (1.4) liefert unter Beru¨cksichtigung von n×E′ = 0 auf Γe∫
Ω
H · rotE′ dx+
∫
Γh
(n×H) ·E′ dS−
∫
ΩC
(σE+ JG) ·E′ dx = 0 ∀E′ ∈W(0) . (2.29)
Aus dem Faradayschen Gesetz (2.16b) und der Materialbeziehung (2.16c) folgt H =
− 1
iωµ
rotE. Einsetzen in (2.29) und Beru¨cksichtigen der Randdaten n ×H = g auf Γh
fu¨hrt dann auf eine E-basierte Variationsformulierung:
Finde E ∈W(f), so daß ∀E ′ ∈W(0)∫
Ω
1
µ
rotE · rotE′ dx+ iω
∫
ΩC
σE ·E′ dx = −iω
∫
Ω
JG ·E′ dx+ iω
∫
Γh
g ·E′ dS . (2.30)
Satz 2.2 Die Variationsformulierung (2.30) besitzt eine eindeutige Lo¨sung fu¨r H =
− 1
iωµ
rotE. Stellt man das Variationsproblem u¨ber dem Raum
W˜(f) := W(f) ∩ {u ∈H0(div²; ΩI),u · n = 0 auf Γh ,
∫
Σ
²E · n dS = 0 ∀Σ ∈ QΓ} ,
ist auch E eindeutig.
Beweis: Siehe [ABN00, Satz 3.2] fu¨r der Fall n × E = 0 auf Γe, Γh = ∅. Der Beweis fu¨r
den allgemeineren, vorliegenden Fall ist analog:
Setze
a(E0,v) :=
∫
Ω
1
µ
rotE0 · rot v∗ dx+ iω
∫
ΩC
σE0 ·E′∗ dx ,
|E0|E;Ω :=
√(
1
µ
rotE0, rotE0
)
L2(Ω)
+ ω (σE0,E0)L2(Ω) .
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Das Variationsproblem (2.30) kann man als Problem mit homogenen Randbedingungen
schreiben: Zerlege E = Ef +E0 mit Ef ∈ W˜(f), E0 ∈ W˜(0),
a(E0,E
′) = l(E′) := −a(Ef ,E′)− iω
∫
Ω
JG ·E′ dx+ iω
∫
Γh
g ·E′ dS ∀E′ ∈W(0) .
Da σ auf ΩC und µ auf Ω gleichma¨ßig positiv sind, gilt |E0 +E′|E;Ω ≤ |E0|E;Ω +
|E′|E;Ω ∀E0,E′ ∈ W˜(0) und |αE0|E;Ω = |α| |E0|E;Ω ∀E0 ∈ W˜(0), α ∈ C, d.h. |·|E;Ω ist eine
Seminorm auf W˜(0). Wenn |E0|E;Ω = 0, ist E0 Lo¨sung von
div(²E0) = 0 in ΩI , (2.31a)
rotE0 = 0 in ΩI , (2.31b)
(n×E0)|ΓD = 0 auf ΓD := ΓC ∩ Γe , (2.31c)
ein harmonisches Vektorfeld, das durch Festlegen von (E0 ·n)|ΓN auf ΓN := ∂Ω \ΓD und
den |QΓ| Flu¨ssen
∫
Σ
²E0 · n dS, eindeutig bestimmt wird, siehe z.B. [Mar68, Pic82, Bos00].
Da E0 ∈ W˜(0), gilt (E0 · n)|ΓN = 0 und∫
Σ
²E0 · n dS = 0 ∀Σ ∈ QΓ ,
somit ist E0 ≡ 0. Da demnach |E0|E;Ω = 0⇒ E0 ≡ 0, ist |·|E;Ω auch eine Norm auf W˜(0),
W˜(0) ist vollsta¨ndig bzgl. dieser Norm. Trivialerweise ist
|a(E0,E0)| ≥ 1√
2
|E0|2E;Ω ,
d.h a(·, ·) ist W˜(0)-koerziv und Existenz und Eindeutigkeit des Variationsproblems u¨ber
W˜(0) folgt aus dem Lax-Milgram-Lemma (Satz 1.3).
Sucht man in dem gro¨ßeren Raum W(0), folgt aus |E0|E;Ω = 0 nur E0 ≡ 0 in ΩC ,
in ΩI gilt rotE0 = 0, (n × E0)|ΓD = 0 auf ΓD, wodurch E0 nicht eindeutig bestimmt
wird. Daher ist a(·, ·) dann nur u¨ber einem entsprechenden Quotientenraum u¨ber den
Lo¨sungen von (2.31) koerziv. Da letztere wirbelfrei sind, gilt fu¨r das Magnetfeld H0 :=
− 1
iωµ
rotE0 ≡ 0, so daß H eindeutig ist.
Bemerkung 2.5 (Energie- und Leistungsnorm) Da |·|E;Ω auf W(0) eine Norm ist,
schreiben wir im folgenden ‖·‖E;Ω statt |·|E;Ω. Wir passen uns dem Sprachgebrauch an und
nennen ‖·‖E;Ω die Energienorm (zur E-Formulierung), da sie die von der Sesquilinearform
implizierte Norm ist. Man beachte jedoch, daß die Energienorm hier nicht die Bedeutung
einer Energie hat (und auch nicht deren physikalische Einheit besitzt). Der Energiebegriff
ist im zeitharmonischen Fall sinnlos, da man zeitlich periodische Vorga¨nge betrachtet. Der
Begriff Leistung (also Energie pro Zeit) ist jedoch sinnvoll. Wir definieren daher auch die
skalierte Energienorm (
”
Leistungsnorm“), deren Quadrat (abgesehen von einem Faktor 12)
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die Summe aus maximaler magnetischer Leistung und mittlerer ohmscher Verlustleistung
ist (siehe auch Kap. 3.1):
‖E‖2P;Ω := 1ω ‖E‖2E;Ω = 1ω
(
1
µ
rotE, rotE
)
L2(Ω)
+ (σE,E)L2(ΩC) . (2.32)
Bemerkung 2.6 (Ra¨ume bei unbeschra¨nktem Ω) Fu¨r unbeschra¨nktes Ω, muß E
nicht in L2(Ω) liegen. Das ist nicht unnatu¨rlich, da nicht ‖E‖2
L2(Ω), sondern ‖H‖2L2(Ω) die
Rolle einer Energie bzw. Leistung in ganz Ω spielt. Da H = O(|x|−2), liegt H in L2(Ω).
Bei der E-basierten Variationsformulierung (2.30) u¨ber dem eingeschra¨nkten Raum W˜(0)
ist auch E = O(|x|−2) (siehe [ABN00]), so daß E ebenfalls in L2(Ω) liegt. Die Varia-
tionsformulierungen gelten daher auch fu¨r unbeschra¨nktes Ω (wobei dann natu¨rlich die
Randbedingungen am a¨ußeren Rand wegfallen), nur bei der ungeeichten E-basierten For-
mulierung (u¨ber dem Raum W(0)) ist der Beppo-Levi-Raum BL(rot; Ω),
BL(rot; Ω) :=
 u(x)√
1 +
∣∣ x
D
∣∣2 ∈ L2(Ω) , rotu ∈ L2(Ω)
 (2.33)
statt H(rot; Ω) zu verwenden, vgl. [DL88, DL90a, Ces96, Hip02b]. Dabei ist D eine
beliebige Konstante mit der Dimension einer La¨nge.
2.4 Eine mathematische Rechtfertigung fu¨r das
Wirbelstrommodell
Um eine bessere Einscha¨tzung fu¨r den Bereich der Gu¨ltigkeit des Wirbelstrommodells
(2.16) zu bekommen, entwickeln wir im folgenden eine Abscha¨tzung fu¨r den Modellie-
rungfehler zur Lo¨sung der vollen Maxwell-Gleichungen (2.13). Die dargestellten Ergeb-
nisse stellen eine Verbesserung der bisherigen Rechtfertigung fu¨r das Wirbelstrommodell
dar. Weiterhin werden wir das asymptotische Verhalten des Fehlers fu¨r ω → 0 untersuchen
und das Ergebnis kommentieren.
2.4.1 Abscha¨tzung des Modellierungsfehlers
Wir betrachten hier die E-basierte Variationsformulierung (2.30) (und entsprechend eine
E-basierte Variationsformulierung fu¨r die Maxwell-Gleichungen) mit homogenen Dirichlet-
Randbedingungen n × E = 0 auf ∂Ω, Ω sei beschra¨nkt und zusammenha¨ngend. Um
die Lo¨sbarkeit des Wirbelstromproblems zu garantieren, nehmen wir fu¨r die anregende
Stromdichteverteilung JG
div JG = 0 in ΩI und JG ⊥ DΩI (2.34)
an. Es sei darauf hingewiesen, daß fu¨r die Lo¨sbarkeit der vollen Maxwell-Gleichungen
Bedingung (2.34) nicht notwendig ist. Demzufolge beschra¨nken wir uns bei der Fehler-
betrachtung hier auf eine Unterklasse von Maxwell-Problemen, bei denen wegen (2.13a)
keine Volumenladungen in ΩI und keine Nettoladungen auf den Leitern ΩC,i existieren.
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Vereinfachend nehmen wir weiterhin an, daß ΩC strikt in Ω enthalten ist, d.h. ΩC∩∂Ω = ∅.
Somit ist der zugrundeliegende Raum X , in dem die Lo¨sung zu suchen ist, durch
H0(rot; Ω) ∩H0(div²; ΩI) =: X ⊕D²ΩI (2.35)
gegeben.
Bemerkung 2.7 Man beachte den Unterschied zwischen den beiden Modellen: Bei den
Maxwell-Gleichungen ist die Einschra¨nkung im Lo¨sungsraum in (2.35) eine Folge der
Bedingungen an die rechte Seite, wa¨hrend beim Wirbelstrommodell die Divergenzbedin-
gung in ΩI zusammen mit der Orthogonalita¨t der Lo¨sung zu den harmonischen Dirichlet-
Vektorfeldern eine zusa¨tzliche Modellannahme (oder Eichung, je nach Standpunkt) ist.
Das Wirbelstromproblem (siehe Abschnitt 2.3) fu¨hrt auf folgendes Variationsproblem:
Finde E in X , so daß ∀E′ ∈ X
a(E,E′) :=
(
1
µ
rotE, rotE′
)
L2(Ω)
+ iω
(
σE,E′
)
L2(ΩC)
= −iω (JG,E′)L2(Ω) . (2.36)
Das volle Maxwell-Problem lautet (Herleitung der Variationsformulierung aus (2.13) ana-
log zum Wirbelstromproblem in Abschnitt 2.3):
Finde Em in X , so daß ∀E′ ∈ X
am(Em,E′) :=
(
1
µ
rotEm, rotE′
)
L2(Ω)
+ iω
(
σEm,E′
)
L2(ΩC)
− ω2 (²Em,E′)
L2(Ω)
= −iω (JG,E′)L2(Ω) . (2.37)
Folglich ist der Modellierungsfehler δ := Em − E Lo¨sung der folgenden beiden Variati-
onsprobleme:
Finde δ in X , so daß ∀E′ ∈ X
am(δ,E′) = −ω2 (²E,E′)
L2(Ω)
(2.38)
und
a(δ,E′) = ω2
(
²Em,E′
)
L2(Ω)
. (2.39)
Satz 2.3 Sei ΩI 6= ∅ eine offene Teilmenge von Ω ⊂ R3, ΩC := Ω\ΩI deren Komplement,
so daß ∂ΩI und ∂ΩC Lipschitz sind. Sei X wie in (2.35) definiert. Dann existieren nur
von der Form von ΩI und ΩC abha¨ngige Konstanten C1 und C2, so daß
‖u‖2
L2(ΩI)
≤
(
C1D
2 ‖rotu‖2
L2(Ω) + C2 ‖u‖2L2(ΩC)
)
∀u ∈ X , (2.40)
mit D = diam(Ω).
Beweis: Siehe [Alo99, Satz 2.1], wobei dort vorausgesetzt wird, daß die Einbettung
H(rot; ΩI) ∩H0(div; ΩI) ↪→ H1(ΩI) stetig ist. Die Voraussetzung ist erfu¨llt, falls ΩI
konvex ist oder ∂ΩI glatt (C
1,1), siehe [GR86, Satz 3.8]. Ein Beweis ohne diese Voraus-
setzung ist fu¨r den Fall ΩC zusammenziehbar im Anhang A gegeben.
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Im folgenden bezeichnen wir mit µmax, ²max die kleinsten oberen Schranken in Ω
fu¨r die Materialkoeffizienten µ und ² und mit σmin die gro¨ßte untere Schranke fu¨r σ in
ΩC . Mittels Satz 2.3 la¨ßt sich die L
2(Ω)-Norm durch die Energienorm ‖·‖E;Ω bzw. die
”
Leistungsnorm“ ‖·‖P;Ω abscha¨tzen:
‖u‖2
L2(Ω) = ‖u‖2L2(ΩI) + ‖u‖
2
L2(ΩC)
≤ C1D2 ‖rotu‖2L2(Ω) + (1 + C2) ‖u‖2L2(ΩC)
= µmaxC1D
2 1
µmax
‖rotu‖2
L2(Ω) +
(1 + C2)
ωσmin
ωσmin ‖u‖2L2(ΩC)
≤
(
C1 µmaxD
2 +
1 + C2
ωσmin
)
‖u‖2E;Ω =
(
C1 ω µmaxD
2 +
1 + C2
σmin
)
‖u‖2P;Ω .
(2.41)
Die Wirbelstrom-Sesquilinearform ist trivialer Weise koerziv und es gilt mit (2.41)
|a(u,u)| ≥ 1√
2
‖u‖2E;Ω ≥
1√
2
(
C1 µmaxD
2 +
1 + C2
ωσmin
)−1
‖u‖2
L2(Ω) ∀u ∈ X . (2.42)
Aus der Fehlergleichung (2.39) folgt andererseits
1√
2
‖δ‖2E;Ω ≤ |a(δ, δ)| = |ω2 (²Em, δ)L2(Ω) | ≤ ω2²max ‖Em‖L2(Ω) ‖δ‖L2(Ω)
≤ ω2²max
(
C1 µmaxD
2 +
1 + C2
ωσmin
) 1
2
‖Em‖L2(Ω) ‖δ‖E;Ω
≤ ω2²max
(
C1 µmaxD
2 +
1 + C2
ωσmin
)
‖Em‖E;Ω ‖δ‖E;Ω .
(2.43)
Aus (2.42) und (2.43) erhalten wir so Abscha¨tzungen fu¨r den Modellierungsfehler Em −E:
‖Em −E‖L2(Ω)
‖Em‖L2(Ω)
≤
√
2
(
C1 ²maxµmaxω
2D2 + (1 + C2)
ω²max
σmin
)
. (2.44)
Dieselbe obere Schranke gilt auch fu¨r die Energie- bzw.
”
Leistungsnorm“:
‖Em −E‖E;Ω
‖Em‖E;Ω
=
‖Em −E‖P;Ω
‖Em‖P;Ω
≤
√
2
(
C1 ²maxµmaxω
2D2 + (1 + C2)
ω²max
σmin
)
. (2.45)
D.h. hinreichend fu¨r die Anwendbarkeit des Wirbelstrommodells sind die Bedingungen
C1 ²maxµmaxω
2D2 ¿ 1 (2.46)
und
(1 + C2)
ω²max
σmin
¿ 1 , (2.47)
die abgesehen von den Konstante C1 und C2 wegen
ω
√
µmax²max =
2pi
λmin
genau den bereits genannten, allgemein anerkannten Bedingungen (2.18) (quasistatio-
na¨rer o. quasistatischer Grenzfall) und (2.19) (guter Leiter) entsprechen. Da C1, C2 die
Konstanten aus Satz 2.3 sind, spiegeln sie den Einfluß der geometrischen Form von ΩI
und ΩC auf den Modellierungsfehler wieder.
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2.4.2 Asymptotisches Verhalten des Fehlers fu¨r ω → 0
In bisherigen Arbeiten zur Rechtfertigung des Wirbelstrommodells lag das Augenmerk
auf dem asymptotischen Verhalten des Modellierungsfehlers ‖δ‖L2(Ω) (siehe [ABN00])
bzw. ‖δ‖E;Ω (siehe [Alo99]) fu¨r ω → 0.
Wir nehmen dies zum Anlaß, hier ebenfalls das asymptotische Verhalten des Fehlers
fu¨r ω → 0 zu betrachten, beschra¨nken uns dabei allerdings der Einfachheit halber auf
den Fall konstanter Koeffizienten µ, ² und σ und nehmen an, daß JG fu¨r kleine ω nicht
von ω abha¨ngt. Weiterhin sei Ω zusammenziehbar.
Ausgehend von (2.44) bzw. (2.43) erhalten wir fu¨r die absoluten Fehler
‖Em −E‖L2(Ω) ≤
√
2
(
C1 ²µω
2D2 + (1 + C2)
ω²
σ
)
‖Em‖L2(Ω) , (2.48)
‖Em −E‖E;Ω =
√
ω ‖Em −E‖P;Ω ≤ ω
√
2²
(
C1 ²µω
2D2 + (1 + C2)
ω²
σ
) 1
2 ‖Em‖L2(Ω) .
(2.49)
Wir mu¨ssen demnach das Verhalten von ‖Em‖L2(Ω) fu¨r ω → 0 untersuchen.
Eine Schranke fu¨r ‖Em‖L2(Ω)
Da Em Lo¨sung von (2.37) ist, folgt
1
µ
‖rotEm‖2
L2(Ω) − ω2² ‖Em‖2L2(Ω) = Re am(Em,Em)
≤ |iω (JG,Em)L2(Ω) |
≤ ω ‖Em‖L2(Ω) ‖JG‖L2(Ω)
und somit
‖rotEm‖L2(Ω) ≤
√
ωµ ‖Em‖L2(Ω) ‖JG‖L2(Ω) + ω2²µ ‖Em‖2L2(Ω)
=
√
ωµ ‖Em‖L2(Ω)
(
‖JG‖L2(Ω) + ω² ‖Em‖L2(Ω)
)
.
(2.50)
Weiterhin wollen wir eine Abscha¨tzung fu¨r ‖Em‖L2(ΩC) erhalten, um anschließend
wieder Satz 2.3 anwenden zu ko¨nnen. Dazu testen wir (2.37) mit
E′ =
{
E′|ΩI ∈ C∞0 (ΩI)
E′|ΩC ≡ 0
und sehen, daß Lo¨sungen der Variationsformulierung
rot 1
µ
rotEm − ω2²Em = −iωJG in ΩI (2.51)
im Distributionensinne erfu¨llen. Partielle Integration (1.4) in ΩI liefert dann das auf ΩC
reduzierte Problem
1
µ
(
rotEm, rotE′
)
L2(ΩC)
+ ωσ
(
Em,E′
)
L2(ΩC)
− ω2² (Em,E′)
L2(ΩC)
= −iω (JG,E′)L2(ΩC) + 〈( 1µ rotEm)|ΩI × n,E′τ〉τ,∂ΩC ∀E′ ∈ X . (2.52)
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Wir spalten Em entsprechend einer L2(Ω)-orthogonalen Helmholtz-Zerlegung
L2(Ω) =H0(div; Ω)⊕ gradH10 (Ω) (2.53)
auf (siehe [GR86]),
Em = Em0 + gradφ , E
m
0 ∈H0(div; Ω) ∩H0(rot; Ω) , φ ∈ H10 (Ω) . (2.54)
Einsetzen der Zerlegung in (2.52) und Testen mit Gradienten liefert
iωσ
(
gradφ+Em0 ,gradφ
′)
L2(ΩC)
− ω2² (gradφ+Em0 ,gradφ′)L2(ΩC)
= −iω (JG,gradφ′)L2(ΩC) + 〈 1µ rotEm|ΩI × n,gradφ′〉τ,∂ΩC ∀φ′ ∈ H1(ΩC) ,
(2.55)
wobei wir beru¨cksichtigt haben, daß wegen der Annahme ΩC ∩ ∂Ω = ∅, fu¨r die Be-
schra¨nkung auf ΩC in der Tat alle Testfunktionen φ
′ ∈ H1(ΩC) zugelassen sind. Der
Oberfla¨chenterm la¨ßt sich mit (1.7) und (1.6) umschreiben zu〈
( 1
µ
rotEm)|ΩI × n,gradφ′
〉
τ,∂ΩC
= −
〈
divΓ
(
( 1
µ
rotEm)|ΩI × n
)
, φ′
〉
1
2
,∂ΩC
= −
〈
n · (rot 1
µ
rotEm)
∣∣∣
ΩI
, φ′
〉
1
2
,∂ΩC
= −
〈
n · (ω2²Em − iωJG)∣∣ΩI , φ′〉 1
2
,∂ΩC
,
wobei sich die letzte Gleichheit aus der Erfu¨llung von (2.51) im Distributionensinne ergibt.
Damit erhalten wir fu¨r (2.55) nach den weiteren partiellen Integrationen(
JG,gradφ
′)
L2(ΩC)
= − (div JG, φ′)L2(ΩC) + 〈JG|ΩC · n, φ′〉 12 ,∂ΩC ,(
Em0 ,gradφ
′)
L2(ΩC)
= − (divEm0 , φ′)L2(ΩC) + 〈Em0 |ΩC · n, φ′〉 12 ,∂ΩC = 〈Em0 · n, φ′〉 12 ,∂ΩC
und kurzer Umformung:(
gradφ,gradφ′
)
L2(ΩC)
=
(
f, φ′
)
L2(ΩC)
+
〈
g, φ′
〉
1
2
,ΩC
∀φ′ ∈ H1(ΩC) (2.56)
mit
f :=
1
σ + iω²
div JG ,
g :=
1
σ + iω²
(
iω(²Em)|ΩI · n+ [JG · n]∂ΩC
)
+Em0 |∂ΩC · n
— ein Standard-Neumann-Problem in ΩC . Da nach Voraussetzung
JG ⊥ DΩI , Em|ΩI ⊥ DΩI und Em0 ∈H0(div; Ω) ,
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ist fu¨r die rechte Seite (f, 1)L2(ΩC) + 〈g, 1〉 12 ,ΩC = 0 erfu¨llt. Folglich ist (2.56) lo¨sbar und
es gilt (siehe z.B. [GR86])
‖gradφ‖L2(∂ΩC) ≤C
(
D ‖f‖L2(ΩC) +
√
D ‖g‖
H−
1
2 (∂ΩC)
)
≤ C|σ + iω²|
(
D ‖div JG‖L2(ΩC) +
√
D
∥∥∥[JG · n]∂ΩC∥∥∥H− 12 (∂ΩC)
+
√
Dω ‖(²Em)|ΩI · n‖H− 12 (∂ΩC)
)
+ C
√
D ‖Em0 · n‖H− 12 (∂ΩC) .
(2.57)
Dabei ist C hier und im folgenden eine generische, dimensionslose Konstante. Die Skalie-
rungen mit D sind fu¨r korrekte physikalische Einheiten der Terme erforderlich.
Der letzte Term in (2.57) la¨ßt sich mit Hilfe des Spursatzes fu¨r Funktionen in
H(div; ΩC) abscha¨tzen:
C
√
D ‖Em0 · n‖H− 12 (∂ΩC) ≤ C D ‖E
m
0 ‖H(div;ΩC) = C D ‖Em0 ‖L2(ΩC) ≤ C D ‖Em0 ‖L2(Ω) .
(2.58)
Da Em0 ∈H0(div; Ω)∩H0(rot; Ω) und Ω als zusammenziehbar angenommen wurde, gilt
nach [GR86, Lemma 3.4]
‖Em0 ‖L2(Ω) ≤ C D ‖rotEm0 ‖L2(Ω) . (2.59)
Um der kompakteren Schreibweise willen definieren wir fu¨r die folgenden Umformun-
gen
g(JG) :=
(
D ‖div JG‖L2(ΩC) +
√
D
∥∥∥[JG · n]∂ΩC∥∥∥H− 12 (∂ΩC)
)
(2.60)
und erhalten dann mit (2.57), (2.58) und (2.59) fu¨r Em = Em0 + gradφ
‖Em‖L2(ΩC) ≤ C
(
1
|σ+iω²|
(
g(JG) +
√
Dω² ‖n ·Em|ΩI‖H− 12 (∂ΩC)
)
+ 2D ‖rotEm‖L2(Ω)
)
.
(2.61)
Mit Hilfe der aus (2.40) in Satz 2.3 folgenden Ungleichung
‖Em‖L2(Ω) ≤ DC1 ‖rotEm‖L2(Ω) + (1 + C2) ‖Em‖L2(ΩC)
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und (2.50), (2.61) erhalten wir schließlich
‖Em‖L2(Ω) ≤ C1D ‖rotEm‖L2(Ω) + (1 + C2) ‖Em‖L2(ΩC)
≤ C
(
3D ‖rotEm‖L2(Ω)
+
1
|σ + iω²|
(
g(JG) +
√
Dω² ‖n ·Em|ΩI‖H− 12 (∂ΩC)
))
≤ C
(
3D
√
ωµ ‖Em‖L2(Ω)
(
‖JG‖L2(Ω) + ω² ‖Em‖L2(Ω)
)
+
1
σ
(
g(JG) +
√
Dω² ‖n ·Em|ΩI‖H− 12 (∂ΩC)
))
≤ C
(
3D
√
ωµ ‖Em‖L2(Ω)
(
‖JG‖L2(Ω) + ω² ‖Em‖L2(Ω)
)
+
1
σ
(
g(JG) + ω² ‖Em‖L2(Ω)
))
.
(2.62)
Die letzte Umformung folgt aus dem Spursatz fu¨r Funktionen in H(div; ΩI):
1√
D
‖n ·Em|ΩI‖H− 12 (∂ΩC) ≤ C ‖E
m‖H(div;ΩI) = C ‖Em‖L2(ΩI) ≤ C ‖Em‖L2(Ω) ,
man erinnere sich, daß E|ΩI ∈H0(div; ΩI). Unter Ausnutzung von (A+B)2 ≤ 2(A2+B2)
und |A| |B| ≤ 12(αA2 + 1αB2) mit noch zu bestimmendem α > 0 erhalten wir dann durch
Quadrieren von (2.62)
‖Em‖2
L2(Ω) ≤ C2
(
3D
√
ωµ ‖Em‖L2(Ω)
(
‖JG‖L2(Ω) + ω² ‖Em‖L2(Ω)
)
+
1
σ
(
g(JG) + ω² ‖Em‖L2(Ω)
))2
≤ 2C2
(
9D2
(
ωµ ‖Em‖L2(Ω)
(
‖JG‖L2(Ω) + ω² ‖Em‖L2(Ω)
))
+
2
σ2
(
g(JG)
2 + ω2²2 ‖Em‖2
L2(Ω)
))2
≤ C2
(
9D2
(
α ‖Em‖2
L2(Ω) +
1
α
ω2µ2 ‖JG‖2L2(Ω)
)
+ 18D2 ω2²µ ‖Em‖2L2(Ω)
+ 4
(
g(JG)
σ2
)2
+ 4
(ω²
σ
)2 ‖Em‖2
L2(Ω)
)
.
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Daraus folgt
‖Em‖2
L2(Ω)
(
1− 9C2D2α− 18C2D2ω2²µ− 4C2
(ω²
σ
)2)
≤ C2
(
9
(Dωµ)2
α
‖JG‖2L2(Ω) + 4
(
g(JG)
σ
)2)
.
Mit der Wahl α =
(
1
6CD
)2
gilt dann fu¨r 0 ≤ ω ≤ ω0 := 1C min
(
1
D
√
72²µ
, σ4²
)
‖Em‖2
L2(Ω) ≤ 4
(
(18C2D2ωµ)2 ‖JG‖2L2(Ω) +
(
2C g(JG)
σ
)2)
,
so daß schließlich
‖Em‖L2(Ω) ≤ (6C D)2 ωµ ‖JG‖L2(Ω) +
4C
σ
g(JG) . (2.63)
Asymptotische Fehlerordnung
Der Term g(JG) spielt die Rolle einer galvanischen Kopplung zwischen Quelle und Leiter.
Wir untersuchen zwei Fa¨lle:
1. Es gibt keine wirksame galvanische Verbindung von Quelle zu Leiter:
g(JG) = 0
Dann folgt aus (2.63) fu¨r 0 ≤ ω < ω0
‖Em‖L2(Ω) ≤ C˜ ω ‖JG‖L2(Ω)
und man erha¨lt mit (2.48) fu¨r den Modellierungsfehler, falls JG fu¨r kleine ω nicht
von ω abha¨ngt,
‖Em −E‖L2(Ω) = O
(
ω2
)
fu¨r ω → 0 . (2.64)
Entsprechend erha¨lt man mit (2.49) fu¨r die Energienorm
‖Em −E‖E;Ω = O
(
ω
5
2
)
fu¨r ω → 0 , (2.65)
die aber, wie bereits angemerkt, nicht die Bedeutung einer Energie hat. Die aus-
sagekra¨ftigere, skalierte Energienorm (
”
Leistungsnorm“) ‖Em −E‖P;Ω des Fehlers
verha¨lt sich wie die L2(Ω)-Norm.
2. Es gibt eine wirksame galvanische Verbindung von Quelle zu Leiter:
g(JG) 6= 0
Dann gilt entsprechend fu¨r 0 ≤ ω < ω0
‖Em‖L2(Ω) ≤ C˜ g(JG)
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und somit
‖Em −E‖L2(Ω) = O
(
ω
)
= ‖Em −E‖P;Ω fu¨r ω → 0 (2.66)
und
‖Em −E‖E;Ω = O
(
ω
3
2
)
fu¨r ω → 0 , (2.67)
falls JG fu¨r kleine ω nicht von ω abha¨ngt.
In Abb. 2.2 ist jeweils ein Beispiel mit quadratischem (Fall 1) und linearem (Fall 2)
Modellierungsfehler gegeben.
PSfrag replacements
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Abb. 2.2: Zwei typische Beispiele mit unterschiedlichem asymptotischen Modellierungsfehler δ =
Em − E fu¨r ω → 0: Fall 1 (links), g(JG) = 0, ‖δ‖L2(Ω) = O
(
ω2
)
— Fall 2 (rechts), g(JG) 6= 0,
‖δ‖L2(Ω) = O
(
ω
)
.
2.4.3 Diskussion
Nach [ABN00] eignet sich eine asymptotische Aussage u¨ber den Fehler des Wirbelstrom-
modells nur dann als Rechtfertigung, wenn sie besser ist als die des einfacheren, statischen
Modells
E ⊥ D²ΩI , div(²E) = 0 in ΩI ,
rotE = 0 , rotH = σE+ JG , div(µH) = 0 in Ω ,
(2.68)
fu¨r das man (siehe ebenfalls [ABN00]) lineare Konvergenz in ω bzgl. der L2(Ω)-Norm
erha¨lt. In [Alo99] ist die Konvergenzaussage zu schwach, um dies zu erfu¨llen. Auch auf
den hier betrachteten 2. Fall trifft diese Aussage zu. Die folgenden U¨berlegungen zeigen
aber, daß eine gegenu¨ber dem statischen Modell bessere Asymptotik allgemein nicht zu
erwarten ist.
Bekanntlich existiert neben demWirbelstrommodell alsmagnetoquasistatischer Na¨he-
rung der Maxwell-Gleichungen (A¨nderungen der magnetischen Energie dominiert) auch
eine elektroquasistatische Na¨herung (A¨nderung der elektrischen Energie dominiert), sie-
he z.B. [Dir96]. Verdeutlichen la¨ßt sich diese Tatsache auch mit den Mitteln der Netz-
werktheorie, siehe Abb. 2.3. Aus diesem Grunde ist es nicht sinnvoll, das Wirbelstrommo-
dell als
”
die Na¨herung der Maxwell-Gleichungen fu¨r kleine Frequenzen“ zu bezeichnen—
es ist nur eine Na¨herung fu¨r kleine Frequenzen.
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Abb. 2.3: Eine Plausibilita¨tserkla¨rung mit Hilfe der Netzwerktheorie: Die gezeigte Geometrie links
(vgl. deren Diskussion in [Bos98a]) la¨ßt sich na¨herungsweise durch konzentrierte Elemente mit den
Mitteln von Netzwerkgleichungen beschreiben und stellt im wesentlichen einen Parallelschwing-
kreis dar mit dem Widerstand R, der Kapazita¨t C und der Induktivita¨t L (rechts). Fu¨r kleine
Kreisfrequenzen ω ergibt sich fu¨r die Eingangsimpedanz Z = R(1 + iω( L
R
−RC)) +O(ω2). Falls
L
R
> RC, verha¨lt sich die Anordnung asymptotisch induktiv (u¨berwiegend magnetische Energie
wird gespeichert), falls L
R
< RC, kapazitiv (u¨berwiegend elektrische Energie wird gespeichert).
Unter diesem Aspekt sind auch die Ergebnisse der asymptotischen Analyse fu¨r ω → 0
nicht verwunderlich: Wir haben keinerlei zusa¨tzliche Annahmen getroffen, die fu¨r kleine
Frequenzen die Dominanz der magnetischen Energie implizieren und somit den magneto-
quasistatischen gegenu¨ber dem elektroquasistatischen Grenzfall auszeichnen wu¨rden. Da-
her erha¨lt man fu¨r den allgemeinen, zweiten Fall nur die gleiche Ordnung wie fu¨r das
statische Modell, das in jedem Fall das Grenzproblem fu¨r ω → 0 darstellt.
In dem ersten Fall hingegen, in dem wir keinerlei galvanische Kopplung zwischen
Quelle und Leiter haben, existieren ausschließlich induzierte Leiterstro¨me und der stati-
sche Grenzfall fu¨r das elektrische Feld ist die Nullo¨sung. Insofern ist der magnetoquasi-
statische Fall ausgezeichnet, da das Magnetfeld i.a. nicht gegen die Nullo¨sung geht (nur
falls JG → 0 fu¨r ω → 0). Wir erhalten also die ho¨here Ordnung, weil der statische Grenz-
fall nur magnetische Energie aufweist. Man beachte aber, daß dies ein Spezialfall ist
und daß fu¨r diesen auch die anfangs gemachten Voraussetzungen (homogene elektrische
Randbedingungen, JG divergenzfrei in ΩI und senkrecht auf DΩI ) notwendig sind.
Wir fassen zusammen: Abgesehen von dem Fall ausschließlich induzierter Leitungs-
stro¨me liefert die asymptotische Betrachtung des Wirbelstrommodells keine bessere Feh-
lerordnung in ω als das statische Modell, und es ist klar, daß nicht mehr erwartet werden
kann.
Als Rechtfertigung verstehen wir die Existenz der Fehlerschranken (2.44) und (2.45),
auch wenn wir hier nicht gezeigt haben, daß diese gegenu¨ber dem statischen Modell
verbesserte Scha¨tzungen fu¨r den Fehler geben ko¨nnen. Dies sollte jedoch mit Hilfe eines
analytischen Beispiels mo¨glich sein. Aus Zeitgru¨nden haben wir diesen Punkt nicht weiter
untersucht. Die einzigen auftretenden Konstanten C1, C2 in (2.44) und (2.45) ha¨ngen nur
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von der Form des Isolators und des Leiters ab, und sind dann groß, wenn die Geometrie,
salopp gesprochen, große Kapazita¨ten5 ermo¨glicht. Beispielsweise werden die Konstanten
C1, C2 in Abb. 2.3 groß, wenn der Abstand d sehr klein wird bei ansonsten gleichbleiben-
den Maßen.
Die Herausforderung liegt nun in der Angabe von hinreichend scharfen oberen Schran-
ken fu¨r C1 und C2 in Abha¨ngigkeit von der Berechnung zuga¨nglichen geometrischen
Gro¨ßen. Mit diesen la¨ge mittels (2.44) und (2.45) zum erstenmal eine konkrete obere
Schranke fu¨r den Modellierungsfehler des Wirbelstrommodells vor. Anders als asympto-
tische Betrachtungen tragen die Abscha¨tzungen (2.44) und (2.45) der Tatsache Rechnung,
daß bei u¨blichen Aufgabenstellungen ein festes ω (bei allgemeinerer Zeitabha¨ngigkeit dann
das maximale im Spektrum) vorgegeben ist und man eigentlich nicht an Aussagen der
Art
”
. . . es existiert ein ω, bei dem der Modellierungsfehler klein ist. . .“ interessiert ist.
Bemerkung 2.8 Da die rechte Seite JG nicht in die Betrachtungen miteingeht, sind
(2.46) und (2.47) selbstversta¨ndlich nicht scharf in dem Sinne, daß sie auch notwendige
Bedingungen fu¨r die Anwendbarkeit des Wirbelstrommodells darstellen. In Abb. 2.4 ist
ein anschauliches Beispiel gegeben, bei dem trotz schlechter Fehlervoraussage durch (2.46)
und (2.47) das Wirbelstrommodell eine gute Na¨herung ist.
PSfrag replacements
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Abb. 2.4: Eine Anregung, bei der der Modellierungsfehler klein sein wird, obwohl die Bedingun-
gen (2.46) und (2.47) aufgrund großer Konstanten C1, C2 bei kleinem d nicht erfu¨llt sein werden.
Bemerkung 2.9 Die hier angegebene Bedingung g(JG) = 0 fu¨r quadratische Konver-
genz des Modellfehlers weicht von der in der Arbeit [ABN00] angegebenen Bedingung
ab, nach der neben div JG = 0 in ΩC die Orthogonalita¨t von JG zu allen harmonischen
Neumann-Vektorfeldern qi ∈ NΩC gelten muß. Nach [ABN00] verschwindet dann der
Term niedrigster Ordnung des elektrischen Feldes in der dort verwendeten asymptoti-
schen Entwicklung, der dann die Lo¨sung von (2.68) ist. Die Anordnung in Fall 2 der
5 Gemeint ist hier nicht der klassische Kapazita¨tsbegriff, bei dem die Leiteroberfla¨chen A¨quipotentialli-
nien darstellen, sondern ganz allgemein die Fa¨higkeit zur Speicherung elektrischer Energie.
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Abb. 2.2 zeigt jedoch, daß div JG = 0 in ΩC und die Orthogonalita¨t von JG zu den
Neumann-Vektorfeldern nicht hinreichend fu¨r ein Verschwinden von E ist. (Es existieren
keine Neumann-Vektorfelder, da ΩC zusammenziehbar ist). Ebensowenig ist die Bedin-
gung notwendig, wie das Beispiel eines leitenden Torus mit JG ∈ NΩC zeigt, bei dem
E ≡ 0 fu¨r die Lo¨sung von (2.68) gilt.
3 Strom- und Spannungsquellen im
Wirbelstrommodell
Die Anregungen im Wirbelstrommodell liegen bei vielen Aufgabenstellungen als integrale
Gro¨ßen in Form von gegebenen Spannungen U oder Stro¨men I vor. Die Gro¨ßen stammen
aus der Beschreibung von elektromagnetischen Vorga¨ngen als Netzwerk mit konzentrier-
ten Elementen wie Widersta¨nde, Spulen, Kapazita¨ten usw.
Da es sich bei dem Netzwerkmodell, das auf Systeme differential algebraischer Glei-
chungen fu¨hrt, um eine andere Beschreibung der Wirklichkeit handelt, ist zuna¨chst zu
kla¨ren, wie die dort auftretenden Zustandsgro¨ßen Strom und Spannung im Wirbelstrom-
modell erkla¨rt werden ko¨nnen.
Diese Fragestellung ist auch fu¨r die Kopplung von Netzwerken und Wirbelstrommo-
dell von Interesse. Die Bedeutung solch gekoppelter Beschreibungen nimmt in der Praxis
sta¨ndig zu, da es auf diese Weise durch die Verbindung unterschiedlicher Modelle mit
unterschiedlicher Abstraktion mo¨glich ist, komplexe technische Anwendungen als ganzes
zu beschreiben anstatt nur deren Einzelaspekte. Obwohl die Betrachtung gekoppelter Sy-
steme nicht Gegenstand dieser Arbeit ist, wird deshalb in diesem Kapitel auch auf diesen
Aspekt kurz eingegangen.
Nach bestem Wissen des Autors ist eine umfassende und hinreichende Darstellung
von Strom- und Spannungsanregungen fu¨r das Wirbelstrommodell in der Literatur bisher
nicht verfu¨gbar und rechtfertigt daher ein eigenes Kapitel zu diesem Thema.
In Abschnitt 3.1 werden die Begriffe Strom und Spannung im Zusammenhang mit
demWirbelstrommodell und die vomWirbelstrommodell implizierte Leistungsbilanz kurz
erla¨utert. In den Abschnitten 3.2 bis 3.4 werden systematisch mo¨gliche Variationsformu-
lierungen mit Strom- und Spannungsanregungen vorgestellt und deren Bedeutung fu¨r die
Modellierung diskutiert. Da die H- und die E-basierten Formulierungen in Bezug auf die
Spannungs- und Stromanregung sehr unterschiedlichen Charakter haben, werden diese
jeweils gesondert betrachtet.
3.1 Grundlagen der Anregungen im Wirbelstrommodell
Sowohl um u¨bliche Problemstellungen zu behandeln, in der ein Strom durch einen Leiter
oder eine Spannung zwischen Kontakten gegeben ist, als auch in Hinsicht auf eine Kopp-
lung zu Netzwerkmodellen reduziert sich die Problematik zuna¨chst auf die Frage, wie die
Begriffe Strom und Spannung im Wirbelstrommodell zu erkla¨ren sind.
Wa¨hrend der Begriff Strom durch eine orientierte Fla¨che Σ durch
I =
∫
Σ
J · n dS
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eindeutig definiert ist, hat der Begriff Spannung nur eine lokale Bedeutung, da Spannung
entlang eines Pfades γ
Uγ =
∫
γ
E · ds
von der Wahl des Pfades γ abha¨ngt, da rotE 6= 0. Hingegen ist im Netzwerkmodell
Spannung zwischen zwei Netzwerkknoten eindeutig definiert und entspricht dem Gefa¨lle
der potentiellen Energie bezogen auf die Ladungen. Eine Kopplung durch Erhalt von
Strom und Spannung ist also zuna¨chst nicht mo¨glich.
Jedoch la¨ßt sich der Spannungsbegriff u¨ber die komplexe Leistung (bzw. den Lei-
stungsfluß) definieren: Aus der Sicht des Netzwerkmodells ist das Wirbelstromproblem
ein Ein- oder Mehrtor1, siehe Abb. 3.1. Im Falle eines Eintors kann mittels der Gleichung
P = 12U I
∗
eine Spannung U erkla¨rt werden, wobei ∗ fu¨r konjugiert komplex steht. P ist die dem Wir-
belstrommodell von außen zugefu¨hrte komplexe Gesamtleistung. Fu¨r die Kopplung von
Wirbelstrom- und Netzwerkmodell fordert man also den Erhalt von Strom und Leistung.
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Abb. 3.1: Das Wirbelstrommodell ist aus Sicht des Netzwerkmodells ein Mehrtor. Sind beispiels-
weise 2 unabha¨ngige Spannungen oder Stro¨me vorzugeben, ist das Wirbelstrommodell wie abge-
bildet ein Zweitor. Die Strom- und Spannungsrichtungen sind so gewa¨hlt, daß im Netzwerkmodell
positiv geza¨hlte Leistung an das Wirbelstrommodell abgegeben wird.
Im Falle eines Mehrtores funktioniert dies analog, vorausgesetzt, die dem Wirbel-
strommodell zugefu¨hrten Leistungen Pk lassen sich identifizieren und jeweils eindeutig zu
der Quelle zuordnen, die zu einem Tor geho¨rt. D.h. notwendig ist hier eine Lokalisierung
der Teilleistungen Pk. Entsprechend gilt dann Uk := Pk/I
∗
k mit den Torspannungen bzw.
-stro¨men Uk und Ik.
Eine Leistungsbilanz fu¨r das Wirbelstrommodell liefert
1 Ein Mehrtor oder n-Tor ist ein Grundelement im Netzwerkmodell mit n Klemmenpaaren, siehe z.B.
[Sim89].
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Satz 3.1 (magnetoquasistatischer Poyntingscher Satz) Lo¨sungen (E,H) des Wir-
belstrommodells (2.16) erfu¨llen die Leistungsbilanz
Pmag + POhm = P = PΩ + P∂Ω (3.1)
mit
Pmag :=
iω
2
∫
Ω
µ |H|2 dx , POhm := 12
∫
ΩC
σ |E|2 dx ,
PΩ := −12
∫
Ω
E · JG∗ dx , P∂Ω := −12
∫
∂Ω
(E×H∗) · n dS .
Beweis: Multiplikation von (2.16b) mit H∗, (2.16a) konjugiert mit E und anschließende
Subtraktion der Gleichungen liefertH∗ ·rotE−E·rotH∗ = −iωB·H∗−J∗ ·E. Ausnutzen
der Identita¨t H∗ · rotE−E · rotH∗ = div(E×H∗), Integration u¨ber Ω und Anwendung
des Gaußschen Satzes liefert (3.1).
Den Realteil der komplexen Leistung nennt man Wirkleistung
Pw := ReP ,
den Imagina¨rteil Blindleistung
Pb := ImP
und den Betrag Scheinleistung
Ps := |P | .
Die Wirkleistung ist die im zeitlichen Mittel verbrauchte Leistung, die der Generator
aufbringen muß. Nach Satz 3.1 gilt fu¨r das Wirbelstrommodell Pw = POhm, da µ hier als
reell angenommen wurde. POhm sind die zeitlich gemittelten Ohmschen Verluste. Es sei
bemerkt, daß oft Imµ 6= 0 angenommen wird, um magnetische Verluste zu modellieren
(z.B. durch Hysterese). In diesem Fall tra¨gt dann natu¨rlich auch Pmag zur Wirkleistung
bei.
Die Blindleistung ist die Amplitude der zwischen Generator und dessen Umgebung
hin- und herfließenden Leistung. Im Wirbelstrommodell ist dies die Leistung, die fu¨r den
Auf- und Abbau der magnetischen Energie Wmag erforderlich ist bzw. an den Generator
abgegeben wird, Pb = Pmag = i 2ωWmag. Der Vektor S :=
1
2E × H∗ beschreibt die
Leistungsflußdichte und wird (komplexer) Poyntingscher Vektor genannt.
Satz 3.1 zeigt, daß es im Wirbelstrommodell grundsa¨tzlich zwei Arten von Quellen
gibt: Quellen PΩ durch eingepra¨gte Stro¨me, die Ladungen entgegen dem elektrischen Feld
E transportieren ko¨nnen, und Quellen P∂Ω durch Randbedingungen. Dieser Unterschei-
dung tragen die beiden folgenden Abschnitte Rechnung.
Bemerkung 3.1 Die Vorzeichen sind so gewa¨hlt, daß PΩ, P∂Ω > 0, falls die Quellen
Leistung an das elektromagnetische System abgeben.
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3.2 Anregung durch Generatorstromverteilungen
Eine Art der Anregung im Wirbelstrommodell sind vorgegebene Generatorstromvertei-
lungen. Man kann hier nochmals zwischen geschlossenen Generatorstromschleifen in ΩI ,
d.h. suppJG ⊂ ΩI , die typischerweise Spulen mit ho¨heren Windungszahlen und bekann-
ten Stro¨men modellieren, und Quellen an Massivleitern, d.h. suppJG ∩ ΩC 6= ∅ unter-
scheiden (siehe Abb. 3.2). Beide Fa¨lle lassen sich jedoch jeweils mit der gleichen Variati-
onsformulierung beschreiben. Im folgenden werdenH- und E-basierte Variationsformulie-
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Abb. 3.2: Zwei typische Fa¨lle bei Vorgabe von Erregungsstromverteilungen, links (a): geschlossene
Erregungsschleife, ohne Kontakt zu ΩC ; rechts (b): eine Stromquelle mit Beru¨hrung zu ΩC
rungen jeweils fu¨r Spannungs- und Stromeinkopplung vorgestellt. Der Einfachheit halber
beschra¨nken wir uns hier und in den nachfolgenden Abschnitten auf den 1-Tor Fall, d.h.
wir betrachten jeweils nur eine unabha¨ngige Erregungsgro¨ße I bzw. U , geben jedoch fu¨r
einige Fa¨lle Hinweise, wie das Modell auf den Mehrtorfall erweitert werden muß. Weiter-
hin setzen wir in diesem und in den folgenden Abschnitten voraus, daß suppJG ⊂ ΩI und
nehmen homogene elektrische Randbedingungen n×E = 0 auf ∂Ω bzw. bei unbeschra¨nk-
tem Gebiet Abklingbedingungen H(x) = O(|x|−2), E(x) = O(|x|−1) fu¨r |x| −→ ∞ an,
wenn nichts anderes ausdru¨cklich angegeben wird.
Bemerkung 3.2 Der Fall suppJG ⊂ ΩC ist zwar nicht ohne Bedeutung, da so eine
Quelle mit Innenwiderstand modelliert werden kann, jedoch ko¨nnen solche nichtidealen
Quellen auch mit Hilfe von Netzwerkgleichungen realisiert werden.
3.2.1 H-basierte Formulierung
Stromanregung
Die Vorgabe eines Gesamtstromes erfolgt durch die Wahl von JG. Im Fall (b) ist damit
auch der Gesamtstrom durch den Leiter festgelegt, da das Ampe`resche Gesetz, das in der
Variationsformulierung in starker Form enthalten ist, die Stetigkeit von J · n impliziert.
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Es sei HG ∈ H(rot; Ω) so gewa¨hlt, daß rotHG = JG in ΩI . Prinzipiell kann in
Situation (a) in Abb. 3.2 hierfu¨r das Gesetz von Biot-Savart
HG(x) = rot
∫
Ω
JG
4pi|x− y| dy
verwendet werden. Fu¨r praktische Rechnungen ist jedoch ein HG mit mo¨glichst klei-
nem Tra¨ger vorzuziehen, so daß hier von Alternativen (siehe z.B. [DHR+97]) Gebrauch
gemacht werden sollte. Man beachte, daß suppHG = suppJG durch das Ampe`resche
Gesetz ausgeschlossen wird.
Die entsprechende Variationsformulierung lautet:
Finde H ∈ HG + V0, so daß∫
ΩC
1
σ
rotH · rotH′ dx+ iω
∫
Ω
µH ·H′ dx = 0 ∀H′ ∈ V0 . (3.2)
Die Generatorspannung U wird u¨ber die Leistung definiert. Nach der Leistungsbilanz
(3.1) ist die an das Wirbelstromproblem abgegebene komplexe Leistung mit H −HG =
H′ ∈ V0:
P = 12
∫
ΩC
1
σ
| rotH|2 dx+ iω2
∫
Ω
µ|H|2 dx
= 12
∫
ΩC
1
σ
rotH · rot(HG +H′)∗ dx+ iω2
∫
Ω
µH · (HG +H′)∗ dx
= 12
∫
ΩC
1
σ
rotH · JG∗ dx+ iω2
∫
Ω
µH ·H∗G dx = iω2
∫
Ω
µH ·H∗G dx .
Das letzte Gleichheitszeichen gilt, da suppJG ∩ ΩC = ∅ angenommen wurde.
Die Spannung ist demnach
U =
iω
∫
Ω
µH ·H∗G dx
2 I∗
. (3.3)
Durch Wahl einer Einheitsstromquelle mit noch unbekanntem Strom als Skalierung
JG = I J0 ,
∫
Σ
J0 · n dS = 1 , (3.4)
wobei Σ eine Querschnittfla¨che des Leiters ΩC ist, kann bei entsprechender Wahl eines
Erregungsfeldes H0, so daß rotH0 = J0, (3.3) auch
U = iω2
∫
Ω
µH ·H∗0 dx (3.5)
geschrieben werden. Σ sei entgegen der Spannungsza¨hlrichtung orientiert, d.h. an das
Wirbelstrommodell abgegebene Leistung wird positiv geza¨hlt.
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Spannungsanregung
Eine Spannungsanregung kann dementsprechend einfach u¨ber eine Nebenbedingung rea-
lisiert werden. Eine Variationsformulierung lautet dann:
Finde H ∈ V0 und I ∈ C, so daß∫
ΩC
1
σ
rotH · rotH′ dx+ iω
∫
Ω
µ(H+ IH0) ·H′ dx= 0 ∀H′ ∈ V0 ,
iω
∫
Ω
µH ·H∗0 dx = 2U .
(3.6)
Dabei sei H0 ∈H0(rot; Ω) so gewa¨hlt, daß rotH0 = J0 mit J0 wie in (3.4). Der Strom
I hat hier die Rolle eines Lagrange-Multiplikators.
3.2.2 E-basierte Formulierung
Stromanregung
Wie bei derH−basierten Formulierung wird der Strom I durch Vorgabe von JG bestimmt.
Im Fall (b) sorgt das in der E-Formulierung in schwacher Form enthaltene Ampe`resche
Gesetz dafu¨r, daß auch im Leiter ΩC der Strom I fließt. Die Variationsformulierung lautet:
Finde E ∈H0(rot; Ω), so daß∫
Ω
1
µ
rotE · rotE′ dx+ iω
∫
ΩC
σE ·E′ dx = −iω
∫
Ω
JG ·E′ dx ∀E′ ∈H0(rot; Ω) .
(3.7)
Die Spannung wird wieder u¨ber die Leistung definiert:
P = iω2
∫
Ω
1
µ
rotE · rotE∗ dx+ 12
∫
ΩC
σE ·E∗ dx = −12
∫
Ω
JG ·E∗ dx = − I2
∫
Ω
J0 ·E∗ dx
=⇒ U = P/I∗ = −12
∫
Ω
J0 ·E∗ dx .
Spannungsanregung
Eine Spannungseinpra¨gung erhalten wir wieder mit Hilfe einer Nebenbedingung:
Finde E ∈H0(rot; Ω) und I ∈ C, so daß∫
Ω
1
µ
rotE · rotE′ dx+ iω
∫
ΩC
σE ·E′ dx+ iωI
∫
Ω
J0 ·E′ dx= 0 ∀E′ ∈H0(rot; Ω) ,∫
Ω
J0 ·E∗ dx =−2U .
(3.8)
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3.3 Anregung durch Randbedingungen (Kontakte am
Gebietsrand)
Eine weitere Art der Anregung sind Stro¨me durch Kontakte Σ = ΩC ∩ ∂Ω am Gebietsrand
∂Ω oder entsprechende den Kontakten zugeordnete Spannungen, die wieder u¨ber die
Leistung definiert werden. Der Einfachheit halber beschra¨nken wir uns auf den Fall zweier
Kontakte Σ = Σ+∪ Σ− und ∂Ω einfachzusammenha¨ngend wie in Abb. 3.3 dargestellt.
Die Orientierung von Σ sei dabei von ∂Ω induziert.
Zwei Situationen werden unterschieden (siehe Abb. 3.3):
a) Kontakte liegen an den Stellen, wo der Leiter ΩC den a¨ußeren Gebietsrand beru¨hrt
b) Die Kontaktfla¨chen Σ+ und Σ− und die Fla¨che Θ beschra¨nken ein Volumen Ω∗,
in dem eine elektromotorische Kraft (EMK) wirkt. Fu¨gt man Ω∗ zu ΩC hinzu,
entsteht eine neue Schleife, d.h. die Topologie von ΩC a¨ndert sich, wobei Σ
+ und
Σ− (disjunkte) Seifert-Fla¨chen bzgl. dieser neuen Schleife sind.
Θ ⊂ (∂Ω ∩ ΩI) bzw. Θ ∪ Σ wird der Ort der Leistungseinspeisung sein.
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Abb. 3.3: (a) Anregung durch a¨ußere Randbedingungen (b) Randbedingungen auf innerem Rand,
Ω = R3 \ Ω∗,Θ = ∂Ω∗ ∩ ∂ΩI
3.3.1 H-basierte Formulierung
Spannungsanregung
Fu¨r eine Spannungsanregung werden elektrische Randbedingungen verwendet:
n×E = 0 auf ∂Ω \Θ , (3.9)
n×E = −U gradΓ v auf Θ , (3.10)
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wobei
v|Σ+ = 1 , v|∂Ω\(Θ∪Σ+) = 0 , v ∈ H
1
2 (∂Ω) . (3.11)
Das Randintegral in (2.27) ergibt dann∫
∂Ω
(n×E) ·H′ dS = U
∫
∂Ω
gradΓ v · (n×H′) dS
= U
∫
Θ
v rotH′ · n dS + U
∫
∂Θ
vH′ · ds = U
∫
γ+
H′ · ds ,
mit γ+ = ∂Σ+. Die Variationsformulierung mit Spannungsanregung lautet dann:
Finde H ∈ V0, so daß∫
ΩC
1
σ
rotH · rotH′ dx+ iω
∫
Ω
µH ·H′ dx = U
∫
γ+
H′ · ds ∀H′ ∈ V0 . (3.12)
Setzt man in (3.12) statt H′ die konjugiert komplexe Lo¨sung H∗ ein, so sieht man unmit-
telbar, daß die Leistungsbilanz erfu¨llt ist, 2P = U I∗. Der zuna¨chst unmotiviert u¨ber das
Gradientenfeld eingefu¨hrte Spannungsbegriff ist also kompatibel zu der Definition u¨ber
die Leistung.
Lemma 3.1 H′ 7→ ∫
γ+
H′ · ds ist ein stetiges Funktional auf V0, das beim Einsetzen der
Lo¨sung den Strom mißt, d.h. I = − ∫
γ+
H · ds.
Beweis: Fu¨r H′ ∈ V0 ist rotH′|ΩI = 0. In ΩI kann daher H′ als Summe von einem
Gradienten- und einem Cohomologievektorfeld dargestellt werden, siehe Kap. 1.2:
V0 3 H′|ΩI = gradφ+ q , φ ∈ H1(ΩI) , (3.13)
wobei q ein Repra¨sentant der 1. Cohomologiegruppe H1(ΩI) ist, die in dem vorliegenden
Fall nur eindimensional ist, da die 1. Betti-Zahl β1(ΩI) = 1 ist. Mit Hilfe einer Schnitt-
fla¨che Ξ (Seifert-Fla¨che), die die Cohomologiegruppe H1(ΩI \ Ξ) trivial macht, kann q
durch eine H1(Ω)-Fortsetzung eines Gradientenfeldes in ΩI , das auf Ξ springt, konstruiert
werden:
q := g˜rad θ , θ ∈ H1(ΩI \ Ξ) , [θ]Ξ = 1 . (3.14)
Da γ+ ∈ ΩI , ist
∫
γ+
H′ ·ds = ∫
γ+
q ·ds = [θ]Ξ. Die Stetigkeit des Funktionals folgt dann aus
|[θ]Ξ| = |Ξ|−
1
2 ‖[θ]Ξ‖L2(Ξ) ≤ C ‖[θ]Ξ‖H 12 (Ξ) ≤ C
∥∥∥g˜rad θ∥∥∥
L2(ΩI)
≤ C ∥∥H′∥∥
H(rot;ΩI)
,
wobei C eine nur von ΩI abha¨ngige, generische Konstante ist. Daß das Funktional auf H
mit dem Strom I antwortet, ist Folge des Ampe`reschen Gesetzes (2.16a).
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Bemerkung 3.3 Man beachte, daß im Fall (a) die Geometrie von Θ irrelevant ist fu¨r die
Variationsformulierung und somit fu¨r H. Das elektrische Feld E in ΩI ha¨ngt allerdings
von Θ ab.
Bemerkung 3.4 Man betrachte Situation (b) und nehme dabei an, daß Σ+ und Σ− den
Abstand δ haben. Im Hinblick auf Abschnitt 3.4 ist wichtig darauf hinzuweisen, daß der
Grenzfall δ → 0 nicht mit dem Fall u¨bereinstimmt, in dem Ω∗ nicht vorhanden ist und
die Schleife komplett von ΩC gebildet wird. Der Grenzfall ist vielmehr ein Gebiet ΩC mit
Schlitz. Dies ist einsichtig, da auch bei einer allgemeineren Geometrie der Schleife stets
das tangentiale elektrische Feld auf — und somit auch der magnetische Fluß durch —
Σ± verschwindet, ganz egal wie klein δ wird. Weiterhin geht die elektrische Energie gegen
Unendlich fu¨r δ → 0.
Bemerkung 3.5 Die Verallgemeinerung von (3.12) auf den Mehrtorfall ist offensichtlich,
da alle Fla¨chen und Pfade jeweils eindeutig zu einem bestimmten Kontakt geho¨ren.
Stromanregung
In Abb. 3.3 soll ein Strom I ∈ C durch die Kontakte durch Vorgabe der Normalkompo-
nenten der Stromdichte J vorgeschrieben werden, (J · n)|Σ+ = j+n , (J · n)|Σ− = j−n , so
daß
I+ =
∫
Σ+
j+n dS , I− =
∫
Σ−
j−n dS .
Auf dem restlichen Rand ∂Ω \Σ ist notwendigerweise J · n = 0. Fu¨r die Lo¨sbarkeit wird
vorausgesetzt, daß
I+ = −I− .
Wa¨hlen wir die Spannungsrichtung so, daß sie vom Netzwerkknoten, der Kontakt Σ+
zugeordnet ist, zum Netzwerkknoten, der Σ− zugeordnet ist, zeigt, setzen wir
I := I− = −I+ .
Wir wa¨hlen ein Hjn ∈H(rot; Ω), so daß
divΓ(Hjn× n) = rotHjn· n = (J · n)/I auf ∂Ω, rotHjn= 0 in ΩI
und definieren
V+0 := {H′ ∈H(rot; Ω); rotH′ = 0 in ΩI , divΓ(H′ × n) = 0 auf ∂Ω} .
Eine Variationsformulierung lautet dann:
Finde H ∈ IHjn+ V+0 , so daß∫
ΩC
1
σ
rotH · rotH′ dx+ iω
∫
Ω
µH ·H′ dx = 0 ∀H′ ∈ V+0 . (3.15)
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Zusa¨tzlich zu den vorgeschriebenen Normalkomponenten der Stromdichte impliziert
die Variationsformulierung die Randbedingung
B · n = 0 ,
wie man durch Testen von (3.15) mit Gradientenfeldern leicht sieht.
Analog zu (3.5) kann die Spannung u¨ber die Leistung definiert werden. Es ergibt sich
U =
2P
I∗
=
∫
ΩC
1
σ
rotH · rotH∗jndx+ iω
∫
Ω
µH ·H∗jndx . (3.16)
Bemerkung 3.6 Alternativ kann der Strom durch den Kontakt mit Hilfe einer Nebenbe-
dingung und idealen Kontakten eingepra¨gt werden, analog zu (ii) bei der nachfolgenden
E-basierten Formulierung.
3.3.2 E-basierte Formulierung
Spannungsanregung
Es seien wieder elektrische Randbedingungen wie in (3.9) mit dem Potential v aus (3.11)
gegeben, v˜ sei eine H1(Ω)-Fortsetzung von v. Man beachte, daß grad v˜ /∈H0(rot; Ω).
Die entsprechende E-basierte Variationsformulierung fu¨r Spannungsanregung lautet
dann:
Finde E ∈ −U grad v˜ +H0(rot; Ω), so daß∫
Ω
1
µ
rotE · rotE′ dx+ iω
∫
ΩC
σE ·E′ dx = 0 ∀E′ ∈H0(rot; Ω) . (3.17)
Daß die so eingefu¨hrte Spannung mit der u¨ber die Leistung definierten identisch ist, ist
wieder durch die Gu¨ltigkeit der Leistungsbilanz ersichtlich:
2P = iω
∫
Ω
1
µ
rotE · rotE∗ dx+
∫
ΩC
σE ·E∗ dx
= −U
∫
Ω
1
µ
rotE∗ · rot grad v˜ dx− U
∫
ΩC
σE∗ · grad v˜ dx = −U
∫
Σ+
σE∗ · n dS = U I∗ ,
da das Funktional F (E) = − ∫
Σ+
σE · n dS = I den (negativ geza¨hlten) Gesamtstrom
durch den Kontakt Σ+ liefert.
Stromanregung
Fall (i) J · n = jn an Kontakten vorgeschrieben:
Wie bei der H-Formulierung soll wieder die Normalkomponente der Stromdichte an Kon-
takten vorgeschrieben werden. Wir definieren den Raum
W+0 := {E′ ∈H(rot; Ω); divΓ(E′ × n) = 0 auf ∂Ω} .
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Jedes E′ ∈W+0 kann zerlegt werden in
E′ = E′0 − grad v′ mit E′0 ∈H0(rot; Ω) , v′ ∈ H1(Ω) , (3.18)
da ∂Ω als einfach zusammenha¨ngend angenommen wurde. Anders als bei derH-basierten
Formulierung wird hier die Randbedingung B · n = 0 auf ∂Ω im starken Sinne durch
die Konstruktion von W+0 realisiert, da rotE = −iωB. Die Normalkomponente der
Stromdichte jn = J ·n wird nur im schwachen Sinne vorgegeben: Das Oberfla¨chenintegral
auf der rechten Seite in der Variationsformulierung (2.30) la¨ßt sich mittels partieller
Integration auf ∂Ω fu¨r E′ ∈W+0 mit (3.18) schreiben als
−
∫
∂Ω
(n×H) ·E′ dS = −
∫
∂Ω
(H× n) · gradΓ v′ dS =
∫
∂Ω
v′ divΓ(H× n) dS =
∫
∂Ω
v′ jn dS .
Eine E-basierte Variationsformulierung zur Stromeinpra¨gung durch Vorgabe der Normal-
komponenten der Stromdichten auf Kontakten lautet somit:
Finde E ∈W+0 , so daß ∀E′ ∈H0(rot; Ω) und ∀v′ ∈ H1(Ω)∫
Ω
1
µ
rotE · rotE′ dx+ iω
∫
ΩC
σE ·E′ dx = −iω
∫
∂Ω
v′ jn dS . (3.19)
Die Spannung wird wieder u¨ber die Leistung definiert. Dazu betrachten wir eine Zerlegung
der Lo¨sung von (3.19) E = E0 − grad v analog (3.18) und setzen diese in den Ausdruck
fu¨r die Leistung ein:
2P = iω
∫
Ω
1
µ
rotE · rotE∗ dx+
∫
ΩC
σE ·E∗ dx =
∫
∂Ω
v j∗n dS ,
so daß
U =
2P
I∗
=
∫
∂Ω
v j∗n dS
I∗
.
Fu¨r eine Diskretisierung von (3.19) mit finiten Elementen empfiehlt sich dabei die Zerle-
gung (3.22) zu beru¨cksichtigen, indem fu¨r E′0 H(rot; Ω)-konforme Kantenelemente (siehe
Kap. 4) und fu¨r die Approximation von v′ der Raum stetiger skalarer Formfunktionen
(Hutfunktionen), deren Freiheitsgrade zu den Knoten auf dem Rand geho¨ren, verwendet
werden. Dies liefert eine direkte diskrete Zerlegung.
Fall (ii) ideal leitender Kontakt mit vorgeschriebenem Gesamtstrom I:
Wir wa¨hlen fu¨r das elektrische Feld die Darstellung
E = E0 − U grad v˜ ,
wobei v˜ wieder eine frei wa¨hlbare H1(Ω)-Fortsetzung von v ∈ H 12 (∂Ω) mit v = 1 auf Σ+,
v = 0 auf Σ− wie im Fall der Spannungsanregung ist und E0 ∈H0(rot; Ω). Somit ist der
Strom durch eine in positiver Za¨hlrichtung orientierte Schnittfla¨che Σ′
I =
∫
Σ′
J · n dS = −
∫
Σ+
v˜ J · n dS .
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Da J · n = 0 auf ΓC und div J = 0 in ΩC im schwachen Sinn durch die Variationsformu-
lierung impliziert wird, ergibt sich
I = −
∫
∂ΩC
v˜ J · n dS = −
∫
ΩC
J · grad v˜ dx =
∫
ΩC
σ(E0 − U grad v˜) · grad v˜ dx .
Mit diesem Ausdruck fu¨r den Strom kann eine E-basierte Variationsformulierung mit
Stromeinpra¨gung als Spannungsanregung mit unbekannter Spannung U und einer Strom-
nebenbedingung realisiert werden:
Finde E0 ∈H0(rot; Ω) und U ∈ C, so daß ∀E′ ∈H0(rot; Ω)∫
Ω
1
µ
rotE0 · rotE′ dx+ iω
∫
ΩC
σE0 ·E′ dx− U
∫
ΩC
σ grad v˜ ·E′ dx= 0
−
∫
ΩC
σE0 · grad v˜ dx + U
∫
ΩC
σ |grad v˜ |2 dx = I .
(3.20)
Hier spielt die Spannung U die Rolle eines Lagrange-Multiplikators. Daß U in der Tat
die Spannung ist, sieht man durch Einsetzen in die Leistungsbilanz wie zuvor bei der
Spannungsanregung.
Lemma 3.2 In den Variationsformulierungen (3.17) und (3.20) ist B = − 1
iω
rotE und
somit auch E|ΩC unabha¨ngig von der Wahl von v˜.
Beweis: Betrachte fu¨r die Vorgabe v˜ = v˜1 und v˜ = v˜2 in (3.17) bzw. (3.20)
δv := U (v˜1 − v˜2) in ΩC .
Es existiert δE ∈H0(rot; Ω), so daß
δE|ΩC = −grad δv .
Da δv|Σ+ = δv|Σ− = 0, existiert von δv|ΩC eine Fortsetzung δ˜v in H10 (Ω). Mit der Wahl
δE := −grad δ˜v
gilt dann: Ist E1 eine Lo¨sung zu der Wahl v˜1, dann ist E2 = E1 + δE eine Lo¨sung zu der
Wahl v˜2 und somit
rotE1 = rotE2 .
Bemerkung 3.7 Fu¨r das Wirbelstrommodell ist es nicht mo¨glich, einen Strom durch
einen in ΩI endenden Leiter wie in Abb. 3.4 fließen zu lassen, da dies das Ampe`resche
Gesetz (2.16a) verletzen wu¨rde: Die Annahme I > 0 und Integration von (2.16a) u¨ber
Σ+ bzw. Σ− in Abb. 3.4 fu¨hrt auf einen Widerspruch:
0 6= I =
∫
Σ+
J · n dS =
∫
∂Σ+
H · ds =
∫
∂Σ−
H · ds =
∫
Σ−
J · n dS = 0
Mißversta¨ndnisse hieru¨ber liegen oft in der Tatsache begru¨ndet, daß fu¨r das elektrische
Feld Zerlegungen verwendet werden, z.B. durch Vektor- und Skalarpotential, und nur der
Strom eines Anteils betrachtet wird.
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Abb. 3.4: Ein nichtverschwindender Strom durch Kontakte, die in einem Nichtleiter enden, ver-
letzt das Ampe`resche Gesetz.
3.4 Nichtlokale Anregungen
In manchen Fa¨llen sind die Orte der Quellen imWirbelstrommodell nicht bekannt (Fehlen
von Modellinformationen) oder der genaue Feldverlauf am Ort der Quelle ist nicht von
Interesse. Hierfu¨r erscheinen die folgenden Variationsformulierungen attraktiv.
3.4.1 H-basierte Formulierung
Spannungsanregung
Bei der Spannungsanregung in Abschnitt 3.3.1 ergab sich, daß im Fall (a) die Lo¨sung H
unabha¨ngig von dem Ort der Leistungseinspeisung Θ war (siehe Abb. 3.3). So motiviert,
entfernen wir in Fall (a) und (b) Θ aus ∂Ω und behalten die rechte Seite der Variations-
formulierung (3.12). Im Fall (b) fu¨gen wir Ω∗ dafu¨r zu ΩC hinzu, so daß sich hier das
Gebiet vera¨ndert (siehe Abb. 3.5). Die Variationsformulierung lautet also wieder:
Finde H ∈ V0, so daß∫
ΩC
1
σ
rotH · rotH′ dx+ iω
∫
Ω
µH ·H′ dx = U
∫
γ+
H′ · ds ∀H′ ∈ V0 . (3.21)
Bemerkung 3.8 Eine Erweiterung auf den Mehrtorfall ist durch die Assoziierung von
Schleifen zu Toren mo¨glich.
Stromanregung
Die Nebenbedingung rotH′ = 0 in ΩI in der Definition des Raumes V0 in (2.26) kann
wie im Beweis von Lemma 3.1 konstruktiv durch eine Zerlegung in ΩI in Gradienten und
Cohomologievektorfelder sichergestellt werden:
V0 3 H′|ΩI = gradφ+
β1(ΩI)∑
i=1
qi , φ ∈ H1(ΩI) , (3.22)
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Abb. 3.5: Nichtlokale Anregungen: (a) Leiter mit Kontakt zum Gebietsrand mit Seifert-Fla¨che
Ξ von ΩI , (b) Leiterschleife ohne Kontakt zum Gebietsrand mit Seifert-Fla¨che Ξ von ΩI und
Seifert-Fla¨che Σ von ΩC
wobei die qi eine Basis der 1. Cohomologiegruppe H
1(ΩI) bilden, die wieder mit Hil-
fe von Schnittfla¨chen Ξi (Seifert-Fla¨chen), die die Cohomologiegruppe H
1(ΩI \ (Ξ1 ∪
· · · ∪ Ξβ1(ΩI))) trivial machen, konstruiert werden kann. Fu¨r den hier betrachteten Fall
(Abb. 3.5) ist wieder β1(ΩI) = 1, q1 := q,Ξ1 = Ξ, und wir ko¨nnen das Cohomologiefeld
konstruieren durch q := g˜rad θ, θ ∈ H1(ΩI \ Ξ), [θ]Ξ = 1, vgl. die Konstruktion im
Beweis von Lemma 3.1.
Sei q˜ eine H(rot; Ω)-Fortsetzung von q. Dann kann ausgehend von der Variations-
formulierung (2.27) der Gesamtstrom durch Σ+ durch Fixieren des Anteils von q˜ aus V0
festgelegt werden. Definiert man
V˜0 := {H′ ∈ V0 ,
∫
γ
H′ · ds = 0} ,
wobei γ := ∂Σ+, so lautet eine entsprechende Variationsformulierung, um den Strom
vorzuschreiben:
Finde H ∈ Iq˜+ V˜0, so daß∫
ΩC
1
σ
rotH · rotH′ dx+ iω
∫
Ω
µH ·H′ dx = 0 ∀H′ ∈ V˜0 . (3.23)
3.4.2 Widerspru¨che in Zusammenhang mit nichtlokalen Anregungen
In Abschnitt 3.1 haben wir gesehen, daß die Leistung entweder durch einen Generator-
strom JG oder durch inhomogene Randbedingungen dem Wirbelstrommodell zugefu¨hrt
werden kann. In (3.21) und (3.23) haben wir keine der beiden Quellarten. Das steht im
Widerspruch zur Energieerhaltung.
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Die Variationsprobleme (3.21) und (3.23) beschreiben die Physik in der Hinsicht
nicht, daß sie kein zu H passendes elektrisches Feld in ΩI zulassen, d.h. kein elektrisches
Feld E|ΩI , das Lo¨sung von
n×E = n×EC auf ΓC , (3.24a)
n×E = 0 auf ∂Ω \ ΓC (nur Situation (a)) , (3.24b)
rotE = −iω(µH) in ΩI , (3.24c)
div(²E) = 0 in ΩI , (3.24d)∫
Γi
²E · n dS = 0 (3.24e)
ist, wobei EC =
1
σ
rotH in ΩC . Die rechten Seiten in (3.24a), (3.24b) und (3.24c) mu¨ssen
eine Kompatibilita¨tsbedingung erfu¨llen (Stokes entlang ∂Ξ):∫
∂Ξ
EC · ds = −iω
∫
Ξ
µH · n dS (3.25)
— das Faradaysche Gesetz auf der Seifert-Fla¨che Ξ. Da bei der vorliegenden Regularita¨t
das Linienintegral in (3.25) nicht definiert ist (E ist nur in L2(Ω)), betrachten wir (3.25)
in schwacher Form (siehe [AFV01]):∫
∂ΩC
1
σ
(rotH× n) · q˜ dS + iω
∫
ΩI
µH · q˜ dx = 0 . (3.26)
Satz 3.2 Fu¨r Lo¨sungen von (3.21) oder (3.23) ist (3.26) verletzt.
Beweis: Durch Testen von (3.21) mit H′ ∈ V0 bzw. (3.23) mit H′ ∈ V˜0 mit
H′ =
{
H′|ΩC ∈ C∞0 (ΩC) ,
H′|ΩI ≡ 0 ,
sehen wir, daß fu¨r jede Lo¨sung H in ΩC
rot
1
σ
rotH+ iω(µH) = 0
im Distributionensinne erfu¨llt ist. Partielle Integration liefert dann fu¨r (3.23)∫
∂ΩC
1
σ
(rotH× n) ·H′ dS + iω
∫
ΩI
µH ·H′ dx = 0 .
Da jedoch q˜ /∈ V˜0 wird (3.26) nicht impliziert. Fu¨r (3.21) ergibt sich mit H′ = q˜ ∈ V0∫
∂ΩC
1
σ
(rotH× n) · q˜ dS + iω
∫
ΩI
µH · q˜ dx = U 6= 0
in Widerspruch zu (3.26).
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Um dennoch ein elektrisches Feld in ΩI erkla¨ren zu ko¨nnen, muß zumindest eine der
Bedingungen in (3.24) aufgegeben werden. Z.B. kann die Stetigkeitsbedingung [n×E]ΓC =
0 geopfert werden, so daß
E /∈H(rot; Ω) .
Wenn wir dies akzeptieren, wird auch klar, woher die Energie kommt, die das Wirbel-
stromproblem speist: Der Sprung [n× E]ΓC entspricht einem Sprung des Poyntingschen
Vektors S = 12E ×H∗ entlang ΓC und stellt somit eine Quelle dar. Die rechte Seite der
Leistungsbilanz (3.1) muß um den Term
PΓC := −12
∫
ΓC
H∗ · [n×E]ΓC dS
erweitert werden, der eine fla¨chenhafte Quelle am Leiterrand darstellt.
3.4.3 E-basierte Formulierung
Wir betrachten wieder die Anordnungen in Abb. 3.5. Wie oben erkla¨rt, suchen wir bei
einer nichtlokalen Anregung E nicht inH(rot; Ω). Wir setzen daher mit E0 ∈H0(rot; Ω)
und U ∈ C
E = E0 − U p˜ . (3.27)
p˜ wird wie folgt konstruiert: Im Fall (a) setze
p := grad θ , θ ∈ H1(ΩC) , θ|Σ+ = 1 , θ|Σ− = 0 . (3.28)
Es sei bemerkt, daß keine wirbelfreie Fortsetzung von p nachH0(rot; Ω) existiert. Im Fall
(b) sei p ein Repra¨sentant der 1. Cohomologiegruppe von H1(ΩC) und werde konstruiert
durch
p := g˜rad θ , θ ∈ H1(ΩC \ Σ) , [θ]Σ = 1 . (3.29)
In beiden Fa¨llen wird p in ΩI mit Null fortgesetzt:
p˜ :=
{
p in ΩC ,
0 in ΩI .
Nachdem wir auf diese Weise ein auf ΓC tangential unstetiges E erkla¨rt haben,
E /∈ H(rot; Ω), ko¨nnen wir E-basierte Variationsformulierungen mit Spannungs- und
Stromanregung angeben, wobei das elektrische Feld durch (3.27) gegeben ist:
Spannungsanregung
Finde E0 ∈H0(rot; Ω), so daß ∀E′ ∈H0(rot; Ω)∫
Ω
1
µ
rotE0 · rotE′ dx+ iω
∫
ΩC
σE0 ·E′ dx = iω U
∫
ΩC
σp ·E′ dx . (3.30)
3.4 Nichtlokale Anregungen 57
Stromanregung
Finde E0 ∈H0(rot; Ω) und U ∈ C, so daß ∀E′ ∈H0(rot; Ω)∫
Ω
1
µ
rotE0 · rotE′ dx+ iω
∫
ΩC
σE0 ·E′ dx− iω U
∫
ΩC
σ p ·E′ dx= 0 ,∫
ΩC
σE0 · p dx − U
∫
ΩC
σ |p|2 dx = I .
(3.31)
Der Ausdruck fu¨r die in das Wirbelstromproblem eingespeiste Leistung ist sowohl
bei Spannungs- als auch bei Stromanregung P = 12U I
∗, U ist die Umlaufspannung. Der
Strom I ist in beiden Fa¨llen durch die zweite Gleichung in (3.31) gegeben.
3.4.4 Physikalische Interpretation der nichtlokalen Anregungen
Wir haben gesehen, daß die vorgestellten nichtlokalen Anregungen auf elektrische Felder
fu¨hren, die nicht in H(rot; Ω) liegen, da ihre Tangentialkomponenten auf ΓC springen
und der Sprung der Ort der Energieeinspeisung in das Modell ist. Die Ursache fu¨r diese
unnatu¨rliche Eigenschaft unseres Modells liegt in der das urspru¨ngliche Modell u¨berbe-
stimmenden Forderung, einen Strom oder eine Spannung vorschreiben zu wollen, ohne
eine explizite Quelle (Generatorstromverteilung oder Randbedingung) modelliert zu ha-
ben. Letztere existieren natu¨rlich stets in der Realita¨t. Wir mu¨ssen daher jetzt einen
”
um-
gekehrten Modellierungsschritt“ machen und danach fragen, wie eine Situation aussehen
ko¨nnte, die (evtl. na¨herungsweise) solch einen Sprung des elektrischen Feldes verursacht,
und ob diese Situation von Interesse ist. Ansonsten wa¨re das Modell mit nichtlokaler
Anregung ohne Relevanz.
Diesen Punkt zu kla¨ren ist insbesondere deshalb wichtig, da die vorgestellten Varia-
tionsformulierungen bzw. Varianten davon bereits fu¨r praktische Rechnungen verwendet
werden, siehe z.B. [Hip02b] fu¨r die H-basierte, [DHL99] fu¨r eine E-basierte Formulierung
(mit Vektorpotential).
Die Bemerkung 3.4 zeigt, daß sich nichtlokale Anregungen nicht als Grenzprozeß einer
Anordnung mit Kontakten deuten lassen. Jedoch gibt es eine andere Deutung, die relevant
ist (in dem Sinn, daß sie na¨herungsweise technisch umsetzbar ist und interessierende Si-
tuationen beschreibt): Die Spru¨nge [n×E]ΓC lassen sich als Idealisierung du¨nner Spulen,
die in ihrer Umgebung kein magnetisches Feld hervorrufen, deuten, siehe Abb. 3.6. Die
Idealisierung besteht darin, daß die Spulen als unendlich du¨nn angesehen werden und nur
deren Auswirkung auf das elektrische Feld in deren Umgebung noch in die Modellierung
eingeht. (Das umgebende magnetische Feld wird ja per Konstruktion nicht beeinflußt.)
Die Felder innerhalb der du¨nnen Spule werden in der weiteren Modellierung nicht mehr
betrachtet. Und genau das ist die Ursache fu¨r die beobachtete Verletzung des Faraday-
schen Gesetzes: Die magnetische Flußa¨nderung innerhalb der du¨nnen Spulen fehlt. Somit
ist auch die Art der Quelle eigentlich wieder eine gegebene Stromdichteverteilung.
Daß die genannten Spulen mit außen verschwindendem Magnetfeld grundsa¨tzlich
mo¨glich sind, sieht man, indem man deren Vektorpotential AG analog zu q˜ in (3.23)
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Abb. 3.6: Infinitesimale Spule mit Stromverteilung, die außerhalb der Spule ein verschwindendes
Magnetfeld erzeugt. Zur Verdeutlichung der Stromverteilung wurde die Spule an einer Stelle offen
gezeichnet.
konstruiert (siehe auch [Bos98a, U¨bung 8.5]): Sei ΩG das von der Spule u¨berdeckte Ge-
biet, Ω′G das Komplement Ω
′
G := Ω \ ΩG, Ξ die entsprechende Seifert-Fla¨che, so daß die
Cohomologiegruppe H1(Ω′G \ Ξ) trivial ist. Definiere
AG|Ω′G := g˜rad θ , θ ∈ H
1(Ω′G \ Ξ) , [θ]Ξ = 1
und setze H(rot; Ω)-konform nach ΩG fort. Dann gilt mit BG := rotAG
BG ≡ 0 in Ω′G .
Andererseits verschwindet bei zeitlicher A¨nderung der Amplitude von AG das Umlaufin-
tegral
∫
γ
−iωAG · ds =
∫
γ
EG · ds entlang des geschlossenen Pfades γ ⊂ ΩC in Abb. 3.6
nicht, so daß auf diese Weise eine induktive Einkopplung von Stro¨men durch ein außerhalb
der Spule verschwindendes iωBG erfolgen kann.
Wir fassen zusammen: Die Lage dieser infinitesimalen Spulen ist fu¨r das magnetische
Feld irrelevant, daher ja die Bezeichnung nichtlokal fu¨r die Anregungsart. Fu¨r das elek-
trische Feld im Nichtleiter ΩI allerdings muß deren Lage angegeben werden, so daß deren
nichtlokaler Charakter dann verloren geht. Hier wird wieder deutlich: Im Wirbelstrom-
modell erfordert die Bestimmung des elektrischen Feldes in ganz Ω mehr Informationen
als zur Bestimmung des magnetischen Feldes no¨tig sind. Zu den zusa¨tzlichen Informa-
tionen u¨ber die Ladungsdichten in ΩI und Gesamtladungen der Leiter kommt hier die
Information u¨ber die Lage der idealisierten Quellen hinzu.
Kopplung mit Netzwerkgleichungen
Die Interpretation der nichtlokalen Anregungen als induktive hat wichtige Konsequenzen
fu¨r eine eventuelle Kopplung zu Netzwerkgleichungen: Der Strom I im Leiter ΩC ist
nicht identisch mit dem Netzwerkstrom IL an dem assoziierten Tor, da letzterer mit dem
(unbekannten) Spulenstrom identifiziert werden muß. Eine Kopplung durch den Erhalt
der Stro¨me wie bei den anderen Anregungsarten kommt daher nicht in Betracht.
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Jedoch ist die magnetische Flußa¨nderung iωΦ, die sich hinter dem Sprung [n×E]ΓC
verbirgt, ein guter Kandidat fu¨r eine Kopplung, da sie in beiden Modellen eindeutig de-
finiert ist. Da der Sprung des E-Feldes durch das Cohomologievektorfeld erzeugt wird,
erhalten wir fu¨r jede geschlossene Kurve γ ⊂ ΓC , die einmal um die Leiterschleife herum-
geht (siehe Abb. 3.6),
−iωΦ =
∫
γ
[n×E]ΓC · ds = U ,
was den Namen
”
Umlaufspannung“ fu¨r U motiviert. Die Tatsache, daß U nicht von der
Wahl des Pfades γ abha¨ngt, ist notwendig, um von
”
der Umlaufspannung“ zu sprechen,
und liegt technisch gesprochen an der speziellen Konstruktion der Spule, die kein ma-
gnetisches Außenfeld erzeugt. Fu¨r die sog. induzierte Klemmspannung Uind der Spule im
Netzwerkmodell gilt
Uind = −N iωΦ = N U ,
wobei N die Anzahl der Windungen ist.
Den Kopplungsstrom in der Spule IL kann man u¨ber die Forderung nach Erhaltung
der Leistungen berechnen — verglichen mit den anderen Anregungen haben sich also
bezogen auf die Kopplung die Rollen von U und I vertauscht. Fu¨r die Berechnung von
IL muß dabei zusa¨tzlich entweder die A¨nderung der magnetischen Energie innerhalb der
Spule WL oder die Eigeninduktivita¨t L bekannt sein:
PNetzwerk =
1
2Uind I
∗
L = iωWL + P =
iω
2 L |IL|2 + 12U I∗ ,
wobei P die an das modellierte Wirbelstromproblem (ohne die Spule) abgegebene kom-
plexe Leistung und PNetzwerk die an dem Tor vom Netzwerkmodell abgegebene Gesamt-
leistung ist.
Die beno¨tigte Zusatzinformation spiegelt die Tatsache wieder, daß unterschiedliche
Spulen, die bei gleicher Klemmspannung Uind unterschiedliche Umlaufspannungen U er-
zeugen, verwendet werden ko¨nnen.
4 Finite Elemente und adaptive
Mehrgitterverfahren
Die Variationsformulierungen der vorigen Kapitel sind mathematische Modelle des Wir-
belstromproblems. Praxisrelevante Problemstellungen ko¨nnen nur mit Hilfe numerischer
Verfahren gelo¨st werden. Dafu¨r mu¨ssen die Variationsformulierungen durch eine Diskreti-
sierung in lineare Gleichungssysteme abgebildet werden. Anschließend sollen die erhalte-
nen Systeme mo¨glichst effizient gelo¨st werden. Dieses Kapitel beschreibt die Umsetzung
dieser beiden Teilaufgaben und bildet den Schwerpunkt dieser Arbeit. Teile dieses Kapi-
tels sind bereits in der Arbeit [Ste02] des Autors enthalten.
4.1 Finite-Element-Diskretisierung
Das Wirbelstromproblem liegt in Form der Variationsformulierungen in Kap. 2.3 vor. Dies
legt die Diskretisierung mit der Ritz-Galerkin-Methode nahe, bei der man den zugrun-
deliegenden Ansatz- und Testraum durch einen endlichdimensionalen Teilraum ersetzt.
Wa¨hlt man Basisfunktionen, die zu den geometrischen Objekten einer Triangulierung
Th des Gebietes Ω assoziiert sind und lokalen Tra¨ger haben, fu¨hrt dies auf die Finite-
Element-Methode (FEM), die wir im folgenden verwenden.
Zuna¨chst wollen wir einige Begriffe genauer spezifizieren. Sei Ωh ein Lipschitz-Poly-
eder, welches Ω approximiert. Dabei sollen die Knoten des Randes von Ωh auf dem Rand
von Ω liegen. Weiterhin existiere eine Abbildung der Randdaten von ∂Ω auf ∂Ωh. Wir
unterscheiden zwischen Ωh und Ω, da wir in den folgenden Kapiteln auch Folgen von
Approximationen des Gebietes Ω verwenden.
Definition 4.1 (Simplizes) Die zu d gegebenen Raumpunkte a0, . . . ,ad ∈ Rd gegebene
Menge
T :=
x =
k∑
j=0
λjaj
∣∣∣∣∣∣
k∑
j=0
λj = 1; λj ∈ [0, 1], 0 ≤ j ≤ d
 (4.1)
heißt Simplex.
Im Fall d = 2 sind dies Dreiecke, im Fall d = 3 Tetraeder.
Definition 4.2 (Baryzentrische Koordinaten) Die zu jedem x ∈ T eindeutig gege-
benen λj(x) in (4.1) heißen baryzentrische Koordinaten.
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Definition 4.3 (Konsistente Triangulierung) Unter einer konsistenten Triangulie-
rung Th von Ωh verstehen wir eine endliche Menge von Simplizes T ∈ Ωh, so daß
(i) vol(T ) > 0 ∀T ∈ Th
(ii) ∪T∈ThT = Ωh
(iii) T ∩ T ′ ist leer, ein Knoten, eine Kante oder eine Fla¨che ∀T, T ′ ∈ Th, T 6= T ′.
Die Menge der Knoten (engl. nodes) der Triangulierung bezeichnen wir mit N (Th),
die Menge der orientierten Kanten (engl. edges) mit E(Th) und die Menge der orientierten
Seitenfla¨chen (engl. faces) mit F(Th). Weiterhin setzen wirNN := |N (Th)|,NE := |E(Th)|,
NF := |F(Th)| und NT := |Th|, wobei |·| die Ma¨chtigkeit der entsprechenden Menge
bezeichnet. Der Parameter h ist ein (reziprokes) Maß fu¨r die Feinheit der Triangulierung.
Wir wa¨hlen
h := max{diam(T ) : T ∈ Th} ,
so daß h die La¨nge der gro¨ßten Simplexkante ist. Im Sinne einer Konvergenzbetrachtung
h → 0 nehmen wir an, daß die Familie der Triangulierungen {Th}h stabil ist. Damit ist
gemeint, daß die Winkel der Elemente fu¨r kleiner werdendes h nicht zu schlecht werden.
Dies kann durch die Forderung, daß
sup
Th
max
T∈Th
diam (T )
ρ(T )
durch eine Konstante beschra¨nkt ist, pra¨zisiert werden. Dabei ist ρ(T ) der Durchmesser
der gro¨ßten in T enthaltenen Kugel.
Wir setzen stets voraus, daß die Leiterra¨nder und Ra¨nder mit Dirichlet-Randbe-
dingungen von der Triangulierung aufgelo¨st werden, d.h. daß sie aus vollsta¨ndigen Sim-
plexra¨ndern F ∈ F(Th) gebildet werden.
4.1.1 Whitney-Elemente
Fu¨r Variationsformulierungen, die auf dem Raum H(rot; Ω) basieren, haben sich in
letzter Zeit die H(rot; Ω)-konformen Whitney-1-Elemente etabliert. In der Sprache des
Differentialformen-Kalku¨ls stellen diese diskrete 1-Formen dar, weshalb man auch von
Whitney-1-Formen spricht. Zusammen mit anderen diskreten Differentialformen (Whit-
ney-k-Formen) wurden sie urspru¨nglich von Whitney [Whi57] als ein Werkzeug der alge-
braischen Topologie entwickelt. Ihre Bedeutung als finite Elemente fu¨r elektromagnetische
Probleme wurde von Bossavit erkannt, [Bos88b, Bos88a]. Eine sehr ausfu¨hrliche Diskus-
sion findet sich in [Bos98a, Kap. 5].
Unabha¨ngig von dem differentialgeometrischen Kontext wurden Whitney-Elemente
von Ne´de´lec als gemischte finite Elemente niedrigster polynomialer Ordnung wiederent-
deckt, [Ne´d80, Ne´d86]. Die Whitney-1-Elemente bezeichnet man daher auch als Ne´de´lec-
Elemente erster Art und niedrigster Ordnung. Von Whitney urspru¨nglich nur fu¨r sim-
pliziale Gitter entwickelt, gibt es mittlerweile Whitney-Elemente fu¨r Hexaeder, Prismen
und Pyramiden und auch Whitney-Elemente ho¨herer Ordnung, siehe [DHN+94, GH99,
Hip01, Bos02]. Wir beschra¨nken uns hier auf den Fall niedrigster Ordnung auf Simplizes.
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Whitney-0-Elemente sind die bekannten stetigen, stu¨ckweise linearen Lagrange-Ele-
mente, Whitney-2-Elemente sind die H(div; Ω)-konformen Raviart-Thomas-Elemente
(RT 0(Th)-Elemente, siehe [RT77]) und Whitney-3-Elemente sind die elementweise kon-
stanten Funktionen auf Th. Durch Whitney-0- und Whitney-3-Elemente werden also ska-
lare Funktionen diskretisiert, durch Whitney-1- und Whitney-2-Elemente Vektorfelder.
Die entsprechenden Ra¨ume der Whitney-Elemente bezeichnen wir mitW0(Th), W1(Th),
W2(Th), W3(Th).
Whitney-1-Elemente
Der Raum W1(Th) der Whitney-1-Elemente sind wie folgt definiert. Auf einem Element
T ∈ Th ist
W1(T ) := {x 7→ a+ b× x, a,b ∈ R3} .
Fu¨r W1(Th) ⊂ H(rot; Ω) mu¨ssen die u ∈ W1(Th) an den Elementgrenzen tangential
stetig sein, was durch eine angemessene Wahl der Freiheitsgrade κe∈E(Cth) sichergestellt
wird. Diese sind gerade die Zirkulationen entlang der orientierten Gitterkanten,
κe(u) =
∫
e
u · ds, e ∈ E(Th) ,
was den Whitney-1-Elementen auch den Namen Kantenelemente gegeben hat. Eine Basis
{ξe}e∈E(Th) von W1(Th) erhalten wir dann durch
κe1(ξe2) :=
{
1 falls e1 = e2 ∈ E(Th)
0 sonst
.
Die Basisfunktionen haben lokale Tra¨ger. Fu¨r ein Tetraeder T ∈ Th mit den Eckknoten
a1, . . . ,a4 gibt es eine explizite Darstellung der lokalen Basisfunktionen ξe(ij),T durch die
baryzentrischen Koordinatenfunktionen λi, i = 0, . . . , 3 von T ,
ξe(ij),T (x) := λi(x)gradλj(x)− λj(x)gradλi(x) ,
wobei e(i, j) ∈ E(T ) die Kante vom Knoten ai nach Knoten aj ist. Aus dieser Darstellung
ergibt sich sofort
rot ξe(ij),T (x) = 2gradλi(x)× gradλj(x) ,
d.h. die Rotation der Basisfunktionen von W1(Th) ist elementweise konstant, da gradλi
elementweise konstant ist.
Whitney-2-Elemente
Analog verha¨lt es sich fu¨r die H(div; Ω)-konformen Whitney-2-Elemente. Hier sind die
Freiheitsgrade die Flu¨sse durch die Elementseiten F ∈ F(Th), die Divergenz der Funk-
tionen in W2(Th) ist elementweise konstant. Die Basis von W2(Th) bezeichnen wir mit
{ψF∈F(Th)}. Die lokalen Basisfunktionen auf den Elementen haben die Darstellung
ψF (ijk),T := 2(λi gradλj × gradλk + λj gradλk × gradλi + λk gradλi × gradλj) .
64 Finite Elemente und adaptive Mehrgitterverfahren
Dabei bezeichnet F (ijk) die durch ai, aj , ak ∈ R3 aufgespannte Tetraederseite. Die
Argumente der baryzentrischen Koordinaten wurden der besseren Lesbarkeit halber weg-
gelassen.
Vorteile der Whitney-Elemente
Gegenu¨ber einer komponentenweisen Diskretisierung der E- oderH-Felder mit stu¨ckweise
linearen Lagrange-Elementen (
”
Knotenelementen“) hat die Diskretisierung mit Whitney-
1-Elementen folgende Vorteile:
• Dirichlet-Randbedingungen ko¨nnen einfach durch Festlegen der Kantenzirkulatio-
nen auf dem Dirichlet-Rand implementiert werden. Im Gegensatz zu Knotenele-
menten macht dies auch an Ecken und Kanten keine Probleme.
• An Materialgrenzen kann die Normalkomponente springen, was dem physikalischen
Verhalten entspricht. Die Stetigkeit der Knotenelemente ist unnatu¨rlich.
• Der Raum der vektoriellen Knotenelemente ist H1(Ω)-konform. Da aber im Falle
einspringender Ecken der Raum H1(Ω) ein echter, abgeschlossener Unterraum von
H0(rot; Ω)∩H(div; Ω) ist [CD97], kann eine Diskretisierung mit Knotenelementen
keine geeignete Approximation des Problems liefern; der Raum ist — etwas salopp
formuliert — einfach zu klein, siehe [Hip02a, Abschnitt 6].
• Bei dem Maxwell-Eigenwertproblem treten mit Knotenelementen unphysikalische
Eigenlo¨sungen, sogenannte
”
Geistermoden“ auf, mit Whitney-1-Elementen nicht,
siehe z.B.[Bos90, Bof01].
Der Hauptvorteil (und dieser ist z.T. Ursache der zuvor genannten Vorteile) der
Diskretisierung mit Whitney-Elementen ist deren strukturelle Eigenschaft: Die dem kon-
tinuierlichen Problem innewohnende Struktur in Form des De Rham-Komplexes (1.8)
hat ein diskretes A¨quivalent, den Whitney-Komplex (siehe obere Zeile des Diagramms
in Abb. 4.1). Dies bedeutet, daß fu¨r Whitney-1-Elemente diskrete Skalarpotentiale zur
Verfu¨gung stehen, die wiederum Whitney-Elemente sind (die Whitney-0-Elemente). De-
ren Gradienten sind ein Unterraum von W1(Th) und bilden den Kern von rot, falls Ω
zusammenziehbar ist.
Analog verha¨lt es sich mit den Whitney-2-Elementen. Diskrete Vektorpotentiale ste-
hen in Form der Whitney-1-Elemente zur Verfu¨gung, deren Rotation (wieder im Fall
trivialer Topologie) den Kern des div-Operators auf W2(Th) bilden.
W0(Th) grad−−−−→ W1(Th) rot−−−−→ W2(Th) div−−−−→ W3(Th)∥∥∥ ∥∥∥ ∥∥∥ ∥∥∥
CNN G−−−−→ CNE R−−−−→ CNF D−−−−→ CNT
Abb. 4.1: Whitney-Komplex
4.1 Finite-Element-Diskretisierung 65
Die Matrixoperatoren G, R, D
Die Operatoren grad, rot, div haben ihr algebraisches A¨quivalent in Form der Inzidenz-
matrizen G,R undD, die sich aus den Darstellungen in den Whitney-Basen ergeben. Die
Operatoren bilden die Vektoren der Freiheitsgrade (Koeffizientenvektoren) der Whitney-
k-Elemente auf die Freiheitsgrade der Whitney-(k + 1)-Elemente ab, wie in der unteren
Reihe des Diagramms in Abb. 4.1 dargestellt ist. Die vertikalen Linien in dem Diagramm
bezeichnen die Isomorphismen zwischen den Vektoren der Freiheitsgrade und den Ele-
menten der Whitney-Ra¨ume.
Bemerkung 4.1 Die Vektoren der Freiheitsgrade (Koeffizientenvektoren) von W0(Th),
W1(Th), W2(Th) und W3(Th) sind Elemente von CN (Th), CE(Th), CF(Th) und CTh . Wir
identifizieren diese Ra¨ume jeweils mit CNN , CNE , CNF und CNT .
Die Eintra¨ge der Inzidenzmatrizen repra¨sentieren die Gittertopologie. Die Eintra¨ge
der Inzidenzmatrizen sind +1,−1 oder 0. So sind die Eintra¨ge der Knoten-Kanten-
Inzidenz-Matrix G = (Gij)
Gij =

+1 falls Kante i an Knoten j endet
−1 falls Kante i an Knoten j beginnt ,
0 sonst .
Die Matrix G spielt die Rolle des diskreten Gradienten. In gleicher Weise spielen die
Kanten-Fla¨chen-Inzidenz-Matrix R = (Rij) und die Fla¨chen-Element-Inzidenzmatrix
D = (Dij) die Rollen der auf den Vektor der Gitterzirkulationen wirkenden diskreten
Rotation und die auf den Vektor der Gitterflu¨sse wirkenden diskreten Divergenz. Ihre
Eintra¨ge sind
Rij =

+1 falls die Kante i die Fla¨che j begrenzt
und deren Rand positiv durchla¨uft ,
−1 falls die Kante i die Fla¨che j begrenzt
und deren Rand negativ durchla¨uft ,
0 sonst ,
Dij =

+1 falls die Fla¨che i das Tetraeder j begrenzt
und die gleiche Orientierung wie dessen Rand hat ,
−1 falls die Fla¨che i das Tetraeder j begrenzt
und die entgegengesetzte Orientierung wie dessen Rand hat ,
0 sonst .
Die Identita¨ten rot grad = 0 und div rot = 0 spiegeln sich in den algebraischen Bezie-
hungen
RG = 0 und DR = 0 (4.2)
wieder.
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4.1.2 Auswahl der Formulierung: E- vs. H-basiert
In den Kapiteln 2 und 3 haben wir zwei verschiedene Formulierungen des Wirbelstrom-
problems betrachtet, die elektrische (E-basierte) und die magnetische (H-basierte). Bei-
den Variationsformulierungen liegt der Raum H(rot; Ω) zugrunde, so daß beide mit
Whitney-1-Formen diskretisiert werden ko¨nnen, allerdings enthalten die Lo¨sungsra¨ume
unterschiedliche Nebenbedingungen.
Fu¨r das H-basierte Variationsproblem (2.27) ist es die Nebenbedingung
rotH = JG in ΩI ,
die beru¨cksichtigt werden muß. Hierfu¨r gibt es verschiedene Mo¨glichkeiten:
1. Man verwendet eine Sattelpunktformulierung, siehe [Bos98a, Kap. 8.3.1]. Die Nach-
teile sind hier, daß spezielle Lo¨sungsverfahren verwendet werden mu¨ssen, um das
entstehende Gleichungssystem zu lo¨sen. Weiterhin tritt durch die Einfu¨hrung des
Lagrange-Multiplikators eine Vermehrung der Unbekannten auf.
2. Durch die Anwendung sogenannter Tree-Cotree-Techniken kann das Problem auf
unabha¨ngige Freiheitsgrade reduziert werden (siehe z.B. [Bos98a, KFB98]). Jedoch
ha¨ngt die Kondition des entstehenden Gleichungssystems bei diesen graphenba-
sierten Methoden sehr von der Konstruktion des Baumes ab. Der Schwachpunkt
resultiert aus der Tatsache, daß es sich um rein algebraische Verfahren handelt, bei
denen die Metrik des Problems praktisch unberu¨cksichtigt bleibt.
3. Es kann im stromfreien Gebietsteil mit einem Gradientenfeld gerechnet werden, was
auf die sogenannte H-φ-Formulierung fu¨hrt. Hier wird durch den Ansatz automa-
tisch rotH = JG in ΩI erfu¨llt, indem im Nichtleiter H = gradφ + HG gesetzt
wird. HG ist eine partikula¨re Lo¨sung, so daß rotHG = JG, die beispielsweise mit
dem Gesetz von Biot-Savart oder ebenfalls durch Tree-Cotree-Techniken (siehe z.B.
[DHR+97]) berechnet werden kann. Eine weitere, vielversprechende Alternative in
Zusammenhang mit Multilevel-Triangulierungen findet man in [Hip00b].
Bei nichttrivialen Leitertopologien (wenn die erste Betti-Zahl β1(ΩC) ≥ 1 ist)
mu¨ssen fu¨r diese Methode allerdings Seifert-Fla¨chen (siehe Kap. 1.2) konstruiert
werden, um mit Hilfe springender Skalarpotentiale (wie sie in Kap. 3 benutzt
wurden) entsprechende Cohomologieanteile der Lo¨sung repra¨sentieren zu ko¨nnen.
Die automatische Konstruktion dieser Fla¨chen ist Gegenstand aktueller Forschung
und fu¨hrt auf Algorithmen mit O(N2)-Komplexita¨t, siehe [Kot87, Kot89, GK01b,
GK01a]. Dieselbe Komplexita¨t erfordert die Konstruktion der entsprechenden Co-
homologiefelder, wenn das Skalarpotential in Verbindung mit Randelementmetho-
den verwendet wird, siehe [HO01, Ost02], wobei hier N die Anzahl der Kanten der
Leiterra¨nder ist.
Fu¨r die E-basierte Variationsformulierung (2.30) ist ebenfalls eine Nebenbedingung
an die Lo¨sung zu stellen, wenn die Lo¨sung eindeutig sein soll, siehe Satz 2.2. Dru¨cken wir
die Nebenbedingung in schwacher Form aus, erhalten wir folgende Sattelpunktformulie-
rung, wobei wir vereinfachend n × E = 0 auf dem Rand annehmen und verlangen, daß
keiner der Leiter ΩC,i den Gebietsrand ∂Ω beru¨hrt.
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Hierfu¨r definieren wir den Raum
V := {λ ∈ H1(ΩI) : λ|∂Ω = 0, λ|∂ΩC,i = konst. ∀i ∈ {1, .., β2(Ωi)}} . (4.3)
Die Sattelpunktformulierung lautet dann:
Finde E ∈H0(rot; Ω) und λ ∈ V, so daß ∀E′ ∈H0(rot; Ω) und ∀λ′ ∈ V∫
Ω
1
µ
rotE · rotE′ dx+ iω
∫
ΩC
σE ·E′ dx+
∫
ΩI
E′ · gradλ dx = −iω
∫
ΩG
JG ·E′ dx , (4.4a)
∫
ΩI
E · gradλ′ dx = 0 . (4.4b)
Die Nebenbedingung (4.4b) erzwingt die schwache Divergenzfreiheit von E im Nichtleiter
und das Verschwinden der Leiterladungen und macht E damit eindeutig, vgl. Kap 2.2.
Interessiert uns jedoch als Modellierungsgro¨ße das elektrische Feld E gar nicht, son-
dern ausschließlich das MagnetfeldH und die Stro¨me, wie es in den meisten Wirbelstrom-
anwendungen der Fall ist, kann die Nebenbedingung fallengelassen werden. Dies ist ein
wesentlicher Unterschied zurH-Formulierung, bei der in der Nebenbedingung wesentliche
Modellinformation enthalten ist. Wir erhalten dann die sogenannte nichtgeeichte Formu-
lierung1, siehe (2.30):
Suche E ∈H0(rot; Ω), so daß ∀E′ ∈H0(rot; Ω)∫
Ω
1
µ
rotE · rotE′ dx+ iω
∫
ΩC
σE ·E′ dx = −iω
∫
Ω
JG ·E′ dx . (4.5)
Da diese Formulierung im Unterschied zu der H-Formulierung bei nichttrivialen To-
pologien keinerlei Extraaufwand erfordert und auch Erregungsstro¨me einfach realisiert
werden ko¨nnen, wa¨hlen wir diese fu¨r unsere Berechnungen. Wie wir sehen werden, ist
auch die Nichteindeutigkeit der Lo¨sung fu¨r die numerische Lo¨sung des Problems unpro-
blematisch.
4.1.3 Diskretes Wirbelstromproblem
Um Dirichlet-Randbindungen zu beru¨cksichtigen, definieren wir W10(Th) als den Raum
der Whitney-Elemente, bei dem die Freiheitsgrade fu¨r Kanten, die Teil des Randes sind,
verschwinden. Die Anzahl der Freiheitsgrade NE reduziert sich dann auf die Anzahl der
”
aktiven“ Kanten, die nicht am Rand liegen.
Um die diskrete Formulierung zu erhalten, dru¨cken wir Eh ∈ W10(Th) durch die
Basis der Whitney-1-Elemente aus
Eh =
NE∑
j=1
ξj x
c
j .
1 Die Namensgebung deutet an, daß E in ΩI nur die Rolle eines Vektorpotentials spielt.
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Der Vektor der Freiheitsgrade ist xc = (xcj)j ∈ CNE . Einsetzen in (4.5) und Testen mit
allen Whitney-1-Basisfunktionen ergibt das diskrete Problem:
Suche xc ∈ CNE , so daß fu¨r i = 1, . . . , NE
NE∑
j=1
∫
Ω
1
µ
rot ξj · rot ξi dx+ iω
∫
ΩC
σ ξj · ξi dx
 xcj = −iω∫
Ω
JG · ξi dx . (4.6)
Wir definieren noch die Massenmatrizen der Whitney-1- und der Whitney-2-Ele-
mente M1 ∈ RNE×NE und M2 ∈ RNF×NF . Deren Koeffizienten sind
M1,ij(α) :=
∫
Ω
α ξj · ξi dx ,
M2,ij(α) :=
∫
Ω
αψj ·ψi dx
mit α ∈ L∞(Ω). Weiterhin definieren wir noch den Vektor der rechten Seite bc := (bci )i ∈
CNE ,
bci := −iω
∫
Ω
JG · ξi dx .
Dann la¨ßt sich (4.6) als das komplexwertige lineare Gleichungssystem
Acxc = bc (4.7)
schreiben, wobei die Matrix A ∈ CNE×NE die Darstellung
Ac = RT M2(
1
µ
)R+ iωM1(σ) (4.8)
hat, siehe [Bos98a]. Die Matrix Ac ist du¨nn besetzt, komplex symmetrisch (nicht hermi-
tesch) und es gilt Re((xc)TAc(xc)∗) ≥ 0 fu¨r alle xc ∈ CNE . Ein hochgestelltes ’∗’-Zeichen
bedeutet wieder konjugiert komplex.
Bemerkung 4.2 (Konvergenzordnung) Aus der Approximationseigenschaft der Whit-
ney-1-Formen, siehe [Mon92, Mon93], und Anwendung des Cea-Lemmas ergibt sich fu¨r
h→ 0 die Konvergenzaussage
‖E−Eh‖E;Ω = O
(
h
)
,
falls E ∈H1(Ω) und rotE ∈H1(Ω).
Resultierend aus der Tatsache, daß es sich um eine ungeeichte Formulierung handelt,
ist die Matrix singula¨r, falls nichtleitende Gebietsteile existieren. Bei der Wahl der rechten
Seiten ist daher darauf zu achten, daß diese im Bildraum liegen. Dies kann jedoch durch
eine geeignete Berechnung der Erregungsstro¨me sichergestellt werden.
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Diskrete Vertra¨glichkeitsbedingung
Die Vertra¨glichkeitsbedingung, die bc erfu¨llen muß, erhalten wir aus der Linksmultiplika-
tion von (4.7) mit der transponierten Inzidenzmatrix GT . Unter Ausnutzung von (4.2)
ergibt sich
GTAc = GTRT M2(
1
µ
)R+ iωGT = iωGTM1(σ) = G
Tbc .
Bezeichne GTΩI die Zeilen von G
T , die zu Knoten in ΩI geho¨ren. Da im Nichtleiter σ = 0
ist, verschwindet hier die Massenmatrix und es folgt die Vertra¨glichkeitsbedingung
GTΩIb
c = 0 . (4.9)
Bedingung (4.9) ist die diskrete Form der schwachen Divergenzfreiheit von JG in ΩI , die
sich durch Testen des kontinuierlichen Problems mit Gradienten ergibt. Ist ein Vektorfeld
nur zu allen Gradientenfeldern in dem endlichdimensionalen Raum W1(Th)0 orthogonal,
sprechen wir [Bos98a] folgend von Th-schwacher Divergenzfreiheit.
Da die Knoten-Kanten Inzidenzmatrix nur von der Gittertopologie abha¨ngt, gilt die
folgende Bemerkung, die fu¨r das im na¨chsten Teilkapitel vorgestellte Mehrgitterverfahren
von Bedeutung ist.
Bemerkung 4.3 Die Erfu¨llung der Vertra¨glichkeitsbedingung ist invariant gegenu¨ber
einer A¨nderung der Gittermetrik, solange die Gittertopologie erhalten bleibt.
Bemerkung 4.4 Zusa¨tzlich zu Bedingung (4.9) muß auch das diskrete Analogon zur
Orthogonalita¨t der Erregungsstromdichte zu den Dirichlet-Vektorfeldern in ΩI gelten.
Diese la¨ßt sich durch Anwendung einer Matrix auf bc ausdru¨cken, die aus aufsummierten
Zeilen von GT besteht, die zu den Knoten auf ∂ΩC geho¨ren. Somit ist auch die Erfu¨llung
dieser Bedingung nur von der Gittertopologie abha¨ngig.
Reelles Gleichungssystem
Im weiteren Verlauf des Kapitels verwenden wir statt (4.7) das sich durch Zerlegung in
Real- und Imaginarteil erzeugte reelle System
Ax = b A ∈ RN×N , x ,b ∈ RN , (4.10)
wobei N = 2NE und
A :=
RT M2( 1µ)R −ωM1(σ)
ωM1(σ) R
T M2(
1
µ
)R
 , x :=
Rex
Imx
 , b :=
Reb
Imb
 .
4.1.4 Assemblierung
Das Gleichungssystem (4.10) wird wie u¨blich bei Finite-Element-Diskretisierungen ele-
mentweise assembliert. Es wird angenommen, daß die Materialkoeffizienten µ und σ ele-
mentweise konstant sind. Dann sind auch die Eintra¨ge der Steifigkeitsmatrix RTM2(
1
µ
)R
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elementweise konstant, so daß hier mit Hilfe der Mittelpunktregel integriert werden kann.
Fu¨r die Massenmatrix M1(σ) mu¨ssen Integrale u¨ber das Produkt zweier elementweise
linearer Funktionen berechnet werden, so daß hier eine Quadratur 2. Ordnung die Ter-
me exakt integriert. Auf ein Lumping (inexakte Quadratur der Massenmatrix) wurde
verzichtet, da die dadurch erreichte Zeiteinsparung unerheblich ist.
Dirichlet-Randbedingungen
Die Assemblierung wurde so realisiert, daß fu¨r alle Freiheitsgrade, auch fu¨r die auf dem
Dirichlet-Rand, eine Zeile des Gleichungssystems erzeugt wird. Nachtra¨glich werden die zu
Dirichlet-Ra¨ndern geho¨renden Zeilen des Gleichungssystems u¨berschrieben. Dabei wird
die rechte Seite auf den vorgegeben Dirichlet-Wert gesetzt und die entsprechende Ma-
trixzeile durch die entsprechende Zeile der Einheitsmatrix ersetzt. Dies ist algorithmisch
einfacher, als die Dirichlet-Freiheitsgrade herauszukondensieren.
4.1.5 Anregungen
Es wurden zwei verschiedene Anregungsarten implementiert: Inhomogene Dirichlet-Rand-
bedingungen und Generatorstromverteilungen. Mit letzteren kann man im Sinne von
Kapitel 3 Gesamtstro¨me in das Modell einpra¨gen. Dabei stehen beide Mo¨glichkeiten aus
Abschnitt 3.2 zur Verfu¨gung, sowohl geschlossene Stromschleifen (Fall (a)) als auch an
Leitern endende Stromquellen (Fall (b)). Der Einfachheit halber sind die vorgebbaren
Stromquellen wirbelfrei, so daß diese im Fall (b) durch einen Gradienten bzw. im Fall (a)
durch ein Neumann-Vektorfeld repra¨sentiert werden ko¨nnen.
Um die Stromquellen zu berechnen, sind dann Laplace-Probleme zu lo¨sen. Dabei ist
darauf zu achten, daß dies mit mo¨glichst hoher Genauigkeit geschieht, da ansonsten die
entstehende rechte Seite nicht im Bildraum der Matrix liegt.
4.1.6 Implementierung
Die Implementierung der Diskretisierung und aller weiteren in diesem Kapitel vorgestell-
ten Algorithmen wurde unter Verwendung der Simulationsumgebung UG2 (Kurzform von
unstrukturierte Gitter) durchgefu¨hrt. Die Simulationsumgebung UG ist in der Arbeits-
gruppe von G. Wittum entwickelt worden und wird sta¨ndig weiterentwickelt. Die erste
Version fu¨r zweidimensionale Probleme stammte von P. Bastian, siehe [Bas96], der da-
mals in der Arbeitsgruppe Wittum ta¨tig war. In den letzten Jahren ist UG zu einer
3D-Version weiterentwickelt und durch viele Anwendungen und numerische Methoden
erweitert worden. Die UG zugrundeliegende Idee ist, von einer spezifischen Applikation
unabha¨ngige Methoden und Datenstrukturen, wie sie zur Lo¨sung und Diskretisierung
partieller Differentialgleichungen beno¨tigt werden, zur Verfu¨gung zu stellen. Von beson-
derer Bedeutung ist dabei, daß durch die Verwendung der in UG vorhandenen Methoden,
adaptive Mehrgitterverfahren mit vertretbarem Zeitaufwand realisiert werden ko¨nnen,
siehe [Bas96, BBJ+97, BBJ+99, Lan01]. Einen weiteren Schwerpunkt bilden die paralle-
len Fa¨higkeiten von UG, die in dieser Arbeit allerdings nicht verwendet wurden.
2 UG-Homepage: http://cox.iwr.uni-heidelberg.de/~ug/
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Innerhalb dieser Arbeit wurde eine neue sogenannte
”
UG-Problemklasse“ implemen-
tiert, die alle Elektromagnetik-spezifischen Algorithmen entha¨lt. An dem applikations-
unabha¨ngigen Teil von UG wurden zahlreiche A¨nderungen vorgenommen, insbesondere
um dreidimensionale, komplexe Geometrien verwenden zu ko¨nnen. UG und die Elektro-
magnetik-Problemklasse sind in der Programmiersprache C geschrieben.
4.2 Mehrgitterverfahren
Die Dimension des entstehenden Gleichungssystems (4.10) kann sehr groß sein — fu¨r rea-
listische 3D Problemstellungen ist die Anzahl der Unbekannten N ca. 105 bis 108. Damit
scheiden direkte Lo¨sungsverfahren aus, da deren Aufwand zu groß ist. Hier sind iterative
Verfahren besser geeignet. Das verwendete Verfahren sollte dabei mo¨glichst optimal kom-
plex sein. Damit ist gemeint, daß der Rechenaufwand, um einen Anfangsfehler (gemessen
in einer geeigneten Norm) um einen festen Faktor zu reduzieren, O(N) ist. Die soge-
nannten Mehrgitterverfahren, mit denen sich dieses Kapitel bescha¨ftigt, haben i.a. diese
Eigenschaft. Zuna¨chst wenden wir uns aber den einfachen klassischen Iterationsverfahren
zu.
4.2.1 Klassische Iterationsverfahren
Definition 4.4 (Lineares, konsistentes Iterationsverfahren) Sei Ax = b ein ge-
gebenes lineares Gleichungssystem, A ∈ RN×N , b, c ∈ RN . Unter einem linearen, konsis-
tenten Iterationsverfahren verstehen wir eine Vorschrift
x(m+1) := x(m) + A˜
−1
(b−Ax(m)) , m = 0, 1, 2 . . . , (4.11)
mit einem beliebigen Startwert x(0) ∈ RN und einer von m unabha¨ngigen angena¨herten
Inversen A˜
−1 ∈ RN×N .
Ein lineares Iterationsverfahren ist durch die Angabe von A˜ eindeutig bestimmt. Die
Bezeichnung angena¨herte Inverse fu¨r A˜
−1
kommt daher, daß man mo¨glichst A˜
−1 ≈ A−1
wa¨hlen mo¨chte, da man dann eine schnelle Konvergenz des Verfahrens erwartet, denn
im Extremfall A˜
−1
= A−1 ergibt die Iteration schon nach einem Schritt die exakte
Lo¨sung. Andererseits soll A˜
−1
mo¨glichst leicht zu berechnen sein, was natu¨rlich kontra¨r
zu dem vorigen Wunsch ist und A˜ = A ausschließt. Manchmal wird die Matrix A˜ auch
Vorkonditionierer genannt, siehe Abschnitt 4.2.7.
Fu¨r typische Wahlen fu¨r A˜ schauen wir uns die einfachsten Vertreter der linearen
Iterationsverfahren, die sogenannten klassischen Iterationsverfahren an. Dazu sei A ein-
deutig in A = L +D + U zerlegt mit der strikten unteren Dreiecksmatrix L (d.h. die
Komponenten sind lij := aij fu¨r i > j, 0 sonst), der strikten oberen Dreiecksmatrix U
(d.h. die Komponenten sind uij := aij fu¨r i < j, 0 sonst) und D := diag(A). Falls die
Inverse von D existiert, sind die folgenden Verfahren wohldefiniert:
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Jacobi-Verfahren : A˜ =D
Gauß-Seidel-Verfahren : A˜ =D +L
SOR-Verfahren : A˜ =
1
θ
D +L
symmetrisches Gauß-Seidel-Verfahren : A˜ = (D +L)D−1 (D +U)
SSOR-Verfahren : A˜ =
1
θ
(D +L)
θ
2− θD
−1 (
1
θ
D +U)
Beim SOR- und SSOR-Verfahren heißt der Parameter θ Relaxationsparameter, wobei
0 ≤ θ ≤ 2 u¨blich ist. Fu¨r θ > 1 spricht man von U¨berrelaxation (der Name SOR ent-
stammt der englischen Bezeichnung successive overrelaxation) fu¨r θ < 1 von Unterrela-
xation. Das SOR-Verfahren ist fu¨r θ = 1 offensichtlich mit dem Gauß-Seidel-Verfahren
identisch. Ebenso ist dann auch die symmetrische Variante des SOR-Verfahrens, das
SSOR-Verfahren, mit dem symmetrischen Gauß-Seidel-Verfahren identisch. Es sind auch
geda¨mpfte Varianten der Verfahren u¨blich, bei denen man A˜ durch 1
ϑ
A˜ mit 0 < ϑ < 1
ersetzt, ϑ heißt Da¨mpfungsparameter3.
Mit M := I −A˜−1A kann man die Iteration (4.11) auch als
x(m+1) :=M x(m) + A˜
−1
b , m = 0, 1, 2 . . . , (4.12)
schreiben,M heißt Iterationsmatrix. Wie man sieht, ist die rechte Seite in (4.12) in x(m)
und b linear, daher kommt die Bezeichnung lineares Iterationsverfahren. Fu¨r den Fehler
e(m) := x− x(m) nach m Schritten des Iterationsverfahrens gilt
e(m) :=Mm e(0) , m ∈ N0 . (4.13)
Die Menge der Eigenwerte vonM heißt Spektrum vonM und wird mit σ(M) bezeichnet,
der Spektralradius ist ρ(M) := max{|λ| : λ ∈ σ(M)}. Der Fehler in (4.13) konvergiert ge-
nau dann (fu¨r jeden Anfangsfehler) gegen Null, wenn die Bedingung ρ(M) < 1 erfu¨llt ist,
siehe z.B. [Hac93]. Der Spektralradius der Iterationsmatrix gibt ebenfalls Auskunft u¨ber
die asymptotische Rate von
∥∥e(m+1)∥∥ / ∥∥e(m)∥∥ und wird deshalb auch (asymptotische)
Konvergenzrate oder Konvergenzgeschwindigkeit genannt.
Konvergenzaussagen fu¨r die genannten Verfahren erha¨lt man z.B. fu¨r symmetrisch
positiv definite Matrizen (siehe z.B.[Hac93]):
Satz 4.1 (Konvergenz fu¨r symmetrisch positiv definite Matrizen) Sei A sym-
metrisch positiv definit. Dann konvergiert
das Gauß-Seidel-Verfahren,
das symmetrische Gauß-Seidel-Verfahren,
das Jacobi-Verfahren, falls D −A symmetr. positiv definit ist,
das geda¨mpfte Jacobi-Verfahren, falls 0 < ϑ < 2/ρ(D−1A),
das SOR- und das SSOR-Verfahren, falls 0 < θ < 2.
3 Man beachte: Das Verfahren ist stark geda¨mpft, wenn der Da¨mpfungsparameter ϑ klein ist.
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Bemerkung 4.5 (Defektformulierung) Aus praktischen Gru¨nden schreibt man die
Iteration (4.11) oft durch Einfu¨hrung des Defektes d(m) := b−Ax(m) und der Korrektur
c(m) := x− x(m) im Schritt m als Defektkorrektur-Schema
d(0) := b−Ax(0) ,
c(m) := A˜
−1
d(m) ,
x(m+1) := x(m) + c(m) ,
d(m+1) := b−A c(m) , m = 0, 1, 2 . . . .
Diese Darstellung der Iteration ist fu¨r die Implementierung von Vorteil: Wird der De-
fekt wie in (4.11) bei jedem Schritt mit Hilfe der aktuellen Lo¨sung durch (b −Ax(m))
berechnet, ergeben sich fu¨r die A¨nderungen dieses Ausdrucks von Schritt zu Schritt im-
mer gro¨ßere relative Auslo¨schungsfehler, je mehr sich die Iterierten x(m) der tatsa¨chlichen
Lo¨sung x na¨hern. Spa¨testens wenn
∥∥b−Ax(m)∥∥/‖b‖ < EPS, wobei EPS die Maschi-
nengenauigkeit ist (also bei doppelter Genauigkeit ca. 10−16), ist eine weitere Konvergenz
numerisch nicht zu erreichen. Bei Verwendung des Defektkorrektur-Schemas wird dieser
Nachteil durch die sta¨ndige Korrektur von d vermieden.
Blockvarianten
Ha¨ufig haben die zugrundeliegenden Vektoren und Matrizen eine spezielle Blockgestalt,
die aus einer Zerlegung der Indexmenge I := {1, 2, . . . , N} in NB disjunkte, nichtleere
Teilmengen Ij resultiert, I =
⋃NB
j=1 Ij . D.h. das Gleichungssystem hat die Gestalt
A11 . . . A1NB
...
. . .
...
ANB1 . . . ANBNB


x1
...
xNB
 =

b1
...
bNB

mit den Vektorblo¨cken xi, bi und den Matrixblo¨cken Aij , 1 ≤ i, j ≤ NB. Dann ko¨nnen
die oben genannten Verfahren auch als Blockvarianten ausgefu¨hrt werden, wenn L und
U entsprechend als strikte untere und obere Blockdreiecksmatrizen und D als Blockdia-
gonalmatrix erkla¨rt werden. Um D−1 zu erhalten, mu¨ssen dann in den Verfahren die
Blockmatrizen Aij invertiert werden. Die entstehenden Blockvarianten nennt man dann
entsprechend Block-Jacobi-Verfahren, Block-Gauß-Seidel-Verfahren und so fort. Die Un-
bekannten ko¨nnen auf unterschiedliche Weisen zu Blo¨cken zusammengefaßt werden. Eine
Mo¨glichkeit ist das Zusammenfassen aller Unbekannten, die Freiheitsgrade am selben
geometrischen Ort repra¨sentieren. Alternativ kann fu¨r jede (skalare) Gleichung ein Block
gebildet werden. Spaltet man beispielsweise das aus der Diskretisierung des zeitharmo-
nischen Wirbelstromproblems komplexwertige NE ×NE -System (4.7) in Real- und Ima-
gina¨rteil auf, impliziert die erste Blockvariante eine Anordnung
x =
(
Rex1 Imx1 Rex2 Imx2 . . . RexNE ImxNE
)T
,
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wa¨hrend die zweite Variante auf
x =
(
Rex1 Rex2 . . . RexNE Imx1 Imx2 . . . ImxNE
)T
fu¨hrt. Im folgenden benutzen wir Blockverfahren mit der ersten Blockungs-Variante, um
das in Real- und Imagina¨rteil zerlegte System (4.10) zu lo¨sen. Wie man sich leicht u¨ber-
legen kann, sind die Blockverfahren fu¨r diesen Fall zu den komplexen Versionen der ein-
fachen Verfahren a¨quivalent.
Nachteil der klassischen Iterationsverfahren
Alle zuvor genannten Verfahren haben einen schwerwiegenden Nachteil: Sie beseitigen im
allgemeinen sehr schnell die zu hohen Eigenwerten geho¨renden Fehleranteile, die bei ellip-
tischen Operatoren zu hochfrequenten (ra¨umlich stark oszillierenden) Moden geho¨ren, die
zu niedrigen Eigenwerten geho¨renden, die bei elliptischen Operatoren zu niederfrequenten
(glatten) Moden geho¨ren, jedoch kaum. Aus diesem Grunde nennt man diese Verfahren
in der Sprache der Mehrgitterverfahren auch Gla¨tter.
Deren Verhalten ist dabei recht anschaulich: Beispielsweise fu¨hrt die Anwendung des
Gauß-Seidel-Verfahrens auf eine Diskretisierung der Laplace-Gleichung mit finiten Dif-
ferenzen auf regelma¨ßigen Gittern dazu, daß wa¨hrend einer Iteration jede Unbekannte
einmal durch die Mittelwerte ihrer Gitternachbarn ersetzt wird. Dann fu¨hren glatte Feh-
leranteile aber nur auf sehr kleine Korrekturen, da sich die Werte der Nachbarn kaum
von der aktuell neu zu bestimmenden Komponente des Lo¨sungsvektors unterscheiden.
Das Problem dieser Verfahren liegt demnach in der zu starken Lokalita¨t, die umso sta¨rker
wiegt, je gro¨ßer die Anzahl der Unbekannten ist.
So zeigt sich bei der Anwendung der klassischen Iterationsverfahren auch, daß sich die
Anzahl der Iterationen fu¨r eine konstante Reduktion des Defekts mit steigender Anzahl
der Unbekannten immer weiter erho¨ht und die Konvergenzrate ρ(M) sich immer mehr
der Eins na¨hert. Typischerweise ist ρ(M) = 1−O(h2), wobei h die Gitterweite ist, bzw.
ρ(M) = 1−O(h) beim SOR-Verfahren mit optimal gewa¨hltem Relaxationsparameter θ,
siehe z.B. [Hac93, Wit95, Bra97].
Die Mehrgitter-Idee
Nach den Voru¨berlegungen erscheint folgendes Vorgehen als sinnvoll: Man fu¨hrt zuna¨chst
einige Schritte eines klassischen Iterationsverfahrens (also eines Gla¨tters) aus, um die
stark oszillierenden Bestandteile des Fehlers zu reduzieren. Dann geht man zu einem
gro¨beren Gitter u¨ber und bestimmt dort den verbleibenden glatten Anteil; dies ist mo¨glich,
da glatte Funktionen auch auf einem gro¨beren Gitter dargestellt werden ko¨nnen. Wie-
derholt man dann das Wechselspiel von Gla¨ttungsschritten und Grobgitterkorrektur, so
erha¨lt man ein Iterationsverfahren, das sogenannte Zweigitterverfahren.
Da das Problem auf dem gro¨beren Gitter aber immer noch sehr viele Unbekannte
enthalten kann, wird die Idee rekursiv angewendet, bis man auf hinreichend kleine Pro-
bleme sto¨ßt, die man ohne weiteres z.B. mit einem direkten Verfahren lo¨sen kann. Das so
erhaltene Verfahren ist das Mehrgitterverfahren.
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Abb. 4.2: Regula¨re Verfeinerung eines
Tetraeders
4.2.2 Die Komponenten des Mehrgitterverfahrens
Um das oben skizzierte Mehrgitterverfahren realisieren zu ko¨nnen, werden neben einem
als gegeben angesehenen Diskretisierungsverfahren folgende Komponenten beno¨tigt:
• eine Hierarchie von Gittern
• ein Transfer zwischen den Gittern, um Defekte auf das na¨chstniedrigere und Kor-
rekturen auf das na¨chstho¨here Gitter zu u¨bergeben
• Gla¨ttungsiteratoren
• ein Grobgitterlo¨ser
Diese werden in den folgenden Abschnitten na¨her erla¨utert.
Gitterhierarchie
Statt einer einzigen Triangulierung Th des Gebietes Ω ist eine Folge von Triangulierungen
{Tl}l=0,...,L notwendig, TL = Th. (Wir beschra¨nken uns wieder auf Simplizialzerlegungen.)
Tl nennen wir die Triangulierung oder das Gitter auf Stufe oder Level l. Dabei sei jedes
Element T ∈ Tl, l > 0 durch eine konsistente Verfeinerung eines Elements F(T ) ∈ Tl−1
entstanden. Das Element F(T ) heißt Vater oder Vaterelement von T und T Sohn oder
Sohnelement von F(T ).
Die Verfeinerung kann beispielsweise durch eine regula¨re Verfeinerung erfolgen, bei
der durch Halbieren aller Kanten und Einfu¨gen einer inneren Kante ein Tetraeder in 8
So¨hne zerfa¨llt, siehe Abb. 4.2. Wichtig ist dabei, daß die regula¨re Verfeinerung eine stabile
Verfeinerungsstrategie ist, bei der bei sukzessiver Anwendung der Regel die Elemente
nicht entarten.4 Eine andere Mo¨glichkeit ist die Verwendung von Bisektionen, auf die
hier aber nicht eingegangen werden soll, siehe [Bey98, Kap. 2.2.2].
Die so entstehende Folge von Triangulierungen ist geschachtelt
T0 ⊂ T1 ⊂ . . . TL = Th , (4.14)
so daß unter Beibehaltung der Finite-Element-Ansa¨tze auf jeder Stufe auch die Ra¨ume
V0 ⊂ V1 ⊂ . . .VL = Vh (4.15)
4 Dies ha¨ngt von der Strategie ab, mit der die innere Kante gewa¨hlt wird. Bei der sogenannten
”
roten
Verfeinerung“, siehe [Bey95, Bey98], kann man zeigen, daß sich die Teiltetraeder in 3 A¨hnlichkeits-
klassen einteilen lassen, so daß diese stabil ist.
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geschachtelt sind.
Allerdings impliziert dies auch
Ωh = ∪T∈TlT fu¨r l = 0, . . . , L ,
d.h. die Approximation Ωh des Gebietes Ω ist auf allen Stufen gleich. Dies ist insbeson-
dere fu¨r gekru¨mmte Gebietsberandungen eine zu starke Einschra¨nkung, denn es ergeben
sich so große geometrische Diskretisierungsfehler bzw. bereits sehr feine Anfangstriangu-
lierungen.
Deswegen werden die nach einer Verfeinerung entstandenen neuen Gitterknoten am
Rand stets auf die exakte Gebietsgeometrie projiziert5, wie in Abb. 4.3 am Beispiel einer
Kugel demonstriert ist. Durch die so von Stufe zu Stufe verbesserte Gebietsapproximation
Abb. 4.3: Sukzessive Gebietsapproximationen bei einer Kugel
verliert man allerdings die Schachtelungseigenschaften (4.14) und (4.15), da fu¨r Elemente
T in Randna¨he nicht mehr T ⊂ F(T ) gilt.
Gittertransfer
Fu¨r das auf Th = TL gestellte Problem (4.10) schreiben wir jetzt
ALxL = bL .
Mit der Diskretisierungsmethode des auf Stufe L gestellten Problems ko¨nnen die Hilfs-
probleme
Alxl = bl fu¨r l = 0, . . . , L− 1
auf den Triangulierungen T0, . . . , TL−1 assembliert werden.
Um auf Stufe l sich ergebende Defekte dl auf die Stufe l − 1 bzw. auf Stufe l − 1
erzeugte Korrekturen auf Stufe l u¨bergeben zu ko¨nnen, beno¨tigt man Transferoperatoren
zwischen den Gittern. Diese sollten linear sein, damit das Gesamtverfahren linear sein
kann. D.h. wir beno¨tigen Matrizen pl und rl, so daß
pl :RNl−1 → RNl , pl xl−1 = xl ,
rl :RNl → RNl−1 , rl dl = dl−1 ,
5Einige dabei mo¨glicherweise auftretende Schwierigkeiten sind in Anhang B diskutiert.
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RNl−1 pl−−−−→ RNlyIl−1 yIl
Vl−1 il−1−−−−→ Vl
Abb. 4.4: kanonische
Prolongation pl
pl heißt Prolongation(smatrix), rl Restriktion(smatrix) auf Stufe l. Fu¨r die explizite Wahl
von Prolongation und Restriktion gibt es viele Mo¨glichkeiten, die natu¨rlich starken Einfluß
auf die Konvergenz und Konvergenzgeschwindigkeit haben, siehe z.B. [Hac85].
Bei Verwendung von konformen finiten Elementen und geschachtelten Ra¨umen (4.15)
existiert eine kanonische Wahl von Prolongation und Restriktion:
Die durch die Diskretisierung erfolgte Basiswahl {ψli}i der Ra¨ume Vl ⊂ V definiert
eine bijektive Abbildung Il zwischen Koeffizientenvektoren xl =
(
xl1 x
l
2 . . . x
l
Nl
)T
und Funktionen ul ∈ Vl durch
Il : RNl → Vl , Il xl :=
Nl∑
i=1
ψli x
l
i = ul .
Durch die Inklusionen il : Vl−1 ↪→ Vl ist dann fu¨r ein xl−1 ∈ RNl−1
il Il−1 xl−1 = il ul−1 = ul = Il xl ,
d.h. eine kanonische Prolongation ist
pl := I−1l il Il−1 .
Verdeutlicht sind die Zusammenha¨nge in dem kommutativen Diagramm in Abb. 4.4. Fu¨r
die Restriktionen wa¨hlt man6
rl := p
T
l .
Eine Eigenschaft der kanonischen Prolongation und Restriktion ist die Gu¨ltigkeit der
Gleichung
Al−1 = rlAl pl , (4.16)
wenn die Matrizen Al und Al−1 aus einer (konformen) Galerkin-Diskretisierung des kon-
tinuierlichen Problems hervorgehen (siehe z.B. [Hac85, Bem. 3.6.6]). Deswegen nennt
man rlAl pl auch Galerkin-Produkt. Hat man Prolongations- und Restriktionsoperator
6 Vorausgesetzt man verwendet die euklidischen Skalarprodukte auf den RNl . Im allgemeinen ist rl = p′l
die natu¨rliche Wahl, wobei p′l der adjungierte Operator zu pl bzgl. des verwendeten Skalarproduktes
(·, ·)l auf den RNl ist, d.h.
(pl xl−1,yl)l =
(
xl−1,p
′
l yl
)
l−1
fu¨r alle x ∈ RNl−1 ,y ∈ RNl .
Die kanonische Restriktion ist demnach (anders als die Prolongation) von der Wahl der diskreten
Skalarprodukte abha¨ngig. Eine Motivation fu¨r die Wahl anderer als der euklidischen Skalarprodukte
kann die Forderung sein, daß die diskrete Norm unabha¨ngig von der Stufe l die Gro¨ßenordnung der
kontinuierlichen L2(Ω)-Norm wiedergibt, siehe auch [Hac85, Abschnitt 3.1.3 und 3.6].
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definiert und verwendet keine Galerkin-Diskretisierung, stellt der Ausdruck rlAl pl ei-
ne Alternative zur Verwendung der Diskretisierung dar, um die Grobgittermatrizen Al,
l < L, zu berechnen.
Wie bereits angemerkt, sind jedoch aufgrund der Projektion der Randknoten auf
die tatsa¨chliche Geometrie nach jeder Verfeinerung die Ra¨ume nicht geschachtelt. Eine
natu¨rliche Wahl der Prolongation und Restriktion ist dann einfach die kanonische Pro-
longation und Restriktion zwischen Vl−1 und V˜l, wobei V˜l der entstehende Raum ist,
wenn nach der Verfeinerung keine Verschiebung der auf Stufe l neu hinzukommenden
Knoten auf den tatsa¨chlichen Gebietsrand durchgefu¨hrt wird. D.h. man verschiebt die
zu projizierenden Knoten sozusagen erst, nachdem die Transferoperatoren des jeweiligen
Gitterlevels aufgestellt wurden.
Bemerkung 4.6 (Singula¨re Matrizen) Ist die Matrix AL singula¨r und liegt die rechte
Seite bL und damit der Defekt dL = bL−AL xL in Bild(AL), ist das ProblemAL xL = bL
lo¨sbar. Damit auch die auf den Stufen 0 ≤ l < L gestellten Probleme des Mehrgitterver-
fahrens lo¨sbar sind, muß
dl ∈ Bild(Al)⇒ dl−1 = rldl ∈ Bild(Al−1) (4.17)
gelten. Ist Kern(ATl ) = Kern(Al) (z.B. bei symmetrischer Matrix), rl = p
T
l und gilt
pl cl−1 ∈ Kern(Al) ∀cl−1 ∈ Kern(Al−1) , (4.18)
(z.B. wenn neben der Schachtelung der Ra¨ume auch die Schachtelung der Kerne
Kern(A0) ⊂ Kern(A1) ⊂ · · · ⊂ Kern(AL)
gilt und die kanonische Prolongation und Restriktion verwendet wird) ist (4.17) erfu¨llt.
Beweis: Bezeichne (·, ·)l das euklidische Skalarprodukt auf Level l. Es ist dl ∈ Bild(Al)⇔
(dl, cl)l = 0 ∀cl ∈ Kern(Al). Wegen (4.18) ⇒ 0 = (dl,plcl−1)l =
(
pTl dl, cl−1
)
l−1 =
(rldl, cl−1)l−1 = (dl−1, cl−1)l−1 ∀cl−1 ∈ Kern(Al−1) ⇔ dl−1 ∈ Bild(Al−1)
Gla¨tter
Um die auf dem Gitterlevel l hochfrequenten Fehleranteile zu da¨mpfen, eignen sich nach
Abschnitt 4.2.1 Iterationen der in Abschnitt 4.2.1 genannten klassischen Iterationsverfah-
ren, der Gla¨tter. Im folgenden Teil dieses Kapitels verstehen wir unter einem Gla¨ttungs-
schritt den unten stehenden Algorithmus. Bei der Formulierung des Algorithmus haben
wir Bemerkung 4.5 beru¨cksichtigt.
Es wird wie auch fu¨r alle weiteren Algorithmen eine Pseudo-Code Notation benutzt,
die soweit selbsterkla¨rend sein sollte. Man beachte, daß (wie auch in C u¨blich) skalare
Parameter reine Eingabeparameter sind (
”
call by value“), wa¨hrend nichtskalare Parame-
ter (also Vektoren und Matrizen) auch zur Ausgabe verwendet werden ko¨nnen (
”
call by
reference“).
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Algorithmus 4.1 (Gla¨tter) c ist der Korrektur-, d der Defektvektor, A˜ ist die ap-
proximierte Matrix, z.B. A˜ = diag(A) fu¨r das Jacobi-Verfahren, A˜ = L + D fu¨r das
Gauß-Seidel-Verfahren etc.
procedure S(c,d) {
w← A˜−1d
d← d−Aw (Defektaktualisierung)
c← c+w (Lo¨sungsaktualisierung)
}
Da die Gla¨ttungsoperationen nur auf einer Gitterstufe arbeiten, ist der Index l weggelas-
sen worden. Die Bezeichnung S kommt von smoother (engl. f. Gla¨tter).
Grobgitterlo¨ser
Als Lo¨ser auf Stufe 0 kann bei regula¨rer Matrix A0 z.B. ein direktes Lo¨sungsverfahren
wie z.B. eine LU -Zerlegung eingesetzt werden. Alternativ bietet sich aber auch hier ein
iteratives Verfahren an, insbesondere wenn das Problem auf Stufe 0 immer noch relativ
groß ist oder bei singula¨rer Matrix A0. Die Erfahrung zeigt, daß es oft vo¨llig ausreichend
ist, den Defekt auf Stufe 0 immer nur um 2 bis 4 Gro¨ßenordnungen zu reduzieren, ohne daß
sich dies auf die Konvergenz des Mehrgitterverfahrens auswirkt. Der alternative Einsatz
eines direkten Verfahrens kann dann sogar uno¨konomisch sein.
4.2.3 Der Mehrgitterzyklus
Nachdem wir die Komponenten des Mehrgitterverfahrens genauer vorgestellt haben, ko¨n-
nen wir jetzt den rekursiv definierten Algorithmus eines Mehrgitterzyklus angeben.
Algorithmus 4.2 (MG-Zyklus) Al ist die Matrix auf Stufe l, cl der Korrektur- und
dl der Defektvektor auf Stufe l. S1 und S2 sind Gla¨tter, oft wa¨hlt man S1 = S2.
procedure MGC (l, cl,dl) {
if (l = 0) then lo¨se A0 c0 = d0 (Lo¨sung auf gro¨bstem Gitter)
else {
for (1 ≤ i ≤ ν1) do S1(cl,dl) (Vorgla¨ttung)
dl−1 ← rl dl (Restriktion)
cl−1 ← 0
for (1 ≤ i ≤ γ) do MGC (l− 1, cl−1,dl−1) (Grobgitterkorrektur)
wl ← pl cl−1 (Prolongation)
dl ← dl −Awl (Defektaktualisierung)
cl ← cl +wl (Korrekturaktualisierung)
for (1 ≤ i ≤ ν2) do S2(cl,dl) (Nachgla¨ttung)
}
}
80 Finite Elemente und adaptive Mehrgitterverfahren
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gla¨tten
lo¨sen
prolongieren
restringieren
Abb. 4.5: V- und W-Zyklus bei 4 Stufen
Wie man sieht, ist der Algorithmus durch das Festlegen der Komponenten Gla¨tter,
Restriktion, Prolongation und Matrizen Al fu¨r l < L (die sich aus der Diskretisierungs-
methode und Gitterhierarchie ergeben) noch nicht eindeutig bestimmt. Zusa¨tzlich mu¨ssen
noch die Parameter
• ν1, die Anzahl der Vorgla¨ttungsschritte,
• ν2, die Anzahl der Nachgla¨ttungsschritte und
• γ, die Zykluszahl,
festgelegt werden, die u¨blicherweise unabha¨ngig von der Stufe l gewa¨hlt werden. Die
Zykluszahl γ bestimmt die Anzahl der rekursiven Aufrufe, um auf der jeweils niedrigeren
Stufe eine Korrektur zu berechnen. U¨blicherweise wa¨hlt man γ = 1 oder 2. Fu¨r γ = 1
nennt man den entstehenden Mehrgitterzyklus V-Zyklus, fu¨r γ = 2 W-Zyklus, da die
graphische Darstellung der Abfolge der im Mehrgitterzyklus
”
besuchten“ Gitterstufen
die Form dieser Buchstaben annimmt, siehe Abb. 4.5.7 Gro¨ßere Werte fu¨r γ lohnen sich
in der Regel nicht, da der Aufwand mit steigender Zykluszahl schnell so groß wird, daß
das Verfahren nicht mehr optimal komplex ist. In drei Raumdimensionen ist das ab γ = 8
der Fall. Dies kann man sich leicht anhand der Zunahme der Gitterpunkte von Stufe l−1
zu Stufe l bei uniformer Verfeinerung u¨berlegen.
Auch die Anzahl der Vor- und Nachgla¨ttungsschritte ν1, ν2 ha¨lt man in der Praxis
eher gering. In dieser Arbeit verwenden wir meistens ν1 = ν2 = 1, maximal ν1 = ν2 = 2.
Die Anzahl der gewa¨hlten Gla¨ttungsschritte bringt man in der Bezeichnung fu¨r entstehen-
de Verfahren zum Ausdruck: Je nach Zyklusart nennt man den Mehrgitterzyklus V(ν1,ν2)-
bzw. W(ν1,ν2)-Zyklus.
7 Man beachte, daß im Falle des W-Zyklus nach Algorithmus 4.2 auf Stufe 0 der Grobgitterlo¨ser
tatsa¨chlich zweimal aufgerufen wird, so daß man in Abb. 4.5 (rechts) die ausgefu¨llten Punkt dann
konsequenter Weise durch jeweils 2 ersetzen sollte. Wir gehen hier wie u¨blich davon aus, daß der
Grobgitterlo¨ser (insbesondere wenn es sich um einen direkten Lo¨ser handelt) bei dem jeweils zweiten
Aufruf das Problem als
”
gelo¨st“ erkennt, obwohl der Defekt aufgrund von Rundungsfehlern sicherlich
nicht Null sein wird, und so ein weiteres
”
Lo¨sen“ vermieden wird. So ist der nur einfache Punkt ge-
rechtfertigt. Bei der Programmierung des Mehrgitterzyklus sollte man auf Stufe l = 1 einfach γ = 1
setzen.
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Bemerkung 4.7 (Additiver und multiplikativer Mehrgitterzyklus) Bei Algo-
rithmus 4.2 handelt es sich um den multiplikativen (klassischen) Mehrgitterzyklus. Eine
andere Variante ist der additive Mehrgitterzyklus, bei dem das Gla¨tten auf den einzelnen
Stufen unabha¨ngig voneinander ausgefu¨hrt wird, d.h. in einem rekursiven Algorithmus
wird der Gittertransfer nicht durch Aufruf von Vor- und Nachgla¨ttungsoperation einge-
schlossen. Da das Gla¨tten somit auf allen Stufen gleichzeitig geschehen kann, erschien die
additive Variante insbesondere fu¨r die Parallelisierung attraktiv, siehe [BPX90]. Fu¨r einen
Vergleich zwischen additiver und multiplikativer Variante verweisen wir auf [BHW98].
Als Mehrgitterlo¨ser bezeichnen wir die folgende Iteration des Mehrgitterzyklus:
Algorithmus 4.3 (MG-Lo¨ser) Die Iteration wird solange durchgefu¨hrt, bis der Defekt
um einen vorgegebenen Faktor θ reduziert wurde. Eine Aktualisierung des Defektes ist
hier nicht notwendig, da dies innerhalb von MGC() geschieht.
procedure MGSolver (θ,xl,bl) {
dL ← ALxL − bL (Anfangsdefekt berechnen)
²← θ ‖dL‖ (Abbruchschranke berechnen)
repeat {
cL ← 0
MGC(L, cL,dL)
xL ← xL + cL (Lo¨sungsaktualisierung)
}
until ‖dL‖ < ²
}
4.2.4 Mehrgitter fu¨r H(rot; Ω)
In diesem Abschnitt wenden wir uns dem Mehrgitterverfahren fu¨r das zeitharmonische
Wirbelstromproblem zu.
Aufgrund der Diskretisierung mit Whitney-1-Formen ist eine entsprechende Prolon-
gation und Restriktion zu realisieren. Mit Hinweis auf Abschnitt 4.2.2 werden die Inklu-
sionen als natu¨rliche Prolongation verwendet. Die Lo¨sbarkeit der Hilfsprobleme auf den
Gitterstufen l < L ist gewa¨hrleistet, da neben den Ansatzra¨umen auch die Kerne von Al
geschachtelt sind, siehe Bemerkung 4.6. Wegen Bemerkung 4.3 und Bemerkung 4.4 stellt
auch die Projektion der Randknoten auf die tatsa¨chliche Geometrie (sukzessive Gebiets-
approximation) kein Problem dar, da dabei die Gittertopologie unvera¨ndert bleibt.
Weiterhin ist eine Modifikation des Gla¨tters notwendig: Es ist bekannt (siehe [Hip99,
AFW00]), daß Standardgla¨tter wie das Gauss-Seidel- oder Jacobi-Verfahren fu¨r Glei-
chungssysteme, die mit Bilinearformen (bzw. Sesquilinearformen) der Art
a(·, ·) = (α rot ·, rot ·)L2(Ω) + (β ·, ·)L2(Ω) mit reellen α, β ∈ L∞(Ω) , (4.19)
assoziiert sind, nicht funktionieren. Bilinearformen dieser Art treten bei zeitabha¨ngigen
Maxwell- oder Wirbelstromproblemen in jedem Zeitschritt oder bei den verlustlosen zeit-
harmonischen Maxwell-Gleichungen auf. Der Koeffizient α ist immer gleichma¨ßig positiv,
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wohingegen β ≥ 0 nur fu¨r die zeitabha¨ngigen Probleme gilt. Im Falle der verlustlosen
zeitharmonischen Maxwell-Gleichungen ist β gleichma¨ßig negativ.
Die Ursache fu¨r das Versagen der Standardgla¨tter liegt in dem großen Kern des
rot-Operators, der (abgesehen von dem niederdimensionalen Raum der Cohomologievek-
torfelder, siehe Abschnitt 1.2) aus den Gradienten besteht. Fu¨r Gradienten ist a(·, ·) =
(β ·, ·)L2(Ω) (der entsprechende Operator ist also die mit β skalierte Identita¨t) und ra¨um-
lich stark oszillierende Gradientenfelder fu¨hren nicht auf hohe Eigenwerte. Es handelt
sich also um einen
”
Mangel an Elliptizita¨t“, d.h. der assoziierte Operator rotα rot+β id
verha¨lt sich hier nicht wie der Laplace-Operator, der alle Funktionen entsprechend ihrer
Frequenz versta¨rkt und somit hochfrequente Funktionen hohen Eigenwerten zuordnet.
Da Standardgla¨tter aber nur Moden mit hohen Eigenwerten effektiv da¨mpfen, verbleiben
hochfrequente Gradientenanteile des Fehlers und das Mehrgitterverfahren versagt.
Fu¨r den Fall β > 0 gibt es bisher zwei unterschiedliche Ansa¨tze fu¨r ein geeigne-
tes Gla¨ttungsverfahren fu¨r Probleme der Form (4.19), so daß das Mehrgitterverfahren
h-unabha¨ngig konvergiert, d.h. die Konvergenzrate durch eine von der Anzahl der Git-
terstufen L bzw. der Gitterweite h = hL unabha¨ngige Konstante ρ < 1 beschra¨nkt ist:
In der Arbeit von Arnold, Falk und Winther [AFW00] wurde ein spezieller u¨ber-
lappender Blockgla¨tter vorgestellt. Die Blockung wird dabei durch das Sammeln aller
Kantenfreiheitsgrade, deren Kanten zu demselben Knoten geho¨ren, erzeugt. Gezeigt wird
dort gleichma¨ßige Mehrgitterkonvergenz fu¨r den V-Zyklus, sowohl fu¨r die multiplikative
als auch die additive Variante des Gla¨tters. Die Beweise beruhen hier auf der klassischen
Mehrgittertheorie, [BH83, Bra93], beziehen sich auf konstante α > 0, β > 0 und setzen
ein konvexes Gebiet Ω voraus. Dafu¨r sind die Konvergenzaussagen hier unabha¨ngig von
α und β.
Von Hiptmair wurde in [Hip99] ein modifizierter Gauß-Seidel-Gla¨tter vorgeschlagen.
Die zugrundeliegende Idee ist hier eine (approximative) diskrete Helmholtz-Zerlegung.
Diese fu¨hrt einfach auf einen zusa¨tzlichen Gla¨ttungsschritt im Raum der diskreten Ska-
larpotentiale. Mit Hilfe der variationellen Mehrgittertheorie (siehe z.B. [Xu92]) ist in
[Hip00a] fu¨r diesen Gla¨tter gleichma¨ßige Konvergenz fu¨r den V-Zyklus bewiesen worden,
wobei eine dem zeitabha¨ngigen Wirbelstromproblem sehr nahekommende Situation mit
variablem α > 0, β ≥ 0 und einem Ω, das auch einspringende Ecken erlaubt, voraus-
gesetzt wurde. Eine Robustheitsaussage bezu¨glich der Abha¨ngigkeit von α und β kann
leider nicht getroffen werden. Dieser Gla¨tter wird in der vorliegenden Arbeit verwendet
und im folgenden genauer erkla¨rt.
Zuna¨chst sei aber darauf hingewiesen, daß der hier vorliegende Fall des zeitharmoni-
schen Wirbelstromproblems nicht von der Theorie der genannten Referenzen abgedeckt
wird, da dieser auf Sesquilinearformen mit komplexen Koeffizienten
a(·, ·) = (α rot ·, rot ·)L2(Ω) + (i β ·, ·)L2(Ω) , β ≥ 0 (4.20)
fu¨hrt. Dem Autor ist bisher keine Arbeit bekannt, die hierzu Aussagen theoretischer Art
macht. Die Experimente und Anwendungen in diesem Kapitel werden jedoch zeigen, daß
mit dem in [Hip99] vorgeschlagenen Gla¨ttungsverfahren das Mehrgitterverfahren auch fu¨r
den komplexen Fall gut funktioniert bzw. einen guten Vorkonditionierer liefert.
4.2 Mehrgitterverfahren 83
4.2.5 Der hybride Gla¨tter
Eine ausfu¨hrliche Motivation, wie ein fu¨r die Diskretisierung von (4.19) effektiv arbei-
tendes Gla¨ttungsverfahren konstruiert werden kann, findet sich in [Hip99, BDH+99]. Der
Vollsta¨ndigkeit halber geben wir hier die wichtigsten Punkte wieder.
Wir beschra¨nken uns auf α = β ≡ 1. Die Grundidee wird von einer L2(Ω)-orthogo-
nalen Helmholtz-Zerlegung
H(rot; Ω) =H0(rot; Ω)⊕H0(rot; Ω)⊥ (4.21)
geliefert. Ein Gla¨ttungsoperator muß sowohl Fehleranteile im Kern des rot-Operators
H0(rot; Ω) als auch in dessen orthogonalen Komplement H0(rot; Ω)⊥ effektiv da¨mpfen.
Wie im vorigen Abschnitt bereits angemerkt, wird dies aufH0(rot; Ω) nicht gelingen, da
hier hochfrequente Fehlermoden nicht hohen Eigenwerten des Operators A zugeordnet
sind.
Nach Abschnitt 1.2 besteht der Kern des rot-Operators aus den Gradienten plus
einem Cohomologie-Anteil,
H0(rot; Ω) = gradH1(Ω)⊕H1(Ω) .
Letzterer ist von niedriger Dimension, dimH1(Ω) = β1(Ω), die nur von der Topologie
von Ω abha¨ngig ist. Wir gehen davon aus, daß die Gitterhierarchie des Mehrgitterverfah-
rens durch Verfeinerung entstanden ist, und daß bereits das Anfangsgitter die Topologie
von Ω richtig wiedergibt, so daß die Gebietstopologie auf allen Stufen gleich ist. Dann
ko¨nnen Repra¨sentanten der Cohomologieklassen in H1(Ω) auf dem gro¨bsten Gitter dar-
gestellt werden. Daher ko¨nnen wir davon ausgehen, daß Fehleranteile in H1(Ω) von dem
Grobgitterlo¨ser auf Stufe 0 eliminiert werden.
Fu¨r den Gla¨tter sind daher auf dem Kern des rot-Operators nur die Gradientenfelder
von Relevanz. Testen wir diese Fehleranteile gegen alle Gradientenfelder, ergibt sich
a(gradφ,gradφ′) = (gradφ,gradφ)L2(Ω) ∀φ′ ∈ H1(Ω) , (4.22)
d.h. im Raum der Skalarpotentiale erhalten wir den Laplace-Operator,
grad′ ◦A ◦ grad = ∆ , (4.23)
grad′ ist der adjungierte Operator zu grad. Es ist dann naheliegend, einen Gla¨ttungs-
schritt im Raum der Potentiale auszufu¨hren, um den Fehler in H0(rot; Ω) effektiv zu
da¨mpfen. Dies ist in der Tat mo¨glich, da durch die Diskretisierung mit Whitney-1-Formen
Gleichung (4.22) ihr diskretes Analogon
GT AhG = ∆h (4.24)
hat. Dadurch sind mit Hilfe der Matrix G, dem diskreten Gradienten, und GT , diskrete
Potentiale verfu¨gbar. Diese ko¨nnen durch die Standard-
”
Hut-Funktionen“ (den Whitney-
0-Formen) als Basis von S1(Th) dargestellt werden.
Algorithmisch bedeutet dies, daß fu¨r die Gla¨ttung auf W1(Th) ∩ H0(rot; Ω) der
”
Kanten-Defekt“ d mittels GT d auf die Knoten transferiert wird, mit einem Gla¨ttungs-
schritt eines u¨blichen Gla¨tters angewendet auf ∆h eine Korrektur cnode berechnet wird
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und diese anschließend durch G cnode in den Raum der Kantenfreiheitsgrade zuru¨cktrans-
feriert wird. Da G nichts anderes als die Knoten-Kanten-Inzidenzmatrix ist, ist das Hin-
und Hertransferieren zwischen Knoten und Kanten rein lokal.
Es verbleibt die Gla¨ttung der Fehleranteile inH0(rot; Ω)⊥ zu betrachten. Wegen der
Orthogonalita¨t zu den Gradientenfeldern sind Funktionen in H0(rot; Ω)⊥ divergenzfrei.
Die bei genu¨gend Regularita¨t gu¨ltige Identita¨t
rot rot = grad div−∆ (4.25)
zeigt, daß sich auf H0(rot; Ω)⊥ der Operator wie
A = −∆+ id
verha¨lt.8 D.h. der Operator verha¨lt sich hier elliptisch und ein u¨bliches Mehrgitterverfah-
ren wird gut funktionieren.
Nun bildet die Diskretisierung mit Whitney-Formen viel Struktur des kontinuierli-
chen Problems in das diskrete ab, leider jedoch nicht genug, um den Raum H0(rot; Ω)⊥
algorithmisch verfu¨gbar zu haben, d.h. in Form geeigneter, lokaler Finite-Element-Ra¨ume.
Die Helmholtz-Zerlegung (4.21) ist diskret also nicht umsetzbar. Jedoch sind die Basis-
funktionen ξee von W1(Th) fu¨r feine Gitter hinreichend orthogonal zu H0(rot; Ω), wie
man durch die Abscha¨tzung (siehe [Hip99])
‖ξe‖L2(Ω) ≤ C he ‖rot ξe‖L2(Ω) ,
he = diam supp(ξe), erkennen kann. Fu¨r feinere Gitter sind also die Basisfunktionen na-
hezu inH0(rot; Ω)⊥, so daß ein normaler Gla¨ttungsschritt auf den Kantenfreiheitsgraden
die Zerlegung (4.21) approximativ beru¨cksichtigt.
Da sich ein Gesamtgla¨ttungsschritt somit sowohl aus einem Gla¨ttungsschritt auf den
Kantenfreiheitsgraden als auch einem im Raum der diskreten Potentiale zusammensetzt,
wurde vom Autor der Arbeit [Hip99] das entstehende Verfahren hybrider Gla¨tter genannt.
Diese Bezeichnung wollen wir hier u¨bernehmen.
Im Falle des zeitharmonischen Wirbelstromproblems ist in (4.20) α = µ−1 und β =
ωσ, so daß nur auf dem leitfa¨higen Gebietsteil ΩC β > 0 gilt, im nichtleitenden Teil ΩI
verschwindet β. Der zusa¨tzliche Gla¨ttungsschritt im Raum der Potentiale la¨ßt sich dann
nur fu¨r Knoten in ΩC durchfu¨hren. Dies spielt jedoch keine Rolle, denn alle diskreten
Gradienten von Knoten-Basisfunktionen, die zu Knoten außerhalb ΩC geho¨ren, liegen in
Kern(Ah) und haben somit keinerlei Einfluß auf die Defektberechnung.
Fu¨r den hybriden Gla¨tter wird fu¨r die Gla¨ttung u¨ber die Knoten (auf jeder Gitter-
stufe l > 0) die Matrix Anode beno¨tigt, die S1(Tl)-Diskretisierung von
(φ, φ′) 7→ iω
∫
ΩC
σ gradφ · gradφ′ dx
8 Um etwas pra¨ziser zu sein: Falls Ω beispielsweise ein konvexes Polyeder ist, gilt H0(rot; Ω)⊥ ⊂H1(Ω)
und es gilt fu¨r ein C > 0
|a(u,u)| ≥ C ‖u‖2
H1(Ω) ∀u ∈H0(rot; Ω)⊥ ,
siehe [GR86, Corroloar 3.6 und Theorem 3.9].
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mit Lagrange-Elementen. Fu¨r eine mo¨glichst modulare Implementierung sollte die Ma-
trix nicht wie u¨blich u¨ber eine elementweise Assemblierungsroutine mit Zugriff auf die
eigentliche Problemdefinition (Geometrie, Koeffizienten, Randbedingungen, Parameter)
assembliert werden, sondern vor dem ersten Aufruf des Gla¨tters auf Stufe l direkt aus
der Kantenmatrix Al berechnet werden. Dies geschieht im folgenden Algorithmus mittels
der Prozedur Shybrid-PreProcess.
Algorithmus 4.4 (Vorbereitung des hybriden Gla¨tters)
procedure Shybrid-PreProcess (A,Anode) {
Anode ← GTΩCAGΩC
}
Da sich sowohl die Berechnung der Knotenmatrix als auch der im nachfolgenden
Algorithmus 4.5 dargestellte Gla¨ttungsschritt jeweils nur auf einer Stufe abspielt, haben
wir den Stufenindex l weggelassen. GΩC bezeichnet die Knoten-Kanten-Inzidenzmatrix,
also den diskreten Gradienten, beschra¨nkt auf Knoten in ΩC . Snode und Sedge ko¨nnen
zwei beliebige Standardgla¨tter wie das Gauß-Seidel- oder Jacobi-Verfahren sein. Die zu
den Kanten assoziierten Vektoren c und d sind die Korrektur und der Defekt.
Algorithmus 4.5 (Hybrider Gla¨tter)
procedure Shybrid (c,d) {
Sedge(c,d) (Kanten-Gla¨ttungsschritt f. Matrix A)
dnode ← GTΩCd (Einsammeln der Kantendefekte auf Knoten)
cnode ← 0
Snode(cnode,dnode) (Knoten-Gla¨ttungsschritt f. Matrix Anode)
w← GΩCcnode (Verteilen der Knotenkorrekturen auf die Kanten)
d← d−Aw (Defektaktualisierung)
c← c+w (Korrekturaktualisierung)
}
Innerhalb UG wurde der Algorithmus 4.5 in der Form eines Metagla¨tters imple-
mentiert, der fu¨r die beiden Gla¨ttungsschritte zwei unabha¨ngige, bereits vorhandene
Gla¨ttungsalgorithmen nutzt. Auf diese Weise sind verschiedene Varianten des Gla¨tters
einfach und schnell realisierbar.
4.2.6 Projektion der Lo¨sung bei Anwesenheit von Nichtleitern
Da wir eine nichtgeeichte Formulierung gewa¨hlt haben, ist die Lo¨sung E in ΩI nur eindeu-
tig bis auf einen
”
elektrostatischen Anteil“. Zwar ist wie in 4.1 geschildert dieser Anteil
irrelevant fu¨r das magnetische Feld und die Stromverteilung (die eigentlich interessie-
renden Gro¨ßen), jedoch kann die L2(Ω)-Norm dieses Anteils nach mehreren Mehrgitter-
Iterationen sehr groß werden. Aufgrund der endlichen Rechengenauigkeit kann es so zu
Auslo¨schungsfehlern kommen. Um dies zu verhindern, kann die Lo¨sung so auf den durch
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die Eichung (4.4b) definierten Unterraum projiziert werden, daß der Defekt unvera¨ndert
bleibt. Das bedeutet, wir mu¨ssen ein φ in V (fu¨r die Definition siehe (4.3)) finden, so daß∫
ΩI
gradφ · gradφ′ = −
∫
ΩI
E · gradφ′ dx ∀φ′ ∈ V (4.26)
und die Lo¨sung E durch
E← E+ gradφ
nach einem oder mehreren Mehrgitter-Schritten korrigieren.
Da so die Th-schwache Divergenz von E in ΩI zu Null korrigiert wird, ko¨nnte man
den entstehenden Algorithmus
”
Th-schwaches Divergenz-Korrektur-Schema“ nennen. Wir
mu¨ssen jedoch beachten, daß der Algorithmus auch Cohomologie-Anteile von E beseitigt,
genauer die harmonischen Dirichlet-Vektorfelder in ΩI , die durch die Eichung (4.4b) eben-
falls ausgeschlossen werden. Deshalb ist die zu (4.26) assoziierte Matrix nicht vollsta¨ndig
schwach besetzt, so daß hier ein Schur-Komplement Verfahren eingesetzt werden ko¨nnte.
Fu¨r die Implementierung in UG haben wir uns jedoch fu¨r eine andere Strategie entschie-
den, die auf vollsta¨ndig schwach besetzte Matrizen fu¨hrt. Das hat den Vorteil, daß alle
in UG verfu¨gbaren Lo¨sungs- und Gla¨ttungs-Algorithmen ohne irgendwelche A¨nderun-
gen verwendet werden ko¨nnen. Allerdings mu¨ssen wir fu¨r diesen Implementierungsvorteil
mit der a priori-Berechnung einer Th-schwach divergenzfreien Basis der harmonischen
Dirichlet-Felder bezahlen:
Der implementierte Projektions-Algorithmus besteht aus einem vorbereitenden Teil,
Algorithmus 4.6, der vor dem ersten Aufruf der Projektion einmal ausgefu¨hrt werden
muß, und dem eigentlichen Projektionsschritt, Algorithmus 4.7. In dem vorbereitenden
Teil werden
1. der Th-schwache Divergenzoperator B˜ assembliert, der nur die Zeilen des zur Bi-
linearform b(·, ·) assoziierten Operators B entha¨lt, die zu inneren Knoten von ΩI
geho¨ren,
2. β2(ΩI) Testvektoren qi aufgestellt, die bei Anwendung auf den Lo¨sungsvektor die
Ladung auf ΩC,i liefern (die qi’s sind gerade die Zeilen von B, die zu Knoten auf
∂ΩI geho¨ren),
3. der diskrete Laplace-Operator ∆h assembliert,
4. die Potentiale einer normierten Basis {gradφD,i}i=1...β2(ΩI) fu¨r die diskreten har-
monischen Dirichlet-Felder in ΩI aufgestellt
5. und die Maxwellschen Potentialkoeffizienten pij berechnet, (siehe Kapitel 1).
Punkt 4, das Aufstellen der Dirichlet-Basis-Potentiale, ist der aufwendigste, denn er er-
fordert die Lo¨sung von β1(ΩI) Laplace-Problemen mit Dirichlet-Randbedingungen. Das
i-te Dirichlet-Problem lautet:
Finde φD,i in {u ∈ H1(ΩI) : u|∂ΩC,j = δij}, so daß∫
ΩI
gradφD,i · gradφ′ = 0 ∀φ′ ∈ H10 (ΩI) .
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Fu¨r die Diskretisierung verwenden wir wieder S1(Th)-Lagrange-Elemente. Zur Lo¨sung
der entstehenden Gleichungssysteme wird ein Standard-Mehrgitterverfahren benutzt, bei-
spielsweise ein V (1, 1)-Zyklus mit Gauß-Seidel-Gla¨tter.
Mit Hilfe der Vektoren qj und der Dirichlet-Basis kann die Kapazita¨tsmatrix C =
(cij) aufgestellt werden, deren Eintra¨ge sind die Quotienten aus dem elektrostatischen Po-
tential auf dem i-ten Leiter, das durch eine Ladung Qj auf dem j-ten Leiter hervorgerufen
wird. Da bei der Lo¨sung der Laplace-Probleme das Potential auf dem i-ten Leiter eins ist
und auf den jeweils anderen verschwindet, ergibt sich fu¨r die Kapazita¨tskoeffizienten
cij = (q
T
j GΩI φi) ,
wobei φi der Koeffizientenvektor von φD,i ist und GΩI den diskreten Gradienten in ΩI
bezeichnet. Die beno¨tigte Matrix der Potentialkoeffizienten ist dann P = (pij) = C
−1,
vgl. Abschnitt 1.2.1.
Zusammenfassend ergibt sich fu¨r die Vorbereitung der Projektion der unten stehen-
de Algorithmus. Dessen Komplexita¨t ist bei Verwendung des Mehrgitterverfahrens fu¨r
die Lo¨sung der Dirichlet-Probleme O(Nnode (1 + β2(ΩI))), wobei Nnode die Anzahl der
Gitterknoten ist.9 Man beachte, daß bei trivialer Topologie (β2(ΩI) = 0) nur die ersten
beiden Schritte notwendig sind.
Algorithmus 4.6 (Vorbereitung der Projektion)
procedure ProjectingIteratorPreProcess() {
assembliere B˜ (Th-schwacher Divergenz-Operator)
assembliere ∆h (diskreter Laplace-Operator)
berechne Potentiale d. Dirichlet-Basis {gradφD,i}i=1...β2(ΩI)
berechne {qi}i=1...β2(ΩI) (Ladungs-Testvektoren)
berechne Potentialkoeffizienten pij
}
In dem Projektionsschritt selbst muß ein Poisson-Problem gelo¨st werden. Dies kann
(und sollte zur Erhaltung der Gesamtkomplexita¨t) na¨herungsweise durch ein oder mehrere
Mehrgitteriterationen geschehen und resultiert dann natu¨rlich in einer approximierten
Projektion. Der erste Schritt liefert dann eine Korrektur cnode, um E|ΩI (na¨herungsweise)
Th-schwach divergenzfrei machen zu ko¨nnen.
Dann wird die Korrektur durch eine weitere modifiziert, um alle Dirichlet-Vektor-
felder eliminieren zu ko¨nnen. Zu diesem Zweck werden die Leiterladungen mittels
Qi = q
T
i (−c+GΩI cnode)
bestimmt, wobei hier die Vera¨nderung durch den ersten Schritt mitberu¨cksichtigt wird.
Die zusa¨tzliche Korrektur ergibt sich dann aus einer Linearkombination der Dirichlet-
Basis mit Hilfe der Potentialkoeffizienten. Anschließend wird der Gradient der Korrektur
cnode zu c hinzuaddiert, wie in Algorithmus 4.7 dargestellt.
9 Wenn nicht ausgenutzt wird, daß die zur Berechnung der Kapazita¨tskoeffizienten erforderlichen
Skalarprodukte nur fu¨r Vektoren mit O(N2/3node) nichtverschwindenden Eintra¨gen ausgefu¨hrt wer-
den, dominiert asymptotisch das Aufstellen der Kapazita¨tsmatrix. Es ergibt sich dann ein Aufwand
O(Nnode (1 + β22(ΩI))).
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Algorithmus 4.7 (Projektion)
procedure ProjectingIteratorStep(c) {
dnode ← B˜ c (Th-schwache Divergenz)
lo¨se (na¨herungsweise) ∆h cnode = −dnode (Th-schwache Divergenz-Korrektur)
berechne β2(ΩI) Ladungen Qj
for 1 ≤ i ≤ β2(ΩI) do
cnode ← cnode + (
∑β2(ΩI)
j=1 pij Qj)φi (Ladungseliminierung/-reduktion)
c← GΩI cnode (diskreter Gradient)
}
Der in der Simulationsumgebung UG implementierte Projektionsalgorithmus verwen-
det zur Lo¨sung der Laplace-Probleme bzw. zur Iteration u¨ber das Poisson-Problem zwei
beliebige, bereits vorhandene Lo¨sungsverfahren. Der Projektionsschritt kann in Verbin-
dung mit jedem Iterationsverfahren benutzt werden. Auf diese Weise kann die Projektion
stufenweise angewendet werden (z.B. nach jedem Gla¨tten) oder jeweils nach ein oder meh-
reren Mehrgitterschritten. Weiterhin kann er auch als a posteriori-Lo¨ser fu¨r das elektro-
statische Problem verwendet werden, wenn keine Projektion fu¨r das Wirbelstromproblem
verwendet wird.
4.2.7 Mehrgitter und Krylov-Raum-Verfahren
Mehrgitterverfahren werden ha¨ufig in Verbindung mit Krylov-Raum-Verfahren verwen-
det, insbesondere wenn es um die Behandlung komplexer, realita¨tsnaher Problemstellun-
gen geht. Deshalb wollen wir hier kurz auf diese eingehen.
Der zu einer Matrix A und einer rechten Seite b gegebene n-dimensionale Krylov-
Unterraum ist
Kn := span
{
b,Ab, . . . ,An−1b
}
. (4.27)
Krylov-Raum-Verfahren basieren auf der Idee, ein N -dimensionales Problem Ax = b
auf niederdimensionale Krylov-Unterra¨ume zu projizieren. Als Ergebnis erha¨lt man eine
Reduktion des Original-Matrixproblems auf eine Folge von Matrixproblemen der Dimen-
sion n = 1, 2, 3, . . . , Iterierte xn ∈ Kn ergeben sich durch Minimierung der Defekte
d(n) = b − Ax(n) oder der Fehler e(n) = x(n) − x auf Kn bezu¨glich einer geeigneten
Norm. Die einzelnen Krylov-Raum-Verfahren unterscheiden sich in Art und Anzahl der
beteiligten Krylov-Ra¨ume und darin, wie die Minimierung durchgefu¨hrt wird.
Beispielsweise fu¨hrt das bekannte, fu¨r symmetrisch positiv definite Matrizen einge-
setze CG-Verfahren [HS52] (Verfahren der konjugierten Gradienten) auf eine Minimierung
des Fehlers in der Energienorm
∥∥e(n)∥∥
A
:=
√
(e(n))TA e(n). Das fu¨r beliebige Matrizen
einsetzbare GMRES-Verfahren [SS86] (engl. Generalized Minimum Residuals) minimiert∥∥d(n)∥∥
2
, die euklidische Norm der Defekte. Beide Verfahren fu¨hren bei Abwesenheit von
Rundungsfehlern nach spa¨testens N Schritten auf die exakte Lo¨sung.
Wa¨hrend das CG-Verfahren die beno¨tigten Vektoren mittels einer 3-Term-Rekursion
berechnen kann, ist beim GMRES-Verfahren die Speicherung der kompletten Basis von
Kn erforderlich und fu¨hrt so auf einen mit der Anzahl der Iterationen steigenden Speicher-
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und Zeitaufwand. Um diesen Nachteil zu vermeiden, sind weitere Verfahren entwickelt
worden, die ebenso wie das GMRES-Verfahren auch fu¨r unsymmetrische Matrizen ge-
eignet sind, aber auf kurze Rekursionen fu¨hren. Die am weitesten verbreiteten Vertreter
sind das BiCGStab-Verfahren [vdV92] (engl. BiConjugate Gradients Stabilized) und das
QMR-Verfahren [FN91](engl. Quasi-Minimal Residual). Beide Verfahren sind vom Auf-
wand und der Gleichma¨ßigkeit der Konvergenz vergleichbar (siehe [BBC+94]), das QMR-
Verfahren erfordert jedoch neben dem Zugriff auf A auch den Zugriff auf die Transponier-
te AT . Fu¨r komplex-symmetrische Systeme, wie sie hier vorliegen, sind spezielle QMR-
Verfahren angebracht, die ohne die Transponierte auskommen, siehe [Fre94, DLVH99].
Da diese in UG jedoch nicht vorhanden sind, werden wir im folgenden das bereits imple-
mentierte BiCGStab-Verfahren verwenden.
Im allgemeinen sind Krylov-Raum-Verfahren ohne Vorkonditionierung langsam. Ihre
Effektivita¨t ha¨ngt stark von der Konditionszahl und der Verteilung der Eigenwerte ab.10
Wird das Originalproblem Ax = b jedoch geeignet vorkonditioniert, kann die Konver-
genz erheblich beschleunigt werden. Wie in Abschnitt 4.2.1 ist A˜ eine regula¨re, mo¨glichst
leicht zu invertierende Matrix. Die Anwendung als Linksvorkonditionierer bedeutet bei-
spielsweise, daß das Krylov-Raum-Verfahren auf das dem Originalproblem a¨quivalente
Problem
A˜
−1
Ax = A˜
−1
b
angewendet wird, wobei die Matrix A˜
−1
A fu¨r das Krylov-Raum-Verfahren bessere spek-
trale Eigenschaften haben soll. Algorithmisch erfordert die Vorkonditionierung im Ver-
gleich zu dem nicht-vorkonditionierten Verfahren zusa¨tzlich die Lo¨sung von Problemen
der Art
A˜y = z , (4.28)
siehe z.B. [BBC+94].
Als Vorkonditionierer ko¨nnen beispielsweise die klassischen Verfahren aus Abschnitt
4.2.1 dienen. Ein O(N)-Lo¨ser resultiert jedoch nicht daraus. Ebenso la¨ßt sich aber auch
fu¨r (4.28) ein Mehrgitterschritt verwenden. Man spricht dann von einem durch Mehr-
gitter vorkonditionierten Krylov-Raum-Verfahren. Dieser Sprachgebrauch entspricht der
Krylov-Unterraummethoden-Sicht. In vielen Fa¨llen erha¨lt man eine erhebliche Konver-
genzbeschleunigung, im idealen Fall mit von der Gitterweite unabha¨ngigen Iterationsan-
zahlen bei vorgegebenem Reduktionsfaktor fu¨r den Defekt.
Aus der Sicht des Mehrgitterverfahrens kann die Situation auch als Anwendung des
Krylov-Raum-Verfahrens auf die Mehrgitteriteration im Sinne einer Iterierten-Rekombi-
nation gedeutet werden, was den Sprachgebrauch Krylov-Unterraum-Beschleunigung des
Mehrgitterverfahrens rechtfertigt, siehe z.B. [Hac93, TOS01].
In der Regel bietet die Kombination der beiden Methoden fu¨r Modellprobleme, bei
denen man ideale Mehrgitterkonvergenz erha¨lt, keine wesentlichen Vorteile und der Mehr-
aufwand lohnt sich nicht. Bei praxisnahen Problemen erha¨lt man jedoch oft eine deutliche
10 Man beachte jedoch: Ru¨ckschlu¨sse vom Spektrum auf das Konvergenzverhalten sind nur fu¨r normale
Matrizen (AAT = ATA) mo¨glich. Fu¨r allgemeine Matrizen lassen sich Konvergenzraten mit Hilfe der
Eigenwertverteilung von A nicht voraussagen. So wird in [GPS96] gezeigt, daß fu¨r jede Eigenwertver-
teilung eine Matrix existiert, fu¨r die GMRES ein vorgegebenes Konvergenzverhalten reproduziert.
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Verbesserung gegenu¨ber einer einfachen Mehrgitteriteration, beispielsweise bei Anisotro-
pie, geometrischen Singularita¨ten oder bei unstrukturierten Gittern mit einigen wenigen
”
schlechten“ Elementen.
Eine typische in der Praxis auftauchende Situation ist, daß ein Mehrgitterverfah-
ren im wesentlichen gut funktioniert, d.h. die hochfrequenten Moden werden durch den
Gla¨tter reduziert, die niederfrequenten durch die Grobgitterkorrekturen. Es bleiben je-
doch einige Fehlerkomponenten u¨brig, die nur sehr schlecht geda¨mpft werden und auf
einige isolierte große Eigenwerte der Iterationsmatrix des Mehrgitterverfahrens zuru¨ck-
zufu¨hren sind. Bei einer solchen Situation ist es oft mo¨glich, durch die Kombination mit
einem Krylov-Raum-Verfahren eine substantielle Beschleunigung zu erreichen, da das
Krylov-Raum-Verfahren nach einigen Schritten (deren Anzahl ungefa¨hr der Anzahl der
isolierten Eigenwerte entspricht) die Moden der isolierten Eigenwerte
”
erfaßt“. Anschlie-
ßend erha¨lt man eine Konvergenzrate, die der Iterationsmatrix ohne die isolierten Eigen-
werte entspricht. Die Kombination von Mehrgitterverfahren und Krylov-Raum-Verfahren
ist also insbesondere fu¨r die Robustheit interessant.
4.2.8 Numerische Experimente
Gute Na¨herungen fu¨r die Konvergenzrate ρ(M) sind die letzte Reduktionsrate des Defek-
tes auf Stufe L nach m Schritten
ρ
(m)
L :=
∥∥∥d(m)L ∥∥∥∥∥∥d(m−1)L ∥∥∥ ,
und die mittlere Reduktionsrate
ρ
(m)
L :=

∥∥∥d(m)L ∥∥∥∥∥∥d(0)L ∥∥∥

1
m
,
wobei ‖·‖ die euklidische Norm ist. Erstere ist fu¨r die Theorie interessanter, da diese
weniger von der Startlo¨sung x0 abha¨ngt und somit meistens eine bessere Na¨herung fu¨r
die tatsa¨chliche Konvergenzrate ρ(M) liefert, letztere ist fu¨r die Praxis bedeutsamer, da
sie den tatsa¨chlichen Rechenaufwand widerspiegelt. In den nachfolgenden Experimenten
werden wir diese Zahlen angeben und als
”
beobachtete Konvergenzraten“ bezeichnen.
Wie bereits in Abschnitt 4.2.4 erwa¨hnt, beziehen sich die Beweise fu¨r die h-unabha¨ngi-
ge Konvergenz des Mehrgitterverfahrens mit Algorithmus 4.5 als Gla¨tter nur auf den re-
ellen Fall (4.19). Die nachfolgenden Experimente rechtfertigen die Anwendung aber auch
auf den komplexen Fall (4.20), der dem zeitharmonischen Wirbelstromproblem entspricht.
Experiment 4.1 (Einheitsquadrat, relative Skalierung der Koeffizienten) Wir
untersuchen die Konvergenz eines V(1,1)-Mehrgitterverfahrens mit dem hybriden Gla¨tter
als Vor- und Nachgla¨tter. Der hybride Gla¨tter verwendet sowohl fu¨r die Gla¨ttung u¨ber
die Kanten als auch u¨ber die Knoten eine Gauß-Seidel-Iteration ohne eine spezielle An-
ordnung der Freiheitsgrade.
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Das Gebiet ist das Einheitsquadrat Ω = (0, 1)2. Das Gitter auf Stufe 0 besteht aus 2
Dreiecken. Die Gitter auf den Stufen l > 0 werden durch regula¨re Verfeinerung erzeugt, so
daß sich die Anzahl der Elemente von Stufe l zu l+1 jeweils vervierfacht, siehe Abb. 4.6.
Abb. 4.6: Triangulierungen auf Stufe 0 bis 5 von Experiment 4.1
Fu¨r das Experiment wurden Dirichlet-Randbedingungen n× E = 0 verwendet. Um
die Abha¨ngigkeit der Konvergenzraten von der relativen Skalierung der Koeffizienten zu
untersuchen, wird der Koeffizient β in der Sesquilinearform (4.20) variiert, wa¨hrend α ≡ 1
gesetzt wird. Die rechte Seite ist b = 0, gestartet wird mit einer zufa¨lligen Anfangslo¨sung.
Es werden solange Mehrgitteriterationen durchgefu¨hrt, bis der Anfangsdefekt, gemessen
in der euklidischen Norm, um den Faktor 1020 reduziert ist.
In Tab. 4.1 geben wir die gemessene Konvergenzrate ρ
(m)
L fu¨r die letzte Iteration an
und in Klammern die mittlere gemessene Konvergenzrate ρ
(m)
L . Der Einfluß des Start-
wertes wurde durch Mittelung u¨ber jeweils drei Experimentwiederholungen abgemildert.
Das Experiment zeigt, daß die Konvergenzraten auf den ho¨heren Stufen unabha¨ngig von
der Gitterweite sind. Auch wenn eine leichte Verschlechterung bei großen β-Werten zu
erkennen ist, ist das Verfahren relativ robust gegenu¨ber Variationen des Verha¨ltnisses
zwischen den Koeffizienten α und β.
Experiment 4.2 (Einheitsquadrat, MG als Vorkonditionierer) Wir wiederholen
das vorige Experiment fu¨r β = 0.01, β = 1 und β = 100, benutzen das Mehrgitter-
verfahren aber als Vorkonditionierer fu¨r ein BiCGStab-Verfahren. In Tab. 4.2 sind die
Anzahlen der sich ergebenden BiCGStab-Iterationen dargestellt. Man erkennt, daß diese
ab L > 4 konstant bleiben und nahezu unabha¨ngig von β sind. Das Mehrgitterverfahren
erweist sich somit als hervorragender Vorkonditionierer. Die durchschnittliche Kovergenz-
rate betra¨gt hier ρ
(m)
L = 0.01. Ohne BiCGStab-Verfahren ergab sich 0.14. Damit lohnt
sich der Einsatz des BiCGStab-Verfahrens, denn jede BiCGStab-Iteration besitzt etwa
den doppelten Aufwand einer Mehrgitteriteration, aber 2 ρ
(m)
L = 0.02 < (0.14)
2.
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L 1 2 3 4 5 6 7
NL 16 80 352 1 472 6 016 24 320 97 792
β = 0.01 0.12 0.14 0.16 0.16 0.17 0.16 0.16
(0.12) (0.13) (0.14) (0.14) (0.14) (0.14) (0.14)
β = 0.1 0.12 0.14 0.16 0.17 0.17 0.16 0.16
(0.12) (0.13) (0.14) (0.14) (0.14) (0.14) (0.14)
β = 0.5 0.12 0.15 0.16 0.17 0.16 0.16 0.16
(0.12) (0.13) (0.13) (0.14) (0.14) (0.14) (0.14)
β = 1.0 0.13 0.15 0.15 0.16 0.16 0.16 0.16
(0.13) (0.14) (0.14) (0.14) (0.14) (0.14) (0.14)
β = 2.0 0.14 0.15 0.15 0.16 0.16 0.16 0.16
(0.14) (0.14) (0.14) (0.14) (0.14) (0.14) (0.14)
β = 5.0 0.17 0.16 0.15 0.16 0.17 0.17 0.17
(0.16) (0.14) (0.13) (0.14) (0.14) (0.14) (0.14)
β = 10.0 0.20 0.14 0.14 0.16 0.17 0.18 0.17
(0.19) (0.12) (0.13) (0.14) (0.14) (0.14) (0.14)
β = 100.0 0.20 0.18 0.15 0.15 0.17 0.19 0.19
(0.19) (0.18) (0.14) (0.14) (0.14) (0.15) (0.14)
Tab. 4.1: Mehrgitterkonvergenzraten fu¨r den V(1,1)-Zyklus, Experiment 4.1
L 1 2 3 4 5 6 7
β = 0.01 7 9 10 10 10 10 10
β = 1.0 8 10 10 10 10 10 10
β = 100.0 6 12 12 11 11 11 11
Tab. 4.2: BiCGStab-Iterationen fu¨r eine Defektreduktion um den Faktor 1020, Experiment 4.2
Experiment 4.3 (Einheitswu¨rfel, relative Skalierung der Koeffizienten) Dieses
Experiment ist identisch mit Experiment 4.1, abgesehen davon, daß das Gebiet jetzt der
Einheitswu¨rfel Ω = (0, 1)3 ist. Die Anfangstriangulierung T0 hat 9 Knoten (8 an den
Wu¨rfeleckpunkten und ein weiterer im Schwerpunkt) und 12 Tetraeder, die sich alle den
Knoten im Schwerpunkt teilen. Diese Triangulierung ergibt etwas bessere Kantenverha¨lt-
nisse als die ha¨ufig verwendete Zerlegung in 6 Tetraeder. Fu¨r 1 ≤ l ≤ L werden die
Triangulierungen Tl durch regula¨re Verfeinerung erzeugt, siehe Abb. 4.7. Die Konver-
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genzraten sind in Tab. 4.3 dargestellt. Es zeigt sich auch hier, daß die Konvergenzraten
ab Stufe 4 praktisch unvera¨ndert bleiben und das Mehrgitterverfahren robust gegenu¨ber
einer Variation der relativen Skalierung der Koeffizienten α und β ist.
Abb. 4.7: Triangulierungen T0, T2 und T4 von Experiment 4.3
L 1 2 3 4 5
NL 164 1 528 13 232 110 176 899 264
β = 0.01 0.16 (0.15) 0.30 (0.27) 0.38 (0.35) 0.43 (0.38) 0.45 (0.40)
β = 0.1 0.15 (0.15) 0.30 (0.27) 0.38 (0.35) 0.43 (0.38) 0.45 (0.40)
β = 0.5 0.15 (0.14) 0.29 (0.27) 0.38 (0.35) 0.43 (0.38) 0.45 (0.40)
β = 1.0 0.16 (0.14) 0.29 (0.28) 0.38 (0.35) 0.43 (0.38) 0.45 (0.40)
β = 2.0 0.18 (0.17) 0.30 (0.28) 0.38 (0.35) 0.43 (0.38) 0.45 (0.40)
β = 5.0 0.19 (0.18) 0.31 (0.29) 0.38 (0.35) 0.43 (0.38) 0.45 (0.39)
β = 10.0 0.20 (0.19) 0.30 (0.28) 0.39 (0.35) 0.43 (0.38) 0.44 (0.39)
β = 100.0 0.21 (0.20) 0.34 (0.31) 0.37 (0.34) 0.41 (0.37) 0.44 (0.39)
Tab. 4.3: Mehrgitterkonvergenzraten fu¨r den V(1,1)-Zyklus, Experiment 4.3
Experiment 4.4 (Einheitswu¨rfel, MG als Vorkonditionierer) Wie im 2D-Fall wie-
derholen wir das letzte Experiment fu¨r β = 0.01, β = 1 und β = 100 und benutzen das
Mehrgitterverfahren als Vorkonditionierer fu¨r ein BiCGStab-Verfahren. Die Anzahl der
Iterationen sind in Tab. 4.4 dargestellt. Auch in 3D ist das Mehrgitterverfahren demnach
ein sehr guter Vorkonditionierer und ein aufwandsbereinigter Vergleich der Konvergenz-
raten zeigt, daß sich die Beschleunigung durch das Krylov-Raum-Verfahren lohnt.
Experiment 4.5 (Einheitskugel, Zyklusarten) In diesem Experiment wollen wir
einerseits den Einfluß der Randprojektion bei Verfeinerung (sukzessive Gebietsapproxi-
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L 1 2 3 4 5
β = 0.01 10 13 15 16 16
β = 1.0 10 14 15 17 16
β = 100.0 13 18 17 17 18
Tab. 4.4: BiCGStab-Iterationen fu¨r eine Defektreduktion um den Faktor 1020, Experiment 4.4
L 1 2 3 4 5
NL 164 1 528 13 232 110 176 899 264
V(1,1) 0.21 (0.19) 0.36 (0.33) 0.41 (0.38) 0.47 (0.43) 0.53 (0.48)
V(2,2) 0.01 (0.01) 0.19 (0.16) 0.23 (0.19) 0.24 (0.20) 0.30 (0.25)
W(1,1) 0.21 (0.19) 0.34 (0.32) 0.39 (0.35) 0.44 (0.40) 0.49 (0.44)
W(2,2) 0.01 (0.01) 0.15 (0.13) 0.17 (0.14) 0.22 (0.18) 0.27 (0.22)
Tab. 4.5: Mehrgitterkonvergenzraten bei verschiedenen Zyklusarten, Experiment 4.5
mation) und andererseits den Einfluß der Zyklusart und der Anzahl der Gla¨ttungsschritte
untersuchen.
Das Gebiet ist jetzt eine Einheitskugel Ω = {x ∈ R3 : ‖x‖ < 1} mit Dirichlet-
Randbedingungen. Wie in Experiment 4.3 ist die rechte Seite Null und wir iterieren bis
der Defekt um den Faktor 1020 reduziert wurde (bei einer zufa¨lligen Startlo¨sung). Die Tri-
angulierungen der Stufen 0 bis 3 sind in Abb. 4.3 zu sehen. Die Anfangstriangulierung ist
mit der des Wu¨rfels im Experiment 4.3 identisch. Die feineren Triangulierungen werden
durch regula¨re Verfeinerung erzeugt, wobei die Randknoten jeweils auf den tatsa¨chlichen
Gebietsrand projiziert werden. Folglich ist die Gittertopologie identisch mit der von Ex-
periment 4.3. In diesem Experiment sind die Koeffizienten α = β ≡ 1. In Abha¨ngigkeit
von Zyklusart und Anzahl der Gla¨ttungsschritte ergeben sich die Konvergenzraten ρ
(m)
L
in Tab. 4.5, die Zahlen in Klammern sind wieder die fu¨r die Praxis relevanteren mittleren
Reduktionsraten ρ
(m)
L .
Vergleichen wir die Konvergenzraten fu¨r den V(1,1)-Zyklus mit den Konvergenzra-
ten fu¨r β = 1 in Experiment 4.3 (Tab. 4.3), so sehen wir hier eine leichte Verschlech-
terung. Als Ursache dafu¨r ist die geringere Qualita¨t der Gitter aufgrund der Projektion
der Randknoten anzusehen. Es ergeben sich bei der Kugel sowohl gro¨ßere Maximalwin-
kel zwischen Elementseiten als auch ein gro¨ßeres Verha¨ltnis zwischen der la¨ngsten und
der ku¨rzesten Kante. Stellen wir W- und V-Zyklus gegenu¨ber, so ist zu erkennen, daß
der W-Zyklus geringfu¨gig bessere Konvergenzraten ergibt. Aufwandsbereinigt ergibt sich
jedoch kein Vorteil, so daß wir im folgenden stets den V-Zyklus verwenden werden. Eine
Verdopplung der Gla¨ttungsschritte fu¨hrt fu¨r beide Zyklusarten na¨herungsweise auf eine
Halbierung der Konvergenzraten, wie es auch asymptotisch fu¨r den symmetrischen Fall
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aus der Theorie unter zusa¨tzlichen Annahmen folgt, siehe [Hac93, Kap. 10.7].
Experiment 4.6 (Randsingularita¨t) Um das Verhalten des Mehrgitterverfahrens bei
einspringenden Ecken zu untersuchen, wiederholen wir Experiment 4.3, mit dem einzigen
Unterschied, daß das Gebiet statt eines Wu¨rfels jetzt das L-fo¨rmige Gebiet
Ω := {(0, 2)× (0, 1)× (0, 2)} \ [1, 2]3
ist. Triangulierungen sind in Abb. 4.8 zu sehen. Es ergeben sich die Konvergenzraten
in Tab. 4.6. Abgesehen von einer Verschlechterung der Konvergenzrate aufgrund der ge-
ringeren Gebietsregularita¨t, sehen wir vergleichbare Ergebnisse wie in Experiment 4.3,
d.h. irregula¨re Gebiete haben keinen großen Einfluß auf das Verfahren. Fu¨r den Laplace-
Operator erha¨lt man ein vom Verha¨ltnis vergleichbares Absinken der Konvergenzrate bei
dem L-fo¨rmigen Gebiet gegenu¨ber dem Wu¨rfelexperiment.
Abb. 4.8: Triangulierungen T0, T2 und T4 des L-fo¨rmigen Gebietes von Experiment 4.6
L 1 2 3 4
NL 589 5 060 41 704 338 768
β = 0.01 0.32 (0.29) 0.42 (0.38) 0.49 (0.43) 0.55 (0.48)
β = 0.1 0.32 (0.29) 0.42 (0.38) 0.49 (0.44) 0.55 (0.48)
β = 0.5 0.32 (0.14) 0.42 (0.38) 0.49 (0.43) 0.55 (0.48)
β = 1.0 0.31 (0.29) 0.42 (0.38) 0.49 (0.43) 0.55 (0.47)
β = 2.0 0.32 (0.29) 0.42 (0.38) 0.49 (0.43) 0.55 (0.48)
β = 5.0 0.31 (0.28) 0.40 (0.37) 0.48 (0.43) 0.54 (0.47)
β = 10.0 0.30 (0.27) 0.39 (0.36) 0.47 (0.42) 0.53 (0.47)
β = 100.0 0.27 (0.26) 0.35 (0.32) 0.40 (0.37) 0.47 (0.40)
Tab. 4.6: Mehrgitterkonvergenzraten fu¨r den V(1,1)-Zyklus, Experiment 4.6
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Experiment 4.7 (Springende Koeffizienten) In diesem Experiment studieren wir
das Verhalten des V(1,1)-Mehrgitterzyklus bei springenden Koeffizienten. Das Gebiet ist
wieder der Wu¨rfel Ω = (0, 1)3. Diesen unterteilen wir in zwei Teilgebiete Ω1 := (
1
3 ,
2
3)
3
und Ω2 := Ω \ Ω1. Die Anfangstriangulierung ist in Abb. 4.9 links zu sehen. Sie besteht
aus 12 Wu¨rfeln, die jeweils in 6 Tetraeder zerlegt sind.
Die Koeffizienten sind jetzt ortsabha¨ngig, wir setzen
α(x) :=
{
α1 fu¨r x ∈ Ω1 ,
1 sonst ,
β(x) :=
{
β1 fu¨r x ∈ Ω1 ,
1 sonst
und variieren α1 und β1. Es ergeben sich die gemessenen Konvergenzraten in Tab. 4.7.
Man erkennt ein Absinken der Konvergenzraten fu¨r den Fall, daß β1 À 1 oder α1 ¿ 1.
Der erste Fall entspricht einer verglichen mit der Umgebung hohen Leitfa¨higkeit von Ω1,
der zweite Fall einer verglichen mit der Umgebung hohen Magnetisierbarkeit von Ω1. In
beiden haben nichtverschwindende Lo¨sungen Singularita¨ten an den Ecken und Kanten
von Ω1, so daß die Regularita¨t geringer ist.
Abgesehen davon sind die Konvergenzraten grundsa¨tzlich etwas schlechter aufgrund
der von Experiment 4.3 abweichenden Anfangstriangulierung: Die Kantenla¨ngen-und
Winkelverha¨ltnisse sind bei der Zerlegung eines Wu¨rfels in 6 Tetraeder etwas schlech-
ter als bei der in den vorigen Experimenten verwendeten Zerlegung in 12. Ein Vergleich
der ersten Zeile von Tab. 4.7 mit der Zeile fu¨r β = 1 in Tab. 4.3 (Experiment 4.3) zeigt,
daß sich dies in den Konvergenzraten negativ bemerkbar macht.
Das Experiment zeigt, daß die Konvergenzraten auch bei springenden Koeffizienten
gleichma¨ßig von eins weg beschra¨nkt bleiben.
Abb. 4.9: Triangulierungen T0, T2 und T4 (aufgeschnitten) fu¨r das Experiment 4.7
Experiment 4.8 (Springende Koeffizienten, MG als Vorkonditionierer) Wir
wiederholen das vorige Experiment, benutzen aber den V(1,1)-Mehrgitterzyklus zur Vor-
konditionierung eines BiCGStab-Verfahrens, siehe Tab. 4.8. Es ergeben sich mittlere Kon-
vergenzraten von 0.10 bis 0.18 und ein aufwandsbereinigter Vergleich zur MG-Iteration
ohne Krylov-Raum-Verfahren zeigt, daß sich dessen Einsatz lohnt.
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L 1 2 3 4
NL 2 412 21 672 183 312 1 507 104
α1 = 1 β1 = 1 0.56 (0.53) 0.60 (0.56) 0.62 (0.57) 0.62 (0.57)
α1 = 1 β1 = 10
4 0.55 (0.51) 0.61 (0.56) 0.63 (0.58) 0.65 (0.59)
α1 = 1 β1 = 10
−4 0.55 (0.45) 0.60 (0.50) 0.57 (0.52) 0.59 (0.54)
α1 = 10
4 β1 = 1 0.55 (0.45) 0.60 (0.50) 0.58 (0.52) 0.59 (0.54)
α1 = 10
−4 β1 = 1 0.58 (0.54) 0.65 (0.61) 0.69 (0.63) 0.72 (0.64)
Tab. 4.7: Mehrgitterkonvergenzraten fu¨r den V(1,1)-Zyklus bei springenden Koeffizienten, Expe-
riment 4.7
L 1 2 3 4
α1 = 1 β1 = 1 19 20 19 20
α1 = 1 β1 = 10
4 18 21 23 27
α1 = 1 β1 = 10
−4 16 18 18 19
α1 = 10
4 β1 = 1 16 18 19 19
α1 = 10
−4 β1 = 1 19 21 24 26
Tab. 4.8: Anzahl der durch den V(1,1)-Zyklus vorkonditionierten BiCGStab-Iterationen fu¨r eine
Defektreduktion um den Faktor 1020 bei springenden Koeffizienten, Experiment 4.8
Experiment 4.9 (Da¨mpfung von Neumann-Vektorfeldern) In Kap. 4.2.5 haben
wir gesehen, daß Fehleranteile, die im Kern des rot-Operators liegen und sich als Gradi-
enten darstellen lassen, durch den zusa¨tzlichen Gla¨ttungsschritt im Raum der diskreten
Potentiale effektiv geda¨mpft werden ko¨nnen. Zwar bilden die Gradientenfelder den we-
sentlichen Anteil im Kern des rot-Operators, es verbleibt jedoch ein niederdimensionaler,
von der Gebietstopologie abha¨ngiger Kernanteil, der nicht durch Gradienten dargestellt
werden kann. Es handelt sich um die Neumann-Vektorfelder als Repra¨sentanten der 1. Co-
homologiegruppe H1(Ω), deren Anteile am Fehler durch den Grobgitterlo¨ser auf Level 0
eliminiert werden mu¨ssen.
In diesem Experiment werden wir diese U¨berlegungen u¨berpru¨fen und so die An-
wendbarkeit des Verfahrens auf Leiterstrukturen nichttrivialer Topologie rechtfertigen.
Dazu verwenden wir den Torus
Ω := {(0, 3)2 × (0, 1)} \ (1, 2)3 ,
Triangulierungen sind in Abb. 4.10 zu sehen. Die erste Betti-Zahl des Gebietes ist eins,
so daß genau ein Mode durch den Gla¨tter schlecht geda¨mpft werden sollte, wenn wir
Neumann-Randbedingungen n × rotE = 0 annehmen. Bei Dirichlet-Randbedingungen
n×E = 0 existiert dieser Mode nicht.
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Abb. 4.10: Triangulierungen T0, T2 und T4 des Torus aus Experiment 4.9
Wir starten wieder mit einer Zufallslo¨sung und verschwindender rechter Seite. Nach
50 Iterationen eines V(1,1)-MG-Zyklus mit einfachen hybriden Gauß-Seidel-Gla¨ttungen
messen wir die letzte Konvergenzrate und die mittlere Konvergenzrate. Dies fu¨hren wir
sowohl fu¨r Dirichlet- als auch Neumann-Randbedingungen durch. Dann wiederholen wir
dasselbe Experiment, schalten jetzt jedoch die Grobgitterlo¨sung auf Stufe 0 aus. Die
Konvergenzraten sind in Tab. 4.9 zu sehen.
Dirichlet-Randbedingungen Neumann-Randbedingungen
Lsg. auf Level 0 Lsg. auf Level 0
L NL ja nein NL ja nein
1 1 046 0.525 (0.49) 0.721 (0.66) 1 814 0.458 (0.41) 0.998 (0.84)
2 9 724 0.583 (0.54) 0.697 (0.62) 12 796 0.631 (0.55) 0.998 (0.82)
3 83 576 0.629 (0.56) 0.689 (0.60) 95 864 0.669 (0.58) 0.998 (0.81)
4 692 464 0.680 (0.58) 0.685 (0.59) 741 616 0.681 (0.59) 0.998 (0.78)
Tab. 4.9: Mehrgitterkonvergenzraten nach 50 V(1,1)-Iterationen bei nichttrivialer 1. Homologie-
gruppe mit und ohne Lo¨sung auf Level 0, Experiment 4.9
Man erkennt deutlich, daß ohne die Grobgitterlo¨sung sich sehr viel schlechtere Kon-
vergenzraten ergeben als mit Grobgitterlo¨sung. Allerdings schwindet der Unterschied mit
zunehmender Stufenzahl beim Dirichlet-Problem.
Anders verha¨lt es sich beim Neumann-Problem. Hier erha¨lt man konstant schlechte
Konvergenzraten ohne Grobgitterlo¨ser. Ein Blick auf den Fehler am Ende der 50 Ite-
rationen zeigt, daß in der Tat alle Fehlerkomponenten bis auf ein Neumann-Vektorfeld
geda¨mpft wurden, siehe Abb. 4.11. Das besta¨tigt, daß fu¨r die Da¨mpfung der Cohomolo-
gievektorfelder das Lo¨sen auf Stufe 0 von essentieller Bedeutung ist.
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Abb. 4.11: Fehler nach 50 MG-
Iterationen auf Level 3, Experi-
ment 4.9
Experiment 4.10 (Anwesenheit von Nichtleitern) Bei der Anwesenheit nichtleiten-
der Gebietsteile ist die Lo¨sung des zeitharmonischen Wirbelstromproblems nicht eindeu-
tig. Um die L2(Ω)-Norm der Lo¨sung im Nichtleiter zu beschra¨nken, verwenden wir den
in Kap. 4.2.6 vorgestellten Projektionsalgorithmus.
Das Gebiet ist identisch mit dem aus Experiment 4.7 und besteht aus zwei Teilge-
bieten (siehe Abb. 4.9). Der a¨ußere Wu¨rfel hat jetzt die Leitfa¨higkeit Null, d.h. β2 = 0
und wir variieren β1. Die rechte Seite ist Null, so daß das Problem lo¨sbar ist.
Wir verwenden wieder den hybriden Gla¨tter, diesmal mit symmetrischen Gauß-
Seidel-Gla¨ttungen fu¨r Kanten und Knoten fu¨r ein V(1,1)-Mehrgitterverfahren und lo¨sen
ein Dirichlet-Problem mit Zufallsstartvektor. Die Mehrgitteriteration wird abgebrochen,
wenn der Anfangsdefekt um den Faktor 1010 reduziert ist. Eine deutlich gro¨ßere Reduk-
tion ist nicht sinnvoll, da der erste berechnete Defekt nur bis auf Rechengenauigkeit im
Bildraum der Matrix liegt und die Iteration spa¨testens nach einer Reduktion um den Fak-
tor 1016 (bei doppelter Genauigkeit) nicht weiter konvergieren wird. In Tab. 4.10 ist zu
sehen, daß man fu¨r den singula¨ren Fall vergleichbare Konvergenzraten wie im regula¨ren
Fall erreicht.
L 1 2 3 4
NL 2 412 21 672 183 312 1 507 104
β = 0.01 0.50 (0.43) 0.52 (0.47) 0.54 (0.48) 0.54 (0.48)
β = 1.0 0.49 (0.42) 0.53 (0.47) 0.54 (0.49) 0.54 (0.49)
β = 100.0 0.49 (0.43) 0.53 (0.46) 0.54 (0.48) 0.55 (0.48)
Tab. 4.10: Mehrgitterkonvergenzraten fu¨r den V(1,1)-Zyklus bei nichtleitendem Gebietsteil, Ex-
periment 4.10
Experiment 4.11 (Jacobi-Gla¨ttungen) In diesem letzten Experiment werden wir zei-
gen, daß das hybride Gla¨ttungsverfahren auch mit Jacobi-Iterationen funktioniert. Dies ist
von Relevanz fu¨r eine eventuelle Parallelisierung des Verfahrens, da das Jacobi-Verfahren
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im Unterschied zum Gauß-Seidel-Verfahren keine Kommunikation wa¨hrend einer Iterati-
on beno¨tigt. Da bei dem hybriden Gla¨ttungsschritt der Informationsaustausch zwischen
Knoten und Kanten vollsta¨ndig lokal ist, liegt damit ein ideal parallelisierbares Verfahren
vor.
Wir verwenden einen V(1,1)-Zyklus als Vorkonditionierer fu¨r ein BiCGStab-Ver-
fahren. Damit das Verfahren konvergiert, mu¨ssen die Jacobi-Schritte geda¨mpft werden.
Fu¨r die Kantenkorrekturen wa¨hlen wir eine Da¨mpfung von 0.6, fu¨r die Knoten 0.9. Diese
Werte haben sich in der Praxis als sinnvoll herausgestellt.
Die weiteren Parameter des Experiments stimmen mit Experiment 4.3 u¨berein. Es
ergeben sich die in Tab. 4.11 dargestellten Iterationszahlen fu¨r eine Defektreduktion um
den Faktor 1020. Faktisch bleiben die Anzahl der Iterationen und damit die mittleren
Konvergenzraten ab Stufe 3 konstant, eine Abha¨ngigkeit vom Parameter β ist nicht er-
kennbar.
L 1 2 3 4 5
β = 0.01 19 24 28 29 28
β = 1.0 18 25 29 29 28
β = 100.0 22 30 28 28 28
Tab. 4.11: Anzahl der BiCGStab-
Iterationen fu¨r eine Defektreduktion um
den Faktor 1020 bei Vorkonditionierung
durch ein V(1,1)-Mehrgitterverfahren
mit Jacobi-Gla¨ttungen, Experi-
ment 4.11
4.3 Adaptivita¨t
Die Berechnung einer Finite-Element-Lo¨sung als Na¨herung an das kontinuierliche Varia-
tionsproblem soll typischerweise eine der beiden folgenden Bedingungen erfu¨llen:
(a) Unter Einsatz minimaler Rechnerressourcen (Rechenzeit, Speicheraufwand) soll der
Fehler der diskreten Lo¨sung kleiner als ein vorgeschriebener Maximalwert sein.
(b) Bei fest vorgegebenen maximalen Rechnerressourcen soll die Lo¨sung mo¨glichst ge-
nau sein.
Der Rechen- und Speicheraufwand wird hauptsa¨chlich durch die Zahl der Unbekannten
und damit durch die Wahl der Triangulierung bestimmt. Da wir in dieser Arbeit keine
ho¨heren Ansa¨tze verwenden, mu¨ssen demzufolge
”
optimale“ Triangulierungen konstruiert
werden, um die Bedingungen zu erfu¨llen (h-Methode).
Da bei der Lo¨sung des Wirbelstromproblems stark lokale Pha¨nomene wie
• der Skineffekt und
• Ecken- und Kanten-Singularita¨ten an Materialspru¨ngen und Ra¨ndern
eine Rolle spielen, muß die Triangulierung lokal der Lo¨sung angepaßt werden. Anpassun-
gen sollen automatisch aus einer Anfangstriangulierung erzeugt werden. Dies kann nur
schrittweise durch wiederholtes Lo¨sen und Anwendung einer a posteriori -Fehlerscha¨tzung
im Sinne des folgenden Ablaufschemas geschehen:
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Algorithmus 4.8 (Adaptive Berechnung)
repeat {
stelle Diskretisierung auf
lo¨se Gleichungssystem
scha¨tze Fehler
if (Fehler < Toleranz bzw. Rechnerressourcen erscho¨pft) then Abbruch
adaptiere Gitter
}
4.3.1 A posteriori-Fehlerscha¨tzer
Ist Eh die diskrete Na¨herungslo¨sung fu¨r die kontinuierlichen Lo¨sung E, beno¨tigen wir zur
Erfu¨llung der Bedingung (a) einen Scha¨tzwert η des Fehlers
δh := E−Eh
in einer geeigneten Norm. Der Scha¨tzwert η soll mo¨glichst einer Bedingung
c η ≤ ‖δh‖ ≤ C η (4.29)
mit von h unabha¨ngigen Konstanten c, C > 0 genu¨gen. Weiterhin sollte der Scha¨tzwert
lokal berechenbar sein, d.h. η la¨ßt sich als Summe
η2 =
∑
T∈Th
η2T (4.30)
darstellen, wobei die Gro¨ßen ηT sich allein aus auf den Elementen verfu¨gbaren Daten
berechnen lassen. Dies ist einerseits wichtig fu¨r eine effektive Berechnung der Scha¨tzung,
andererseits erha¨lt man so eine Information u¨ber die gescha¨tzte Fehlerverteilung. Aus
dieser kann man sehen, wo die Triangulierung zu verfeinern ist. Ein Ausdruck fu¨r η, der
(4.29) und (4.30) erfu¨llt, heißt lokaler Fehlerscha¨tzer.11
Die rechte Ungleichung in (4.29) bedeutet, daß der Fehlerscha¨tzer zuverla¨ssig ist, d.h.
daß er ungenaue Lo¨sungen tatsa¨chlich als solche erkennt. Die linke Ungleichung bedeutet,
daß der Fehlerscha¨tzer effizient ist und den tatsa¨chlichen Fehler nicht zu stark u¨berscha¨tzt
und somit den unno¨tigen Verbrauch von Ressourcen vermeidet. Ein Maß fu¨r die Effizienz
ist der Quotient C/c, der nicht zu sehr von eins abweichen sollte.
Fu¨r die Bedingung (b) auf Seite 100 ist der Anspruch etwas geringer als fu¨r Be-
dingung (a): Es wird keine Information u¨ber die absolute Gro¨ße des Fehlers beno¨tigt,
sondern nur eine relative Fehlerverteilung. Dies bedeutet, daß die absoluten Gro¨ßen der
Konstanten in (4.29) nicht von Relevanz sind.
Fu¨r das zeitharmonische Wirbelstromproblem verwenden wir den in [BHHW00] be-
schriebenen residuenbasierten Fehlerscha¨tzer. Dieser ist speziell fu¨r zeitdiskretisierte Wir-
belstromprobleme entwickelt worden, also fu¨r den reellen Fall (4.19). In der genannten
11 Zwecks klarer Unterscheidung spricht man ha¨ufig von einem Fehlerindikator, falls (4.29) nicht erfu¨llt
ist.
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Arbeit ist die Gu¨ltigkeit von (4.29) fu¨r einen mittels lokaler Summation darstellbaren
Scha¨tzer bewiesen worden. Die Abscha¨tzung des Fehlers erfolgt in der Energienorm ‖·‖E;Ω.
Physikalisch ist diese ein Maß fu¨r den Betrag der skalierten komplexen Leistung des Feh-
lers (siehe Bemerkung 2.5). Der Fehlerscha¨tzer la¨ßt sich auch auf den komplexen Fall
anwenden, indem alle reellen Skalarprodukte durch hermitesche ersetzt werden und die
Energienorm umdefiniert wird.
Der Fehler δh ist Lo¨sung der Fehlergleichung
a(δh,v) = r(v) := f(v)− a(Eh,v) ∀v ∈H0(rot; Ω) ,
wobei a(·, ·) und f die Sesquilinearform und die rechte Seite von (4.5) sind. Das Funktio-
nal r(·) bezeichnet man als Residuum. Die grundlegende Idee des Fehlerscha¨tzers ist die
Ausnutzung der Gleichheit von Energienorm des Fehlers und der Dualnorm des Residu-
ums. Fu¨r die weiteren Abscha¨tzungen des Fehlers spielt wieder eine Helmholtz-Zerlegung
vonH0(rot; Ω) wie bei der Konstruktion des Gla¨tters eine Rolle. Fu¨r weitere Details, sei
auf [BHHW00] und den U¨bersichtsartikel [BDH+99] der gleichen Autoren verwiesen.
Die sich ergebenden elementweisen Scha¨tzwerte ηT lauten
ηT =
√
(η⊥T )2 + (η
0
F )
2 + (η⊥F )2 (4.31a)
mit
(η⊥T )
2 =min
(
ω2µh2T ,
ω
σ
)∥∥σEh + JG,h∥∥2L2(T ) , (4.31b)
(η⊥F )
2 =
∑
F∈F(T )
1
2
hF
ω2µT
(1 + µT
µF
)2
∥∥∥[n× 1µ rotEh]
F
∥∥∥2
L2(F )
, (4.31c)
(η0F )
2 =
∑
F∈F(T )
1
2
hF
ω σT
(σT + σF )2
∥∥[n · (σEh + JG,h)]F∥∥2L2(F ) . (4.31d)
Eine hochgestellte
”
0“ bezeichnet Terme, die aus der Abscha¨tzung auf H00(rot; Ω) resul-
tieren, wa¨hrend ein hochgestelltes
”
⊥“ den Anteil der Abscha¨tzung auf dem Komplement
bezeichnet. Die tiefgestellten
”
T“ bzw.
”
F“ bei den Fla¨chentermen η0F und η
⊥
F bezeichnen
die Grenzwerte des jeweiligen Koeffizienten auf dem Element T bzw. auf dem Nachbar-
element von T an der Seite F .
Die einzelnen Terme beinhalten Informationen u¨ber die Verletzung des Ampe`reschen
Gesetzes rotH = J, das von der Finite-Element-Lo¨sung nur im Th-schwachen Sin-
ne erfu¨llt wird: Da rotHh = rot(
1
iωµ
rotEh) und fu¨r Whitney-1-Formen auf einem
Element rotEh konstant ist, folgt rotHh = 0. Der Term η
⊥
T mißt somit die Abwei-
chung Jh = σEh + JGh vom Ampe`reschen Gesetz im Element. Die Verletzung (der aus
dem Ampe`reschen Gesetz folgenden) tangentialen Stetigkeit des H-Feldes wird von dem
Term η⊥F gemessen. Der Term η
0
F schließlich gibt die Abweichung von der Divergenz des
Ampe`reschen Gesetzes an, div(rotH = J) ⇒ div J = 0 in Ω. Da auf den Elementen σ
konstant ist, divEh = 0 gilt und außerdem die erregende Stromdichte JGh stu¨ckweise
konstant ist, gilt auf jedem Element div J = 0. Fu¨r globale Divergenzfreiheit mu¨ssen die
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Spru¨nge der Normalkomponenten u¨ber die Elementseiten verschwinden. Die Gro¨ße dieser
Spru¨nge wird von η0F gemessen.
Alle Terme lassen sich mit sehr niedrigem Aufwand berechnen, da wir stu¨ckweise
konstante Koeffizienten bei der Implementierung vorausgesetzt haben. Es sind nur Nor-
men von linearen oder konstanten Funktionen zu berechnen, so daß nur Quadraturen
niedriger Ordnung benutzt werden mu¨ssen.
Es sei noch angemerkt, daß die Konstanten des residuenbasierten Fehlerscha¨tzers in
der abgeleiteten Beziehung (4.29) von der Geometrie und den Koeffizienten des Problems
abha¨ngen und nicht algorithmisch verfu¨gbar sind. Demzufolge erhalten wir den gescha¨tz-
ten Fehler nur in einer skalierten Energienorm. Da wir im folgenden aber nur an der
Fehlerverteilung interessiert sind, im Sinne von Bedingung (b), ist dies vo¨llig ausreichend.
Wir weisen aber darauf hin, daß von den Autoren Beck, Hiptmair und Wohlmuth von
[BHHW00] auch ein hierarchischer Fehlerscha¨tzer entwickelt wurde [BHW00], der diesen
Nachteil nicht hat. Dessen Implementierung und algorithmischer Aufwand ist jedoch be-
deutend gro¨ßer, weshalb wir uns in dieser Arbeit fu¨r den residuenbasierten Fehlerscha¨tzer
entschieden haben. Fu¨r allgemeinere Informationen u¨ber Fehlerscha¨tzer sei auf die Arbeit
[Ver96] verwiesen.
4.3.2 Gitteradaption
Ist eine Fehlerscha¨tzung vorhanden, muß entschieden werden, welche der Elemente verfei-
nert werden sollen. Hierfu¨r gibt es verschiedene Strategien, siehe [Ver96, Do¨r96, KA00].
In unserer Implementierung in UG verwenden wir folgenden einfachen Algorithmus, um
ausgehend von den Elementscha¨tzungen {ηT }T die Elemente zu markieren, die verfeinert
werden sollen.
Algorithmus 4.9 (Auswahlstrategie)
procedure SetRefinementMarks(Th, {ηT }T , ξ ∈ (0, 1)) {
ηmax ← max
T∈Th
(ηT )
forall (T ∈ Th) do
if (ηT > ξ ηmax) then markiere T zur Verfeinerung
}
In den nachfolgenden Anwendungen wa¨hlen wir typischerweise ξ = 0.25 oder ξ = 0.5.
Die markierten Elemente ko¨nnen jetzt beispielsweise durch die in Abschnitt 4.2.2
vorgestellte regula¨re Verfeinerung durch Zerlegung in acht Tetraeder stabil verfeinert
werden. Allerdings entstehen dann i.a. sogenannte
”
ha¨ngende Knoten“. (So werden Mit-
telpunkte von Kanten, an denen nicht alle angrenzenden Elemente verfeinert wurden,
bezeichnet.) Analog dazu entstehen natu¨rlich auch
”
ha¨ngende Kanten“. Bei der Diskre-
tisierung mu¨ssen die zu den ha¨ngenden Knoten und Kanten assoziierten Freiheitsgrade
gesondert behandelt werden und aus den regula¨ren interpoliert werden. Andernfalls wa¨ren
die Finite-Element-Ra¨ume nicht mehr konform.
Wir wollen uns aber hier auf konsistente Gitter beschra¨nken. Um solche zu erhalten,
muß fu¨r die regula¨r verfeinerten Elemente ein sogenannter
”
gru¨ner Abschluß“ berechnet
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werden, um das Gitter wieder konsistent zu machen. Hierfu¨r beno¨tigt man irregula¨re Ver-
feinerungsregeln. Diese sollen durch Einfu¨gen zusa¨tzlicher Seiten und Kanten in der Um-
gebung eines regula¨r verfeinerten Teils der Triangulierung einen konsistenten U¨bergang zu
dem nicht verfeinerten Teil schaffen. Die entstehenden Elemente bezeichnet man entspre-
chend als
”
gru¨n verfeinert“. In Analogie dazu spricht man von einem regula¨r verfeinerten
Element als
”
rot verfeinert“. Daher nennt man diese Art der adaptiven Gitteranpassung
(eine stabile regula¨re Regel + gru¨ne Abschlußregeln) auch Rot/Gru¨n-Verfeinerung. Das
Vorbild hierzu ist der bekannte 2D Mehrgittercode PLTMG von R. Bank, von dem auch
die Bezeichnung
”
gru¨ne Verfeinerung“ stammt, [BSW83, Ban90].
In Abb. 4.12 ist eine lokale Verfeinerung eines Tetraedergitters dargestellt, wie sie
in UG realisiert ist. Dabei wurde das an der linken a¨ußeren Ecke liegende Tetraeder
im Anfangsgitter (links) zur Verfeinerung markiert. Der Verfeinerungsalgorithmus fu¨hrt
die regula¨re (rote) Verfeinerung des markierten Elements durch und berechnet einen
gru¨nen Abschluß, der innerhalb einer Elementtiefe fu¨r eine konsistente Anpassung an
die nicht verfeinerten Elemente sorgt (rechts). Da die nicht verfeinerten Elemente mit
ihren Vaterelementen u¨bereinstimmen heißen diese Kopieelemente. Diese sind innerhalb
UG stets gelb gefa¨rbt.
Abb. 4.12: Lokale Verfeinerung eines triangulierten Quaders in UG: Im Anfangsgitter (links) wur-
de ein Tetraeder regula¨r verfeinert (rechts). Die gru¨nen Elemente schließen den regula¨r verfeinerten
Bereich konsistent zum nichtverfeinerten Bereich (gelb) ab.
Wiederholte Anwendung einer gru¨nen Verfeinerung fu¨hrt auf eine Entartung der
Elemente, d.h. die gru¨ne Verfeinerung ist nicht stabil. Deshalb ist eine Verfeinerung von
gru¨nen Elementen nicht erlaubt. Sind gru¨n verfeinerte Elemente zur Verfeinerung mar-
kiert, werden diese durch eine regula¨re Verfeinerung ersetzt. Dies garantiert die Stabilita¨t
des Verfeinerungsalgorithmus. Man erkennt daraus aber auch, daß es sich bei dem Ver-
feinerungsalgorithmus nicht um eine Abbildung Tl 7→ Tl+1 handelt, wie man vielleicht
zuna¨chst denken mag, sondern um eine Abbildung zwischen Triangulierungshierarchien,
den
”
Mehrgittern“, {Tl}0≤l≤L 7→ {T ′l }l=0≤l≤L′ , wobei im allgemeinsten Fall nur T0 = T ′0
gelten muß. Auch muß sich die Anzahl der Stufen nach einer Verfeinerung nicht unbedingt
erho¨ht haben.
Die Verfeinerungsmarken von jedem Gitter Tl werden auf Tl−1 restringiert. Insgesamt
besteht die Verfeinerung aus den folgenden Schritten, die auf jeder Stufe l > 0 erfolgt,
wobei bei Stufe 1 begonnen wird:
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1. Entfernen von gru¨nen Elementen (bei Bedarf)
2. Einfu¨gen neuer roter Elemente
3. Einfu¨gen neuer gru¨ner Elemente (konsistenter Abschluß)
4. Kopieren der restlichen Elemente auf das aktuelle Level
Um den gru¨nen Abschluß zu realisieren, gibt es mehrere Mo¨glichkeiten. Beispielsweise
werden in dem Multilevel-Code KASKADE [BER95] vier irregula¨re Verfeinerungstypen
bereitgestellt. Falls die Regeln nicht anwendbar sind, wird die regula¨re Verfeinerung ver-
wendet. Ein Nachteil dieser Strategie ist, daß es zu einer Art Dominoeffekt kommen kann
und der zu verfeinernde Bereich sich ausbreitet. Nach [Bey98] breitet sich dieser Effekt
jedoch nicht u¨ber das gesamte Gitter aus.
Eine andere Mo¨glichkeit ist die Bereitstellung eines vollsta¨ndigen Regelsatzes, der
alle mo¨glichen Verfeinerungsmuster abdeckt und somit den Abschluß innerhalb einer Ele-
mentschicht garantiert. In UG kann von dieser Mo¨glichkeit Gebrauch gemacht werden.
Der Regelsatz wurde automatisch generiert, um Fehler bei der Programmierung zu mi-
nimieren und erzeugt 242 irregula¨re Verfeinerungsregeln. Alternativ bietet UG eine al-
gorithmische Erzeugung anderer Regeln zur Laufzeit, die auch fu¨r Hexaeder-, Prismen-
und Pyramiden-Elemente funktioniert.12 Fu¨r Simplizes ist der genaue Algorithmus in
[Lan01, Kap. 6.9] zu finden. Auch bei diesem Algorithmus ist ein Abschluß innerhalb
einer Elementschicht garantiert.
4.3.3 Numerische Experimente
In den folgenden Experimenten untersuchen wir das Verhalten des Mehrgitterverfahrens
bei adaptiver Verfeinerung. In allen Experimenten verwenden wir einen V(1,1)-Zyklus
und einfache Gauß-Seidel-Iterationen fu¨r den hybriden Gla¨tter.
Experiment 4.12 (Adaptive Verfeinerung) Wir wenden ein Mehrgitterverfahren auf
den Einheitswu¨rfel mit Dirichlet-Randbedingungen an. Die rechte Seite ist Null und wir
beginnen mit einer Zufallslo¨sung. Der Wu¨rfel wird zuna¨chst uniform bis Level 3 und dann
sukzessive an einer Ecke verfeinert, wie in Abb. 4.13 zu sehen ist.
Die Konvergenzraten in Tabelle 4.12 zeigen, daß die adaptive Verfeinerung sich nicht
negativ auf die Konvergenzraten auswirkt, vgl. Tab. 4.3 fu¨r uniforme Verfeinerung.
Experiment 4.13 (Adaptive Verfeinerung mit Fehlerscha¨tzer) Wir wiederholen
das Experiment 4.8 (springende Koeffizienten, zwei geschachtelte Wu¨rfel), verwenden
aber am Gebietsrand inhomogene Dirichlet-Randbedingungen auf vier Wu¨rfelseiten
(n×E)|z=0 = (n×E)|z=1 = (n×E)|y=0 = (n×E)|y=1 = ex
und an den u¨brigen Seiten x = 1 und x = 0 homogene Neumann-Randbedingungen
n× rotE = 0 .
12 Ein vollsta¨ndiger Regelsatz bei gro¨ßerer Elementvielfalt ist wegen des beno¨tigten Speicherbedarfs
unzweckma¨ßig, siehe[Lan01].
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Abb. 4.13: Gitter T3 bis T5 des Wu¨rfels bei lokaler Adaption, Experiment 4.12
L 3 4 5 6 7
NL 13 232 13 378 13 548 13 718 13 888
β = 0.01 0.38 (0.35) 0.46 (0.40) 0.44 (0.41) 0.44 (0.41) 0.44 (0.40)
β = 1.0 0.38 (0.35) 0.46 (0.41) 0.44 (0.40) 0.44 (0.41) 0.44 (0.40)
β = 100.0 0.37 (0.34) 0.46 (0.42) 0.44 (0.40) 0.44 (0.40) 0.44 (0.41)
Tab. 4.12: Mehrgitterkonvergenzraten fu¨r den V(1,1)-Zyklus mit hybriden Gauß-Seidel-Gla¨ttun-
gen bei adaptiv verfeinerten Gittern, Experiment 4.12
Im Fall konstanter Koeffizienten erga¨be sich aus den Randbedingungen ein x-gerichtetes
Magnetfeld in Ω, das fu¨r β = 0 konstant wa¨re. Durch Koeffizientenspru¨nge wird dieses
Feld gesto¨rt. Insbesondere fu¨r große Leitfa¨higkeit (β1 groß) oder hohe Magnetisierbarkeit
(kleines α2) des inneren Wu¨rfels ergeben sich starke Feldkonzentrationen an den Kanten
des inneren Wu¨rfels.
Mit Hilfe des Fehlerscha¨tzers wird adaptiv verfeinert. Fu¨r die Auswahl der zu ver-
feinernden Elemente wurde in Algorithmus 4.9 immer der Wert ξ = 0.25 verwendet.
Es wird solange adaptiv verfeinert, bis eine weitere Verfeinerung den verfu¨gbaren Spei-
cher u¨berschreiten wu¨rde (in diesem Fall 2.0 GB). Die rechte Seite und der Startwert sind
Null. In Tab. 4.13 sehen wir die Anzahl der BiCGStab-Iterationen mit V(1,1)-Mehrgitter-
Vorkonditionierung fu¨r eine Defektreduktion um den Faktor 1020. In der rechten Spalte
ist die Anzahl der Unbekannten auf der jeweils ho¨chsten Gitterstufe angegeben. Bedingt
durch die Adaptionsstrategie ergeben sich bei den verschiedenen Koeffizientenspru¨ngen
unterschiedliche maximale Stufenzahlen und Anzahlen der Unbekannten. Wa¨hrend oh-
ne Koeffizientensprung (1. Zeile in Tab. 4.13) die maximale Stufe L = 4 ist, treten bei
den zuvor genannten Fa¨llen β1 groß bzw. α1 klein mit singula¨rem Verhalten der Lo¨sung
maximale Stufen L = 6 auf. Der Grad der Adaption des Gitters ist also in den letzten
Fa¨llen erwartungsgema¨ß besonders stark ausgepra¨gt, siehe Abb. 4.14. Das Magnetfeld fu¨r
α1 klein (letzte Zeile in Tab. 4.13) ist in Abb. 4.15 dargestellt.
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L 1 2 3 4 5 6 maxNL
α1 = 1 β1 = 1 22 27 26 28 – – 1 438 398
α1 = 1 β1 = 10
4 26 25 28 32 33 27 522 210
α1 = 1 β1 = 10
−4 26 24 23 25 24 – 249 016
α1 = 10
4 β1 = 1 26 24 23 25 25 – 248 938
α1 = 10
−4 β1 = 1 26 28 32 34 33 31 590 678
Tab. 4.13: Anzahl der durch den V(1,1)-Zyklus vorkonditionierten BiCGStab-Iterationen fu¨r eine
Defektreduktion um den Faktor 1020 bei springenden Koeffizienten und adaptiver Verfeinerung
mit Hilfe des Fehlerscha¨tzers, Experiment 4.13.
Die Anzahl der Iterationen ist in allen Fa¨llen ho¨her als bei Experiment 4.8 mit unifor-
mer Verfeinerung, siehe Tab. 4.8. Allerdings ist zu beru¨cksichtigen, daß in Experiment 4.8
auf allen Ra¨ndern Dirichlet-Randbedingungen vorgeschrieben waren und mit einem Zu-
fallswert gestartet wurde. Letzterer entha¨lt meistens eher hochfrequente Fehleranteile, die
relativ schnell reduziert werden.
Abb. 4.14: Adaptiv verfeinertes Gitter T6 in Experiment 4.13 bei großer Permeabilita¨t des inneren
Wu¨rfels (letzte Zeile in Tab. 4.13).
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Abb. 4.15: ReH (links) und ImH (rechts) in Experiment 4.13 entlang eines Schnittes bei großer
Permeabilita¨t des inneren Wu¨rfels (letzte Zeile in Tab. 4.13), L = 5. An den Kanten des inneren
Wu¨rfels ergeben sich Singularita¨ten.
4.4 Lokales Mehrgitterverfahren
4.4.1 Optimalita¨t des Mehrgitterverfahrens und lokal adaptierte Gitter
Die Optimalita¨t des Mehrgitterverfahrens resultiert aus zwei Bedingungen:
1. Die Konvergenzrate ist unabha¨ngig von der Anzahl der Unbekannten NL gleich-
ma¨ßig von eins weg beschra¨nkt.
2. Der Aufwand (Speicher und Zeit) fu¨r eine Iteration ist O(NL).
Fu¨r die Gu¨ltigkeit der zweiten Bedingung ist ein geometrisches Wachstum der Anzahl der
Unbekannten zwischen den Triangulierungen des Mehrgitterverfahrens notwendig, d.h.
Nl > qNl−1 , l = 1, . . . , L
fu¨r ein q > 1, denn dann ist der Aufwand fu¨r alle Stufen mit Hilfe der geometrischen
Reihe durch
O( q
q−1NL
)
abscha¨tzbar. Im Unterschied zu uniformer Verfeinerung kann bei adaptiver Verfeinerung
die zweite Bedingung verletzt sein, wenn nur wenige Elemente zur Verfeinerung markiert
werden (wie beispielsweise in Abb. 4.13). Dann steigt der Aufwand fu¨r eine Iteration auf
O(NL logNL) .
Dieser Nachteil war der Ausgangspunkt fu¨r die Entwicklung der hierarchische Basen
Methode (HB) durch Yserentant, [Yse84], und des hierarchische Basen Mehrgitterverfah-
rens (HBMG) durch Bank, Dupont und Yserentant, [BDY88]. Ersteres ist ein additives,
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letzteres ein multiplikatives Verfahren. Die Grundidee der beiden Verfahren ist, daß auf
jeder Stufe l nur u¨ber die
”
neuen“ Freiheitsgrade gegla¨ttet wird. Bezeichnet Pl die Menge
der geometrischen Objekte (Knoten, Kanten, Seiten, Tetraeder) der Triangulierung Tl,
an denen die Freiheitsgrade lokalisiert13 sind, werden also nur Korrekturen fu¨r Freiheits-
grade auf p ∈ Pl \Pl−1 durch Gla¨ttungen auf Stufe l berechnet. Diese p nennen wir aktive
Menge Al.
Zwar erha¨lt man mit den genannten Verfahren in der Tat linearen Aufwand fu¨r ei-
ne Iteration, jedoch verschlechtert sich die Gesamtkomplexita¨t auf O(NL logNL) durch
sinkende Konvergenzraten. Ein weiterer Nachteil dieser Verfahren ist, daß hier die Kon-
struktion robuster Verfahren wie in [Wit89] nicht funktioniert.
Diese Nachteile werden vermieden, wenn man den Bereich, u¨ber den gegla¨ttet wird,
etwas vergro¨ßert, so daß dieser alle p ∈ Pl entha¨lt, deren Basisfunktionen sich von Stufe
l − 1 zu Stufe l vera¨ndert haben. Bezu¨glich HB und HBMG entspricht dies einer Hin-
zunahme der Nachbarfreiheitsgrade. Bei u¨blichen Diskretisierungen beschra¨nkt sich die
Gla¨ttung dann auf alle Freiheitsgrade, die auf Objekten lokalisiert sind, die zu einem
verfeinerten Element geho¨ren. Eine additive Mehrgittervariante mit dieser aktiven Men-
ge ist mit dem BPX-Vorkonditionierer zum ersten Mal von Bramble, Pasciac und Xu in
[BPX90] theoretisch analysiert worden, die multiplikative Variante von Bramble, Pasciac,
Wang und Xu in [BPWX91] (BPWX-MG).
Die multiplikative Variante wird lokales Mehrgitterverfahren genannt, da sie die
natu¨rliche Verallgemeinerung des klassischen Mehrgitterverfahrens auf lokal verfeiner-
te Gitter ist und bei uniformer Verfeinerung mit dem klassischen Mehrgitterverfahren
u¨bereinstimmt. Vor der Analyse in [BPWX91] gab es aber Arbeiten, die auf derselben
bzw. a¨hnlichen Idee beruhen, siehe [Bra77, Riv84]. In Zusammenhang mit Robustheit sei
auf [BW94] verwiesen, fu¨r einen Vergleich zwischen additiver und multiplikativer Variante
auf [BHW98] und fu¨r die Parallelisierung lokaler Mehrgitterverfahren auf [Bas96].
In Abb. 4.16 ist fu¨r den Fall von Knotenfreiheitsgraden der unterschiedliche Gla¨t-
tungsbereich von HB/HBMG zu BPX/lokales MG dargestellt.
4.4.2 Implementierung des lokalen Mehrgitterverfahrens
In diesem Abschnitt wollen wir die wesentlichen Aspekte der Implementierung des lokalen
Mehrgitterverfahrens fu¨r die UG-Elektromagnetik-Problemklasse diskutieren. Dazu wer-
den zuna¨chst einige Begriffe und Konzepte eingefu¨hrt, die zum allgemeinen Versta¨ndnis
des lokalen Mehrgitterverfahrens notwendig sind. Wir orientieren uns bei der Begriffs-
bildung und Notation gro¨ßtenteils an den Arbeiten von C. Wieners, [Wie97, Wie01]. Es
sei darauf hingewiesen, daß wir aus Gru¨nden der Einfachheit bei unserer Darstellung
geringfu¨gig von der tatsa¨chlichen Implementierung abweichen, die in UG realisiert wurde.
Geometriebasierte Daten
Die geometrischen Orte der Freiheitsgrade p ∈ Pl werden wir im weiteren Interpola-
tionspunkte oder einfach Punkte (der Stufe l) nennen. Die Menge der Punkte, die zu
13 Sind Freiheitsgrade an Kanten, Seiten oder Tetraedern lokalisiert, meinen wir damit, daß sich diese als
Integrale u¨ber das entsprechende Objekt darstellen lassen.
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Abb. 4.16: Aktive Menge bei Knotenfreiheitsgraden (2D): Bei HB und HBMG wird auf dem
dargestellten Level nur auf den ausgefu¨llten Knoten gegla¨ttet, bei BPX und lokalem Mehrgitter
zusa¨tzlich auf den nicht ausgefu¨llten.
einem Element T ∈ Tl geho¨ren, bezeichnen wir mit Pl[T ], N [p] bezeichnet die Anzahl der
Freiheitsgrade an einem Punkt p. Im Fall des Wirbelstromproblems sind die Punkte die
Kanten der Triangulierungen und es gilt N [p] = 2. Die Laplace-Probleme bei der Quellen-
berechnung, der Projektion und dem hybriden Gla¨tter haben Knotenfreiheitsgrade und
es gilt N [p] = 1 bzw. N [p] = 2. Die Anzahl der Elementfreiheitsgrade ist
N [T ] =
∑
p∈Pl[T ]
N [p] ,
und die Gesamtanzahl der Freiheitsgrade auf der Stufe l ist
Nl = N [Pl] =
∑
p∈Pl
N [p] .
Fu¨r die Restriktion eines Vektors xl auf Stufe l auf ein Element T ∈ Tl schreiben wir
im folgenden xl[T ] ∈ RN [T ] und fu¨r die Restriktion auf einen Punkt xl[p] ∈ RN [p]. Das
diskretisierte Problem auf dem feinsten Gitter TL ist
AL xL = bL (4.32)
mit der globalen Systemmatrix AL ∈ RNL×NL , der globalen rechten Seite bL ∈ RNL und
dem globalen Lo¨sungsvektor xL ∈ RNL . Die Matrix muß auf allen Stufen verfu¨gbar sein
und kann aus den lokalen Elementmatrizen, die wir mit Al[T ] bezeichnen, assembliert
werden (siehe Abschnitt 4.1),
Al =
∑
T∈Tl
Al[T ] .
Die rechte Seite wird nur auf dem feinsten Gitter beno¨tigt, da auf den unteren Stufen l < L
Problem (4.32) durch das Defektproblem Al cl = dl ersetzt wird, siehe Abschnitt 4.2.3.
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Die rechte Seite kann auf dem Gitter TL ebenso aus den elementweisen rechten Seiten
bl[T ] assembliert werden,
bL =
∑
T∈TL
bL[T ] .
Die globalen Blockmatrizen Al[p, q] ∈ RN [p]×N [q], p, q ∈ Pl, ko¨nnen aus den Element-
matrizen Al[T ] mit p, q ∈ Pl[T ] assembliert werden. Bei den verwendeten Diskretisierun-
gen gilt Al[p, q] = 0, wenn kein Element existiert mit p, q ∈ Pl[T ].
Konzept der Vektorklassen und lokale Gitter
Die Beschra¨nkung der Gla¨ttung auf die aktive Menge wird durch die Realisierung lokaler
Gitter T lokl ⊂ Tl umgesetzt, die im allgemeinen nicht das ganze Gebiet Ωl u¨berdecken.
Die Implementierung des lokalen Mehrgitteralgorithmus soll sicherstellen, daß
1. Gla¨ttung und
2. Defektberechnung
auf jeder Gitterstufe ohne Kommunikation zu unteren Gitterstufen erfolgen kann. Um dies
zu gewa¨hrleisten, bestehen die lokalen Gitter nicht nur aus den verfeinerten Elementen,
sondern auch einigen Kopieelementen. Fu¨r eine genauere Definition wird das Konzept der
Vektorklassen eingefu¨hrt, siehe [Wie97].
Jedem Punkt (geometrischen Objekt mit Freiheitsgraden) p ∈ Pl wird auf einer Stufe
eine Vektorklasse classl(p) ∈ 0, 1, 2, 3 zugeordnet:
classl(p) :=

3 , falls p zur aktiven Menge auf Stufe l geho¨rt ,
2 , falls classl(p) 6= 3 und es existiert ein T ∈ Tl,
so daß p, q ∈ Pl[T ] mit classl(q) = 3 ,
1 , falls classl(p) 6= 3, classl(p) 6= 2, und es existiert ein T ∈ Tl,
so daß p, q ∈ Pl[T ] mit classl(q) = 2 ,
0 sonst .
Die Vektorklasse gibt die durch den Matrixgraphen definierte Distanz eines Punktes zur
aktiven Menge wieder. Punkte mit classl(p) = 3 sind Teil der aktiven Menge, Punkte mit
classl(p) = 2 haben den Abstand 1 und Punkte mit classl(p) = 1 den Abstand 2. Alle
anderen Punkte (classl(p) = 0) haben einen Abstand, der gro¨ßer als 2 ist.
Eine Korrektur der Lo¨sung x[p] mit classl(p) = 3 a¨ndert den Defekt fu¨r alle Punkte
p mit classl(p) ≥ 2. Um diesen berechnen zu ko¨nnen, beno¨tigt man die aktuelle Lo¨sung
auf Punkten p mit classl(p) ≥ 1. Dies fu¨hrt auf die folgende Definition lokaler Gitter:
Definition 4.5 (Lokales Gitter)
T lokl := {T ∈ Tl| Es gilt classl(p) ≥ 2 fu¨r mindestens ein p ∈ Pl[T ]}
heißt lokale Triangulierung oder lokales Gitter auf Stufe l.
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Da auf Stufe 0 class0(p) = 3 fu¨r alle p ∈ P0 gilt, folgt aus der Definition T lok0 = T0.
Als Objekte im Speicher existieren nur die lokalen Gitter T lokl , nicht mehr die globalen
Tl. Abbildung 4.17 verdeutlicht den Unterschied zwischen lokalen und globalen Gittern
anhand einer 2D-Gitterhierarchie, die jeweils aus einer lokalen Verfeinerung hervorging.
Abb. 4.17: 2D-Gitterhierarchie mit globalen (links) und lokalen Gittern (rechts).
Die lokalen Gitter sind die kleinsten Teilmengen der (globalen) Triangulierungen,
die Gla¨tten auf der aktiven Menge mit Defektaktualisierung ohne Zugriff auf niedrigere
Gitter ermo¨glichen. Allerdings ist noch eine Bedingung an die Lo¨sung und die Korrektur
zu stellen.
Hierarchische Konsistenz
Im folgenden schreiben wir kurz xlok, Alok fu¨r die Restriktion von Vektoren und Matrizen
auf das lokale Gitter. Nur diese existieren tatsa¨chlich als Objekte im Speicher.
Damit die Defektaktualisierung und die Aktualisierung der rechten Seite tatsa¨chlich
auf den lokalen Gittern berechnet werden ko¨nnen, mu¨ssen die Lo¨sung und die Korrek-
tur, die sich bei Verwendung lokaler Gitter im allgemeinen u¨ber mehrere Gitterstufen
verteilen, hierarchisch konsistent sein.
Definition 4.6 (Hierarchisch konsistente Vektoren) Eine Familie lokaler Vektoren
{xlokl }l=0,...,L heißt hierarchisch konsistent, wenn
xlokl [p] = x
lok
l−1[p] ∀p ∈ Pl mit classl(p) < 3 , l = 1 . . . , L .
Analog definieren wir fu¨r Matrizen:
Definition 4.7 (Hierarchisch konsistente Matrizen) Eine Familie lokaler Matrizen
{Alokl }l=0,...,L heißt hierarchisch konsistent, wenn
Alokl [p, q] = A
lok
l−1[p, q] ∀p, q ∈ Pl mit classl(p), classl(q) < 3 , l = 1 . . . , L .
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Werden die Matrizen und die rechte Seite elementweise auf den lokalen Gittern T lokl
assembliert, sind diese im Unterschied zu den u¨ber globale Gitter assemblierten nicht hier-
archisch konsistent: Alokl [p, q] und b
lok
l [p] fu¨r classl(p), classl(q) ≤ 1 sind nicht vollsta¨ndig
assembliert und du¨rfen nicht benutzt werden. Da fu¨r die lokale Defektberechnung aber
nur Alokl [p, q] fu¨r classl(p) ≥ 2 oder classl(q) ≥ 2 bzw. blokl [p] fu¨r classl(p) ≥ 2 beno¨tigt
wird, spielt die Inkonsistenz keine Rolle fu¨r die Gla¨ttungsoperation.
Da die auf den T lokl definierten lokalen Defekte dlokl [p] := blokl [p] −Alokl [p, q]xlokl [q]
nur fu¨r classl(p) ≥ 2 berechnet werden, sind auch diese nicht hierarchisch konsistent. Fu¨r
den Lo¨sungsalgorithmus wird jedoch auch der globale Defekt auf dem feinsten (globalen)
Gitter beno¨tigt, z.B. zur U¨berpru¨fung, ob der Defekt bereits hinreichend reduziert wurde
(Abbruchkriterium). Dazu kann der globale Defekt rekursiv aus den Defekten auf den
lokalen Gittern berechnet werden,
dl[p] =
{
dlokl [p] falls classl(p) ≥ 2
dlokl−1[p] sonst
, l = 1, . . . , L . (4.33)
Analog ist die globale rechte Seite definiert. Bei der Restriktion des Defektes im Mehr-
gitterzyklus ist daher darauf zu achten, daß nur auf die dlokl [p] restringiert wird mit
p ∈ NDMl := {q ∈ Pl|q /∈ Pl+1 oder classl+1(p) ≥ 2} ,
NDMl heißt Neue-Defekt-Menge. Prolongiert wird hingegen auf alle Punkte des lokalen
Gitters.
Lokale Gla¨tter und lokaler Mehrgitterzyklus
Nach den obigen Betrachtungen ko¨nnen wir jetzt die Algorithmen der lokalen Varianten
von Gla¨ttung (vgl. Algorithmus 4.1), Mehrgitterzyklus (vgl. Algorithmus 4.2) und Mehr-
gitterlo¨ser (vgl. Algorithmus 4.3) angeben. Mit Alokl [p, ·] bezeichnen wir die zum Punkt
p geho¨rende Blockzeile einer Matrix Alokl .
Algorithmus 4.10 (lokaler Gla¨tter) Die einzige Vera¨nderung gegenu¨ber der glo-
balen Gla¨ttungsoperation liegt in der Begrenzung der Korrektur auf die aktive Menge
(classl(p) = 3). Bei globaler Verfeinerung entspricht der Algorithmus dem globalen Gla¨t-
tungsalgorithmus 4.1, da dann classl(p) = 3 fu¨r alle p ∈ Pl gilt.
procedure Slok(clokl ,d
lok
l ) {
wlok[p]←
{
A˜
−1
[p, ·]dlokl ∀p ∈ Pl mit classl(p) = 3
0 sonst
dlokl ← dlokl −Alokl wlokl (Defektaktualisierung)
clokl ← clokl +wlokl (Korrekturaktualisierung)
}
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Algorithmus 4.11 (lokaler MG-Zyklus) Auch dieser Algorithmus entspricht bei glo-
baler Verfeinerung der seiner globalen Variante, Algorithmus 4.2. Die einzige Modifika-
tion besteht in der Begrenzung der Restriktion. Es sei daran erinnert, daß Alok0 = A0,
dlok0 = d0 und c
lok
0 = c0.
procedure MGClok (l, clokl ,d
lok
l ) {
if (l = 0) then lo¨se Alok0 c
lok
0 = d
lok
0 (Lo¨sung auf gro¨bstem Gitter)
else {
for (1 ≤ i ≤ ν1) do Slok1 (clokl ,dlokl ) (Vorgla¨ttung)
dlokl−1[p]← rlokl [p, ·]dlokl ∀p ∈ NDMl−1 (Restriktion)
clokl−1 ← 0
for (1 ≤ i ≤ γ) do MGC (l − 1, clokl−1,dlokl−1) (Grobgitterkorrektur)
wlokl ← plokl clokl−1 (Prolongation)
dlokl ← dlokl −Alokl wlokl (Defektaktualisierung)
clokl ← clokl +wlokl (Korrekturaktualisierung)
for (1 ≤ i ≤ ν2) do Slok2 (clokl ,dlokl ) (Nachgla¨ttung)
}
}
Algorithmus 4.12 (lokaler MG-Lo¨ser) Im Unterschied zum globalen MG-Lo¨ser 4.3
muß der Anfangsdefekt und die Defektnorm im Abbruchkriterium rekursiv berechnet wer-
den. Die Aktualisierung der Lo¨sung muß fu¨r alle Gitterlevel erfolgen.
procedure MGSolverlok (θ,xlokl ,b
lok
l ) {
berechne rekursiv dL = ALxL − bL nach (4.33)
²← θ ‖dL‖ (Abbruchschranke berechnen)
repeat {
clokL ← 0
MGClok(L, clokL ,d
lok
L )
for (0 ≤ l ≤ L) do xlokl ← xlokl + clokl (Lo¨sungsaktualisierung)
}
until ‖dL‖ < ²
}
4.4.3 Modifikation fu¨r den hybriden Gla¨tter
Bei der Verwendung des hybriden Gla¨tters (Algorithmus 4.5) wird die hierarchische
Konsistenzbedingung verletzt, wenn wir das zuvor dargestellte Konzept nicht a¨ndern.
Die Verletzung wird durch die Korrektur aus dem Gla¨ttungsschritt im Raum der Kno-
tenpotentiale cnode erzeugt
w = GΩCcnode .
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Man erinnere sich, daß GΩC die Knoten-Kanten-Inzidenzmatrix ist, die einem diskre-
ten Gradienten entspricht. Algorithmisch bedeutet die Multiplikation des Knotenvektors
cnode mit GΩC die Verteilung der Knotenwerte auf die angrenzenden Kanten, wobei die
Orientierung der Kanten beru¨cksichtigt wird. Dies ist in Abb. 4.18 anhand eines Kno-
tens am Rande des verfeinerten Bereichs dargestellt. In der Abbildung sind auch die
Vektorklassen der Knoten und Kanten dargestellt.14 Wie man sieht, vera¨ndert die Kor-
rektur nicht nur Kanten p der aktiven Menge (classl(p) = 3), in der Abbildung schwarz
dargestellt, sondern auch Kanten mit classl(p) < 3, in der Abbildung rot dargestellt.
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Abb. 4.18: Vektorklassen und Korrektur durch Potential-Gla¨ttungsschritt des hybriden Gla¨tters
Um dies zu beheben, reicht es nicht aus, die Korrektur durch den Knotengla¨ttungs-
schritt einfach auf die aktive Kantenmenge zu beschra¨nken, denn dann wa¨re die Korrektur
nicht mehr im Kern des rot-Operators.
Wu¨rde man die Korrektur aus dem Knotengla¨ttungsschritt so weit einschra¨nken, daß
nur die Knotenwerte verteilt werden, an denen ausschließlich Kanten der aktiven Menge
angrenzen, la¨ge die Korrektur zwar im Kern des rot-Operators, jedoch wu¨rden nicht
mehr alle Moden in Kern(rot) effektiv gegla¨ttet werden. Ein Beispiel ist der Gradient
der Knotenbasisfunktion, die am mittleren Knoten in der Abbildung eins ist und an den
anderen verschwindet.
Deshalb wird die aktive Menge fu¨r den hybriden Gla¨tter so erweitert, daß alle Kan-
ten, die an Knoten eines verfeinerten Elements enden, alle zur aktiven Menge geho¨ren.
Daraus resultiert eine Erweiterung der lokalen Gitter um eine Elementschicht, vergleiche
Abb. 4.17 mit Abb. 4.19 im nachfolgenden Experiment.
14 Die dargestellten Vektorklassen spiegeln wieder, daß neben durch die Systemmatrix bedingten Kanten-
Kanten-Verbindungen durch die Existenz von GΩC auch Knoten-Kanten-Verbindungen im Matrix-
graph enthalten sind.
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4.4.4 Numerische Experimente
Wir wiederholen die Experimente aus dem letzten Abschnitt, verwenden aber lokale und
nicht globale Gla¨ttungsiterationen.
Experiment 4.14 (Adaptive Verfeinerung und lokales MG) Wir wiederholen Ex-
periment 4.12, verwenden aber ein lokales Mehrgitterverfahren, so daß sich die Gla¨ttungs-
operationen nur auf eine kleine Umgebung des verfeinerten Bereichs beschra¨nken, siehe
Abb. 4.19. Ein Vergleich zwischen den sich ergebenden Konvergenzraten in Tab. 4.14
mit den Konvergenzraten bei globaler Gla¨ttung in Tab. 4.12 zeigt keinerlei relevanten
Unterschied.
Abb. 4.19: Gitter T3 bis T5 des Wu¨rfels bei lokaler Adaption, Experiment 4.14. Das lokale Gitter
beschra¨nkt sich auf den farbigen Bereich.
L 3 4 5 6 7
NL 13 232 13 378 13 548 13 718 13 888
β = 0.01 0.38 (0.35) 0.46 (0.43) 0.44 (0.42) 0.44 (0.41) 0.44 (0.41)
β = 1.0 0.38 (0.35) 0.46 (0.44) 0.44 (0.40) 0.44 (0.40) 0.44 (0.40)
β = 100.0 0.37 (0.34) 0.46 (0.43) 0.44 (0.41) 0.44 (0.41) 0.44 (0.41)
Tab. 4.14: Mehrgitterkonvergenzraten fu¨r einen lokalen V(1,1)-Zyklus mit hybriden Gauß-Seidel-
Gla¨ttungen bei adaptiv verfeinerten Gittern, Experiment 4.14
Experiment 4.15 (lokales MG und adaptive Verfeinerung mit Fehlerscha¨tzer)
In dem letzten Experiment wiederholen wir Experiment 4.13, verwenden aber lokale
Gla¨ttungsoperationen. Wie in Tab. 4.15 zu erkennen ist, ergeben sich fu¨r die erste, dritte
und vierte Zeile keine relevanten Unterschiede zu globaler Gla¨ttung. Der sparsamere Spei-
cherverbrauch bei lokaler Gla¨ttung ermo¨glicht fu¨r Zeile drei und vier jeweils ein weiteres
Level. In den Zeilen zwei und fu¨nf, den Fa¨llen mit singula¨rem Lo¨sungsverhalten, sieht
man einen deutlichen Anstieg der Iterationszahlen gegenu¨ber globaler Gla¨ttung.
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L 1 2 3 4 5 6 maxNL
α1 = 1 β1 = 1 22 27 26 28 – – 1 438 398
α1 = 1 β1 = 10
4 26 25 29 35 37 36 522 210
α1 = 1 β1 = 10
−4 26 24 24 26 25 28 711 500
α1 = 10
4 β1 = 1 26 24 23 26 25 28 709 934
α1 = 10
−4 β1 = 1 26 27 31 37 38 39 590 678
Tab. 4.15: Anzahl der durch einen lokalen V(1,1)-Zyklus vorkonditionierten BiCGStab-
Iterationen fu¨r eine Defektreduktion um den Faktor 1020 bei springenden Koeffizienten und adap-
tiver Verfeinerung mit Hilfe des Fehlerscha¨tzers, Experiment 4.15. Fu¨r die Verfeinerungsauswahl
wurde ξ = 0.25 verwendet.
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4.5 Anwendungen
In diesem Abschnitt wollen wir das in den vorigen Kapiteln vorgestellte lokale Mehrgitter-
verfahren fu¨r die Berechnung realistischer Problemstellungen verwenden. Die Erzeugung
der Gebietsgeometrie und der Startgitter T0 kann bei realistischen Anwendungen nicht
mehr
”
von Hand“ geschehen, wie in den vorigen Experimenten.
Hier greifen wir auf kommerzielle Softwarelo¨sungen zuru¨ck: Fu¨r die Erzeugung der
Gebietsgeometrie und Bearbeitung wird das CAD Programm Pro/ENGINEER15 verwen-
det, fu¨r die Gittererzeugung der Tetraedergittergenerator ICEM CFD Tetra16.
Die adaptive Verfeinerung und die T0-Gitterbeschreibung beno¨tigen ein gemeinsames
Interface fu¨r die Geometriebeschreibung. Hierfu¨r verwenden wir das in UG vorhandene
LGM-Interface (engl. linear grid model). Um die in den proprieta¨ren Formaten der kom-
merziellen Software-Pakete vorliegenden Gitter- und Geometriedaten fu¨r das LGM-Inter-
face verfu¨gbar zu machen, wurden innerhalb der UG-Arbeitsgruppe ku¨rzlich die dafu¨r
notwendigen Anbindungen entwickelt.
Das LGM-Interface beschreibt die Geometrie mit Hilfe einer Oberfla¨chentriangulie-
rung; um Mißversta¨ndnisse zu vermeiden, sei ausdru¨cklich darauf hingewiesen, daß diese
nichts mit der Triangulierung T0 zu tun hat, auf der gerechnet wird. Um auch sehr feine
Oberfla¨chentriangulierungen effizient verwenden zu ko¨nnen, wurde innerhalb dieser Ar-
beit das LGM-Interface u¨berarbeitet und mit Octree-a¨hnlichen Datenstrukturen versehen.
Feine Oberfla¨chentriangulierungen sind stets notwendig, wenn die Geometrie gekru¨mmte
Fla¨chen entha¨lt.
4.5.1 Das TEAM 7 Benchmark Problem
Fu¨r die Validierung der vorgestellten Algorithmen und ihrer Implementierung verwenden
wir das TEAM Benchmark-Problem 7. Es geho¨rt zu einer Reihe von Testproblemen, die
explizit fu¨r die Validierung von Elektromagnetik-Codes entwickelt und vermessen wurden
(siehe [FN90]).
Das Problem besteht aus einer Aluminiumplatte (σ = 3.526 107 S/m) mit einem Loch
und einer Erregerspule u¨ber der Platte mit einem zeitharmonischen 50Hz Erregungs-
strom von 2742AT (siehe Abb. 4.20). Alle La¨ngen sind in Millimetern angegeben. Der
Erregungsstrom erreicht sein Maximum bei ω t = 0 und fließt in mathematisch positivem
Sinn, wenn man die Anordnung von einer Position mit großer z-Koordinate betrachtet.
Von der Erregerspule werden in der Aluminiumplatte Wirbelstro¨me induziert.
Entlang der Strecke AB in Abb. 4.20 liegen Meßwerte fu¨r die Gro¨ße sign (ReBz)|Bz|
vor, mit denen die berechneten Werte verglichen werden sollen. Die Anordnung ist so
konstruiert worden, daß Symmetrieeigenschaften nicht vorhanden sind.
Das Rechengebiet Ω wird ku¨nstlich auf einen Wu¨rfel mit 1m Kantenla¨nge beschra¨nkt,
wobei die Platte im Zentrum des Wu¨rfels liegt. An ∂Ω stellen wir Dirichlet-Randbedin-
gungen n × E = 0. Als Erregungsstrom verwenden wir ein Neumann-Vektorfeld, das
a priori berechnet wird. Dies fu¨hrt einen zusa¨tzlichen Modellierungsfehler ein, da die
15 PTC, http://www.ptc.com
16 ICEM CFD Engineering, http://www.icemcfd.com
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Abb. 4.20: TEAM 7 Benchmark Problem
Erregungsstromdichte nicht konstant u¨ber dem Spulenquerschnitt ist. Allerdings ist dieser
zu vernachla¨ssigen, da die Radien der Erregerspule hinreichend groß sind.
Die Grobgittertriangulierung T0 ist in Abb. 4.21 zu sehen. Um eine Gitterhierarchie
zu generieren, wird T0 uniform verfeinert. Die Gitterstufen l > 1 werden adaptiv (Algo-
rithmus 4.8) durch wiederholtes Rechnen und Verfeinern mit Hilfe des residuenbasierten
Fehlerscha¨tzers erzeugt. Zusa¨tzlich wird bei jedem adaptiven Schritt entlang der Strecke
AB in Abb. 4.20 verfeinert. Auf diese Weise werden Triangulierungen bis Stufe 5 erzeugt.
Fu¨r die Lo¨sung der linearen Gleichungssysteme wird als a¨ußere Iteration das
BiCGStab-Verfahren verwendet. Als Vorkonditionierer dient ein lokales V(1,1)-Mehrgit-
terverfahren mit hybriden, einfachen Gauß-Seidel-Gla¨ttungsschritten. Zusa¨tzlich wurde
nach jeder Mehrgitteriteration eine Iteration des Projektionsalgorithmus 4.7 ausgefu¨hrt.
Fu¨r die Projektionsiteration auf dem Poisson-Problem wird ebenfalls ein V(1,1)-MG-
Zyklus eingesetzt. Die Projektion erfordert in diesem Fall die a priori-Berechnung eines
Dirichlet-Vektorfeldes.
Als Grobgitterlo¨ser verwenden wir eine konstante Anzahl von Iterationen des hybri-
den Gla¨tters. Ein Vergleich mit einem direkten Lo¨ser, der auf ein regularisiertes Glei-
chungssystem angewendet wird, zeigt dabei keinen Unterschied im Konvergenzverhalten.
Wegen des deutlich niedrigeren Zeitaufwandes haben wir das iterative Verfahren bevor-
zugt.
Tabelle 4.16 zeigt, daß die Anzahl der Iterationen praktisch konstant bleibt wa¨hrend
des adaptiven Verfeinerungsprozesses. Demzufolge funktioniert das Mehrgitterverfahren
ausgezeichnet bei dem Benchmark Problem.
Das aus der Lo¨sung auf Stufe 5 berechnete magnetische Feld entlang der Strecke AB
ist in Abb. 4.22 aufgetragen und zeigt eine gute U¨bereinstimmung mit den eingetragenen
Meßwerten. In Abb. 4.23 ist der Realteil der induzierten Stromdichte in der Mitte der
Aluminiumplatte dargestellt. Abbildung 4.24 zeigt das Magnetfeld entlang eines Schnittes
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Abb. 4.21: Triangulierung T0 des TEAM 7 Benchmark Problems. Das Gitter des umgebenden
Luftbereiches ist nicht dargestellt.
L 0 1 2 3 4 5
NT 5.6 103 4.5 104 7.2 104 8.0 104 1.6 105 3.8 105
NE 6.7 103 5.3 104 8.8 104 1.0 105 2.0 105 4.7 105
#Iterationen — 15 15 16 15 16
Tab. 4.16: Anzahl der Iterationen des durch einen V(1,1)-MG-Zyklus vorkonditionierten
BiCGStab-Verfahrens fu¨r eine Defektreduktion um den Faktor 108. Zusa¨tzlich ist die Anzahl
der Tetraeder NT und die Anzahl der Kanten NE von TL angegeben.
von einer weiteren Rechnung ohne die zusa¨tzliche Verfeinerung entlang der vorgegeben
Strecke AB. Das dort abgebildete Gitter zeigt die lokale Verfeinerung. Insbesondere sieht
man, daß der Bereich der Erregerspule stark verfeinert ist.
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Abb. 4.22: Verifikation mit den Meßwerten des TEAM 7 Benchmark Problems: sign (ReBz)|Bz|
entlang der Strecke AB in Abb. 4.20. Man beachte, daß das berechnete B stu¨ckweise konstant ist
und das Gitter T5 sehr fein entlang der Strecke ist.
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Abb. 4.23: ReJ entlang der Platte des TEAM 7 Benchmark Problems.
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(a) Schnittebene, Gitter ohne Verfeinerung entlang AB
(b) ReH
(c) ImH
Abb. 4.24: Gitter und Magnetfeld entlang eines Schnittes des TEAM 7 Benchmark Problems
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4.5.2 Gasisolierte Schaltanlage
Bei der folgenden Anwendung handelt es sich um eine gasisolierte Schaltanlage. Anlagen
dieser Art stellen Knotenpunkte in Energiesystemen dar und dienen zum Schalten großer
Leistungen. In Abb. 4.25 ist das CAD-Modell eines Prototyps von ABB Calor Emag17 zu
sehen. Die gasisolierte Schaltanlage, im weiteren kurz
”
GIS“ genannt, besteht im wesent-
lichen aus einem Aluminium-Geha¨use (in Abb. 4.25 teilweise weggelassen, um das Innere
zu erkennen) und drei Leiterstrukturen. Der vertikale Teil ist beweglich, was fu¨r die Be-
rechnung allerdings irrelevant ist, da wir nur den geschlossenen Zustand betrachten. Als
Isoliergas wird SF6 verwendet. Auch das spielt im Rahmen der Wirbelstromberechnung
keine Rolle. Berechnet werden die Stromverteilungen und magnetischen Felder. Aus die-
sen ko¨nnen bei Bedarf Leiterkra¨fte und Erwa¨rmung berechnet werden, wovon wir hier
jedoch absehen.
Abb. 4.25: CAD-Modell der gasisolierten Schaltanlage
Die Leitfa¨higkeit der inneren Leiterstruktur ist temperaturabha¨ngig und betra¨gt 26–
32 · 106 S/m. Fu¨r die Berechnung verwenden wir den Mittelwert. Die Geha¨usewand wird
vereinfachend als idealleitend angenommen, so daß wir ein Innenraumproblem mit der
Randbedingung n×E = 0 an der Geha¨useinnenwand erhalten.
Simuliert wird ein zeitharmonischer Strom von 4000A bei 50Hz in jedem Leiter,
wobei die Leiterstro¨me untereinander eine Phasenverschiebung von ϕ = 2pi3 haben (Dreh-
strom). Anders als bei dem TEAM 7 Benchmark handelt es sich hier also nicht um
induzierte Wirbelstro¨me, sondern um sogenannte
”
eingepra¨gte“, da der Gesamtstrom in
jedem Leiter fest vorgegeben ist. Die Anregung wird durch kleine zylinderfo¨rmige Strom-
quellen an den Leiterenden realisiert. Deren Radius stimmt mit denen der Leiter u¨berein.
17 ABB Calor Emag Hochspannung GmbH, Hanau-Grossauheim, http://www.abb.com
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Die Stromquellen werden wieder a priori berechnet und bestehen aus Th-schwach diver-
genzfreien Gradientenfeldern.
Die Herausforderung dieses Problems besteht in der relativ komplizierten Geometrie,
die auf ein schon relativ großes Grobgitterproblem fu¨hrt. Zuna¨chst verwenden wir ein
vereinfachtes Modell, das nur den mittleren Leitungspfad entha¨lt.
Vereinfachtes GIS-Modell mit nur einem Leitungspfad
Die Gittergenerierung und CAD-Bearbeitung geschieht wieder mit den anfangs genannten
kommerziellen Programmen. Die Anfangstriangulierung (siehe Abb. 4.26) wird zuna¨chst
einmal uniform verfeinert. Unter Anwendung von Algorithmus 4.8 wird dann eine adap-
tive Berechnung durchgefu¨hrt. Diese erzeugt zwei weitere Gitterstufen, die feinste Trian-
gulierung ist ebenfalls in Abb. 4.26 zu sehen.
Weiterhin ist in den Abbildungen 4.27—4.29 die Gitterhierarchie dargestellt. Da es
sich um lokale Gitter handelt, decken diese nicht das ganze Rechengebiet ab. Bei einem
Vergleich mit der nachfolgenden Lo¨sung sieht man eine deutliche Zunahme der Elemente
im Bereich hoher Stromkonzentrationen. Man erkennt schon an den entstandenen Gittern
eine deutliche Auspra¨gung des Skineffektes.
Fu¨r die Lo¨sung der linearen Gleichungssysteme verwenden wir hier ein V(2,2)-Mehr-
gitterverfahren mit hybriden, symmetrischen Gauß-Seidel-Gla¨ttungen. Das BiCGStab-
Verfahren wird als Grobgitterlo¨ser eingesetzt und reduziert den Defekt auf Stufe 0 bei
jedem Aufruf um den Faktor 104. Tabelle 4.17 zeigt die mittleren gemessenen Konver-
genzraten des MG-Verfahrens. Die Anzahl der Kanten auf der feinsten Gitterstufe betra¨gt
7.8 105, so daß das zuletzt gelo¨ste System ca. 1.5 Millionen reelle Unbekannte hat.
L 0 1 2 3
NT 2.5 104 2.0 105 3.1 105 6.3 105
NE 3.0 104 2.4 105 3.8 105 7.8 105
ρ
(m)
L — 0.44 0.66 0.66
Tab. 4.17: Gemessene mittlere Konvergenzraten des vereinfachten GIS-Modells
Der Betrag des Magnetfeldes und der Stromdichte ist in Abb. 4.30 la¨ngs des Leiters zu
sehen. Man erkennt deutlich den Skineffekt. Zum Zeitpunkt ω t = 3pi2 ist der Gesamtstrom
durch den Leiter Null. Man erkennt aber, daß der Leiter zu diesem Zeitpunkt dennoch
nicht stromfrei ist — der Strom fließt außen in die eine und innen in die andere Richtung.
Der Richtungswechsel geschieht am Ort der Stromquelle (in der Abbildung am rechten
Leiterende zu sehen), die nichtleitend ist. Das Magnetfeld ist zu diesem Zeitpunkt auf
das Leiterinnere beschra¨nkt.
In Abb. 4.31 ist das Magnetfeld entlang verschiedener Schnitte durch das Modell
dargestellt. Die Farben der Vektoren haben dabei folgende Bedeutung: Gru¨n bedeutet in
der Schnittebene liegend, blau zeigt in die Schnittebene hinein, rot heraus.
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(a) Stufe 0 (b) Stufe 3
(c) Stufe 0, vergro¨ßerter Ausschnitt (d) Stufe 3, vergro¨ßerter Ausschnitt
Abb. 4.26: Vereinfachte GIS-Anlage, Schnitt durch Oberfla¨chengitter auf Stufe 0 und 3.
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(a) Gitter auf Stufe 0 (b) Gitter auf Stufe 1
(c) lokales Gitter auf Stufe 2 (d) lokales Gitter auf Stufe 3
Abb. 4.27: Vereinfachte GIS-Anlage, Gitter von Stufe 0 bis 3. Von Stufe 0 zu Stufe 1 wurde
uniform verfeinert, danach lokal. Regula¨r verfeinerte Elemente sind rot, Abschlußelemente gru¨n,
Kopieelemente gelb.
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(a) verfeinerte Elemente auf Stufe 2 (b) verfeinerte Elemente auf Stufe 3
(c) regula¨r verfeinerte Elemente auf Stufe 2 (d) regula¨r verfeinerte Elemente auf Stufe 3
Abb. 4.28: Vereinfachte GIS-Anlage, lokale Gitter auf Stufe 2 und 3 ohne Kopieelemente (nur
verfeinerte Elemente). Regula¨r verfeinerte Elemente sind rot, Abschlußelemente sind gru¨n.
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(a) Stufe 0 (b) Stufe 1
(c) Stufe 2 (d) Stufe 3
Abb. 4.29: Vereinfachte GIS-Anlage, Gitter des Leiters auf Stufe 0 bis Stufe 3. Die weißen Ele-
mente sind nicht Teil der lokalen Gitter auf der jeweiligen Stufe.
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(a) |ReH| (b) |ReJ|
(c) |ImH| (d) |ImJ|
Abb. 4.30: Vereinfachte GIS-Anlage, Betrag des Magnetfeldes und der Stromdichte zum Zeitpunkt
ωt = 0 (oben) und ωt = 3pi2 (unten).
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(a) (b)
(c) (d)
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(e) (f)
(g) (h)
Abb. 4.31: Das Magnetfeld zum Zeitpunkt ωt = 0 entlang von Schnitten durch die vereinfachte
GIS-Anlage.
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Vollsta¨ndiges GIS-Modell
Wir berechnen jetzt das vollsta¨ndige GIS-Modell mit allen drei Leitungspfaden. Da die
Anzahl der notwendigen Gitterpunkte der Anfangstriangulierung bei dem vereinfachten
GIS-Modell im wesentlichen durch die komplizierte Struktur des Leiters bestimmt wurde,
ist es nicht verwunderlich, daß wir jetzt ein etwa dreimal so großes Grobgitter (siehe
Abb. 4.32) erhalten. Ansonsten verfahren wir wie bei der Berechnung des vereinfachten
GIS-Modells.
Nach einer uniformen Verfeinerung gelingt nur noch ein adaptiver Schritt, da wir
dann an Speichergrenzen stoßen (2 GB). Das feinste Gitterlevel ist Stufe 2 und umfaßt
1.8 Millionen Unbekannte. Die Gitterhierarchie ist in den Abbildungen 4.33– 4.35 darge-
stellt.
(a) Stufe 0 (b) Stufe 2
Abb. 4.32: Vollsta¨ndige GIS-Anlage, Schnitt durch Oberfla¨chengitter auf Stufe 0 und 2.
Die gemessenen Mehrgitterkonvergenzraten sind hier jedoch nicht gut, Tab. 4.18.
Wa¨hrend die Konvergenz des Zweigitterverfahrens sogar etwas besser als bei dem verein-
fachten GIS-Modell ist, verschlechtert diese sich nach der adaptiven Verfeinerung erheb-
lich.
Die Ursache dafu¨r ist eine deutliche Verschlechterung der Elementwinkel, bedingt
durch die Projektion der neuen Knoten auf den Gebietsrand (sukzessive Gebietsapproxi-
mation). Wa¨hrend man bei trivialen Testgeometrien das Anfangsgitter leicht so konstruie-
ren kann, daß eine zunehmende Winkelverschlechterung nicht auftritt, vgl. Anhang B, ist
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L 0 1 2
NT 7.8 104 6.3 105 7.5 105
NE 9.3 104 7.4 105 9.0 105
ρ
(m)
L — 0.58 0.78
Tab. 4.18: Gemessene mittlere Konvergenz-
raten des V(2,2)-MG-Verfahrens fu¨r das
GIS-Modell
L 0 1 2
ρ
(m)
L — 0.58 0.59
Tab. 4.19: Gemessene mittlere Konvergenz-
raten des GIS-Modells ohne Randprojektion
dies bei realen technischen Geometrien und automatischer Gittergenerierung sehr schwie-
rig. Ohne die Projektion auf die tatsa¨chliche Geometrie ergeben sich die Konvergenzraten
in Tab. 4.19, die besser sind als bei dem vereinfachten Modell.
Abbildungen 4.36–4.41 zeigen das Magnetfeld. Bei den Vektordarstellungen gilt wie-
der, daß gru¨ne Pfeile in der Schnittebene liegen, blaue hineinzeigen und rote heraus. In
den Abbildungen 4.42 und 4.43 ist der Betrag der Stromdichte zu sehen, man sieht wieder
deutlich den Skineffekt. Ein Vergleich mit Meßwerten ist bei diesem Modell leider nicht
mo¨glich, da entsprechende Daten nicht vorliegen. Es ist auch deutlich zu erkennen, daß
der Skineffekt noch deutlich besser aufgelo¨st werden mu¨ßte.
(a) Stufe 0 (b) Stufe 2
Abb. 4.33: Vollsta¨ndige GIS-Anlage, Gitter der Leiter auf Stufe 0 bis Stufe 2. Die weißen Elemente
sind nicht Teil der lokalen Gitter.
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(a) Gitter auf Stufe 0 (b) Gitter auf Stufe 1
(c) lokales Gitter auf Stufe 2
Abb. 4.34: Vollsta¨ndige GIS-Anlage, Gitter von Stufe 0 bis 2. Von Stufe 0 zu Stufe 1 wurde
uniform verfeinert, danach lokal. Regula¨r verfeinerte Elemente sind rot, Abschlußelemente gru¨n,
Kopieelemente gelb.
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(a) verfeinerte Elemente auf Stufe 2
(b) regula¨r verfeinerte Elemente auf Stufe 2
Abb. 4.35: Vollsta¨ndige GIS-Anlage, lokale Gitter auf Stufe 2 und 3 ohne Kopieelemente (nur
verfeinerte Elemente). Regula¨r verfeinerte Elemente sind rot, Abschlußelemente sind gru¨n.
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(a) (b)
(c) (d)
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(e) (f)
(g) (h)
Abb. 4.36: Das Magnetfeld zum Zeitpunkt ωt = 0 entlang von Schnitten durch die vollsta¨ndige
GIS-Anlage.
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(a) (b)
(c) (d)
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(e) (f)
(g) (h)
Abb. 4.37: Das Magnetfeld zum Zeitpunkt ωt = 3pi2 entlang von Schnitten durch die vollsta¨ndige
GIS-Anlage.
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(a) (b) (c)
Abb. 4.38: Das Magnetfeld zum Zeitpunkt ωt = 0 auf Schnitten entlang der Leiter der vollsta¨ndi-
gen GIS-Anlage.
(a) (b) (c)
Abb. 4.39: Das Magnetfeld zum Zeitpunkt ωt = 3pi2 entlang auf Schnitten entlang der Leiter der
vollsta¨ndigen GIS-Anlage.
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(a) (b) (c)
Abb. 4.40: Betrag des Magnetfeldes zum Zeitpunkt ωt = 0 auf Schnitten entlang der Leiter der
vollsta¨ndigen GIS-Anlage.
(a) (b) (c)
Abb. 4.41: Betrag des Magnetfeldes zum Zeitpunkt ωt = 3pi2 auf Schnitten entlang der Leiter der
vollsta¨ndigen GIS-Anlage.
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(a) |ReJ| (b) |ImJ|
Abb. 4.42: Vollsta¨ndige GIS-Anlage, Betrag der Stromdichte entlang des mittleren Leiters zum
Zeitpunkt ωt = 0 und ωt = 3pi2 .
(a) |ReJ| (b) |ImJ|
Abb. 4.43: Vollsta¨ndige GIS-Anlage, Betrag der Stromdichte zum Zeitpunkt ωt = 0 und ωt = 3pi2 .
5 Eine skalare Randelementmethode fu¨r
Impedanzrandbedingungen
In diesem Kapitel betrachten wir den Fall, daß Ω unbeschra¨nkt ist. Fu¨r die numerische
Behandlung eignet sich fu¨r diesen Fall die sogenannte Randelementmethode, kurz BEM
(von engl. boundary element method), die nur eine Triangulierung des Randes erfordert
und die Abklingbedingungen im Unendlichen automatisch erfu¨llt. Deren Anwendbarkeit
setzt allerdings gebietsweise konstante Koeffizienten voraus, da ansonsten die Reduktion
eines im Gebiet gestellten Problems auf den Rand nicht vollsta¨ndig gelingt. Dies stellt
natu¨rlich eine Einschra¨nkung gegenu¨ber den im vorigen Kapitel benutzten finiten Ele-
menten oder anderen volumenorientierten Methoden dar.
Dieser Einschra¨nkung stehen aber neben der Behandlung unbeschra¨nkter Gebiete
auch weitere Vorteile gegenu¨ber:
• Das Problem ist um eine Raumdimension reduziert und hat bei Verwendung geeig-
neter Matrixdarstellungen einen asymptotisch geringeren Aufwand. Optimale Kom-
plexita¨t erha¨lt man beispielsweise mit Hilfe des Panel Clustering Verfahrens [Sau00].
• Pha¨nomene wie der Skineffekt, die eine feinskalige Lo¨sung in zur Oberfla¨che senk-
rechter Richtung hervorrufen, implizieren keine feine Triangulierung.
Gerade der letzte Punkt ist natu¨rlich von Interesse, haben wir doch im vorigen Kapitel
am Beispiel des GIS-Modells gesehen, daß bei adaptiver Verfeinerung der Skineffekt zu
einer deutlichen Konzentration der Freiheitsgrade an den Leiterra¨ndern fu¨hrt.
Allerdings muß dieser Vorteil der Randelementmethode hier etwas relativiert werden:
Grob gesagt entsteht die U¨berlegenheit aus dem Umstand, daß bei der Randelementme-
thode die feine Skala in Form einer stark oszillierenden Fundamentallo¨sung enthalten ist,
vgl. z.B. [May86]. Dies erfordert dann aber eine aufwendige Quadratur. Folglich handelt
es sich hier eigentlich um eine Verschiebung des numerischen Aufwands vom Lo¨sen zum
Aufstellen des Gleichungssystems.
Ein zu stark ausgepra¨gter Skineffekt fu¨hrt demnach auch bei der Randelementme-
thode zu einem irgendwann nicht mehr vertretbaren numerischen Aufwand. Um solche
Probleme dennoch numerisch behandeln zu ko¨nnen, muß das Modell gea¨ndert werden.
Dies geschieht in diesem Kapitel durch den Einsatz von Impedanzrandbedingungen.
Dieser Teil der Arbeit basiert auf einer Zusammenarbeit mit dem deutschen ABB
Forschungszentrum, innerhalb der eine proprieta¨re BEM-Software zur Berechnung elek-
tromagnetischer Felder vom Autor dieser Arbeit weiterentwickelt wurde. Aus Kompati-
bilita¨tsgru¨nden wird im folgenden die H-basierte Wirbelstromformulierung verwendet.
Teile dieses Kapitels sind vom Autor bereits in [SS01] und [SS02] vero¨ffentlicht worden.
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5.1 Impedanzrandbedingungen
Das betrachtete Gebiet ist jetzt der gesamte R3. Wie in den vorigen Kapiteln bezeichnet
ΩC ⊂ R3 den als endlich angenommenen leitenden Gebietsteil und ΩI dessen Komple-
ment, der von einem Isolator ausgefu¨llt wird. Mit Γ bezeichnen wir (abweichend von der
zuvor verwendeten Konvention) den Rand von ΩC . Wir nehmen im folgenden an, daß
die erste Betti-Zahl β1(ΩC) verschwindet, also ΩC keine Schleifen bildet. Daraus resul-
tiert auch, daß β1(ΩI) verschwindet. Fu¨r eine Erweiterung auf den allgemeineren Fall
verweisen wir auf die Anmerkungen in [SS02].
Wenn die Leitfa¨higkeiten sehr hoch sind, und die sogenannte Eindringtiefe
δ =
√
2
ωµσ
klein genug ist, kann man das Verhalten der Felder innerhalb des Leiters na¨herungsweise
durch eine Leonotovich- oder Impedanzrandbedingung
n×E = η n× (n×H) auf Γ (5.1)
beschreiben. Dies erlaubt die Lo¨sung eines Außenraumproblems statt eines Transmissi-
onsproblems, siehe [Ryt40, CK81, HM82, MS84, AN96, SV95, May98]. Die Gro¨ße
η = (1 + i)
√
ωµ
2σ
(5.2)
wird Fla¨chenimpedanz genannt, n ist das nach außen gerichtete Normalenvektorfeld auf
ΩC . Bei den Koeffizienten σ und µ in (5.2) (die i.a. unstetig auf Γ sind) handelt es sich
um die Grenzwerte von ΩC . Der Einfachheit halber nehmen wir ab jetzt an, daß sie auf Γ
konstant sind. Die nachfolgenden Beweise ko¨nnen aber auf den allgemeineren Fall leicht
erweitert werden.
Das auf ΩI reduzierte Wirbelstromproblem (2.16) mit den Abklingbedingungen (2.17)
und der Impedanzrandbedingung (5.1) nennen wir Impedanzproblem. Es lautet
rotH = JG in ΩI (5.3a)
rotE = −iωB in ΩI (5.3b)
B = µH in ΩI (5.3c)
n×E = η n× (n×H) auf Γ (5.3d)
E = O(|x|−1) fu¨r |x| → ∞ (5.3e)
H = O(|x|−2) fu¨r |x| → ∞ (5.3f)
Die Verwendung von Integralgleichungsmethoden fu¨r das Außenraumproblem mit
Impedanzrandbedingungen fu¨r die vollen Maxwellgleichungen wurde z.B. in [Ben84,
CK81] behandelt. Diese Integralgleichungen sind vektorwertig.
Das Wirbelstromproblem, formuliert als partielle Differentialgleichung 2. Ordnung
in H, erlaubt eine Darstellung als Gradientenfeld im Nichtleiter ΩI , so daß bei der Ver-
wendung der Impedanzrandbedingung das Gesamtproblem skalar wird. Diese Idee wurde
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bereits von Mayergoyz [MB94] in Zusammenhang mit finiten Elementen benutzt. Wir
werden die dort gegebene Formulierung analysieren und zeigen, wie sie auf eine stark el-
liptische Pseudo-Differentialgleichung 1. Ordnung auf dem Leiterrand Γ reduziert werden
kann. Fu¨r deren numerische Lo¨sung verwenden wir eine Galerkin-Randelementmethode
und zeigen, daß die Ohmschen Verluste mit O(h 52 ) konvergieren.
Bemerkung 5.1 In der Herleitung der Impedanzrandbedingung (5.1) ist vorausgesetzt,
daß die Kru¨mmung von Γ beschra¨nkt ist, siehe [Ryt40, SV95]. Wir nehmen deshalb im
folgenden an, daß Γ glatt ist.
Bemerkung 5.2 Die Impedanzrandbedingung ist eine Na¨herung erster Ordnung fu¨r das
Wirbelstromproblem, wenn δ k ¿ 1, d.h. der Fehler ist O(δ k) mit k = max(|k1|, |k2|),
wobei k1, k2 die Hauptkru¨mmungen von Γ sind. Weiterhin muß fu¨r die Gu¨ltigkeit der Im-
pedanzrandbedingung die Wellenla¨nge im freien Raum und der Abstand zu allen Quellen
groß im Vergleich zu δ sein. Bezu¨glich dieser beiden Gro¨ßen ist die Impedanzrandbedin-
gung eine Approximation zweiter Ordnung, siehe [Mit67].
5.2 Eliminierung des elektrischen Feldes
Das elektrische Feld kann im Impedanzmodell (5.3) eliminiert werden. Nach (1.7) ist
n · rotE = divΓ(E× n) . (5.4)
Einsetzen von (5.1) in (5.4) liefert
n · rotE = − divΓ(η n× (n×H)) .
Unter Ausnutzung des Faradayschen Gesetzes (5.3b) folgt dann die zu (5.1) a¨quivalente
Impedanzrandbedingung
divΓHt + αHn = 0 auf Γ . (5.5)
Dabei ist Ht = −n × (n × H) die Projektion von H auf die Tangentialebene an Γ,
Hn = H · n die Normalkomponente und α := iωµ0/η . Beachte, daß wegen ω, µ, σ > 0
α =
iωµ0
η
=
iωµ0
√
2
(1 + i)
√
ωµ
σ
= (1+i)
√
ω2µ20 σ
2ωµ
= (1+i)
√
ωµσ
2µ2r
= (1+i)
1
µrδ
=: (1+i)β ,
mit 0 < β ∈ R .
Wir zerlegen H in ΩI in ein (bekanntes) Erregungsfeld HG und ein unbekanntes
Sekunda¨rfeld H0. Aus (5.3) und (5.5) ergibt sich dann das Impedanzproblem in H,
divH0 = 0 in ΩI , (5.6a)
rotH0 = 0 in ΩI , (5.6b)
divΓ H0,t + αH0,n = g auf Γ , (5.6c)
H0(x) = O
(|x|−2) fu¨r |x| → ∞ , (5.6d)
wobei
g := − divΓ HG,t − αHG,n .
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Bemerkung 5.3 (Erregungsfeld HG) Das Erregungsfeld kann z.B. mit dem Gesetz
von Biot-Savart,
HG(x) = rot
1
4pi
∫
ΩG
JG(y)
1
|x− y| dy ,
berechnet werden, wobei ΩG der Tra¨ger der Generatorstro¨me JG ist.
5.3 Skalarpotential-Formulierung
Wie zuvor angemerkt, ist der Vorteil der Formulierung (5.5), daß sie auf ein skalares
Problem reduziert werden kann, wie im folgenden gezeigt wird.
Aus (5.6b) und der Annahme, daß die erste Betti-Zahl von ΩI verschwindet, erhalten
wir in ΩI die Darstellung
H0 = −gradφ , H = HG − gradφ . (5.7)
Einsetzen in (5.6) liefert
∆φ = 0 in ΩI , (5.8a)
Bφ := −∆Γ φ− α ∂φ
∂n
= g auf Γ , (5.8b)
φ = O(|x|−1) fu¨r |x| → ∞ , (5.8c)
wobei ∆Γ = divΓ gradΓ den Laplace-Beltrami-Operator auf Γ bezeichnet. Das Pro-
blem (5.8) ist kein Standardproblem, da der Hauptteil des Operators auf dem Rand
Γ definiert ist.
Lemma 5.1 Jede Lo¨sung von (5.8) liefert mittels (5.7) eine Lo¨sung von (5.6).
Fu¨r eine Variationsformulierung von (5.8) fu¨hren wir den Raum V als Vervollsta¨ndi-
gung von
D(ΩI) = {φ ∈ C∞(ΩI) : φ hat beschra¨nkten Tra¨ger in ΩI}
bezu¨glich der Norm |‖·‖| ein, wobei
|‖φ‖|2 := ‖gradφ‖2
L2(ΩI)
+D ‖gradΓ φ‖2L2(Γ) . (5.9)
Hier und im folgenden ist die Konstante D > 0 beliebig und hat die Dimension einer
La¨nge; sie dient dem Erhalt korrekter physikalischer Einheiten. Beispielsweise kann D :=
diam(ΩC) gesetzt werden.
Man beachte, daß |‖·‖| in der Tat eine Norm ist, da Konstanten nicht in V enthalten
sind. Per definitionem ist der Raum V ein abgeschlossener Unterraum des (Standard)-
Beppo-Levi-Raums, der im allgemeinen mitBL(ΩI) bezeichnet wird, siehe [DL90b, Kap. IX,
S. 114 ff.].
Offensichtlich ist V ein Hilbert-Raum bezu¨glich des zu (5.9) geho¨renden Skalarpro-
duktes
(φ, ψ) :=
∫
ΩI
gradφ · gradφ∗ dx+D
∫
Γ
gradΓ φ · gradΓ ψ∗ dS ,
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wobei
”
∗“ wieder konjugiert komplex bedeutet.
Um der ku¨rzeren Schreibweise willen bezeichnen wir wie in den vorigen Kapiteln das
(hermitesche) L2-Skalarprodukt auf ΩI bzw. Γ mit (·, ·)L2(ΩI) bzw. (·, ·)L2(Γ), falls die
Argumente skalar sind, und mit (·, ·)L2(ΩI) bzw. (·, ·)L2(Γ), falls die Argumente vektoriell
sind. Restriktionen auf den Rand sind wieder im Sinne der Spuren zu verstehen.
Durch die Anwendung der partiellen Integrationsformel (1.5) (man beachte dabei,
daß der Normalenvektor n in ΩI hinein zeigt) erha¨lt man eine Variationsformulierung fu¨r
das skalare Impedanzproblem (5.8):
Finde φ ∈ V, so daß ∀φ′ ∈ V
a(φ, φ′) :=
(
gradΓ φ,gradΓ φ
′)
L2(Γ)
+ α
(
gradφ,gradφ′
)
L2(ΩI)
=
(
g, φ′
)
L2(Γ)
. (5.10)
Lemma 5.2 Die in (5.10) definierte Sesquilinearform ist stetig und V-koerziv, d.h. es
gilt
|a(φ, φ)| ≥ C |‖φ‖|2 ∀φ ∈ V
fu¨r eine Konstante C > 0.
Beweis: Da α = (1 + i)β, β > 0, ist
|a(φ, φ)| ≥ Re a(φ, φ) = ‖gradΓ φ‖2L2(Γ) + β ‖gradφ‖2L2(ΩI) ≥ C |‖φ‖|
2
fu¨r alle φ ∈ V, C > 0. Weiterhin ist a(·, ·) stetig, da fu¨r alle φ, ψ ∈ V
|a(φ, φ)| ≤
∣∣∣(gradΓ φ,gradΓ ψ)L2(Γ)∣∣∣+ |α| ∣∣∣(gradφ,gradψ)L2(ΩI)∣∣∣ ≤ C |‖φ‖| |‖ψ‖|
mit einer Konstanten C gilt.
Ein Funktional g ∈ H−1(Γ) ist V-stetig,
|g(φ)| ≤ ‖g‖H−1(Γ) ‖φ‖H1(Γ) ≤ ‖g‖H−1(Γ) |‖φ‖| ,
denn wegen der Stetigkeit der Spurabbildung (siehe [DL90b, Theorem 2, §1, Kap. XI])
ist
‖φ‖2H1(Γ) = (diamΓ)2 ‖gradΓ φ‖2L2(Γ) + ‖φ‖2L2(Γ)
≤ C
D3 ‖gradΓ φ‖2L2(Γ) +D2 ‖gradφ‖2L2(ΩI) +
∥∥∥∥∥∥ φ√1 + ∣∣ x
D
∣∣2
∥∥∥∥∥∥
2
L2(ΩI)

≤ C
(
D ‖gradΓ φ‖2L2(Γ) + ‖gradφ‖2L2(ΩI)
)
= C |‖φ‖|2 .
Die Skalierungen mit D dienen wieder dem Erhalt korrekter physikalischer Einheiten. Die
letzte Ungleichung folgt aus der Tatsache, daßD2 ‖gradφ‖2L2(ΩI) +
∥∥∥∥∥∥ φ√1 + ∣∣ x
D
∣∣2
∥∥∥∥∥∥
2
L2(ΩI)

1
2
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in BL(ΩI) eine zu ‖gradφ‖L2(ΩI) a¨quivalente Norm ist, siehe [DL90b, Theorem 1, §1,
Kap. XI].
Dann folgt aus Lemma 5.2 und dem Lax-Milgram-Lemma
Satz 5.1 Fu¨r jedes g ∈ H−1(Γ) besitzt Problem (5.10) eine eindeutige Lo¨sung φ ∈
V ∩ C∞(ΩI) und es gilt die a priori- Abscha¨tzung
|‖φ‖| ≤ C(ΩI , β) ‖g‖H−1(Γ) .
Wenn g ∈ C∞(Γ), gilt sogar φ ∈ C∞(ΩI).
5.4 Reduktion auf den Rand
Wir u¨berfu¨hren Problem (5.8) in eine Integrodifferentialgleichung auf dem Rand Γ. Dafu¨r
muß die Lo¨sung der in ΩI zu erfu¨llenden Laplace-Gleichung durch noch zu bestimmende
Daten auf dem Rand Γ ausgedru¨ckt werden. Eine zentrale Rolle spielt dabei die Singula-
rita¨tenfunktion oder Fundamentallo¨sung des Laplace-Operators Φ(x,y) = 14pi|x−y| .
Grundsa¨tzlich kann die Reduktion auf den Rand auf zwei verschiedene Arten gesche-
hen (siehe z.B. [Hac89]),
• mittels der Greenschen Darstellungsformel
φ(x) =
∫
Γ
φ(y)
∂Φ(x,y)
∂n(y)
− ∂φ(y)
∂n(y)
Φ(x,y) dSy (5.11)
• oder durch klassische Potentialansa¨tze mit Fla¨chenbelegungen.
Die erste Mo¨glichkeit nennt man auch die direkte Methode, da bei dem klassischen Dirichlet-
oder Neumann-Problem nach dem Auflo¨sen der entstehenden Randintegralgleichung die
gesuchte Unbekannte auf dem Rand direkt zur Verfu¨gung steht. Im Gegensatz dazu ver-
wendet man bei der zweiten Mo¨glichkeit eine unbekannte Fla¨chenbelegung. Wenn diese
nach Auflo¨sen der entstehenden Randintegralgleichung bekannt ist, muß man sie noch in
den Integralansatz einsetzen, um die eigentlich gesuchte Unbekannte zu erhalten. Daher
nennt man diese Methode auch indirekte Methode.
Wir verwenden im folgenden die indirekte Methode und benutzen das Einfachschicht-
potential
φ(x) = (Sλ)(x) := 1
4pi
∫
Γ
λ(y)
1
|x− y| dSy x /∈ Γ , (5.12)
mit der Belegungsdichte λ auf Γ.
Bemerkung 5.4 Der Grund fu¨r unsere Wahl ist praktischer Natur: Die bisherige Soft-
ware des Projektpartners ABB baut ebenfalls auf diesem Ansatz fu¨r die Lo¨sung des
Wirbelstromproblems auf, so daß sich so das vorgeschlagene Impedanzproblem mit die-
sem ideal kombinieren la¨ßt. Weiterhin lassen sich so alle Postprocessing-Routinen fu¨r die
anschließende Feldberechnung (siehe Abschnitt 5.6) unvera¨ndert u¨bernehmen.
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Einsetzen von (5.12) in (5.8b) ergibt
−∆Γ V λ− α ∂
∂n
(V λ) = g , (5.13)
wobei V λ := (Sλ)|Γ der Einfachschichtoperator auf dem Rand Γ ist. Formel (5.13) ist
eine Integrodifferentialgleichung auf Γ fu¨r die Belegungsdichte λ. Die Sprungbedingungen
des Einfachschichtpotentials implizieren (siehe z.B. [Hac89])
Aλ := −∆Γ V λ+ α
(
1
2
id−K ′
)
λ = g auf Γ , (5.14)
wobei
(K ′λ)(x) :=
∫
Γ
∂
∂nx
( 1
4pi |x− y|
)
λ(y) dSy (5.15)
der adjungierte Operator des klassischen Doppelschichtoperators ist (abgesehen von einem
Faktor 12). Die Abha¨ngigkeit der Normalen und des Fla¨chenelements haben wir durch
ein tiefgestelltes x bzw. y gekennzeichnet. Da Γ als glatt angenommen wurde, ist der
Integrand in (5.15) schwach singula¨r, wenn λ ∈ C0(Γ).
Partielle Integration liefert eine schwache Formulierung von (5.13):
Finde λ ∈ H 12 (Γ), so daß ∀λ′ ∈ H 12 (Γ)
aΓ(λ, λ
′) :=
(
gradΓV λ,gradΓ λ
′)
L2(Γ)
+ α
((
1
2
id−K ′
)
λ, λ′
)
L2(Γ)
=
(
g, λ′
)
L2(Γ)
.
(5.16)
Lemma 5.3 Die Sesquilinearform aΓ(·, ·) in (5.16) ist auf H 12 (Γ) stetig und erfu¨llt die
G˚arding-Ungleichung (1.9), d.h. es gibt ein c > 0 und eine kompakte Form k(·, ·) auf
H
1
2 (Γ)×H 12 (Γ), so daß
∀λ ∈ H 12 (Γ) : |aΓ(λ, λ)| ≥ Re aΓ(λ, λ) ≥ c ‖λ‖2
H
1
2 (Γ)
− k(λ, λ) . (5.17)
Beweis:
i) Stetigkeit
Es ist bekannt (siehe z.B. e.g. [Cos88]), daß fu¨r Γ ∈ C∞
V : Hs(Γ)→ Hs+1(Γ) ,
K ′ : Hs(Γ)→ Hs(Γ)
fu¨r jedes s ∈ R. Dann ist∣∣∣(gradΓV λ,gradΓ λ′)L2(Γ)∣∣∣ ≤ ‖gradΓV λ‖H 12 (Γ) ∥∥gradΓ λ′∥∥H− 12 (Γ)
≤ C ‖V λ‖
H
3
2 (Γ)
∥∥λ′∥∥
H
1
2 (Γ)
≤ C ‖λ‖
H
1
2 (Γ)
∥∥λ′∥∥
H
1
2 (Γ)
,
da gradΓ : H
s(Γ)→Hs−1(Γ) und V : Hs(Γ)→ Hs+1(Γ) stetig fu¨r alle s ∈ R.
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ii) G˚arding-Ungleichung
Der Einfachschichtoperator V ist ein stark elliptischer Pseudodifferentialoperator
der Ordnung −1 auf H− 12 (Γ) und es gilt
∀q ∈ H− 12 (Γ) : (V q, q)L2(Γ) ≥ C(Γ) ‖q‖2H− 12 (Γ) .
Wir betrachten den Operator
A0 = −∆ΓV .
Offensichtlich ist A0 : H
s(Γ) → Hs−1(Γ) stetig und, als Komposition des Pseudo-
differentialoperators V und des Laplace-Beltrami-Operators −∆Γ, selbst ein Pseu-
dodifferentialoperator auf Γ der Ordnung +1. Nach der Theorie Pseudodifferential-
operatoren (siehe z.B. [Tay81]) ist sein Hauptsymbol
σ0(A0) = σ0(−∆Γ)σ0(V) = |ξ|2 |ξ|−1 = |ξ| ,
welches somit fu¨r ξ 6= 0 positiv ist. Also ist A0 stark elliptisch und es gilt: Es
existiert ein c > 0 und ein kompakter Operator T0 : H
1
2 (Γ)→ H 12 (Γ), so daß
Re ((A0 + T0)λ, λ)L2(Γ) ≥ c ‖λ‖2H 12 (Γ) ∀λ ∈ H
1
2 (Γ) .
Setzen von T = T0 − α(12 id−K ′) liefert
Re ((A+ T )λ, λ)L2(Γ) = Re ((A0 + T0)λ, λ)L2(Γ)
≥ c ‖λ‖2
H
1
2 (Γ)
∀λ ∈ H 12 (Γ) .
Die Annahme folgt dann mit
k(λ, λ) := (Tλ, λ)L2(Γ) .
Also ist A in (5.14) ein stark elliptischer Pseudodifferentialoperator der Ordnung +1 und
(5.17) impliziert die Gu¨ltigkeit der Fredholmschen Alternative.
Lemma 5.4 Das homogene Problem Aλ = 0 hat nur die triviale Lo¨sung λ = 0.
Beweis: Wir nehmen an, daß die Behauptung nicht gilt und eine nichttriviale Lo¨sung
existiert. Dann erfu¨llt φ(x) = (Sλ)(x), x ∈ ΩC ∪ΩI , (5.8a) in ΩI ∪ΩC und ebenso (5.8c).
Weiterhin ist (5.8b) mit g = 0 erfu¨llt, und es gilt die Sprungeigenschaft [φ]Γ = 0, siehe
z.B. [Hac89].
Da die Variationsformulierung der partiellen Differentialgleichung nach Satz 5.1 fu¨r
g = 0 nur die Nullo¨sung in ΩI besitzt, gilt φ
I := φ|ΩI = 0. Wegen [φ]Γ = 0 verschwindet
dann φC := φ|ΩC am Rand von ΩC . Also ist φC Lo¨sung des inneren Dirichlet-Problems
∆φ
C = 0 in ΩC , φ
C |Γ = 0 ,
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welches die eindeutige Lo¨sung φC = 0 in ΩC hat, so daß φ ≡ 0 in ΩI ∪ ΩC . Da φ(x) =
(Sλ)(x), impliziert dies λ ≡ 0, denn wegen der Darstellungsformel (siehe [DL90b])
φ(x) =
1
4pi
∫
Γ
[ ∂φ
∂ny
]
Γ
1
|x− y| dSy
gilt λ =
[
∂φ
∂ny
]
Γ
= 0, ein Widerspruch.
Satz 5.2 Fu¨r jedes g ∈ H− 12 (Γ) hat das Variationsproblem (5.16) eine eindeutige Lo¨sung
λ ∈ H 12 (Γ) und ihr Potential φ(x) = (Sλ)(x) ist die eindeutige Lo¨sung von Problem (5.8).
Beweis: Die Existenz und Eindeutigkeit folgen aus (5.17) und Lemma 5.4 in der u¨blichen
Weise. Das Potential (Sλ) ist per Konstruktion eine Lo¨sung von (5.8a,b,c). Wegen der
Stetigkeit von S gilt λ ∈ H 12 (Γ) ⇒ φ ∈ H2loc(R3) (siehe z.B. [Cos88, Theorem 1 (i)]),
somit ist φ|Γ ∈ H 32 (Γ) und φ ∈ V. Da H− 12 (Γ) ⊂ H−1(Γ), ist g ∈ H−1(Γ), so daß nach
Satz 5.1 das Problem (5.8) eine eindeutige Lo¨sung φ˜ ∈ V hat. Wegen der Eindeutigkeit
der Lo¨sung ist φ˜ = φ.
5.4.1 Regularita¨t
Das Randwertproblem ist nicht im klassischen Sinne elliptisch, da der Randoperator Bφ =
−∆Γ φ−α ∂φ∂n nicht dem Differentialoperator ∆ in ΩI∪ΩC untergeordnet ist. Daher ist die
Standard-Theorie hier nicht anwendbar. Dennoch erlaubt die Reformulierung von (5.8)
als Pseudodifferentialgleichung (5.14) auf Γ und die starke Elliptizita¨t von A folgende
Aussage:
Satz 5.3 Sei Γ ∈ C∞ und g ∈ H− 12+s(Γ), s ≥ 0 in (5.8b). Dann gilt fu¨r die Lo¨sung φ
von (5.10) φ ∈ H2+sloc (R3), φ|Γ ∈ H
3
2
+s(Γ).
Beweis: Wenn g ∈ H− 12+s(Γ), impliziert die starke Elliptizita¨t und Stetigkeit von A
in (5.14) λ ∈ H 12+s(Γ). Aus den Abbildungseigenschaften des Einfachschichtpotentials
[Cos88] folgt dann
φ = (Sλ) ∈ H2+sloc (R3) .
Bemerkung 5.5 Da in ∆φ = 0 in ΩI gilt, ist natu¨rlich φ ∈ C∞(ΩI). Die wesentliche
Aussage von Satz 5.3 ist die Regularita¨t von φ einschließlich des Randes Γ.
5.5 Galerkin-Diskretisierung
Sei {Th}h eine quasiuniforme, stabile Familie von Triangulierungen von Γ, bestehend aus
dreieckigen, gekru¨mmten Randelementen.
Bemerkung 5.6 Hier und im folgenden setzen wir exakte Elementabbildungen voraus,
d.h. die Fla¨che wird nicht approximiert, wenn nicht explizit etwas anderes gesagt wird.
Dann existiert kein geometrischer Diskretisierungsfehler.
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Sei Sp(Th) der Raum stetiger, stu¨ckweise polynomialer Funktionen des Grades p,
p ≥ 1, in den lokalen Koordinaten auf Γ. Dann ist fu¨r jedes ε > 0,
Sp(Th) ⊂ H
3
2
−ε(Γ), dimSp(Th) = O
(
p2|Th|
)
,
wobei |Th| die Anzahl der Elemente in Th bezeichnet. Der Raum Sp(Th) hat die Approxi-
mationseigenschaft
min
v∈Sp(Th)
‖λ− v‖Hs(Γ) ≤ C hmin(p+1,k)−s ‖λ‖Hk(Γ) (5.18)
fu¨r λ ∈ Hk(Γ), wobei C unabha¨ngig von h und λ ist und 0 ≤ s ≤ 1, k ≥ s. Die Galerkin-
Randelementmethode fu¨r das Problem (5.16) lautet:
Finde λN ∈ Sp(Th), so daß aΓ(λN , λ′) =
(
g, λ′
)
L2(Γ)
∀λ′ ∈ Sp(Th) . (5.19)
Wegen der Erfu¨llung der G˚arding-Ungleichung und der Injektivita¨t von A gilt mit Satz 5.3
und (5.18):
Lemma 5.5 Fu¨r hinreichend kleines h hat (5.19) eine eindeutige Lo¨sung λN ∈ Sp(Th)
und es gilt
‖λ− λN‖
H
1
2 (Γ)
≤ C inf
v∈Sp(Th)
‖λ− v‖
H
1
2 (Γ)
.
Wenn insbesondere g ∈ H− 12+s(Γ), s > 0, dann gilt fu¨r h→ 0:
‖λ− λN‖
H
1
2 (Γ)
≤ C hmin(p+ 12 ,s) ‖g‖
H−
1
2+s(Γ)
. (5.20)
Fu¨r die Berechnung der Ohmschen Verluste sind wir ebenfalls an H−
1
2 (Γ)-Abscha¨tz-
ungen interessiert. Hier gilt
Lemma 5.6 Wenn g ∈ H− 12+s(Γ), s ≥ 1, dann ist fu¨r h→ 0
‖λ− λN‖
H−
1
2 (Γ)
≤ C hmin(p+ 32 ,s+1) ‖g‖
H−
1
2+s(Γ)
. (5.21)
Beweis: Wir nutzen ein Dualita¨tsargument: Sei eN = λ− λN .
‖eN‖
H−
1
2 (Γ)
= sup
ξ∈H 12 (Γ)
(eN , ξ)L2(Γ)
‖ξ‖
H
1
2 (Γ)
.
Sei A′ der zu A adjungierte Operator. Fu¨r ξ ∈ H 12 (Γ) sei φξ ∈ H 12 (Γ) die Lo¨sung von
A′ φξ = ξ .
Da ξ ∈ H 12 (Γ) und A′ : Hs(Γ)→ Hs−1(Γ) ein Isomorphismus ist, gilt
‖φξ‖
H
3
2 (Γ)
≤ C ‖ξ‖
H
1
2 (Γ)
.
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Ausnutzen der Galerkin-Orthogonalita¨t liefert
(eN , ξ)L2(Γ) =
(
A−1AeN , ξ
)
L2(Γ)
=
(
AeN , (A
′)−1ξ
)
L2(Γ)
= (AeN , φξ)L2(Γ)
= aΓ(eN , φξ − η)
fu¨r jedes η ∈ Sp(Th). Dann folgt aus der Stetigkeit von aΓ(·, ·) und (5.18)∣∣∣(eN , ξ)L2(Γ)∣∣∣ ≤ C ‖eN‖H 12 (Γ) ‖φξ − η‖H 12 (Γ)
≤ C h ‖eN‖
H
1
2 (Γ)
‖φξ‖
H
3
2 (Γ)
≤ C h ‖eN‖
H
1
2 (Γ)
‖ξ‖
H
1
2 (Γ)
.
Daraus folgt, daß
‖eN‖
H−
1
2 (Γ)
≤ C h ‖eN‖
H
1
2 (Γ)
,
und unter Ausnutzung von (5.20) erhalten wir (5.21).
Aus Lemma 5.6 erhalten wir unmittelbar eine Konvergenzaussage u¨ber die Ohmschen
Verluste, d.h. der Gro¨ße
P =
Re η
2
∫
Γ
|Ht|2 dS = Re η
2
∫
Γ
|HG,t − gradΓ(V λ)|2 dS . (5.22)
Das approximierte magnetische Feld bezeichnen wir mit HN . Die approximierte Verlust-
leistung ist
PN =
Re η
2
∫
Γ
|HN,t|2 dS = Re η
2
∫
Γ
|HG,t − gradΓ(V λN )|2 dS .
Fu¨r den Fehler |P − PN | gilt dann,
2
Re η
|P − PN | =
∣∣∣∣∣∣
∫
Γ
|Ht|2 − |HN,t|2 dS
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
Γ
Re
(
|Ht|2 − |HN,t|2 − 2 i Im(H∗t ·HN,t)
)
dS
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
Γ
Re ((H0,t −H0,N,t) · (Ht +HN,t)∗) dS
∣∣∣∣∣∣
≤
∫
Γ
|(gradΓV(λ− λN )) · (Ht +HN,t)∗| dS
≤ ‖gradΓV(λ− λN )‖H− 12 (Γ) ‖Ht +HN,t‖H 12 (Γ)
≤ C
(
‖Ht‖
H
1
2 (Γ)
+ ‖HN,t‖
H
1
2 (Γ)
)
‖λ− λN‖
H−
1
2 (Γ)
.
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Da λN in H
1
2 (Γ) beschra¨nkt und die Galerkin-Diskretisierung (5.19) stabil ist, folgt
‖Ht‖
H
1
2 (Γ)
+ ‖HN,t‖
H
1
2 (Γ)
≤ C
mit einer von N unabha¨ngigen Konstante C. Wegen (5.21) gilt dann:
Lemma 5.7 (Konvergenz der Ohmschen Verluste) Wenn g ∈ H− 12+s(Γ), gilt fu¨r
den Diskretisierungsfehler der Ohmschen Verluste fu¨r h→ 0
|P − PN | ≤ C hmin(p+ 32 ,s+1) ‖g‖
H−
1
2+s(Γ)
.
Insbesondere konvergieren fu¨r p = 1 und glattem g die Ohmschen Verluste mit O(h 52 ).
5.6 Numerische Resultate
Wir definieren den Operator
(Kλ)(x) := −v.p.
∫
Γ
λ(y)
x− y
4pi |x− y|3 dSy .
Mit dem Integral ist hier der Cauchy-Hauptwert (siehe z.B. [Hac89]) gemeint,
”
v.p.“ steht
fu¨r (frz.) valeur principale. Fu¨r die Berechnung schreiben wir die Sesquilinearform (5.16)
um und ziehen den Oberfla¨chengradienten unter den Einfachschichtoperator
aΓ(λ, λ
′) =
(
gradΓV λ,gradΓ λ
′)
L2(Γ)
+ α
((
1
2
id−K ′
)
λ, λ′
)
L2(Γ)
=
(
Kλ,gradΓ λ
′)
L2(Γ)
+ α
((
1
2
id−n ·K
)
λ, λ′
)
L2(Γ)
.
Partielle Integration der rechten Seite in (5.16) ergibt(
g, λ′
)
L2(Γ)
= − (divΓHG,t + αHG,n, λ′)L2(Γ)
=
(
HG,t,gradΓ λ
′)
L2(Γ)
− α (HG,n, λ′)L2(Γ) .
Fu¨r die Implementierung der vorgestellten Methode verwenden wir gekru¨mmte Drei-
ecke mit stu¨ckweise quadratischer Geometriedarstellung und stetige, stu¨ckweise lineare
Ansa¨tze fu¨r die Unbekannte und die Testfunktionen. D.h. fu¨r jedes Element Tj ∈ Th gibt
es eine Abbildung χj , die es erlaubt, auf Γ definierte Funktionen auf ein Referenzelement
”
zuru¨ckzuziehen“, in unserem Fall auf das Einheitssimplex R2 ⊃ U = {u : 0 < u1 <
1, 0 < u2 < u1}, siehe Abb. 5.1:
χj : U → Γ ⊂ R3 , χj(u) =
6∑
i=1
Ni(u)xji ,
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4
6
2
5
5
4
13
1
6
3
2
PSfrag replacements
χj
U
u1
u2 Tj
Abb. 5.1: χj bildet das Einheitssimplex auf das Element Tj ab.
wobei u = (u1, u2)
T ∈ U , xj1 ,xj2 ,xj3 die Eckknoten des Elements Tj und xj4 ,xj5 ,xj6 die
Kantenmittelpunkte sind. Die Ni sind Polynome 2. Grades bzw. bilinear in den Kompo-
nenten von u. Mit u3 := 1− u1 − u2 ist
N1(u) = u1 (2u1 − 1) N4(u) = 4u1 u2
N2(u) = u2 (2u2 − 1) N5(u) = 4u2 u3
N3(u) = u3 (2u3 − 1) N6(u) = 4u3 u1 .
Wir verwenden λN , λ
′ ∈ S1(Th),
λN (x) =
N∑
j=1
ϕj(x)λN,j ,
wobei die ϕj die Knotenbasisfunktionen von S1(Th) sind (die sogenannten ”Hutfunktio-
nen“), mit den Eigenschaften ϕj(xi) = δji fu¨r alle Knoten xi der Triangulierung Th (δij
ist das Kronecker-Symbol) und ϕi|Tj ◦ χj linear fu¨r alle Tj ∈ Th. N = |N (Th)| ist die
Anzahl der Knoten von Th.
Das diskrete Problem lautet:
N∑
j=1
aΓN,ij λN,j = gN,i , i = 1 . . . N , (5.23)
mit
aΓN,ij :=
∫
suppϕi
(gradΓ ϕi − αϕi n) ·Kϕj +
α
2
ϕi ϕj dS ,
gN,i :=
∫
suppϕi
(gradΓ ϕi − αϕi n) ·HG dS .
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Bei der Berechnung der Matrixkoeffizienten mu¨ssen doppelte Oberfla¨chenintegrale
berechnet werden — die a¨ußeren Integrale der Galerkin-Produkte und die inneren des
IntegraloperatorsK. Wie u¨blich geschieht dies elementweise, wobei wir mit Tx das aktuelle
Element der a¨ußeren Integration und mit Ty das aktuelle Element der inneren Integration
bezeichnen.
Eine Schwierigkeit besteht in der Tatsache, daß die inneren Integrale als Funktionen
von x nicht glatt sind, sondern ein log(dist(x; ∂Tx))-Verhalten zeigen, siehe z.B. [SW92].
Dies bedeutet, daß Standard-Quadraturen hier nicht angewendet werden ko¨nnen. Ein
angemessenes Quadraturschema ist jedoch in [ES98] und [vS97] vorgestellt worden, das
wir hier u¨bernehmen ko¨nnen. Dort werden die doppelten Oberfla¨chenintegrale u¨ber Ele-
mentpaare {Tx, Ty} als Integrale u¨ber vierdimensionale Gebiete aufgefaßt und die Singula-
rita¨ten mit Hilfe von Transformationen durch Einfu¨hrung relativer Koordinaten beseitigt.
Fu¨r die Implementierung mu¨ssen wir vier Fa¨lle unterscheiden:
• Tx und Ty sind identisch.
• Tx und Ty besitzen eine gemeinsame Kante.
• Tx und Ty besitzen einen gemeinsamen Knoten.
• Tx und Ty sind disjunkt.
Fu¨r den ersten Fall wird beispielsweise das Doppelintegral in eine Summe von 6 regula¨ren
Integralen u¨ber dem Gebiet (0, 1) × T3 transformiert, wobei T3 das dreidimensionale
Einheitssimplex ist. Fu¨r diese werden dann Standard-Gauß-Quadraturen angewendet.
Fu¨r die Lo¨sung des linearen Gleichungssystems (5.23) wird das GMRES-Verfahren [SS86]
mit einer einfachen Skalierung als Vorkonditionierung verwendet.
Nach dem Lo¨sen des Gleichungssystems wird das Magnetfeld H mittels
HN (x) = (
1
2 id n−K)λN +HG
auf Γ berechnet. Hier wird fu¨r die Integration eine in [GG90] dargestellte Methode be-
nutzt, die die stark singula¨ren Integrale auf eine Summe regula¨rer Integrale zuru¨ckfu¨hrt.
Aus dem Magnetfeld kann schließlich die Stromdichte auf dem Rand mittels (5.1)
und dem Ohmschen Gesetz J = σE berechnet werden.
Bemerkung 5.7 Es ist offensichtlich, daß die Approximation der Oberfla¨che mit stu¨ck-
weise quadratischer Interpolation weder C∞ noch C1 ist. Die Theorie in den vorigen
Abschnitten ignoriert sowohl die Geometrieapproximation als auch den Effekt der nu-
merischen Quadratur. Trotz dieser Tatsache zeigt das folgende numerische Beispiel die
vorhergesagte Konvergenzrate.
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5.6.1 Kugelmodell bei endlicher Eindringtiefe
Als Testbeispiel betrachten wir eine approximierte Kugel mit dem Radius R = 1m (siehe
Abb. 5.2)1 in einem konstanten Erregungsfeld HG = 1A/m ez und ω = 2pi 50 s
−1. Die
Materialparameter repra¨sentieren Stahl, d.h σ = 0.666 · 107 S/m und µr = 200. Es ergibt
sich somit eine Eindringtiefe δ = 1.95mm, und die Verwendung des Wirbelstrommodells
mit Impedanzrandbedingung (Impedanzproblem) ist gerechtfertigt, da RÀ δ. Fu¨r diesen
Fall ergibt sich fu¨r die Konstante β = 2.56m−1, so daß wegen α = (1 + i)β beide Terme
der Sesquilinearform (5.16) numerisch relevant sind. Alle physikalischen Gro¨ßen sind in
SI-Einheiten dargestellt.
Es wurde eine Folge von Triangulierungen erzeugt, um die vorausgesagte Konvergenz
der Ohmschen Verluste zu verifizieren, siehe Tab. 5.1 und Abb. 5.2.
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Abb. 5.2: Triangulierung Nr. 4 mit 288
Elementen
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Abb. 5.3: Realteil der Fla¨chenbelegungsdichte λ.
Der Imagina¨rteil sieht genauso aus, jedoch ist
max(ImλN ) = 0.594.
Triangulierung 1 2 3 4 5 6 7 8 9
|N (Th)| 6 18 66 146 258 402 578 1026 2118
|Th| 8 32 128 288 512 800 1152 2048 4232
Tab. 5.1: Triangulierungen der Kugel
Unsere Ergebnisse zeigen eine gute U¨bereinstimmung mit der analytischen Lo¨sung
dieses Beispiels, die in vielen Lehrbu¨chern gefunden werden kann, z.B. [Bla88]. Die sich
ergebende Fla¨chenbelegungsdichte λ ist in Abb. 5.3 dargestellt. Abbbildung 5.4 zeigt
das daraus berechnete Magnetfeld auf der Oberfla¨che. Weiterhin besta¨tigt Abb. 5.5 die
theoretisch vorhergesagte O(h 52 )-Konvergenz der Ohmschen Verluste. In Abb. 5.6 ist die
Stromdichte zu sehen.
1 Die Triangulierungen und alle Graphiken in diesem Kapitel wurden mit CADfix, FEGS Ltd., generiert
(siehe http://www.fegs.co.uk).
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Abb. 5.4: Realteil (links) und Imagina¨rteil (rechts) des Magnetfeldes auf Γ.
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Abb. 5.5: Relativer Fehler der Ohmschen Verlustleistung in Abha¨ngigkeit von der Anzahl der
(komplexen) Unbekannten.
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Abb. 5.6: Realteil der Stromdichte J auf Γ. Der Imagina¨rteil sieht genauso aus, jedoch betra¨gt
dessen Maximalwert 730.0A/m.
5.6.2 Grenzfa¨lle
Der Vollsta¨ndigkeit halber betrachten wir die zwei Grenzfa¨lle fu¨r die Konstante β:
i) β →∞
Das ist der ideal leitende Grenzfall, wenn σ → ∞. Hier verbleibt nur der kom-
pakte Anteil der Sesquilinearform, und das Impedanzproblem wird zum Standard-
Neumann-Problem, welches gut gestellt ist. Abbildung 5.7 zeigt das Magnetfeld auf
der Oberfla¨che fu¨r diesen Fall. Die Impedanzrandbedingung (5.1) degeneriert hier
zur Randbedingung des Idealleiters
n×E = 0 .
ii) β → 0
Dies kann als der magnetostatische Grenzfall bezeichnet werden. Hier gilt µ→
∞, wa¨hrend ω und σ beschra¨nkt bleiben. Da der kompakte Anteil jetzt in der
Sesquilinearform fehlt, ist das Problem schlecht gestellt. Es existieren nichttriviale
Lo¨sungen fu¨r das homogene Problem mit konstantem Potential auf Γ; dies sind
Potentiale der Dirichlet-Vektorfelder, die bereits in den vorigen Kapiteln mehrfach
eine Rolle gespielt haben. Numerisch stellt man fu¨r diesen Fall eine sehr hohe Kon-
ditionszahl der Matrix fest.
Die Lo¨sung wird eindeutig, wenn z.B.∫
Γ
H · n dS = 0
gefordert wird, was der physikalischen Bedingung der Nichtexistenz einer magneti-
schen Ladung entspricht. In unserem speziellen Fall kann die Bedingung durch das
Einschra¨nken auf bzgl. des A¨quators der Kugel antisymmetrische Lo¨sungen λ leicht
implementiert werden. Das Magnetfeld ist in Abb. 5.8 dargestellt.
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In beiden Grenzfa¨llen wird der Poynting-Vektor tangential zu Γ, und es existiert keine
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Abb. 5.7: Das Magnetfeld fu¨r σ →∞.
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Abb. 5.8: Das Magnetfeld fu¨r µ→∞.
6 Ausblick
Die vorliegende Arbeit hat sich sowohl mit einigen Aspekten der Modellierung zeithar-
monischer Wirbelstro¨me bescha¨ftigt, als auch mit deren Berechnung mittels numerischer
Methoden. In diesem letzten Kapitel soll auf einige Mo¨glichkeiten hingewiesen werden,
wie die in dieser Arbeit behandelten Themen erweitert und erga¨nzt werden ko¨nnen.
In Kapitel 2 wurden mit (2.44) und (2.45) Abscha¨tzungen fu¨r den Modellierungsfehler
des Wirbelstrommodells angegeben.
• Es sollte untersucht werden, inwieweit diese Bedingungen scharf sind, in dem Sinn,
daß Lo¨sungen existieren, fu¨r die sich die Gleichheit in der Fehlerabscha¨tzung ergibt.
Dies ko¨nnte mit Hilfe einer analytischen Lo¨sung geschehen.
• Es bleibt zu zeigen, daß das Wirbelstrommodell dem einfacheren, statischen (2.68)
”
u¨berlegen“ ist; anschaulich ist dies klar, denn Pha¨nomene wie der Skineffekt werden
vom Wirbelstrommodell wiedergegeben, vom statischen nicht.
• UmAussagen u¨ber den Modellierungsfehler konkreter Situationen treffen zu ko¨nnen,
sind fu¨r die Konstanten in (2.44) und (2.45) algorithmisch berechenbare Schranken
wu¨nschenswert. Hier werden Gro¨ßen wie die maximale Kru¨mmung eine Rolle spie-
len.
Kapitel 3 hat vielfa¨ltige Mo¨glichkeiten der Realisierung von Strom- und Spannungsquel-
len fu¨r das Wirbelstrommodell vorgestellt. Es wurde jedoch aus Zeitgru¨nden nur die
Anregung mittels Generatorstro¨men implementiert.
• Die Implementierungen der weiteren Anregungsarten (Kontakte, nichtlokale Anre-
gungen) sollten numerisch untersucht werden.
• Die numerischen Eigenschaften der vorgestellten Variationsformulierungen werden
unterschiedliche Eigenschaften besitzen, wenn es darum geht, das Wirbelstrommo-
dell mit Netzwerkmodellen zu koppeln. Auch hier besteht weiterer Forschungsbe-
darf.
In Kapitel 4 wurde demonstriert, daß mit Hilfe finiter Elemente und adaptiven, lokalen
Mehrgitterverfahren sehr praxisnahe Problemstellungen gelo¨st werden ko¨nnen. Insbeson-
dere bei stark ausgepra¨gtem Skineffekt sto¨ßt man jedoch an Grenzen des Verfahrens. Es
ergeben sich noch viele Verbesserungsmo¨glichkeiten:
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• Um komplexere Probleme behandeln zu ko¨nnen, sollte das Verfahren paralleli-
siert werden. Da einerseits die Simulationsumgebung UG insbesondere fu¨r paral-
lele Berechnungen entworfen wurde und andererseits bei der Implementierung der
Elektromagnetik-Klasse darauf geachtet wurde, daß die verwendeten Algorithmen
konform zum Parallelisierungskonzept von UG sind, sollte eine Parallelisierung in
einem u¨berschaubaren Zeitrahmen mo¨glich sein.
• Zumindest auf dem feinsten Gitter sollten auchWhitney-Elemente ho¨herer Ordnung
verwendet werden.
• Die Diskretisierung sollte auf Hexaeder, Prismen und Pyramiden erweitert werden.
• Die Anwendung sollte auf zeitabha¨ngige, nichtlineare Wirbelstromprobleme erwei-
tert werden.
• Fu¨r die Lo¨sung auf Stufe 0 sollte ein algebraisches Mehrgitterverfahren verwendet
werden, siehe beispielsweise [RS00].
• Fu¨r die sukzessive Gebietsapproximation ist eine Modifikation der Gitterverfeine-
rung notwendig, wenn deren Stabilita¨t garantiert sein soll (siehe Anhang B).
Die h-unabha¨ngige Konvergenz des Mehrgitterverfahrens wurde anhand von numerischen
Experimenten nachgewiesen.
• Ein Beweis fu¨r die h-unabha¨ngige Konvergenz fu¨r das zeitharmonische Wirbelstrom-
problem steht noch aus.
Fu¨r die Randelementmethode in Kap. 5 ist
• eine Erweiterung auf nichttriviale Leitertopologien und
• eine Beschleunigung, beispielsweise durch das Panel Clustering Verfahren [Sau00],
von Relevanz.
Die einfachste Form des
Schlusses besteht darin, einfach
aufzuho¨ren.
(M. Rommel, dt. Politiker)
Anhang A
Beweis von Satz 2.3
Lemma A.1 (Fortsetzungssatz, [Hip03]) Sei Ω ⊂ R3 ein beschra¨nktes Gebiet mit
Lipschitz-Rand. Sei ΩC strikt in Ω enthalten und zusammenziehbar, ∂ΩC ebenfalls Lip-
schitz, ΩC := Ω \ ΩI und H0(rot; Ω) ∩H0(div²; ΩI) =: X ⊕D²ΩI . Dann gibt es einen
stetigen Fortsetzungsoperator TC : H(rot; ΩC) 7→ X , dessen Norm nur von den Nor-
men der Sobolevschen Fortsetzungsoperatoren H1(ΩC) 7→ H1(Ω) und H1(ΩI) 7→ H1(Ω)
abha¨ngt.
Beweis: Nach dem Sobolevschen Fortsetzungssatz existieren stetige Fortsetzungsopera-
toren SI : H
1(ΩI) 7→ H1(Ω) und SC : H1(ΩC) 7→ H1(Ω). Sei u ∈ H(rot; ΩC) gegeben.
Wir spalten u entsprechend der L2(Ω)-orthogonalen Helmholtz-Zerlegung (siehe [GR86])
L2(ΩC) =H
0
0(div; ΩC)⊕ gradH1(ΩC)
auf und erhalten
u = u0 + gradφ , u0 ∈H00(div; ΩC) ∩H(rot; ΩC) , φ ∈ H1(ΩC) .
Sei v := rotu0 ∈H0(div; ΩC). Da 〈v · n, 1〉 1
2
,∂ΩC
= 0, ist das Randwertproblem
∆ψ = 0 in ΩI ,
∂nψ = −v · n auf ∂ΩC ,
∂nψ = 0 auf ∂Ω
lo¨sbar. Fu¨r die schwache Formulierung des Randwertproblems gilt
|ψ|H1(ΩI) ≤ ‖SI‖ ‖v‖L2(ΩC) .
Sei BΩ eine Ω einbettende Kugel. Wir definieren
w :=

v in ΩC
gradψ in ΩI
0 in BΩ \ Ω
,
so daß w ∈H0(div;BΩ). Nach [GR86, Satz 3.5] gibt es ein Ψ ∈H1(BΩ), so daß rotΨ =
w, divΨ = 0 und
‖Ψ‖H1(BΩ) ≤ K ‖w‖L2(BΩ) ,
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wobei K > 0 eine Konstante mit der Dimension einer La¨nge ist, die zwar von BΩ, nicht
jedoch von Ω abha¨ngt.
Demzufolge ist dann
‖Ψ‖H1(BΩ) ≤ K
√
‖SI‖2 + 1 ‖v‖L2(ΩC) ≤ K
√
‖SI‖2 + 1 ‖rotu‖L2(ΩC) . (A.1)
Im folgenden benutzen wir das Symbol Ψ ebenfalls fu¨r die Restriktion von Ψ auf ΩC .
Da u0 −Ψ ∈H0(rot; ΩC) und ΩC als zusammenziehbar angenommen wurde, gilt
u0 −Ψ = grad η
fu¨r ein η ∈ H1(ΩC) mit
|η|H1(ΩC) ≤ ‖u‖L2(ΩC)+‖Ψ‖L2(ΩC) ≤ ‖u‖L2(ΩC)+K
√
‖SI‖2 + 1 ‖rotu‖L2(ΩC) . (A.2)
Man beachte, daß wir fu¨r ein allgemeines ΩC nur u
0 −Ψ = grad η+ h, h ist ein harmo-
nisches Vektorfeld, bekommen ha¨tten.
Insgesamt erhalten wir dann fu¨r u die Darstellung
u = Ψ+ grad θ , θ = η + φ ∈ H1(ΩC) , Ψ ∈H1(ΩC) . (A.3)
Wir setzen θ zu θ˜ ∈ H1(Ω) und die Komponenten von Ψ zu Ψ˜ ∈H1(Ω) harmonisch fort.
Dann gilt mit
‖SC‖ := max
{
sup
φ
‖SC φ‖H1(Ω)
‖φ‖H1(ΩC)
, sup
φ
|SC φ|H1(Ω)
|φ|H1(ΩC)
}
unter der Beru¨cksichtigung, daß Konstanten auf Konstanten abgebildet werden,∣∣∣θ˜∣∣∣
H1(Ω)
≤ ‖SC‖ |θ|H1(ΩC) , (A.4)∥∥∥Ψ˜∥∥∥
H1(Ω)
≤ ‖SC‖ ‖Ψ‖H1(ΩC) .
Mit u˜ := Ψ˜+ grad θ˜ gilt u˜ ∈H0(rot; Ω) und unter Benutzung von (A.3) und (A.4)
‖u˜‖L2(Ω) ≤
∥∥∥Ψ˜∥∥∥
H1(Ω)
+
∣∣∣θ˜∣∣∣
H1(Ω)
≤ ‖SC‖
(
‖Ψ‖H1(ΩC) + |η|H1(ΩC) + |φ|H1(ΩC)
)
.
Mit Hilfe von (A.1) und (A.2) erhalten wir dann schließlich die Abscha¨tzungen
‖rot u˜‖L2(Ω) =
∥∥∥rot Ψ˜∥∥∥
L2(Ω)
≤ ‖SC‖
DC
‖Ψ‖H1(ΩC)
≤ K
DC
‖SC‖
√
‖SI‖2 + 1 ‖rotu‖L2(ΩC) ,
‖u˜‖L2(Ω) ≤ ‖SC‖
(
2K
√
‖SI‖2 + 1 ‖rotu‖L2(ΩC) + ‖u‖L2(ΩC) + |φ|H1(ΩC)
)
≤ 2 ‖SC‖
(
K
√
‖SI‖2 + 1 ‖rotu‖L2(ΩC) + ‖u‖L2(ΩC)
)
≤ 2
√
2K ‖SC‖
DC
(√
‖SI‖2 + 1 + 1
)
‖u‖H(rot;ΩC) ,
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wobei DC := diam(ΩC). Eine L
2(Ω)-orthogonale Projektion auf das Komplement von
D²ΩI ⊕ ²gradH10 (ΩI) fu¨hrt auf die gewu¨nschte Fortsetzung u˜ ∈ X .
Lemma A.2 (Friedrichs-Typ Ungleichung, [Hip03]) Sei Ω ∈ R3 ein Gebiet mit
Lipschitz-Rand, ² ein gleichma¨ßig positives Skalarfeld. Dann gilt fu¨r
u ∈ XN :=H0(rot; Ω) ∩H(div²; Ω) ∩D²⊥Ω
die Ungleichung
‖u‖L2(Ω) ≤ C
(
‖rotu‖L2(Ω) + ‖div(²u)‖L2(Ω)
)
mit einer Konstante C = C(Ω) > 0.
Beweis: Wir nehmen an, daß fu¨r alle n ∈ N ein un ∈ XN existiert, so daß
‖un‖L2(Ω) ≥ n
(
‖rotu‖L2(Ω) + ‖div(²u)‖L2(Ω)
)
. (A.5)
Dann gilt fu¨r u0n :=
un
‖un‖L2(Ω) ∥∥rotu0n∥∥L2(Ω) n→∞−−−→ 0 , (A.6)∥∥div(²u0n)∥∥L2(Ω) n→∞−−−→ 0 (A.7)
und ∥∥u0n∥∥L2(Ω) = 1 ∀n ∈ N . (A.8)
Da die Einbettung XN ↪→ L2(Ω) kompakt ist (siehe [Hip02a, Korrolar 4.3]), existiert
eine Teilfolge (
u0nk
)
k∈N : u
0
nk
k→∞−−−→ u∗ ∈ L2(Ω) .
Aus (A.6), (A.7) folgt, daß auch u0nk → u∗ in XN fu¨r k →∞, so daß
u∗ ∈ XN , div(²u∗) = 0 , und rotu∗ = 0 .
Dann ist u∗ ∈ D²Ω ∩ D²⊥Ω = ∅ =⇒ u∗ = 0, in Widerspruch zu (A.8). Da folglich die
Eingangsbehauptung (A.5) falsch ist, muß Lemma A.2 richtig sein.
Mit Hilfe von Lemma A.1 und A.2 la¨ßt sich Satz 2.3, den wir im folgenden der
besseren U¨bersicht halber nochmals angeben, jetzt beweisen:
Satz 2.3 Sei ΩI 6= ∅ eine offene Teilmenge von Ω ⊂ R3, ΩC := Ω\ΩI deren Komplement,
so daß ∂ΩI und ∂ΩC Lipschitz sind, X := H0(rot; Ω) ∩ H0(div²; ΩI) ∩ D²⊥ΩI . Dann
existieren nur von der Form von ΩI und ΩC abha¨ngige Konstanten C1 und C2, so daß
‖u‖2
L2(ΩI)
≤
(
C1D
2 ‖rotu‖2
L2(Ω) + C2 ‖u‖2L2(ΩC)
)
∀u ∈ X ,
mit D = diam(Ω).
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Beweis: Wir wa¨hlen ein beliebiges u ∈ X und setzen v := u|ΩC ∈ H(rot; ΩC). Nach
Lemma A.1 finden wir eine Fortsetzung v˜ ∈ X , so daß
‖v˜‖L2(ΩI) ≤ K1 ‖v‖H(rot;ΩC) ,
‖rot v˜‖L2(ΩI) ≤ K2 ‖rot v‖L2(ΩC) .
Dies bedeutet, daß u˜ := u− v˜ ∈H0(rot; ΩI) ∩H0(div²; ΩI), u˜ ⊥ D²ΩI und
‖rot u˜‖L2(ΩI) ≤ ‖rotu‖L2(ΩI) +K2 ‖rotu‖L2(ΩC) .
Durch Kombination von Lemma A.2
‖u˜‖L2(ΩI) ≤ K3
(
‖rot u˜‖L2(ΩI) + ‖div u˜‖L2(ΩI)
)
= K3 ‖rot u˜‖L2(ΩI)
und
‖u‖L2(ΩI) ≤ ‖u˜‖L2(ΩI) + ‖v˜‖L2(ΩI)
erhalten wir mit DC := diam(ΩC), D := diam(Ω)
‖u‖L2(ΩI) ≤K3 ‖rot u˜‖L2(ΩI) +K1 ‖v‖H(rot;ΩC)
≤K3
(
‖rotu‖L2(ΩI) +K2 ‖rotu‖L2(ΩI)
)
+K1
(
DC ‖rotu‖L2(ΩC) + ‖u‖L2(ΩC)
)
=(K3 (K2 + 1) +K1DC) ‖rotu‖L2(Ω) +K1 ‖u‖L2(ΩC)
≤D
√
C1
2
‖rotu‖L2(Ω) +
√
C2
2
‖u‖L2(ΩC) .
Ein Skalierungsargument zeigt schließlich, daß die Konstanten C1, C2 nicht durch eine
A¨nderung der Gro¨ße der Anordnung beeinflußt werden.
Anhang B
Schwierigkeiten bei sukzessiver
Gebietsapproximation
Bei der in Kapitel 4 beschriebenen sukzessiven Gebietsapproximation ko¨nnen verschiede-
ne Schwierigkeiten entstehen. Hier werden beispielhaft zwei Grundprobleme dargestellt,
bei denen die Elemente entarten ko¨nnen. Der besseren U¨bersicht wegen wurden 2D-
Beispiele gewa¨hlt. Die Probleme existieren natu¨rlich auch in 3D, wobei dort die Vielfalt
der problematischen Situationen zunimmt.
Elemente ko¨nnen flach werden
Wenn mehr als eine Elementseite an einem glatten Randstu¨ck liegt, ko¨nnen die Elemente
bei Verfeinerung immer flacher werden, wie in Abb. B.1 an den Elementen links und rechts
in der oberen Reihe zu sehen ist. Das Problem la¨ßt sich durch Einfu¨hren eines inneren
Knoten beheben, siehe untere Reihe der Abbildung, was einer Bisektion entspricht.
Abb. B.1: Problematik der flacher werdenden Elemente
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In 3D-Situationen wurde diese Situation bei automatisch erzeugten, groben Gittern
ha¨ufig beobachtet. Durch eine automatische a priori-Bisektion aller in Frage kommender
Elemente und anschließender Berechnung eines gru¨nen Abschlusses kann das Problem
behoben werden.
Nichtkonvexe Gebiete: Elemente ko¨nnen entarten oder
”
umklappen“
Abb. B.2: Entartende Elemente bei nichtkonvexem Gebiet
Bei nichtkonvexen Gebieten oder Teilgebieten und sehr grober Auflo¨sung ko¨nnen bei
Verfeinerung sehr flache Elemente entstehen; der Effekt kann so extrem sein, daß sich
die Elemente bei der Verschiebung der neuen Knoten auf den Rand schließlich selbst
durchdringen (
”
umklappen“). In Abb. B.2 sieht man ein Beispiel, bei dem ein Element
so degeneriert, daß von den eigentlich vier Sohnelementen (oberes Bild, rechts) nur noch
zwei zu erkennen sind (unteres Bild).
Notation
Gebiete
Ω Gebiet (offen und zusammenha¨ngend) im R3
ΩC offene Teilmenge von Ω (Leiter)
ΩI := Ω \ ΩC (Isolator)
Γ Gebietsrand im R3
Γe Gebietsrand mit elektrischer Randbedingung
Γh Gebietsrand mit magnetischer Randbedingung
n a¨ußerer Einheitsnormalenvektor
Allgemeines
· (reelles) euklidisches Skalarprodukt des Rn bzw. CN
× (reelles) Vektorprodukt (a¨ußeres Produkt) des R3 bzw. C3
diamΩ Durchmesser von Ω
supp(f) Tra¨ger von f, supp(f) := {x ∈ Ω : f(x) 6= 0}
O(f) Landau-Symbol: eine Funktion mit ∣∣O(f)/f ∣∣ ≤ C, C konstant
[·]Γ Sprung einer Funktion oder eines Vektorfeldes entlang Γ
Re Realteil
Im Imagina¨rteil
z∗ konjugiert komplexe Zahl zu z ∈ C
|·| Betrag bzw. euklidische Norm im R3
∀ fu¨r alle
δ Abstand
Kern(L) Kern der linearen Abbildung L
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Bild(L) Bild der linearen Abbildung L
Differentialoperatoren
grad Gradient
div Divergenz
rot Rotation
∆ Laplace-Operator
gradΓ Oberfla¨chengradient
rotΓ vektorielle Oberfla¨chenrotation
divΓ Oberfla¨chendivergenz
rotΓ skalare Oberfla¨chenrotation
∆Γ Laplace-Beltrami-Operator
Funktionenra¨ume
C∞0 (Ω) Raum der skalaren glatten Funktionen mit kompaktem Tra¨ger
in Ω
C∞0 (Ω) := C∞0 (Ω)3
L2(Ω) Raum der quadratisch Lebesgue-integrierbaren Funktionen auf
Ω
L2(Ω) := L2(Ω)3
Hs(Ω) Standard-Sobolev-Raum reeller Ordnung s
Hs(Ω) := Hs(Ω)3
Hsloc(R3) Raum der Funktionen, die lokal in Hs liegen
H(div; Ω) := {u ∈ L2(Ω), divu ∈ L2(Ω)}
H0(div; Ω) := {u ∈H(div; Ω), divu = 0}
H(div²; Ω) := {u ∈ L2(Ω), div(²u) ∈ L2(Ω)}
H0(div²; Ω) := {u ∈H(div; Ω), div(²u) = 0}
H(rot; Ω) := {u ∈ L2(Ω), rotu ∈ L2(Ω)}
H0(rot; Ω) := {u ∈H(rot; Ω), rotu = 0}
H−
1
2 (divΓ; Γ) Raum der gedrehten tangentialen Spuren von H(rot; Ω)
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H−
1
2 (rotΓ; Γ) Raum der tangentialen Spuren von H(rot; Ω)
BL(Ω) Beppo-Levi-Raum
Cohomologie
β1(Ω), β2(Ω) 1. und 2. Betti-Zahl von Ω
H1(Ω) 1. Cohomologiegruppe
H2(Ω, ∂Ω) 2. relative Cohomologiegruppe
DΩI harmonische Dirichlet-Vektorfelder in ΩI
NΩC harmonische Neumann-Vektorfelder in ΩC
Normen und Skalarprodukte
‖·‖H(div;Ω) :=
√
‖·‖2
L2(Ω) + diam(Ω)
2 ‖div · ‖2L2(Ω)
‖·‖H(rot;Ω) :=
√
‖·‖2
L2(Ω) + diam(Ω)
2 ‖rot · ‖2
L2(Ω)
‖·‖V natu¨rliche Norm des Hilbert-Raumes V
(·, ·)V hermitisches Skalarprodukt des Hilbert-Raumes V
‖·‖E;Ω Energienorm (bei E-basierter Formulierung)
‖·‖P;Ω skalierte Energienorm (”Leistungsnorm“)
〈·, ·〉V duale Paarung von V und V ′
〈·, ·〉 1
2
,Γ duale Paarung von H
1
2 (Γ) und H−
1
2 (Γ) oder H
1
2 (Γ) und
H−
1
2 (Γ), je nach Argument
〈·, ·〉τ,Γ duale Paarung von H−
1
2 (divΓ; Γ) und H
− 1
2 (rotΓ; Γ)
Elektromagnetische Gro¨ßen
E,E elektrisches Feld und komplexe Amplitude
B,B magnetische Induktion und komplexe Amplitude
D,D dielektrische Verschiebungsdichte und komplexe Amplitude
H,H magnetisches Feld und komplexe Amplitude
J ,J elektrische Stromdichte und komplexe Amplitude
JG komplexe Amplitude der Generatorstromdichte (eingepra¨gte
Stromdichte)
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ρ, q elektrische Ladungsdichte und komplexe Amplitude
ω Kreisfrequenz
λ Wellenla¨nge oder Belegungsdichte beim Einfachichtpotential
c Lichtgeschwindigkeit
² Permittivita¨t
µ Permeabilita¨t
²0 ≈ 8, 85 10−12 AsVm
µ0 = 4pi 10
−7 Vs
Am
σ elektrische Leitfa¨higkeit
δ Eindringtiefe
U Spannung
I Strom
P (komplexe) Leistung
C Kapazita¨t
L,Lij Induktivita¨t, Induktivita¨ten
P , pij (Matrix der) Potentialkoeffizienten
C, cij (Matrix der) Kapazita¨tskoeffizienten
Φ,Φij magnetischer Fluß, Teilflu¨sse
η Oberfla¨chenimpedanz
Finite Element Diskretisierung
a(·, ·) Bilinearform oder Sesquilinearform
A der zur Bilinearform assoziierte Operator
A,Ah Systemmatrix
x,b Lo¨sungsvektor und rechte Seite
G diskreter Gradient
R diskrete Rotation
D diskrete Divergenz
Ωh Gebietsapproximation
Th Triangulierung
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h Gitterweite
T Element
Sp(Th) Raum der global stetigen, stu¨ckweise polynomialen Funktionen
des Grades p
RT 0(Th) Raviart-Thomas-Raum
W0(Th) = S1(Th), Raum der Whitney-0-Formen
W1(Th) Raum der Whitney-1-Formen (Kantenelemente)
W2(Th) = RT 0(Th), Raum der Whitney-2-Formen (Fla¨chenelemente)
W3(Th) Raum der Whitney-3-Formen
N (Th) (Eck-)Knoten der Triangulierung Th
E(Th) Kanten der Triangulierung Th
F(Th) Seiten der Triangulierung Th
vol(T ) Volumen von T
Mehrgitterverfahren
c,d Korrektur und Defekt
Tl Triangulierung der Stufe l
Al,xl,bl Matrix, Lo¨sungsvektor und rechte Seite auf Stufe l
cl,dl Korrektur und Defekt auf Stufe l
G Knoten-Kanten Inzidenzmatrix (diskreter Gradient)
R Kanten-Seiten Inzidenzmatrix (diskrete Rotation)
L,L(A) strikte untere Dreiecksmatrix (von A)
U ,U(A) strikte obere Dreiecksmatrix (von A)
S Gla¨ttungsoperation
A˜ approximierte Matrix (z.B. diag(A), diag(A) +L(A))
rl Restriktionsmatrix von Stufe l
pl Prolongationsmatrix von Stufe l
I Einheitsmatrix (Identita¨t)
σ(A) Spektrum von A
ρ(A) Spektralradius von A
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Kn Krylov-Unterraum der Dimension n
F(T ) Vaterelement von T
Il Isomorphismus zwischen Koeffizientenvektor und Finite-
Element-Funktionen auf Stufe l
Pl Menge der geometrischen Objekte als Tra¨ger der Freiheitsgra-
de (
”
Interpolationspunkte“)
T lokl lokales Gitter auf Stufe l
Alokl lokale Matrix der Stufe l
xlokl Vektor auf lokalem Gitter auf Stufe l
Randelemente
φ Skalarpotential
a(·, ·) Bilinearform oder Sesquilinearform
aΓ(·, ·) Sesquilinearform auf dem Rand
λ Fla¨chenbelegungsdichte
Sλ Einfachschichtpotential
V Einfachschichtoperator auf dem Rand
K Doppelschichtoperator
K ′ adjungierter Doppelschichtoperator
K vektorieller Randoperator
A Pseudodifferentialoperator auf dem Rand
A0 Hauptteil des Operators A
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