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Abstract— Recently a new class of techniques termed the
max-plus curse of dimensionality-free methods have been de-
veloped to solve nonlinear optimal control problems. In these
methods the discretization in state space is avoided by using a
max-plus basis expansion of the value function. This requires
storing only the coefficients of the basis functions used for
representation. However, the number of basis functions grows
exponentially with respect to the number of time steps of
propagation to the time horizon of the control problem. This
so called “curse of complexity” can be managed by applying a
pruning procedure which selects the subset of basis functions
that contribute most to the approximation of the value function.
The pruning procedures described thus far in the literature rely
on the solution of a sequence of high dimensional optimization
problems which can become computationally expensive.
In this paper we show that if the max-plus basis functions
are linear and the region of interest in state space is convex, the
pruning problem can be efficiently solved by the bundle method.
This approach combining the bundle method and semidefinite
formulations is applied to the quantum gate synthesis problem,
in which the state space is the special unitary group (which
is non-convex). This is based on the observation that the
convexification of the unitary group leads to an exact relaxation.
The results are studied and validated via examples.
I. INTRODUCTION
One general approach to the solution of optimal con-
trol problem is the dynamic programming principle, which
in the deterministic case leads to a first-order, nonlinear
partial differential equation, the Hamilton-Jacobi-Bellman
Partial Differential Equation (HJB PDE). Classical numerical
methods for solving the HJB PDE, as the finite difference
scheme [CL84] or the semi-Lagrangian scheme [Fal87],
[FF94], are all grid-based and known to suffer from the
so called curse of dimensionality, meaning that the number
of grid points should grow exponentially with the space
dimension.
In recent years, a new class of numerical methods
has been developed after the work of Fleming and
McEneaney [FM00], see [McE06], [AGL08], [SGJM10],
[DM11]. These methods, named max-plus basis methods,
exploit the linearity of the associated semigroup in the max-
plus algebra. Only the time interval is discretized and at
each discretized time step, the value function is approximated
by a supremum (or infimum if the objective is minimized)
of basis functions. Among several max-plus basis meth-
ods, the curse of dimensionality-free method introduced by
McEneaney [McE07] is of special interest because of its
polynomial growth rate of the computational complexity
with the space dimension. It applies to the class of opti-
mal control problems where the Hamiltonian is given or
approximated by a pointwise supremum of a finite number
of “simpler” Hamiltonians. In particular, such Hamiltonians
arise when the control space is discrete, for example in
switched systems. However, the number of basis functions
is multiplied by the number of simpler Hamiltonians at each
propagation. Therefore in the practical implementation, a
pruning operation removing at each propagation a certain
number of basis functions less useful than others is required
to attenuate this so called curse of complexity.
In order to sort the basis functions for the pruning, an
importance metric is associated to each basis function. The
latter measures the maximal lost caused by removing the
corresponding basis function. The smaller the importance
metric is, the less useful the basis function is. Hence, the
pruning operation consists of sorting the basis functions by
their importance metrics and selecting those with largest
importance metrics. Hence the attenuation of the curse of
complexity in the max-plus curse of dimensionality-free
method is reduced to the calculus of importance metrics.
In the previous related works [MDG08], [SGJM10],
[GMQ11], the importance metric is given or approximated
as the optimal value of a convex semidefinite program and
solved by the package CVX or YALMIP, calling the standard
convex optimization solver SEDUMI or SDPT3. At each
propagation in the max-plus curse of dimensionality-free
method, if the number of basis functions is m, then we need
to solve m semidefinite programs of size m. The complexity
of a standard convex optimization solver is polynomial to
the program size m, in the worst case O(m3.5) [BV04].
However, the number of basis functions m is supposed to
grow exponentially with respect to the number of propagation
steps. Hence, it is necessary to develop a method more
efficient than the general-purpose solver for the importance
metric calculus when the number of basis functions m is
large.
Large-scale convex optimization has received many at-
tentions. The most common approach in the literature is
to reduce the complexity of the inversion of the linear
equations in the interior point method, either by exploiting
the sparsity [SNW12, Chapter 3] or by designing customized
algorithms [LV07], [KKB07], [WHJ09]. A non-interior-point
approach is the bundle method [HR00]. In this paper, we
first remark that when the basis functions are all linear
and the state space is convex, the bundle method can be
an alternative algorithm for the calculus of the importance
metric. In order to apply the bundle method to the quantum
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gate synthesis problem [SGJM10] in which the state space
is the unitary group, we need to convexify the unitary group.
On the other hand, we show that the convexification of the
unitary group leads to an exact relaxation. The efficiency of
the bundle method is demonstrated via numerical examples,
by comparison with the standard package CVX.
The paper is organized as follows. In Section II, we review
the general principle of the max-plus curse of dimensionality-
free method, extract the importance metric calculus problem
and propose Algorithm 1 applying the bundle method. In
Section III, we consider the quantum gate synthesis applica-
tion. In Section IV, we show that the convexification of the
unitary group leads to an exact relaxation. In Section V, we
present numerical results demonstrating the efficiency of the
bundle method.
The notations used in the paper are the following. For
a∈C, Re(a) is the real part of a. The space of n×n complex
matrices is denoted by Mn(C). For X ∈Mn(C), X∗ denotes
its conjugate transpose. The space Mn(C) is considered as a
real Hilbert space endowed with an inner product 〈·, ·〉 given
by:
〈X1,X2〉= Re(trace(X∗1 X2)), ∀X1,X2 ∈Mn(C) .
The induced norm of a matrix X ∈ Mn(C) is denoted by
‖X‖. The space of n×n positive semidefinite (resp. positive
definite) matrices is denoted by S+n (resp. Sˆ
+
n ). For two
Hermitian matrices A,B ∈ Mn(C), we write A < B (resp.
A  B) if A−B ∈ S+n is (resp. A−B ∈ Sˆ+n ). For k ∈ N, we
denote by Ik the identity matrix of size k. We denote by U(n)
the group of n×n unitary matrices and B(n) the set of n×n
matrices of spectral norm less than 1:
B(n) := {X ∈Mn(C) : XX∗ 4 In} .
II. MAX-PLUS CURSE OF DIMENSIONALITY
FREE METHOD
The main objective of this section is to introduce the prun-
ing problem arising in the max-plus curse of dimensionality
free method. For this purpose, we first review briefly the
principle of the method in a general framework.
A. Problem class
Denote by X ⊂ Rd the state space and by U ⊂ Rm the
control space. Let x ∈ X and T ∈ (0,+∞]. Consider the
following optimal control problem:
VT (x) := infu
∫ T
0
`(x(s),u(s))ds+φ(x(T )) ,
where the state trajectory x(·) : [0,T ) → X satisfies the
dynamics:
x˙(s) = f (x(s),u(s)), x(0) = x ∈X .
The functions f :X ×U → Rd , ` :X ×U → R and φ :
X → R represent the dynamics, the running cost and the
terminal cost, respectively. The value V·(·) :X × (0,T )→
R gives the optimum of the objective as a function of the
initial state x and of the horizon T , called value function. In
this general framework, we omit the necessary assumptions
on the functions f , ` and φ to guarantee the existence and
regularity of the value function. The Hamiltonian associated
to the above optimal control problem is:
H(x, p) = sup
u∈U
〈p, f (x,u)〉+ `(x,u), ∀x, p ∈ Rd .
The corresponding Hamilton-Jacobi Partial Differential
Equation (HJ PDE) is then:{ ∂V
∂ t (t,x)−H(x, ∂V∂x (t,x)) = 0, ∀(x, t) ∈X × (0,T ) ,
V0(x) = φ(x), ∀x ∈X .
(1)
The Lax-Oleinik semigroup (St)t>0 associated to the Hamil-
tonian H is the evolution semigroup of the corresponding HJ
PDE (1), i.e.,
St [φ ] =Vt , ∀t ∈ (0,T ) .
In max-plus basis methods [FM00], we choose a set of
basis functions B = {ωi : Rd → R}i∈J and approximate the
value function VT by the infimum of a finite number of basis
functions. More precisely, we need to determine a subset I
and approximate VT as follows:
VT (x)' inf
i∈I
ωi(x), ∀x ∈X .
The max-plus curse of dimensionality free
method [McE07] applies to the class of optimal control
problems where the Hamiltonian is given or approximated
by the supremum of “simpler” Hamiltonians:
H(x, p)' sup
m∈M
Hm(x, p), ∀x, p ∈ Rd ,
where M is a finite index set. The term “simpler” refers
to the condition that for all ωi ∈ B, t > 0 and m ∈M ,
the computation cost of Smt [ωi] is polynomial to the state
dimension d. Moreover, we require that Smt [ωi] is in B.
Example 2.1: In the original development of the
method [McE07], McEneaney considered the switching
linear quadratic optimal control problem where the
Hamiltonian is given by the supremum of quadratic forms:
H(x, p) = sup
m∈M
(Amx)′p+
1
2
x′Dmx+
1
2
p′Σm p, ∀x, p ∈ Rd .
The matrices {Am,Dm,Σm : m ∈M } are parameters of the
switching system. The set of basis functions B is chosen to
be a set of bounded quadratic functions. The optimal control
problem corresponding to each Hm is a linear quadratic
control problem. Then for each quadratic basis function
ωi ∈ B, Smt [ωi] is still a quadratic function for all t > 0
and m ∈ M . Besides, the computation requires only the
resolution of a Riccati differential equation, thus of cost
O(d3).
Example 2.2: The method finds application in the study
of quantum circuit complexity in quantum optimal gate
synthesis [SGJM10]. The related optimal control problem
is to find a least path-length trajectory on the special unitary
group SU(n). The corresponding Hamiltonian H is given by:
H(U, p) = sup
|v|=1
〈p,−i{
M
∑
k=1
vkHk}U〉−
√
vT Rv ,
for all p,U ∈ Mn(C). Here {H1, . . . ,HM} ⊂ Mn(C) are a
generator of the Lie algebra of the special unitary group
SU(n). The diagonal, symmetric and positive definite matrix
R ∈ Mn(C) is the weight matrix in the running cost. Let
M = {0,e1, . . . ,eM} denote the set of the zero vector and
the standard basis vectors in RM . The authors proposed to
approximate H by:
H(U, p)' sup
m∈M
〈p,−iHmU〉−
√
eTmRem ,
for all p,U ∈Mn(C). The set of basis functionsB are chosen
to be affine functions with linear part given by a unitary
matrix:
B := {ω(·) = 〈P, ·〉+ c : P ∈U(n),c ∈ R} .
The affine structure of the basis function is preserved by
each semigroup {Smt }t>0 and the computation requires only
a matrix multiplication, thus of cost O(n2).
B. Principle of the method
We discretize the time interval [0,T ] by small time step
τ . The main idea of the max-plus curse of dimensionality
free method is to approximate the semigroup Sτ by easily
computable S˜τ :
Sτ ' S˜τ := inf
m∈M
Smτ .
Let N ∈N such that T =Nτ . First we approximate the value
function V0 = φ by the infimum of a finite number of basis
functions:
V0(x)' inf
i∈I0
ωi(x), ∀x ∈X .
Then we iterate for k = 1, . . . ,N:
Vkτ ' Sτ [ inf
i∈Ik−1
ωi]
' S˜τ [ inf
i∈Ik−1
ωi]
= inf
m∈M
Smτ [ infi∈Ik−1
ωi]
= inf
m∈M
inf
i∈Ik−1
Smτ [ωi] ,
(2)
where the last equality follows from the max-plus linearity
of the semigroup {Smt }t>0, see [FM00].
From the iteration equation (2), it is immediate that the
number of basis functions is multiplied by |M | at each
iteration. If the computing each Smτ [ωi] requires O(dα) cost,
then the total computation cost at the end of N iterations
is O(|M |Ndα). The most appealing characteristic of the
method lies in its polynomial growth rate in the state space
dimension, compared to classical grid based methods. In
this sense it is considered as a curse of dimensionality free
method. However, in practical implementation of the method,
we need to incorporate a pruning operation, denoted by P ,
in order to reduce the number of basis functions:
Vkτ 'P ◦ S˜τ [ inf
i∈Ik−1
ωi]
'P[infm∈M infi∈Ik−1 Smτ [ωi]] .
(3)
Therefore, the pruning operation is a critical element in
the practical implementation of the method, without which
the number of basis functions explodes after a few iterations.
C. Pruning techniques
The pruning problem can be formulated as follows. Let
{ω0, . . . ,ωm} be a set of basis functions and
ψ = inf
i=0,...,m
ωi .
Then P applied to ψ approximates ψ by selecting a subset
J ⊂ {0,1, . . . ,m}:
ψ 'P[ψ] = inf
j∈J
ω j .
The selection criteria can be the minimization of the approxi-
mation error for a limited cardinality of J. The latter problem
was formulated in [GMQ11] as a continuous k-median or
k-center facility location problem, when minimizing the L1
or L∞ approximation error. In most of the existing pruning
algorithms, one basic task is to calculate the so called
importance metric of each basis function. The latter measures
the maximal lost caused by removing the corresponding
basis function. More precisely, for each j ∈ {0, . . . ,m}, the
importance metric δ j of the basis function ω j measured over
the state space X , is defined by:
δ j := max
x∈X
min
i 6= j
ωi(x)−ω j(x) . (4)
In some cases, especially when the state space X is not
bounded, a normalization shall be considered, see for ex-
ample [MDG08].
Once we get all the values {δ0, . . . ,δm}, we can list them
in non-increasing order and select the k first corresponding
basis functions, as in [MDG08]. Or, we can efficiently
generate witness points from the optimal solution, construct a
k-center problem and apply some polynomial combinatorial
algorithms, as in [GMQ11]. Moreover, it is worth mentioning
that if δ j < 0 then the basis function ω j can be pruned
without error.
D. Bundle method
So far we have seen that one central issue in the max-
plus basis method is the pruning operation, which reduces
to the calculus of the importance metrics {δ0, . . . ,δm}. In
this section, we suppose that all the basis functions in B are
affine and focus on the calculus of the importance metric of
the basis function ω0:
maximize λ ,
subject to : x ∈X ;
λ 6 ωi(x)−ω0(x), i = 1, . . . ,m .
(5)
As we mentioned, in the max-plus curse of dimension-
ality free method, the number of basis functions m grows
geometrically with respect to the number of iterations N and
needs to be large for improved precision in the max-plus
basis method. It is therefore necessary to know how to deal
with problem (5) with large m.
If X is convex, then (5) is a convex optimization problem
(maximizing a concave function) and can be solved in
polynomial time by the interior point based methods. It is
known that the interior point based methods have quadratic
convergence: the number of iterations to yield the duality gap
accuracy ε is O(
√
m ln(1/ε)) [BV04]. However, each itera-
tion one needs to solve a set of linear equations of size O(m),
called Newton equations. Efficiency of the interior point
based method depends on the complexity of the linear equa-
tions. General-purpose convex optimization packages like
CVX [MS07] or YALMIP [Lof04] rely on sparse matrix fac-
torizations to solve the Newton equations efficiently. While
this approach is very successful in linear programming, it
appears to be less effective for other classes of problems
(for example, semidefinite programming) [SNW12, Chapter
3]. Some scalable customized interior point algorithms have
been developed for large-scale convex optimization problems
with non-sparse problem structure, for specific problem
families [LV07], [KKB07], [WHJ09].
The main purpose of this paper is to propose a general and
scalable algorithm for solving (5), with no other requirement
on the problem structure than the linearity of basis functions
in B and the convexity of X . Our approach is the bundle
method, known for solving large-scale non-smooth convex
optimization problems [Kiw90], [SZ92], [LNN95]. We men-
tion that the bundle method has already been exploited as
an alternative of the interior-point method for large-scale
semidefinite programming [HR00] and shows considerably
improved efficiency.
Denote:
φ(x) = min
i=1,...,m
ωi(x)−ω0(x), ∀x ∈X .
The basic principle of the bundle method is to use limited
number of supporting affine functions to approximate the
objective function φ . The algorithm can be described as
follows.
At iteration k, we approximate the objective function φ by
φCPk , which is the infimum of the supporting hyperplanes of
the sequence of points {y1, . . . ,yk−1}. The next point yk is
the maximizer of φCPk on a region close to the current center
xk. It is the solution of the following optimization problem:
maximize λ ,
subject to : y ∈X ;
λ 6 ωi(y)−ω0(y), i ∈ Jk ;
|y− xk|6 µ .
(6)
Apart from the proximal constraint, this optimization prob-
lem is of the same form as (5) but with only |Jk| linear
constraints. Besides, since we add at most one constraint per
iteration, we know that |Jk|6 k.
Remark 2.3: For a given convex state space X and a
given set of linear basis functions B, denote by c(m) the
maximal computation cost required by a standard convex
Algorithm 1 Trust region Bundle method
1: Parameter: µ > 0; ε > 0; γ > 0
2: Input: an initial point x1 ∈X ; a set J0 ⊂ {1, . . . ,m};
3: for k = 1,2, . . . do
4: ik← argmin{ωi(xk)−ω0(xk) : i = 1, . . . ,m};
5: Jk = Jk−1∪{ik};
6: Update model
φCPk := infi∈Jk
ωi−ω0 ;
7: vk← φ(xk);
8: yk← argmax{φCPk (y) : y ∈X ; |y− xk|6 µ};
9: wk← φCPk (yk);
10: if wk− vk < ε and |yk− xk|< µ then
11: stop;
12: else
13: if φ(yk)− vk > γ(wk− vk) then
14: xk+1← yk;
15: else
16: j← argmin{ωi(yk)−ω0(yk) : i = 1, . . . ,m} ;
17: Jk = Jk ∪{ j};
18: end if
19: end if
20: end for
21: Output: optimal value vk; optimal solution xk.
optimization solver for solving (5). Then the complexity of
Algorithm 1 is bounded by:
K0
∑
k=1
(c(k)+O(m)) .
where K0 denotes the number of iterations of Algorithm 1.
From the latter expression on the complexity bound we read
out the central thought of the bundle method: solve a large-
scale convex optimization problem by solving a sequence of
smaller size convex optimization problem.
III. APPLICATION TO THE QUANTUM OPTIMAL
SYNTHESIS EXAMPLE
In this section, we extract the pruning problem appearing
in the quantum optimal synthesis application, presented in
Example 2.2. For more background we refer to [SGJM10].
As we mentioned in Example 2.2, the state space X is
the special unitary group SU(n) and the basis functions are
chosen to be affine functions:
ωi(X) = 〈Pi,X〉+ ci, ∀X ∈Mn(C) , i = 0, . . . ,m ,
for some {P0,P1, . . . ,Pm} ⊂ U(n) unitary matrices and
{c0,c1, . . . ,cm} ⊂ R. Then the optimization problem in the
pruning procedure can be described as:
δ0 = max
X∈SU(n)
min
16i6m
〈Pi−P0,X〉+ ci− c0 . (7)
We release the constraint on the determinant and compute
the following upper bound of δ0:
δ¯0 = max
X∈U(n)
min
16i6m
〈Pi−P0,X〉+ ci− c0 . (8)
In order to obtain a convex optimization problem, we con-
sider a relaxation of (8):
max
X∈B(n)
min
16i6m
〈Pi−P0,X〉+ ci− c0 . (9)
By Schur’s complement lemma [BTEGN09, Lemma 6.3.4],
the constraint X ∈ B(n) is equivalent to the following
semidefinite matrix constraint:(
In X
X∗ In
)
< 0 .
Hence problem (9) falls into the class of disciplined convex
programming problems [GBY06] and can be solved by
calling directly the package CVX, or by the bundle method
described in Algorithm 1.
IV. CONVEXIFICATION OF THE UNITARY GROUP
In this section we show that (9) is an exact relaxation
of (8). Our main result is Theorem 4.1. We first prove some
useful lemmas.
Lemma 4.1: Let {Pi}i=0,...,m be a set of n× n unitary
matrices and X ∈ Mn(C). If XP0 is an interior point in
the convex hull of {XPi}i=1,...,m, then XPi = XP0 for all
i = 1, . . . ,m.
Proof: It is immediate that if XP0 is an interior point in
the convex hull of {XPi}i=1,...,m, then there are α1, . . . ,αm > 0
such that
m
∑
i=1
αi = 1,
m
∑
i=1
αiXPi = XP0 .
The Frobenius norm of XPi equals to that of X for all i =
0, . . . ,m. By the strict convexity of the Frobenius norm, we
deduce that necessarily
XPi = XP0 , i = 1, . . . ,m .
The tangent cone to B(n) at X ∈B(n) is defined by [RW98,
p.204]:
TB(n)(X) = cl{λ (Z−X) : λ > 0,Z ∈ B(n)} .
Lemma 4.2: Let 16 k6 n and Σ be a diagonal matrix with
positive real diagonal entries (λ1, · · · ,λn) such that λ j = 1 for
all j = 1, . . . ,k−1 and λ j < 1 for all j = k, · · · ,n. Then{( X1 X2
X3 X4
)
∈Mn(C) :−X1−X∗1 ∈ Sˆ+k−1
}⊂ TB(n)(Σ) .
Proof: If k= 1 then it is clear that Σ is an interior point
of B(n) and the tangent cone at Σ is the whole space Mn(C).
We next consider the case when 1 < k 6 n. For ease of
proof, we write Σ into block matrix:
Σ=
(
Ik−1 0
0 Σ4
)
,
where Σ4 is a diagonal matrix such that In−k+1−Σ4Σ∗4  0.
Let
X =
(
X1 X2
X3 X4
)
∈Mn(C) ,
such that −X1 − X∗1 ∈ Sˆ
+
k−1. For notational simplicity, let
H1 ∈ Mk−1(C), H4 ∈ Mn−k+1(C) and H2 ∈ C(k−1)×(n−k+1)
such that:
XX∗ =
(
H1 H2
H∗2 H4
)
.
Let any ∆> 0. We have:
(Σ+∆X)(Σ+∆X)∗− In
= ΣΣ∗+∆(XΣ∗+ΣX∗)− In+∆2XX∗
=
(
∆(X1+X∗1 ) ∆(X2Σ
∗
4+X
∗
3 )
∆(Σ4X∗2 +X3) Σ4Σ
∗
4− In−k+1+∆(Σ4X∗4 +X4Σ∗4)
)
+
(
∆2H1 ∆2H2
∆2H∗2 ∆
2H4
)
By Schur’s complement lemma [BTEGN09, Lemma 6.3.4],
we know that (Σ+∆X)(Σ+∆X)∗ ≺ In if and only if X1 +
X∗1 +∆H1 ≺ 0 and
In−k+1−Σ4Σ∗4−∆(Σ4X∗4 +X4Σ∗4)−∆2H4
+∆(Σ4X∗2 +X3+∆H
∗
2 )(X1+X
∗
1 +∆H1)
−1(X2Σ∗4+X
∗
3 +∆H2)
 0 .
Since X1+X∗1 ≺ 0 and In−k+1−Σ4Σ∗4  0, there is ∆> 0 such
that the above inequalities hold thus (Σ+∆X)(Σ+∆X)∗≺ In.
Hence, X is in the tangent cone of B(n).
In the sequel, let {Pi}i=0,...,m be a set of n× n unitary
matrices and {ci}i=0,...,m be a set of real numbers. For all
β > 0, denote:
φβ (X) =−β−1 log(
m
∑
i=1
e−β (〈Pi−P0,X〉+ci−c0)), ∀X ∈Mn(C) .
(10)
Lemma 4.3: There is K > 0 such that φβ is K-Lipschitz
continuous for all β > 0.
Proof: Let β > 0. For all X ,Y ∈Mn(C) we have:
Dφβ (X)◦Y =
m
∑
i=1
αi〈Pi−P0,Y 〉 ,
where
αi = (
m
∑
i=1
e−β (〈Pi−P0,X〉+ci−c0))−1e−β (〈Pi−P0,X〉+ci−c0) .
Thus α1, . . . ,αm > 0 and ∑mi=1αi = 1. Hence, for all X ,Y ∈
Mn(C),
‖Dφβ (X)◦Y‖6
m
∑
i=1
αi‖Pi−P0‖‖Y‖6max
i
‖Pi−P0‖‖Y‖ .
It follows that for all X ∈Mn(C),
‖Dφβ (X)‖6max
i
‖Pi−P0‖ .
Therefore let K = maxi ‖Pi − P0‖, the function φβ is K-
Lipschitz for all β > 0.
Proposition 4.1: Let β > 0. The optimal solution of the
following optimization problem
max
X∈B(n)
φβ (X) (11)
contains a unitary matrix.
Proof: Let U0 ∈ B(n) be an optimal solution of (11).
Suppose that U0 is not unitary. Consider the SVD decompo-
sition of U0 given by
U0 =V1ΣV2 ,
where Σ is a diagonal matrix with positive real diagonal
entries (λ1, . . . ,λn), listed in non-increasing order. Let k ∈
{1, . . . ,n} such that λi = 1 for all i = 1, . . . ,k−1 and λ j < 1
for all j = k, . . . ,n. Then Σ is an optimal solution of the
following optimization problem:
max
X∈B(n)
φβ (V1XV2) . (12)
The first-order optimality condition [RW98, p.207] implies
that
Dφβ (V1ΣV2)◦ (V1YV2)6 0, ∀Y ∈ TB(n)(Σ) . (13)
We have:
Dφβ (V1ΣV2)◦ (V1YV2) =
m
∑
i=1
αi〈Pi−P0,V1YV2〉 ,
where α1, . . . ,αm > 0 and ∑mi=1αi = 1. Therefore,
Dφβ (V1ΣV2)◦ (V1YV2) = 〈
m
∑
i=1
αi(V ∗1 PiV
∗
2 −V ∗1 P0V ∗2 ),Y 〉
By the first-order optimality condition (13) and Lemma 4.2,
we deduce that
〈
m
∑
i=1
αi(V ∗1 PiV
∗
2 −V ∗1 P0V ∗2 ),X〉6 0 ,
for all
X =
(
X1 X2
X3 X4
)
∈Mn(C) ,
such that −X1−X∗1 ∈ Sˆ
+
k−1. Hence,
m
∑
i=1
αi(V ∗1 PiV
∗
2 −V ∗1 P0V ∗2 ) =
(
Z 0
0 0
)
for some Z such that Z+Z∗ ∈ S+k−1. Therefore,
(In−Σ)
m
∑
i=1
αi(V ∗1 PiV
∗
2 −V ∗1 P0V ∗2 ) = 0 .
By Lemma 4.1, we know that
(In−Σ)V ∗1 PiV ∗2 = (In−Σ)V ∗1 P0V ∗2 , i = 1, . . . ,m .
This implies that
〈Pi−P0,V1V2〉= 〈Pi−P0,V1ΣV2〉, i = 1, . . . ,m .
Therefore,
φβ (V1V2) = φβ (V1ΣV2) = max
X∈B(n)
φβ (X) .
Hence V1V2 is an optimal solution of (11).
Theorem 4.1: The set of optimal solutions of the follow-
ing optimization problem:
max
X∈B(n)
min
16i6m
Re(〈Pi−P0,X〉)+ ci− c0 (14)
contains a unitary matrix.
Proof: Denote
φ(X) = min
16i6m
Re(〈Pi−P0,X〉)+ ci− c0, ∀X ∈Mn(C) .
By Lemma 4.3 and the Arzela`-Ascoli theorem, the function
φβ defined in (10) converges uniformly to φ as β goes to
+∞. For each β , by Proposition 4.1 the intersection
Oβ :=U(n)∩ argmax
X∈B(n)
φβ
is not empty. Since the convergence of φβ to φ is uniform,
each cluster point of a sequence {Uβ}β>0 with Uβ ∈ Oβ
for all β > 0 is an optimal solution of the problem (14),
see [RW98, p.266]. The cluster point is unitary because U(n)
is closed. Thus the optimization problem (14) must have a
unitary optimal solution.
By Theorem 4.1, solving (9) is equivalent to solving (8).
V. NUMERICAL EXAMPLES
We implemented Algorithm 1 for solving (9) in Mat-
lab (version 8.1.0.604 (R2013a)). The instances are gen-
erated during the propagation in the max-plus curse of
dimensionality free method applied to an optimal control
problem on SU(4) arising in the quantum optimal gate
synthesis [SGJM10]. The parameters in Algorithm 1 are
chosen to be as follows: µ = 0.5, ε = 1e-8 and γ = 0.5.
Every convex optimization problem within Algorithm 1 is
solved by the standard package CVX [MS07] with solver
SDPT3 [KCTT09]. To make a comparison, we also solved
the same instances of (9) by the interior point algorithm
(using the package CVX and calling the solver SDPT3). The
computations were performed on a single core of an Intel 12-
core running at 3GHz, with 48Gb of memory.
We compare in Figure 1 the computation time in seconds
of solving one single instance of the problem (9), for a
different number of basis functions m, via two methods: i. the
bundle method (described in Algorithm 1) and ii. the interior
point method (using the package CVX). We observe that the
time required by the interior point method (the green curve)
grows much faster than the time required by the bundle
method (the blue curve). The stable computation cost of the
bundle method with respect to the number of basis functions
m is, as we mentioned in Section II-D, critical for improving
precision order in the max-plus curse of dimensionality free
method.
In Figure 2 we provide more details of the numerical
results. We show in three subfigures the computation time
in seconds and the number of iterations K0 of the bundle
method as well as the difference between the optimal value
obtained by the bundle method δbundle and the one obtained
by the interior point method δcvx. Note that for almost all
tested m, the difference δcvx−δbundle is less than 5e-8, which
is of the same order as the duality gap obtained by the
package CVX. It is interesting to remark that the number of
iterations K0 of the bundle method does not seem to increase
as m increases. This explains why the computation time of
the bundle method grows slowly with respect to m: as we
mentioned in Remark 2.3 the computation time required by
Algorithm 1 is bounded by
K0
∑
k=1
(c(k)+O(m)) .
Hence if K0 does not increase with m, the computation time
required by Algorithm 1 is only linear to m.
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