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Abstract
In biostatistics and environmetrics, interest often centres around the development of
models and methods for making inference on observed point patterns assumed to be
generated by latent spatial or spatio-temporal processes. Such analyses, however, are
challenging as these data are typically hierarchical with complex correlation structures.
In instances where data are spatially aggregated by reporting region and rates are low,
further complications may result from zero-inflation.
In this research, motivated by the analysis of spatio-temporal storm cell data, we gen-
eralize the Neyman-Scott parent-child process to account for hierarchical clustering. This
is accomplished by allowing the parents to follow a log-Gaussian Cox process thereby in-
corporating correlation and facilitating inference at all levels of the hierarchy. A primary
focus for these data is to jointly model storm cell detection and trajectories. To do so,
storm cell duration, speed and direction are included in a marked point process frame-
work. The thesis also proposes a general approach for the joint modelling of multivariate
spatially aggregated point processes with the observed outcomes being zero-inflated count
random variables. For such models, we incorporate correlation between the random field
assumed to generate events and mean event counts. This is applied to lung and bronchus
cancer incidence by public health unit in Ontario and a study of Comandra blister rust
infection of lodgepole pine trees in British Columbia.
The key contributions from this thesis include the following: 1) developing a spatio-
temporal hierarchical cluster process that incorporates correlation at all levels of the
hierarchy, 2) joint modelling of a hierarchical cluster process and multivariate marks, 3)
extending the framework for the joint modelling of multivariate lattice data to enable
decomposition of the sources of shared spatial structure and 4) investigating aspects of
the partial misspecification of joint spatial structure for multivariate lattice data.
Keywords: joint modelling, spatio-temporal point processes, Neyman-Scott process,
log-Gaussian Cox process, zero-inflation, marked point processes, generalized additive
models, disease mapping, conditional autoregressive models.
i
Co-Authorship Statement
This work was completed under the supervision of Dr. John Braun and Dr. Charmaine
Dean. All papers resulting from this thesis will be co-authored with Drs. Braun and
Dean.
ii
Acknowledgements
This thesis would not have been completed without the generous support of my super-
visors, Charmaine Dean and John Braun. They have provide me with many interesting
avenues for research and I am thankful for their guidance and encouragement throughout
all aspects of this degree.
I would also like to express my gratitude to Doug Woolford for his continued support
and mentorship. He has always gone out of his way to listen and provide advice and for
that I am grateful.
I wish to thank Patrick Brown, Valerie Isham and Reg Kulperger for many useful
discussions related to point processes and Craig Miller for providing the storm cell data
and for answering all related questions. Thanks also to Cindy Feng for her insight related
to shared component models. I am grateful to my committee members Simon Bonner
and Francis Zwiers, in addition to Reg Kulperger and Craig Miller, for sharing their time
and expertise.
Many thanks are due to the graduate students in the Department of Statistical and
Actuarial Sciences, and in particular my fellow lab members, who have made my time at
Western so enjoyable.
Financial support provided by the Canadian Statistical Sciences Institute as well as
the Natural Sciences and Engineering Research Council of Canada and Queen Elizabeth
II scholarship programs is gratefully acknowledged.
Finally, I would like to thank my family for their unwavering love, support and en-
couragement.
iii
Contents
Abstract i
Co-Authorship Statement ii
Acknowledgements iii
List of Figures vi
List of Tables ix
1 Introduction 1
1.1 Outline of Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Background 4
2.1 Point Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Cox Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.1 Log-Gaussian Cox Processes . . . . . . . . . . . . . . . . . . . . . 6
2.2.2 Neyman-Scott Processes . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.3 Parameter Estimation . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Marked Point Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Aggregated Point Processes . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4.1 Zero-Heavy Data . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4.2 Random Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4.3 Spline Smoothing . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3 A Spatio-Temporal Cluster Process for Modelling Storm Cells 19
3.1 Data Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 A Point Process with Multiple Levels of Clustering . . . . . . . . . . . . 22
3.2.1 Definition of Cluster Process Model . . . . . . . . . . . . . . . . . 23
3.2.2 Moment Properties . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.3 Additional Assumptions . . . . . . . . . . . . . . . . . . . . . . . 26
3.2.4 Parameter Estimation . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.5 Identifying Multiple Levels of Clustering . . . . . . . . . . . . . . 30
3.2.6 Confidence Intervals . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2.7 Goodness of Fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3 Application to Storm Cell Data . . . . . . . . . . . . . . . . . . . . . . . 34
3.3.1 Goodness of fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
iv
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4 A Joint Model for a Hierarchical Cluster Process with Evolving Marks 43
4.1 Data Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2 Joint Models for Speed and Direction . . . . . . . . . . . . . . . . . . . . 44
4.3 Spatio-Temporal Marked Point Process Model . . . . . . . . . . . . . . . 50
4.3.1 Marked Point Process . . . . . . . . . . . . . . . . . . . . . . . . 50
4.3.2 Parameter Estimation and Inference . . . . . . . . . . . . . . . . 53
4.4 Application to Storm Cell Trajectories . . . . . . . . . . . . . . . . . . . 55
4.4.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.4.2 Data Errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5 A General Framework for the Joint Modelling of Aggregated Spatial
Point Patterns Subject to Clustering 77
5.1 Shared Component Models for Aggregated Point Patterns . . . . . . . . 78
5.2 Shared Component Model Framework . . . . . . . . . . . . . . . . . . . . 79
5.2.1 Model Description . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2.2 Parameter Estimation and Inference . . . . . . . . . . . . . . . . 82
5.3 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.3.1 Ontario Lung and Bronchus Cancer . . . . . . . . . . . . . . . . . 83
5.3.2 Comandra Blister Rust Infection of Lodgepole Pine Trees . . . . . 90
5.4 Misspecification of Spatial Structure . . . . . . . . . . . . . . . . . . . . 96
5.4.1 Advantages of Including Between-Component Correlation . . . . . 97
5.4.2 Effect of Misspecification of Spatial Structure . . . . . . . . . . . 100
5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6 Future Work 106
6.1 A Joint Log-Gaussian Cox Process for Multivariate Aggregated Point Pat-
terns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.2 A Composite Likelihood Approach to Parameter Estimation of a Spatio-
Temporal Point Process . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.3 Joint Estimation for Spatio-Temporal Point Processes with Evolving Marks108
Appendix A Supplementary Material for Chapter 3 110
A.1 Storm Cell Identification and Tracking Algorithm . . . . . . . . . . . . . 110
A.2 Verification of Campbell’s Theorem . . . . . . . . . . . . . . . . . . . . . 112
Appendix B Supplementary Material for Chapter 4 114
Appendix C Supplementary Material for Chapter 5 138
Bibliography 141
Curriculum Vitae 148
v
List of Figures
3.1 Initial location of storm cells detected in April 2003 at the Bismarck, North
Dakota radar station. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Locations of initial detection for April 2003 storm cells. . . . . . . . . . . 21
3.3 Locations of initial detection for May 2003 storm cells. . . . . . . . . . . 21
3.4 Locations of initial detection for June 2003 storm cells. . . . . . . . . . . 22
3.5 Locations of initial detection for July 2003 storm cells. . . . . . . . . . . 22
3.6 Locations of initial detection for August 2003 storm cells. . . . . . . . . . 23
3.7 Empirical pair correlation function of the temporal projection process from
April 2003. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.8 Temporal and spatial empirical and fitted pair correlation functions for
the hierarchical cluster process, the Neyman-Scott process and the log-
Gaussian Cox process fit by month. . . . . . . . . . . . . . . . . . . . . . 42
4.1 Storm cell duration, speed and direction from April 2003. . . . . . . . . . 45
4.2 Storm cell duration, speed and direction from May 2003. . . . . . . . . . 46
4.3 Storm cell duration, speed and direction from June 2003. . . . . . . . . . 47
4.4 Storm cell duration, speed and direction from July 2003. . . . . . . . . . 48
4.5 Storm cell duration, speed and direction from August 2003. . . . . . . . . 49
4.6 Fitted storm cell mean duration, speed and direction from April 2003. . . 60
4.7 Normalized quantile residuals for the duration, speed and direction com-
ponents of the April 2003 mark models. . . . . . . . . . . . . . . . . . . . 61
4.8 Fitted storm cell mean duration, speed and direction from May 2003. . . 63
4.9 Normalized quantile residuals for the duration, speed and direction com-
ponents of the May 2003 mark models. . . . . . . . . . . . . . . . . . . . 64
4.10 Fitted storm cell mean duration, speed and direction from June 2003. . . 66
4.11 Normalized quantile residuals for the duration, speed and direction com-
ponents of the June 2003 mark models. . . . . . . . . . . . . . . . . . . . 67
4.12 Fitted storm cell mean duration, speed and direction from July 2003. . . 69
4.13 Normalized quantile residuals for the duration, speed and direction com-
ponents of the July 2003 mark models. . . . . . . . . . . . . . . . . . . . 70
4.14 Fitted storm cell mean duration, speed and direction from August 2003. . 72
4.15 Normalized quantile residuals for the duration, speed and direction com-
ponents of the August 2003 mark models. . . . . . . . . . . . . . . . . . 73
5.1 Standardized incidence ratios of Ontario lung and bronchus cancer inci-
dence for females and males. . . . . . . . . . . . . . . . . . . . . . . . . . 90
vi
5.2 Median posterior estimates of the conditional autoregressive random ef-
fects for all outcomes and model components when fit to the lung and
bronchus cancer data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.3 Median posterior estimates and 95% credible intervals for the unstructured
random effects for females and males. . . . . . . . . . . . . . . . . . . . . 92
5.4 Level plots and histograms for lesion and host plant counts. . . . . . . . 96
5.5 Linearly interpolated posterior median estimates of the shared random
effect. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.6 Linearly interpolated independent random effects for lesions and host plants. 98
B.1 Estimated spatio-temporal partial effect on select days for the location
parameter in the duration component from April 2003. . . . . . . . . . . 115
B.2 Estimated spatial partial effect for the scale parameter in the duration
component from April 2003. . . . . . . . . . . . . . . . . . . . . . . . . . 116
B.3 Estimated spatial and temporal partial effects for the location parameter
in the speed component from April 2003. . . . . . . . . . . . . . . . . . . 116
B.4 Estimated spatial partial effect for the scale parameter in the speed com-
ponent from April 2003. . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
B.5 Estimated spatio-temporal partial effect on select days for the location
parameter in the direction component from April 2003. . . . . . . . . . . 118
B.6 Estimated spatio-temporal partial effect on select days for the location
parameter in the duration component from May 2003. . . . . . . . . . . . 119
B.7 Estimated spatio-temporal partial effect on select days for the location
parameter in the speed component from May 2003. . . . . . . . . . . . . 120
B.8 Estimated spatio-temporal partial effect on select days for the scale pa-
rameter in the speed component from May 2003. . . . . . . . . . . . . . . 121
B.9 Estimated spatio-temporal partial effect on select days for the location
parameter in the direction component from May 2003. . . . . . . . . . . 122
B.10 Estimated spatio-temporal partial effect on select days for the scale pa-
rameter in the direction component from May 2003. . . . . . . . . . . . . 123
B.11 Estimated spatio-temporal partial effect on select days for the location
parameter in the duration component from June 2003. . . . . . . . . . . 124
B.12 Estimated spatio-temporal partial effect on select days for the location
parameter in the speed component from June 2003. . . . . . . . . . . . . 125
B.13 Estimated spatio-temporal partial effect on select days for the scale pa-
rameter in the speed component from June 2003. . . . . . . . . . . . . . 126
B.14 Estimated spatio-temporal partial effect on select days for the location
parameter in the direction component from June 2003. . . . . . . . . . . 127
B.15 Estimated spatio-temporal partial effect on select days for the scale pa-
rameter in the direction component from June 2003. . . . . . . . . . . . . 128
B.16 Estimated spatio-temporal partial effect on select days for the location
parameter in the duration component from July 2003. . . . . . . . . . . . 129
B.17 Estimated spatio-temporal partial effect on select days for the location
parameter in the speed component from July 2003. . . . . . . . . . . . . 130
vii
B.18 Estimated spatio-temporal partial effect on select days for the scale pa-
rameter in the speed component from July 2003. . . . . . . . . . . . . . . 131
B.19 Estimated spatio-temporal partial effect on select days for the location
parameter in the direction component from July 2003. . . . . . . . . . . . 132
B.20 Estimated spatio-temporal partial effect on select days for the scale pa-
rameter in the direction component from July 2003. . . . . . . . . . . . . 133
B.21 Estimated spatio-temporal partial effect on select days for the location
parameter in the duration component from August 2003. . . . . . . . . . 134
B.22 Estimated spatio-temporal partial effect on select days for the location
parameter in the speed component from August 2003. . . . . . . . . . . . 135
B.23 Estimated spatio-temporal partial effect on select days for the scale pa-
rameter in the speed component from August 2003. . . . . . . . . . . . . 136
B.24 Estimated spatio-temporal partial effect on select days for the location
parameter in the direction component from August 2003. . . . . . . . . . 137
viii
List of Tables
3.1 Parameter estimates and 95% confidence intervals for the spatio-temporal
hierarchical cluster process fit by month. . . . . . . . . . . . . . . . . . . 38
3.2 Parameter estimates and 95% confidence intervals for the spatio-temporal
Neyman-Scott process fit by month. . . . . . . . . . . . . . . . . . . . . . 39
4.1 Summary from the four component model for storm cell trajectory in April
2003. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2 Summary from the four component model for storm cell trajectory in May
2003. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3 Summary from the four component model for storm cell trajectory in June
2003. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.4 Summary from the four component model for storm cell trajectory in July
2003. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.5 Summary from the four component model for storm cell trajectory in
August 2003. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.1 Posterior median estimates and 95% credible intervals from the joint spa-
tial zero-inflated Poisson model for female and male cancer counts. . . . . 87
5.2 Proportion of spatial variability by model component and outcome. . . . 88
5.3 Comparison of deviance information criterion and effective number of
parameters for competing models in the analysis of Ontario lung and
bronchus cancer incidence. . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.4 Description of the shared random effects for models compared in Table 5.3. 89
5.5 Posterior median estimates and 95% credible intervals from the joint spa-
tial zero-inflated Poisson model for lesions and host plants. . . . . . . . . 94
5.6 Comparison of deviance information criterion and effective number of pa-
rameters for competing models in the analysis of lesions and host plants. 95
5.7 Relative bias and relative root mean square error for scaling parameters
and variances from models J2, J3 and S1 at different levels of the variance
ratios. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.8 Relative bias and relative root mean square error for scaling parameters
and variances from models J2, J3 and S1 at different levels of the variance
ratios when varying the neighbourhood structure. . . . . . . . . . . . . . 104
C.1 Relative bias and relative root mean square error for intercept and thresh-
old parameters from the simulation study in Section 5.4.1. . . . . . . . . 139
ix
C.2 Relative bias and relative relative root mean square error for intercept and
threshold parameters from the simulation study in Section 5.4.2. . . . . . 140
x
Chapter 1
Introduction
A point process is defined as a set of points or events that are generated stochastically and
distributed in d-dimensional space. A realization of a point process, referred to as a point
pattern, can arise in many fields of science, including medicine, meteorology, forestry,
ecology and seismology. In the most basic point process, a Poisson process, events occur
randomly and independently; this represents a standard against which other processes
may be compared. For example, if the occurrence of an event makes it more likely,
relative to a Poisson process, that another event will occur in a close neighbourhood, this
is referred to as a clustered process. Conversely, a process is considered to be regular if
the occurrence of an event makes it less likely that another event will occur. Examples
of clustered patterns include earthquake occurrences (e.g. Ogata, 1998) while in ecology,
plants that compete for resources may be regularly distributed (e.g. Yau and Loh, 2012).
Often events in a point process are indistinguishable other than by their location.
However, in some applications, additional characteristics can be recorded along with the
point. For example, in seismology, we may be interested in earthquake magnitude as well
as location. This extra information is referred to as a mark and the resulting point process
is called a marked point process. In some instances, such as when anonymity is a concern,
exact event locations are censored in space or space-time and instead counts aggregated
by region are recorded. In the spatial statistics literature, these data structures are
commonly referred to as lattice data (Cressie, 1993). Further, it is not uncommon that
when the underlying point process is clustered or non-randomly thinned there may be
1
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more zeros than expected under the assumed distribution; this is referred to as zero-
inflation.
Methods for joint modelling of several outcomes measured on a single observation
have recently undergone rapid development, stemming from longitudinal studies with
the goal of understanding the relationship between an observed trajectory and a time-
to-event outcome (Diggle et al., 2008). In these types of analyses, the longitudinal and
survival random variables are assumed to depend on latent random effects common to
both outcomes. For point process data, joint modelling may refer to methods for mul-
tivariate point processes or to modelling a point and a mark process. In the context of
aggregated or lattice patterns, joint modelling via the so-called shared component model
is employed for increased power and facilitates the testing of a common spatial structure.
This thesis consists of three projects focussed on developing joint models for spatial
and spatio-temporal point processes. The first two projects are motivated by the analysis
of storm cell data from Bismarck, North Dakota. These types of data are known to
be hierarchically clustered with a group of storm cells referred to as a storm and a
storm system consisting of a cluster of storms (Mohee and Miller, 2010). Storm cells
are also dynamic and accordingly evolve over space and time. In the first project, we
develop a spatio-temporal hierarchical cluster process for the analysis of detected storm
cells that accounts for correlation and facilitates inference at all levels of the hierarchy.
We then extend this, in the second project, to jointly model storm cell detection and
movement through the use of multivariate marks corresponding to duration, speed and
direction. These models are expected to be used in simulations for understanding the
impact of stresses on power systems. The third project proposes a general framework
for the joint modelling of multivariate, zero-inflated spatial outcomes that arise due to
the aggregation of clustered or non-randomly thinned multivariate point processes. This
approach provides a clear conceptual interpretation to the generation of these random
variables and accounts for correlation between the random field generating the outcomes
and the mean of the observed outcomes. This joint model is applied to two data sets, the
first being an analysis of lung and bronchus cancer incidence in Ontario and the second
being a study of Comandra blister rust infection of lodgepole pine trees from British
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Columbia. The key contributions of this thesis are as follows:
1. Generalization of the Neyman-Scott parent-child process by allowing the parents to
follow a log-Gaussian Cox process thereby incorporating a hierarchical clustering
structure and facilitating inference at all levels of the hierarchy.
2. Extension of the hierarchical cluster process to a marked point process which in-
corporates multivariate and evolving marks to jointly model storm cell detection
and movement.
3. Development of a general framework for the joint modelling of multivariate spatially
aggregated point processes resulting in zero-inflated outcomes which incorporates
correlation between the random field assumed to generate events and mean count
outcomes and facilitates inference on the types of shared spatial structure across
all outcomes and components.
4. Investigation of aspects of partial misspecification of spatial structure for lattice
data.
1.1 Outline of Thesis
The rest of this document is organized as follows: Chapter 2 provides background on as-
pects of spatial and spatio-temporal point processes as they relate to the work contained
in this thesis. The development and application of the hierarchical cluster process for
storm cell data is provided in Chapter 3 and Chapter 4 extends this work by incorporat-
ing the multivariate storm cell trajectories in a marked point process. Chapter 5 then
shifts the focus to proposing a general framework for the joint modelling of multivariate
spatially aggregated point processes and investigating common aspects of misspecifica-
tion of the spatial structure in shared component models. We conclude in Chapter 6 by
discussing extensions emerging from methods developed throughout this thesis.
Chapter 2
Background
This chapter provides background on the key concepts employed throughout the thesis.
We begin with a brief introduction to point processes before building to Cox processes,
specifically the log-Gaussian Cox process and the Neyman-Scott process. We then con-
sider extensions to marked point processes and modelling considerations for point pat-
terns aggregated on a lattice. Throughout this chapter we also highlight key pieces of
literature. Diggle (2003) and Illian et al. (2008) provide a thorough development of
spatial point processes. For temporal point processes Daley and Vere-Jones (2003) and
Daley and Vere-Jones (2008) are excellent references and for spatio-temporal patterns
Diggle (2014) is useful.
2.1 Point Processes
In this thesis, we are concerned with spatial (d = 2) and spatio-temporal (d = 3) point
processes. When describing these processes, we are often interested in the first- and
second-order intensities with the former related to the density of points and the latter
affiliated with patterns of clustering or regularity. The first-order intensity at x, λ(x),
corresponds to the probability of an event occurring in a small area containing x. In
the case of a homogeneous point process, λ(x) = λ. A point process is said to be
inhomogeneous if λ(x) is not constant. The second-order intensity, λ(2)(x1, x2), represents
the probability of simultaneously getting points in small areas containing x1 and x2. If
4
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λ(2)(x1, x2) = λ
(2)(x2 − x1) or λ(2)(x1, x2) = λ(2)(||x2 − x1||), with ||·|| denoting the
Euclidean norm, the corresponding point process is said to be stationary (translation
invariant) or isotropic (translation and rotation invariant), respectively.
Further summaries of second-order properties for stationary and isotropic point pro-
cesses include the K-function and the pair correlation function. The K-function, K(r),
is defined as λ−1E[N0(r)] where N0(r) represents the number of further events within a
distance r of an arbitrary event while the pair correlation function is
g(r) =
λ(2)(r)
λ2
.
If r = ||x2−x1||, this is defined as the probability of events occurring simultaneously near
x1 and x2 relative to what is expected from a Poisson process with first-order intensity
λ. Hence, for a Poisson process g(r) = 1, while g(r) > 1 and g(r) < 1 corresponds to
clustered and regular patterns, respectively. However, more complicated patterns also
exist. For example, Yau and Loh (2012) introduce a spatial point process that exhibits
clustering at small scales and regularity at large scales.
The Poisson process is the most basic form of a point process and is a situation
in which manipulation of the likelihood function is tractable. It may be expressed as
the product of two densities: the first corresponding to the Poisson
(∫
A
λ(x)dx
)
distri-
bution for the mean number of events on a bounded d-dimensional region A and the
second representing the density of the set of independent locations {xi, i = 1, 2, . . . , N},
λ(xi)/
∫
A
λ(x)dx. With this type of process the log-likelihood simplifies to
`(λ) =
N∑
i=1
log[λ(xi)]−
∫
A
λ(x)dx. (2.1)
For a homogeneous Poisson process, this function can be maximized analytically with
respect to the parameter λ and the maximum likelihood estimate, λˆ, is N/|A|.
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2.2 Cox Processes
Cox or doubly stochastic processes refer to a class of point processes in which the observed
point pattern is an inhomogeneous Poisson process conditional on a stochastic intensity,
Λ(x). They are defined by the following two postulates:
1. The intensity
{
Λ(x) : x ∈ Rd} is a non-negative stochastic process.
2. Conditional on
{
Λ(x) = λ(x) : x ∈ Rd}, the observed pattern is an inhomogeneous
Poisson process with intensity λ(x).
If the stochastic intensity is both stationary and isotropic, the resulting Cox process
possesses these properties. That is, if λ = E[Λ(x)] a process is said to be stationary
and if both stationary and isotropic λ(2)(r) = E[Λ(x1)Λ(x2)] where again r = ||x2− x1||.
A weaker form of stationarity, known as second-order intensity reweighted stationarity,
has been developed for spatial (Baddeley et al., 2000) and spatio-temporal (Gabriel and
Diggle, 2009) processes where the assumption of a constant first-order intensity is relaxed.
As mentioned previously, the two specific forms of Cox processes that we focus on in this
thesis are the log-Gaussian Cox process (Møller et al., 1998) and the Neyman-Scott
process (Neyman and Scott, 1958).
2.2.1 Log-Gaussian Cox Processes
Log-Gaussian Cox processes are natural models for point patterns driven by environmen-
tal factors, for example non-infectious diseases. In this scenario, the resulting events are
due to exposure of observed and possibly unobserved environmental covariates. This is in
contrast to processes driven at least partially by interaction amongst the points, such as
infectious diseases. Furthermore, log-Gaussian Cox processes are completely character-
ized by their first-order intensity and their pair correlation function (see proof in Møller
et al., 1998).
Specifically, we assume that the observed pattern is driven by a Gaussian process
Z = {Z(x) : x ∈ Rd} where E[Z(x)] = µ and Cov[Z(x1), Z(x2)] = σ2ρ(x2 − x1;φ) being
positive semi-definite with ρ(0) = 1. The variance parameter, σ2, represents the amount
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of clustering present with a larger value indicating greater clustering in the observed pro-
cess, while the scale parameter, φ, corresponds to the range of correlation in the Gaussian
process. Common covariance structures include Mate´rn, exponential and Gaussian. As
the name implies, the stochastic intensity generating the log-Gaussian Cox process, Λ(x),
is equal to exp{Z(x)}. This process has first-order intensity E[Λ(x)] = exp{µ + 0.5σ2}
and second-order intensity E[Λ(x1)Λ(x2)] = [exp{µ+0.5σ2}]2exp{σ2ρ(x2−x1;φ)} which
may be calculated directly from the properties of the log-normal distribution. The
pair correlation function for the log-Gaussian Cox process has the form g(x2 − x1) =
exp{σ2ρ(x2 − x1;φ)}.
A convenient reparameterization of the process that we utilize in this thesis allows for
separation between the first- and second-order properties. As suggested in Diggle et al.
(2013) this may be obtained if we let Λ(x) = exp{β∗ + Z(x)} with E[Z(x)] = −0.5σ2.
In this case, E[exp{Z(x)}] = 1 and E[Λ(x)] = exp{β∗} = λ.
Covariates may be incorporated into the log-Gaussian process by replacing λ with
λ(x) = λ{ϕ(x);β} if ϕ is a function of covariates indexed by location and β = (β0, β1, . . . ,
βp)
T resulting in a second-order intensity-reweighted stationary pattern. Log-Gaussian
Cox processes may also be employed for data where the region A is discretized into a
regular lattice. The number of events per region may then be modelled as Poisson random
variables (e.g. Diggle et al., 2013).
2.2.2 Neyman-Scott Processes
The Neyman-Scott process is a parent-child process commonly employed for modelling
clustered point patterns. It is defined as follows:
1. Parent points, P = {p1, p2, . . .} ∈ Rd form a Poisson process with intensity λp.
2. Each parent generates an independent and identically distributed random number
of offspring, Nj, with mean α > 0.
3. For the jth parent, the displacement of the offspring Xj = {x1j, x2j, . . . , xNjj}
relative to their parent is independent and identically distributed according to the
d-dimensional distribution, k(·).
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The observed pattern in this case consists only of the offspring. Typically, the distri-
bution generating the number of offspring is Poisson. For a planar point process, if the
density k(·) follows a bivariate normal distribution, this specification is referred to as a
modified Thomas process (Thomas, 1949) while a Mate´rn cluster process (Mate´rn, 1960)
results when the offspring are randomly scattered in a disc (d = 2) or ball (d = 3). More
generally, if d = 3 and k(·) = ks(·)kt(·), where ks(·) and kt(·) represent the spatial and
temporal displacement distributions, k(·) is said to be separable in space-time. Com-
monly, ks(·) is bivariate normal and kt(·) may be normal, exponential or half-normal
depending on the application. However, note that the case where kt(·) is normal cor-
responds to a scenario in which the offspring may appear prior to the arrival of their
parent. The displacement distribution is parameterized in terms of a standard deviation
parameter, ω; the radius, 2ω, represents the typical size of the cluster in space or time
(Wiegand et al., 2007).
Writing this as a Cox process, the distribution of the offspring conditional on the
parents is said to follow an inhomogeneous Poisson process with intensity ΛX|P (x) =∑
j:pj∈P αk(pj, x;ω). Therefore, the Neyman-Scott process is a Cox process generated by
the stochastic intensity ΛX|P (x). As written, this process is stationary with unconditional
first-order intensity E[ΛX|P ] = αλp, which is calculated by integrating out the unobserved
parents, and isotropic so long as the displacement distribution, k(·), is symmetric. The
corresponding second-order intensity and pair correlation function are
λ(2)(r) = α2λpk ∗ k(r;ω) + α2λ2p
and
g(r) =
k ∗ k(r;ω)
λp
+ 1,
where ∗ is the convolution operator.
Extensions to second-order intensity reweighted stationarity are regularly employed
in order to incorporate covariates into the offspring distribution (e.g. Henrys and Brown,
2009; Waagepetersen and Guan, 2009; Waagepetersen, 2007).
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2.2.3 Parameter Estimation
For a non-Poisson point process, evaluation of the likelihood treats the unobserved in-
tensity as missing data and utilizes Monte Carlo methods for maximization as it is not
available in closed form (Møller and Waagepetersen, 2004); this is typically computation-
ally prohibitive for Cox and cluster processes (Waagepetersen and Guan, 2009). With
log-Gaussian Cox processes specifically, integrated nested Laplace approximation may
be employed to quickly and accurately approximate the posterior marginal distributions
(Lindgren et al., 2011; Rue et al., 2009). For general stationary and isotropic spatial
point processes, parameter estimation is performed either by maximizing a composite
likelihood (e.g. Guan, 2006) or via minimum contrast estimation (e.g. Diggle, 2003). As
described in Guan (2006) the former derives a likelihood by summing log-likelihoods,
with each element being a valid marginal or conditional density. Specifically, they define
λ(2)(x2 − x1)∫ ∫
S
λ(2)(x2 − x1)dx1dx2
as the joint distribution utilized for parameter estimation where S is a two-dimensional
region. Minimum contrast estimation is a non-parametric least squares approach to
parameter estimation which minimizes the discrepancy between an empirical function
of the data and a theoretical function based on the proposed process. Applied in the
context of point process modelling, the pair correlation function (e.g. Prokesˇova´ and
Dvorˇa´k, 2014) and the K-function (e.g. Henrys and Brown, 2009) are commonly utilized
for optimization. The remainder of this section focusses on the use of the pair correlation
function, which is employed throughout the thesis. This approach to estimating the
clustering parameters is conditional on the first-order intensity, which may be estimated
by solving an estimating equation that comes from differentiating an objective function,
such as the log-likelihood in Equation (2.1). As shown in Schoenberg (2005), estimates
based on this function are consistent even for non-Poisson processes. The clustering
parameters may then be estimated by minimizing
D =
∫ rcorr
0
[g(u)c − gˆ(u)c]2 du.
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where g(u) is the theoretical pair correlation function and gˆ(u) is the empirical pair
correlation function, which in d dimensions is
gˆ(r) =
∑N
i=1
∑
j 6=i κ(r − ||xi − xj||)vij
υ|A|λˆ2 . (2.2)
In the above, λˆ is the estimated first-order intensity, κ is a kernel, such as the Epanech-
nikov, with bandwidth , vij is an edge correction factor (Gabriel, 2014) and υ =
2pid/2
Γ(d/2)
rd−1. For a thorough overview of kernel density estimation, please see (Silver-
man, 1998). Further, rcorr, termed the range of correlation, is the value above which
the empirical pair correlation function is equal to one. Finally, c is a constant which
stabilizes the variance inherent in gˆ(·). For minimum contrast estimation, the variance
of the empirical estimates increases with r. Therefore, the value of c is chosen to reduce
the influence of large values on the estimated parameters. Typically c = 0.5 for regular
patterns while a more severe transformation of c = 0.25 is suggested for clustered pat-
terns. For additional discussion on the choice of constant, we direct interested readers to
Diggle (2003). Although the composite likelihood approach has not yet been extended
to the spatio-temporal realm, the minimum contrast technique is known to be unstable
if extended directly to three dimensions (Prokesˇova´ and Dvorˇa´k, 2014). Accordingly,
parameter estimation for spatio-temporal point processes is still considered to be in its
infancy. Briefly, Onof et al. (2000) describe a spatio-temporal point pattern for mod-
elling rainfall that employs a generalized method of moments estimator. More recently,
the use of minimum contrast estimation for spatio-temporal cluster processes via the
lower dimensional spatial and temporal projection processes has been advocated (Møller
and Ghorbani, 2012; Prokesˇova´ and Dvorˇa´k, 2014).
Following this, obtaining confidence intervals for the parameters requires the use of
Monte Carlo methods, for example the parametric bootstrap (Davison and Hinkley, 1997)
or the non-parametric bootstrap (e.g. Braun and Kulperger, 1998; Loh, 2008; Loh and
Stein, 2004, 2008).
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2.3 Marked Point Processes
Sections 2.1 and 2.2 dealt with unmarked point processes only concerned with event
positions. However, sometimes points may also be characterized by additional variables
associated with the events, referred to as marks. That is, for a point process X in
A ⊂ Rd, Xm = {[x,m(x)] : x ∈ X} is a marked point process where m(x) ∈ M is a
mark associated with the point x in mark spaceM. An example of a well known marked
point process is the Neyman-Scott parent process. In Section 2.2.2, we defined the parent
process as a point process on Rd × (0,∞). This can also be considered a marked point
process where the points are the parent process and the marks are the corresponding
number of offspring.
If we let X denote the unmarked point process andM denote the marks, the goal for
a marked point process is to model the joint distribution of the events and the marks,
[X ,M]. For example, the epidemic-type aftershock model (Ogata, 1998) considers data
on locations of earthquakes or aftershock as well as marks related to the corresponding
magnitude. However, if the point and marks processes are separable, it suffices to model
[X ,M] = [X ][M] where [X ] and [M] denote the distribution of the point and mark
processes, respectively. That is, we can model the marks and points independently. For
spatial point processes, this amounts to employing point process techniques for modelling
the events and point-referenced methods for the marks. Tests for separability of points
and marks include Schoenberg (2004), for example. If X and M are not separable, the
dependence between these processes should be taken into account. This may also be done
through conditional analyses where [X ,M] = [X ][M | X ] = [M][X | M]. The former
decomposition corresponds to a scenario in which the events are generated according to
a point process and the marks are modelled conditional on locations while the latter
corresponds to an analysis of the events conditional on the marks.
A marked point process may also be employed to reduce model complexity. For
example, a three-dimensional spatio-temporal point process can be fit as a spatial point
process with time as a mark or for modelling a non-simple point process in which there
are coincident points, with the mark corresponding to the multiplicity. They may also
Chapter 2 12
be utilized for multivariate point patterns with a categorical mark for the type of event.
2.4 Aggregated Point Processes
As mentioned previously, point process applications are plentiful, and in these instances,
joint modelling techniques are often concerned with modelling the joint distribution of
the points and the marks. However, for applications in which anonymity is a concern, as
it commonly is for health administrative purposes with public health data, point patterns
may only be available in the form of aggregated counts. In fact, even given exact locations,
patterns may be discretized as likelihood-based techniques are then feasible for parameter
estimation. Joint models for discretized marked point processes have been successfully
fit. For example, Illian et al. (2012) fit a spatial log-Gaussian Cox process with two
spatially correlated marks in a shared component framework.
For aggregated patterns, joint modelling via shared component models is also regu-
larly utilized for multivariate outcomes hypothesized to have a common spatial structure
(e.g. Feng and Dean, 2012). A further complication is that zero-heaviness may arise as a
result of clustered patterns or due to non-random thinning. In what follows we introduce
methods for the analysis of zero-heavy count data as well as techniques employed to
account for spatial and spatio-temporal autocorrelation in these types of processes.
2.4.1 Zero-Heavy Data
Accounting for zero-heaviness in aggregated point patterns is traditionally done through
the use of zero-inflated models (e.g. zero-inflated Poisson regression models as originally
proposed by Lambert, 1992) or so-called hurdle models (e.g. Welsh et al., 1996). How-
ever, the choice of model is often guided by scientific objectives. In zero-inflated models,
zeros may arise either from the distribution for the counts or from the structural zero
component, the latter being represented by a distribution which takes on the value 0 with
probability one incorporated through a Bernoulli model, typically in a logistic framework.
This component is then mixed with a count distribution. The hurdle model can be envi-
sioned as a two-stage process with the first stage being a Bernoulli trial where “success”
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might equate to exceedance of the hurdle, and the second stage being the generation of
an outcome with positive support. For zero-heavy data, the hurdle corresponds to zero
and the conditional model would typically be a count distribution, truncated at zero.
Letting Y1, Y2, . . . , Yn denote n count random variables, if assumed to follow a zero-
inflated Poisson regression model,
Yi = 0, with probability pii
∼ Poisson(λi), with probability 1− pii
so
Yi =
 0, with probability pii + (1− pii)e−λik, with probability (1− pii) e−λiλyiiyi! , k = 1, 2, . . . .
The zero-inflation probability and the Poisson mean may be modelled as functions of
covariates, as follows:
%1(pii) = Giγ (2.3)
and
%2(λi) = Biβ (2.4)
where %1(·) and %2(·) are link functions for the zero-inflation and count components, Gi
and Bi are the covariate vectors for the ith observation incorporated into the two terms,
respectively, with γ = (γ0, γ1, . . . , γp1)
T and β = (β0, β1, . . . , βp2)
T being the correspond-
ing parameters. As advocated in Lambert (1992) and Hall (2000), the EM algorithm may
be employed for parameter estimation. However, if random effects are incorporated to
account for autocorrelated data or to link multivariate outcomes in a shared component
framework, this approach may quickly become computationally intensive.
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For the hurdle model,
Yi = 0, with probability 1− pii
∼ truncated Poisson(λi), with probability pii
such that
Yi =
 0, with probability 1− piik, with probability pii e−λiλyiiyi![1−e−λi ] , k = 1, 2, . . .
where pii and λi can be modelled as functions of covariates, as shown in Equations (2.3)
and (2.4), respectively. In the hurdle framework, unlike the zero-inflated Poisson model,
it is fully efficient to estimate the two components separately and so standard iteratively
re-weighted least squares techniques may be employed to estimate parameters within each
component (Welsh et al., 1996). Zero-inflated distributions, however, are not constrained
to count data. For example, Li et al. (2011) employed a zero-inflated model for the
analysis of log-normal random variables with a point mass at zero.
2.4.2 Random Effects
Zero-heavy regression models are regularly employed for modelling autocorrelated data
whether they be spatial (e.g. Agarwal et al., 2002; Neelon et al., 2013; Recta et al., 2012)
or spatio-temporal (e.g. Tzala and Best, 2008; Richardson et al., 2006). If spatial data
are aggregated over a lattice, accounting for correlation is often accomplished through the
use of a conditional autoregressive random effect (Besag et al., 1991). These structures
can also be employed to approximate what is likely a correlation based on distances as
there may be computational advantages for large n. Additionally, distance-based effects
including the aforementioned Mate´rn or exponential structures may be utilized for spatial
or spatio-temporal point-referenced data or even lattice data based on the coordinates of
region centroids, for example.
In this thesis, when accounting for spatial correlation in lattice data, we employ condi-
tional autoregressive random effects. Let b = (b1, b2, . . . , bn)
T denote the vector of spatial
Chapter 2 15
random effects for n regions and let W = (wii′) represent the spatial proximity matrix
where wii′ = 1 if regions i and i
′ are neighbours (denoted i ∼ i′), wii′ = 0 otherwise. This
random effect is then specified through a series of conditional distributions, assumed to
be normally distributed, where
E[bi | bi′ 6=i] = 1
wi+
∑
i′∼i
bi′
denotes the conditional expectation with wi+ =
∑
i′ wii′ and
Var[bi | bi′ 6=i] = σ
2
b
wi+
is the conditional variance with σ2b representing the variance. This random effect smooths
locally as E[b | bi′ 6=i] is the average effect over the neighbours of region i and Var[b | bi′ 6=i]
is larger for regions with fewer numbers of neighbours. As shown in Besag (1974),
the vector b has a joint multivariate normal distribution where b ∼ MVN(0,Σ) and
Σ = σ2b (D −W )−1 with D = diag(w1+, w2+, . . . , wn+). This formulation is termed the
intrinsic conditional autoregressive structure and, due to its conditional specification,
facilitates Markov chain Monte Carlo methods. Briefly, Markov chain Monte Carlo tech-
niques (Gelman et al., 2004) are a class of algorithms for sampling from a potentially
high dimensional target distribution, referred to as a posterior distribution, which may
be unavailable in closed form. For parameters, θ, if P (θ | Y ) denotes the posterior
distribution and Y represents the random variables, then through Bayes theorem:
P (θ | Y ) = P (Y | θ)P (θ)∫
P (Y | θ)P (θ)dθ
where P (Y | θ) is the likelihood and P (θ) represents the prior distribution. For the
conditional autoregressive random effect, Gibbs sampling, a type of Markov chain Monte
Carlo method in which parameters are estimated by sampling from their full conditional
distributions, is particularly convenient. However, for the intrinsic conditional autore-
gressive random effect specifically, because (D −W ) is singular, this is an improper
prior and therefore a sum-to-zero constraint (i.e.
∑n
i=1 bi = 0) is often imposed at each
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iteration of the Markov chain Monte Carlo sampler (Eberly and Carlin, 2000).
2.4.3 Spline Smoothing
Splines provide an alternative approach to accounting for autocorrelation in spatial or
spatio-temporal data. While random effects are stochastic representations of smooth
functions, a spline is deterministic. However, Cressie (1993) showed that a thin plate
regression spline of order ms may be viewed as a realization of a Gaussian process
model with generalized covariance, C(r) ∝ r2ms−2log(r). Paciorek (2007) provides an
overview of competing models used to account for spatial autocorrelation, including
splines. Splines will play an important role in some of the modelling methodology in
this thesis; for a thorough discussion of terminology and results, please see Wood (2006).
Specifically, splines are semi-parametric functions incorporated in linear or generalized
linear regression models as a flexible approach to accounting for non-linear covariate
effects (Wood, 2006; Hastie and Tibshirani, 1990). In our context, these effects would
include spatial coordinates and event times. The resulting model is referred to as a
generalized additive model.
Suppose Y1, Y2, . . . , Yn denotes random variables with conditional mean λi where
%(λi) = Biβ +
J∑
j=1
ϕj(xji).
Here, %(·) is the known link function, Bi are the covariates for the ith observation which
are linearly related to %(λi), β = (β0, β1, . . . , βp)
T are the corresponding coefficients and
ϕj is the jth smoother or piecewise polynomial for the covariate xji. Note that xji need
not be scalar; it may have two components xji = (x1ji, x2ji) or, for spatio-temporal data,
it may be the triplet xij = (x1ji, x2ji, x3ji) corresponding to two-dimensional space and
time. Suppose, for example, that xj is scalar and
ϕj(xj) =
qj∑
k=1
ψjkηjk(xj), (2.5)
where k = 1, 2, . . . , qj indexes the knots for the jth smoother, ηjk(xj) is the value of
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the basis function for the jth covariate at the kth knot and ψjk is the corresponding
coefficient. When utilizing splines, the number and location of knots needs to be carefully
selected. In a generalized additive model, this is accomplished by fitting a model with
more knots than required and adding a penalty term in the likelihood to control for
overfitting. Specifically, we maximize the following penalized log-likelihood
`pen(θ | y) = `(θ | y)− 1
2
J∑
j=1
ζj
∫
ψTj Ωj(xj)ψjdxj (2.6)
to estimate the parameters θ with θj corresponding to the elements of θ belonging to
the jth spline and Ωj(xj) =
∑n
i=1 η
′′
j`(xji)η
′′
j`′(xji) for ` = 1, 2, . . . , qj and `
′ = 1, 2, . . . , qj′ .
This is performed conditional on the smoothing parameters, ζj, which controls the trade-
off between smoothness and fit. That is, if ζj = 0, ϕj(xj) would closely follow the data
while as ζj → ∞, ϕj(xj) becomes increasingly smooth. Smoothing parameter selection
is accomplished through generalized cross validation or unbiased risk estimation (Wood,
2006). Maximization of the likelihood may be accomplished through a penalized itera-
tively re-weighted least squares algorithm (Wood, 2006) or a backfitting algorithm (Rigby
and Stasinopoulos, 2005). One advantage of the latter approach is that, unlike in the
former, it does not require the response to be from within the exponential family.
Common forms of basis functions include tensor product splines, which are scale
invariant, and isotropic thin plate regression splines, which are rotation invariant. The
latter is recommended for spatial data if isotropy is a reasonable assumption while the
former may be useful if different amounts of smoothing for space and time are desired
with spatio-temporal data. Briefly, for thin plate regression splines, the smoother may
be written as
ϕ(x) =
q∑
k=1
ψ1kη1mdd(||x− x∗k||) +
M∑
k=1
ψ2kη2k(x).
Here, x∗k represents the location of the kth knot, ψ1 and ψ2 contain unknown parameters
and η2k are linearly independent polynomials. If md is the order of the derivative mea-
suring flexibility of the spline (commonly two) and d is the dimension of the smoother,
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M =
(
md+d−1
d
)
and
η1mdd(r) =

(−1)md+1+d/2
22md−1pid/2(md−1)!(md−d/2)!r
2md−dlog(r), if d even
Γ(d/2−md)
22mdpid/2(md−1)!r
2md−d, if d odd.
The corresponding penalty term is
Jmdd(ϕ) =
∫
· · ·
∫
Rd
∑
m∗d1+···+m∗dd=md
md!
m∗d1! · · ·m∗dd!
(
∂mdϕ
∂x
m∗d1
1 · · · ∂xm
∗
dd
d
)2
dx1 · · · dxd
where m∗d1,m
∗
d2, . . . ,m
∗
dd represents the order of the derivative for the respective covariate.
For a spatial smoother (d = 2), if we measure model flexibility by the squared second
derivative of the basis function, md = 2, M = 3, η21(x1, x2) = 1, η22(x1, x2) = x1 and
η23(x1, x2) = x2, then the basis function, ηmdd(r), is
1
8pi
r2log(r) with penalty
J22(ϕ) =
∫ ∫ [(
∂2ϕ
∂x21
)
+ 2
(
∂2ϕ
∂x1∂x2
)
+
(
∂2ϕ
∂x22
)]
dx1dx2.
For further discussion related to thin plate regression splines as well as various other
types of smoothers and their properties, Wood (2006) provides a good overview.
Chapter 3
A Spatio-Temporal Cluster Process
for Modelling Storm Cells
This chapter deals with the development of models for possibly hierarchically clustered
spatio-temporal point patterns, motivated by the analysis of storm cell data.
On September 15, 1996 a severe thunderstorm brought down Manitoba Hydro elec-
tricity transmission line towers (Mohee and Miller, 2010). The accompanying winds lead
to numerous tower failures and an interruption in electricity supply from the genera-
tion plants in Northern Manitoba to the distribution networks in North Dakota for the
two subsequent weeks; it caused a financial loss for Manitoba Hydro and was disruptive
to residents of Manitoba and North Dakota. This prompted research investigations led
by Manitoba Hydro on the modelling and prediction of the failure of transmission lines
caused by high intensity winds. Our focus here is understanding the clustering of storm
cells with hopes that this information could be utilized by power system operators who
monitor power flow on transmission lines. Accordingly, our goal for this chapter is to de-
velop a model for storm cell detection which facilitates inference on both storms (clusters
of storm cells) and storm systems (clusters of storms).
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3.1 Data Description
The storm cell data used in this analysis are from the Bismarck, North Dakota radar
station which has a maximum detection range of 460 kilometers (km). Figure 3.1 displays
the location of this radar station with the storm cells from April 2003 identified. Scans
are performed every 4.5-6 minutes in precipitation mode and in clean-air mode they occur
in 10 minute intervals (Mohee and Miller, 2010).
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Bismarck, North Dakota
Figure 3.1: Initial location of storm cells detected in April 2003 at the Bismarck, North
Dakota radar station.
This analysis focusses on modelling the initial location of detected storm cells from
April 2003 - August 2003 which have been identified by a Doppler radar called Weather
Surveillance Radar-1988 and pre-processed according to the Storm Cell Identification
and Tracking algorithm outlined in Appendix A.1. For each storm cell, we have UTM
X and UTM Y coordinates of the mass-weighted centroids, precise to 10−4 km, and
time, measured in Julian days, accurate to within one second (U.S. Deparment of Com-
merce/National Oceanic and Atmospheric Administration, 2006). Figures 3.2 - 3.6 dis-
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(a) Spatio-temporal process.
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(b) Spatial projection process.
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Figure 3.2: Locations of initial detection for April 2003 storm cells.
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(a) Spatio-temporal process.
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(b) Spatial projection process.
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(c) Temporal projection process.
Figure 3.3: Locations of initial detection for May 2003 storm cells.
play spatio-temporal processes, spatial projection processes and temporal projection pro-
cesses, by month for April - August, 2003. These figures all display patterns of spatial
and temporal clustering.
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(b) Spatial projection process.
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Figure 3.4: Locations of initial detection for June 2003 storm cells.
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(b) Spatial projection process.
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(c) Temporal projection process.
Figure 3.5: Locations of initial detection for July 2003 storm cells.
3.2 A Point Process with Multiple Levels of Cluster-
ing
Rather than explicitly modelling storm systems, we assume that they are represented by
a Gaussian process which governs the generation of storms (parents) according to a log-
Gaussian Cox process. The corresponding storm cells (offspring) are distributed around
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(b) Spatial projection process.
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Figure 3.6: Locations of initial detection for August 2003 storm cells.
the parents following a Neyman-Scott structure. This proposed process incorporates
hierarchical clustering with spatio-temporal correlation at both levels.
This section starts by describing our proposed process along with the first- and second-
order intensities and corresponding pair correlation function. We then outline parameter
estimation and uncertainty quantification.
3.2.1 Definition of Cluster Process Model
Let P denote an unobserved point process (the “parent” process) on R2×R where a point
(u, v) ∈ P corresponds to an event u ∈ R2 in space occurring at time v ∈ R. Conditional
on a Gaussian process, Z = {Z(u, v)}, we assume P follows an inhomogeneous Poisson
process with intensity ΛP (u, v) where
ΛP (u, v) = exp{β∗ + Z(u, v)} (3.1)
with β∗ being an intercept parameter. The Gaussian process is characterized in terms of
its mean E[Z(u, v)] = −0.5σ2 and covariance Cov[Z(u1, v1), Z(u2, v2)] = σ2ρ(u2−u1, v2−
v1;φ) with variance σ
2 and scale φ. In general, any positive semidefinite covariance
function in which ρ(0) = 1 may be utilized and we return to discuss the specific form
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employed at the end of this section.
Letting Nj, j = 1, 2, . . . be the number of offspring generated by the jth parent,
we assume that Nj follows a Poisson(α) distribution. Suppose X represents another
point process (the “offspring” process) with a point (s, t) ∈ X where s ∈ S ⊂ R2
and t ∈ T ⊂ R, and conditional on P , X follows an inhomogeneous Poisson process
with intensity ΛX|P (x). If k(·) is the displacement distribution of the offspring from the
parents, for example trivariate normal with covariance ω2I3 and I3 being a 3×3 identity
matrix, then ΛX|P (x) =
∑
j:pj∈P αk(x − pj;ω). Note that N =
∑
j:pj∈P Nj is the total
number of offspring in X .
3.2.2 Moment Properties
The unconditional first-order intensity, λ(x) = E[ΛX|P (x)], can be rigorously derived as
follows. Let NX(A) denote the number of points of the process X in a compact subset
A. Conditioning on the parent process, P , we observe that
E[NX(A)] = E{E[NX(A)|P ]} = E
[∫
A
ΛX|P (u)du
]
=
∫
A
E[ΛX|P (u)]du.
The last equality follows from Tonelli’s theorem (Jacod and Protter, 2000), and we see
that the first-order intensity of X is E[ΛX|P (x)]. Conditioning on the Gaussian process
that underlies the parent process, we have
E[ΛX|P (x)] = αE
E
 ∑
j:pj∈P
k(pj − x;ω)|Z

 . (3.2)
Applying Theorem A.2.1 in Appendix A.2 to the inner expectation of (3.2), we have
E[ΛX|P (x)] = αE
[∫
k(u− x;ω)ΛX|P (u)du
]
.
The conditions of the Campbell’s theorem (Daley and Vere-Jones, 2003) in Appendix
A.2 hold, including boundedness of the expectation of ΛX|P (x); the expected value is
eβ
∗
. Since k is a probability density function, we conclude that the first-order intensity
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is given by
E[ΛX|P (x)] = α
∫
k(u− x;ω)eβ∗du = αeβ∗ .
Therefore, this process is homogeneous. Similarly, we can derive the second-order inten-
sity, λ(2)(x1, x2), by evaluating
E
[
ΛX|P (x1)ΛX|P (x2)
]
= E
 ∑
i:pi∈P
αk (x1 − pi;ω)
∑
j:pj∈P
αk (x2 − pj;ω)

= E
[
α2
∑
i:pi∈P
k (x1 − pi;ω) k (x2 − pi;ω)
]
+ (3.3)
E
[
α2
∑
i:pi∈P
∑
j 6=i
k (x1 − pi;ω) k (x2 − pj;ω)
]
(3.4)
where line (3.3) corresponds to the contribution of offspring from the same parent and
line (3.4) corresponds to that from different parents. This can be shown to equal
λ(2)(x1, x2) = α
2eβ
∗
k ∗ k (x2 − x1;ω) + (3.5)(
αeβ
∗)2 ∫ ∫
exp{σ2ρ(u2 − u1;φ)}k (x1 − u1;ω) k (x2 − u2;ω) du1du2.
To derive the second-order intensity, we use a similar approach, noting that we need
Equation (A.2) of Theorem A.2.1 to conclude that
E
 ∑
j:pj∈P
k(x1 − pj;ω)k(x2 − pj;ω)|ΛP
 = ∫ k(x1 − u;ω)k(x2 − u;ω)ΛP (u)du.
In the notation of the theorem, g(u) = k(x1 − u) and h(u) = k(x2 − u). The remaining
details of the derivation of the second-order intensity are slightly more involved, but do
not yield new insights into the process and are therefore omitted. Following this, the
pair correlation function can be written as:
g(x1, x2) =
k ∗ k (x2 − x1;ω)
eβ∗
+
∫ ∫
exp
{
σ2ρ(u2 − u1;φ)
}
k (x1 − u1;ω) k (x2 − u2;ω) du1du2.
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So long as σ2ρ(u2 − u1;φ) is stationary and isotropic, the corresponding hierarchical
cluster process will inherit these properties.
Notice that this process contains Neyman-Scott as a special case. If σ2 = 0,
∫ ∫
exp
{
σ2ρ(u− v;φ)} k (x1 − u;ω) k (x2 − v;ω) dudv = 1
and the unconditional second-order intensity corresponds to that of the Neyman-Scott
process. See also related work by Møller and Torrisi (2005) who develop a class of point
processes, which they refer to as generalized shot noise Cox processes. In addition to
deriving the moment properties, they show that their general class contains many of the
well known point processes, such as the Neyman-Scott. In particular, they present an
extension of this process, termed the generalized Neyman-Scott process, in which parents
are only assumed to follow a stationary point process with a finite intensity.
3.2.3 Additional Assumptions
In our application, for the Gaussian process covariance we use an additive exponential
structure where Cov[Z(u1, v1), Z(u2, v2)] = σ
2
sexp(−||u2−u1||/φs)+σ2t exp(−|v2−v1|/φt)
and therefore E[Z(u, v)] = −0.5(σ2s + σ2t ). Moreover, we assume that the displace-
ment distribution of the offspring process is separable in space and time. That is,
k (x− pj;ω) = ks (s− uj;ω2s) kt (t− vj;ωt) where ks(·) is a bivariate normal density with
mean 0 and covariance ω2sI2 and kt(·) is a normal density with mean 0 and standard
deviation ωt. Note that our choice of kt(·) implies that offspring (storm cells) may be ob-
served prior to the corresponding unobserved parent (storm centre). This is well aligned
with our application as the parent location represents the storm centre in space and
time and therefore we would expect that offspring will appear before and after the storm
centre. These parameters all have clear interpretations in relation to our process. The
level of spatial and temporal clustering of storms within storm systems is represented
by σ2s and σ
2
t in space and time, respectively, while φs and φt represents the size of the
storm. Finally, 2ωs and 2ωt are the size of the storm in space and time. Note that this
formulation leaves the form of the first-order intensity unchanged, but the second order
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intensity and pair correlation function can be written, respectively, as
λ(2)(x1, x2) = α
2eβ
∗
ks ∗ ks
(
s2 − s1;ω2s
)
kt ∗ kt (t2 − t1;ωt) +
(
αeβ
∗)2 ×∫
R2
∫
R2
exp
{
σ2se
(−||u2−u1||/φs)} ks (s1 − u1;ω2s) ks (s2 − u2;ω2s) du1du2 ×∫
R
∫
R
exp
{
σ2t e
(−|v2−v1|/φt)} kt (t1 − v1;ωt) kt (t2 − v2;ωt) dv1dv2
and
g(x1, x2) =
ks ∗ ks(s2 − s1;ω2s)kt ∗ kt(t2 − t1;ωt)
eβ∗
+∫
R2
∫
R2
exp
{
σ2se
(−||u2−u1||/φs)} ks (s1 − u1;ω2s) ks (s2 − u2;ω2s) du1du2 ×∫
R
∫
R
exp
{
σ2t e
(−|v2−v1|/φt)} kt (t1 − v1;ωt) kt (t2 − v2;ωt) dv1dv2.
3.2.4 Parameter Estimation
Because the first-order intensity, λ, is constant, using Equation (2.1) λ is estimated as
N/|S×T |. For the second-order parameters we follow Prokesˇova´ and Dvorˇa´k (2014) who
proposed minimum contrast estimation via the spatial and temporal projection processes.
Letting Xs denote the spatial projection process, Xs = {s : (s, t) ∈ X ∩ (S × T )} and
similarly for the temporal projection process Xt = {t : (s, t) ∈ X ∩ (S × T )}. Using the
lower dimensional processes for estimation requires that both the spatial and temporal
projections be simple.
The first-order intensity of the spatial projection process can be estimated by inte-
grating time out of the unconditional first-order intensity and analogously integrating
out space for the temporal projection. That is, λs =
∫
T
λdt = λ|T | and for time,
λt =
∫
S
λds = λ|S| where λ = αeβ∗ . The second-order intensities of the projection
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processes can be derived in a similar manner. Specifically, for the spatial projection,
λ(2)s (s1, s2) =
∫
T
∫
T
λ(2)[(s1, t1), (s2, t2)]dt1dt2
= αλks ∗ ks
(
s2 − s1;ω2s
) ∫
T
∫
T
kt ∗ kt (t2 − t1;ωt) dt1dt2 +
λ2
∫
R2
∫
R2
exp
{
σ2se
(−||u2−u1||/φs)} ks (s1 − u1;ω2s) ks (s2 − u2;ω2s) du1du2 ×∫
T
∫
T
∫
R
∫
R
exp
{
σ2t e
(−|v2−v1|/φt)} kt (t1 − v1;ωt) kt (t2 − v2;ωt) dv1dv2dt1dt2
= αλks ∗ ks
(
s2 − s1;ω2s
)
C ′s +
λ2
∫
R2
∫
R2
exp
{
σ2se
(−||u2−u1||/φs)} ks (s1 − u1;ω2s) ks (s2 − u2;ω2s) du1du2C ′′s
with C ′s and C
′′
s being the following constants:
C ′s =
∫
T
∫
T
kt ∗ kt (t2 − t1;ωt) dt1dt2
and
C ′′s =
∫
T
∫
T
∫
R
∫
R
exp
{
σ2t e
(−|v2−v1|/φt)} kt (t1 − v1;ωt) kt (t2 − v2;ωt) dv1dv2dt1dt2.
The second-order intensity of the temporal projection process can be derived analogously:
λ
(2)
t (t1, t2) =
∫
S
∫
S
λ(2)[(s1, t1), (s2, t2)]ds1ds2
= αλkt ∗ kt (t2 − t1;ωt)C ′t +
λ2
∫
R
∫
R
exp
{
σ2t e
(−|v2−v1|/φt)} kt (t1 − v1;ωt) kt (t2 − v2;ωt) dv1dv2C ′′t
with the constants
C ′t =
∫
S
∫
S
ks ∗ ks
(
s2 − s1;ω2s
)
ds1ds2
and
C ′′t =
∫
S
∫
S
∫
R2
∫
R2
exp
{
σ2se
(−||u2−u1||/φs)} ks (s1 − u1;ω2s) ks (s2 − u2;ω2s) du1du2ds1ds2.
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The corresponding theoretical pair correlation function for the spatial projection process
is
gs(||s1 − s1||)
=
λ
(2)
s (s1, s2)
λs(s1)λs(s2)
= ks ∗ ks
(
s2 − s1;ω2s
)
C ′∗s +∫
R2
∫
R2
exp
{
σ2se
(−||u2−u1||/φs)} ks (s1 − u1;ω2s) ks (s2 − u2;ω2s) du1du2C ′′∗s
where C ′∗s = C
′
s/(e
β∗|T |2) and C ′′∗s = C ′′s /|T |2. For the temporal projection, gt(|t2 − t1|),
is analogously
λ
(2)
t (t1,t2)
λt(t1)λt(t2)
.
Minimum contrast estimation is then accomplished by minimizing the following cri-
teria:
Ds =
∫ rcorr
0
{[gs(u)]c − [gˆs(u)]c}2 du (3.6)
and
Dt =
∫ tcorr
0
{[gt(v)]c − [gˆt(v)]c}2 dv (3.7)
where gˆs(u) and gˆt(v) are the empirical spatial and temporal pair correlation functions,
as written in Equation (2.2). The range of correlation for the spatial and temporal
projection processes are represented by rcorr and tcorr and we set c = 0.25. As mentioned in
Section 2.2.3, Diggle (2003) suggested this as a variance stabilizing constant for clustered
patterns.
From Equation (3.6), we are able to estimate σ2s , φs, ω
2
s , C
′∗
s and C
′′∗
s and the analogous
temporal parameters can be estimated by Equation (3.7). The first-order parameters, β∗
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and α, may be calculated from either of the projection processes as
̂exp{β∗s} =
1
|T |2Cˆ ′∗s
∫
T
∫
T
kt ∗ kt (t2 − t1; ωˆt) dt1dt2
βˆ∗s = log{êβ∗s}
αˆs = λˆ/ ̂exp{β∗s}
or
̂exp{β∗t } =
1
|S|2Cˆ ′∗t
∫
S
∫
S
ks ∗ ks
(
s2 − s1; ωˆ2s
)
ds1ds2
βˆ∗t = log{êβ∗t }
αˆt = λˆ/ ̂exp{β∗t }.
We return to address this again in Section 3.3.
3.2.5 Identifying Multiple Levels of Clustering
In hierarchical cluster processes identifiability issues arise if the scales of the small- and
large-scale clustering do not differ. For our proposed hierarchical cluster process, this
implies that the scale of clustering in the offspring process must be smaller than that
of the parent process. To identify these two levels of clustering, we follow the two-
stage approach of Wiegand et al. (2007), which is done separately for the spatial and
temporal projection processes. Using the temporal projection process from April 2003 to
illustrate, in Figure 3.7 consider the point labelled τt. (We discuss estimation strategies
for τt below.) This represents the division between small- and large-scale clustering.
Parameter estimation proceeds as follows: first, we estimate parameters corresponding
to the parent log-Gaussian Cox process by minimizing Equation (3.7), but rather than
integrating over the range of correlation (0 to tcorr), we integrate over the range of the
large-scale clustering (τt to tcorr). In this step, the theoretical pair correlation function
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corresponds to that of the log-Gaussian Cox process:
gt(v) = σ
2
t exp (−|v|/φt) .
Note that for the log-Gaussian Cox process, because the full spatio-temporal pair corre-
lation function is separable (due to the additive space-time covariance structure in the
Gaussian process), as discussed in Prokesˇova´ and Dvorˇa´k (2014), we can employ mini-
mum contrast estimation utilizing the lower dimensional spatial and temporal processes,
rather than the projection processes, without much loss of accuracy. Second, conditional
on σˆ2t and φˆt, we estimate the remaining parameters by minimizing Dt, as written in
Equation (3.7). Depending on the application, the value of τt may be known a priori.
However, as in our motivating example, we have no knowledge of these values. We there-
fore treat these as tuning parameters and, as such, try a range of values and select the
minimizer of Dt.
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Figure 3.7: Empirical pair correlation function of the temporal projection process from
April 2003.
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3.2.6 Confidence Intervals
As mentioned previously, for minimum contrast estimation resampling-based methods
are required to obtain confidence intervals for the clustering parameters. Specifically, we
employ the non-parametric marked point bootstrap proposed in Loh (2008). The idea is
that the empirical pair correlation function for each of the projection processes can be
decomposed into their observation-specific contributions. Using the temporal projection
as an example, when λˆt = N/|T |,
g(v) =
1
N
N∑
i=1
∑
j 6=i
T
2N
vijκ(v − |ti − tj|)
=
1
N
N∑
i=1
∑
j 6=i
χti,tj(v).
That is, associated with the ith observation is the quantity
∑
j 6=i χti,tj(v), termed a mark,
which depends on the distance between ti and tj and represents its contribution to the
empirical pair correlation function.
Letting mi(v) =
∑
j 6=i χti,tj(v), we can obtain an estimate of the empirical pair
correlation function using the marks gˆ(v) = 1
N
∑N
i=1 mi(v). For the r1st resample,
r1 = 1, 2, . . . , R1, if m
∗(r1)
i represents the marks, which are block resampled from mi(v)
using fixed or random blocks, we can obtain bootstrapped estimates of the empirical
pair correlation function, gˆ∗(r1)(v) = 1
N∗(r1)
∑N∗(r1)
i=1 m
∗(r1)
i (v) with N
∗(r1) =
∑
iN
∗(r1)
i
and N
∗(r1)
i being the number of times the ith observation is resampled. By substitut-
ing gˆ∗(r1)(v) into Equation (3.7) we can obtain bootstrap-based confidence intervals for
the point process parameters. This was successfully applied to a generalized shot noise
Cox process in Yau and Loh (2012). For large point pattern data sets, this approach
has the advantage of being considerably less computationally demanding than a para-
metric bootstrap. However, because the properties of this non-parametric bootstrap
have not been studied theoretically we perform a double bootstrap with a length ad-
justment for calibration. As shown in Han and Braun (2015), this technique improves
coverage, which for dependent data may be low relative to the nominal rate, and de-
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creases confidence interval length relative to the standard percentile bootstrap. Specif-
ically, for each of the r1 = 1, . . . , R1 resamples performed in the bootstrap, we take
r2 = 1, 2, . . . , R2 re-resamples. Letting m
∗∗(r1,r2)
i (v) represent the re-resampled marks, we
calculate gˆ∗∗(r1,r2)(v) = 1
N∗∗(r1,r2)
∑N∗∗(r1,r2)
i=1 m
∗∗(r1,r2)
i (v) where N
∗∗(r1,r2) is the number of
samples for the r2nd re-resample of the r1st resample. To obtain parameter estimates
based on the re-resampled observations, we can again substitute gˆ∗∗(r1,r2)(v) into Equation
(3.7). If θˆ denotes the parameter estimate from the original point pattern,
ˆˆ
θr1 denotes
that of the r1st resample and
ˆˆ
θˆr1,r2 from the (r1, r2) re-resample, the α-level confidence
interval for θˆ can be calculated as
(
ˆˆ
θ + τˆ1 + cˆ1,
ˆˆ
θ + τˆ2 + cˆ2
)
where τˆ1 is the α/2 sample percentile of the distribution of
ˆˆ
θˆr1,r2− ˆˆθr1 and τˆ2 is the 1−α/2
sample percentile. Using the independence approximation described in Han and Braun
(2015), cˆ1 may be obtained from
√
1− α .= Pˆ
(
ˆˆ
θ + τˆ1 + cˆ1 ≤ θˆ
)
(3.8)
and cˆ2 from
√
1− α .= Pˆ
(
ˆˆ
θ + τˆ2 + cˆ2 ≥ θˆ
)
. (3.9)
3.2.7 Goodness of Fit
Goodness of fit for this process was assessed by comparing the fitted pair correlation
functions for the spatial and temporal projection processes to that of the empirical.
We also compared this with simpler, commonly employed cluster processes, namely the
Neyman-Scott process and the log-Gaussian Cox process. Additionally, we compared
the estimated values of storm size (2ωˆt in time and 2ωˆs in space) with τt and τs, as
appropriate, to see how well we could differentiate between the two levels of clustering
in these data.
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3.3 Application to Storm Cell Data
In this section, we summarize results from our analysis of the 2003 Bismarck, North
Dakota storm cell data. The spatial region employed was a disc of radius 300 km centred
at the Bismarck radar station. Although the radar is able to detect storm cells up to
460 km, when visualizing these data, detection issues were obvious after approximately
300 km. In three dimensions this pattern constitutes a simple point process. However,
because these data are measured with error, as mentioned in Section 3.1, the spatial and
temporal projection processes contain some multiplicities. Therefore, in order to employ
methods for simple point processes, we jitter the UTM X, UTM Y and Julian dates
uniformly according to this measurement error; Baddeley et al. (2015) suggest this as a
simple technique for modelling non-simple point processes.
To estimate the empirical pair correlation functions for the spatial projection pro-
cesses, we used the Epanechnikov kernel with a bandwidth of δs/
√
λˆs where 0.1 ≤ δs ≤
0.25, as suggested by Stoyan and Stoyan (1996) and the translation edge correction. For
the temporal projection processes, the Epanechnikov kernel was again employed with a
bandwidth of δt/λˆt, as suggested by Vio et al. (2007) where δt was chosen by trial and
error, but was similar in magnitude to δs. The temporal isotropic edge correction was
used here. To estimate cˆ1 and cˆ2 as in Equations (3.8) and (3.9), we performed a double
bootstrap with R1 = 100 first-level resamples and R2 = 50 second level re-resamples with
random blocking. Once cˆ1 and cˆ2 were estimated, we then ran 1000 first-level bootstrap
runs to calculate the final confidence intervals. For the spatial projections, we utilized
circular blocks with a radius of 100 km at the first level and for the temporal bootstrap,
we used four blocks corresponding to sizes of 7.5 days for April and June (months with
30 days) and 7.75 days for the remaining months with 31 days. At the second-level, block
radius or block length was halved.
Table 3.1 displays the estimated point process parameters which all have clear inter-
pretations in terms of our application. The parent process variances σ2t and σ
2
s represent
the amount of temporal and spatial clustering or the intensity of storms within storm
systems with larger estimates indicative of stronger clustering. The scale parameters for
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the parent process may be interpreted in terms of storm system size over time and space
with larger values associated with longer lasting and larger storm systems, respectively.
Finally, the variances or standard deviations in the offspring distributions are functions
of storm size; an average storm is estimated to have a radius of 2ωs km in space and a
duration of 2ωt days. In this table, the estimates of the first-order parameters are based
on the results from the temporal projection processes.
As can be seen in Table 3.1, regardless of month, storms are short lasting with 2ωˆt
averaging between 0.10 and 0.18 days for all months. However, the average storm size
(2ωˆs) increases with month. Therefore, although there is no considerable difference in
the average storm duration, their size increases between April and August. Note that
storm sizes in July and August are quite large in comparison with the size of the disc
and so edge effects associated with storm complexes moving into or exiting the disc may
be substantial. As well, the average number of storm cells per storm is smallest in April
and considerably larger during the remaining four months. This is aligned with what we
can see in Figures 3.2 - 3.6. Storm systems in April and August are the shortest with
φt estimated to be less than one day, specifically 0.68 (0.25, 0.75) and 0.85 (0.52, 1.76),
respectively, with the numbers in brackets representing the 95% confidence intervals. In
May and July, storm systems last longer with φˆt being 1.45 (1.13, 4.86) and 1.06 (0.76,
4.67). Storm systems in June have the longest duration with φt estimated as 3.59 (2.85,
8.77). Based on this, it would be interesting to understand if June is climatologically
different or if this is specific to June 2003. Storm system size is smallest in May when
φˆs is 87.06 (69.82, 112.05), but is of similar size for all remaining months with estimates
between 101.48 (84.80, 128.02) and 115.32 (93.39, 152.72), corresponding to the months
of June and August, respectively. A similar level of temporal clustering of storms within
storm systems is found across all months, as shown by the magnitudes of σˆ2t with the
exception of June when σˆ2t is 0.99 (0.28, 1.41); this level of intensity is smaller than
the other months, which all have estimates greater than two. All months have similar
magnitudes for σˆ2s , although this is largest in May which is estimated as 3.51 (2.75, 4.57)
and smallest in August, estimated as 1.80 (0.79, 2.87). Therefore, with regards to the
temporal process, the month of June, which has the longest lasting storm systems, also
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has the least intense. Conversely for the spatial process in May, although the amount of
clustering is high, the storm systems are the smallest. We note that increasing c to 0.5
changed the parameters estimates slightly, but these were within the confidence intervals
displayed in Table 3.1.
3.3.1 Goodness of fit
Figure 3.8 displays the empirical and fitted pair correlation functions by month for our
proposed hierarchical cluster process as well as those of the Neyman-Scott and log-
Gaussian Cox processes. For the temporal projection processes, the Neyman-Scott is
clearly inferior to the log-Gaussian Cox and the hierarchical cluster processes as they con-
sistently underestimate the small-scale clustering and tend to overestimate the moderate-
scale clustering. The log-Gaussian Cox processes, however, are a considerable improve-
ment as the fitted pair correlation functions more closely match that of the empirical
estimates, although quite often they still underestimate the small-scale clustering. Our
proposed cluster process has the flexibility required to capture these hierarchical trends
and closely matches the empirical pair correlation functions. By examining the temporal
projections in the left panel of Figure 3.8, it is evident that we appear to be differenti-
ating between the small- and large-scale clustering as τt always occurs between the two
peaks. This mimics what is shown in Table 3.1 with 2ωˆt always well below both τˆt and
φˆt.
For the spatial projection processes, the log-Gaussian Cox is inferior to the Neyman-
Scott and the hierarchical clustering processes with the exception of April when the
results are satisfactory; for May to August it consistently overestimates the small-scale
clustering and underestimates the large-scale clustering. The results from the Neyman-
Scott processes are comparable to what we obtain from the hierarchical cluster processes.
This is to be expected for a number of reasons. First, in the empirical spatial pair corre-
lation functions (right panel of Figure 3.8), unlike for the temporal projection processes,
it is difficult to differentiate between the two scales of clustering. Although ωˆs is consis-
tently less than φˆs, 2ωˆs is not always less than τˆs.
For comparison, Table 3.2 summarizes the parameter estimates and 95% confidence
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intervals when fitting the Neyman-Scott process to these data. To be consistent with
Table 3.1, the first-order parameters from Table 3.2 are based on estimates from the
temporal projection processes. For the temporal processes, cluster size (2ωˆt) is consis-
tently larger than what was estimated in the hierarchical cluster processes. Similarly for
that of the spatial processes (2ωˆs), with the exception of July and August. Moreover,
for all months, the estimated number of offspring per parent (αˆ) is much larger than
what we observe in the hierarchical cluster process. This emphasizes that, as was shown
in Figure 3.8, the Neyman-Scott process is picking up on the large-scale clustering and
missing the small-scale behaviour.
3.4 Discussion
The Neyman-Scott process, as outlined in Section 2.2.2, is a widely applicable parent-
child cluster process for modelling spatial and spatio-temporal point patterns. However,
its use is limited to modelling data with one level of clustering. That is, data in which the
process concludes after an unobserved parent process is assumed to generate the offspring
process. Extensions to double or “multigeneration” cluster processes (e.g. Wiegand et al.,
2007) have been developed where offspring from the first generation process become
parents in the second generation which produce further offspring. Superposed Neyman-
Scott processes have also been employed for scenarios in which two sizes of clusters
are present, but the data do not have the hierarchical structure required of the double
cluster process (e.g. Wiegand et al., 2007; Tanaka and Ogata, 2014; Stoyan and Stoyan,
1996). For our application, the superposed Neyman-Scott process is inappropriate as
it does not incorporate the known storm system hierarchy as shown in the temporal
projection processes in Figures 3.2 - 3.6 and as discussed in Mohee and Miller (2010).
Meanwhile, double cluster processes are inadequate as the first-generation parent process
is homogeneous, which again, based on knowledge of storm systems is too strong an
assumption. Therefore, in this chapter, we generalized the Neyman-Scott cluster process
by allowing the parents to follow a log-Gaussian Cox process, rather than restricting them
to be homogeneous Poisson. Not only does this permit spatio-temporal correlation in the
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Est. CI
April
λp (×10−7) 3.69 (4.53×10−5, 1.71×104)
α 296.79 (271.51, 794.64)
ωt 0.25 (0.01, 0.97)
ω2s 3326.24 (2508.07, 4814.12)
May
λp (×10−7) 2.35 (1.18, 3.82)
α 2663.95 (1858.99, 4681.32)
ωt 0.51 (0.36, 0.81)
ω2s 3245.03 (2445.18, 4516.75)
June
λp (×10−7) 4.28 (2.39, 5.55)
α 1981.05 (1659.93, 3389.69)
ωt 0.58 (0.21, 0.80)
ω2s 5343.94 (3681.92, 7433.54)
July
λp (×10−7) 2.90 (2.05, 6.11)
α 3074.49 (1551.60, 4189.27)
ωt 0.34 (0.25, 0.52)
ω2s 7703.45 (5445.72, 10595.18)
August
λp (×10−7) 1.74 (1.49, 4.21)
α 3236.89 (2154.65, 3629.63)
ωt 0.24 (0.15, 0.34)
ω2s 9101.59 (5958.85, 12868.84)
Table 3.2: Parameter estimates (Est.) and 95% confidence intervals (CIs) for the spatio-
temporal Neyman-Scott process fit by month. Note that ωt has the units of days and ω
2
s
is in km2.
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parent process, but it may be employed to model hierarchically clustered point patterns.
As we demonstrated, this type of process also enables inference on the unobserved storms
and storm systems.
The utility of this model was shown through an analysis of monthly storm cell data
from the Bismarck, North Dakota radar station in 2003. Parameter estimation was
accomplished through minimum contrast estimation of the lower dimensional spatial and
temporal projection processes and we advocated the use of a two-stage technique due
to identifiability issues that arose. For this approach, the pairwise distance separating
small- and large-scale clustering was treated as a tuning parameter and we note that the
resulting parameter estimates were not sensitive to this choice so long as it was greater
than the size of the storms and smaller than the storm system scale.
Goodness of fit was assessed by comparing the fitted pair correlation functions from
our proposed process to the empirical functions and also to simpler point processes em-
ployed for clustered data. In general, we saw that for the temporal projection processes,
in which a hierarchical structure was obvious from the empirical pair correlation func-
tions, this process offered an improved fit in addition to the ability to make inference on
the unobserved storms and storm systems. In the spatial projection processes, when the
two levels of clustering were not as pronounced, the results were comparable to that of
the Neyman-Scott. We believe this is due to the use of spatial and temporal projection
processes for parameter estimation which makes it difficult to discern the different levels
of spatial clustering. However, as discussed, the results from the Neyman-Scott process
were not completely satisfactory either.
In order to utilize the lower dimension projection processes for parameter estima-
tion, an additive space-time covariance structure in the Gaussian process was required.
However, developing an approach to parameter estimation using the full spatio-temporal
process is of interest to get improved estimates and relax this additivity requirement
within the Gaussian process. We return to this in Chapter 6. Further extensions in-
clude allowing the mean number of storm cells per storm and cluster size to vary as a
function of space and time as well as the inclusion of covariates into either the parent
or the offspring process. The former would result in a non-stationary process, although
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it could help to decipher any inhomogeneity from clustering. Extensions to account for
limitations in these data would also be important. For example, there is likely a diurnal
cycle of cell development and dissipation with peak activity in the late afternoon as well
as the possibility of detection limitations (e.g. a cell will be more difficult to detect at the
edges of the radar field of view than in the central part of its field of view). Modifications
to include a cyclical element to the cell development process as well as probabilities of
inclusions to data based on distance from the radar centre require further scientific input.
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Figure 3.8: Temporal (left panel) and spatial (right panel) empirical (black points) and fit-
ted pair correlation functions for the hierarchical cluster process (blue lines), the Neyman-
Scott process (red dashed lines) and the log-Gaussian Cox process (green dotted-dashed
lines) fit by month. The shaded region corresponds to the small-scale clustering.
Chapter 4
A Joint Model for a Hierarchical
Cluster Process with Evolving
Marks
This work builds on the hierarchical cluster process developed previously by incorporating
storm cell movement through a marked point process and thereby modelling a storm cell’s
complete trajectory. Specifically, in this chapter we develop a joint model for storm cell
detection and evolution by incorporating multivariate marks for duration, speed and
direction into the hierarchical cluster process. In conjunction with Chapter 3, these
results may be employed by power system operators who, in real time, monitor power
flow on transmission lines and perform simulations of different contingencies in case of
failure. Knowing that over a period of time weather is more likely to take out power lines
allows transmission operators the time required to initiate defensive strategies which,
while imposing costs, minimize the impact of power system interruptions. It is our hope
that this understanding of storm systems and storm cell movement could be utilized to
reduce the need to operate in such sub-optimal modes.
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4.1 Data Description
Once storm cells are identified by the Storm Cell Identification and Tracking algorithm
(see Appendix A.1 for details) they are assigned a unique identifier and their trajectories
are tracked. Based on a storm cell’s recorded trajectory, we calculate its duration in hours
and its speed in km/hour. The radians between the first and last recorded observation of
a storm cell starting at zero and proceeding counter clockwise are used as a storm cell’s
direction. Radar scans only occur every 4.5 to 6 minutes during precipitation events.
Because of this, 39% of the storm cells are only observed once by the radar. Figures
4.1 - 4.5 display storm cell trajectories from April 2003 - August 2003 colour coded
by duration, speed and direction. There appear to be some spatio-temporal trends in
duration. Storm cells within a storm appear to have a similar direction and speed. This
is expected as these quantities are related to prevailing wind speed and direction.
4.2 Joint Models for Speed and Direction
Joint models for vector fields (speed and direction) are commonly utilized for modelling
hurricane surface wind fields, for example Modlin et al. (2012) and Reich and Fuentes
(2007). There are two common approaches to this. The first being to model the so-called
u- and v-components, representing the west-east and north-south elements of a vector
field. These may be jointly normally distributed and modelled in a so-called shared
component model in which two outcomes are assumed to have a common spatial random
effect. The advantages of this technique include increased efficiency when estimating the
joint spatial structure (Feng and Dean, 2012) and being able to avoid directly modelling
circular data which pose difficulties as standard distributions are no longer applicable.
This may be challenging, however, if the resulting u- and v-components are heavy-tailed.
The second method, which we utilize, employs modelling direction following a circular
distribution and speed conditional on a function of direction. Joint modelling in this
scenario is simplified as it employs ecological regression methods (e.g. Held et al., 2005)
where a function of one explanatory variable (direction) serves as a predictor of the other
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Figure 4.1: Three dimensional plots and histograms of storm cell duration (top row),
speed (middle row) and direction (bottom row) from April 2003. In the left panel, black
points represent storm cells only observed on one occasion.
(speed). Such a model does not require joint estimation techniques. With the ecological
regression approach, Modlin et al. (2012) accounted for spatial correlation in speed using
a conditional autoregressive model and arrived at a circular conditional autoregressive
structure when assuming direction to be distributed according to a wrapped normal. For
hurricane surface wind fields, Reich and Fuentes (2007) employed a stick breaking prior
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Figure 4.2: Three dimensional plots and histograms of storm cell duration (top row),
speed (middle row) and direction (bottom row) from May 2003. In the left panel, black
points represent storm cells only observed on one occasion.
to account for erratic behaviour in the u- and v-components. Wang and Gelfand (2014)
proposed a projected Gaussian process for spatial and spatio-temporal wave direction.
In general vector field data may be heavy-tailed and highly variable. To describe
these data, models such as the class of generalized additive models for location, scale and
shape (Rigby and Stasinopoulos, 2005) or double hierarchical generalized linear models
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Figure 4.3: Three dimensional plots and histograms of storm cell duration (top row),
speed (middle row) and direction (bottom row) from June 2003. In the left panel, black
points represent storm cells only observed on one occasion.
(Lee and Nelder, 2006) may be utilized. Double hierarchical generalized linear models are
extensions of generalized linear mixed models which allow both the mean and dispersion
to be modelled as functions of random effects. Generalized additive models for location,
scale and shape parameters, in the same spirit, allow not only the location and dispersion
to be functions of covariates and possibly random effects, but depending on the assumed
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Figure 4.4: Three dimensional plots and histograms of storm cell duration (top row),
speed (middle row) and direction (bottom row) from July 2003. In the left panel, black
points represent storm cells only observed on one occasion.
distribution, also the shape parameter(s). Additionally, splines may be incorporated
into any of these terms, fit with a penalized likelihood. Therefore, this flexible class
of models contains double hierarchical generalized linear models as well as generalized
additive models, introduced in Section 2.4.3.
For this project, not only are we interested in modelling storm cell speed and direction,
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Figure 4.5: Three dimensional plots and histograms of storm cell duration (top row),
speed (middle row) and direction (bottom row) from August 2003. In the left panel,
black points represent storm cells only observed on one occasion.
but each observation also has a random duration that is of interest. This is further
complicated by the fact that not all storm cells have a recorded duration. Finally, not only
are we interested in modelling these marks, but we wish to jointly model the point pattern
of storm cell detection along with storm cell trajectory. In the remainder of this chapter
we extend the aforementioned ecological regression approach for modelling storm cell
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trajectories in two ways. First, to account for storm cells without a recorded trajectory we
utilize the hurdle framework described in Section 2.4.1. Second, to incorporate random
storm cell duration we also model this outcome in a similar manner as we do with
speed. That is, we model it conditional on a function of direction, following a log-normal
distribution. Direction is assumed to follow the von Mises distribution (Fisher and Lee,
1992). Also referred to as circular normal, the von Mises distribution is parameterized in
terms of a location or mean, µ, and a concentration parameter, ϑ. The case where ϑ = 0
corresponds to the uniform distribution and as ϑ increases, the resulting distribution
becomes concentrated about the angle µ.
4.3 Spatio-Temporal Marked Point Process Model
This section describes our model for multivariate marks as well as the connection between
the point and mark processes before providing details on parameter estimation.
4.3.1 Marked Point Process
Storm cell trajectory is characterized by duration, speed and direction. This section
outlines a four component model for these quantities that distinguishes between the
mechanisms that determine whether or not a storm cell is observed more than once and
storm cell duration, speed and direction. To do this, we utilize a hurdle model that
has the flexibility needed to account for storm cells without a complete trajectory and
provides a simple approach to link the point and mark processes.
For the ith storm cell, let Z(si, ti) denote the Gaussian process described in Sec-
tion 3.2.1 with intercept β∗, mean E[Z(si, ti)] = −0.5(σ2s + σ2t ) and covariance Σ =
Cov[Z(si, ti), Z(sj, tj)] = σ
2
sexp(−||sj − si||/φs) + σ2t exp(−|tj − ti|/φt). Suppose
Y ∗(si, ti) = β∗ +Giγ + Z(si, ti) (4.1)
for i = 1, 2, . . . , n. Therefore, Y ∗(si, ti) is a Gaussian process with the same covariance
structure as Z(si, ti) and a mean shifted by Giγ where Gi represents the covariate vector
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for the ith storm cell and γ = (γ0, γ1, . . . , γp)
T are the corresponding parameters. This
implies that storm cells detected near larger values of the Gaussian parent process are
more likely to last longer. Let Yi1 denote the indicator for whether the ith storm cell is
observed on more than one occasion and τ be a threshold parameter. Then,
Yi1 =
 0, if Y ∗(si, ti) ≤ τ1, if Y ∗(si, ti) > τ
and pii1 = P [Y
∗(si, ti) > τ ] = E[Yi1] represents the probability that the ith storm cell
at location (si, ti) is observed at least twice by the radar. Therefore, if Yi1 = 1, we are
interested in the distribution of its duration as well as its speed and direction represented
by Yi2, Yi3 and Yi4, respectively. That is, we assume the Gaussian process that generates
storms and the resulting storm cells is also related to how long a storm cell will last. Given
that a storm cell has a recorded trajectory, its corresponding speed and direction will be
related to wind. To provide sufficient flexibility required for capturing the potentially
highly variable spatio-temporal outcomes we employ generalized additive models with
the location and scale parameters being smooth functions of space and time. For our
purposes, this accounts for the spatio-temporal correlation present in these data and also
for the potentially heavy-tailed distributions.
For j = 2, 3, we assume Yij ∼ log-normal(µij, ϑ2ij) where
µij = Bij1βj1 + ϕj1(sji, tji)
and
log(ϑij) = Bij2βj2 + ϕj2(sji, tji)
with Bij1 representing the covariate vector for the ith observation and jth outcome
that is linearly related to µij, βj1 = (βj10, βj11, . . . , βj1pj)
T denoting the corresponding
coefficient vector and ϕj1(sji, tji) being the space-time smoother as in Equation (2.5).
The terms Bij2, βj2 and ϕj2(sji, tji), in relation to log(ϑij), are defined analogously to
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that of µij. To model direction we assume Yi4 ∼ von Mises(µi4, ϑi4) where
tan(µi4/2) = Bi41β41 + ϕ41(sji, tji)
and
log(ϑi) = Bi42β42 + ϕ42(sji, tji)
with Bi41, Bi42, β41, β42, ϕ41(sji, tji) and ϕ42(sji, tji) being analogous to the models for
j = 2 and 3. The likelihood for this model, conditional on the covariates, is proportional
to
L(· | Y ) =
n∏
i=1
[1− Φ(pii1)]I(Yi1=0)
[
Φ(pii1)
Yi2ϑi2
exp
{
− [log(Yi2)− µi2]
2
2ϑ2i2
}]I(Yi1=1)
×
[
1
Yi3ϑi3
exp
{
− [log(Yi3)− µi3]
2
2ϑ2i3
}
1
I0(ϑi4)
exp {ϑi4cos(Yi4 − µi4)}
]I(Yi1=1)
(4.2)
where Φ is the standard normal cumulative distribution function and I0(ϑ) is the zeroth
order modified Bessel function of the first kind, expressed as
I0(ϑ) =
1
2pi
∫ 2pi
0
exp {ϑcos(y)} dy.
In this chapter, the form of the spatio-temporal smoother employed is a tensor product
of a bivariate thin plate regression spline (Wood, 2003), which is an isotropic spatial
smoother, and a univariate thin plate spline for the temporal dimension, as described in
Section 2.4.3. This type of smoother is mathematically convenient for spatio-temporal
data as ϕ(si) + ϕ(ti) is strictly nested within ϕ(si, ti) so model comparisons with lower
dimensional smoothers may be easily performed. Tensor product splines are also scale
invariant and enable different levels of smoothing across each dimension.
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4.3.2 Parameter Estimation and Inference
Simultaneously estimating the point process parameters as well as those from the evolving
mark model is a challenging task. Therefore, to facilitate parameter estimation, we
model the mark process conditional on the point process. This permits the use of point-
referenced techniques, as described above, for modelling the marks. Moreover, because of
the form of the likelihood in Equation (4.2), it is fully efficient to estimate the parameters
from all model components separately.
In the probit component, we assume β∗, σ2t , σ
2
s , φt and φs are known and fixed at
the estimates from the hierarchical cluster process (see Table 3.1). Therefore, to fully
specify it suffices to estimate γ and τ , which can be done using the Markov chain EM
algorithm as proposed by Chib and Greenberg (1998). Note that γ0 and τ cannot be
simultaneously estimated because of identifiability issues and therefore, we set γ0 = 0.
If θ = (γ, τ), at the rth iteration, we can estimate the conditional expectation of the
complete data log-likelihood as:
1
M∗
M∗∑
j=1
log
{
f
(
Y ∗(j) | θ
)}
= −1
2
|Σ| − 1
M∗
M∗∑
j=1
(
Y ∗(j) − β∗ −Gγ + τ
)T
Σ−1
(
Y ∗(j) − β∗ −Gγ + τ
)
(4.3)
where Y ∗(j) =
(
Y
∗(j)
1 , Y
∗(j)
2 , . . . , Y
∗(j)
n
)T
are draws from a multivariate normal distribu-
tion truncated to be in the range (−∞, 0] if Yi1 = 0 and (0,∞) otherwise. Updates of
θ(r) may be calculated analytically by maximizing Equation (4.3) where
θ(r+1) =
(
GTΣ−1G
)−1 (
GTΣ−1Y¯ ∗
)−1
and Y¯
∗
= 1
M∗
∑M∗
j=1 Y
∗(j) is the average over M∗ draws from Y ∗. Standard errors of the
estimated parameters are calculated using the observed information matrix
−E
{
∂2log [f(Y ∗ | θ)]
∂θ∂θT
}
− Var
{
∂logf(Y ∗ | θ)
∂θ
}
.
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Parameter estimation for the duration (j = 2), speed (j = 3) and direction (j = 4)
model components is performed by maximizing the penalized likelihood,
`pen(θj | yj) = `(θj | yj)−
1
2
pj∑
k=1
Ljk∑
`=1
ζjk`
∫
ψTjk`Ωjk`(xjk`)ψjk`dxjk`
where pj = 1 corresponds to the location parameter for the jth component and pj = 2, the
scale. This is accomplished via the backfitting algorithm outlined in Appendix B of Rigby
and Stasinopoulos (2005). Briefly, for the location parameter, at the rth iteration, we
evaluate the partial residuals for the linear covariates
(
β
(r)
j1
)
. These are regressed against
the design matrix Bj1 to obtain
(
β
(r+1)
j1
)
. For the non-linear terms, the partial residuals
are calculated and smoothed in order to update the parameters from the function ϕj1(·).
This is repeated to convergence for the location parameter and then performed in a
similar manner for the scale. In R, the gamlss package may be employed to maximize the
penalized likelihood. For non-standard distributions, such as the von Mises, this package
allows users to specify their own distribution by simply providing the appropriate link,
likelihood and score functions.
Model selection for the duration, speed and direction components is performed by
likelihood ratio tests for nested models and a comparison of model Akaike information
criterion, otherwise. The likelihood ratio is calculated as −2`pen(θj0) + 2`pen(θj1), where
the subscript 0 indicates the null model. This statistic is asymptotically χ2 with the
degrees of freedom being the difference between the error degrees of freedom in the two
models. The Akaike information criterion is calculated as the fitted global deviance plus
a penalty of 2 times the effective degrees of freedom. Goodness of fit is assessed by an
analysis of the normalized quantile residuals (Dunn and Smyth, 1996). Specifically, for the
random variable Yij, letting uij = Fj(Yij | θˆij) where Fj(·) is the cumulative distribution
function of the jth outcome and θˆij are the corresponding parameter estimates, the
normalized quantile residuals may be calculated as rˆij = Φ
−1(uij). If the model is
appropriate, rij, will follow a standard normal distribution.
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4.4 Application to Storm Cell Trajectories
This section presents the results for the storm cell trajectory (mark) models from the
Bismarck, North Dakota radar station.
4.4.1 Results
As in Chapter 3, these were fit monthly to account for possible seasonal effects. The
duration and speed components included the covariates cos(direction) and vertical in-
tegrated liquid, a measure of storm cell intensity, assumed to be linearly related to the
mean on the link scale. Incorporating direction as a covariate allows us to make inference
on its relationship with speed and duration; the cos function is utilized to account for
direction being a circular covariate, as suggested by Modlin et al. (2012). Furthermore,
since vertical integrated liquid is employed in the Storm Cell Identification and Track-
ing algorithm, it may explain some of the observed trends in the speed and duration
random variables and, again, enables us to explore the relationship between storm cell
intensity and storm cell speed and duration. As described above, non-linear functions of
covariates accounting for spatio-temporal effects were included in models for the location
and, as appropriate, scale parameters. In this section, we focus on the main modelling
results for all months. Additional figures displaying the partial effects for the splines
included in the location and scale terms are provided in Appendix B. Note that because
the covariance structure in the probit component is fixed at the values from Chapter
3, the parameter estimates from the spatio-temporal Gaussian process are the same as
presented previously; the only parameter estimated from within this component was the
threshold.
Table 4.1 summarizes the results for the four component mark model fit to April
storm cells. Here, both the duration and direction components include a spatio-temporal
smoother in the mean accounting for an interaction effect between space and time. In the
speed submodel, an additive space-time smoother suffices. Additional spatial structure
is incorporated in the scale term for duration and speed. In the duration component,
direction is a significant covariate with the coefficient estimated as 0.094 (0.006, 0.182),
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the numbers in brackets representing 95% confidence intervals, indicating that storms
cells moving east have longer lifetimes. At a direction of 2pi radians, storm cell dura-
tion is estimated to be 1.099 hours longer than those moving in a direction of 3pi
2
or pi
2
radians with all other elements of the model remaining constant. For storm cell speed,
neither direction nor vertical integrated liquid were significant. Figure 4.6 displays the
three-dimensional plots of the fitted means for the duration, speed and direction com-
ponents as well as histograms for these quantities. These subfigures display similar
spatio-temporal trends as were observed in Figure 4.1. However, notice that the ranges
of the histograms for the duration and speed components are much smaller than that of
corresponding subfigures in Figure 4.1; this motivates the use of additional smoothers
in the scale parameters to account for the heavy-tailed distribution. Histograms, vari-
ograms and autocorrelation function plots of the normalized quantile residuals for these
model components are displayed in Figure 4.7 indicating no lack of fit is detected, as the
distribution of the normalized quantile residuals appears to be normally distributed, and
that we are accounting for the spatial and temporal autocorrelation.
To model May storm cell trajectories, as shown in Table 4.2, spatio-temporal splines
are included in the location terms for duration, speed and direction. The latter two com-
ponents also require spatio-temporal smoothers in the scale parameters to adequately
model these quantities. In the duration submodel, the longest lasting observations cor-
respond to more intense cells moving towards the east with the estimated coefficients for
cos(direction) and vertical integrated liquid being 0.190 (0.140, 0.240) and 0.030 (0.023,
0.037), respectively. There is also a significant association between a storm cell’s speed
and its intensity and direction; lower values of vertical integrated liquid are correlated
with faster moving storm cells and the corresponding estimated coefficient is -0.004 (-
0.007, -0.002). However, storm cells with larger values of cos(direction) are associated
with faster speeds as the estimated parameter is 0.090 (0.066, 0.114). Figure 4.8 displays
the fitted mean values for duration, speed and direction for May, which show similar
spatio-temporal trends as Figure 4.2. Notice that storm cells within a cluster have a ten-
dency to travel at the same speed and in the same direction. However, as before, we are
underestimating large values of speed and the direction model is not fitting well to storm
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cells moving south and west; this again motivates the inclusion of the spatio-temporal
splines in the scale terms. As with the April results, the normalized quantile residuals
for the three components of storm cell trajectory are displayed in Figure 4.9. Although
there does appear to be some unexplained temporal correlation in the speed component,
there do not seem to be any severe problems with model fit.
The results, by model component, for June storm cell trajectories can be seen in Table
4.3. Similar to the May results, spatio-temporal smoothers are included in mean duration
as well as both the location and scale parameters for speed and direction. Storm cells
with the largest measure of vertical integrated liquid and moving east have the longest
lifetimes while less intense storm cells are slower moving. The estimated coefficients
for direction and vertical integrated liquid in the duration component are 0.296 (0.244,
0.348) and 0.012 (0.009, 0.015), respectively, and in the speed submodel, the parameter
estimate for intensity is -0.0012 (-0.0016, -0.0008). Figures 4.10 and 4.11 display the
fitted values and goodness of fit diagnostics for all model components. In the direction
submodel, the mean correctly identifies most storm cells as moving between 0 and pi/2
radians. Meanwhile, there is not a large variability in duration with the mean value for
all storm cells being less than one hour. In the fitted speed component, storm cells within
a storm are shown to travel at similar speeds; this distribution appears to be bimodal,
perhaps suggesting that for this model there are not enough events to capture average
storm cell behaviour. However, goodness of fit diagnostics do not indicate any severe
lack of fit.
A summary of July storm cell trajectories can be seen in Table 4.4. For these com-
ponents, the spatio-temporal smoothers employed are the same as in May and June. As
before, more intense storm cells with larger values of cos(direction) are associated with
longer lifetimes, as the parameter estimates for these covariates are 0.014 (0.011, 0.016)
and 0.483 (0.417, 0.549), respectively. Storm cells moving east are also the fastest with
the estimated coefficient being 0.159 (0.132, 0.186). Figure 4.10 displays the mean fitted
duration, speed and direction for all July storm cells. The spatio-temporal trends ob-
served in Figure 4.3 are similar to those displayed in Figure 4.10. However, again, the
ranges of the fitted means are smaller than in the observed data, prompting our use of
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splines in the scale parameters. Goodness of fit diagnostics, as provided in Figure 4.11,
do not indicate problems with model fit.
Finally, Table 4.5 and Figure 4.14 summarize the model fitting results for August
storm cell trajectories. As with July, storm cells moving towards the east have longer
lifetimes and faster speeds with the estimated coefficients in the duration and speed com-
ponents being 0.446 (0.389, 0.503) and 0.094 (0.072, 0.116), respectively. More intense
storm cells, as measured by higher values of vertical integrated liquid, are longer lasting
with the corresponding coefficient estimated as 0.010 (0.007, 0.013). Similar spatio-
temporal trends as shown in Figure 4.5 can be seen in the fitted means displayed in
Figure 4.14. Furthermore, Figure 4.15 does not indicate any problems with model fit.
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Linear Effects Non-linear Effects
Est. CI EDF p-value
Probit
β∗ -13.89 (-14.81, -13.30)
σ2t 2.25 (0.57, 5.31)
σ2s 2.42 (1.91, 2.93)
φt 0.68 (0.25, 0.75)
φs 112.27 (99.73, 149.70)
τ -14.92 (-15.84, -13.99)
Duration
µ2 β210 -1.298 (-1.375, -1.220) ϕ(s, t) 38.02 <0.001
cos(Y4) 0.094 (0.006, 0.182)
VIL 0.007 (-0.008, 0.021)
ϑ2 β220 -0.257 (-0.317, -0.197) ϕ(s) 23.10 <0.001
Speed
µ3 β310 3.757 (3.711, 3.804) ϕ(s) 16.03 <0.001
cos(Y4) -0.021 (-0.072, 0.030) ϕ(t) 8.81 <0.001
VIL -0.005 (-0.015, 0.005)
ϑ3 β320 -0.866 (-0.926, -0.807) ϕ(s) 6.05 0.037
Direction
µ4 β410 0.382 (0.342, 0.422) ϕ(s, t) 210.31 <0.001
ϑ4 β420 1.115 (1.012, 1.219)
Table 4.1: Summary from the four component model for storm cell trajectory in April
2003. For the linear effects, parameter estimates (Est.) and 95% confidence intervals
(CIs) of vertical integrated liquid (VIL) and cos(direction) are provided, and effective
degrees of freedom (EDF) and p-values are given for the non-linear spatio-temporal ef-
fects.
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(f) Fitted mean direction.
Figure 4.6: Three dimensional plots and histograms of fitted storm cell mean duration
(top row), speed (middle row) and direction (bottom row) from April 2003.
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Figure 4.7: Histograms (left), variograms (middle) and autocorrelation function plots
(right) of the normalized quantile residuals for the duration (top), speed (middle) and
direction (bottom) components of the April 2003 mark models.
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Linear Effects Non-linear Effects
Est. CI EDF p-value
Probit
β∗ -14.03 (-14.07, -7.91)
σ2t 2.08 (0.93, 7.53)
σ2s 3.51 (2.75, 4.57)
φt 1.45 (1.13, 4.86)
φs 87.06 (69.82, 112.05)
τ -16.56 (-18.06, -15.04)
Duration
µ2 β210 -1.446 (-1.489, -1.404) ϕ(s, t) 29.84 <0.001
cos(Y4) 0.190 (0.140, 0.240)
VIL 0.030 (0.023, 0.037)
ϑ2 β220 -0.148 (-0.172, -0.124)
Speed
µ3 β310 3.838 (3.817, 3.859) ϕ(s, t) 113.60 <0.001
cos(Y4) 0.090 (0.066, 0.114)
VIL -0.004 (-0.007, -0.002)
ϑ3 β320 -0.932 (-0.957, -0.908) ϕ(s, t) 47.13 <0.001
Direction
µ4 β410 0.281 (0.271, 0.292) ϕ(s, t) 211.35 <0.001
ϑ4 β420 1.020 (0.974, 1.067) ϕ(s, t) 37.22 <0.001
Table 4.2: Summary from the four component model for storm cell trajectory in May
2003. For the linear effects, parameter estimates (Est.) and 95% confidence intervals
(CIs) of vertical integrated liquid (VIL) and cos(direction) are provided, and effective
degrees of freedom (EDF) and p-values are given for the non-linear spatio-temporal ef-
fects.
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(f) Fitted mean direction.
Figure 4.8: Three dimensional plots and histograms of fitted storm cell mean duration
(top row), speed (middle row) and direction (bottom row) from May 2003.
Chapter 4 64
Residuals
Fr
eq
ue
nc
y
−3 −2 −1 0 1 2 3
0
100
200
300
400
500
600 l
l l l l l l l l l l l l
l
0 50 100 150 200 250
0.0
0.2
0.4
0.6
0.8
1.0
Duration
Distance
S
em
iv
a
ria
nc
e
0 5 10 15 20 25 30
0.0
0.2
0.4
0.6
0.8
1.0
Lag
A
C
F
Residuals
Fr
eq
ue
nc
y
−4 −2 0 2
0
100
200
300
400
500
600
700
l
l l l l l l l l l l l l l
0 50 100 150 200 250
0.0
0.2
0.4
0.6
0.8
1.0
Speed
Distance
S
em
iv
a
ria
nc
e
0 5 10 15 20 25 30
0.0
0.2
0.4
0.6
0.8
1.0
Lag
A
C
F
Residuals
Fr
eq
ue
nc
y
−4 −2 0 2 4 6 8
0
200
400
600
800
1000
1200 l
l l
l l l l l l l l l l l
0 50 100 150 200 250
0.0
0.2
0.4
0.6
0.8
1.0
Direction
Distance
S
em
iv
a
ria
nc
e
0 5 10 15 20 25 30
0.0
0.2
0.4
0.6
0.8
1.0
Lag
A
C
F
Figure 4.9: Histograms (left), variograms (middle) and autocorrelation function plots
(right) of the normalized quantile residuals for the duration (top), speed (middle) and
direction (bottom) components of the May 2003 mark models.
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Linear Effects Non-linear Effects
Est. CI EDF p-value
Probit
β∗ -13.73 (-14.37, -13.68)
σ2t 0.99 (0.28, 1.41)
σ2s 2.63 (1.85, 3.53)
φt 3.59 (2.85, 8.77)
φs 101.48 (84.80, 128.02)
τ -15.47 (-16.86, -14.08)
Duration
µ2 β210 -1.459 (-1.500, -1.418) ϕ(s, t) 59.40 <0.001
cos(Y4) 0.296 (0.244, 0.348)
VIL 0.012 (0.009, 0.015)
ϑ2 β220 -0.120 (-0.141, -0.099)
Speed
µ3 β310 3.790 (3.773, 3.806) ϕ(s, t) 226.94 <0.001
cos(Y4) 0.010 (-0.011, 0.031)
VIL -0.0012 (-0.0016, -0.0008)
ϑ3 β320 -0.996 (-1.017, -0.975) ϕ(s, t) 175.81 <0.001
Direction
µ4 β410 0.151 (0.142, 0.160) ϕ(s, t) 381.83 <0.001
ϑ4 β420 1.221 (1.183, 1.259) ϕ(s, t) 48.22 <0.001
Table 4.3: Summary from the four component model for storm cell trajectory in June
2003. For the linear effects, parameter estimates (Est.) and 95% confidence intervals
(CIs) of vertical integrated liquid (VIL) and cos(direction) are provided, and effective
degrees of freedom (EDF) and p-values are given for the non-linear spatio-temporal ef-
fects.
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(f) Fitted mean direction.
Figure 4.10: Three dimensional plots and histograms of fitted storm cell mean duration
(top row), speed (middle row) and direction (bottom row) from June 2003.
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Figure 4.11: Histograms (left), variograms (middle) and autocorrelation function plots
(right) of the normalized quantile residuals for the duration (top), speed (middle) and
direction (bottom) components of the June 2003 mark models.
Chapter 4 68
Linear Effects Non-linear Effects
Est. CI EDF p-value
Probit
β∗ -13.80 (-15.20, -3.56)
σ2t 2.07 (0.75, 4.53)
σ2s 2.15 (1.25, 3.45)
φt 1.06 (0.76, 4.67)
φs 105.75 (78.17, 137.35)
τ -16.13 ( -17.36, -14.89)
Duration
µ2 β210 -1.752 (-1.812, -1.691) ϕ(s, t) 78.74 <0.001
cos(Y4) 0.483 (0.417, 0.549)
VIL 0.014 (0.011, 0.016)
ϑ2 β220 -0.156 (-0.176, -0.136)
Speed
µ3 β310 3.936 (3.911, 3.962) ϕ(s, t) 229.28 <0.001
cos(Y4) 0.159 (0.132, 0.186)
VIL 0.0003 (-0.0004, 0.0010)
ϑ3 β320 -1.099 (-1.119, -1.079) ϕ(s, t) 188.62 <0.001
Direction
µ4 β410 0.030 (0.025, 0.035) ϕ(s, t) 201.02 <0.001
ϑ4 β420 1.693 (1.656, 1.731) ϕ(s, t) 152.78 <0.001
Table 4.4: Summary from the four component model for storm cell trajectory in July
2003. For the linear effects, parameter estimates (Est.) and 95% confidence intervals
(CIs) of vertical integrated liquid (VIL) and cos(direction) are provided, and effective
degrees of freedom (EDF) and p-values are given for the non-linear spatio-temporal ef-
fects.
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(f) Fitted mean direction.
Figure 4.12: Three dimensional plots and histograms of fitted storm cell mean duration
(top row), speed (middle row) and direction (bottom row) from July 2003.
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Figure 4.13: Histograms (left), variograms (middle) and autocorrelation function plots
(right) of the normalized quantile residuals for the duration (top), speed (middle) and
direction (bottom) components of the July 2003 mark models.
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Linear Effects Non-linear Effects
Est. CI EDF p-value
Probit
β∗ -13.90 (-15.33, -6.44)
σ2t 3.02 (2.44, 8.95)
σ2s 1.80 (0.79, 2.87)
φt 0.85 (0.52, 1.76)
φs 115.32 (93.39, 152.72)
τ -16.42 (-17.81, -15.03)
Duration
µ2 β210 -1.556 (-1.609, -1.504) ϕ(s, t) 74.10 <0.001
cos(Y4) 0.446 (0.389, 0.503)
VIL 0.010 (0.007, 0.013)
ϑ2 β220 -0.163 (-0.188, -0.138)
Speed
µ3 β310 3.844 (3.824, 3.864) ϕ(s, t) 101.46 <0.001
cos(Y4) 0.094 (0.072, 0.116)
VIL 0.0003 (-0.0009, 0.0014)
ϑ3 β320 -1.064 (-1.089, -1.039) ϕ(s, t) 109.44 <0.001
Direction
µ4 β410 0.195 (0.183, 0.207) ϕ(s, t) 434.24 <0.001
ϑ4 β420 1.225 (1.181, 1.268)
Table 4.5: Summary from the four component model for storm cell trajectory in August
2003. For the linear effects, parameter estimates (Est.) and 95% confidence intervals
(CIs) of vertical integrated liquid (VIL) and cos(direction) are provided, and effective
degrees of freedom (EDF) and p-values are given for the non-linear spatio-temporal ef-
fects.
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(f) Fitted mean direction.
Figure 4.14: Three dimensional plots and histograms of fitted storm cell mean duration
(top row), speed (middle row) and direction (bottom row) from August 2003.
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Figure 4.15: Histograms (left), variograms (middle) and autocorrelation function plots
(right) of the normalized quantile residuals for the duration (top), speed (middle) and
direction (bottom) components of the August 2003 mark models.
4.4.2 Data Errors
Out of the 26584 unique storm cells recorded between April and August 2003, 0.12% of
them had time between consecutive scans recorded as more than 20 minutes. We believe
that, based on the Storm Cell Identification and Tracking algorithm, these are errors in
the data. Hence, they have been removed for the purpose of this analysis. However,
we performed a sensitivity analysis by comparing the results presented in this section to
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models fit with these observations included and, in general, the resulting spatio-temporal
partial effects and fitted values were not sensitive to this. There were also 0.62% of storm
cells which were observed more than once with the same UTM X and UTM Y coordinates
recorded at their first and last observations. We also believe these to be errors in the
data based on how storm cell movement is tracked and, again, these observations were
excluded.
4.5 Discussion
In this chapter, we extended the hierarchical cluster process developed in Chapter 3 to
incorporate storm cell trajectories in a marked point process. This was done by building
on methods typically employed for vector field data to the scenario in which the data
are spatio-temporal with a potentially unobserved trajectory. Specifically, we modelled a
storm cell’s duration, speed and direction within a hurdle framework to account for the
point mass at zero corresponding to observations which were only observed by radar at
one instance. To link storm cell detection and movement we assumed that the Gaussian
process that generated storms and the associated storm cells was also related to the
distribution of storm cell duration. Parameter estimation was accomplished by modelling
the mark process conditional on the point process which enabled techniques utilized for
point-referenced data to be employed. Conditional on a storm cell having an observed
trajectory, duration and speed were modelled as log-normal random variables with spatio-
temporal splines incorporated into the location and scale parameters, as necessary. For
these outcomes, vertical integrated liquid and a function of direction were also included as
covariates. The von Mises distribution was employed for modelling the circular random
variable direction with spatio-temporal splines again included in the mean and scale
parameters in a generalized additive model framework. Including smoothing splines in
the scale term allowed us to account for heavy-tailed distributions and also for correlation
not modelled by the mean. Joint modelling in the ecological regression framework enabled
us to explore and quantify the relationships between the outcomes duration and speed
and the covariates direction and vertical integrated liquid. Chapter 5 builds on this idea
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of jointly estimating parameters.
For all months, no strong spatio-temporal trends in duration were observed, as in-
dicated by the inclusion of only a mean smoother for all months except in April which
also included a spatial smoother in the scale parameter. Clear spatio-temporal trends in
speed were seen with clusters of storm cells moving at similar speeds. In the direction
components, storm cells tended to move between 3pi/2 and pi/2 radians and, typically,
clusters of storm cells evolved in similar directions. For many of these models, we noted
that more intense storm cells, as measured by their vertical integrated liquid, tended to
be longer lasting, but slower moving. Meanwhile storm cells moving east tended to be
longer lasting and faster moving.
We noted that 39% of storm cells were only observed on one occasion and that this
may be due to limitations of the detection mechanisms and warrants further investigation.
Storm cell trajectories have complicated spatio-temporal correlation structures, which
we believe to be related to local weather conditions, such as wind speed and direction.
Incorporating this into our modelling framework is of interest and could be done in a
straightforward manner within the class of generalized additive models for location, scale
and shape parameters. Incorporating wind speed and direction as covariates would allow
Manitoba Hydro to identify likely locations of transmission line failures dynamically by
simulating from these models when monitoring power flow and develop a decision rule to
optimize cost. This would also require forecasting the necessary covariates. As we expect
trends in speed and direction to be directly related to wind, joint modelling in a shared
component framework could be employed to shed light on this joint spatio-temporal
structure. As we saw in Figures 4.1-4.5, storm cells within a cluster have a tendency to
move at the same speed and in the same direction. This was picked up by our models
as displayed in Figure 4.6, 4.8, 4.10, 4.12 and 4.14. However, extending these findings to
facilitate direct inference on storms and storm systems would be of interest. Additionally,
further work to incorporate anisotropy could also be useful as covariance structures may
have preferred orientations dictated by the mean circulation and nature of temperature
gradients. This may increase efficiency when modelling storm cell trajectories. Further
exploring the functional relationship between vertical integrated liquid and storm cell
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speed and direction is also of interest. Other extensions include jointly estimating the
parameters in both the point and mark processes and dynamically modelling storm cell
trajectories. We return to discuss these topics in more detail in Chapter 6.
Chapter 5
A General Framework for the Joint
Modelling of Aggregated Spatial
Point Patterns Subject to Clustering
Chapters 3 and 4 focussed on the joint modelling of point and marked point process
data. As parameter estimation for spatio-temporal marked point patterns of this form is
difficult and not well developed, joint modelling was performed via a two-stage approach
where the events were first modelled and, subsequently, the marks were modelled condi-
tional on the events. However, for multivariate aggregated point patterns, joint modelling
using a joint parameter estimation scheme is a simpler task as likelihood-based techniques
are computationally feasible. We therefore consider extensions of such processes in the
context of aggregated data. This chapter develops a general framework for the joint
modelling of multivariate zero-inflated count data, arising from multivariate aggregated
point patterns.
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5.1 Shared Component Models for Aggregated Point
Patterns
In this chapter, we develop a general framework for the joint modelling of spatially
aggregated multivariate point processes where the resulting counts exhibit zero-heaviness.
For multivariate spatial outcomes, the use of so-called shared component or common
factor models are often employed. These types of models assume that correlation exists
between several outcomes at the same location as well as across locations for a given
outcome. To account for this, a shared random effect is typically employed with scaling
or factor loading parameters governing the outcome-specific strength of this effect. Such
a model results in improved relative risk estimates by allowing all outcomes to borrow
strength from each other and facilitates hypothesis testing for a shared spatial structure,
which is often an important aspect of model interpretation. Common factor models
for exponential family distributions with spatially correlated outcomes were developed
in Wang and Wall (2003). Knorr-Held and Best (2001) developed a joint model for
counts of two types of cancer with shared and disease-specific components where a cluster
model was used for the underlying risk surface to incorporate a spatially-varying level of
smoothing. Held et al. (2005) extended the idea of the shared component model to more
than two outcomes that are functions of several random effects shared between all or a
subset of the outcomes. Spatio-temporal joint models were developed for counts of six
types of cancer in Tzala and Best (2008) and for male and female lung cancer incidence
in Richardson et al. (2006). Feng (2015) proposed joint ecological regression models for
bivariate counts by including each outcome as a covariate of the other as well as a shared
spatial surface. Finally, Feng and Dean (2012) extended the idea of joint modelling to
zero-inflated spatial counts by including two sets of shared random effects: one across
the logistic components and one across the Poisson components.
In this project, we develop an overarching framework for the joint modelling of multi-
variate zero-inflated spatial outcomes using a shared component model. This formulation
is unifying in that it brings together many special cases that exist in the literature. We
provide a clear conceptual interpretation by assuming that, for each outcome, there exists
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an underlying spatial random field that governs the linkages across outcomes and across
the zero-inflation and Poisson model components. Where these random fields exceed
some threshold, corresponding outcomes following distributions with non-negative sup-
port are observed; otherwise only zeros are observed. To account for correlation across
outcomes as well as model components within outcomes we include shared spatial random
effects with outcome- and component-specific variances. The proposed model permits the
use of correlated random fields for each outcome and it also accounts for an association
between values of the random fields at each location with the means of the aggregated
patterns. The random fields and possibly also the thresholds can be constrained to be
the same across outcomes, if warranted by the application. More generally, we argue that
the use of an underlying random field with a threshold provides a useful interpretation
to the binary model component and along with that, insight into the unobserved spatial
structure. For example, it enables us to explore spatial trends between and across com-
ponents of the multivariate outcomes and identify whether or not these distributions are
the same. Furthermore, it provides the scaling parameters in the binary component with
a meaningful interpretation as the ratio of the spatial to unstructured variability. We
illustrate our framework on two data sets exhibiting zero-inflation: the first being female
and male Ontario lung and bronchus cancer incidence and the second being counts of
lesions and host plants from a study of Comandra blister rust infection in lodgepole pine
trees.
5.2 Shared Component Model Framework
5.2.1 Model Description
Assume that for each outcome there exists a latent random field, the mean of which may
be modelled as a function of both observed and unobserved covariates and, conditional
on these covariates, is normally distributed. These random fields typically represent
environmental conditions which affect the generation of the observed outcomes. For
example, in our cancer application, the random field may correspond to the underlying
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regional health status related to environmental factors, with higher values indicating
poorer levels of health; for the Comandra blister rust data, it represents habitat suitability
with larger values indicating areas with conditions conducive to the growth of infections.
Specifically,
Y ∗ij = Gijγj + ξY ∗jaY ∗i + ξjbij + εij (5.1)
represents the latent field for regions i = 1, . . . , n and outcomes j = 1, . . . , J . Here,
Gij is a vector containing covariate information corresponding to region i and outcome
j, γj is the covariate effect, and (ε1j, ε2j, . . . , εnj)
T ∼ N(0, σ2jIn). Further, aY ∗i and bij
are random effects accounting for spatial structure across the random fields. That is,
(aY ∗1, aY ∗2, . . . , aY ∗n)
T ∼ N(0,ΣaY ∗ ) and similarly (b1j, b2j, . . . , bnj)T ∼ N(0,Σbj) where
ΣaY ∗ and Σbj are spatial covariance matrices. We return to discuss these components as
they apply to our framework later in this section, however, in general, the form of these
matrices will depend on the type of data being analyzed. For example, the conditional
autoregressive formulation, as described in Section 2.4.2, is natural for lattice data, but
it may also be a suitable approximation to what is likely a correlation based on distances.
The terms ξY ∗j and ξj denote the scaling or factor loading parameters for the jth outcome
corresponding to the random effects aY ∗i and bij, respectively. These parameters allow
the magnitudes of the common spatial factor to vary across outcomes and acknowledges
that, although two outcomes may have a common spatial surface they can have different
scales and hence the influence of the common spatial factor may differ across outcomes.
If the latent random field exceeds an outcome-specific threshold, random variables Yij
are assumed to follow an exponential family distribution fj with non-negative support;
otherwise Yij is identically zero. That is,
Yij ∼
 0, if Y ∗ij ≤ τjfj(λij), if Y ∗ij > τj
where τj represents the threshold above which we observe outcomes from the distribution
fj and λij represents the mean of that distribution. Letting P
(
Y ∗ij ≤ τj
)
be denoted piij,
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as a consequence of assuming the Gaussian distribution in Equation (5.1), we have
piij = Φ
(
τj − [Gijγj + ξY ∗jaY ∗i + ξjbij]
σj
)
. (5.2)
Further, to model the mean parameter, λij, we formulate
%j(λij) = Bijβj + νλjaλi + νjbij + hij (5.3)
where %j(·) is a known link function, Bij and βj are the covariates and parameters
influencing the mean component for the jth outcome and aλi is a spatial random effect
where (aλ1, aλ2, . . . , aλn)
T ∼ N (0,Σaλ). Again, νλj and νj are scaling parameters. Across
outcomes, the random effects aY ∗i and aλi account for the correlation of the underlying
surfaces and the means of the fj components, respectively, whereas the random effects
bij, link the underlying surface and fj components for the jth outcome. The outcome-
specific terms, bij, are important to include as, in many scientific contexts, it is likely
that the underlying random fields governing the presence of the outcomes are correlated
with the means of the observed outcomes. Note that with the model parameterized as in
Equations (5.2) and (5.3), with all else held constant, a larger value of the random effect,
bij, corresponds to a lower probability of observation (i,j) belonging to the structural
zero component (or larger probability of being in the Poisson component) and larger
Poisson mean. Finally, (h1j, h2j, · · · , hnj)T ∼ N(0, σ2hjIn) provides additional flexibility
to account for any excess variability in the jth outcome not accounted for through the
shared spatial random effects.
This framework allows us to account for: 1) regional effects that operate on the zero-
inflation components for all outcomes, 2) regional effects that operate on the means for
the non-negative components, 3) outcome-specific regional components that operate on
the zero-inflation and non-negative mean components and 4) additional unstructured
variability in the means of the non-negative components. In some applications, it may
be plausible that all outcomes and components are correlated through the same latent
spatial surface. In such cases, a single shared spatial random effect can be used resulting
in a simplified structure. Additionally, where outcomes are very closely linked a simpler
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model with τj = τ, j = 1, 2, . . . , J may be preferred.
Two important models may be viewed as special cases. The first is that of Rathbun
and Fei (2006). This is a univariate zero-inflated Poisson model applied to point refer-
enced data with the underlying random field having a Mate´rn covariance structure and
corresponds to the special case of our model in which all outcomes and components are
independent. Our proposed framework simplifies to the model developed in Feng and
Dean (2012) if no between-component correlation is present in the data and the logit link
is employed in the zero-inflation submodel.
5.2.2 Parameter Estimation and Inference
This joint model may be fit in a Bayesian framework with the conditional likelihood
L(Y | ·) =
n∏
i=1
J∏
j=1
[piij + (1− piij)e−λij]I(yij=0)
[
(1− piij)
e−λijλyijij
yij!
]I(yij>0) (5.4)
by calling OpenBUGS (Sturtz et al., 2005) through R (R Core Team, 2016). In Equation
(5.4), I(A) denotes an indicator variable for the event A with piij and λij as defined
in Equations (5.2) and (5.3), respectively. We employ standard normal priors for the
parameters βj, γj and τj and gamma(1,1) prior distributions are used on the precision
parameters from the independent normal random effect terms. Appropriate priors for
the scaling parameters include gamma (e.g. Feng and Dean, 2012), log-normal (e.g. Held
et al., 2005) and half-normal (e.g. Gelman, 2006). Finally, intrinsic conditional autore-
gressive priors are placed on the spatial random effects.
Convergence is assessed via trace plots and the Gelman-Rubin convergence diagnostic
(Gelman and Rubin, 1992). By examining histograms similar to those suggested in
Gelman (2006) where the prior density curve was overlaid on a histogram of the posterior
Markov chain Monte Carlo samples, we investigate how informative our choices of priors
are. Model assessment is based on the posterior predictive distribution (Meng, 1994).
Specifically, we calculate Bayesian p-values based on Pearson and deviance residuals to
assess lack of fit. The deviance information criterion is employed for model comparison
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(Spiegelhalter et al., 2002). This quantity is calculated based on the posterior mean as
well as the posterior median as estimates of the effective number of parameters may not
be invariant to the quantity used to calculate it. Furthermore, we adopt the guidelines
suggested by Spiegelhalter et al. (2002) for model comparison: models within one or two
units of the best model (lowest deviance information criterion) should be considered,
while those within three and seven units are deemed to be considerably inferior.
Identifiability issues arise in our setting. First, for a shared random effect, the variance
parameter in addition to all scaling parameters are not jointly identifiable. We therefore
follow the suggestion of Wang and Wall (2003) to fix the variance parameter at one,
estimating all scaling parameters. Second, due to the identifiability constraints in the
probit component, we set the standard deviation of the error term in the underlying
random field, σj, to one. Finally, and as was done in Chapter 4, since the zero-inflation
component intercept is intrinsically linked to the threshold parameter we set the intercept
to zero and estimate the threshold. Together, the first two identifiability conditions in the
zero-inflation component give the scaling parameters, ξY ∗j and ξj, a useful interpretation
as the ratio of the standard deviation of the structured (spatial) term to that of the
unstructured (independent) term in the random field.
5.3 Applications
5.3.1 Ontario Lung and Bronchus Cancer
We consider lung and bronchus cancer incidence for females and males ages 50-59 in
2010 across the 49 public health units in Ontario, Canada. Ontario public health units
are health agencies composed of rural and urban municipalities responsible for health
promotion and disease prevention programs (Ontario Ministry of Health and Long-Term
Care). Analyzing the spatial distribution of lung and bronchus cancer rates from this
age group is of particular interest because studies have shown a relationship between
lung cancer rates and Ontario miners (Kusiak et al., 1993), an occupation performed
primarily in Northern Ontario (Ontario Mining Association). The 50-59 age group is of
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interest here as we suspect this group might have had enough exposure to carcinogenic
environmental conditions that the resulting symptoms may be present.
As is common with spatially explicit public health data for rare diseases, these counts
have been randomly rounded to the nearest five to maintain anonymity (rounded to the
nearest five with some probability). Maps of the standardized incidence ratios, defined
as the ratio of observed to expected incidence, which consist of 24.5% and 20.4% zeros
for females and males, respectively, are displayed in Figure 5.1. Although there are some
differences across males and females in Southern Ontario, the contrasts are striking in
Northern Ontario where males have relatively large values in comparison to females.
Even though we are not asserting causality here, this perhaps warrants investigation.
It is important to note, however, that since these regions have low populations, the
corresponding standardized incidence ratios are subject to high variability.
When fitting this model, no covariates are included in the zero-inflation component
while an offset representing the log of the expected number of cases, denoted Eij, is
included in the Poisson component. Parameter estimation is based on one long chain
with 75000 iterations, the first 25000 being discarded as burn-in and log-normal(0,1)
priors distributions for the scaling parameters. As mentioned previously, of most interest
in these types of models are the spatial random effects and scaling parameters that allow
us to explore the spatial clustering across outcomes as well as components and to test for
common spatial structures. In our analysis, we focus on the posterior median estimates
and 95% highest posterior density credible intervals for these terms. In the zero-inflation
components, the spatial variability is dominated by the common factor connecting these
two components as demonstrated by the magnitudes of ξˆY ∗1 and ξˆY ∗2, which are 1.101
(0.185, 3.530) and 1.331 (0.216, 3.780), with the numbers in brackets representing the
95% credible intervals. Recall that these parameters represent the ratio of the spatial to
unstructured standard deviation. Therefore, with these credible intervals including the
value one, we cannot detect a difference in these quantities. Furthermore, the posterior
estimate of the difference ̂ξY ∗1 − ξY ∗2 is -0.168 (-2.590, 2.157); the hypothesis of the
difference being zero is not rejected indicating that we cannot detect a difference in this
spatial structure across females and males. The scaling parameters for ξˆ1 and ξˆ2 are 0.635
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(0.113, 2.496) and 0.757 (0.135, 3.017) for females and males, respectively. In the Poisson
components, νˆλ1 and νˆλ2 correspond to the scaling parameters for the component-specific
random effects for females and males; their posterior estimates are 0.317 (0.082, 0.712)
and 0.270 (0.078, 0.591), respectively, and once again the hypothesis that these scaling
parameters are not different cannot be rejected with a median posterior estimate of the
difference ̂νλ1 − νλ2 being 0.044 (-0.320, 0.454). The estimated value of ν1 is 0.275 (0.072,
0.659) and ν2 is 0.248 (0.070, 0.572). Finally, σˆ
2
h1 and σˆ
2
h2 are 0.225 (0.121, 0.441) and
0.163 (0.091, 0.308), respectively.
We next fit a simplified version of this model in which ξY ∗1 = ξY ∗2 and νλ1 = νλ2;
the parameter estimates and their corresponding 95% credible intervals are displayed
in Table 5.1. Based on this, the estimated scaling parameters, ξˆY ∗ and νˆλ, are equal
to 1.501 (0.219, 3.559) and 0.241 (0.067, 0.539), respectively. For females, these terms
account for 81.2% and 43.2% of the estimated empirical spatial variability across the
zero-inflation and Poisson components calculated from the Markov chain Monte Carlo
chains. The analogous percentages for males are 79.4% and 49.0%. (See Table 5.2
for a complete summary of the proportion of estimated spatial variability by outcome
and model component.) The remaining spatial variability is explained through the sex-
specific random effects, which are joint across the zero-inflation and Poisson components.
For females the term ξˆ1 is 0.659 (0.121, 2.314) and νˆ1 is 0.279 (0.073, 0.660). The
analogous terms for males (ξˆ2 and νˆ2) are similar in magnitude to females and have
posterior estimates of 0.728 (0.126, 2.689) and 0.254 (0.069, 0.577). In the zero-inflation
components, the magnitudes of these estimates are consistently smaller than that of the
corresponding component-specific random effects. Therefore, this component-specific
random effect describes more of the joint spatial structure. In the Poisson components,
all scaling parameters have similar magnitudes. Finally, the unstructured variance term
for females is estimated as 0.228 (0.122, 0.438) and for males is 0.162 (0.091, 0.312).
Figure 5.2 maps the posterior median estimates of the shared conditional autore-
gressive random effects from the simplified model although we note that maps of the
posterior estimates of the spatial random effects based on the first model are almost
identical. The top left panel displays the sex-specific shared random effect across the
Chapter 5 86
zero-inflation components (aY ∗) where the prominent trend is across Southern Ontario
with the posterior estimates decreasing from west to east. For the sex-specific random
effect across the Poisson components (aλ), there is similarly a trend in Southern Ontario
where the posterior estimates of the random effect slightly increased from west to east.
In Figure 5.2, we notice that the sex-specific random effects, b1 and b2, tend to pick
up spatial differences in Northern Ontario where males have larger posterior estimates
than females. This difference was also highlighted in the maps of standardized incidence
ratios (Figure 5.1). Posterior estimates of the unstructured random effects are displayed
in Figure 5.3. These do not show any residual spatial structure, confirming that the
structured variability is accounted for through the spatially explicit terms.
Overall, when we overlaid the prior distribution on the histogram of the posterior, the
scaling parameters from the zero-inflation components were constrained by this choice.
However, this same observation was not true for the other parameters. As mentioned
above, model goodness of fit was assessed via posterior predictive p-values based on
Pearson and deviance residuals; no strong evidence of lack of fit was detected. Table 5.3
displays the deviance information criterion and effective number of parameters, pD, for
our proposed model as well as the simplified version presented here, identified as models
J1A and J1B, along with competing models, which we describe in detail as this discussion
continues. Note that Table 5.4 offers further description of the joint models considered.
Overall, the deviance information criterion estimates from the joint models (identified
as models beginning with “J”) are smaller than those of the separate models (models
beginning with “S”), indicating a better fit to these data. Models S1 and S2 assume that
female and male processes are independent with correlation structure between the model
components in the former via a shared random effect and for the latter, all components
and outcomes are assumed to be independent. The difference in deviance information
criterion between models S1 and S2 is negligible, regardless of whether a mean- or median-
based criterion is used. The three alternative joint structures considered, J2-J4, assume
a simplified shared spatial structure, and are described as follows: model J2 includes
a single shared random effect across all components and outcomes, model J3 considers
only a shared structure across the zero-inflation and Poisson components and model
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Females (j=1) Males (j = 2)
median CI median CI
τj -1.411 (-2.526, -0.727) -1.511 (-2.508, -0.826)
ξY ∗ 1.501 (0.219, 3.559) 1.501 (0.219, 3.559)
ξj 0.659 (0.121, 2.314) 0.728 (0.126, 2.689)
βj 0.161 (-0.051, 0.362) 0.158 (-0.026, 0.335)
νλ 0.241 (0.067, 0.539) 0.241 (0.067, 0.539)
νj 0.279 (0.073, 0.660) 0.254 (0.069, 0.577)
σ2hj 0.228 (0.122, 0.438) 0.162 (0.091, 0.312)
Table 5.1: Posterior median estimates and 95% credible intervals (CIs) from the joint
spatial zero-inflated Poisson model for female and male cancer counts.
J4 is an extension of J2 to also include outcome-specific random effects connecting the
zero-inflation and Poisson components. Of the joint models, J2 has the largest deviance
information criterion indicating that a single shared random effect is too restrictive a
structure. The most appropriate model based on this criterion is the simplified version
of our proposed model, J1B. When comparing deviance measures based on the mean
posterior estimates, the deviance information criterion is similar for models J1A, J3 and
J4 with J1B being an improvement over all joint models. However, the median-based
estimate suggests that both models J1A and J1B offer a considerable improvement over
J3.
In addition to an improved fit, models J1A and J1B provide insight into the shared
spatial structure beyond the previously mentioned models currently available in the lit-
erature. Specifically, we are able to visualize and estimate the sex-specific correlation
between the zero-inflation and Poisson components, which allows us to capture differ-
ences in the spatial structure across the multivariate outcomes; this type of association
was not examined in Rathbun and Fei (2006). Further, in the Feng and Dean (2012)
model (J3) this spatial structure would likely be picked up in the structured variability
term. This is especially important in exploring sex-specific trends across Ontario, as we
pointed out in Figure 5.2.
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Zero-Inflation Poisson
Outcome-Specific Component-Specific Outcome-Specific Component-Specific
Females 18.8 81.2 56.8 43.2
Males 20.6 79.4 51.0 49.0
Table 5.2: Proportion of spatial variability by model component and outcome.
Mean Median
Model Components DIC pD DIC pD
Joint
J1A Y ∗ij = ξY ∗jaY ∗i + ξjbij + εij 517.2 69.1 499.5 51.6
log(λij) = βj + logEij + νλjaλi + νjbij + hij
J1B Y ∗ij = ξY ∗aY ∗i + ξjbij + εij 514.5 68.4 500.8 54.8
log(λij) = βj + logEij + νλaλi + νjbij + hij
J2 Y ∗ij = ξjbi + εij 520.5 63.3 509.6 52.4
log(λij) = βj + logEij + νjbi + hij
J3 Y ∗ij = ξY ∗jaY ∗i + εij 517.9 63.2 508.0 53.4
log(λij) = βj + logEij + νλjaλi + hij
J4 Y ∗ij = ξjbi + ξjbij + εij 517.8 68.8 498.6 49.8
log(λij) = βj + logEij + νjbi + νjbij + hij
Separate
S1 Y ∗ij = ξjbij + εij 523.7 61.6 513.2 51.2
log(λij) = βj + logEij + νjbij + hij
S2 Y ∗ij = ξY ∗jbY ∗ij + hij 523.2 60.6 513.4 50.9
log(λij) = βj + logEij + νλjbλij + hij
Table 5.3: Comparison of deviance information criterion (DIC) and effective number
of parameters (pD) for competing models in the analysis of Ontario lung and bronchus
cancer incidence. For models J1A, J1B and J3, in the ith region, aY ∗i and aλi refer
to shared random effects across the zero-inflation and Poisson components, respectively.
In models J1A, J1B, J4 and S1, bij represents the shared random effect across model
components within the jth outcome. The term bi in models J2 and J4 represents a
shared random effect across all outcomes and components and in S2, bY ∗ij represents a
random effect for the jth outcome in the zero-inflation component and similarly for bλij
in the Poisson component. Note that Table 5.4 offers further description of the joint
models considered.
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Figure 5.1: Standardized incidence ratios of Ontario lung and bronchus cancer incidence
for females (left) and males (right).
5.3.2 Comandra Blister Rust Infection of Lodgepole Pine Trees
In hard pine trees, fungus growing on the inner bark has the potential to cause growth
reduction, stem deformation and mortality, in addition to a disease referred to as Co-
mandra blister rust. To spread from one tree to another Comandra blister rust requires
an alternative host plant, known as bastard toad flax. Within a tree, these data may be
viewed as a point pattern for the location of lesions resulting from infections and host
plants promoting infection. However, interest here focusses on examining the shared
spatial distribution in the counts of lesions and host plants by tree. Our data, from the
Ministry of Forests, Lands and Natural Resource Operations, contain counts of lesions
and host plants by tree. Each tree is located at the centre of a 1.5 squared meter (m2)
cell of a 124 × 64 grid. In this analysis, we analyze counts of 1000 randomly sampled
cells from this grid, as considered in Feng and Dean (2012). This random sampling was
due to constraints with the software as using all recorded data was computationally pro-
hibitive. These data consist of 66.6% and 81.1% zeros for the counts of lesions and host
plants within grid cells, respectively. Figure 5.4 displays maps of the sampled lesions and
host plants which have been linearly interpolated using the akima (Akima and Gebhardt,
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aY*
aλ
b1
b2
[0.68,1)[0.37,0.68)[0.05,0.37)[−0.27,0.05)[−0.58,−0.27)[−0.9,−0.58)
Figure 5.2: Median posterior estimates of the conditional autoregressive random effects
for all outcomes and model components when fit to the lung and bronchus cancer data.
This model contains four joint random effects: 1) across the zero-inflation components
(aY ∗), 2) across the Poisson components (aλ), 3) across components for the female out-
come (b1) and 4) across components for the male outcome (b2).
2015) R package as well as histograms displaying the zero-heavy nature of these data.
Here we follow Feng and Dean (2012) who analyzed these data with a conditional
autoregressive structure and assumed two cells are neighbours if the Euclidean distance
between them is less than or equal to 20 m; this was based on an estimate derived
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Figure 5.3: Median posterior estimates and 95% credible intervals for the unstructured
random effects for females (left) and males (right), ordered by increasing median estimate.
from the analysis of an empirical semivariogram as well as scientific considerations. To
estimate model parameters a half-normal(0,1) prior distribution is used for the scaling
parameters and we run one long chain with 200000 iterations, the first 50000 of which we
discard as burn-in and we thin every twentieth. This results in 7500 posterior samples
from which to base our inference.
Table 5.5 provides a complete summary of parameter estimates and 95% credible
intervals for the final model in which only one shared random effect is required to ad-
equately account for the spatial correlation within and between outcomes. For lesions,
spatial variability is much stronger in the Poisson component than in the zero-inflation
component; this is evident through an examination of the estimated scaling parameters
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which are 1.598 (0.201, 3.175) and 3.955 (2.895, 5.071) in the zero-inflation and Poisson
components, respectively. Furthermore, the estimated unstructured variability term, σˆ2h1,
is 0.261 (0.128, 0.483). For the host plants, the posterior estimate of ξ2 is 4.334 (3.152,
5.591), and in the Poisson component νˆ2 is 2.220 (0.634, 3.829) and σˆ
2
h2 is 1.170 (0.811,
1.674). As was done in the previous analysis, we can test for a common spatial structure
within each component. When doing this we get an estimate of -2.745 (-4.643, -0.755)
for ξ̂1 − ξ2 in the zero-inflation component and for ν̂1 − ν2 in the Poisson component we
get 1.729 (-0.129, 3.598). Therefore, we only detect a significant difference between the
scaling parameters in the zero-inflation component.
Posterior median estimates of the conditional autoregressive random effects, with vari-
ance one, are displayed in Figure 5.5. From this, we can see smaller posterior estimates,
indicating smaller Poisson means in the north-west quadrant, with these estimates being
larger in the surrounding areas. Maps of the posterior median estimates of the unstruc-
tured random effects, as shown in Figure 5.6, do not display spatial structure with the
exception of an absence of host plants in the north-west quadrant.
For this model, no lack of fit is detected when examining the Pearson and deviance-
based posterior predictive p-values. We note that the spatial trends, as shown in Figure
5.5, are not dependent on the choice of prior distribution. As was done in Section
5.3.1, Table 5.6 displays estimates of the deviance information criterion and pD using
both the posterior mean and median estimates for joint and separate models. Again, in
the separate models, S1 and S2, the latter assuming independence across all outcomes
and components and the former incorporating dependence between the zero-inflation
and Poisson components for each outcome, are clearly inferior to the joint models. For
the joint models, J1, which is the general framework detailed in Section 5.2.1, and J3,
which assumes dependence between the zero-inflation components for lesions and host
plants and also across the Poisson components, a negligible difference in the mean-based
deviance information criterion is observed, while the median-based criterion indicates
a clear improvement of model J1 over J3. Regardless as to which parameterization is
employed, model J2, with a single shared random effect across all model components,
has the smallest estimated deviance information criterion. In addition, we perform a
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Lesions (j=1) Host Plants (j = 2)
median CI median CI
τj -0.710 (-1.491, -0.326) 0.971 (0.829, 1.117)
ξj 1.598 (0.201, 3.175) 4.334 (3.152, 5.591)
βj -0.692 (-0.998, -0.434) 1.127 (0.794, 1.430)
νj 3.955 (2.895, 5.071) 2.220 (0.634, 3.829)
σ2hj 0.261 (0.128, 0.483) 1.170 (0.811, 1.674)
Table 5.5: Posterior median estimates and 95% credible intervals (CIs) from the joint
spatial zero-inflated Poisson model for lesions and host plants.
sensitivity analysis as to the choice of neighbourhood structure utilized in the conditional
autoregressive random effect. Specifically, we consider three situations: two observations
are assumed to be neighbours if their Euclidean distance is less than 1) 10 m, 2) 25 m
and 3) 30 m. We found that in the latter two scenarios the parameter estimates as well as
the distribution of the posterior spatial random effect are similar to the results presented
in this section. However, in the first scenario, the scaling parameters are considerably
smaller indicating smaller estimates of the spatially-structured variability. We further
investigate the effect of misspecifying the spatial structure in terms of imposed bias and
mean squared error in Section 5.4.2.
As mentioned previously, one of the advantages of being able to decompose the spatial
variability between and across the multivariate components is the potential to identify
situations in which the spatial structure is shared across all components, as is the case for
these data. This results in a more parsimonious fit than the common models currently
employed; it also enables a simpler interpretation of model components in terms of the
applications. These results also clearly indicate that there is considerable correlation
between the random field generating the counts and the mean count; an association
which is often overlooked.
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Mean Median
Model Components DIC pD DIC pD
Joint
J1 Y ∗ij = ξY ∗jaY ∗i + ξjbij + εij 3746.9 390.3 3664.6 307.1
log(λij) = βj + νλjaλi + νjbij + hij
J2 Y ∗ij = ξjbi + εij 3676.3 414.6 3646.6 383.7
log(λij) = βj + νjbi + hij
J3 Y ∗ij = ξY ∗jaY ∗i + εij 3745.9 378.0 3716.7 348.3
log(λij) + βj + νλjaλi + hij
Separate
S1 Y ∗ij = ξjbij + εij 3775.8 402.4 3737.0 361.9
log(λij) = βj + νjbij + hij
S2 Y ∗ij = ξY ∗jbY ∗ij + εij 3779.0 411.6 3749.8 380.5
log(λij) = βj + νλjbλij + hij
Table 5.6: Comparison of deviance information criterion (DIC) and effective number
of parameters (pD) for competing models in the analysis of lesions and host plants. For
models J1 and J3, in the ith region, aY ∗i and aλi refer to shared random effects across the
zero-inflation and Poisson components, respectively. In models J1 and S1, bij represents
the shared random effect across model components within the jth outcome. The term bi
in model J2 represents a shared random effect across all outcomes and components and in
S2, bY ∗ij represents a random effect for the jth outcome in the zero-inflation component
and similarly for bλij in the Poisson component.
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Figure 5.4: Level plots (top row) and histograms (bottom row) for lesion and host plant
counts. Note that the Easting and Northing coordinates have been translated by a
constant for the purpose of visualizing these data.
5.4 Misspecification of Spatial Structure
In this section, we evaluate two aspects of fit that arose from this work. The first inves-
tigates the relative bias and relative root mean square error when between-component
spatial correlation is present in the data, but not accounted for in the model. We then
explore robustness to the form of the covariance structure; this is applicable when a spa-
tial covariance structure for lattice data is used as an approximation to a distance-based
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Figure 5.5: Linearly interpolated posterior median estimates of the shared random effect
(b). Note that the Easting and Northing coordinates have been translated by a constant
for the purpose of visualizing these data.
structure, as was done in Section 5.3.2.
5.4.1 Advantages of Including Between-Component Correlation
As mentioned in Section 5.2.1, with the interpretation of the random field as representing
unobserved environmental factors related to health status or habitat suitability, incorpo-
rating correlation between this term and the mean of the Poisson component is intuitively
appealing. However, this type of correlation is seldom accounted for. To investigate the
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Figure 5.6: Linearly interpolated independent random effects for lesions and host plants.
Note that the Easting and Northing coordinates have been translated by a constant for
the purpose of visualizing these data.
advantages of incorporating between-component correlation, we compare results from
fitting models J2, J3 and S1 with data generated from J2. Recall that model J2 as-
sumes dependence across all components and outcomes through a single spatial random
effect, model J3 only incorporates dependence across the zero-inflation components and
across the Poisson components while model S1 assumes independent outcomes with de-
pendence between components. In this simulation study, we investigate model fit under
partial misspecification, as described above, while varying the ratio of spatial to unstruc-
tured variability, hereafter referred to as the variance ratio, corresponding to (ξj/σj)
2
and (νj/σhj)
2 in the zero-inflation and Poisson components, respectively. This is done
based on the results of a simulation study by Feng and Dean (2012) who showed that an
increase in this ratio results in increased power to detect the scaling parameters.
We consider a scenario similar to the Comandra blister rust data with J = 2 zero-
heavy outcomes. Specifically, at the rth replication, we simulate
(
b
(r)
1 , b
(r)
2 , . . . , b
(r)
n
)T
∼
MVN(0, (D−W )−1), where W is the neighbourhood matrix as defined in Section 5.3.2,
and
(
h
(r)
1j , h
(r)
2j , . . . , h
(r)
nj
)T
∼ N(0, σ2hjIn), j = 1, 2. We then simulate the zero-inflated
Poisson random variables where the probability of being in the zero-inflation component
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is pi
(r)
ij = Φ
(
τj − ξjb(r)i
)
and with the mean of the Poisson component being λ
(r)
ij =
exp
{
βj + νjb
(r)
i + h
(r)
ij
}
, for i = 1, . . . , n and r = 1, . . . , R, with n = 500 and R = 100.
Here, we set τ = (−0.5, 0.15)T , β = (3.5, 3)T and σ2h = (0.1, 0.2)T . The variance ratios
are set to four levels: 10, 7, 1 and 0.8. For each scenario, we fit models J2, J3 and S1 via
Markov chain Monte Carlo using two chains with 125000 iterations including 25000 burn-
in and retaining every 100th observation; this results in a total of 2000 samples from which
inference is based. In the Markov chain Monte Carlo algorithm, we employ standard
normal priors for the intercept parameters, and log-normal(0,1) and gamma(1,1) prior
distributions on the scaling and independent normal precision parameters, respectively.
Performance is assessed in terms of the relative bias and relative root mean square error
(RMSE) of the scaling parameters. These quantities are calculated, respectively, as:
relative bias(θ) =
1
R
R∑
r=1
(
θˆ(r) − θ
θ
)
and
relative RMSE(θ) =
√√√√√ 1
R
R∑
r=1
(
θˆ(r) − θ
)2
θ2
for a parameter θ where θˆ is the posterior median estimate and θ is the true value.
The results from these simulations are summarized in Table 5.7. The intercept param-
eters from both components are well estimated under all model scenarios. Given that we
are interested in the scaling and variance parameters, summaries of the intercepts have
been omitted from the body of the thesis, but may be seen in Tables C.1 and C.2 in
Appendix C.
All models tend to underestimate the spatial variability and overestimate the unstruc-
tured variability when the variance ratios are large (i.e. 7 and 10) and spatial variability
dominates the map; this is not apparent when the variance ratios are small or moderate
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(i.e. 0.8 or 1). The relative biases in the zero-inflation components tend to be smaller
(in absolute value) than in the Poisson components while the relative root mean square
errors are consistently larger. For the large variances ratios, we see both a smaller rela-
tive bias, in absolute value, and a smaller relative root mean square error for the second
outcome, where the magnitudes of the scaling parameters are large. This also holds true
in all scenarios for the unstructured variance term.
In general, for models J3 and S1, when the variance ratios are large, the increase in
the relative bias and relative root mean square error is larger than in the true models.
However, this increase is more pronounced when the two outcomes are treated as inde-
pendent, as was the case for model S1. For moderate or small variance ratios, the effect
of partially misspecifying the joint spatial structure is not as severe.
Overall, both types of partial misspecification of the joint spatial structure have a
more pronounced effect on the absolute relative bias and relative root mean square error
when the map is dominated by spatial variability. However, this increase is more severe
for the scaling parameters and unstructured variances when the outcomes are treated as
independent (model S1) than when the components are treated as independent (model
J3). This is logical as assuming independence between outcomes is essentially halving
the sample size utilized to estimate the scaling parameters.
5.4.2 Effect of Misspecification of Spatial Structure
As mentioned previously, conditional autoregressive covariance structures may be em-
ployed for the analysis of spatial data when the neighbourhood structure and therefore
the structure of the corresponding weights is not immediately obvious. For example, as
described in Section 2.4.2, for the intrinsic conditional autoregressive structure, when
employed for lattice data, the weights wii′ = 1 if region i and i
′ are neighbours and 0
otherwise. If this is the desired structure for point-referenced spatial data, the stan-
dard definition of a neighbour no longer applies. In such instances, two observations will
typically be considered neighbours if their Euclidean distance is less than or equal to
some value. Alternatively, approaches such as the weights being inversely proportional
to Euclidean distance may be employed (e.g. Earnest et al., 2007). In this section, we
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J2 J3 S1
True Value RBIAS RRMSE RBIAS RRMSE RBIAS RRMSE
Variance Ratio: 10
ξ1
√
10.00 -0.083 0.276 -0.052 0.360 -0.211 0.460
ξ2
√
10.00 -0.003 0.225 -0.046 0.267 -0.152 0.469
ν1
√
1.00 -0.141 0.212 -0.290 0.335 -0.304 0.363
ν2
√
2.00 -0.111 0.202 -0.275 0.326 -0.281 0.378
σ2h1 0.10 0.170 0.215 0.214 0.250 0.243 0.274
σ2h2 0.20 0.117 0.172 0.153 0.195 0.187 0.234
Variance Ratio: 7
ξ1
√
7.00 -0.072 0.295 -0.105 0.335 -0.189 0.429
ξ2
√
7.00 -0.045 0.272 -0.084 0.333 -0.093 0.506
ν1
√
0.70 -0.179 0.265 -0.283 0.346 -0.290 0.365
ν2
√
1.40 -0.131 0.253 -0.265 0.340 -0.246 0.352
σ2h1 0.10 0.143 0.179 0.163 0.202 0.179 0.211
σ2h2 0.20 0.087 0.152 0.114 0.172 0.130 0.184
Variance Ratio: 1
ξ1 1.00 -0.056 0.397 -0.131 0.385 -0.112 0.421
ξ2 1.00 -0.017 0.497 -0.031 0.505 -0.010 0.608
ν1
√
0.10 0.042 0.265 0.015 0.215 0.049 0.206
ν2
√
0.20 0.157 0.379 0.099 0.318 0.113 0.296
σ2h1 0.10 0.089 0.125 0.088 0.123 0.087 0.124
σ2h2 0.20 0.039 0.125 0.042 0.121 0.042 0.120
Variance Ratio: 0.8
ξ1
√
0.80 0.045 0.491 -0.012 0.419 -0.007 0.404
ξ2
√
0.80 0.059 0.485 -0.004 0.403 0.015 0.467
ν1
√
0.08 0.202 0.377 0.154 0.329 0.201 0.368
ν2
√
0.16 0.184 0.389 0.144 0.327 0.189 0.333
σ2h1 0.10 0.082 0.127 0.082 0.126 0.080 0.124
σ2h2 0.20 0.046 0.121 0.047 0.121 0.044 0.117
Table 5.7: Relative bias (RBIAS) and relative root mean square error (RRMSE) for
scaling parameters and variances from models J2, J3 and S1 at different levels of the
variance ratios.
Chapter 5 102
investigate the affect of misspecifying the spatial covariance structure in the conditional
autoregressive random effect. To do this, we simulate joint zero-inflated Poisson mod-
els with conditional autoregressive random effects having adjacency matrices based on
10 m, 25 m, 30 m and an inverse distance-based scheme. All models are fit using the
adjacency matrix with a Euclidean distance of 20 m. Therefore, for comparison, we also
simulate from the “true” neighbourhood structure of 20 m. Performance is assessed in
terms of relative bias and relative root mean square error of the parameters. Other than
the conditional autoregressive formulation, the parameter settings are identical to that
from Section 5.4.1.
The results for the scaling parameters and variances are summarized in Table 5.8.
Note that the scenarios in which the neighbourhood structure is based on a Euclidean
distance of 20 m are the same as in Table 5.7 under model J2. Regardless of the variance
ratio, the relative bias and relative root mean square error for all scaling parameters based
on a 10 m neighbourhood definition are considerably larger in comparison to the model
simulated from the 20 m neighbourhood definition and we consistently overestimate all
parameters. In the 25 m and 30 m scenarios, when the variance ratio is large, we tend to
have increased estimates of the relative bias (in absolute value) and relative root mean
square error. However, in such scenarios, this observation does not hold when the variance
ratios are small and, in fact, in some instances a slight decrease in these quantities is
observed. Finally, when the spatial covariance structure is generated from an inverse
distance weighting scheme, as with the 10 m neighbourhood structure, we observe a
positive increase in the relative bias and relative root mean square error, especially when
the variance ratios are large. Although this increase is larger than when the data are
simulated from the 25 m or 30 m neighbourhood structures, it is much smaller than the
10 m neighbourhood structure. In some instances we again observe a slight decrease in
the relative bias and relative root mean square error for the small or moderate variance
ratios. Overall, the variance parameters from the unstructured random effects tend to
be well estimated and, as in the previous simulation, we have a smaller relative bias and
relative root mean square error for the outcomes in which the true value has a larger
magnitude.
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Therefore, in situations where the variance ratio is large and the map is dominated by
spatially structured variability, care must be taken to use an appropriate neighbourhood
structure by, for example, examining a semivariogram or in-depth investigations into
the scientific contexts. Further, contrasting model fits from several covariance structures
would provide an indication as to the sensitivity of results to the assumed structure. This
is important as we showed that using an incorrect structure has the potential to induce
considerable bias and increased variance. However, this is not as great of a concern when
the spatial and unstructured variability have similar magnitudes or when unstructured
variability dominates.
5.5 Discussion
In this chapter, we presented a general modelling framework for multivariate zero-inflated
spatial processes. The utility of this model was demonstrated on two data sets: counts of
male and female lung and bronchus cancer incidence in Ontario as well as counts of lesions
and host plants from an ecological study of Comandra blister rust infection of lodgepole
pine trees in British Columbia. In these analyses, we showed that our framework allowed
us to decompose the shared spatial structure across model components within multivari-
ate outcomes and, through a comparison of model deviance information criterion, we
have an informal approach to determine if the same spatial structure is shared across
all outcomes and components. The use of a random field is an advancement over the
current models in the literature (e.g. Feng and Dean, 2012; Rathbun and Fei, 2006) as
it more closely follows the data generating process while incorporating correlation be-
tween the random field generating the counts and the observed mean count, and permits
substantial model flexibility. This is important as it has the potential to aid investi-
gators in understanding the spatial distribution of disease etiology and results in more
flexibility to detect outcome-specific hotspots and lowspots, which are often of interest
to investigators. We also showed how this approach provides a useful interpretation to
the scaling parameters in the binary component as the ratio of the standard deviation of
the spatial terms to that of the unstructured which does not lend itself to the standard
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Ratio: 10 Ratio: 7 Ratio: 1 Ratio: 0.8
RBIAS RRMSE RBIAS RRMSE RBIAS RRMSE RBIAS RRMSE
Neighbourhood Structure: ≤ 20 m
ξ1 -0.083 0.276 -0.072 0.295 -0.056 0.397 0.045 0.491
ξ2 -0.003 0.225 -0.045 0.272 -0.017 0.497 0.059 0.485
ν1 -0.141 0.212 -0.179 0.265 0.042 0.265 0.202 0.377
ν2 -0.111 0.202 -0.131 0.253 0.157 0.379 0.184 0.389
σ2h1 0.170 0.215 0.143 0.179 0.089 0.125 0.082 0.127
σ2h2 0.117 0.172 0.087 0.152 0.039 0.125 0.046 0.121
Neighbourhood Structure: ≤ 10 m
ξ1 1.497 1.539 1.678 1.724 2.084 2.178 2.144 2.262
ξ2 1.706 1.771 1.733 1.800 2.040 2.139 2.063 2.197
ν1 1.509 1.527 1.524 1.551 1.781 1.847 1.795 1.878
ν2 1.628 1.647 1.621 1.652 1.853 1.945 1.856 1.988
σ2h1 0.172 0.212 0.185 0.226 0.095 0.164 0.088 0.143
σ2h2 0.030 0.152 0.059 0.164 0.041 0.153 0.061 0.153
Neighbourhood Structure: ≤ 25 m
ξ1 -0.297 0.388 -0.368 0.449 -0.162 0.394 -0.123 0.473
ξ2 -0.285 0.371 -0.301 0.430 -0.181 0.408 -0.096 0.461
ν1 -0.377 0.406 -0.429 0.468 -0.017 0.213 0.025 0.203
ν2 -0.333 0.383 -0.350 0.405 0.067 0.309 0.127 0.398
σ2h1 0.168 0.209 0.157 0.191 0.085 0.129 0.073 0.112
σ2h2 0.104 0.184 0.082 0.165 0.033 0.114 0.043 0.135
Neighbourhood Structure: ≤ 30 m
ξ1 -0.507 0.558 -0.522 0.566 -0.205 0.423 -0.107 0.457
ξ2 -0.447 0.500 -0.465 0.545 -0.207 0.430 -0.153 0.450
ν1 -0.492 0.507 -0.505 0.529 -0.073 0.207 -0.037 0.189
ν2 -0.494 0.516 -0.484 0.518 -0.023 0.281 0.104 0.272
σ2h1 0.150 0.179 0.117 0.149 0.070 0.120 0.080 0.129
σ2h2 0.103 0.151 0.076 0.139 0.024 0.113 0.017 0.118
Neighbourhood Structure: Inverse Distance
ξ1 0.524 0.634 0.439 0.549 0.033 0.596 0.066 0.547
ξ2 0.817 0.947 0.744 0.841 0.086 0.548 0.238 0.726
ν1 0.380 0.428 0.314 0.391 0.106 0.306 0.168 0.334
ν2 0.503 0.571 0.409 0.508 0.224 0.479 0.177 0.364
σ2h1 0.241 0.271 0.246 0.278 0.130 0.161 0.110 0.158
σ2h2 0.101 0.167 0.158 0.224 0.081 0.159 0.074 0.142
Table 5.8: Relative bias (RBIAS) and relative root mean square error (RRMSE) for
scaling parameters and variances from models J2, J3 and S1 at different levels of the
variance ratios when varying the neighbourhood structure.
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logistic framework. Although we applied this to two specific zero-heavy count data sets,
we emphasize that this model is broadly applicable. For example, it could be applied
to multivariate outcomes not necessarily following the same distribution, such as under-
standing linkages between environmental outcomes and related health effects including
forest fire smoke and respiratory problems (e.g. Wan et al., 2011).
Through simulation, we investigated the effects of misspecifying the spatial structure
in two ways: first by partially misspecifying the shared structure across outcomes and
components and second by misspecifying the adjacency matrix in the conditional autore-
gressive random effects. Results from the former suggest that when maps are dominated
by spatial variability, partially misspecifying the shared structure (e.g. models J3 and
S1) results in increased relative bias and relative root mean square error in the scaling pa-
rameters. Note that larger relative biases and relative root mean square errors were seen
when excluding between-outcome correlation (model S1) than when between-component
correlation (model J3) was excluded as this was essentially halving the number of obser-
vations used in estimating the scaling parameters. Similarly for the second simulation
study, when the ratio of spatial to unstructured variability was large, we saw a consid-
erable increase in the relative bias and relative root mean square error. These studies
suggest that care must be taken to correctly identify the joint spatial and neighbourhood
structures for these types of models. This is especially important when spatial variabil-
ity dominates as results are typically more robust when the variance ratio is small or
moderate.
Where rates change over time, it would be important to incorporate temporal trends;
examples where the threshold depends on time may be rare. Though not considered here,
tests for simpler structures could also be developed based on this framework. For example,
it would be interesting to test whether the same spatial random field is generating the
multivariate outcomes.
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Future Work
In this thesis, we developed new frameworks and inference for the joint modelling of
spatial and spatio-temporal point processes. We began by developing a spatio-temporal
hierarchical cluster process for storm cell data by generalizing the Neyman-Scott process
and allowing the parents to follow a log-Gaussian Cox process. Not only did this account
for the different levels of clustering in these data, but it incorporated correlation at each
level. Joint modelling of storm cell detection (point process) and storm cell evolution
(multivariate mark process) is a challenging problem and we addressed this by modelling
the marks conditional on the events. This enabled the use of methods for point-referenced
data to account for correlation in the duration, speed and direction of these trajectories.
We also demonstrated joint modelling for multivariate zero-inflated count data arising as
a result of aggregated spatial point patterns. In this project, we incorporated correlation
between the Gaussian process assumed to generate events and mean event counts in a
flexible framework. These developments suggest many avenues for future work and we
conclude this thesis by detailing three such extensions.
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6.1 A Joint Log-Gaussian Cox Process for Multivari-
ate Aggregated Point Patterns
For a zero-inflated Poisson model, data are assumed to arise as a mixture of a point
mass at zero and a Poisson component with component membership for observations
being unobserved. The interpretation of such a model is that random variables in the
zero-inflation component, referred to as structural zeros, arise from a “perfect” state in
which positive counts cannot be observed. For counts of cancer cases aggregated by pub-
lic health unit, the assumption of an entire region being immune and hence generating a
structural zero is unrealistic. A more reasonable model would be a two-component Pois-
son mixture with the first component having a lower mean than the second, representing
regions with fewer environmental carcinogens, for example. However, with randomly
rounded public health data, the zero-inflation component serves as an approximation the
lower mean component. Future work could build on the use of a log-Gaussian Cox process
for these types of data. Li et al. (2012) utilized a log-Gaussian Cox process to model an
unobserved point process conditional on aggregated count data using a Gibbs sampling
Markov chain Monte Carlo algorithm with a data augmentation step. Extending this
idea to the joint modelling framework is of interest. Following this, we would no longer
have the zero-inflated Poisson model interpretation of the structural and random zeros.
6.2 A Composite Likelihood Approach to Parameter
Estimation of a Spatio-Temporal Point Process
As discussed in this thesis, parameter estimation for spatio-temporal point processes is
a challenging task and one which is not yet well developed. However, considerably more
effort has been devoted to parameter estimation for spatial point patterns. Guan (2006),
for example, developed a composite likelihood approach by deriving a valid density at
Chapter 6 108
locations x1 and x2 as follows:
f(x1, x2;θ) =
λ(2)(x2 − x1;θ)∫ ∫
S
λ(2)(u− v;θ)dudv
with θ representing the vector of parameters and S begin the spatial observation window.
The corresponding composite log-likelihood may then be expressed as
`(x1, x2;θ) = log
[
λ(2)(x2 − x1;θ)
]− log [∫ ∫
S
λ(2)(u− v;θ)dudv
]
.
Guan (2006) also proved that under mild conditions, this yields consistent and asymp-
totically normal estimators.
Extensions to spatio-temporal point processes may be considered by defining the den-
sity and composite log-likelihood analogously to the above with λ(2)(x1, x2;θ) being the
second-order intensity of a spatio-temporal point process and x1 and x2 being events in
space-time. For hierarchically clustered point patterns, such as our storm cell data, to
properly identify small- and large-scale clustering, the nearest neighbour distance prop-
erty may be employed, as was in done in Tanaka and Ogata (2014). Adding the additional
temporal dimension may pose challenges in implementing inferential techniques. How-
ever, this is likely a feasibly approach and could be explored as an alternative to methods
developed herein.
6.3 Joint Estimation for Spatio-Temporal Point Pro-
cesses with Evolving Marks
Developing methods to jointly estimate the parameters in a hierarchically clustered point
process with multivariate evolving marks is of interest. Models for spatio-temporal point
processes with temporally evolving marks were developed and refined in Renshaw and
Sa¨rkka¨ (2001) and Sa¨rkka¨ and Renshaw (2006) for forestry data related to tree location
and size. In the proposed process, trees or “immigrants” arrived stochastically following
a Poisson process with rate α, according to an immigration-death process with uniformly
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distributed locations, and died via a death process with a constant probability µ. The
marks were then assumed to evolve according to a deterministic growth function which,
at time t, depended on size at time t− 1, an observation-specific growth function and a
spatial interaction function. This growth function was incorporated into a Gibbs process,
characterized by the density f(ψ) = 1
V
exp {−U(ψ)} with V being the normalizing con-
stant and U(·) representing the energy function. Defined in terms of pairwise interactions,
U(·) is a function of the event locations and marks.
This type of process is both novel and interesting and could be extended to jointly
model storm cells and their corresponding trajectories, as follows: storm cells might arrive
occur according to a cluster process, rather than the Poisson process, to account for the
spatio-temporal clustering inherent in these data. Rather than having a single mark, we
would have multivariate marks for speed and direction, modelled autoregressively in space
and time with wind speed and direction included as covariates. We could also assume a
mixture distribution for the death process, where storm cells are assumed to either die
shortly after their arrival or have a duration following a time-to-event distribution, such
as the log-normal. This sophisticated analysis may pose challenges for estimation and
inference, but would be based on a conceptually appealing modelling framework.
Appendix A
Supplementary Material for Chapter
3
A.1 Storm Cell Identification and Tracking Algorithm
Storm modelling is done via the smallest and only detectable unit of a storm producing
system, termed a storm cell. At the Bismarck, North Dakota radar station, storm cell
data are collected by a Doppler radar called Weather Surveillance Radar-1988. In partic-
ular, a storm cell identification and tracking algorithm is employed for identifying storm
cells and tracking their trajectories. Johnson et al. (1998) contains a thorough descrip-
tion of this algorithm; what follows is a brief summary highlighting the key aspects as
they relate to this thesis.
In order to identify storm cells, Doppler radar uses reflectivity, measured in decibels
(dBZ). This is defined by the National Oceanic and Atmospheric Administration as the
amount of transmitted power returned to the radar after hitting precipitation. The
storm cell identification and tracking algorithm starts by identifying one-dimensional
segments, which are runs of reflectivities above 30 dBZ along a radial with 1◦× 0.54
nautical mile bins. At the 30 dBZ threshold, contiguous bins having reflectivity at or
above this value are grouped together until a smaller reflectivity is encountered; if this
value is no more than 5 dBZ below the threshold for a maximum of two adjoining bins
the process continues. When either a value more than 5 dBZ below the threshold or more
110
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than two bins having reflectivities within 5 dBZ below the threshold are encountered,
this process is terminated. A storm segment is saved if its length is greater than 1.9
km. This is repeated for reflectivities between 30 dBZ and 60 dBZ in increments of five.
Segments defined by the various thresholds may overlap, but only those with the largest
reflectivities are kept.
Two dimensional components are then constructed by merging one-dimensional seg-
ments based on spatial proximity, a process referred to as “horizontal association”. Seg-
ments are combined if they are within 1.5◦ of each other azimuthally and overlap in range
by 2 km. A component must be composed of at least two segments and have an area
larger than 10 km2. If the centre of a component of higher-reflectivity falls within an
area of lower-reflectivity, the component at the lower threshold is discarded.
Lastly, to identify three-dimensional storm cells, a vertical association is performed.
This is an iterative process beginning at the lowest elevation angle: associations are
made between components on consecutive elevation scans whose centroids are within 5
km of one another horizontally. In instances where more than one association is possible,
it is made with the two-dimensional component having the largest mass. For the non-
associated components, the search radius is increased to 7.5 km and then finally 10 km.
A cell must consist of at least two components.
Using centroid locations from the previous scan, a storm cell’s current location is
predicted based on a linear least squares fit of its speed and direction at up to eleven
previous scans, if available. For cells which were identified at the previous scan, a location
is calculated based on a default projected velocity, either from an average of all velocities
at the previous scan or based on user input. Storm cells are ranked by their intensity
as measured by their vertical integrated liquid and starting with the most intense, its
centroid is compared to all predicted centroid positions based on the previous scan. The
storm cell at the current scan which is closest (within a threshold) to its projected location
is considered to be the same observation and given the same identifier. This tracking
algorithm is then employed for all remaining storm cells in order of decreasing vertical
integrated liquid. If no projected centroids are located within a threshold range, a storm
cell is given a new unique identifier. Temporal associations are not considered if more
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than 20 minutes has elapsed between consecutive scans. For further details related to
storm cells, please see Mohee and Miller (2010) who developed a climatology of North
Dakota thunderstorms between 2002 and 2006 at three radar stations.
A.2 Verification of Campbell’s Theorem
Theorem A.2.1. Suppose g(y) and h(y) are probability density functions, with h(y)
bounded, and Λ(y) is a random nonnegative function with bounded expectation. If, con-
ditional on Λ, Y is an inhomogeneous Poisson process with intensity Λ(y), then
1.
E
 ∑
j:yj∈Y
g(yj)|Λ
 = ∫ g(y)Λ(y)dy, w.p. 1. (A.1)
2.
E
 ∑
j:yj∈Y
g(yj)h(yj)|Λ
 = ∫ g(y)h(y)Λ(y)dy, w.p. 1. (A.2)
Proof. The conclusion of this theorem follows from an application of Campbell’s theorem
(Daley and Vere-Jones, 2003), applied to the elements of the probability space on which
Λ(y) is defined, subject to verification that the following condition holds, with probability
1: ∫
min(|g(y)|, 1)Λ(y)dy <∞. (A.3)
Indeed, if we take the expectation of the left hand side of (A.3), apply Tonelli’s theorem
(Jacod and Protter, 2000), which holds, since the integrand is nonnegative, note that
min(|g(y)|, 1) ≤ g(y)
for all y, and observe that E[Λ(y)] ≤ L, for some positive constant L, we have
E
[∫
min(|g(y)|, 1)Λ(y)dy
]
≤
∫
g(y)E[Λ(y)]dy ≤ L
∫
g(y)dy = L <∞.
The result at (A.1) now follows.
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Furthermore, boundedness of h(y) by B, say, implies that
E
[∫
min(|g(y)h(y)|, 1)Λ(y)dy
]
≤ BE
[∫
min(|g(y)|, 1)Λ(y)dy
]
≤ LB <∞
from which we deduce (A.2).
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These are a sequence of figures representing the partial effects for the models developed
in Chapter 4. Although these figures are not of great importance to our discussion of the
results, we have included them for completeness.
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Figure B.1: Estimated spatio-temporal partial effect on select days for the location pa-
rameter in the duration component from April 2003.
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Figure B.2: Estimated spatial partial effect for the scale parameter in the duration
component from April 2003.
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(a) Spatial partial effect.
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(b) Temporal partial effect.
Figure B.3: Estimated spatial and temporal partial effects for the location parameter in
the speed component from April 2003.
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Figure B.4: Estimated spatial partial effect for the scale parameter in the speed compo-
nent from April 2003.
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Figure B.5: Estimated spatio-temporal partial effect on select days for the location pa-
rameter in the direction component from April 2003.
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Figure B.6: Estimated spatio-temporal partial effect on select days for the location pa-
rameter in the duration component from May 2003.
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Figure B.7: Estimated spatio-temporal partial effect on select days for the location pa-
rameter in the speed component from May 2003.
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Figure B.8: Estimated spatio-temporal partial effect on select days for the scale parameter
in the speed component from May 2003.
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Figure B.9: Estimated spatio-temporal partial effect on select days for the location pa-
rameter in the direction component from May 2003.
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Figure B.10: Estimated spatio-temporal partial effect on select days for the scale param-
eter in the direction component from May 2003.
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Figure B.11: Estimated spatio-temporal partial effect on select days for the location
parameter in the duration component from June 2003.
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Figure B.12: Estimated spatio-temporal partial effect on select days for the location
parameter in the speed component from June 2003.
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Figure B.13: Estimated spatio-temporal partial effect on select days for the scale param-
eter in the speed component from June 2003.
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Figure B.14: Estimated spatio-temporal partial effect on select days for the location
parameter in the direction component from June 2003.
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Figure B.15: Estimated spatio-temporal partial effect on select days for the scale param-
eter in the direction component from June 2003.
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Figure B.16: Estimated spatio-temporal partial effect on select days for the location
parameter in the duration component from July 2003.
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Figure B.17: Estimated spatio-temporal partial effect on select days for the location
parameter in the speed component from July 2003.
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Figure B.18: Estimated spatio-temporal partial effect on select days for the scale param-
eter in the speed component from July 2003.
Appendix B 132
100 200 300 400 500 600
4900
5000
5100
5200
5300
5400
UTM X
UT
M
 Y
 
0.2
 
 0.3 
 
0.3
 
 0.4 
 0.4 
 0.5 
 0.5 
 0.6 
 
0.6 
 
0.7 
 0.7 
 
0.8 
July 2
100 200 300 400 500 600
4900
5000
5100
5200
5300
5400
UTM X
UT
M
 Y
 
−
0.3
5  −
0.
3 
 
−
0.2
5 
 
−
0.2
  −
0.1
5 
 
−0.1 
 −0.1 
 
−
0.0
5 
 −0.05 
 0 
 0 
 0.05 
 0.05 
 0.1 
 0.15 
 
0.2 
July 4
100 200 300 400 500 600
4900
5000
5100
5200
5300
5400
UTM X
UT
M
 Y
 
−
0.4 
 
−
0.3
 
 
−
0.3 
 
−
0.
2 
 
−
0.2 
 
−
0.1
 
 −0.1 
 
0 
 0 
 
0.1
 
 0.1 
 0.2 
 0.2 
 
0.3 
 0.3 
 
0.4 
 0.5 
 0.6 
 0.7 
July 6
100 200 300 400 500 600
4900
5000
5100
5200
5300
5400
UTM X
UT
M
 Y
 −0.6  −0.5 
 −0.4  −0.3 
 
−0.2 
 
−0.2 
 
−0.1 
 −0.1 
 0 
 0 
 0.1 
 0.1 
 0.2 
 0.2 
 
0.3 
 0.3 
 
0.4
 
 0.4 
July 8
100 200 300 400 500 600
4900
5000
5100
5200
5300
5400
UTM X
UT
M
 Y
 
−
0.8 
 
−0.6  −
0.4 
 
−0.2  
0  0.2 
 0.4 
 0.6 
 
0.8 
 1 
 
1.2 
July 10
100 200 300 400 500 600
4900
5000
5100
5200
5300
5400
UTM X
UT
M
 Y
 
−
1.2  −1
 
 
−0.8  −0.6
 
 
−
0.4  −0.2 
 0 
 
0 
 0.2 
 
0.2 
 0.4 
 0.6 
 0.8 
 1 
 1.2 
July 12
100 200 300 400 500 600
4900
5000
5100
5200
5300
5400
UTM X
UT
M
 Y
 
−
0.3 
 
−
0.2
5 
 
−0.2 
 
−0.15 
 
−
0.15 
 −0.1 
 −0.1 
 
−
0.05 
 −0.05 
 0 
 0 
 0.05 
 0.1 
 0.15 
 0.2 
July 14
100 200 300 400 500 600
4900
5000
5100
5200
5300
5400
UTM X
UT
M
 Y
 
−
0.6 
 
−
0.5
 
 −0.4 
 
−
0.3
 
 
−
0.3 
 −0.2 
 
−
0.1 
 
−
0.1 
 
−
0.1 
 0 
 0 
 0.1 
July 16
100 200 300 400 500 600
4900
5000
5100
5200
5300
5400
UTM X
UT
M
 Y
 
−0.35 
 −0.3 
 
−
0.2
5 
 
−0.2 
 −0.2  −0.15 
 −0.15 
 −0.1 
 −0.05 
 0 
 0.05 
 0.1 
July 18
100 200 300 400 500 600
4900
5000
5100
5200
5300
5400
UTM X
UT
M
 Y
 
−0.5 
 −0.4 
 −0.4 
 −0.3 
 −0.3 
 −0.2 
 
−
0.2 
 
−
0.1 
 
0 
 
0.1 
July 20
100 200 300 400 500 600
4900
5000
5100
5200
5300
5400
UTM X
UT
M
 Y
 −2.5 
 −2 
 −1.5 
 −1 
 −0.5 
 
0 
 0 
July 22
100 200 300 400 500 600
4900
5000
5100
5200
5300
5400
UTM X
UT
M
 Y
 −1.5 
 −1 
 −0.5 
 −0.5  −0.5 
 0 
 0.5 
 1 
 
1.5 
July 24
100 200 300 400 500 600
4900
5000
5100
5200
5300
5400
UTM X
UT
M
 Y
 −0.4 
 
−
0.3
5 
 −0.3  −0.25 
 
−
0.2 
 −0.15 
 −0.1 
 
−
0.1  −0.05 
 −0.05 
 −0.05 
 
0 
 0 
 0 
 0.05  0.05 
 0.1 
 
0.1 
 0.1 
 0.15 
 
0.15 
 0.15 
July 26
100 200 300 400 500 600
4900
5000
5100
5200
5300
5400
UTM X
UT
M
 Y
 −0.9 
 
−
0.8 
 
−
0.8
 
 −0.7 
 
−
0.7
 
 
−
0.6 
 
−
0.6 
 −0.5 
 
−
0.5
 
 −0.4 
 
−
0.4 
 −0.3 
 
−
0.3 
 −0.2 
 −0.2 
 −0.2 
 −0.1 
 
−0.1 
 
−0.1 
 0 
 0 
 0.1 
July 28
100 200 300 400 500 600
4900
5000
5100
5200
5300
5400
UTM X
UT
M
 Y
 
−0.3  −0.25 
 
−
0.2 
 
−0.2 
 −0.15 
 −0.15 
 
−0.1 
 −0.05  0 
 
0.0
5 
 
0.1 
 
0.1
5 
 
0.2 
 
0.25
 
 
0.3 
 
0.35
 
July 30
Figure B.19: Estimated spatio-temporal partial effect on select days for the location
parameter in the direction component from July 2003.
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Figure B.20: Estimated spatio-temporal partial effect on select days for the scale param-
eter in the direction component from July 2003.
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Figure B.21: Estimated spatio-temporal partial effect on select days for the location
parameter in the duration component from August 2003.
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Figure B.22: Estimated spatio-temporal partial effect on select days for the location
parameter in the speed component from August 2003.
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Figure B.23: Estimated spatio-temporal partial effect on select days for the scale param-
eter in the speed component from August 2003.
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Figure B.24: Estimated spatio-temporal partial effect on select days for the location
parameter in the direction component from August 2003.
Appendix C
Supplementary Material for Chapter
5
These tables summarize the simulation study results for the threshold and intercept
parameters in Sections 5.4.1 and 5.4.2 of Chapter 5. As our main interest in these
simulation studies was in the relative bias and relative root mean square error of the
scaling and variance parameters, these results have been omitted form the body of the
thesis. They have been included here for completeness.
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J1 J2 S1
True Value RBIAS RRMSE RBIAS RRMSE RBIAS RRMSE
Variance Ratio: 10
τ1 -0.50 -0.034 0.152 -0.020 0.179 -0.046 0.182
τ2 0.15 0.029 0.435 0.026 0.430 0.018 0.433
β1 3.50 0.001 0.007 0.014 0.015 0.005 0.009
β2 3.00 0.002 0.016 0.036 0.038 0.013 0.024
Variance Ratio: 7
τ1 -0.50 0.027 0.148 0.024 0.152 0.018 0.160
τ2 0.15 0.024 0.463 0.023 0.461 0.034 0.476
β1 3.50 0.001 0.007 0.009 0.011 0.003 0.008
β2 3.00 0.001 0.016 0.025 0.028 0.006 0.019
Variance Ratio: 1
τ1 -0.50 0.002 0.107 0.0001 0.104 0.003 0.102
τ2 0.15 -0.015 0.396 -0.015 0.394 -0.007 0.397
β1 3.50 -0.001 0.006 0.001 0.006 -0.001 0.006
β2 3.00 -0.003 0.013 0.003 0.012 -0.003 0.013
Variance Ratio: 0.8
τ1 -0.50 0.005 0.120 0.002 0.121 0.005 0.120
τ2 0.15 -0.009 0.347 -0.011 0.346 -0.008 0.345
β1 3.50 -0.002 0.007 -0.0002 0.006 -0.002 0.007
β2 3.00 -0.004 0.012 0.002 0.012 -0.004 0.013
Table C.1: Relative bias (RBIAS) and relative root mean square error (RRMSE) for
intercept and threshold parameters from the simulation study in Section 5.4.1.
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Ratio: 10 Ratio: 7 Ratio: 1 Ratio: 0.8
RBIAS RRMSE RBIAS RRMSE RBIAS RRMSE RBIAS RRMSE
Neighbourhood Structure: ≤ 20m
τ1 -0.034 0.152 0.027 0.148 0.002 0.107 0.005 0.120
τ2 0.029 0.435 0.024 0.463 -0.015 0.396 -0.009 0.347
β1 0.001 0.007 0.001 0.007 -0.001 0.006 -0.002 0.007
β2 0.002 0.016 0.001 0.016 -0.003 0.013 -0.004 0.012
Neighbourhood Structure: ≤ 10m
τ1 -0.048 0.241 0.061 0.237 0.051 0.156 0.024 0.169
τ2 0.127 0.789 -0.032 0.616 0.061 0.481 -0.002 0.395
β1 0.001 0.012 0.001 0.011 -0.002 0.008 -0.0005 0.007
β2 -0.010 0.026 -0.007 0.022 -0.004 0.021 -0.005 0.016
Neighbourhood Structure: ≤ 25m
τ1 0.001 0.150 -0.014 0.123 0.011 0.133 0.046 0.135
τ2 0.052 0.360 0.004 0.407 -0.036 0.392 0.045 0.419
β1 0.002 0.008 0.001 0.006 -0.003 0.006 -0.001 0.005
β2 0.004 0.016 0.004 0.012 -0.005 0.015 -0.005 0.012
Neighbourhood Structure: ≤ 30m
τ1 -0.015 0.128 0.016 0.128 0.021 0.129 0.018 0.117
τ2 -0.058 0.416 0.035 0.436 0.043 0.406 0.026 0.375
β1 0.002 0.007 0.001 0.006 -0.001 0.006 -0.002 0.006
β2 0.005 0.014 0.002 0.013 -0.005 0.013 -0.003 0.013
Neighbourhood Structure: Inverse Distance
τ1 -0.006 0.146 -0.037 0.127 -0.016 0.126 -0.016 0.122
τ2 0.043 0.566 0.094 0.491 -0.013 0.358 -0.052 0.340
β1 0.006 0.010 0.005 0.009 0.001 0.005 0.001 0.006
β2 0.002 0.021 0.003 0.019 0.003 0.013 0.001 0.012
Table C.2: Relative bias (RBIAS) and relative relative root mean square error (RRMSE)
for intercept and threshold parameters from the simulation study in Section 5.4.2.
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