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Fakultete za računalnǐstvo in informatiko Univerze v Ljubljani. Za objavo in
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na podlagi korpusov leposlovnih besedil v slovenščini in angleščini zgradite
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Naslov: Generiranje zgodbe v tekstovni igri z nevronskimi mrežami
Avtor: Alen Herceg
V diplomski nalogi smo se lotili uporabiti nevronske mreže za generiranje
naključnih zgodb. Te zgodbe so se uporabile v tekstovni igri, kjer je lahko
uporabnik igral skozi naključno zgodbo z neskončno načinov igranja. Model,
ki je bil uporabljen za generiranje besedila, je GPT-2, sama tekstovna igrica
pa je bila narejena v obliki spletne aplikacije, ki uporablja računalnik v oblaku
za shranjevanje ter uporabljanje samega modela. Za učenje modela smo
uporabili angleške knjige raznih zvrsti. Rezultati diplomske naloge je igra,
kjer se za vsako igro generira nova zgodba ter uporabnik lahko igra od začetka
do konca brez težav. S tem smo pokazali potencial nevronskih mrež v igricah
ter možno uporabo.
Ključne besede: Generiranje zgodbe, tekstovna igrica, nevronske mreže.

Abstract
Title: Generating gameplay story with neural network in a text-based game
Author: Alen Herceg
In our thesis, we set out to use neural networks to generate random stories.
These stories were used in a text game where the user could play through a
random story with endless gameplay possibilities. The model used to gen-
erate the text is GPT-2, and the text adventure is made as a simple web
application, which implements cloud services for computing and storage of
the models. To train the model, we used English literature from various
sources. The result of the thesis is a game where a new story is generated for
each game and the user is able to play the game from start to finish without
any problems. This use case shows the potential of neural networks in games.




Tekstovne igrice so bile ene prvih žanrov igric in so nastale okoli leta 1975
z igro Colossal Cave Adventure. Bile so prve igre, ki so omogočile vstop
v drugi svet, kjer je uporabnik igral skozi zgodbo in vplival na svet v igrici.
Lahko bi rekli, da je uporabnik vplival na zgodbo v igrici. Prvotni videz
igric je bila preprosta ukazna vrstica, kjer je uporabnik vpisoval ukaze, ki
mu jih je igrica v vsakem stanju razložila in ponudila. Zgradba teh igric je
bila preprosta. Uporabnik je moral v namǐsljenem svetu opraviti nalogo, ki
mu je zadana na začetku igrice. Uporabnik je končal nalogo v igrici tako,
da je vpisal pravilni vrstni red ukazov, da je prǐsel do cilja ter rešil razne
uganke v igrici. Igra se je končala, ko je uporabnik rešil nalogo, ki mu je bila
zastavljena na začetku igre.
Z napredkom tehnologije so se tudi igrice izbolǰsale in napredovale. Teks-
tovne avanture so postale 2D avanture, kjer je uporabnik lahko videl, kaj
se dogaja v igrici s pomočjo sličic in animacij. Uporabnik ni več pisal v
ukazno vrstico, temveč je s pomočjo mǐske izbiral možne akcije, ki jih je
lahko lik v igri naredil. Ta tehnologija je uporabniku omogočila raziskovanje
namǐsljenega sveta ter ni več potrebovala ogromnih količin besedila, da opǐse
videz sveta. Vizualni dodatek v igri je pripomogel, da so igralci takšne igre
bolǰse sprejeli. V tem času so nastale ene najbolj priljubljenih pustolovskih
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igric, kot so Fellowship of the Ring in The Secret of Monkey Island,
katere grafično podobo lahko vidimo na sliki 1.1.
(a) Slika zaslona igre
”Fellowship of the Ring”
(b) Slika zaslona igre ”The
Secret of Monkey Island”
Slika 1.1: Primeri tekstovnih ter 2D pustolovskih igric
Kasneje so se razvile 3D avanture, kjer lahko s pomočjo še noveǰse tehnologije
naredimo neverjetno lepe svetove, ki vsebujejo zapletene zgodbe in več nalog
poleg glavne naloge, ki pomagajo razširiti svet ter like v njemu. Z napred-
kom tehnologije se je izbolǰsala kakovost grafične podobe igric, zgodbe pa se
še vedno pripravljajo na isti način. Še vedno rabimo pisatelje, da ustvarijo
zgodbo, like, lokacije, itd. S tem ni nič narobe, saj nam igrice še vedno ponu-
jajo čudovite zgodbe, ne samo kot gledalcu, temveč tudi kot glavnemu liku.
Se je pa vsak del pustolovskih iger razvil in napredoval, razen zgodbe.
Zgodba je poseben element v igricah, ki smo ga ljudje do sedaj težko računalnǐsko
izbolǰsali ali nadgradili. Da se ustvari izjemno dobra zgodba, je potrebna
samo ena oseba, ki ve sestavljati zgodbe. Pri tem lahko postavimo vprašanje,
kaj bi se zgodilo, če bi zgodbe sestavljal računalnik in ne človek. Nekoč to ni
bilo mogoče, a se dandanes s tem problem ukvarja vedno več raziskovalcev.
V današnji dobi tehnologije si vedno več pomagamo z nevronskimi mrežami.
Pri igricah se to vidi v strateških igricah, kjer uporabljajo nevronske mreže,
da naučijo model igrati igrico z vsemi orodji, ki jih ima na razpolago človeški
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uporabnik, da tekmuje proti človeku in ga premaga [12]. Raziskovalci so že
začeli uporabljati nevronske mreže v tekstovnih igricah za generiranje zgodb,
a ker je ta tehnologija še vedno zelo nova, je to težko pripraviti za širšo pu-
bliko.
V diplomski nalogi bomo uporabili nevronske mreže, da generiramo zgodbo
ter da igramo skozi to zgodbo v tekstovni igrici, kjer bo uporabnik lahko
vpisal naključno zaporedje ukazov v vsakem stanju in se bo zgodba pri-
lagodila ter usmerila uporabnika do zaključka zgodbe. Namen diplomske
naloge je nadgraditi obstoječo uporabo nevronskih mrež v tekstovnih igrah,
da pokažemo njihovo možno uporabo ne samo v tekstovnih igricah, temveč
tudi v drugih iteracijah pustolovskih igric. To znanje se bo potencialno dalo
porabiti tudi pri generiranju drugih elementov poleg zgodb in nalog, kot so
slike, liki, dialog itd.
V nadaljevanju bomo pregledali področje, kdo se je že lotil reševati tega
problema in na kakšne načine so se ga lotili. Ogledali si bomo model ter nje-
gove lastnosti in uporabo. Potem si bomo zastavili pravila igrice ter točno
določili, kaj in kako bomo naredili. V 5. poglavju se bomo lotili učenja mo-
dela z izbrano podatkovno zbirko ter generiranja zgodbe. Nato bomo šli skozi
proces ustvarjanja tekstovne igrice ter integrirali model v samo igrico. Na




Na področju generiranja zgodb je bilo narejenega že dosti dela. Dober primer
generiranja zgodb so pokazali Ammanabrolu et al., ki so ustvarili dva modela
generiranja nalog za tekstovno igrico [2]. Modele so testirali tako, da so jih
uporabili za generiranje preproste naloge, kjer mora uporabnik v hǐsi poiskati
sestavine za določen recept. Prvi model za generiranje naloge uporablja Mar-
kovske mreže, kjer se izračuna utež med vsemi sestavinami. Vǐsja kot je utež
med dvema sestavinama, bolj je verjetno, da se bosta uporabljali v določenem
receptu. Drugi model je kombinacija dveh modelov: prvi je 4-slojni LSTM
(angl. Long short-term memory), ki generira sestavine, drugi pa je model
GPT-2 (angl. Generative Pre-trained Transformer 2), ki generira recepte na
podlagi že generiranih sestavin. Te recepte so vnesli v TextWorld [3], da so
generirali tekstovno igrico, ki so jo uporabniki igrali ter nato ocenili kakovost
celotne igre.
Izvedene so bile tudi raziskave o generiranju kratkih zgodb na podlagi ključnih
besed [6]. Uporabili so hierarhične modele, kjer so najprej generirali poziv, ki
opisuje temo generirane zgodbe ter se na podlagi poziva prilagaja tekom gene-
riranja. Model temelji na modelu seq2seq (angl. sequence to sequence) [14],
vendar so morali model učiti na podlagi prej naučenega modela istega tipa.
To so dosegli s fuzijo [13] teh dveh modelov, kjer se model izbolǰsa nad
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preǰsnjim tako, da se osredotoči na povezavo med pozivom in zgodbo.
Ena bolj zanimivih raziskav, narejena na tem področju, je bila generira-
nja zgodb brez predhodnega znanja o določeni temi [10]. Ustvarili so odprt
generator zgodb, ki lahko avtonomno ustvari zgodbe o kateri koli temi brez
predhodnega domenskega modela. Model pa deluje tako, da najprej iz prosto
dostopnih korpusov ustvari nov domenski model. Ta model je osnova za vse
zgodbe, ki se bodo generirale kot rezultat modela, vsebuje pa opis predvide-
nega sveta, ki vsebuje tudi like, predmete, lokacije. Opisujejo tudi dejanja,
ki jih lahko entitete uporabijo, da spremenijo svet. Ta model je potem pri
vsakem generiranju čisto nov in unikaten tej specifični iteraciji generiranja.
Generiranje se potem začne na podlagi domenskega modela ter kriterija ka-
kovosti zgodbe, kjer generiranje zgodbe vsebuje lokacije, like ter akcije, ki so
vsebovani v domenskem modelu.
Najbolj zanimivo delo, ki deluje kot navdih za to diplomsko nalogo, je pro-
gram AI Dungeon 1, ki ga je naredil Nick Walton. Walton je naredil tekstovno
igrico, kjer lahko s pomočjo modela GPT-2 generira novo stanje zgodbe na
podlagi vnosa uporabnika kot odziv na predhodno stanje. Na začetku igre
lahko uporabnik izbere okvirno temo zgodbe ali pa opǐse v nekaj stavkih po-
ljubno temo. Model potem na podlagi teme generira začetno stanje zgodbe v
obliki stavka. Model ne ve celotne zgodbe, ko generira prvotni stavek. Upo-
rabnik lahko nato napǐse kar koli želi kot odziv na generirano stanje, model
pa bo poskusil na podlagi vnosa uporabnika sestaviti najbolj logično nadalje-
vanje zgodbe. To se ponavlja, dokler uporabnik ne konča igre oziroma dokler
model ne začne generirati nerazločnih stavkov ter se začne ponavljati.
Igra generira svoje stavke s pomočjo modela GPT-2 ter se sproti uči z vsako
igro, ki jo uporabniki končajo. To pomeni, da je sposobnost za izbolǰsavo in
učenje iz preteklih iger odvisna od uporabnikov ter kakovosti posamezne igre.
1https://play.aidungeon.io/
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Če bi uporabniki v samo igro pisali nesmiselne stavke, je velika verjetnost, da
bi si model to zapomnil ter uporabil v drugi igri v prihodnosti. Zelo redki so
primeri, kjer se igra v prvih nekaj korakih pokvari tako, da se izpis začne po-
navljati. To je posledica kombinacije modela ter učenja na preteklih igrah.
Seveda je takšnih zelo malo iger. AI Dungeon se je nenehno nadgrajeval
tako samostojno kot s pomočjo razvijalcev. V času pisanja diplomske naloge
so razvijalci dobili dostop do nove verzije modela, torej GPT-3, katerega so





Model, ki ga bomo uporabljali za razvoj igrice, se imenuje GPT-2 (angl.
Generative Pre-trained Transformer 2) [11]. Razvili so ga v podjetju Ope-
nAI z namenom, da napove naslednjo besedo na podlagi 40 GB podatkov,
pridobljenih iz spleta. GPT-2 je ogromen jezikovni model z 1,5 milijarde
parametrov, naučen na podatkovni zbirki, ki vsebuje 8 milijonov spletnih
strani. Parametri so rezultat učenja na učnih podatkih, ki se uporabijo pri
generiranju besedila. Naučen je napovedovati naslednjo besedo na podlagi
vseh preǰsnjih besed v določenem tekstovnem dokumentu.
Glede na uporabljeno podatkovno zbirko za učenje modela lahko generira
veliko količino besedila z visoko mero kakovosti [9, 8]. V članku, kjer so
raziskovalci predstavili model GPT-2, so primerjali sposobnosti novega jezi-
kovnega modela z obstoječim modelom BERT [5], katerega je premagal, ne




Na začetku GPT-2 ni bil odprto dostopen v celotni obliki zaradi skrbi, da
bodo ljudje zlorabljali model za generiranje lažnih besedil, ki lahko povzročijo
nemir na več področjih, najbolj pa raziskovalnih ter političnih. Ker pa so
še vedno želeli, da ljudje uporabljajo GPT-2, so ga razdelili na več delov z
manǰsim številom prametrov. To so majhna (124 milijon), srednja (334 mili-
jon) in velika (776 milijon) različica modela. Začeli so z majhno različico in ko
so videli, da publika ne zlorablja modela, so posredovali v javnost naslednjo
različico in tako naprej. Čez čas so omogočili, da lahko tudi popolni model
z 1,5 milijarde parametrov uporabljajo vsi, ki si to želijo. Kot zanimivost –
sedaj je isto podjetje ustvarilo novi model, imenovan GPT-3, ki je nadgra-
dnja preǰsnjega modela, in vključuje 175 milijard parametrov, 100-krat več
kot preǰsnji največji model.
3.2 Arhitektura
Arhitektura v modelu GPT-2 je osnovana na obstoječih tehnologijah, seveda
s svojo implementacijo teh tehnologij in veliko količino učnih podatkov, da so
uspeli narediti jezikovni model, ki je lahko uporabljen za generiranje besedila
v mnogih situacijah. Glavni razlogi za ta dosežek so bili količina prvotnih
učnih podatkov, ki je bila 42 GB besedila, zbrana iz interneta; postopek
tokenizacije, ki omogoči modelu interpretacijo besedila pri vhodu ter med
generiranjem, in glavna tehnologija generiranja, ki temelji na Transformerjih
(angl. Transformer) [15], s katerimi lahko model razume povezave med be-
sedami ter se odloči z naslednjo generirano besedo.
3.2.1 Tokenizacija
Prvi glavni princip, ki se uporabi v modelu, je tokenizacija (angl. Tokeni-
zation). To je pristop, ki jezikovnim modelom omogoči prepoznavanje besed
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oziroma delov besed ter njihovo uporabo v nadaljnjih procesih.
Slika 3.1: Prikaz tokenizacije stavka
Na sliki 3.1 lahko vidimo zelo preprost primer, ki demonstrira postopek to-
kenizacije v modelu. V kontekstu modela je token enak eni besedi oziroma
korenu besede. Če upoštevamo, da je stavek na sliki 3.1 vhodni podatek
za model, bi model s tokenizacijo porazdelil besede v stavku ter jim podelil
numerično vrednost od ena naprej. Če se beseda v stavku ponovi, dobi po-
deljeno isto vrednost kot jo ima prva pojavitev iste besede. Nekatere besede
v stavku so dodatno razdeljene na koren in preostanek besede, saj so lahko
koreni drugih besed. Model uporabi te vrednosti kasneje, ko se odloča za
zaporedje generiranih besed.
Ko je celotno vhodno besedilo pretvorjeno v zaporedje številk, se vsaka
številka pretvori v vektor. Ta vektor vsebuje položaj same besede relativno
na druge besede ter vrednost besed, ki so sosedne tej določeni besedi. Ta
vektor omogoči modelu sklepanje, katera beseda bo naslednja pri generira-
nju glede na vsebino vektorja.
3.2.2 Dekodirni blok
Navadni Transformerji vsebujejo kodirne in dekodirne bloke, vendar imple-
mentacija od GPT-2 vsebuje samo dekodirne bloke. Podobna arhitektura je
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že bila zastavljena v članku, kjer so naredili jezikovni model, ki napove eno
črko vnaprej, da sestavlja besede [1]. Ti dekodirni bloki so ključni za uspeh
samega modela. Blok je sestavljen iz dveh slojev, to so MSA (angl. Masked
Self-Attention) ter FFNN (angl. Feed Forward Neural Network) [7]. Na sliki
3.2 lahko vidimo postavitev teh dveh slojev.
Slika 3.2: Prikaz delovanja dekodirnega bloka ter njegovih komponent
Na sliki 3.2 vidimo, kako bi navidezno potekal korak generiranja naslednje
besede. Dekodirni blok dobi za vhod besedo ‘next‘, ki je med tokenizacijo
pretvorjena v vektor, na sliki prikazan kot puščica, ki hrani relevantno vre-
dnost. Ta vektor potem deluje kot vhod za vsak sloj v dekodirnem bloku,
kjer se na njega doda vrednost iz slojev MSA ter FFNN. Na koncu, ko vektor
preide skozi vse dekodirne bloke v modelu, pride na izhod beseda. V primeru
slike bi to bila beseda ‘word‘.
Pristop MSA, ki so ga kot prvi uporabili raziskovalci pri izdelavi modela,
se uporablja na začetku dekodirnega bloka, da zamaskira vse nadaljnje to-
kene. To naredi zato, da se ne uporablja vrednost desnega soseda trenutnega
tokena, ki vstopa v blok pri kalkulaciji naslednjega rezultata. Lahko uporabi
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samo trenutni ter predhodne tokene, ki so del vhoda. Rezultat tega sloja se
pošlje v naslednji sloj, ki je FFNN, da se odloči za naslednji token. Izhod
tega bloka se pošlje naprej v naslednji dekodirni blok in to traja, dokler ne
pridemo do konca zadnjega bloka. To se ponovi za vsak vhodni podatek ter
za vsako besedo, ki jo generira model.
3.3 Koraki generiranja
Opisali bomo korak generiranja modela, ki vključuje ugibanje naslednje be-
sede v zaporedju. Upoštevali bomo, da je model sredi procesa generiranja,
kar pomeni, da so notri že generirane besede. Za vhod nismo podali nobene
predpone, vsi parametri pa imajo privzete vrednosti. Parametri so naslednji:
 predpona – Začetna točka za generiranje. Ta vhodni podatek je lahko
v rezultat vključen ali pa ne.
 temperatura – Uravnava variacijo med generiranimi besedami. Vǐsja
kot je temperatura, vǐsja je variacija. Vrednost temperature mora biti
med 1 in 0, privzeto je 0,7.
 topk – S tem parametrom omejimo model, ko se odloča na naslednjo
generirano besedo, naj izbere eno od prvih k možnosti. Privzeto je
nastavljeno na 0, kar izklopi omejitev.
 topp – Deluje podobno kot topk, vendar ta omeji izbiro naslednjega
tokena na kumulativno verjetnost.
 dolžina – Dolžina izpisa, ki ga želimo. Dolžina se šteje s številom
tokenov, največje število tokenov pa je 1024.
Prikaz izvajanja lahko vidimo na sliki 3.3.
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Slika 3.3: Primer generiranja naslednje besede, kjer vhodna beseda vstopi v
Transformer in se s pomočjo dekodirnih blokov odloči za naslednjo generirano
besedo.
Model najprej vzame trenutni token, ki se je generiral, ter ga pošlje skozi
svoje dekodirne bloke, ki so vsebovani v transformerjih. V bloku se sestavi
prvotni vektor, ki vsebuje podatke o naslednji možni besedi glede na trenu-
tno in vse predhodne besede. Ko se proces konča v tem bloku, vektor potuje
v vse ostale dekodirne bloke, kjer se po vsakem bloku v vektor doda ocena
za naslednji generiran token.
Ko vektor uspešno zaključi v zadnjem dekodirnem bloku, model preveri vse
vrednosti v vektorju ter glede na vhodne parametre (topk in topp) izbere
token z najbolǰso oceno. Ko se izbere token, se ta uporabi pri izbiranju na-
slednjega tokena, če generiranju ni bila podana omejitev, koliko dolg naj je
rezultat ter če ta omejitev že ni bila dosežena. V kolikor ni bila dosežena
omejitev, se celoten proces ponovi.
V diplomski nalogi bomo imeli dodatni korak za generiranje besedila. Po
vsakem vnosu besedila s strani uporabnika se bo za predpono v jezikovni
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model uporabila zgodovina izpisa ter vneseno besedilo. Tako bomo zagoto-
vili, da v mrežo vstopijo vsi potrebni podatki, da bodo rezultati generiranja
smiselno usklajeni z zgodbo, ki se sestavlja z vsakim nadaljnjim korakom, saj
model pri generiranju nadaljnjih besed upošteva povezavo vhodnih tokenov
ter njihovo medsebojno navezovanje.
3.4 Naš pristop
Za namen diplomske naloge smo spremenili naučene parametre v samem mo-
delu, da lahko generiramo bolj natančne slovenske stavke. To je bilo ključno
spremeniti, saj brez tega ne bi mogli dobiti iz modela slovensko besedilo.
To spremembo parametrov smo dosegli z učenjem modela z slovenskimi vho-
dnimi podatki in je edina večja sprememba, ki smo jo opravili na samem
jezikovnem modelu.
Kar se tiče tokenizacije in dekodirnih blokov, nismo spreminjali ničesar, saj se
je takšna postavitev izkazala kot ustrezna za angleščino, za večje spremembe
arhitekture pa nismo imeli izkušenj. Zaradi tega so bili v našem modelu
tokeni cele besede, saj tokenizator ne zna prepoznati slovenske besede ter jo
dodatno razdeliti na koren, ker je prilagojen za angleščino.
Usposabljanje modela za osebno uporabo je zelo preprosto, saj so ga ustvar-
jalci naredili zelo uporabniku prijaznega. Težava nastopi v opremi, potrebni
za učenje teh modelov, saj večji kot je model, močneǰsa oprema je potrebna za
učenje. Na dokaj sodobnem računalniku s sodobno opremo je možno naučiti
srednji model, če pa želi uporabnik naučiti veliko različico, mora imeti do-
stop do najbolǰsih grafičnih kartic. Za popoln model potrebuje najmočneǰso
možno opremo, ki je namenjena ekskluzivno za učenje nevronskih mrež.
Za demonstracijo, koliko časa potrebuje posamezna različica modela za učenje,
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smo naredili manǰsi preskus. Za ta preskus smo uporabili računalnik v
oblaku, ki je opremljen z grafično kartico Nvidia Tesla V100 SXM2. Opre-
mljena je s 16 GB pomnilnikom HBM2 ter vsebuje 5120 grafičnih jeder in
dodatnih 640 tenzorskih jeder, ki pomagajo pri strojnem učenju. Računalnik
je dodatno opremljen s 25 GB velikim predpomnilnikom ter 147 GB spomina.
Spodnji rezultati so učenja vsake različice modela s 44 MB velikimi učnimi
podatki. Preden se je treniranje zaključilo, je moralo opraviti 1000 korakov.
Tabela 3.1: Prikaz časa učenja posamezne različice modela





V tabeli 3.1 vidimo, da je bilo vse modele, razen največjega, popolnega,
mogoče učiti z opremo, ki nam je bila na voljo. Ko smo pognali učenje
največjega modela, se učenje sploh ni začelo, vendar se je program ustavil v
pripravi modela. Ostali modeli so uspešno končali z učenjem, vendar vidimo,
da je velika različica potrebovala dosti več časa glede na ostali dve. Pomem-
ben faktor je tudi velikost učnih podatkov, saj smo za zahteve preizkusa vzeli
relativno majhno količino podatkov. Če bi imeli učne podatke, ki so velikosti
500 MB, ne bi mogli naučiti niti velikega modela, saj bi se predpomnilnik
napolnil in ne bi mogli nadaljevati s treniranjem velike različice.
Pogledali si bomo tudi razliko med posamezno različico modela. Če gledamo
število parametrov, ima majhna različica modela približno eno desetino pa-
rametrov popolne različice.
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(a) Majhna različica (b) Srednja različica
(c) Velika različica (d) Popolna različica.
Slika 3.4: Primer izpisa posamezne različice modela z vhodnim stavkom.
Na sliki 3.4 lahko vidimo izpis posamezne različice modela, kjer so imeli za
generiranje identične vhodne podatke. Primerjava različic je več ali manj
subjektivne narave, saj nimamo dobrega avtomatskega merila, da bi ocenili
kakovost generiranega besedila. Preverjamo lahko zgolj to, kako je generirano
besedilo podobno zapisu človeka, vendar moramo uporabljati iste vhodne
podatke, ker model ni determinističen pri generiranju besedila. Tako je ob
vsakem zagonu generiranja izpis drugačen, torej gre za popolnoma naključno
besedilo.
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(a) Majhna različica (b) Srednja različica
(c) Velika različica (d) Popolna različica.
Slika 3.5: Primer izpisa posamezne različice modela z naključnim izpisom.
Na sliki 3.5 lahko vidimo primere izpisov posamezne različice, kjer so vsi
modeli dobili iste vhodne podatke za generiranje besedila. Vhod, ki so ga
modeli dobili za izpis, je bil sledeč: ‘The paper was about unicorns‘. Namerno
smo pustili nedokončan vhod, tako da imajo modeli malo več svobode pri ge-
neriranju besedila. Pri teh izpisih najprej opazimo, da se stopnjuje domǐsljija
ter kompleksnost vsakega izpisa. Pri srednji različici lahko opazimo zanimi-
vost, da se proti koncu izpisa začnejo stavki ponavljati. Iz teh primerjav
lahko povzamemo ugotovitev, da so osnovne oblike posameznih modelov pri
generiranju besedila zelo zmogljive, če dobijo kakovostne vhodne podatke.
Poglavje 4
Pravila igre
Pravila za našo tekstovno igrico so morala biti v naprej definirana, da smo
vedeli, kaj narediti in kako. Načrtovano je bilo, da se bo naredila s progra-
mom Unity, a smo kasneje to spremenili v bolj preprosto orodje. V samo
igrico smo želeli integrirati naučen model GPT-2. Igranje bi potekalo preko
konzole, torej bi videz igre spominjal na klasične tekstovne igrice, kot so
Zork. Uporabnik naj bi upravljal igrico preko tipkovnice, torej bi vse ukaze
in možnosti zapisal v prazno polje.
Igra bi se začela v glavnem meniju, kjer bi se izpisal kratek uvod v samo
igrico, pravila igre, uporabnik pa bi imel možnost začeti igro. Igra bi se
začela tako, da uporabnik izbere temo zgodbe, skozi katero hoče igrati, lahko
pa napǐse svoj stavek s poljubno temo. Ne glede na odločitev bi model na
podlagi teme ali stavka generiral kratko zgodbo, ki bi se jo dalo v najbolǰsem
primeru končati v desetih korakih. Ko se zgodba ustvari, bo model izpisal
uvodni stavek, ki deluje kot uvod v zgodbo za uporabnika. Razloži svet ter
stanje sveta, nastavi sceno uporabniku ter mu zastavi nalogo, ki bi jo moral
opraviti. Uporabnik lahko potem prosto vpǐse kar koli želi kot pobudo za
generiranje naslednjega stanja. Lahko sledi zgodbi, ki si jo je izmislil model,
lahko bi pa nadaljeval zgodbo v poljubno smer. Poudarek je na svobodi igra-
nja ter na neskončno možnih načinih za igranje te igrice. Ko bi uporabnik
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napisal svoj ukaz, bi model na podlagi zgodovine igre ter na novo vnese-
nega stavka generiral naslednje stanje igre. Če bi uporabnik divergiral od
zgodbe, bi model poskusil usmeriti tok zgodbe nazaj proti cilju naloge, če
pa je uporabnik preveč divergiral, toliko, da se ne da več vrniti h generirani
nalogi, bi model naprej generiral naključne stavke na podlagi zgodovine brez
kakršnega koli usmerjenja k cilju naloge. Na tem mestu moramo paziti, da
se zgodba ne bi končala prehitro oziroma da se model ne bi pokvaril sredi
izvajanja. Namen uporabe modela je prilagajanje na vsako spremembo med
samim izvajanjem, da jamčimo resnično svobodo pri igranju igrice. Ta cikel
med uporabnikom in modelom bi se ponavlja, dokler se ne bi zgodil eden od
pogojev za zaključek igre.
Slika 4.1: Diagram poteka igre
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Na sliki 4.1 lahko vidimo, kako smo si zamislili potek igre. (1) Uporab-
nik napǐse stanje, kjer doseže cilj naloge. Model potem vrne konec zgodbe
in igra se konča. (2) Uporabnik sam napǐse ukaz za konec igre. S tem uka-
zom se igra takoj konča in preǰsnje generirano stanje je zadnje. (3) Model se
tekom izvajanja pokvari na primer z generiranjem nesmiselnih stavkov ali s
kroženjem pri generiranju. V tem primeru mora uporabnik sam končati igro.





Za učenje modela je bilo najprej potrebno sestaviti primerno podatkovno
zbirko. Ker smo za tekstovno igrico generirali zgodbo ter nalogo, ki je vse-
bovana v zgodbi, v slovenskem jeziku, smo morali poiskati primerne podat-
kovne zbirke za učenje. Rabili smo veliko količino ter visoko kakovostne
podatke, namenjene učenju modela. Prvi vir podatkov so bili slovenski kor-
pusi, največji je bil velik 42 GB. Korpus nam je pomagal generirati berljive,
razumljive ter visoko kakovostne stavke, vendar smo za namene diplomske
naloge potrebovali še leposlovje, saj bi brez tega težko generirali zanimive
zgodbe.
Za ta namen smo vzeli zgodbe, ki so bile objavljene na spletni strani chooseyo-
urstory 1, kjer lahko uporabniki prosto objavljajo svoje izmǐsljene zgodbe za
vse, ki jih zanima. Našli smo približno 600 zgodb, ki so bile visoko ocenjene
s strani uporabnikov, brez slovničnih napak. Vendar je težava nastopila, ko
smo poskusili dobiti te zgodbe iz spletne strani. Pridobitev ni bila enostavna,
saj so zapisane v obliki tekstovne avanture, kar pomeni, da se izpǐse le del




razpolago, da se lahko izpǐse naslednji del zgodbe, zato se ni dalo pridobiti
celotnega besedila v enotni obliki. Drugi problem je bil, da so vse te zgodbe
zapisane v angleščini, tako da smo morali tudi po tem, ko smo pridobili vse
zgodbe, te ročno pregledati in prevesti v slovenščino.
Naslednja težava s podatki se je pojavila pri korpusu. Korpus, ki smo ga ho-
teli uporabiti za diplomsko nalogo, Gigafida 2.0, ni prosto dostopen v celoti
zaradi avtorskih pravic izvornih besedil. Če želi kdo uporabljati ta korpus,
mora poslati zahtevo na Center za jezikovne vire in tehnologije, ki omogoči
dostop. Ker je bil ta korpus dokaj nov med časom pisanje te diplomske na-
loge, pravni vidiki za dostop še niso bili urejeni, zato smo se odločili uporabiti
manǰso, stareǰso obliko korpusa, ki obsega samo 15 % celotnega korpusa. Le-
poslovje je samo manǰsi del korpusa, zaradi avtorskih pravic pa so odstavki v
tej različici premešani. Dokler nismo dobili dostopa do celotnega, noveǰsega
korpusa, smo za učenje modela v slovenščini uporabili to različico.
Za prevajanje smo naredili preprost program, ki je uporabil Googlove API-
je za prevajanje iz angleščine v slovenščino. Program je knjige razdelil na
manǰse stavke ter jih prevedel. Ta proces je trajal dosti časa in prevodi so bili
zelo grobi in nenatančni. Če bi hoteli ročno popraviti vse prevode knjig, bi
potrebovali dosti časa, kar ne bi bilo optimalno, zato smo prevedli samo eno
vrsto knjig, da smo lahko natrenirali prvotni model in preverili sposobnost
takega pristopa.
5.2 Proces učenja
Za namen diplomske naloge smo raziskali možne opcije učenja novega mo-
dela. S prvo verzijo učnih podatkov, to so del slovenskega korpusa ter pre-
vedene knjige, je bilo treba poiskati način za treniranje prvotnega modela,
da ugotovimo, koliko je zanesljiva uporaba tega modela v sami igrici. Ker
je lahko učenje modela z novimi podatki zelo zahteven proces, ki potrebuje
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ogromno količino moči ter spomina, smo za prvi poskusni model vzeli naj-
manǰso možno različico modela. Za učenje smo uporabili vsa privzeta orodja,
ki jih je vseboval model, torej je postopek tokenizacije za slovensko različico
enak, kot bi bil za osnovno amerǐsko različico modela. Sumimo, da to lahko
povzroči težave pri interpretiranju besedila, vendar v času izdelave diplomske
naloge nismo našli bolǰse rešitve.
Ta model smo nato najprej trenirali s korpusom, tako da ima na razpo-
lago čim več slovenskega besednega zaklada. Po tem procesu smo nadaljevali
učenje s prevedeno zbirko knjig, da bo lahko model sestavljal stavke, ki so bolj
podobni stavkom iz kakšne zgodbe. Težava je nastopila, ko smo iskali način
za učenje tega modela, saj nismo imeli na razpolago dovolj močnih sredstev.
Rešitev smo našli v oblaku, bolj natančno v Googlovem servisu, ki ponuja
računalnǐstvo v oblaku za zahteve, kot smo jih imeli mi. Imenuje se Google
Collaboratory 2 in je servis, ki omogoča uporabo zelo močnih računalnikov v
oblaku za izvajanje zahtevnih nalog v Jupyter Notebookih.
(a) Izpis z vhodnimi podatki (b) Naključen izpis
Slika 5.1: Primer izpisa majhne različice v slovenščini
Na sliki 5.1 vidimo, da rezultati učenja najmanǰse različice modela s sloven-
skimi podatki niso bili najbolǰsi. Nadalje smo pri generiranem besedilu želeli
preveriti, koliko je to besedilo podobno slovenščini. Žal ni dosti orodij, ki bi
preverilo vsebinsko smiselnost besedila oz. ali je besedilo primerljivo z bese-
2https://colab.research.google.com/
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dilom, ki ga je napisal pismen človek. Preverili smo lahko zgolj kompleksnost
besedila, zahtevnost stavkov, koliko dolgih ter zahtevnih besed vsebuje, torej
berljivost. Berljivost posameznega izpisa smo lahko preverili s programom,
ki oceni berljivost vnesenega besedila z raznimi merili 3.
Slika 5.2: Rezultati analize generiranega besedila
V program za izračun berljivosti smo vstavili štirideset besedil – dvajset je
bilo generiranih s predpono, dvajset pa brez. Ocene berljivosti za obe vrsti
besedil lahko vidimo na sliki 5.2. Ocene nam povejo, koliko je določeno be-
sedilo berljivo v smislu zahtevnosti besedila. Merilo temelji na dveh kompo-
nentah: dolžin besed ter dolžin povedi. Nižja vrednost nakazuje bolj berljivo
besedilo, vǐsja pa manj berljivo.
Iz analize lahko razberemo, da lahko berljivost generiranega besedila brez
predpone niha med preprostim ter zahtevnim. Sumimo, da so rezultati
razpršeni zaradi nedeterministične narave jezikovnega modela. Faktor pri
teh rezultatih je lahko tudi količina učnih podatkov za učenje modela ter
količina prvotnih parametrov v majhni različici modela. Generiranje s pred-
3https://orodja.cjvt.si/berljivost/
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pono pa je ustvarilo dosti bolǰse rezultate. Pri tej analizi se je en rezultat
pomembneje razlikoval od ostalih. Program za analizo berljivosti mu je podal
oceno zahtevnosti branja z 91 odstotki. Razlog za to je lahko ne determini-
stična narava modela, kjer se lahko generirajo besedila z nizko berljivostjo,
vendar je majhna verjetnost za takšen rezultat. Za primerjavo je ocena ber-
ljivosti za besedilo, ki ga berejo otroci, 2,5 odstotka, pri odraslih pa 59,4
odstotkov.
Na podlagi podatkov lahko opazimo zanimivo dejstvo, da je s predpono gene-
rirano besedilo bolj berljivo, saj je povprečje manǰse, prav tako razpršenost
rezultatov. Sklepamo lahko, da je zaradi predpone model bolj naravno nada-
ljeval besedilo, kot pa če bi sam začel generirano besedilo. Modelu je lažje,
če že ima podlago za generiranje, kot pa če bi sam izbral prvo besedo ter
nadaljeval, saj lahko na začetku generira nesmiselno besedilo ter nadaljuje v
tej smeri, dokler ne konča.
Glavni rezultati nam lahko le povejo, kako zahtevno je vneseno besedilo
za prebrati, ne povejo pa nam, koliko je besedilo podobno slovenščini, ki
jo napǐse človeški govorec. Ne dobimo nobenih informacij o vsebinski smi-
selnosti generiranega besedila. Tudi, če bi imeli iste vhodne parametre za
generiranje besedila na drugem modelu, ne bi dobili istih rezultatov, saj mo-
del ni determinističen pri generiranju.
Ne glede na to smo poskusili naučiti srednjo različico modela z istimi učnimi
podatki, torej s korpusom in prevedenimi knjigami, ter upali, da bomo dobili
bolǰse rezultate.
Na sliki 5.3 vidimo izpis modelov srednje različice ter opazimo, da je zelo malo
razlike med majhno in srednjo različico, ko generirajo besedilo v slovenščini.
Zakaj je to tako? Najprej menimo, da je za model generiranje berljivega in
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(a) Izpis z vhodnih podatkov (b) Naključen izpis
Slika 5.3: Primer izpisa srednje različice v slovenščini
razumljivega besedila v novem jeziku zelo zahtevno, saj je bil model prvotno
izdelan za generiranje besedil v angleškem jeziku. Kot drugo menimo, da
naučeni parametri za angleščino niso najbolǰse izhodǐsče za učenje parame-
trov v slovenščini. Obstajajo primeri, kjer se je uspel model naučiti novi
jezik za generiranje besedila [4], vendar tudi tisti poskusi niso bili najbolǰsi.
Menimo tudi, da smo imeli premalo učnih podatkov za učenje. Korpus,
ki nam je na voljo, je samo majhen del celotnega korpusa, ki bi ga lahko
imeli. Vendar bi morali za dostop do celotnega korpusa čakati precej časa,
ki ga žal nismo imeli na razpolago. Prav tako prevodi knjig niso bili naj-
bolj kakovostni, saj smo jih imeli ogromno, najhitreǰsi ter najceneǰsi način
za njihov prevod pa je bil preko spletnih servisov, ki pa ne vrnejo najbolǰsih
rezultatov. Če so učni podatki nekakovostni, potem lahko sumimo, da tudi
končni rezultat, torej naučen model, ne bo kakovosten. Že samo eden od
naštetih razlogov lahko poslabša učinkovitost končnega modela, vendar smo
za naš prvi poskus pri učenju opazili, da so vsi ti razlogi vplivali na končni
rezultat.
Teh problemov nismo mogli odrešiti ter izbolǰsati končnega modela, da bi
bilo mogoče generirati besedilo v slovenščini. Zato smo se odločili, da ne
bomo učili modelov, ki generirajo besedila v slovenščini, temveč bomo upo-
rabljali osnovni jezik, ki ga že znajo, in nato samo dodatno naučili ta model
z angleškimi knjigami v izvirnem jeziku. S tem pristopom smo ugotovili, da
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smo rešili vse težave, ki smo jih imeli s slovensko različico modela, ter da bi
lahko z njim ustvarili bolj zanimivo igrico.
5.3 Spremenjen pristop
Ko smo se odločili za spremenjeno smer, smo začeli načrtovati naš novi pri-
stop do samega učenja. Ugotovili smo, da bo ta pristop dosti lažji in hitreǰsi
za izvajanje, saj ne bomo porabili dodatnega časa za prevajanje knjig v drugi
jezik. Knjige smo dobili iz spletne strani Project Gutenberg 4, ki vsebuje
ogromno zbirko prosto dostopnih knjig. Korpus Gigafida nam je omogočal
dostop do 23 milijonov besed leposlovja.
Vse knjige, ki smo jih dobili, pa so imele skupno 126 milijonov besed, kar
je dosti več kot jih je v korpusu Gigafida. Pri tem moramo upoštevati dve
stvari. Najprej to, da smo imeli dostop le do majhnega dela korpusa, tako
da je pravo število dosti manǰse. Kot drugo pa smo našli dosti knjig, kjer je
velika verjetnost, da se zelo veliko število besed ponavlja. Da bi to preprečili
smo morali kombinirati vse knjige v določenih žanrih ter odstraniti razne
dodatke, kot so kazala ter odvečna poglavja. Nekaj se je dalo avtomatizirati,
nekaj pa je bilo potrebno počistiti ročno.
Ko smo to naredili, smo lahko naučili prvotni model iz majhne različice mo-
dela. Odločili smo se uporabiti največjo zbirko knjig, ki je bila na voljo, torej
fantazijske knjige, kot osnovo za vse bodoče modele. To smo naredili zato,
ker je ta zbirka največja od vseh na voljo ter ima dosti materiala za model,
da se lahko bolje nauči sestavljati zanimive stavke ter da ima na voljo večji
besedni zaklad za ostale modele, ki bodo imeli dosti manǰse učne podatke.
S tem bomo lahko zagotovili, da bodo sestavljene zgodbe ter stavki zanimivi.
4https://dev.gutenberg.org/
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(a) Izpis z vhodnimi podatki (b) Naključen izpis
Slika 5.4: Primer izpisa majhne različice v angleščini
Na sliki 5.4 lahko vidimo, da so rezultati generiranja modela dosti bolǰsi,
ko modela ne treniramo, da generira v tujem jeziku. V tej majhni različici
modela obstajajo majhne pomanjkljivosti, na primer, da se začne ta različica
dokaj hitro in pogosto ponavljati. Prav tako smo opazili, da model ne sesta-
vlja najbolj zanimivih stavkov. S tem želimo povedati, da tudi če modelu pri
generiranju nastavimo veliko dolžino izpisa pri vhodnih podatkih, se lahko
zgodi, da rezultat generiranja ni najbolj zanimiv za branje, ne glede na vse
učne podatke, ki smo jih uporabili. To je najverjetneje posledica majhne
različice, saj ima ta majhno število parametrov glede na ostale različice.
Zaradi tega razloga smo poskusili še dodatno trenirati srednjo različico mo-
dela, da vidimo, kakšni so rezultati ter da jih lahko primerjamo s tistimi od
majhnega modela. Po treniranju smo za generiranje uporabili iste vhodne
podatke, kot smo jih pri majhni različici, ter dobili spodnje rezultate.
Na sliki 5.5 vidimo, da je rezultat generiranja na srednji različici dosti bolǰsi
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(a) Izpis z vhodnimi podatki (b) Naključen izpis
Slika 5.5: Primer izpisa majhne različice v angleščini
kot pa na majhni. Seveda ni popolno, le celoten model je lahko prǐsel bliže
človeškemu pisanju, vendar zagotovo predstavlja nadgradnjo nad majhno
različico. Večjih različic žal ne moremo trenirati, saj bi za treniranje velike
različice modela potrebovali dosti bolj napredno opremo, ki pa nam je žal





Ko smo imeli vse modele pripravljene in naučene, je bil naš naslednji korak
ustvariti samo aplikacijo, ki bo delovala kot vmesnik med uporabnikom in
modeli. Ideja aplikacije je bila, da bi bila dostopna komur koli iz kjer koli,
da je preprosta za razumevanje ter uporabo in da je čim bolj preprosta. Po-
dobna naj bi bila starim tekstovnim igricam, kjer se je celotna igrica izvaja v
ukazni vrstici. Navodila so se izpisala na zaslon, uporabniku pa so se izpisali
možni ukazi.
Na začetku smo mislili uporabiti program Unity, ki je namenjen za izde-
lavo igric vseh vrst. Med učenjem smo ugotovili, da bi ta program napihnil
našo preprosto aplikacijo z nepotrebnimi podatki, saj bi mi rabili samo uka-
zno vrstico ter komunikacijo med modeli in aplikacijo, da lahko pošiljamo
ter dobivamo podatke o generiranih stavkih. Zaradi tega smo se odločili, da
bomo naredili preprosto spletno aplikacijo, ki uporablja JavaScript, za vso
logiko v ozadju. Ta logika bi skrbela za razna stanja v igrici ter za prehajanje
med temi stanji in seveda za komunikacijo med modeli. Ko smo se odločili
za ustrezen pristop, sama vzpostavitev igrice ni bila zahtevna. Na sliki 6.1
lahko vidimo rezultat naše spletne aplikacije.
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Slika 6.1: Slika zaslona igre
Brez implementacije modelov smo imeli aplikacijo, ki je ob obisku razložila
pravila igre, uporabnik pa je lahko izbral zvrst zgodbe ter se odločil, kdaj
se zgodba zaključi. Po zaključku ima uporabnik na izbiro, da se zgodba v
celoti izpǐse na zaslon, da si prenese tekstovni dokument, ki vsebuje zgodbo,
ter da se povrne na prvotno stanje, kjer lahko začne novo zgodbo.
6.2 Implementacija modelov
Najbolj zahteven del ustvarjanja igre je bila implementacija samih mode-
lov. Če smo hoteli imeti preprosto aplikacijo, ki ni zasedala dosti prostora,
smo morali ločiti modele od aplikacije ter med njimi vzpostaviti povezavo.
Najprej smo morali poiskati mesto za modele, da smo jih lahko hranili ter
uporabili za generiranje. Da smo zadovoljili naše potrebe glede shrambe,
smo poskusili nekaj opcij. Prva opcija je bila, da bi ustvarili Docker Image,
ki bi shranil kopijo modela. Nato bi to kopijo prenesli na strežnik, kjer bi s
preprostimi spletnimi klici pošiljali ter sprejemali podatke. Mislili smo, da
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bomo lahko uporabili srednjo različico modela, ki je delovala bolje od manǰse,
vendar se je pojavila težava, da tako velika različica ne more generirati na
preprostem strežniku, zato bi potrebovali močneǰso opremo.
Druga opcija je bila, da bi ustvarili Docker Image ter prenesli to kopijo na
računalnik v oblaku, ki ga ponuja Google. Prednost te implementacije je,
da lahko brez težav ustvarimo računalnik, ki zadostuje potrebam, da lahko
generiramo stavke. Slabost pa je, da moramo uporabljati majhno različico
modela, saj druge ne moremo usposobiti na tem spletnem računalniku.
Razlog za to je omejitev na poskusni različici Google Cloud Services. Za
prvi preizkus njihovih rešitev Google ponudi uporabniku za devetdeset dni
dvesto dolarjev dobroimetja, da lahko preizkusi njihove bolj preproste rešitve,
če mu ustrezajo. Celotni spletni servis je namreč zelo obsežen in kompleksen
za nekoga, ki se nanj ne spozna. S to poskusno različico nam uspe upora-
biti majhen model, saj zanjo ni potreben posebno zmogljiv računalnik za
generiranje stavkov. Če pa želimo na oblak naložiti srednjo različico modela,
naletimo na blokade. Že srednji model zahteva, da nastavimo računalnik na
oblaku z bolj napredno opremo, ki pa nam žal ni bila na voljo v času izdelave
diplomske naloge.
Če bi želeli imeti dostop do bolǰse opreme oz. konfiguracije za spletne
računalnike, bi morali prekiniti poskusno obdobje ter aktivirati dodatne na-
stavitve, kar bi predstavljalo preceǰsen strošek, tudi z minimalno porabo
podatkov. Zaradi tega smo se potem odločili za uporabo majhne različice v
vseh primerih, saj bo dovolj za prikazati potencial umetne inteligence v video
igricah kot orodja za ustvarjanje popolnoma dinamičnih sistemov.
Ko smo se odločili, kako implementirati modele v našo tekstovno igrico, je
proces dejanske implementacije in povezovanja modelov z igrico relativno pre-
prost. Ko smo za vsak tip modela, torej avantura, western ter znanstvena fan-
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tastika, preverili berljivost ter domǐsljijo izpisov, smo naredili Docker Image,
ki je vseboval sam model ter potrebno kodo, da generira vse stavke glede
na vhodne podatke. Vhodni podatki za našo igrico pa bodo predpona, ki jo
bodo podali uporabniki, ter dolžina izpisa, kot dolžina pa je mǐsljeno število
besed v izhodu generiranja. To sta dva glavna parametra, ki najbolj vplivata
na rezultat generiranja modela. Docker Image potem objavimo na Googlov
servis ter nastavimo spletni računalnik, ki vsebuje naloženo sliko modela. Če
je nastavitev uspešna in se računalnik zažene, dobimo povezavo do spletnega
računalnika, na katerega lahko pošiljamo klice. To povezavo potem upora-
bimo v spletni aplikaciji kot naslov za pošiljanje POST-zahtevkov skupaj z




Rezultat celotne raziskave, načrtovanja in dela je prototip tekstovne igrice,
ki smo jo hoteli narediti. Uspelo nam je poiskati preproste in odprtokodne
rešitve za ustvarjanje diplomske naloge v obliki modela GPT-2, ki predstavlja
jedro celotne diplomske naloge in brez katerega vem, da bi bila celotna naloga
generiranja besedila zgodbe dosti težja. Uspelo nam je tudi poiskati dovolj
učnih podatkov v obliki angleških knjig, ki so prosto dostopne na spletu.
Našli smo tudi cenovno ugoden način za učenje modelov na spletu v obliki
Google Colaboratoryja, ki omogoči učenje zelo naprednih programov in zah-
teva zelo zmogljivo opremo, ki je vsak nima na voljo. Poleg učenja Google
ponuja druge rešitve za shranjevanje ter poganjanje računalnikov v oblaku z
zelo radodarnim obdobjem za njihov servis v oblaku z imenom Google Cloud
Services. Vsa ta sredstva in orodja smo uporabili pri izdelavi naše prototipne
igrice, ki jo gostujemo na GitLabu 1. Če pa želi kdor koli preizkusiti igrico,





Želeli smo narediti prototip tekstovne igrice, ki uporablja globoke nevronske
mreže za generiranje neskončne zgodbe v slovenščini, kjer se z vsakim vnosom
uporabnika generira novo stanje igrice. Zaradi pomanjkanja učnih podatkov
ter slabe kakovosti prevodov nismo uspeli trenirati model v slovenskem jeziku
do zadostne kvalitete. Dodaten razlog, zakaj nismo uspeli trenirati modelov
v slovenskem jeziku, je, da je osnovna oblika modela naučena v angleščini,
treniranje v drugem jeziku pa model zmede in ga lahko v celoti pokvari, kar
povzroči nesmiselnost zapisov.
Prav tako nam ni uspelo usposobiti generiranja povzetka zgodbe, ki bi de-
lovala kot začetek igre, kjer je uporabniku predstavljen svet ter cilj njegove
igre. Razlog za to je v učnih podatkih, saj nismo našli dovolj koristnih učnih
podatkov za to nalogo. Ker rabimo zelo specifično obnašanje modela, morajo
biti učni podatki natančno taki, kot želimo, da so na koncu izpisi. Ne glede
na težave, ki smo jih srečali med izdelavo diplomske naloge, nam je uspelo
sestaviti prototip igrice, ki pokaže zmogljivost nevronskih mrež v igricah
kot orodja za dodajanje dinamične vsebine. Cilj je bil pokazati generiranje
zgodbe in po mojem mnenju nam je to uspelo. Kljub temu da zelo preprosto,
pa vseeno na način, ki ima dosti potenciala za razširitev v prihodnosti.
7.2 Pomen rezultatov
Hoteli smo pokazati, kako se lahko izkoristi to napredno tehnologijo, da oživi
že dolgo izumrlo zvrst igre in to v slovenskem jeziku. Čeprav nam ni uspelo
usposobiti igrice, da bi se jo lahko igralo v slovenščini, smo še vedno lahko
pokazali zmogljivost nevronskih mrež v zelo preprostem prototipu. Ne samo
to – to nam je uspelo pokazati na način, ki je zelo preprost za reproduciranje.
Ker so vsa orodja, ki smo jih uporabili za izdelavo diplomske naloge, prosto
dostopna na internetu, jo lahko vsak raziskovalec naredi z zelo majhno inve-
sticijo lastnega denarja in časa. S tem nismo pokazali samo na zmogljivost
nevronskih mrež v igricah, temveč tudi to, da je ta tehnologija že danes do-
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stopna vsakodnevnemu uporabniku, da ustvarja nove in zanimive projekte.
Naredili smo zelo preprosto igrico, vendar se lahko ta koncept izbolǰsa in
razširi tudi na druga področja.
Naš prototip je pokazal, kako lahko vsak uporabi napredno tehnologijo za
izdelavo novih izkušenj, vendar to ni najbolǰsi primer uporabe nevronskih
mrež v tekstovnih igricah. To čast si zasluži projekt AI Dungeon, ki upora-
blja isto tehnologijo, da dosežejo to, kar smo hoteli z našo diplomsko nalogo.
V njihovi igri so pokazali moč nevronskih mrež, kjer so uporabili največjo
in najmočneǰso različico modela GPT-2. Dokazali so, da je prihodnost igric
res v umetni inteligenci, vsaj na področju pripovednǐstva v igricah. Vendar
je razlika med našim prototipom ter njihovim projektom v sredstvih, kjer
so oni morali uporabiti dosti bolj zmogljivo opremo, kot so shranjevanje ter
procesiranje na oblaku za več tisoč uporabnikov hkrati, za katero so potre-
bovali financiranje, mi pa smo uspeli narediti majhen prototip podobne igre
z dosti manj razpoložljivih sredstev.
7.3 Omejitve
Med delom na diplomski nalogi smo naleteli na dosti omejitev, zaradi katerih
smo morali spremeniti pristop ter cilje naloge. Prvo omejitev je predstavljala
težava dostopnosti primernih korpusov, saj niso zadoščali za izdelavo teks-
tovne igrice. Za to bi potrebovali dosti učnih podatkov, katerih preprosto
nismo imeli, bodisi zaradi nedostopnosti do publike bodisi zaradi dolgega
procesa potrjevanja dostopnosti za raziskavo. Tudi prevodi angleških knjig,
ki smo jih hoteli prevesti v slovenščino z uporabo orodij, niso bili natančni,
za ročno prevajanje pa bi potrebovali dosti časa, ki ga nismo imeli na voljo.
Opazili smo tudi potencialno omejitev s samim modelom oziroma učenjem
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modela, da generira besedilo v drugem jeziku. Ker je model GPT-2 naučen,
da generira besedilo v angleščini, kot učno množico ni priporočljivo upora-
bljati drugih jezikov, saj vse nadaljnje učenje temelji na osnovi že naučenega
modela. Torej tudi v primeru, če bi imeli dovolj podatkov v slovenščini, ni
nujno, da bi se model lahko naučil generirati besedilo v razločni slovenščini.
Pri bodočih raziskavah, ki želijo rešiti to omejitev, se morajo zavedati, da je
uspešnost odvisna od količine dostopnih učnih podatkov ter da bo potreb-
nega veliko truda za preoblikovanje teh podatkov v obliko, ki je primerna za
učenje nevronskih mrež.
Vsem, ki želijo uporabljati model za generiranje besedila v drugem jeziku, pri-
poročamo, da si preberejo članek de Vriesa in Nissima, ki se lotita reševanja
točno tega problema, tj. kako uporabiti zmogljivost angleškega modela GPT-
2 v drugem jeziku [4].
Druga omejitev je bila pri ustvarjanju posebne različice modela, ki bi ge-
nerirala osnutek zgodbe na začetku. V tem osnutku bi se na kratko predsta-
vil svet, prvotno stanje ter cilj igre. Končna oblika diplomske naloge nima
tega modela. Za začetek igre smo naredili dve opciji: prva je, da uporabnik
poda prvotno stanje igre, kjer lahko napǐse kar koli in to model nadaljuje na
podlagi uporabnikovih podatkov. Druga opcija je, da model sam generira
naključni stavek, brez vseh teh elementov, ki smo jih želeli imeti za prvotno
stanje. Razlog za omejitev je bil v kompleksnosti tega elementa.
Zbrati smo hoteli dovolj učnih podatkov v obliki osnutkov zgodbe, da bi
dodatno trenirali model v upanju, da bo ta lahko generiral besedilo v želeni
obliki. Žal pa nismo našli dovolj osnutkov, da bi lahko v skladu z željami
izpeljali izdelavo tega dodatnega modela. Z njim bi imeli bolǰso iteracijo
same igre ter dosti bolj zanimivo izkušnjo za igralca. Priporočamo, da se za
bodoče raziskave ustvarijo osnutki iz obstoječih učnih podatkov, za nas bi to
bilo iz vseh izbranih knjig. Mogoče bi se lahko uporabil isti oziroma podoben
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model za generiranje osnutkov iz celotne knjige. S tem bi lahko dobili vse
potrebno za izdelavo osnovnega modela za začetno stanje igre.
Zadnja velika omejitev, do katere smo prǐsli, je bila v velikosti modela, ki smo
ga lahko učinkovito uporabili pri izdelavi diplomske naloge. Zaradi časovne
stiske ter omejenih sredstev smo morali uporabiti najmanǰso različico modela
za vse izbrane zvrsti. Hoteli smo poiskati način za ločitev igre od modelov,
tako da bi bila igra dostopna vsem od kjer koli. To je pomenilo, da smo mo-
rali poiskati način za shranjevanje ter poganjanje kode na ločenem strežniku
ali računalniku v oblaku, saj smo edino tako lahko dosegli naš cilj dostopne
igre, ki ni odvisna od zmogljivosti uporabnikove naprave. Zaradi najdene
rešitve smo morali omejiti vse modele na najmanǰso različico, saj bi ostale
različice zahtevale bolj zmogljive strežnike oziroma računalnike v oblaku, do
katerih mi žal nismo imeli dostopa, saj bi to bistveno povečalo stroške.
Vsem bodočim raziskavam, ki bodo želele narediti podobno implementacijo,
vendar želijo uporabiti večje modele pri generiranju besedila v sami igrici,
priporočamo, da preverijo svoja razpoložljiva sredstva, saj se lahko cena takih
gostovanj bistveno poveča glede na različico in število modelov, ki se jih želi
poganjati istočasno. Dosti takih gostovanj se obračunava glede na aktivne
ure in glede na opremo, ki se uporablja za poganjanje. Zato je dobro premi-





Z diplomsko nalogo smo hoteli pokazati zmogljivost nevronskih mrež v teks-
tovnih igricah, tako da bomo v prihodnosti lahko imeli resnično neskončne
igrice z neomejenim številom možnih avantur. Takšno igrico smo poskusili
narediti za slovenski jezik, vendar rezultati učenja zaradi omejenega mate-
riala niso bili tako dobri kot za angleški jezik, zato smo prototip naredili
v angleškem jeziku. S tem prototipom smo prikazali potencial nevronskih
mrež kot orodja za izdelavo igric. Naredili smo preprost prototip tekstovne
igrice, ki vključuje nevronske mreže kot jedro celotne izkušnje z zelo majhno
potrebo po sredstvih in zahteva zelo nizek finančni vložek za poganjanje.
Modelov nam ni uspelo naučiti, da generirajo dovolj dobro zgodbo v slo-
venščini, vendar na podlagi že izvedenih raziskav drugih raziskovalcev, ki se
poglabljajo v ta model, verjamemo, da bo v kratkem možno tudi to. Nismo
naredili preboja na področju ustvarjanja igric in nismo oživeli mrtve zvrsti
igric, smo pa naredili osnovo za bodoči razvoj in raziskave, ne glede na raz-
položljiva sredstva. Pokazali smo, da je to možno, drugi raziskovalci pa lahko
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