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Given a sequence (Mn, Qn)n≥1 of i.i.d. random variables with generic copy (M,Q) ∈
GL(d,R)× Rd , we consider the random difference equation (RDE)
Rn =MnRn−1 +Qn,
n ≥ 1, and assume the existence of κ > 0 such that
lim
n→∞
(E ‖M1 · · ·Mn‖
κ)
1
n = 1.
We prove, under suitable assumptions, that the sequence Sn = R1 + · · · + Rn, ap-
propriately normalized, converges in law to a multidimensional stable distribution
with index κ. As a by-product, we show that the unique stationary solution R of
the RDE is regularly varying with index κ, and give a precise description of its tail
measure.
Keywords: Weak limit theorems, random difference equations, stable laws, stochas-
tic recursions, multivariate regular variation.
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1 Introduction
Let (Mn, Qn)n≥1 be a sequence of i.i.d. random variables with generic copy (M,Q) such that
M is a real d× d matrix and Q takes values in Rd. Suppose further that
E log+ ‖M‖ <∞ (A1)
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where ‖M‖ := sup|x|=1 |xM |. Then, with Πn := M1 · ... ·Mn, there exists β ∈ [−∞,∞) such
that
β := lim
n→∞
n−1 log ‖Πn‖ P-a.s.
and defines the Liapunov exponent of the RDE
Rn =MnRn−1 +Qn, n ≥ 1. (1)
If β is negative and
E log+ ‖Q‖ <∞, (A2)
then this recursive Markov chain has a unique stationary distribution which is given by the
law of the almost surely convergent series
R :=
∑
n≥1
Πn−1Qn. (2)
This by now standard result may easily be deduced from a more general one for iterations
of random Lipschitz maps, see e.g. [5] or [12] and references given there. Notice that R can
also be characterised as the unique solution to the associated stochastic fixed point equation
(SFPE),
R
d=MR+Q, (3)
where d= denotes equality in distribution.
Asymptotic properties of R and Rn were first investigated by Kesten in his seminal paper
[21], and they are of interest in various fields, e.g. financial time series or ARCH processes
that can be considered as a special case of (1), see [10], [22]. Under suitable assumptions, the
asymptotic behavior of R is governed by the value κ > 0, which is the unique positive solution
to the equation
lim
n→∞
(E ‖Πn‖
κ)
1
n = 1.
If M is restricted to the set of similarities, this condition simplifies to E ‖M‖κ = 1. Then, Bu-
raczweski et al. showed that R is regular varying [8], and that the sequence Sn := R1 + · · ·+Rn,
properly normalized, converges in law to a multidimensional stable distribution with index κ
[6]. See also [25] for a generalization to Lipschitz recursions.
In the present article, we apply these methods, which were developed by Guivarc’h and Le
Page in [15], to the case whereMn takes values in GL(d,R), and its distribution powers satisfy
some density and irreducibility assumptions (stated below) which were considered in [1]. The
major ingredient is a theorem by Basrak et al. [2] that links regular variation of R with regular
variation of its components 〈x,R〉. For related results on the tail behavior of solutions to (1)
under varying assumptions on the distribution of M , see [11],[16], [24], as well as [14] for the
case d = 1.
In Section 2 we review the results of [1] and [2]. Then we state our main results in Section 3.
The proofs are given in Sections 4 to 6.
After submission of this paper, we learned about the recent preprint by Gao et al. [13]. They
use more intricate analysis to give similar results under more general conditions and in the
case κ = 2.
2
2 Prior results
The assumptions on (M,Q) considered here were first stated by Kesten [21, Theorem 6]. The
proof of the regular behavior of R (in a more general setting) was given by Le Page [24], see
also the recent preprint [16]. Using Kesten’s assumptions, a short proof was recently given by
Alsmeyer and the second author by use of a different Markov Renewal Theorem [1]. Here we
continue their investigations.
We start with recalling the main result of [1]. Given x ∈ V := Rd \{0}, we write x∼ for its
projection on the unit sphere S := Sd−1, thus x∼ := |x|−1x. We will consider both column
and row vectors, without special mention as long as this is clear from the context. Only scalar
products are always understood to be between column vectors. The Lebesgue measure on the
space of real d× d-matrices, seen as Rd
2
, is denoted as λ d
2
and the Lebesgue measure on R+
as λ . Finally, the open δ-balls in S and GL(d,R) with centers x and A are denoted as Bδ(x)
and Bδ(A), respectively.
Theorem 2.1 (Theorem 1.1 in [1]).
Consider the RDE (1) and suppose that, in addition to (A1), (A2) and β < 0, the following
assumptions hold:
P(M ∈ GL(d,R)) = 1. (A3)
max
n≥1
P((vΠn)∼ ∈ U) > 0 for any v ∈ S and any open ∅ 6= U ⊂ S. (A4)
P(Πn0 ∈ ·) ≥ γ01Bc(Γ0) λ
d2 for some Γ0 ∈ GL(d,R), n0 ∈ N and c, γ0 > 0. (A5)
P(Mr +Q = r) < 1 for any column vector r ∈ Rd . (A6)
There exists κ0 > 0 such that
E inf
v∈S
|vM |κ0 ≥ 1, E ‖M‖κ0 log+ ‖M‖ <∞ and 0 < E ‖Q‖κ0 <∞. (A7)
Then there exists a unique κ ∈ (0, κ0] such that
̺(κ) := lim
n→∞
(E ‖Πn‖
κ)
1
n = 1, (4)
and
lim
t→0
t−κ P (v(tR) > 1) = K(v) for all v ∈ S, (5)
where K is a finite positive and continuous function on S.
Remark 2.2. Assumption (A4) holds in particular if Γ0 = Id in (A5). If M and Q are
independent, then (A6) holds trivially. Regarding the condition E infv∈S |vM |
κ0, it is shown
in [1, Section 5.1] that the function ̺(κ) is log-convex and ̺(δ) < 1 for some δ > 0. Then this
condition asserts that at least ̺(κ0) ≥ 1, and so it implies the existence of κ. This is the only
place it is needed and so it may be replaced by any other condition assuring the existence of
κ0 such that ̺(κ0) ≥ 1, compare [22, Remark 2.8 (iii)]. Our theorem is then applicable to the
situation of [22].
Next, we note an explicit description of the function K(x). Therefore, we introduce the
operator on continuous functions on the sphere
Tκ : C(S)→ C(S), Tκf(v) := E (f((vM)
∼) |vM |κ) , (6)
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which was studied in [1, Section 5.1]. The operator Tκ is quasi-compact, its spectral radius is
given by ̺(κ) = 1, the only eigenvalue with modulus one is 1, and the corresponding eigenspace
is one-dimensional.
Proposition 2.3. The function K(v) in (5) is given by
0 < K(v) =
r(v)
ακ
∫
S
1
r(y)
E
(
((yR)+)κ − ((yMR)+)κ
)
π(dy) <∞. (7)
If η is the unique distribution such that ηTκ = η, then r is the unique function with the property
Tκr = r and
∫
S r(v)η(dv) = 1. Finally, the distribution π is given by π(dv) = r(v)η(dv), and
α =
∫
S
1
r(y)
E (log |yM |r((yM)∼) |yM |κ) π(dy).
Proof. The formula for K(v) is given in [1, Lemmas 6.1 and 6.4]. The function r is defined
by Tκr = r in [1, Lemma 5.4]. Then π is defined as the unique stationary distribution of the
Markov chain with transition kernel κP given by (see [1, (18)]) κPf(v) := r(v)−1Tκ(f · r)(v).
Thus ∫
S
(
f(v) · r(v)
)π(dv)
r(v)
=
∫
S
Tκ(f · r)
π(dv)
r(v)
.
Since r is continuous and positive, any function g ∈ C(S) can be written as g = f · r, f ∈ C(S),
thus (r−1π)Tκ = (r−1π), and by uniqueness, π = rη. The expression for α may be found in [1,
Lemma 5.9].
The random variable R is said to be regularly varying with index κ, if there exists a slowly
varying function L on R+ and a Radon measure Λκ on V (called tail measure), such that for
all compactly supported continuous f (i.e. f ∈ Cc(V ))
lim
t→0
t−κL(t−1)E (f(tR)) =
∫
V
f(x)Λκ(dx). (8)
Basrak et. al. [2] investigated conditions under which (5) already implies that R is regularly
varying with index κ. For noninteger κ, this holds true, see [2, Theorem 1.1 (ii)]. If κ is an
odd integer, a close inspection of their proof shows that it still goes through, provided the
distribution of R is symmetric, i.e. P (R ∈ ·) = P (−R ∈ ·). This can also be deduced from [4,
Corollary 2] combined with a comment after the proof of [4, Theorem 3b]. Both [2], [4] also
give counterexamples, showing that the condition κ /∈ N in general may not be omitted.
For future reference, we formulate this result as a proposition (see also [23, Theorem 4.3]).
Note that by (2), a sufficient condition for R to have a symmetric distribution is that Q has a
symmetric distribution.
Proposition 2.4. Under the assumptions of Theorem 2.1, if
• κ /∈ N, or
• κ odd, and Q has symmetric distribution,
then R is regularly varying with index κ. The function L is equal to 1.
4
3 Statement of results
Our first theorem gives more precise information about the tail measure, and extends the class
of test functions in (8). Its proof will be given in section 4. By T ∗κ we denote the operator
T ∗κ : C(S)→ C(S), T
∗
κf(v) := E (f((Mv)
∼) |Mv|κ) . (9)
Theorem 3.1. Under the assumptions of 2.1, let κ /∈ N or κ odd and Q symmetric. Then
the tail measure Λκ is a product measure Λκ = σκ ⊗ λκ on V = Rd \{0}, where σκ is a finite
nonzero measure satisfying σκT
∗
κ = σκ, and λκ(ds) := s
−(κ+1) λ (ds). Moreover, for every
Λκ-a.e. continuous function f , such that
sup
x∈V
|x|−κ |log |x||1+ε |f(x)| <∞ (10)
for some ε > 0, we have
lim
t→0
t−κE (f(tR)) =
∫
V
f(x)Λκ(dx)

=
∞∫
0
∫
S
f(sv)σκ(dv)
1
sκ+1
ds

 . (11)
Remark 3.2. It is interesting to compare this result with [9, Theorem 1.10], which describes
the tail measure in the case where the heavy-tail behaviour of R is caused by heavy-tailed
input Q.
A distribution on Rd with characteristic function Ξ is called stable, if for all n ∈ N there exist
γn > 0 and xn ∈ Rd, such that for all y ∈ Rd
(Ξ(y))n = Ξ(γny)ei〈xn,y〉. (12)
This holds in particular true, if there is κ > 0 and a function Cκ : S → C, such that for all
s ≥ 0, v ∈ S,
Ξ(sv) = exp(sκCκ(v)), (13)
since then (
Ξ(sv)
)n = exp(nsκCκ(v)) = exp((n 1κ s)κCκ(v)) = Ξ((n 1κ s)v).
A distribution on Rd is fully nondegenerate, i.e. its support is not contained in any lower
dimensional (=proper) subspace of Rd iff the set {y ∈ Rd : |Ξ(y)| < 1} is not contained
in a proper subspace. This can easily be seen by considering all onedimensional marginal
distributions. If Ξ is of the form (13), then an equivalent condition is that the set {v ∈ S :
ℜCκ(v) < 0} is not contained in any proper subspace of Rd.
Now we are ready to formulate our main theorem, which will be proved in sections 5 and 6.
Theorem 3.3. Under the assumptions of Theorem 2.1, write Rxn for the n-th iteration of (1)
started with R0 = x, and Sxn :=
∑n
k=1R
x
k. Let W (x) =
∑∞
k=1Mk · . . . ·M1x, and hv(x) =
E
(
ei〈v,W (x)〉
)
for x ∈ Rd and v ∈ S. If κ = 1, assume that the distribution of Q is symmetric
and set ξ(t) = E
(
tR
1+|tR|2
)
.
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• If κ ∈ (0, 1)∪(1, 2), then there is a sequence dn = dn(κ) = nmκ and a function Cκ : S 7→ C
such that the random variables n−
1
κ (Sxn − dn) converge in law to the κ-stable random
variable with characteristic function of the form (13), where
Cκ(v) =
∫
V
((
ei〈v,x〉 − 1
)
hv(x)− i1(1,2)(κ)〈v, x〉
)
Λκ(dx),
and mκ = 1(1,2)(κ)ER.
• If κ = 1, then there is a function C1 : S 7→ C such that the random variables n−1Sxn −
nξ(n−1) converge in law to the 1-stable distribution with characteristic function of the
form (13), where
C1(v) =
∫
V
((
ei〈v,x〉 − 1
)
hv(x)−
i〈v, x〉
1 + |x|2
)
Λ1(dx).
Moreover, if
max
n≥1
P((vM⊤1 · · ·M
⊤
n )
∼ ∈ U) > 0 for any v ∈ S and any open ∅ 6= U ⊂ S, (A4*)
holds, then the limit laws are fully nondegenerate.
The case where κ > 2 has been widely investigated in the context of Lipschitz maps defined on
complete separable metric spaces, see [3, 28] where the authors exploited martingale methods.
On the other hand we refer to [17, 18, 19] where, like in our case, the spectral methods play
crucial roles.
Remark 3.4. Note that (A4) is the only assumption that changes when considering the
transpose M⊤ instead of M . So using (A4*) instead of (A4), Theorem 2.1 holds for the
solution R∗ of the SFPE
R∗
d=M⊤R∗ +Q, (14)
with the same κ due to (4).
Remark 3.5. Similar results can be obtained in the case of nonnegative (M,Q), satisfying
the assumptions of Kesten [21, Theorem B] - see also [7, 16, 26] for weaker versions of these
assumptions. The proof goes along the same lines, just starting with [21, Theorem B] instead
of our Theorem 2.1. The limit laws are supported in the positive cone if κ < 1.
4 On the tail measure
Proposition 2.4 yields the regular variation of R, given κ /∈ N, or κ odd, andQ having symmetric
distribution. Property (8) implies that Λκ is a product measure on V considered as S × R+.
We will show that
∫
V
f(x)Λκ(dx) =
∞∫
0
∫
S
f(rx)σκ(dx)
dr
rκ+1
. (15)
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Indeed, let Φ : V 7→ (0,∞) × S be defined as follows: Φ(x) =
(
|x|, x|x|
)
and its inverse
Φ−1 : (0,∞)× S 7→ V by Φ−1(r, z) = rz. Let us define the measure σκ on S
σκ(A) := κΛκ
(
Φ−1 [(1,∞) ×A]
)
,
for A ∈ S. Now on the one hand we have that∫
V
f(x)Λκ(dx) =
∫
(0,∞)×S
f(rz)
(
Λκ ◦Φ−1
)
(dr, dz).
On the other hand for all A ∈ S and s > 0 we have
Λκ
(
Φ−1[A× (s,∞)]
)
= Λκ
(
sΦ−1[A× (1,∞)]
)
= lim
t→0
t−κP
(
tR ∈ sΦ−1[A× (1,∞)]
)
= s−κ lim
t→0
(
t
s
)−κ
P
(
t
s
R ∈ Φ−1[A× (1,∞)]
)
= s−κΛκ
(
Φ−1[A× (1,∞)]
)
= κ
∞∫
s
Λκ
(
Φ−1[A× (1,∞)]
)
t−κ−1dt.
Thus Λκ = σκ ⊗ λκ, and formula (15) follows.
Lemma 4.1. The measure σκ, as defined above, is finite and nonzero.
Proof. The measure σκ is nonzero, since by (5)
σκ(S) = κΛκ((1,∞)) = lim
t→0
t−κP (|tR| ∈ (1,∞))
≥ lim
t→0
t−κP (〈x, tR〉 ∈ (1,∞)) = K(x) > 0
for all x ∈ S. On the other hand, observe that for e1, . . . , ed being an orthonormal basis of Rd,
t−κP (|tR| > 1) ≤
d∑
i=1
(
t−κP
(
〈ei, tR〉 > d
−2
)
+ t−κP
(
〈−ei, tR〉 > d
−2
))
,
and the limit of the right hand side is finite again by (5).
Remark 4.2. This shows in particular, that for all ε > 0 there exists C > 0 such that
Λκ(S × [C,∞)) = Λκ(BC(0)c) < ε.
This is the main ingredient for showing that (11) holds for the more general class of test
functions given in (10). The proof goes along the same lines as the proof of Theorem 2.8 in [8]
and is therefore omitted.
The next proposition characterizes Λκ as a stationary measure of the Markov Chain on V ,
given by the action of M on V .
Proposition 4.3. For the tail measure Λκ, and all f ∈ Cc(V ),∫
V
f(x)Λκ(dx) =
∫
V
E (f(Mx)) Λκ(dx). (16)
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Proof. We introduce the space of ε-Hölder continuous functions, defined by
Hε = {f ∈ Cc(V ) : sup
x,y∈V
|f(x)− f(y)|
|x− y|ε
<∞}.
One can proceed as in the proof of Lemma 2.19 in [8], to show that if 0 < ε < min{1, κ}, then
for all f ∈ Hε
lim
t→0
t−κE (f(tR)− f(tMR)) = 0.
Since limt→0 t−κE (f(tR)) exists, this yields the existence of limt→0 t−κE (f(tMR)), and it is
equal to
∫
V f(x)Λκ(dx). It remains to show that the limit is also equal to
∫
V E (f(Mx)) Λκ(dx)
- note that x 7→ E (f(Mx)) in general has unbounded support. Let supp f ⊂ Bη(0)
c
, η > 0.
Then for any t > 0 and m ∈ GL(R, d),
t−κE (f(tmR)) ≤ t−κ ‖f‖∞ E
(
1{|tmR|>η}
)
≤‖m‖κ ‖f‖∞
(
t−κ ‖m‖−κ P (t ‖m‖ |R| > η)
)
≤ ‖m‖κ ‖f‖∞ sup
s>0
s−κP (s |R| > η) ,
and as above, using (5), C := sups>0 s
−κ
P (s |R| > η) <∞, thus∫ (
‖m‖κ ‖f‖∞ sup
s>0
s−κP (s |R| > η)
)
P (M ∈ dm) = C ‖f‖∞ E (‖M‖
κ) <∞.
Then we may use the dominated convergence theorem and that for fixed m ∈ GL(d,R),
x 7→ f(mx) has compact support, to infer
lim
t→0
t−κE (f(tMR)) =
∫
lim
t→0
t−κE (f(tmR))P (M ∈ dm)
=
∫ ∫
V
f(mx)Λκ(dx)P (M ∈ dm) =
∫
V
E (f(Mx))Λκ(dx).
Finally observe that Hε is dense in Cc(V ) due to the Stone-Weierstrass theorem, so we infer
the assumption for all f ∈ Cc(V ).
Lemma 4.4. For the operator T ∗κ introduced in (9), σκT
∗
κ = σκ.
Proof. First notice that due to Remark 4.2, the identity (16) also holds for bounded continuous
functions f on V such that supp f ∩ Bη(0) = ∅ for some η > 0, in particular for functions
gu(sv) = f(v)1(u,∞)(s), where f is any continuous function on S, and u > 0. Then
∞∫
u
∫
S
f(v)σκ(dv)
1
sκ+1
ds =
∞∫
0
∫
S
E
(
f((Mv)∼)1(u,∞)(s |Mv|)
)
σκ(dv)
1
sκ+1
ds
=E

∫
S
∞∫
0
f((Mv)∼)1(u,∞)(t)
|Mv|κ
tκ+1
dtσκ(dv)


=
∞∫
u
∫
S
E (f((Mv)∼) |Mv|κ)σκ(dv)
1
tκ+1
dt.
Since u is arbitrary, we infer
∫
S f(v)σκ(dv) =
∫
S E (f((Mv)
∼) |Mv|κ)σκ(dv) for all f ∈ C(S).
8
5 Convergence to stable laws
The proof of Theorem 3.3 is based on the spectral method initiated by Nagaev [27] and its first
application in this context due to Guivarc’h and Le Page [15]. For t > 0, v ∈ S, we consider
Fourier perturbations
Pt,vf(x) = E
(
ei〈tv,Mx+Q〉f(Mx+Q)
)
= E
(
ei〈tv,R
x
1
〉f(Rx1)
)
,
of P , the transition operator of the Markov chain corresponding to (1). Note that P0,v =P for
all v ∈ S. Since for n ≥ 1,
Pnt,vf(x) = E
(
ei〈tv,S
x
n〉f(Rxn)
)
,
we are interested in the asymptotics of Pnt,v1.
The main tool used here is the Keller-Liverani theorem [20], which links the properties of P
and Pt,v on appropriate function spaces for small t. The proof goes along the same lines as
in [6], [25], so we only give an outline. In particular we do not check the assumptions of the
theorem, which can be copied from [6]) for the case κ ∈ (0, 1) ∪ (1, 2). The case when κ = 1 is
more technical, the detailed exposition is contained in [9].
First observe that the unique eigenvalue of P , acting on C(Rd), of modulus one is 1, since
the corresponding Markov chain has a unique stationary distribution ν = P (R ∈ ·). On an
appropriately chosen function space B containing 1,P also has a spectral gap, see [6, 3.13 and
3.14]. Thus P is quasi-compact, i.e. we have the decomposition
P = 1 ·Π+Q,
where Π is a one dimensional projection given by Πf = ν(f)1, the spectral radius of Q is
strictly smaller than 1, and both operators commute.
It is now a result of the Keller-Liverani-theorem that, for small t, the operators Pt,v, acting on
B, are also quasi-compact with singular dominant eigenvalue k(t, v), such that for all n ≥ 1
Pnt,v = k(t, v)
nΠt,v +Qnt,v,
where again Πt,v is a onedimensional projection operator commuting with Qt,v, and the spectral
radii of Qt,v are uniformly bounded by some ̺ < 1. Moreover, k(t, v)→ 1, as well as Πt,v → Π,
Qt,v → Q as operators on B, see [6, 3.17 and 3.18]. The following lemma provides the link to
the characteristic functions
Ξκ,n(sv) = E
(
ei〈sv,n
−1/κ(Sxn−nmκ)〉
)
of the normalized Birkhoff sums.
Lemma 5.1. Under the assumptions of Theorem 3.3, with tn := sn−1/κ for n ∈ N, s > 0 and
v ∈ S we have (provided the right hand side exists)
lim
n→∞
Ξκ,n(sv) = exp
(
sκ · lim
n→∞
k(tn, v)− 1− i〈v, tnmκ〉
tκn
)
.
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Proof. Using that lims→0Πs,v1(x) = 1 for all x ∈ Rd and r (Qs,v) ≤ ̺ < 1, for all v ∈ S, and
s small enough, we see that limn→∞ Ξκ,n(tv) equals
lim
n→∞
E
(
eitn〈v,S
x
n−nmκ〉
)
= lim
n→∞
e−intn〈v,mκ〉E
(
eitn〈v,S
x
n〉
)
= lim
n→∞
e−intn〈v,mκ〉 · (Pntn,v1)(x)
= lim
n→∞
e−intn〈v,mκ〉 ·
(
kn(tn, v)(Πtn,v1)(x) + (Q
n
tn,v1)(x)
)
= lim
n→∞
e−intn〈v,mκ〉 · kn(tn, v).
Assume for the moment, that n · (e−itn〈v,mκ〉 ·k(tn, v)− 1) has a limit as n goes to infinity (this
will be shown later). We infer
lim
n→∞
e−intn〈v,mκ〉 · kn(tn, v) = lim
n→∞
(1 +
1
n
n · (e−itn〈v,mκ〉 · k(tn, v)− 1))n
= exp
(
lim
n→∞
n · (e−itn〈v,mκ〉 · k(tn, v)− 1)
)
= exp
(
tκ · lim
n→∞
k(tn, v)− 1− i〈v, tnmκ〉
tκn
)
. (17)
The last line follows from the definition of tn and mκ = 0 if κ ∈ (0, 1). If κ ∈ (1, 2), we expand
n · (e−itn〈v,mκ〉 · k(tn, v) − 1) = n ·
([
1− itn〈v,mκ〉+ o(1/n)
]
·
[
(k(tn, v)− 1) + 1
]
− 1
)
.
In particular, if the limit in (17) exists, also the assumption made on the way is true, and our
calculation was justified.
Thus we have to study the behaviour of t−κ
(
k(t, v) − 1− i〈v, tmκ〉
)
as t tends to zero.
Let gt,v be an eigenfunction of Pt,v, corresponding to the dominant eigenvalue k(t, v). From
Pt,vgt,v =Peit〈v,·〉gt,v and νP = ν it follows that
(k(t, v) − 1)ν(gt,v) =
∫
Rd
(eit〈v,x〉 − 1)gt,v(x)ν(dx). (18)
Now we need an explicit expression for gt,v. It turns out that it is closely related to hv : Denote
∆tf(x) = f(tx) for t > 0. Introducing auxiliary operators
Tt,vf(x) = E
(
ei〈v,Mx+tQ〉f(Mx+ tQ)
)
,
we have the identity
Tt,v = ∆−1t ◦ Pt,v ◦∆t. (19)
This relates the eigenvalues of both operators for t > 0. Namely, if f is an eigenfunction of Tt,v,
then ∆tf is an eigenfunction of Pt,v . So it is not surprising that the Keller-Liverani-Theorem
holds for the operators Tt,v, yielding a decomposition
Tt,v = k(t, v)ΠT,t,v +QT,t,v,
with k(t, v) → k(0, v), ΠT,t,v → ΠT,0,v.
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Now it is easy to check that hv(x) = E
(
ei〈v,
∑∞
k=1
Mk···M1x〉
)
is the eigenfunction of T0,v corre-
sponding to eigenvalue k(0, v) = 1, i.e. ΠT,0,vf = cf · hv. Since ΠT,t,vhv 6= 0 for t small enough
and this is an eigenfunction of Ttt, v corresponding to the eigenvalue k(t, v), we have by (19)
that
∆tΠT,t,vhv = ctgt,v (20)
for some ct 6= 0. For more details we refer to [6] and [25].
Lemma 5.2. Under the assumptions of Theorem 3.3, for all v ∈ S, and κ ∈ (0, 1) ∪ (1, 2) we
have
lim
t→0
k(t, v) − 1− i〈v, tmκ〉
tκ
=
∫
V
((
ei〈v,x〉 − 1
)
hv(x)− i1(1,2)(κ)〈v, x〉
)
Λκ(dx). (21)
Proof. Using (20) in (18), yields
(k(t, v) − 1)ν(∆tΠT,t,vhv) =
∫
Rd
(eit〈v,x〉 − 1)∆tΠT,t,vhv(x)ν(dx).
Arguing in a similar way as in ([25, Section 6]), we obtain that
∫
R
d
(eit〈v,x〉 − 1) ·
(
∆tΠT,t,vhv(x)−∆thv(x)
)
ν(dx) = o(tκ) (22)
as well as
(
ν(∆tΠT,t,vhv)− 1
)
= o(tκ). Thus
lim
t→0
k(t, v)− 1
tκ
= lim
t→0
t−κ
∫
Rd
(eit〈v,x〉 − 1)∆thv(x)ν(dx)
= lim
t→0
t−κE
((
ei〈v,tR〉 − 1
)
hv(tR)
)
. (23)
If κ ∈ (0, 1), checking that (ei〈v,·〉 − 1
)
hv satisfies (10) the proof follows. If κ ∈ (1, 2), we write
∫
Rd
(eit〈v,x〉 − 1)∆thv(x)ν(dx)
=
∫
Rd
(eit〈v,x〉 − 1)(∆thv(x)− 1)ν(dx) +
∫
R
d
(eit〈v,x〉 − 1− i〈v, tx〉)ν(dx) + i〈v, tmκ〉.
We check that the functions under the integral satisfy (10) and then we use (23). For more
details we refer to ([6, Section 5]).
This proves the pointwise convergence of Ξκ,n(sv) to exp (sκCκ(v)). Continuity at 0 follows
from the dominated convergence theorem.
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6 The limit measure is nondegenerate
In this section we will assume additionally that assumption (A4*) is in force. As mentioned in
Remark 3.4, all results of [1] then hold for the SFPE given by (M⊤, Q).
We start with a corollary to Proposition 2.3. Note that σ here is a measure on S seen as set
of column vectors.
Corollary 6.1. If R is the solution to the RDE R
d=M⊤R+Q, then
0 <
∫
S
E
(
(〈R, y〉+)κ − (〈M⊤R, y〉+)κ
)
σ(dy) <∞, (24)
where σ is (up to scalar multiplication) the unique solution to σT ∗κ = σ, with T
∗
κ as defined in
(9).
Proof. Given (A4*), Proposition 2.3 holds also for the RDE given by (M⊤, Q), mutatis mutan-
dis. Observe that considering T ∗κ on functions of column vectors is equivalent to considering
the operator Tˆκ
Tˆκf(v) = E
(
f
(
(vM⊤)∼
)
|vM⊤|κ
)
on functions of row vectors. But Tˆκ is the right expression for Tκ of (6) for the RDE given by
(M⊤, Q). In particular the only eigenvalue of T ∗κ of modulus one is 1, and the corresponding
eigenspace is one-dimensional. Finally use that r is positive, and that r(v)−1π(dv) = σ(dv).
The following nice observation is the main ingredient in the proof of nondegeneracy:
Corollary 6.2. For σκ as defined in Theorem 3.1, for R being solution to R
d=M⊤R+Q,
0 <
∫
S
E
(
(〈M⊤R+Q, y〉+)κ − (〈M⊤R, y〉+)κ
)
σκ(dy) <∞ (25)
Proof. Due to Theorem 3.1, σκT ∗κ = σκ. But if (A4*) holds, this identifies σκ up to scalar
multiples, so σ of Corollary 6.1 is a scalar multiple of σκ. One may replace R by M⊤R +Q,
since
E
(
(〈R, y〉+)κ − (〈M⊤R, y〉+)κ
)
=
∞∫
0
uκ−1
[
P (〈R, y〉 > u)− P
(
〈M⊤R, y〉 > u
)]
du,
see [14, Lemma 9.4].
Lemma 6.3. Under the assumptions of Theorem 3.3 and with (A4*) in force, the limit laws
are fully nondegenerate, i.e. for all v ∈ S⊤ ℜCκ(v) < 0.
Proof. Notice that
ℜCκ(v) = ℜ
(∫
V
(
ei〈v,x〉 − 1
)
E
[
ei〈v,W (x)〉
]
Λκ(dx)
)
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=
∞∫
0
∫
S
E
[
cos
(
s〈v,W (w) + w〉
)
− cos
(
s〈v,W (w)〉
)]
σκ(dw)
ds
sκ+1
= C(κ) ·
∫
S
E
[∣∣〈v,W (w) +w〉∣∣κ − ∣∣〈v,W (w)〉∣∣κ]σκ(dw), (26)
for C(κ) =
∫∞
0
cos s−1
sκ+1 < 0. Let W
∗v :=
∑∞
k=1M
⊤
1 · · ·M
⊤
k v. Then it suffices to prove that∫
S
E
[∣∣〈W ∗v + v,w〉∣∣κ − ∣∣〈W ∗v,w〉∣∣κ]σκ(dw) (27)
is positive.
Therefore, we use that (M⊤, v) satisifies the assumptions of Theorem 2.1, and that W ∗v + v
is a solution of the random difference equation
W ∗v + v d=M⊤(W ∗v + v) + v. (28)
In this situation, Corollary 6.2 yields
0 <
∫
S
E
((
〈W ∗v + v,w〉+
)κ
−
(
〈W ∗v,w〉+
)κ)
σκ(dw) <∞, (29)
and, considering −v instead of v (notice that σκ does not depend on v)
0 <
∫
S
E
((
〈W ∗v + v,w〉−
)κ
−
(
〈W ∗v,w〉−
)κ)
σκ(dw) <∞. (30)
Since both integrals are finite, adding (29) and (30) implies that (27) is indeed positive.
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