Abstract-In JPEG-to-JPEG image watermarking (J2J), the input is a JPEG image file. After watermark embedding, the image is JPEG-compressed such that the output file is also a JPEG file. In this paper, we use the human visual system (HVS) model to estimate the J2J data hiding capacity of JPEG images, or the maximum number of bits that can be embedded in JPEG-compressed images. Watson's HVS model is modified to estimate the just noticeable difference (JND) for DCT coefficients. The amount of modifications on DCT coefficients is limited by JND in order to guarantee the invisibility of the watermark. Our capacity estimation method does not assume any specific watermarking method and thus would apply to any watermarking method in J2J framework.
. If the output images are JPEG-compatible which is the J2J framework, all DCT coefficients must be re-quantized after the watermark insertion, which further reduces the degree of freedom for watermarking.
There are a few existing schemes for J2J watermarking [2] , [14] [15] [16] [17] [18] . Choi et al. [14] and Luo et al. [15] used inter-block correlation of selected DCT coefficients to embed the watermark bits, adding or subtracting an offset to the mean value of the neighboring DCT coefficients. Wong and Au proposed to hide bits by modifying the DC [16] and AC coefficients [17] in the block-based DCT domain. Hartung [2] used the spread spectrum technique (SST) [3] to embed watermarks in I-frames, P-frames or B-frames of MPEG-2 compressed video. Compression of I-frames is effectively the same as JPEG. Wong and Au proposed a robust watermark scheme using iterative SST [18] . These methods embedded different amount of watermark bits into JPEG images while maintaining good visual quality of the watermarked JPEG images. However, no one estimated the J2J data-hiding capacity, or the maximum amount of bits that can be embedded in JPEG image files.
There are some existing methods to estimate the data hiding capacity of digital images [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] , though they are not JPEG images. Most of these methods apply the work of Shannon [7] and Costa [8] . Servetto et al. [19] used statistical models to analyze the robustness of the SST and estimated the watermarking capacity against the jamming noise. Barni et al. [20] , [21] modeled each watermark channel by using Generalized Gaussian density to model the full frame DCT coefficients. Moulin et al. [22] modeled coefficients in different domains and estimated the data hiding capacity under mean square error (mse) constraints. Lin [37] estimated the zero-error capacity of images against JPEG attacks with largest applicable quantization step. Some papers combined the Information-Theoretic model [1] and perceptual models to estimate the capacity [23] , [24] . Some [25] , [26] focused on comparing the capacity among different transforms such as the identity transform (IT), discrete cosine transform (DCT), Karhunen-Loeve transform (KLT), and the Hadamard transform. Fei et al. [25] suggested that the coefficients in the Slant transform had the highest capacity while Ramkumar et al., [26] indicated that transforms with poor energy compaction property such as Hadamard transform tended to have higher capacity than those with higher energy compaction property such as DCT. Sugihara [27] estimated the capacity by taking robustness of the hidden data into account. Voloshynovskiy et al. [33] analyzed the security of the hidden data and suggested different modulation schemes for different purposes of data hiding. Kalker et al. [31] estimated the capacity of a particular data hiding area-lossless data embedding, first proposed by Fridrich et al. [32] . For lossless data embedding, the original cover work can be restored at the decoder. This is particularly useful for many digital media such as medical images. Cohen et al. [30] analyzed the capacity for private and public (or blind) data hiding schemes [6] and the capacity under additive attacks. Instead of estimating the capacity, some proposed realizations to approach the theoretical limit of capacity such as [29] , [33] , [34] . Pérez-González et al. [29] suggested to use convolutional and orthogonal codes. Eggers et al. [34] proposed the scalar costa scheme (SCS) by considering the data hiding as the communication-with-side-information problem which has good performance at high watermark-to-noise ratio (WNR).
In this paper, we attempt to estimate the data hiding capacity of JPEG images in J2J watermarking schemes. To embed watermarks in JPEG-compressed images, the JPEG file needs to be partially or fully decoded. The level of decoding depends on the domain the watermark will be embedded in. If the watermark is embedded in the bitstream domain, only variable-length decoding is needed. If the watermark is embedded in 8-by-8 block-based DCT domain, inverse zigzag scanning and inverse quantization are necessary. If the watermark is embedded in spatial domain or other frequency domains, inverse DCT would be needed. The J2J model is shown in Fig. 1 . In this paper, we make two assumptions. The first assumption is that the watermarked images will be JPEG-compressed using either the original quantization table extracted from the input JPEG file or a new quantization table defined by the user. With this assumption, we have the J2J framework. The second assumption is that the dimensions of the images are not changed in the watermark embedding. The J2J model makes no assumption on the domain the watermark is embedded in. There are four J2J cases as follows and this paper addresses most of the cases.
1) The original quantization table is used to compress the watermarked image, i.e.,
, and no other processing is applied to the image. An example is a watermarking command program.
2) The original quantization table may or may not be used to compress the watermarked image, i.e., or , and no other processing is applied to the image. An example is a watermarking command program with an option to choose a different quality factor (QF) or .
3) The original quantization table is used to compress the watermarked image, and the image may be altered by some kind of processing before or after the watermarking insertion. An example is image processing software such as Adobe Photoshop with watermarking functionality, and the user performs red-eye reduction or other filtering before or after the watermark insertion and then chooses the 'Save' (instead of 'Save as') command to save the image. 4) The original quantization table may not be used to compress the watermarked image, and the image may be altered by some kind of processing before or after the watermarking insertion. An example is the user performs red-eye reduction before or after the watermark insertion and then chooses the "Save As"' command (instead of "Save") to save the image. In the "Save As" command, the user may choose different QF in the JPEG compression. For case 1, we propose a method in Section II to estimate the data-hiding capacity of the JPEG images. The estimated capacity is the upper bound of the amount of bits that can be embedded in JPEG image files without causing visible artifacts. The estimated capacity can be passed to the watermark embedding module as a reference. For case 2, since the new quantization table is unknown to the watermark embedding module, the problem is similar to embedding a watermark against JPEG attack. As most quantization tables in JPEG encoders are obtained by scaling a reference quantization table (most probably the default quantization table recommended in the JPEG standard) with a QF, the typical corresponding to different QFs and the reference quantization table can be derived in J2J. For case 2, our proposed algorithm in Section II can be used to estimate the data hiding capacity for a wide range of QF. The resulting capacity curve can be passed to the watermark embedding module as a reference. For cases 3 and 4, if the modification is done before watermarking insertion, our proposed algorithm in Section II can be used to estimate data hiding capacity. If the modification is done after the watermarking insertion, the modification should be treated as attacks leading to lower capacity. Our algorithm is not designed to handle this case.
In Section II, we will describe the proposed capacity estimation algorithm for J2J watermarking. We will use the human visual system (HVS) model to determine the maximum allowable modification of block-based DCT coefficients. This maximum allowable modification is called the just noticeable difference (JND). In Section III, we make a simplifying assumption and derive the necessary conditions for the watermark signal to achieve data hiding capacity. In Section IV, we describe the JND model. While the JND is known to be difficult to estimate accurately, a commonly used JND model is the Watson's model [4] which estimates the JND of block-based DCT coefficients. In [24] , Watson's model was used in part of the capacity estimation process. In our experiments, we observe that the Watson's model is not enough to guarantee the invisibility of watermarks. Thus in Section IV, we will propose a modified model based on Watson's model to estimate the JND. Experimental results and discussions are given in Section V.
II. CAPACITY ESTIMATION FOR J2J WATERMARKING
As the cover work, or the input image, is assumed to be a JPEG-compressed image, the quantization table can be ex-tracted from the input JPEG file header. We denote the quantized DCT coefficient of the block as . The dequantized DCT coefficient is
where is the element of the quantization table . Suppose the corresponding JND of the DCT coefficient is , if any distortion of magnitude less than is added to the image, the distortion would be unnoticeable to the human eyes. It should be noted that is a nonnegative quantity by definition. To ensure perceptually invisible watermarking artifacts, the amount of modification on is limited to in the watermark embedding process. The model of JND will be described in detail in Section IV. Recall that we have made two assumptions. Based on our second assumption that the image dimensions do not change, the number of DCT coefficients does not change after watermark insertion. Let be the watermarked DCT coefficient of the block. Based on our first assumption, is quantized with a quantization table to give the JPEG-decoded watermarked DCT coefficient of the block (2) in the output JPEG image file, where is the entry of . The quantization matrix used in the output JPEG file may or may not be equal to used in the input JPEG file. To ensure high visual quality of the watermarked image, the quantized watermarked DCT coefficient should satisfy (3) which guarantees the invisibility of the watermark, given an accurate JND model. If is large enough, the maximum number of possible values of (or quantized values of ) within the allowable range is given by as follows: (4) where denotes the largest integer smaller than or equal to and denotes the smallest integer greater than or equal to . This is because we can use at most so many possible values of within the allowable range without going outside JND. Note that because where and . The in (4) can be equal to zero when is less than both and . In other words, can be equal to zero when the allowable JND range around does not contain any legitimate output JPEG-compatible DCT coefficient values (multiples of ). When this happens, the distortion of the JPEG recompression would already introduce perceptually detectable artifacts, in the absence of watermarking. Thus, when in (4) , no data should be embedded in this DCT coefficient to prevent the situation from getting worse, and the output DCT coefficient would simply be the nonwatermarked value . Thus, there is only one way to choose the output DCT coefficient and we force to reflect it. In this way, would always be greater than or equal to 1 such that . With this, the data hiding capacity or the maximum number of bits that can be embedded in the DCT coefficient of block is given by (5) Since each DCT coefficient can be considered as an independent channel, the total data-hiding capacity of the image is given by (6) where is the number of blocks in the image. Our estimated capacity depends only on JND model and the quantization factor. Regardless of which domain the watermark is embedded in, the amount of embedded information bits is bounded by (5) as long as the JND constraint in (3) is satisfied. As this capacity estimation method does not assume any specific watermarking method, it should apply to any watermarking method in the J2J framework.
We observe that our capacity estimation method agrees somewhat with the works of Costa [8] . For the DCT coefficient of the block, if we assume the watermark signal to be uniformly distributed in , the power of the watermark signal should be . Also assuming the quantization noise is uniformly distributed in , the power of quantization noise should be . Equation (5) can be re-written approximately as (7) where the approximation is used. An interesting observation is that this expression is similar to the AWGN channel capacity obtained by Costa in [8] .
III. NECESSARY CONDITIONS TO ACHIEVE CAPACITY
We derive the necessary conditions for the distribution of the watermark signal for achieving the upper bound of the data hiding capacity in (5). Here we assume is known at the watermark encoder. As we treat each DCT coefficient as an independent channel, we only consider the DCT coefficient of the block and can be used as the side information of the channel. For simplicity, we denote , , , and as , , , and , respectively. We also denote the probability density function of as , the probability mass function of , and as and , respectively. According to [35] , the capacity of a communication channel with side information is given by (8) where is a finite alphabet auxiliary random variable, is the mutual information of and , and the maximum is over all joint distributions of the form , , and . According to [36] , for a deterministic channel, (9) where is the entropy of . As is a discrete random variable in with possible values, the maximum of is achieved when is equally probable in when is known otherwise (10) and the equivalent necessary conditions for the probability density function of are (11) where and the corresponding capacity is as given in (5).
IV. JND ESTIMATION
To estimate the JND of the block-based DCT coefficients, we choose the well-known Watson's model [4] . After evaluating the Watson's model, we observe that the Watson's model is not sufficient to ensure the invisibility of watermarks in our experiments. In the experiments, we modify all DCT coefficients by adding distortions with magnitude equal to the corresponding JND. Obviously, this is the worst situation that could happen. Some visible artifacts are observed, especially at regions with edges and regions with textures. We modify the Watson's model slightly to avoid these visible patterns.
A. The Watson's Model
The model consists of three parts: the sensitivity table, the luminance masking, and the contrast masking. The sensitivity table is derived in [5] . It specifies the JND of a DCT coefficient without considering any masking, and its component is denoted as . Taking the background luminance masking effect into account, the luminance masking uses to estimate the JND of a DCT coefficient. As a bright background can mask more noise than a dark background, the JND for luminance masking of the DCT coefficient of the block is given by (12) where is the DC value of the block, is a constant, and is the mean intensity of the background or expected intensity of images. The suggested value of by Watson is 0.649. The third part of the Watson's model is contrast masking. Based on , it estimates the JND more accurately by considering the noise masking property due to the presence of AC energy in the corresponding DCT coefficient. Taking contrast masking into account, the JND for the DCT coefficient of the block is given by (13) where is a constant between 0 and 1. Watson suggested to give a value of 0.7 for all , .
B. Modification of Watson's Model
We modify the Watson's model to prevent the over-estimation of JND at the edge blocks and texture blocks. For each input JPEG image block, the median value and the mean value of the DCT coefficient and the DCT coefficients of the eight surrounding blocks are computed, and the minimum between the median and the mean is chosen and denoted as . For the blocks at the edges of the image, replicated blocks are used outside the edges. This is used to replace in (12) and (13) to compute the final JND 
V. EXPERIMENTAL RESULTS AND DISCUSSIONS
To demonstrate the use of the proposed capacity estimation algorithm, the J2J data hiding capacities for two common test images are estimated and reported in this paper. They are the 512 512 gray-scale images, "Lena" and "Pepper". Only the luminance component is used in the experiments. To control the compression ratio in JPEG, a scaling factor (SF) is used to scale the default quantization table in JPEG, shown in Table I . In J2J model, there are two quantization tables, and , which depend on three parameters: 1) the JPEG default quantization table; 2) the ; and 3) the . The is the SF used to scale the for the input JPEG-compressed image, and the is the used to scale for the output JPEGcompressed image. All the entries in the scaled and table are then rounded to integers. Most research papers specify the JPEG quality by the QF. The SF is related to the QF by (14) In our simulations, JPEG compression with is applied to the testing images. These are the input JPEG images to the J2J model. To study the worst-case visual quality of J2J watermarked images, the JND value is computed and is added as distortion to the DCT coefficients for all , and . The images are then JPEG-compressed using to give the output JPEG images, which we call the JND watermarked images. The compression ratio in terms of bits-per-pixel (bpp) is shown in Fig. 4 and 5 for "Lena" and "Pepper" respectively. The PSNR of the JPEG-compressed images is shown in Fig. 6 and 7 . The estimated data hiding capacity using (6) is shown in Fig. 8 control, the results for the input JPEG image (without any watermarks) are also shown and are labeled as "JPEG only". The horizontal axis in Figs. 4-9 is . When is equal to , which is a very probable situation, the maximum increases in bpp due to J2J watermark for Lena in Fig. 4 and Pepper in Fig. 5 are only 0.0030 and 0.0032 bpp, respectively, which are negligible. In Figs. 6 and 7, the worst-case PSNR losses due to J2J watermarking are 0.2768 and 0.3556 dB for Lena and Pepper, respectively, which are small. In Fig. 8 and 9 , the data hiding capacity of Lena and Pepper both decrease rapidly with and drop below 15 when is 4 for all cases. These suggest that the capacity can be significantly affected by the . However, Watson's model was designed to estimate the JND for uncompressed images. It may not be able to estimate accurately JND for compressed images. The same may also be true for our proposed modified Watson's model.
VI. CONCLUSION
In this paper, we propose a method to estimate the data hiding capacity of digital images in the JPEG-to-JPEG watermarking framework, using a HVS model. A modified Watson HVS model is used. As our capacity estimation does not assume any specific watermarking method, it should apply to any watermarking method in the J2J framework.
