1. Introduction. A self-adjoint parabolic equation in one space variable is considered, under boundary conditions which involve the function and its space derivative. A type of numerical instability can arise, which is traceable to the boundary conditions, and which is caused by the existence of unbounded solutions of the original differential equation. In Eq. (2), when n = 0, the values of w¿° (z = 0, 1, • • -, N) are obtained from the initial conditions (la). When i = 0 or N, the values of w outside R, viz. w™x and w%+1, Orn = n, n + 1), which occur in (2) are eliminated using the boundary conditions (lb), in which the derivatives are approximated by the equation (5) duA/dx = (w7+i -wl-i)/2h , j = 0,N and m = n, n + 1 .
If we denote the vector of values of w at each time level tm by wm, i.e. and use the boundary conditions (lb) in (2) when i = 0 and i = A7, we may write the totality of difference equations in the form (6) (/ + rU/2)wn+1 = (/ -rs7/2)w" -ft "
where ln is a vector involving the boundary conditions (with h" = l2n = ■ ■ ■ = i^_j = 0, for all n) and /. and U are matrices of order (V + 1). The matrix /. is the identity matrix, and U is given by
Let the numerical error of the difference method (6) be denoted by e" = wn -w" , Vn ^ 0 , where w" is the exact solution of Eq. (6) and w" is the numerical solution. Then we obtain the error equation
We shall assume (/ + rU/2) to be nonsingular, so that (8) £"+1 = Ü + rU/2)~'iI -r<7/2)E« .
The difference method (6) will be stable, therefore, if and only if the norms 11 e" 11 of the vectors given by (8) It should be noted that condition (10) is the condition for asymptotic stability On -* oo ) of Eq. (6) . If the errors are to be bounded in a closed region 0 g t ¿ T, for some finite T, then (10) may be weakened to the condition p(G) ^ 1 + Oik) .
This point has been discussed by Gary [8] . In this paper we take (10) as our condition for stability. We shall assume that 1 + rX¿/2 > 0 (an assumption which is justified later) and hence the necessary and sufficient condition for stability becomes X; ^ 0, i = 0, 1, N.
4. The Eigenvalues of U. If we apply the theorem of Gerschgorin to the matrix U in (7), we find that the spectrum of U lies within the union of the intervals
If p Sï 0 and q 2: 0 then U is positive definite (or positive semidefinite if p = q = 0), and Eq. (6) is then stable. This is the case which has been considered by the authors [l]- [5] . If any eigenvalues of U are negative, then they are 0(1/N), and so for large N we may assume that 1 + rX¿ > 0, i = 0, 1, ■ ■ -, N. This justifies the assumption made in Section 3.
We now consider for what values of p and q the matrix U is singular, i.e. det (U) = 0. Expanding this determinantal equation we obtain
is the determinant of an (r X r) symmetric matrix. The constant term (i.e. the term independent of p and q) in (11) is the expansion of det U when p -q = 0. But if p = q = 0, U is singular (the sum along each row is zero), and so this constant is zero.
It is easily shown that It should be noted that this is an approximation, to Oil/N2), of the equation
The matrix U is singular when p and q lie on a hyperbola, which we denote by 2 = 0, where S = pq + Lp + Mq = 0 . Let z(X) be the characteristic polynomial of the matrix U, i.e.
z(X) = det (£/ -X7) .
Since U is similar to a symmetric matrix, the polynomial z(X) has (V + 1) real zeros; in addition z(X) is clearly positive for large negative X. But in the region B, z(0) is negative, and so there must be a zero of z(X) in X < 0. In fact z(X) must have an odd number of negative roots. At the point p = -N/2, q = -N/2 in D the matrix U has at least one negative root, since U = We now exhibit the dependence of z(X) on (p, q) by writing the characteristic polynomial as zip, q, X). The function z = 0 is a surface in (p, q, X) space, cutting each vertical line p = constant, q = constant, in (iV + 1) points. Let Tip, q) = 0 be any curve in the (p, q) plane. Let rx0 = 0 be the curve in (p, q, X) space, on the surface z -0, which consists of the points (p, q, X0(p, q)), where X0 is the smallest root of z = 0, for each point (p, q) on Tip, q) = 0. Thus T = 0 is the projection of T\0 = 0 on the (p, q) plane. Clearly, as (p, q) moves, the curve rx0 = 0 is continuous. Suppose that (p, q) moves from a point in the region A where p > 0 and q > 0, along r = 0. Then initially X0 > 0, and as (p, q) moves, Xo cannot change sign unless rx0 = 0 crosses the (p, q) plane; i.e. unless X0 passes through a zero. This cannot happen unless rx0 = 0 and r = 0 pass through a 
2.00 -0.20 -0.36 -2.00 -3.00 q = 1.00 1.00 1.00 1.00 -3.00 L = 3 p = 2.00 -0.10 -0.18 -2.00 -3.00 q = 1.00 1.00 1.00 1.00 -3.00 Table 1 Xix) = C Í -^dx+Xia)
J" (7(3-1 (19) vifé^ + Jr. + J^-which is equation (13). Thus there is a zero eigenvalue of the Sturm-Liouville problem only on the curve to which 2 tends as N -» «>. By means of an argument similar to the one used on z(X) for the discrete case, it may be shown that Xo è 0 everywhere in the region A or on the upper branch of the curve (19), where X0 = 0. In addition it may be shown that there is one negative eigenvalue between the branches of the curve (19); one negative and one zero eigenvalue on the lower branch; and two negative eigenvalues in the region inside the lower branch of the curve (19), corresponding to the region D.
7. Conclusion. The numerical instability observed in this paper has therefore been traced to the existence of unbounded solutions of the differential equation as t -* co. This type of instability will be apparent only if the difference methods are run for large values of í = nk. In some problems it is necessary to run the difference methods beyond the stage where initial transients die out (see e.g. [8] ) and in such problems asymptotic instability will clearly be of importance. Another important instance of this kind of instability will occur in the iterative solution of systems of equations arising from numerical approximations to Laplace's equation in two or more space variables. It is clear that derivative boundary conditions of the type discussed in this paper will have an effect on the eigenvalues of the matrices occurring in the system and may prevent convergence. This problem, however, will be discussed in a later paper.
The calculations were carried out on the IBM 1620 computer of the University of St. Andrews.
