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vSOMMAIRE
Dans cette thèse, nous étudions les fonctions propres de l’opérateur de
Laplace-Beltrami - ou simplement laplacien - sur une surface fermée, c’est-à-
dire une variété riemannienne lisse, compacte et sans bord de dimension 2. Ces
fonctions propres satisfont l’équation
∆gφλ + λφλ = 0
et les valeurs propres forment une suite infinie
0 = λ0 < λ1 ≤ λ2 ≤ ...↗∞.
L’ensemble nodal d’une fonction propre du laplacien est celui de ses zéros et
est d’intérêt depuis les expériences de plaques vibrantes de Chladni qui re-
montent au début du 19ème siècle et, plus récemment, dans le contexte de la
mécanique quantique. La taille de cet ensemble nodal a été largement étudiée
ces dernières années, notamment par Donnelly et Fefferman [13, 14], Colding
et Minicozzi [7], Hezari et Sogge [22], Mangoubi [28] ainsi que Sogge et Zel-
ditch [36, 37]. L’étude de la croissance de fonctions propres n’est pas en reste,
avec entre autres les récents travaux de Donnelly et Fefferman [15], Sogge, Toth
et Zelditch [35], pour ne nommer que ceux-là.
Notre thèse s’inscrit dans la foulée du travail de Nazarov, Polterovich et So-
din dans [29] et relie les propriétés de croissance des fonctions propres avec la
vi
taille de leur ensemble nodal dans l’asymptotique λ ↗ ∞. Pour ce faire, nous
considérons d’abord les exposants de croissance, qui mesurent la croissance lo-
cale de fonctions propres et qui sont obtenus à partir de la norme uniforme de
celles-ci. Nous construisons ensuite la croissance locale moyenne d’une fonc-
tion propre en calculant la moyenne sur toute la surface de ces exposants de
croissance, définis sur de petits disques de rayon comparable à la longueur
d’onde λ−
1
2 . Nous montrons alors que la taille de l’ensemble nodal est contrô-
lée par le produit de cette croissance locale moyenne et de la fréquence
√
λ. Ce
résultat permet une reformulation centrée sur les fonctions propres de la cé-
lèbre conjecture de Yau [39, 40], qui prévoit que la mesure de l’ensemble nodal
croît au rythme de la fréquence. Notre travail renforce également l’intuition
répandue selon laquelle une fonction propre φλ se comporte comme un poly-
nôme de degré
√
λ. Nous généralisons ensuite nos résultats pour des exposants
de croissance construits à partir de normes Lq. Nous sommes également ame-
nés à étudier les fonctions appartenant au noyau d’opérateurs de Schrödinger
avec petit potentiel dans le plan. Pour de telles fonctions, nous obtenons deux
résultats qui relient croissance et taille de l’ensemble nodal.
Mots clés : Géométrie spectrale, fonctions propres du laplacien, exposants
de croissance, ensemble nodal, conjecture de Yau, opérateurs de Schrödinger.
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SUMMARY
In this thesis, we study eigenfunctions of the Laplace-Beltrami operator -
or simply the Laplacian - on a closed surface, i.e. a two dimensional smooth,
compact Riemannian manifold without boundary. These functions satisfy
∆gφλ + λφλ = 0
and the eigenvalues form an infinite sequence
0 = λ0 < λ1 ≤ λ2 ≤ ...↗∞.
The nodal set of a Laplace eigenfunction is its zero set and is of interest since
the vibrating plates experiments of Chladni at the beginning of the 19th cen-
tury as well as, more recently, in the context of quantum mechanics. The size of
the nodal sets has been largely studied recently, notably by Donnelly and Fef-
ferman [13, 14], Colding and Minicozzi [7], Hezari and Sogge [22], Mangoubi
[28] as well as Sogge and Zelditch [36, 37]. The study of eigenfunction growth
is also an active topic, with the recent works of Donnelly and Fefferman [15],
Sogge, Toth and Zelditch [35] to name only a few.
Our thesis follows the work of Nazarov, Polterovich and Sodin in [29] and
links growth and nodal sets of eigenfunctions in the asymptotic λ ↗ ∞. To
do so, we first consider growth exponents, which measure the local growth
viii
of eigenfunctions via their uniform norm. The average local growth of an ei-
genfunction is built by averaging growth exponents defined on small disks of
wavelength like radius r = λ−
1
2 over the whole surface. We show that the size
of the nodal set is controlled by the product of this average local growth with
the frequency
√
λ. This result allows a function theoretical reformulation of the
famous conjecture of Yau [39, 40], which predicts that the size of the nodal set
grows like the frequency. Our work also strengthens the common intuition that
an eigenfunctionφλ behaves in many ways like a polynomial of degree
√
λ. We
then generalize our results to growth exponents built upon Lq norms. We are
also led to study functions belonging to the kernel of Schrödinger operators
with small potential in the plane. For such functions, we obtain two results lin-
king growth and size of nodal sets.
Keywords : Spectral geometry, Laplace eigenfunctions, doubling expo-
nents, growth exponents, nodal sets, Yau’s conjecture, Schrödinger operators.
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Chapitre 1
INTRODUCTION
1.1. UN PEU D’HISTOIRE
La théorie spectrale géométrique du laplacien intervient dans l’étude d’une
panoplie de phénomènes physiques de nature ondulatoire (voir, par exemple,
le classique traité de Courant et Hilbert [10, 11]). Sa naissance remonte aux
expériences du physicien allemand Ernst Chladni qui faisait vibrer un archet
sur la paroi de minces plaques métalliques saupoudrées de sable. Sous l’effet
de la vibration, les grains de sable sautillent de manière aléatoire, jusqu’à l’at-
teinte d’une fréquence dite pure, laquelle détermine un mode de vibration qui
forcera le sable à s’accumuler en un lieu précis. Si on accélère la fréquence de
vibration de l’archet, le motif formé par les grains perd sa structure et rede-
vient diffus, jusqu’à l’obtention d’un deuxième mode de vibration pur, sous
l’effet duquel le sable formera un nouveau motif géométrique, plus complexe.
Et ainsi de suite : il existe une suite infinie de modes de vibration purs, chacun
contraignant les grains de sable à former un motif de plus en plus complexe.
4Si nous remplaçons la fine plaque par une membrane Ω ⊂ R2, ce phéno-
mène est modélisé par le problème de Dirichlet pour le laplacien : ∆φλ + λφλ = 0 dansΩ,φλ = 0 sur ∂Ω.
Dans ce modèle, une fonction propre φλ décrit le mode de vibration associé
à la fréquence
√
λ. On appelle ensemble nodal l’ensemble des zéros d’une fonc-
tion propre et c’est sur cet ensemble que s’accumule le sable pour former un
motif précis.
FIGURE 1.1. Voir le son avec l’ensemble nodal : motifs formés
par le sable sur une plaque vibrante carrée lors d’une expérience
de Chladni.
Imaginons maintenant que nous remplacions le sable par une fine pous-
sière, tellement légère qu’elle ne peut se poser sur la membrane, flottant plutôt
au-dessus d’elle au gré des oscillations produites par la vibration. Lorsque la
membrane vibre à une fréquence pure, cette poussière permet de visualiser le
mode de vibration associé. C’est ce qu’ont effectué les auteurs de [9] et la Fi-
gure 1.2 permet de voir partiellement le flottement de la poussière au centre
des domaines nodaux, ce que les auteurs appellent les anti-noeuds.
5FIGURE 1.2. Voir les amplitudes : flottement de la poussière au
centre des domaines nodaux. Tiré de [9]
La poussière peut-elle monter très haut ? Peut-elle être très basse en un
point et très haute en un autre point, près du premier ? Existe-t-il un lien entre
le comportement de la poussière au dessus de la membrane et les motifs formés
par le sable sur la membrane ? Autrement dit, et c’est la question essentielle à
laquelle se consacre cette thèse : peut-on relier les propriétés de croissance d’une
fonction propre avec la taille de son ensemble nodal ?
1.2. FONCTIONS PROPRES DU LAPLACIEN SUR UNE SURFACE
On considère une surface lisse et fermée, c’est-à-dire une variété rieman-
nienne (M,g) de classe C∞ qui soit compacte et sans bord. La métrique g per-
met de définir l’opérateur de Laplace-Beltrami - ou simplement laplacien - ∆g par
la relation usuelle : ∆g = divg∇g. C’est un opérateur autoadjoint qui, dans un
système de coordonnées locales (x1, x2), s’écrit
∆g =
1√
g
2∑
i,j=1
∂i
(√
ggij∂j
)
,
où gij sont les composantes de l’inverse du tenseur métrique g et
√
g la racine
carrée de la valeur absolue de son déterminant. Par exemple, la métrique eu-
clidienne g = dx2 + dy2 engendre le laplacien usuel ∆ = ∂2x + ∂2y. Notons que
le laplacien possède la propriété géométrique de commuter avec les transla-
tions et les rotations, ce qui explique son usage répandu dans la modélisation
mathématique de phénomènes physiques indépendants de la position et de
6la direction, comme par exemple la diffusion de la chaleur ou la propagation
d’une onde. Pour plus de détails sur le laplacien, voir notamment [4, 5, 42].
On s’intéresse à la généralisation sur M des expériences de Chladni en
considérant les solutions φλ :M→ R de l’équation aux valeurs propres
∆gφλ + λφλ = 0.
Le spectre de ∆g est discret et les valeurs propres forment une suite infinie
0 = λ0 < λ1 ≤ λ2 ≤ ...↗∞,
à laquelle correspond une suite de fonctions propres {φλk}
∞
k=0 qui représentent
les modes de vibrations purs de la surface (M,g). Pour un vaste survol des
propriétés locales et globales des fonctions propres du laplacien sur une variété
compacte, on réfère à [42, 43].
1.3. ENSEMBLE NODAL DE FONCTIONS PROPRES
L’ensemble nodal d’une fonction propre φλ est celui de ses zéros
Zλ = {p ∈M : φλ(p) = 0} .
C’est cet ensemble qui représente le lieu géométrique sur lequel s’accumule
le sable des plaques de Chladni. Cet ensemble est également d’intérêt en mé-
canique quantique. Dans un tel contexte, une fonction propre L2-normalisée
||φλ||L2(M) = 1 est considérée comme la densité de probabilité d’une particule
libre dans l’état d’énergie associé à φλ et qui évolue sur M. On peut alors in-
terpréter l’ensemble nodal Zλ comme le lieu où la particule a le «moins» de
chance de se retrouver. L’ensemble singulier est un sous-ensemble de Zλ, donné
par
Sλ := {p ∈ Zλ : ∇g(p) = 0}
7et de codimension 2. Dans le cas d’une surface, c’est un ensemble fini de points
hors duquel l’ensemble nodal est une sous-variété régulière de codimension 1.
On évalue la tailleH1(Zλ) de l’ensemble nodal à l’aide de la mesure de Hausdorff
1-dimensionnelle. On rappelle que la métrique g fait de la surfaceM un espace
métrique, dont la fonction distance est donnée par
d(x, y) := inf
{γ:[0,1]→M :γ(0)=x, γ(1)=y}L(γ).
Ici, l’infimum est pris sur l’ensemble de toutes les courbes de classe C1 reliant x
et y et L(γ) est la longueur d’une telle courbe γ. La distance permet de définir
le diamètre d d’un ensemble U ⊂M par
d(U) := sup
x,y∈U
d(x, y).
Étant donné δ > 0, on définit alors
H1δ(Zλ) := inf
{ ∞∑
i=1
d(Ui) :
∞⋃
i=1
Ui ⊇ Zλ, d(Ui) < δ
}
,
où l’ensemble indexant de l’infimum est celui des recouvrements dénombrables
de Zλ par des ensembles Ui de diamètres tous inférieurs à δ. On obtient finale-
ment la taille de l’ensemble nodal en prenant la limite suivante :
H1(Zλ) := lim
δ→0+H1δ(Zλ).
On s’intéresse depuis la fin des années 1970 au comportement asympto-
tique de la mesure de l’ensemble nodal : comment se comportent les quantités
H1(Zλ) lorsque λ ↗ ∞ ? Une première réponse a été fournie par Brüning qui
montre dans [3] que H1(Zλ) doit croître au moins au rythme de la fréquence
√
λ. Plus précisément, Brüning prouve qu’il existe une constante c > 0 telle que
H1(Zλ) ≥ c
√
λ. C’est dans la foulée de ce résultat que Yau a formulé quelques
années plus tard une célèbre conjecture :
8Conjecture. (Yau, [39, 40]) Soit (M,g) une variété lisse et compacte de dimension n.
Alors, il existe des constantes positives c, C telles que
c
√
λ ≤ Hn−1(Zλ) ≤ C
√
λ.
Formulée en toute dimension pour des variétés compactes et lisses, la conjec-
ture prévoit donc que la taille de l’ensemble nodal des fonctions propres est
contrôlée par la fréquence. Dans [13], Donnelly et Fefferman démontrent cette
conjecture en toute dimension pour les paires analytiques réelles (M,g). Pour
les surfaces lisses, outre la borne inférieure optimale de Brüning mentionnée
plus haut, la meilleure borne supérieure connue est λ
3
4 , obtenue par Donnelly
et Fefferman dans [14] et par Dong dans [12]. Notons qu’en dimension n ≥ 3,
la situation se complique substantiellement et les meilleures bornes inférieures
et supérieures connues sont toutes loin de celles prévues par la conjecture, voir
notamment [7, 20, 28, 36, 37] ainsi que le récent survol global de Zelditch [43].
Pour mieux comprendre le sens de la conjecture de Yau, mentionnons qu’une
intuition répandue est que les fonctions propres φλ de valeur propre λ se com-
portent à plusieurs égards comme des polynômes de degré
√
λ. À la lumière de
cette interprétation, la conjecture de Yau peut donc être vue comme une large
généralisation du théorème fondamental de l’algèbre, qui prescrit le nombre
de zéros (comptés avec multiplicités) d’un polynôme (complexe) à partir du
degré de celui-ci.
1.4. CROISSANCE DE FONCTIONS PROPRES
On cherche dans cette section à développer des outils permettant de mesu-
rer adéquatement la croissance locale d’une fonction propre. On débute dans
un contexte plus large : soit un espace métrique (X, d) et f ∈ C0(X) une fonc-
tion continue. Étant donné un facteur d’homothétie fixe 0 < α < 1 et une boule
9B = Br(x) de rayon r et centrée en x ∈ X, on obtient une mesure de la crois-
sance locale de f sur B en définissant l’exposant de croissance uniforme de f sur B
par
β∞α (f;B) := log supB |f|sup
αB
|f|
,
où αB est la boule concentrique à B dont le rayon a été contracté par le facteur
α. Les exposants de croissance uniforme ainsi définis permettent de généraliser
la notion de degré d’un polynôme à toute la classe des fonctions continues,
comme en fait foi l’exemple simple suivant :
β∞α (xn; [−1, 1]) = log sup[−1,1] |x
n|
sup[−α,α] |xn|
= n logα−1.
De retour sur la surface (M,g), on considère les exposants de croissance
uniforme de fonctions propres φλ. Le résultat suivant est fondamental dans
l’étude des propriétés de croissance de fonctions propres du laplacien :
Théorème. (Borne de croissance de Donnelly-Fefferman, [13]) Soit (M,g) une
variété lisse et compacte de dimension n et soit aussi un rayon r > 0. Il existe c > 0
tel que
β∞α (φλ;B) ≤ c√λ,
pour toute boule B = Br(x) de rayon r.
Remarquons que ce résultat renforce davantage l’intuition selon laquelle
une fonction propre se comporte à la manière d’un polynôme de degré
√
λ.
On se consacre maintenant à l’étude de la croissance de fonctions propres à
l’échelle de la longueur d’onde en fixant à r = k0λ−
1
2 le rayon des boules consi-
dérées, où k0 > 0 est une constante positive. Étant donné un point p ∈ M, on
définit
β∞α (λ, p) := β∞α (φλ;Br(p)).
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Ces quantités mesurent donc la croissance locale d’une fonction propre à petite
échelle. La croissance locale uniforme moyenne d’une fonction propre φλ est une
quantité globale obtenue en faisant la moyenne de ces exposants de croissance
locaux sur de petits disques
A∞α (λ) := 1Vol(M)
∫
M
β∞α (λ, p)dVg(p).
Jusqu’à maintenant, nous avons mesuré la croissance des fonctions propres
localement et globalement à l’aide de la norme L∞. On peut construire des
quantités similaires à l’aide des normes Lq, avec 1 ≤ q ≤ ∞. Ainsi, nous obte-
nons les Lq-exposants de croissance de fonctions propres à petite échelle
βqα(λ, p) := log
||φλ||Lq(Br(p))
||φλ||Lq(αBr(p))
ainsi que la Lq-croissance locale moyenne associée
Aqα(λ) :=
1
Vol(M)
∫
M
βqα(λ, p)dVg(p).
1.5. CROISSANCE LOCALE MOYENNE UNIFORME ET TAILLE DE
L’ENSEMBLE NODAL
Nous avons mentionné que les fonctions propres φλ ressemblent à plu-
sieurs égards à des polynômes de degré
√
λ. Dans le cas des polynômes, le
degré contrôle à la fois le nombre de zéros et les propriétés locales de crois-
sance. Il est donc naturel de s’attendre à un lien similaire dans le cas des fonc-
tions propres. Suivant la suggestion de Nazarov, Polterovich et Sodin dans [29],
nous démontrons un résultat qui fournit un tel lien en montrant que la taille de
l’ensemble nodal est contrôlée par le produit de la croissance locale uniforme
moyenne avec la fréquence.
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Théorème 1. (G. Roy-Fortin, [31]) Soit (M,g) une surface lisse et fermée. Il existe
une constante positive α0 telle que, pour 0 < α ≤ α0,
c1λ
1
2A∞α (λ) ≤ H1(Zλ) ≤ c2λ 12 (A∞α (λ) + 1),
où c1, c2 sont des constantes positives ne dépendant que de la géométrie deM et de α.
Soulignons d’emblée que, par la définition des exposants de croissance, la
borne inférieure pour la taille de l’ensemble nodal est en fait valide pour toute
valeur du paramètreα ∈ (0, 1). En effet, les exposants de croissance décroissent
lorsqu’on laisse le paramètre α croître vers 1. Le théorème entraîne les consé-
quences suivantes :
1. La croissance locale uniforme moyenne est bornée par une constante sur les surfaces
analytiques réelles.
Puisque que la conjecture de Yau a été démontrée en dimension 2 pour les sur-
faces analytiques réelles, le Théorème 1 implique que, dans un tel contexte, la
croissance locale uniforme moyenne A∞α (λ) est bornée par une constante dans
la limite haute énergie λ ↗ ∞. Cela indique, entre autres, qu’il est impossible
de trouver une suite de fonctions propres φλ saturant la borne de croissance λ
1
2
de Donnelly et Fefferman sur un ensemble de mesure positive. Autrement dit,
sur une paire réelle analytique (M,g), la croissance locale de fonction propres
à l’échelle de longueur d’onde est bornée par une constante presque partout.
2. Reformulation centrée sur les propriétés des fonctions propres de la conjecture de
Yau.
En retournant au contexte des surfaces lisses et sachant par Brüning que cλ
1
2 ≤
H1(Zλ), notre résultat implique que la conjecture de Yau en dimension 2 est
équivalente à la proposition A∞α = O(1). Cela soulève donc naturellement une
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question importante, mais difficile :
Question. Peut-on trouver une surface (M,g) lisse et fermée et une suite de fonctions
propres {φλ} dont les exposants de croissance uniforme saturent une borne polynomiale
ou logarithmique en λ sur un ensemble de mesure positive ?
Le Chapitre 2 présente l’article Nodal sets and growth exponents of Laplace ei-
genfunctions on surfaces qui contient la preuve du Théorème 1. Au fil de celle-ci,
nous sommes amenés à nous intéresser aux fonctions appartenant au noyau
d’opérateurs de Schrödinger avec petit potentiel dans le plan. Plus précisé-
ment, nous obtenons deux résultats qui relient exposant de croissance et en-
semble nodal pour de telles fonctions.
Théorème 2. (G. Roy-Fortin, [31]) Soit F : 3D→ R une solution de
∆F+ qF = 0,
avec potentiel q ∈ C∞(3D) tel que ||q||L∞ < 0, où 0 est une petite constante positive.
Soit aussi
β := β
(
F,
5
2
D; 10
)
= log
sup 5
2
D |F|
sup 1
4
D |F|
.
Finalement, notons par ZF l’ensemble nodal {p ∈ 3D : F(p) = 0} de F. Alors,
H1
(
ZF ∩ 1
60
D
)
≤ cβ∗,
où β∗ := max{β, 1} et c est une constante positive.
Ici et tout au long du texte, on note parD le disque unitaire centré à l’origine
dans le plan. Ce théorème servira à montrer l’inégalité de droite du Théorème
1. Pour l’inégalité de gauche, on aura besoin du résultat suivant :
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Théorème 3. (G. Roy-Fortin, [31]) Soit F : D→ R une solution de
∆F+ qF = 0,
dans D avec potentiel q ∈ C∞(D) tel que ||q||L∞ < 1, où 1 est une petite constante
positive. Notons par |ZF(S1)| le nombre de zéros de F sur le cercle frontière S1. Alors, il
existe 0 < ρ− < ρ+ < 1
2
tels que
log
sup
ρ+D |F|
sup
ρ−D |F|
≤ c(1+ |ZF(S1)|),
où c est une constante positive.
1.6. Lq-CROISSANCE LOCALE MOYENNE ET ENSEMBLE NODAL
Dans le Chapitre 3, nous présentons un court article intitulé Addendum : Lq
growth exponents and nodal sets of Laplace eigenfunctions dans lequel nous généra-
lisons notre résultat principal à la Lq-croissance locale moyenne pour une large
classe de q :
Théorème 4. (G. Roy-Fortin, [32]) Soit (M,g) une surface lisse et fermée. Il existe
une constante positive α0 telle que, pour 0 < α ≤ α0 et q ∈ (1,∞), on a
c1λ
1
2Aqα(λ) ≤ H1(Zλ) ≤ c2λ
1
2 (Aqα(λ) + 1),
où c1, c2 sont des constantes positives qui ne dépendent que de la géométrie de (M,g)
et de α et du choix de l’exposant q.
Un aspect intéressant de ce résultat est qu’il permet d’aborder la borne su-
périeure de la conjecture de Yau via les propriétés de croissance locale des
normes Lq des fonctions propres. Cela est particulièrement intéressant dans
le cas q = 2 : il est connu depuis [8, 34, 41] que les normes L2 sont reliées à
la propriété d’ergodicité quantique et sont équidistribuées pour une sous-suite
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de fonctions propres dans le cas de surfaces compactes avec flot géodésique er-
godique. Plus récemment, les travaux de Hezari et Rivière dans [21] ainsi que
ceux de Han dans [19] se sont consacrés à l’ergodicité quantique à petite échelle
et nous concluons le Chapitre 3 en discutant brièvement de la connexion entre
ces travaux et notre résultat.
1.7. REMARQUES LIMINAIRES
La notation utilisée dans ce chapitre d’introduction ne correspond pas tou-
jours exactement à celle des Chapitres 2 et 3. Si le sens est toujours préservé,
nous avons parfois choisi de faire de légères modifications dans l’introduction
pour clarifier la présentation sans modifier le texte final des articles présentés
ultérieurement. Par ailleurs, bien que nous ayons choisi le mode d’exposition
par articles, nous préférons accumuler toutes les références bibliographiques à
la toute fin de cette thèse et non à la fin respective de chaque article, principa-
lement pour éviter la présence de doublons.
Chapitre 2
NODAL SETS AND GROWTH EXPONENTS OF
LAPLACE EIGENFUNCTIONS ON SURFACES
Abstract : We prove a result, announced by F. Nazarov, L. Polterovich and
M. Sodin, that exhibits a relation between the average local growth of a Laplace
eigenfunction on a closed surface and the global size of its nodal set. More pre-
cisely, we provide a lower and an upper bound to the Hausdorff measure of the
nodal set in terms of the expected value of the growth exponent of an eigen-
function on disks of wavelength like radius. Combined with Yau’s conjecture,
the result implies that the average local growth of an eigenfunction on such
disks is bounded by constants in the semi-classical limit. We also obtain results
that link the size of the nodal set to the growth of solutions of planar Schrödin-
ger equations with small potential.
Author : Guillaume Roy-Fortin.
2.1. INTRODUCTION AND MAIN RESULTS
2.1.1. Nodal sets of Laplace eigenfunctions
Let (M,g) be a smooth, closed two-dimensional Riemannian manifold en-
dowed with a C∞ metric g. Let {φλ}, λ↗∞, be any sequence of eigenfunctions
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of the negative definite Laplace-Beltrami operator ∆g :
∆gφλ + λφλ = 0. (2.1.1)
In local coordinates, we write the Laplace-Beltrami operator as
∆g =
1√
g
2∑
i,j=1
∂
∂xi
(
gij
√
g
∂
∂xj
)
.
The nodal set of φλ is the set
Zλ := {p ∈M : φλ(p) = 0} .
It is known [6] that Zλ is a smooth curve away from its finite singular set
Sλ := {p ∈M : φλ(p) = ∇φλ(p) = 0} .
Nodal sets of Laplace eigenfunctions have been of interest since the discovery
of the Chladni patterns and their asymptotic properties as λ ↗ ∞ have been
intensively studied, notably in the context of quantum mechanics. In that set-
ting, the square of a normalized eigenfunction φλ represents the probability
density of a free particle in the pure state corresponding to φλ and Zλ can be
thought of as the set where such a particle is least likely to be found. Estima-
ting the one dimensional Hausdorff measure H1(Zλ) of the nodal set has thus
been the subject of intense studies over the last three decades, sparked by the
well-known conjecture of S.T. Yau (see [39], [40]) :
Conjecture 1. Let (M,g) be a compact, C∞ Riemannian manifold of dimension n.
There exist positive constants c, C such that
cλ
1
2 ≤ Hn−1(Zλ) ≤ Cλ 12 .
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Remark that this paper is concerned with the casen = 2, but that the conjec-
ture has been stated for smooth manifolds of any dimension. A common intui-
tion in spectral geometry is that a λ-eigenfunction behaves in many ways simi-
larly to a trigonometric polynomial of degree λ
1
2 . As such, one can understand
Yau’s conjecture as a broad generalization of the fundamental theorem of alge-
bra : counting multiplicities, a polynomial of degree λ
1
2 will vanish λ
1
2 times.
The conjecture has been proved by Donnelly-Fefferman for real analytic pairs
(M,g) of any dimension in [13]. When M is a surface with a C∞ metric, the
lower bound was proved by Brüning in [3]. The current best upper bound of
λ
3
4 obtained by [14, 12] is still weaker than the conjectured one. Note that the
current best exponent 3
4
in dimension 2 gets much worse in higher dimensions.
Indeed, for n ≥ 3, the current best upper bound is λ
√
λ and has been obtained
by Hardt and Simon in [20]. This hints that the methods used on surfaces are
specific and cannot, in general, be easily extended to higher dimensional ma-
nifolds, which is indeed the case for the results of this paper. For more details
and a thorough survey of the most recent results on nodal sets of Laplace ei-
genfunctions, we refer to [43].
2.1.2. An averaged measure of the local growth.
Here and elsewhere in this article, given a ball B(r) of radius r, αB will
denote the concentric ball of radius αr. In any metric space, it is possible to
measure the growth of a continuous function f by defining its doubling exponent
β(f, B) on a metric ball B by
β(f, B) := log
sup
B
|f|
sup 1
2
B
|f|
.
The simplest example is that of the the polynomial xn on the real interval D =
[−1, 1], for which the doubling exponent is the degree n, modulo a constant.
Indeed, β(xn, [−1, 1]) = n log 2. Given two concentric balls B,αB, where 0 <
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α < 1, one can define the more general α-growth exponent β(f, B;α) by
β(f, B;α) := log
sup
B
|f|
sup
αB
|f|
.
Albeit more general, the growth exponent can still be seen as the analog of the
degree of a polynomial, as showcased once again by the monomial xn :
β(xn, [−1, 1];α) = log
sup[−1,1] |x|
n
sup[−α,α] |x|n
= n log(α−1).
It is worth mentioning that the growth exponent is itself a special case of the
more general Bernstein index, which measures in a similar fashion the growth
of a continuous function from one compact set to a strictly larger one. For more
background on the Bernstein index, we refer to [26] and [33].
The metric g turns M into a metric space and it is natural to define simi-
lar exponents to measure the growth of eigenfunctions on metric disks on the
surface. We write Bp(r) for a metric disk centred at p ∈ M and of radius r. In
[13], the authors show that on a smooth manifold (M,g) of any dimension, the
following holds for every ball B :
β(φλ, B) ≤ cλ 12 ,
where c = c(g, r, α) is a positive constant depending only on the geometry
of M, the radius r and the scaling factor α. From now on, we will restrict our
attention to disks Bp(r) of radius comparable to the wavelength : r = k0λ−
1
2 ,
where k0 is a suitably small, positive constant. It turns out that, at this scale, the
local study of an eigenfunction can be reduced to that of a solution of a planar
Schrödinger equation (see section 2.2.2), which is a central idea throughout this
article. For simplicity, we write
βp(λ) := β(φλ, Bp(r);α0)
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for the α0-growth exponent of φλ and where α0 is a geometric constant whose
explicit value is given by equation (2.2.4). The quantity βp(λ) is by definition
local and, motivated by section 7.3 in [29], we make it global by defining the
average local growth of a λ-eigenfunction, which is essentially the averaged L1
norm of βp(λ) :
A(λ) :=
1
Vol(M)
∫
M
βp(λ)dVg(p).
Thus, A(λ) can be interpreted as the expected value of the α0-growth ex-
ponent of an eigenfunction φλ on disks of wavelength radius.
2.1.3. Results.
We recall the basic intuition of interpreting an eigenfunction φλ as a poly-
nomial of degree λ. In the case of a polynomial, the degree controls both the
growth and the number of zeroes and it is thus natural to expect a similar link
for eigenfunctions. Our main result proves Conjecture 7.1 of [29] and provides
such a link by showing that the average local growth is comparable to the size
of the nodal set Zλ times the wavelength λ−
1
2 .
Theorem 1. Let (M,g) be a smooth, closed Riemannian manifold of dimension two.
There exist positive constants c1, c2 such that
c1λ
1
2A(λ) ≤ H1(Zλ) ≤ c2λ 12 (A(λ) + 1). (2.1.2)
The theorem provides an interesting reformulation of Yau’s conjecture for
surfaces with smooth metric. Recall that in this setting, the lower bound of
Conjecture (1) is proven, so that, in view of Theorem 1, the conjecture holds if
and only if
A(λ) = O(1).
Also, since the conjecture is true in the analytic case, we immediately have that
A(λ) = O(1) in such a setting. In other words, on a surface with a real analytic
metric, the average local growth of an eigenfunction on balls of small radius is
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bounded by a constant independent of the eigenvalue.
Finally, two other main results are of interest, namely Theorem 2.2.1 and
Theorem 2.3.1, each providing a link between growth exponents and the size of
nodal sets of solutions to a planar Schrödinger equation. The explicit statement
of these results is respectively given at the beginning of sections 2.2, 2.3.
2.1.4. Outline of proof and organization of the paper
In section 7.3 of [29], the authors suggested a heuristic for the proof of Theo-
rem 1 which essentially consisted of the following 4 steps :
i. Reduce an eigenfunction φλ to a solution F of a planar Schrödinger equa-
tion. This is done locally on a conformal coordinate patch by restricting
φλ to a small disk of radius ∼ λ−
1
2 , which transforms the eigenvalue equa-
tion (3.1.1) into
∆F+ qF = 0,
where ∆ is the flat Laplacian and q is a smooth potential with small uni-
form norm.
ii. Use Lemma 3.4 from [29] to express F as the composition u ◦ h of a har-
monic function uwith a K-quasiconformal homeomorphism hwhose di-
lation factor K is controlled.
iii. Extend to F and then to φλ some appropriate estimates linking the size
of the nodal set of uwith its growth exponent β. Such estimates are in the
spirit of Lemma 2.13 in [29] (see also, [16, 30, 26] ) and relate the growth
exponents of a harmonic function u on some disk with the number of
change of signs of u on the boundary of either a larger or a smaller disk.
21
iv. The final step is an integral-geometric argument based on a generalized
Crofton formula that allows to recover the global statement of Theorem
1 from the local estimates obtained in the previous steps.
This approach has been successful in obtaining the lower bound for the size
of the nodal set in terms of the average local growth, that is, the left inequality
of Theorem 1. The details are presented in section 2.3. However, as first noticed
by J. Bourgain, the same approach cannot be used for the other inequality. The
problem roughly resides in step [iii], where we aim to extend to F = u ◦ h a
result of the type
Nu(∂D−) ≤ βu(D+),
where Nu(∂D−) is the number of zeros of u on a circle ∂D− that is strictly
contained in a bigger disk D+ on which the doubling exponent is compu-
ted. It is impossible to do so, since we have no way to ensure that the K-
quasiconformal map h will map the circle ∂D− to another circle in the domain
of F. It might in fact map a circle to a non-rectifiable curve, which prevents
from properly counting the zeros of F.
Based on a private communication with the authors of [29], we take a dif-
ferent route to prove the upper bound in Theorem 1, which is inspired by the
work of Donnelly and Fefferman in [13]. More precisely, we keep steps [i] and
[iv], but replace the intermediate steps by Theorem 2.2.1, which provides a
convenient estimate linking the size of the nodal set of F on a small disk to its
growth exponent on a bigger disk. This approach is presented in Section 2.2
and allows us to recover the remaining inequality of our main theorem. Theo-
rem 2.2.1 thus plays a crucial role and its proof is presented in Section 2.4. The
general idea is to tile the domain of F into squares of rapid and slow growth
and to then notice that : a) the nodal set in a square of slow growth is small
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and b) there can not be too many squares of rapid growth. The interested rea-
der will also find further explanations detailing the structure of that proof in
Section 2.4.2. Involved in the proof are notably the technical Proposition 2.4.1,
which roughly proves statement (b) above, as well as the specialized Carle-
man estimate of Lemma 2.5.1, whose rather long derivations we respectively
present in Sections 2.5, 2.6. We conclude the article with a discussion and a few
questions in Section 2.7.
NOTATION. Throughout the paper, we will denote positive numerical constants
in the following fashion : c1, c2, ... will be used in the statements of any result
and these constants may depend on the geometry of the manifold M, but no-
thing else. In particular, they are independent of λ. Within proofs, we will use
a1, a2, ... for numerical constants without any dependency and b1, b2, ... for
constants that may depend on the geometry of the surface. Often, we merge
many numerical constants together to simplify the sometimes heavy nota-
tion, for example : a5 = a−13 a4
4pi
Vol(M) . Finally, we reset the numeration for the
constants ai at each section.
We will use D to denote Euclidean disks and B for metric balls on the sur-
face. Given the context, we either writeD(p, r) for a disk centred at p of radius
r or just Dp if the radius is known. Finally, we will keep the convention that,
given a positive constant a and a disk D = D(p, r), aD denotes the concentric
disk of radius ar. We write D for the open unit disk in R2.
2.2. UPPER BOUND FOR THE LENGTH OF THE NODAL SET
In this section, we prove the right inequality of Theorem 1, which provides
an upper bound to the length of the nodal set in terms of the average local
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growth of an eigenfunction φλ. The main tool in the proof is the following
result which links the size of the nodal set of a Schrödinger eigenfunction to its
growth exponent.
Theorem 2.2.1. Let F : 3D→ R be a solution of
∆F+ qF = 0, (2.2.1)
with the potential q ∈ C∞(3D) satisfying ||q||∞ = sup3D |q| < 0. Let also
β := β
(
F,
5
2
D; 10
)
= log
sup 5
2
D |F|
sup 1
4
D |F|
.
Finally, denote by ZF the nodal set {p ∈ 3D : F(p) = 0} of F. Then,
H1
(
ZF ∩ 1
60
D
)
≤ c3β∗,
where β∗ := max{β, 1} and c3 is a positive constant.
We remark that we do not assume here that q has a constant sign. The
proof of this theorem is presented in section 2.5 and some information about
the value of 0 is given at the end of Lemma 2.5.6.
2.2.1. From the surface to the plane : the passage to Schrödinger eigen-
functions with small potential
Cover the surface M with a finite number N of conformal charts (Ui, ψi),
ψi : Ui ⊂ M → Vi ⊂ R2, i ∈ I = {1, ...,N}. On each of these charts, the
metric is conformally flat and there exist smooth positive functions qi such that
g = qi(x, y)(dx
2+dy2). By compactness, we can find positive constants q− and
q+ such that we have 0 < q− < qi < q+ for all i = 1, ...,N. The metric is thus
pinched between scalings of the flat metric and we have a local equivalence of
various metric notions on M and in R2. In particular, given any subset E ⊂ Ui,
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the 1-dimensional Hausdorff measures are equivalent :
b1H1(ψi(E)) ≤ H1(E) ≤ b2H1(ψi(E)). (2.2.2)
In the same spirit, the Riemannian volume form on M and the Lebesgue
measure dA in R2 are equivalent in the following sense : given any integrable
function f on Ui, we have
b3
∫
Vi
f dA ≤
∫
Ui
f dVg ≤ b4
∫
Vi
f dA. (2.2.3)
Note that the explicit values of the constants b1, ..., b4 involve only the geome-
tric constants q−, q+. We now let Bp := Bp(k0λ−
1
2 ) ⊂ M be a metric disk and
set
α0 :=
q−
5q+
. (2.2.4)
The value of the small positive constant k0 will be fixed later. Recall that at a
point p ∈M, the growth exponent βp(λ) of an eigenfunction φλ is defined by
βp(λ) := log
sup
Bp
|φλ|
sup
α0Bp
|φλ|
.
2.2.2. Metric and Euclidean disks
In order to estimate βp(λ) from below, we define the Euclidean disks
D+p := Dp(q−k0λ
− 1
2 ), D−p := α0Dp(q
+k0λ
− 1
2 ),
so thatD−p is a proper subset ofD+p . Note that by a Euclidean diskDp(r) centred
at p ∈M, we mean the set {(x, y) : x2+y2 ≤ r2}, where (x, y) are local conformal
coordinates around p. The inclusions Bp ⊃ D+p , α0Bp ⊂ D−p imply
log
sup
D+p
|φλ|
sup
D−p
|φλ|
≤ βp(λ).
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In a conformal chart (Ui, ψi), the eigenvalue equation ∆gφλ + λφλ = 0 be-
comes
∆φλ + λqiφλ = 0. (2.2.5)
With the aim of using Theorem 2.2.1, we endow the disk 3D with the complex
coordinate z = x + iy, fix a scaling constant τ = 2q+α0 and define a function
F = Fλ,p : 3D → R by F(z) = φλ(τk0λ− 12 z + p). The scaling allows us to absorb
the spectral parameter λ in the potential. Indeed, we have
∆F = τ2k20λ
−1∆φ = (k0τ)
2λ−1(−λqi)φλ = −(k0τ)
2qiF,
so that F satisfies equation (2.2.1), where q = (k0τ)2qi is a smooth potential
whose supremum norm satisfies ||q||∞ < 0 without loss of generality. Indeed,
since the family of qi is bounded, we can choose k0 as small as needed. The
transformation z 7→ τk0λ− 12 z + p induces the following correspondences bet-
ween disks in 3D and Euclidean disks centred at p :{
|z| ≤ 1
4
} ↔ D−p , {|z| ≤ 52
} ↔ D+p , {|z| ≤ 160
} ↔ D0p,
where D0p = Dp
(
τ
60
k0λ
− 1
2
)
. As a consequence, we have
β∗ < β+ 1 = log
sup
D+p
|φλ|
sup
D−p
|φλ|
+ 1 ≤ βp(λ) + 1. (2.2.6)
It is important at this stage to remark that the construction of F is depen-
dant on a fixed choice of conformal chart Ui, both for the well-posedness of
equation (2.2.5) as well as the very definition of the Euclidean disks. Thus, in
order to allow the construction of F = Fλ,p everywhere on the surface M, one
has to choose k0 small enough so that the disks D∗p := Dp(3k0τλ
− 1
2 ), which are
mapped onto 3D are contained in at least one chart Ui, for every p ∈ M. This
allows the definition of the mapping σ :M → I = {1, ...,N} which assigns to a
point p a unique index σ(p) such thatD∗p ⊂ Uσ(p). The disjoint sets Gi := σ−1(i)
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form a partition of M. Figure 2.1 summarizes the setting we are in, by presen-
ting a sketch of the various correspondences between Euclidean disks in Gi
and those in 3D.
FIGURE 2.1. Mapping of Euclidean disks and metric balls within
a conformal patch.
We now turn to the study of the nodal set Zλ. Recall that Sλ is the singular
set of the eigenfunction φλ and consider the sets Zλ(i) := ψi ((Zλ \ Sλ) ∩Gi) ⊂
R2. Since Sλ is discrete, we have
H1(Zλ) = H1(Zλ \ Sλ) ≤ b2
∑
i∈I
H1 (Zλ(i)) . (2.2.7)
Denote by ZF the nodal set of F. By construction, we have
H1(Zλ(i) ∩D0p) = (k0τ)λ−
1
2H1
(
ZF ∩ 1
60
D
)
.
Applying Theorem 2.2.1 and equation (2.2.6) now yields
H1(Zλ(i) ∩D0p) ≤ a2λ−
1
2 (βp(λ) + 1). (2.2.8)
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We integrate the left-hand side of the last equation over the set Gi and use
a generalized Crofton formula (see (6) in [20]) to get∫
Gi
H1(Zλ(i) ∩D0p)dA(p) = a3H2(D0p)H1(Zλ(i)) = a4λ−1H1(Zλ(i)). (2.2.9)
Recalling the equivalence (2.2.3) and combining (2.2.8) and (2.2.9) then gives
a4λ
−1H1(Zλ(i)) ≤ a2λ− 12
∫
Gi
(βp(λ) + 1)dA(p) ≤ (a2b−13 )λ−
1
2
∫
Gi
(βp(λ) + 1)dV.
Simplifying readily gives
H1(Zλ(i)) ≤ a5λ 12
∫
Gi
(βp(λ) + 1)dV,
so that
H1(Zλ) ≤ b2
∑
i∈I
H1(Zλ(i)) ≤ a6λ 12
∑
i∈I
∫
Gi
(βp(λ) + 1)dV = a6λ
1
2
∫
M
(βp(λ) + 1)dV
≤ c2λ 12 (A(λ) + 1).
2.3. LOWER BOUND FOR THE LENGTH OF THE NODAL SET
In this section, we prove the left inequality of Theorem 1. As was the case in
the previous section, the central idea is once again the use of conformal coordi-
nates on M and restriction to wavelength scales to reduce the local behaviour
of an eigenfunction φλ to that of F, a solution of a planar Schrödinger equation
with small, smooth potential. The main result of this section is the following
theorem which suitably links the growth exponent of Fwith its nodal set.
Theorem 2.3.1. Let F : D→ R be a solution of
∆F+ qF = 0, (2.3.1)
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in D and with the potential q ∈ C∞(D) satisfying ||q||∞ = supD |q| < 1. Denote by
|ZF(S1)| the number of zeros of F on the unit circle S1. Then,
log
sup
ρ+D |F|
sup
ρ−D |F|
≤ c4(1+ |ZF(S1)|),
where 0 < ρ− < ρ+ < 1
2
are fixed, small radii.
The value of 1 can be obtained in the proof of Lemma 3.3 in [NPS], while
those of ρ− and ρ+ are given in the proof. The constant ρ− depends on the geo-
metry of the manifold. It is possible to get rid of this dependancy if one wants
Theorem 2.3.1 to be a stand-alone result. However, our aim is to prove the left
inequality of Theorem 1 and, as such, our choice of ρ− makes the rest of the
argument much simpler. Also, remark that, in contrast to Theorem 2.3.1 where
F was defined on D, the setting is now in 3D. This is an arbitrary choice made
only in order to ease the writing of the respective proofs : confining Theorem
2.2.1 to the unit disk would have added even more complexity in the expres-
sion of the many constants needed to carry out the long proof.
2.3.1. Proof of Theorem 2.3.1
The general strategy is as follows : we first prove a similar kind of result for
harmonic functions and, inspired by [29], we then express F as the composition
of a harmonic function and a K-quasiconformal homeomorphism. Controlling
the properties of the quasiconformal homeomorphism allows to recover the
desired result. We begin with a lemma that relates the growth of harmonic
functions within a disk and its nodal set on the boundary.
Lemma 2.3.1. Let v ∈ C∞(D) ∩ C0(D) be real harmonic in the open unit disk and
denote by Nv the number of changes of sign of v on the circle |z| = 1. Choose r0 in
0 < r0 <
1
2
. Then,
sup 1
2
D |v|
sup
r0D |v|
≤
(
c5
r0
)Nv
, (2.3.2)
where c5 is a positive numerical constant.
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PROOF. Let u be the harmonic conjugate of v such that u(0) = 0. Then, the
function
f(z) =
∞∑
n=0
ξnz
n = u(z) + iv(z)
is holomorphic in the closed unit disk {|z| ≤ 1}. Suppose that
sup
r0D
|v| = max
|z|=r0
|v| = 1.
The harmonic function v changes signs 2p = Nv times on the circle |z| = 1,
where p is a non-negative integer. Also, let µp := max{|ξ0|, |ξ1|, ..., |ξp|}. By Ro-
bertson (see [30], Thm. 1, (iii)), we have
|f(reiθ)| < c(p)µp(1− r)
−2p−1, (r < 1), (2.3.3)
where c(p) > 0 is a constant depending on p which will be given explicitly
later. Let us remark here that in [30], the author actually proves (2.3.3) in our
current setting and then uses a limiting argument to obtain a slightly different
statement.
The classical Schwarz formula says that for a function g holomorphic on
the open disk r0D and continuous on the boundary {|z| = r0}, we have
g(z) =
1
2pi
2pi∫
0
Re
(
g(r0e
iθ)
) r0eiθ + z
r0eiθ − z
dθ+ i Im(g(0)), |z| < r0.
Since f = u + iv is holomorphic, so is g = v − iu and we obviously have
|f| = |g|, so that the following inequality holds for all |z| ≤ r0
2
:
|f(z)| = |g(z)| =
∣∣∣∣∣∣ 12pi
2pi∫
0
Re
(
g(r0e
iθ)
) r0eiθ + z
r0eiθ − z
dθ+ i u(0)
∣∣∣∣∣∣
≤ 1
2pi
max
|z|=r0
|v|
2pi∫
0
r0 + |z|
|r0 − z|
dθ ≤ 3 =: a1.
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Applying Cauchy’s inequality for holomorphic functions to f =
∞∑
n=0
ξnz
n
on the open disk of radius
r0
2
gives
|ξn| ≤
(r0
2
)−n
sup
|z|=
r0
2
|f(z)| = a1
(
2
r0
)n
.
Hence, we have µp ≤ a1
(
2
r0
)p
. Setting r = 1
2
in equation (2.3.3) now yields
∣∣∣∣f(12eiθ
)∣∣∣∣ ≤ c(p)µp 22p+1 ≤ 2 a1 c(p)( 2r0
)p
22p ≤ 2 a1 c(p)
(
4
r0
)2p
,
which in turn means
sup
1
2
D
|v| = max
|z|= 1
2
|v| ≤
∣∣∣∣f(12eiθ
)∣∣∣∣ ≤ 2 a1 c(p)( 4r0
)2p
.
Going back to [30], we use the explicit value of the constant c(p) to get the
following bound
c(p) = 22p +
(2p)!
(p!)2
= 22p +
(
2p
p
)
≤ 22p +
(
2pe
p
)p
= 22p + (2e)p ≤ 2(2e)2p.
Since we assumed that sup
r0D |v| = 1, we have
sup 1
2
D |v|
sup
r0D |v|
≤ 4a1
(
8e
r0
)2p
.
Suppose now that sup
r0D |v| = τ 6= 1 and let as before f = u + iv be the
holomorphic function built from v and its harmonic conjugate u. Define f˜ =
u˜+ iv˜ by f˜ = τ−1f. Then, sup
r0D |v˜| = 1 and
sup 1
2
D |v|
sup
r0D |v|
=
τ sup 1
2
D |v˜|
τ sup
r0D |v˜|
≤ 4a1
(
8e
r0
)2p
≤
(
c5
r0
)2p
.

31
We now prove Theorem 2.3.1. By Lemmas 3.3 and 3.4 in [29], there exist
a K-quasiconformal homeomorphism h : D → D with h(0) = 0, a harmonic
function v : D→ R and a solution ϕ to equation (2.3.1) such that F = ϕ · (v ◦h).
Moreover, the function ϕ is positive and satisfies
1− a21 ≤ ϕ ≤ 1.
Finally, the dilation factor of the quasiconformal map h satisfies
1 ≤ K ≤ 1+ a3||q||∞ ≤ a4.
We refer the reader to [29] for the precise values of the various constants sta-
ted above. We recall Mori’s theorem (see section IIIC in [1] or [29]) for K-
quasiconformal homeomorphisms :
1
16
|z1 − z2|
K ≤ |h(z1) − h(z2)| ≤ 16|z1 − z2| 1K .
Since the origin is a fixed point of h, we have
1
16
|z|K ≤ |h(z)| ≤ 16|z| 1K , z ∈ D.
Fix a small radius ρ+ =
(
1
32
)a4
and consider the circle {|z| = ρ+}. For such z,
Mori’s theorem gives |h(z)| ≤ 16(ρ+) 1K ≤ 1
2
so that
h (ρ+D) ⊂ 1
2
D.
Now, set ρ− := ρ
+
5
(
q−
q+
)2
. The image by h of the disk {|z| ≤ ρ−} contains the
circle of radius
1
16
(ρ−)K ≥ 1
16
(ρ−)a4 =: r0. As a consequence, we have
r0D ⊂ h ((ρ−)D) .
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Since F = ϕ · (v ◦ h), the bounds on ϕ and the above inclusions imply
sup
ρ+D |F|
sup
ρ−D |F|
≤ a5
sup
ρ+D |v ◦ h|
sup
ρ−D |v ◦ h|
≤ a5
sup 1
2
D |v|
sup
r0D |v|
,
where a5 = (1 − a21)−1. Since ϕ is positive and h is a homeomorphism, the
number NF of sign changes of F on the unit circle is the same as that of v.
Applying Lemma 2.3.1 now yields
sup
ρ+D |F|
sup
ρ−D |F|
≤ a5
(
c5
r0
)NF
.
Since the number |ZF(S1)| of zeros of F on the unit circle is bounded below by
NF, taking the logarithm on both sides yields
log
sup
ρ+D |F|
sup
ρ−D |F|
≤ c4(1+ |ZF(S1)|).
where c4 = max
{
a5,
c5
r0
}
.
2.3.2. A lower bound for the nodal set in terms of the average local growth.
In order to recover the right inequality of Theorem 1, we propose an argu-
ment which is very similar to the one developed in section 2.2. It thus helps to
refer to that section when reading the remainder of this one. The aim is to ap-
ply Theorem 2.3.1 to a function F which has been built from an eigenfunction
φλ and to then apply an integral geometric argument to recover the desired re-
sult. We begin with the same setting as that of Subsection 2.2.1 and then define
the following Euclidean disks :
D+p := Dp(q
+k0λ
− 1
2 ), D−p := α0Dp
(
q−k0λ
− 1
2
)
.
The last two definitions employ the same notation as in the previous section
but the radii of the disks are different. The inclusions Bp ⊂ D+p and αBp ⊃ D−p
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imply
βp(λ) ≤ log
sup
D+p
|φλ|
sup
D−p
|φλ|
. (2.3.4)
Let τ := q
+
ρ+
be a scaling constant, endow the unit disk with the complex co-
ordinate z = x + iy and define Fλ,p = F : D → R by F(z) = F(τk0λ− 12 z + p).
The function F solves equation (2.3.1) and the potential q satisfies ||q||∞ <
min{0, 1} without loss of generality, choosing k0 small enough. Recalling that
ρ− =
ρ+
5
(
q−
q+
)2
, we remark that the mapping z 7→ τk0λ− 12 z + p induces the
following bijections :
{|z| ≤ ρ+}↔ D+p , {|z| ≤ ρ−}↔ D−p .
An immediate consequence is
log
sup
ρ+D |F|
sup
ρ−D |F|
= log
sup
D+p
|φλ|
sup
D−p
|φλ|
≥ βp(λ). (2.3.5)
Notice that for F to be properly defined on D, the Euclidean disk D0p :=
Dp(τk0λ
− 1
2 ) must lie completely within some conformal chart Ui. Hence, to
ensure that the above construction can be carried through for any p ∈ M,
we choose k0 small enough that Dp(τk0λ−
1
2 ) is a proper subset of at least one
conformal chart Ui for every p ∈ M. This allows to define the map σ : M →
I = {1, ...,N} which assigns to p ∈ M a unique index σ(p) such that D0p :=
Dp(τk0λ
− 1
2 ) ⊂ Uσ(p). Once again, the sets Gi := σ−1(i) ⊂ Ui form a partition of
M. Now, consider the sets Zλ(i) := ψi ((Zλ \ Sλ) ∩Gi) , i = 1, ...,N. Then,
H1(Zλ) = H1(Zλ \ Sλ) ≥ b1
∑
i∈I
H1 (Zλ(i)) . (2.3.6)
Denote by |Zp,λ(i)| the number of intersection points of the circle ∂D0p with
Zλ(i). By construction, the following equality holds outside from the singular
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set, that is, almost everywhere :
|Zp,λ(i)| = |ZF(S1)|. (2.3.7)
Applying Theorem 2.3.1 and equation (2.3.5) now yields
βp(λ) ≤ c4(1+ |Zp,λ(i)|, (2.3.8)
outside from Sλ. We integrate the left-hand side of the last equation over the
set Gi and use a generalized Crofton formula (see (6) in [20]) to get∫
Gi\Sλ
|Zλ(∂D
0
p)|dA(p) = a2H1(∂D0p)H1(Zλ(i)) = a3λ−
1
2H1(Zλ(i)). (2.3.9)
Notice that, in contrast to the previous use of an analogous Crofton for-
mula in section 2.2, we have now integrated, over all planar rigid motions, the
cardinality of the intersection of a one dimensional rotation invariant subma-
nifold - namely the circle ∂D0p - with the one dimensional nodal set. It is now
straightforward to conclude :
A(λ) =
1
Vol(M)
∑
i∈I
∫
Gi\Sλ
βp(λ)dVg
≤ (b4c4)
(
1+
1
Vol(M)
∑
i∈I
∫
Gi\Sλ
|Zp,λ(i)|dA(p)
)
= a5
(
1+
a3
Vol(M)
λ−
1
2
∑
i∈I
H1(Zλ(i))
)
≤ a6(1+ λ− 12H1(Zλ))
≤ c1H1(Zλ)λ− 12 ,
where the last inequality uses the fact that the lower bound in Yau’s conjecture
holds for surfaces, preventing λ−
1
2H1(Zλ) to be too small.
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2.4. NODAL SET AND GROWTH OF PLANAR SCHRÖDINGER EI-
GENFUNCTIONS WITH SMALL POTENTIAL
This section is devoted to the proof of Theorem 2.2.1. We start with a func-
tion F : 3D → R which satisfies the equation ∆F + qF = 0 on 3D. The potential
q is smooth and has a small uniform norm : ||q||∞ < 0. Recall that
β = log
sup 5
2
D |F|
sup 1
4
D |F|
,
and that β∗ = max{β, 1}.
2.4.1. A configuration of disks and annuli.
We start with some notation for disks and annuli within our main setting
which takes place in the disk 3D. We denote a finite set of small disks by
Dν = D(zν, δ) ⊂ 1
60
D, 1 ≤ ν ≤ N,
where the radius δ > 0 is suitably small. We will say that such a set of small
disks is γ-separated if it satisfies : |zµ − zν| ≥ 2γδ, for all µ 6= ν and where γ is
some positive constant. One has to understand the γ-separation condition as
disjointness after a scaling of factor γ. For example, in Figure 2.2, the disks D1
and D2 are γ-separated while the pair Dν and DN is not.
For a small 0 < a  1, we now let Dν(a) := (1 − 2a)Dν and define the
following annuli :
– Aν = {(1− 2a)δ < |z− zν| < (1− a)δ},
– Aν ′ =
{
(1− 3a)δ < |z− zν| <
(
1− 4
3a
)
δ
}
,
– Aν ′′ =
{(
1− 3
2
a
)
δ < |z− zν| < (1− a)δ
}
.
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FIGURE 2.2. A finite set of disks Dν and scaled disks within 160D
We regroup the collection of annuli Aν under A =
⋃
ν
Aν. Figure 2.3 pro-
vides a close-up of the various annuli defined above.
FIGURE 2.3. Various annuli within a disk Dν of radius δ centred
at zν
Given M > 0, we say that a disk Dν is a disk of M-rapid growth or simply a
rapid disk if
M
∫
Aν ′
F2 ≤
∫
Aν ′′
F2. (2.4.1)
We say the radius δ is β∗-related if it satisfies
δ <
1
60
, δβ∗ <
1
2
. (2.4.2)
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Finally, we fix the separation constant to γ := δ−
1
2 .
2.4.2. Intermediate results
We first state a result that shows that if the potential is small enough and
if we fix the growth threshold M sufficiently high, there can not be too many
disks of rapid growth. In fact, it turns out that the number of such disks is
bounded above by a constant times the growth exponent β∗ :
Proposition 2.4.1. Suppose that the radius of a collection of γ-separated small disks
in 1
60
D satisfies the constraints (2.4.2) and let N = N (M) denote the number of such
disks which are ofM-rapid growth. Then,
N ≤ c5β∗,
provided that ||q||∞ < 0 andM >M0, where c5, 0,M0 are positive constants.
The rather long proof, inspired from that of Proposition 4.7 in [14], is pre-
sented in section 2.5. The next result is Proposition 5.14 in [14] and links the
growth condition and the local length of the nodal set.
Proposition 2.4.2. Suppose that the disk of radius  centred at zµ is not M0-rapid,
that is ∫
(1− 32a)<|z−zµ|<(1−a)
F2 ≤M−1
∫
(1−3a)<|z−zµ|<(1− 43a)
F2
holds. Then,
H1 (ZF ∩D (zµ, c6)) ≤ c7,
where c6, c7 > 0 are positive constants.
The last two propositions allow us to lay out a general strategy to prove
Theorem 2.2.1. Indeed, we now know that : (i) there cannot be too many disks
of rapid growth and (ii) the nodal set of a slow disk cannot be too big. Conjuga-
ting those two ideas in the right way will allow us to bound the global length
of the nodal set by the the growth exponent of F.
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The proof is based on an iterative process that will be indexed by k = 0, 1, 2, ...
We begin the first step k = 0 by fixing some δ(0) satisfying the constraints
(2.4.2) and then divide the square P =
{
(x, y) : |x|, |y| < 1
60
}
into a grid of
squares whose sides have length δ(0). We distribute those smaller squares into
two categories. The rapid squares Ri(0), i = 1, 2, ..., r(0), are those which contain
at least one point zi(0) ∈ Ri(0) such that Di = D(zi, δ) is a disk of M-rapid
growth of the function F. Here, we have fixedM =M0 to allow the use of Pro-
position 2.4.1. If that condition is not satisfied, we consider the square to be a
slow square and label it Sj(0), j = 1, 2, , ..., s(0).
We now proceed to the next step k = 1 and set δ(1) =
δ(0)
2
. We bisect
the rapid squares Ri(0) of the previous step into 4 smaller squares and split
those newly obtained squares into rapid squares Ri(1), i = 1, 2, ..., r(1) and
slow squares Sj(1), j = 1, 2, ..., s(1) depending on whether they include a point
which is the centre of aM-rapid disk of radius δ(1). Note that the slow squares
of the previous step are left untouched. Figure 2.4 gives a representation of the
tiling process.
We repeat the process so that, at step k, we have δ(k) = 2−kδ(0) as well as
some rapid squares Ri(k) and slow squares Sj(k). Let I(k) = {1, 2, ..., r(k)} and
J(k) = {1, 2, ..., s(k)} respectively be the indexing sets of the rapid and slow
squares obtained at step k. To simplify notation, we will sometimes write δ
instead of δ(0) in what follows and until the end of the section.
Lemma 2.4.1. Denote by |I(k)| the cardinality of the finite set I(k), i.e. the number
of rapid squares at step k. There exists a constant c8 > 0 such that, for each step
k = 0, 1, 2..., we have
|I(k)| ≤ c8δ−1β∗.
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FIGURE 2.4. Iterative tiling of P in rapid and slow squares.
PROOF. Recall that δ(k) := 2−kδ(0). Since δ(0) satisfies the constraints (2.4.2),
it follows that δ(k) is β∗-related, for all k ∈ N ∪ {0}. We choose some ν ∈ I(k)
and recall that there is one rapid growth disk Dν(k) whose centre zν lies in
Rν(k). Notice that, since γδ(k) >
√
2δ(k), we have Rν(k) ⊂ γDν(k), as shown
in Figure 2.5.
Thus, we have ⋃
ν∈I(k)
Rν(k) ⊂
⋃
ν∈I(k)
γDν(k).
We now choose a maximal subcollection of disjoint disks γDν and denote by
I∗(k) ⊂ I(k) the corresponding set of indices. Notice that disjointness of two
scaled disks γDν, γDµ, is equivalent to γ-separation of Dν and Dµ. By maxi-
mality, for µ ∈ I(k) \ I∗(k), there exists ν ∈ I∗(k) such that |zµ − zν| ≤ 2γδ(k).
In this case and for all z ∈ γDµ(k), we thus have
|z− zν| ≤ |z− zµ|+ |zµ − zν| ≤ γδ(k) + 2γδ(k) < 4γδ(k).
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FIGURE 2.5. A close-up of a rapid square.
As a consequence, we get the following inclusion : γDµ(k) ⊂ 4γDν(k), where
µ represents a disk excluded from the maximal subset. This in turn means
⋃
ν∈I(k)
γDν(k) ⊂
⋃
ν∈I∗(k)
4γDν(k).
Hence, ⋃
ν∈I(k)
Rν(k) ⊂
⋃
ν∈I∗(k)
4γDν(k).
We compare the respective areas of the regions covered by the last inclusion
and get |I(k)| δ2(k) ≤ 16piγ2δ2(k) |I∗(k)|. By Proposition 2.4.1, |I∗(k)| ≤ c5β∗ and
we finally get
|I(k)| ≤ 16piγ2 |I∗(k)| ≤ 16pic5γ2β∗ = c8δ−1(0)β∗,
which concludes the proof since I is precisely the set indexing the rapid squares.

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Lemma 2.4.2. Denote by |J(k)| the number of slow squares Sj(k) obtained at step k.
Then, for any k = 0, 1, 2..., we have
|J(k)| ≤ 4c8δ−1β∗.
PROOF. By construction, we have : |J(k)| ≤ 4 |I(k− 1)| ≤ 4c8δ−1β∗. 
Lemma 2.4.3. There exists a constant c9 such that, for each slow square Sj(k) and
each k = 0, 1, 2..., we have
H1 (ZF ∩ Sj(k)) ≤ c92−kδ.
PROOF. If zµ lies in some slow square Si(k), then the disk D (zµ, δ(k)) is slow,
which means it satisfies∫
(1−3a)δ<|z−zµ|<(1−
4
3
a)δ
F2 > M−1
∫
(1− 3
2
a)δ<|z−zµ|<(1−a)δ
F2.
By Proposition 2.4.2, we thus have
H1 (ZF ∩ D (zµ, c62−kδ)) ≤ c72−kδ,
which holds for all zµ ∈ Sj(k). We can now pick a finite collection of N0 =
N0(c6) points zl ∈ Sj(k) such that the reunion of the associated disksD
(
zl, c62
−kδ
)
cover Sj(k). The collection being finite, we have
H1 (ZF ∩ Sj(k)) ≤
N0∑
l=1
H1 (ZF ∩D (zl, c62−kδ)) ≤ (N0c7)2−kδ = c92−kδ.

The next result is exactly Lemma 6.3 in [14].
Lemma 2.4.4. The union
⋃
j∈J(k),k∈N∪{0}
Sj(k) covers the whole square
P =
{
(|x|, |y| ≤ 1
60
}
,
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except for the singular set SF := {z ∈ P : F(z) = ∇F(z) = 0}.
The last lemma allows us to discard the singular set when studying the
length of the nodal set of F.
Lemma 2.4.5. Let SF be the singular set of F in P. Then,
H1 (S) = 0.
PROOF. It is well known (see for instance [2, 18]) that the singular set S of a F
is a submanifold of codimension 2, which means here that it is a finite set of
points, whenceH1 (S) = 0. 
We are now ready to complete the proof of Theorem 2.2.1.
PROOF. Using all of the above lemmas, we have :
H1
(
ZF ∩ 1
60
D
)
≤ H1 (ZF ∩ P) =
6,7
∞∑
k=0
∑
j∈J(k)
H1 (ZF ∩ Sj(k))
≤
5
c9δ
∞∑
k=0
∑
j∈J(k)
2−k ≤
4
(c9δ)4c8δ
−1β∗
∞∑
k=0
2−k
= 4c8c9β
∗
∞∑
k=0
2−k ≤ c3β∗.

2.5. PROOF OF PROPOSITION 2.4.1
We divide the rather long proof in 6 subsections. The treatment is based on
the proof of Proposition 4.7 in [14].
2.5.1. Setting
Using the same hypotheses, we will actually prove a slightly different sta-
tement. We let t := β+ 1. It follows from the fact that δβ∗ < 1
2
that
δt < 1. (2.5.1)
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We normalize F by the condition sup
3D |F| = 1, which has no effect whatsoever
on the growth exponent. Finally, we can choose the uniform norm of the poten-
tial to be conveniently small : ||q||∞ < 0 < 1. We will show that there exists a
constant c5 > 0 such that, for a large enoughM =M0, the numberN = N (M)
of γ-separated,M-rapid disks satisfies
N < c5t,
which implies the result, since t ≤ 2β∗ = 2max{β, 1}.We recall that we are still
in the setting of disks and annuli described in section 2.4.1, that is we have an
arbitrary, finite collection of open disksDν ⊂ 160D, 1 ≤ ν ≤ N, each of radius δ.
Moreover, the collection of disks is γ-separated : the disks are mutually disjoint
after a scaling of factor γ :
|zµ − zν| ≥ 2γδ, for all µ 6= ν,
where γ = δ−
1
2 .
2.5.2. A Carleman type estimate.
The starting point of the proof is equation (2.4) of [14], which is an estimate
in the spirit of Carleman, relating the weighted L2 norms of a function with
that of some of its derivatives.
Lemma 2.5.1. Let t > 0 and define
P(z) :=
∏
ν
(z− zν).
There exists a constant c10 > 0 such that, for any f ∈ C∞0
(
3D \
⋃
ν
Dν(a)
)
, we have
∫
3D
|∆f|2|P|−2et|z|
2 ≥ c10
t2 ∫
3D
|f|2|P|−2et|z|
2
+ δ−2
∫
A
|∇f|2|P|−2et|z|2
 . (C1)
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The rather long development of that inequality is postponed to section 2.6.
Our first goal is to replace |∇f|2 by |f|2 in the right-hand side of the Carleman
estimate. To do so, we will need the following two lemmas :
Lemma 2.5.2. There exist positive constants ci, i = 11, ...14 such that, for any
w1, w2 ∈ Aν, the following holds :
i.
c11 ≤ e
t|w1|
2
et|w2|2
≤ c12,
ii.
c13 ≤ |P(w1)|
|P(w2)|
≤ c14.
PROOF. Since w1, w2 ∈ 1
60
D, we have
|t|w1|
2 − t|w2|
2| = t|(|w1|− |w2|)(|w1 +w2|)| ≤ t||w1|− |w2|| ≤ t|w1 −w2| ≤ 2tδ.
Since tδ ≤ 1, the result (i) now follows from exponentiation. We now prove (ii).
We have
| log |P(w1)|− log |P(w2)|| =
∣∣∣∣∣∑
µ
log |w1 − zµ|−
∑
µ
log |w2 − zµ|
∣∣∣∣∣
≤ | log |w1 − zν|− log |w2 − zν||
+
∑
µ6=ν
| log |w1 − zµ|− log |w2 − zµ||.
We first consider the first term of the right hand side of the above inequality.
Suppose without loss of generality that w1 is farther from zν than w2, that is
|w1 − zν| = max {|w1 − zν|, |w2 − zν|}. Then, since both w1, w2 belong to the an-
nulus Aν, we have
| log |w1 − zν|− log |w2 − zν|| = log |w1 − zν|− log |w2 − zν|
≤ log (1− a)δ− log (1− 2a)δ
= log
1− a
1− 2a
= a2,
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where a2 > 0. It now remains to estimate
∑
µ6=ν
| log |w1 − zµ| − log |w2 − zµ||. By
the mean value theorem applied to w 7→ log |w − zµ|, there exists some point
w ∈ {(1− τ)w1 + τw2 : 0 ≤ τ ≤ 1} such that
| log |w1 − zµ|− log |w2 − zµ|| = |w− zµ|−1|w1 −w2|.
The triangle inequality also implies |zµ − zν| ≤ |w − zµ| + |w − zν| ≤ 2|w − zµ|,
whence |w− zµ|−1 ≤ 2|zµ − zν| and
| log |w1 − zµ|− log |w2 − zµ|| ≤ 2 |w1 −w2|
|zµ − zν|
≤ 4δ
|zµ − zν|
.
We now have
∑
µ6=ν
| log |w1 − zµ|− log |w2 − zµ|| ≤ 4δ
∑
µ6=ν
|zµ − zν|
−1. (2.5.2)
For z ∈ γDµ, µ 6= ν, we have |z − zν| + |zµ − zν| ≤ 2|zµ − zν|, from which we
easily get ∫
γDµ
|z− zν|
−1 ≥ 1
2
∫
γDµ
1
|zµ − zν|
=
pi(γδ)2
2|zµ − zν|
.
We define Eν :=
⋃
µ6=ν
γDµ and we now have
4δ
∑
µ6=ν
|zµ − zν|
−1 ≤ 8δ
pi(γδ)2
∑
µ6=ν
∫
γDµ
|z− zν|
−1 =
8
piγ2δ
∫
Eν
|z− zν|
−1. (2.5.3)
Let Bν be the disk centred at zν whose total area is the same as Eν, that is
Area(Bν) = Area(Eν) = (N − 1)pi(γδ)2. Remark that the maximum number of
γ-separated disks of radius δ in 3D is of the order (γδ)−2 ; that is, there exists a
positive constant c, independent of γ and δ, such that the cardinality N of our
collection of disks satisfies N < c(γδ)−2. We consequently have∫
Eν
|z− zν|
−1 ≤
∫
Bν
|z− zν|
−1 ≤ 4
√
Area(Eν) ≤ 4
√
piNγδ ≤ 4√cpi. (2.5.4)
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Combining equations (2.5.2), (2.5.3) and (2.5.4) now gives
∑
µ6=ν
| log |w1 − zµ|− log |w2 − zµ|| ≤ 32
√
cpi
piγ2δ
=
a3
γ2δ
= a3,
since γ = δ−
1
2 . Finally,
| log |P(w1)|− log |P(w2)|| ≤ a2 + a3,
from which the result follows via exponentiation.

The second lemma is a Poincaré like inequality :
Lemma 2.5.3. Suppose f ∈ C∞(Aν) and vanishes on the inner boundary |z| = (1 −
2a)δ of Aν. Then, ∫
Aν
|∇f|2 ≥ c15
δ2
∫
Aν
|f|2, (2.5.5)
where c15 is a positive constant.
PROOF. We introduce polar coordinates (r, θ) on Aν. Since f((1 − 2a)δ, θ) ≡ 0,
the fundamental theorem of calculus yields
f(r, θ) =
∫ r
(1−2a)δ
∂f
∂s
(s, θ)ds.
Hence, ∫
Aν
|f|2dA =
∫ 2pi
0
∫ (1−a)δ
(1−2a)δ
(∫ r
(1−2a)δ
∂f
∂s
(s, θ)ds
)2
r drdθ.
By Cauchy-Schwarz, we have(∫ r
(1−2a)δ
∂f
∂s
(s, θ)ds
)2
≤
∫ r
(1−2a)δ
(
∂f
∂s
)2
ds
∫ r
(1−2a)δ
12ds ≤ aδ
∫ r
(1−2a)δ
(
∂f
∂s
)2
ds.
Consequently,∫
Aν
|f|2 ≤ aδ
∫ 2pi
0
∫ (1−a)δ
(1−2a)δ
∫ (1−a)δ
(1−2a)δ
(
∂f
∂s
)2
ds r drdθ
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≤ aδ
∫ 2pi
0
r2
2
∣∣∣∣(1−a)δ
(1−2a)δ
∫ (1−a)δ
(1−2a)δ
(
∂f
∂s
)2
s
(1− 2a)δ
ds dθ
≤ c15δ2
∫ 2pi
0
∫ (1−a)δ
(1−2a)δ
|∇f|2 s ds dθ = c15δ2
∫
Aν
|∇f|2.

Fix one wν ∈ Aν, for all 1 ≤ ν ≤ N. Then, for each ν, we have
∫
Aν
|∇f|2|P|−2et|z|2 ≥ (c11c213)
et|wν|
2
|P(wν)|2
∫
Aν
|∇f|2 ≥ (c11c213c15)
et|wν|
2
δ2|P(wν)|2
∫
Aν
f2
≥ (c211c413c15)δ−2
∫
Aν
f2|P|−2et|z|
2
,
where we have used respectively Lemmas 2.5.2, 2.5.3 and then 2.5.2 again. The
Carleman estimate (C1) thus becomes
∫
3D
|∆f|2|P|−2et|z|
2 ≥ a4
t2 ∫
3D
f2|P|−2et|z|
2
+ δ−4
∫
A
f2|P|−2et|z|
2
 , (C2)
where a4 := min
{
c211c
4
13c15, c10
}
.
2.5.3. A suitable cut-off for F
We now apply the previous estimate to f = θF, where θ is a suitable cut-off.
More precisely, the cut-off θ satisfies the following properties :
i. 0 ≤ θ ≤ 1, θ ∈ C∞0 (2D \ ∪νDν) ,
ii. θ(z) ≡ 1 on {z : |z| < 1, |z− zν| > (1− 32a) δ} .
iii. |∇θ|+ |∆θ| ≤ a5 on {|z| > 1}.
iv. |∇θ| ≤ a6δ−1, |∆θ| ≤ a7δ−2 for |z− zν| ≤
(
1− 3
2
a
)
δ.
The property (iv) allows us to control the growth properties of the cut-off in
terms of the radius δ of the disks. Figure 2.6 summarizes the property of the
cut-off.
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FIGURE 2.6. A smooth cut-off θ defined on 2D.
Using the properties of θ, we have the following
Lemma 2.5.4. Let F, θ be as defined in our current setting. Then,
|∆ (θF) | ≤ 5 (q2F2 + |∇θ|2|∇F|2 + F2|∆θ|2) .
PROOF. The proof is a simple computation :
|∆(θF)|2 = |θ∆F+ 2 (∇θ · ∇F) + F∆θ|2
≤ (|θ∆F|+ 2|∇θ||∇F|+ |F∆θ|)2
≤ 5 (θ2|− qF|2 + |∇θ|2|∇F|2 + F2|∆θ|2)
≤ 5 (q2F2 + |∇θ|2|∇F|2 + F2|∆θ|2) .

Applying (C2) to θF now yields
∫
2D
|∆θF|2|P|−2et|z|
2 ≥ a4
t2 ∫
2D
|θF|2|P|−2et|z|
2
+ δ−4
∫
A
|θF|2|P|−2et|z|
2
 .
Using Lemma (2.5.4) to estimate the (LHS) of the above equation, we now
get ∫
2D
(
q2F2 + |∇θ|2|∇F|2 + F2|∆θ|2) |P|−2et|z|2 ≥
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a4
5
t2 ∫
2D
|θF|2|P|−2et|z|
2
+ δ−4
∫
A
|θF|2|P|−2et|z|
2
 .
Now, since our potential is small, ||q||∞ < 0, the first term of the (LHS) can
without loss of generality (by picking a smaller constant if needed) be absorbed
by the (RHS), yielding ∫
2D
(
|∇θ|2|∇F|2 + F2|∆θ|2) |P|−2et|z|2 ≥
a8
t2 ∫
2D
|θF|2|P|−2et|z|
2
+ δ−4
∫
A
|θF|2|P|−2et|z|
2
 . (C3)
The remainder of the proof consists mostly in improvements of the left and
right hand sides of this last estimate.
2.5.4. Using elliptic theory to improve the left hand side of (C3).
We now work on the left-hand side of the last Carleman estimate. By defini-
tion of the cut-off θ, we have |∇θ| = |∆θ| ≡ 0 on 2D\(A = ∪νAν ∪ {1 ≤ |z| ≤ 2}) ,
so that it makes sense to write (LHS) = I+
∑
ν
Iν, where
I =
∫
1<|z|<2
ζ(z), Iν =
∫
Aν
ζ(z),
and
ζ(z) =
(
|∇θ|2|∇F|2 + F2|∆θ|2) |P|−2et|z|2 .
The following lemma uses elliptic theory to improve estimates of both I
and Iν.
Lemma 2.5.5. There exist positive constants c11, c12 such that
i. I ≤ c16e4t max
|z|≥1
|P|−2
∫
3
4
<|z|< 9
4
F2,
ii. Iν ≤ c17δ−4 max
Aν
(
|P|−2et|z|
2
) ∫
A ′ν
F2.
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PROOF. Recalling the various assumptions on the cutoff θ , we immediately
have
I ≤ a5e4t max
1≤|z|≤2
|P|−2
∫
1<|z|<2
(
F2 + |∇F|2)
= a5e
4t max
1≤|z|≤2
|P|−2||F||2H1(Ω ′), (2.5.6)
where H1 =W1,2 is the habitual Sobolev space and Ω ′ = {1 < |z| < 2}. We now
apply Theorem 8.8 in [17] with L = ∆, u = F and f = −qF to get
||F||W2,2(Ω ′) ≤ a9
(
||F||L2(Ω) + ||qF||L2(Ω)
)
≤ a9 max {1,Area(Ω)0}||F||L2(Ω)
= a10||F||L2(Ω),
which holds for any subdomainΩ ′ such thatΩ ′ b Ω, that is
sup
x∈∂Ω,y∈Ω ′
|x− y| > 0.
We set Ω := {3/4 < |z| < 9/4} so that the above condition is satisfied. Since
|| · ||W1,2 ≤ || · ||W2,2 , we have
||F||2H1(Ω ′) ≤ a210||F||2L2(Ω),
so that estimate (2.5.6) becomes
I ≤ (a5a210)e4t max
1≤|z|≤2
|P|−2||F||2L2(Ω) = c11e
4t max
|z|≥1
|P|−2
∫
3
4
<|z|< 9
3
F2.
We now prove the second part of the lemma. We define A¯ν := (1 − 2a)δ <
|z− zν| < (1− 3a/2)δ ⊂ Aν. Since θ(z) ≡ 1 for (1− 3a/2)δ < |z| < (1− a)δ, we
have
Iν ≤ max
Aν
(
|P|−2et|z|
2
) ∫
A¯ν
(
|∇θ|2|∇F|2 + F2|∆θ|2)
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≤ max{a26, a27}max
Aν
(
|P|−2et|z|
2
) ∫
A¯ν
δ−2|∇F|2 +
∫
A¯ν
δ−4F2
 . (2.5.7)
Our goal is now to get rid of the gradient in the first integral of the last
equation above. To do so, we set I¯ν :=
∫
A¯ν
|∇F|2 and introduce another cutoff
φ ∈ C∞0 (A ′ν) which satisfies :
i. 0 ≤ φ ≤ 1
ii. φ(z) ≡ 1 on A¯ν
iii. |∇φ| ≤ a11(φδ−1).
Figure 2.7 describes the properties of the new cutoff.
FIGURE 2.7. A second cutoff φ on the annuli.
Using Green’s identity and since φ vanishes on the boundary of A ′ν, we
notice that∫
A ′ν
qφF2 = −
∫
A ′ν
φF∆F =
∫
A ′ν
∇(φF) · ∇F =
∫
A ′ν
F(∇F · ∇φ) +
∫
A ′ν
φ|∇F|2.
Thus, since ||q||∞ < 1, we get∫
A ′ν
φ|∇F2| ≤
∫
A ′ν
φF2 +
a11
δ
∫
A ′ν
φ|F| ||∇F||. (2.5.8)
Now, remark that for any non-negative numbers a, b, c and k > 0, we have the
following elementary inequality abc ≤ 1
2
(
ab2
k
+ kac2
)
,which we apply to our
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setting to get
φ
(
|F|
δ
)
||∇F|| ≤ 1
2
(
φF2
kδ2
+ kφ|∇F|2
)
.
We integrate over A ′ν and then choose k small enough to absorb
1
2
(
kφ|∇F|2) in
the left-hand side of equation (2.5.8), so that it becomes∫
A ′ν
φ|∇F|2 ≤ max
{
1,
a11
2k
} 1
δ2
∫
A ′ν
φF2.
Going back to the definition of I¯ν, we now have
I¯ν =
∫
A¯ν
|∇F|2 ≤
∫
A ′ν
φ|∇F|2 ≤ a12 1
δ2
∫
A ′ν
φF2 ≤ a12 δ−2
∫
A ′ν
F2.
Plugging this into (2.5.7) yields
Iν ≤ max
{
a26, a
2
7
}
max
Aν
(
|P|−2et|z|
2
)δ−2I¯ν + ∫
A¯ν
δ−4F2

≤ (max{a26, a27}max {1, a12})max
Aν
(
|P|−2et|z|
2
)
δ−4
∫
A¯ν
F2
≤ c17 max
Aν
(
|P|−2et|z|
2
)
δ−4
∫
A ′ν
F2.

By Lemma 2.5.2, we have
max
Aν
(
|P|−2et|z|
2
)
≤ a13 min
Aν
(
|P|−2et|z|
2
)
.
Applying the estimates of Lemma 2.5.5 to the left-hand side of (C3) then gives
(LHS) = I+
∑
ν
Iν ≤ a14
e4t max
|z|≥1
|P|−2
∫
3
4
<|z|< 9
4
F2 + δ−4
∑
ν
min
Aν
(
|P|−2et|z|
2
) ∫
A ′ν
F2
 ,
(2.5.9)
where a14 = max {c16, c16a13}.
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The next lemma introduces the growth exponent β of F in an expression
which links the L2 norms of F on two annuli of different sizes.
Lemma 2.5.6. There exist a positive constant c18 such that∫
3/4<|z|<9/4
F2 ≤ c18e2β
∫
1/4<|z|<1/2
F2.
PROOF. First, recall that the potential q satisfies ||q||∞ < 0. On the one hand,
we have : ∫∫
3/4<|z|<9/4
F2dA <
∫∫
5
2
D
F2dA ≤
(
25pi
4
)
sup
5
2
D
F2. (2.5.10)
On the other hand, the definition of the growth exponent yields
sup
5
2
D
F2 = e2β sup
1
4
D
F2. (2.5.11)
Following a similar approach as Lemma 4.9 in [29], we now represent F as the
sum of its Green potential and Poisson integral. More precisely, for |z| < 1/4
and given any fixed radius ρ ∈ ( 1
4
, 1
2
], we have
F(z) =
∫∫
ρD
p(ζ)F(ζ)Gρ(z, ζ)dA(ζ) +
∫
ρ S1
F(ζ)Pρ(z, ζ)ds(ζ), (2.5.12)
where Gρ(z, ζ) = log
∣∣∣∣ ρ2 − zζ¯ρ(z− ζ)
∣∣∣∣ and Pρ(z, ζ) = ρ2 − |z|2|ζ− z|2 . We respectively write
I1 and I2 for the double integral and the (line) integral above and notice that
F2 = I21 + 2I1I2 + I
2
2 ≤ 4(I21 + I22). (2.5.13)
Using Cauchy-Schwartz, we get the following upper bound :
I21 ≤
∫∫
ρD
p2(ζ)F2(ζ)dA(ζ)
∫∫
ρD
G2ρ(z, ζ)dA(ζ)
≤ a15
∫∫
ρD
p2(ζ)F2(ζ)dA(ζ) ≤ a15||p||2∞
∫∫
ρD
F2(ζ)dA(ζ)
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≤ a15 20
∫∫
1
2
D
F2(ζ)dA(ζ). (2.5.14)
In the above, we have a15 = sup
ρ∈( 1
4
, 1
2
]
sup
z∈ 1
4
D
∫∫
ρD
G2ρ(z, ζ)dA(ζ). Similarly,
I22 ≤
∫
ρ S1
F2(ζ)ds(ζ)
∫
ρ S1
P2ρ(z, ζ)ds(ζ) ≤ a16
∫
ρ S1
F2(ζ)ds(ζ), (2.5.15)
with a16 = sup
ρ∈( 1
4
, 1
2
]
sup
z∈ 1
4
D
∫
ρ S1
P2ρ(z, ζ)ds(ζ).
Now, recalling that the representation of F in (2.5.12) holds for any |z| ≤ 1
4
and
substituting (2.5.14), (2.5.15) in (2.5.13), we get :
sup
z∈ 1
4
D
F2 ≤ a17
20 ∫∫
1
2
D
F2dA+
∫
ρ S1
F2ds
 , ∀ρ ∈ (1
4
,
1
2
]
,
with a17 = 4max{a15, a16}. Averaging over all ρ yields :
sup
z∈ 1
4
D
F2 ≤ a17 16
3pi
20 ∫∫
1
2
D
F2dA+
∫∫
1
4
<|z|< 1
2
F2dA

= a18
2
0
∫∫
1
4
D
F2dA+ a18(1+ 
2
0)
∫∫
1
4
<|z|< 1
2
F2dA
≤
(a18pi
16
)
20 sup
z∈ 1
4
D
F2 + a18(1+ 
2
0)
∫∫
1
4
<|z|< 1
2
F2dA
= a19
2
0 sup
z∈ 1
4
D
F2 + a18(1+ 
2
0)
∫∫
1
4
<|z|< 1
2
F2dA (2.5.16)
Hence,
(1− a19
2
0) sup
z∈ 1
4
D
F2 ≤ a18(1+ 20)
∫∫
1
4
<|z|< 1
2
F2dA.
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It suffices to choose 0 small enough so that (1 − a1920) is positive to finally
obtain
sup
z∈ 1
4
D
F2 ≤ a18(1+ 
2
0)
1− a1920
∫∫
1
4
<|z|< 1
2
F2dA. (2.5.17)
Linking (2.5.10), (2.5.11) and (2.5.17) together concludes the proof. 
To finalize our estimate of the left-hand side of (C3), we need one last lemma.
Lemma 2.5.7. Let N be the number of disks Dν in our collection, that is N = deg P.
Then, there exists a positive constant c19 such that
max
z≥1
|P|−2 ≤ e−c19N min
|z|≤ 1
2
|P|−2.
PROOF. For |z| ≥ 1, we have
1
|z− zν|
≤ 1
|z|− |zν|
≤ 1
1− 1/60
=
60
59
,
while for |z| ≤ 1/2, we have
1
|z− zν|
≥ 1
|z|+ |zν|
≥ 1
1/2+ 1/60
=
60
31
.
As a consequence,
max
|z|≥1
|P|−2 ≤
(
60
59
)2degP
=
(
31
59
)2degP (
60
31
)2degP
≤
(
31
59
)2degP
min
|z|≤1/2
|P|−2.
We set c19 = −2 log
(
31
59
)
to conclude the proof. 
Applying the results of the last two lemmas to equation (2.5.9), we obtain a
final estimate for the (LHS) of (C3) :
(LHS) ≤ a14
e4te−c19N min
|z|≤ 1
2
|P|−2c18e
2β
∫
1
4
<|z|< 1
2
F2 + δ−4
∑
ν
min
Aν
(
|P|−2et|z|
2
) ∫
A ′ν
F2

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≤ a20
e6t−c19N min
|z|≤ 1
2
|P|−2
∫
1
4
<|z|< 1
2
F2 + δ−4
∑
ν
min
Aν
(
|P|−2et|z|
2
) ∫
A ′ν
F2
 ,
(2.5.18)
since β < t and where a20 = a14 max {c18, 1}.
2.5.5. Improving the right-hand side of (C3)
Recalling that t > 1 as well as the various properties of the cut-off, we
estimate the (RHS) of (C3) :
a−18 (RHS) = t
2
∫
2D
|θF|2|P|−2et|z|
2
+ δ−4
∑
ν
∫
Aν
|θF|2|P|−2et|z|
2
≥
(pi
4
)
min
|z|≤ 1
2
|P|−2
∫
|z|< 1
2
F2 + δ−4
∑
ν
min
Aν
(
|P|−2et|z|
2
) ∫
Aν
F2
≥ a21
min
|z|< 1
2
|P|−2
∫
1
4
<|z|< 1
2
F2 + δ−4
∑
ν
min
Aν
(
|P|−2et|z|
2
) ∫
A
′′
ν
F2
 ,
(2.5.19)
where a21 = min
{
pi
4
, 1
}
.
2.5.6. Conclusion
At last, putting together the estimates (C3), (2.5.18), (2.5.19) yields
e6t−c19N min
|z|≤ 1
2
|P|−2
∫
1
4
<|z|< 1
2
F2 + δ−4
∑
ν
min
Aν
(
|P|−2et|z|
2
) ∫
A ′ν
F2 ≥
a22
min
|z|< 1
2
|P|−2
∫
1
4
<|z|< 1
2
F2 + δ−4
∑
ν
min
Aν
(
|P|−2et|z|
2
) ∫
A
′′
ν
F2
 ,
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where a22 =
a21a8
a20
. Recall that a disk Dν is said to beM-rapid if
M
∫
A ′ν
F2 ≤
∫
A
′′
ν
F2.
Suppose now that all the disks of our collection are M-rapid, i.e. that N = N
and assume without loss of generality that a22 > 1 (otherwise, the argument
still works : it suffices to pick a largerM). We get
e6t−c19N min
|z|≤ 1
2
|P|−2
∫
1
4
<|z|< 1
2
F2 + δ−4
∑
ν
min
Aν
(
|P|−2et|z|
2
) ∫
A ′ν
F2 ≥
min
|z|< 1
2
|P|−2
∫
1
4
<|z|< 1
2
F2 +Mδ−4
∑
ν
min
Aν
(
|P|−2et|z|
2
) ∫
A ′ν
F2, (2.5.20)
This yields a contradiction if N >
6
c19
t ⇐⇒ c19N > c6t and the proof is com-
pleted.
2.6. AN INEQUALITY IN THE SPIRIT OF CARLEMAN
Carleman estimates are known to be useful in obtaining unique continua-
tion results as well as growth estimates (see for instance [25]). It is thus not
surprising that the estimate (C1) has played a crucial role in the proof of the
growth estimate presented in the previous section. For completeness, we present
here one way to obtain such an inequality, which follows very closely the ap-
proach taken by Donnelly and Fefferman in Section 2 of [14].
2.6.1. An elementary inequality in a weighted Hilbert space
We let D ⊂ C be open, bounded and ϕ : D → R be a smooth real-valued
function. Let alsoH = L2 (D, e−ϕdxdy) be the Hilbert space of complex valued
square integrable functions on D with respect to the weight e−ϕ. Finally, let
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u ∈ C∞0 (D) ⊂ H. We introduce the following differential operators
∂ :=
1
2
(
∂
∂x
− i
∂
∂y
)
, ∂¯ :=
1
2
(
∂
∂x
+ i
∂
∂y
)
, ∂¯∗ := −eϕ∂(e−ϕ·) .
Easy computations allow one to verify the following facts :
i. For any R-valued function ψ, ∂¯∂ψ = 1
4
∆ψ.
ii. By the Cauchy-Riemann equations, u is holomorphic if and only if ∂¯u =
0.
iii. ∂¯∗ is the adjoint operator of ∂¯.
iv. [∂¯, ∂¯∗]u =
(
1
4
∆ϕ
)
u, where the interior of the parenthesis acts on u by
multiplication.
Lemma 2.6.1. LetΦ : D → R be a smooth, positive function. Then,∫
D
|∂¯u|2Φ ≥
∫
D
1
4
(∆ logΦ) |u|2Φ,
where the integrals are taken with respect to the usual Lebesgue measure, that is, not
in the weighted Hilbert spaceH.
PROOF. Put ϕ := − logΦ, i.e. e−ϕ = Φ. In the following, the norms and inner
products are taken in the Hilbert spaceH :
0 ≤ ||∂¯∗u||2 = (∂¯∗u, ∂¯∗u) = (∂¯∂¯∗u, u)
=
(
∂¯∗∂¯u, u
)
+
(
[∂¯, ∂¯∗]u, u
)
=
(
∂¯u, ∂¯u
)
+
(
[∂¯, ∂¯∗]u, u
)
= ||∂¯u||2 +
∫
D
(
1
4
∆ϕ
)
|u|2e−ϕ.
Thus, ||∂¯u||2 ≥ −1
4
∫
D
(∆ϕ) |u|2e−ϕ =
1
4
∫
D
(∆ logΦ) |u|2Φ. 
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2.6.2. A specialized choice of weight function
The remainder of the section aims to specialize the choice of Φ in order to
obtain a more refined inequality. In particular, we will build a weight function
which has singularities on a crucial set of points. In the following, a is a small,
positive constant : 0 < a < 1.
Lemma 2.6.2. There exists a function Ψ0(z), defined for |z| > (1− 2a), such that
i. a1 ≤ Ψ0(z) ≤ a2, where a1, a2 > 0,
ii. Ψ0(z) ≡ 1 on {|z| > 1},
iii. ∆ logΨ0 ≥ 0 on {|z| > (1− 2a)},
iv. ∆ logΨ0 ≥ a3 > 0 on {1− 2a < |z| < 1− a}.
PROOF. First, choose ψ0(z) to be a radial function, i.e. depending only on r =
|z|. Let h(r) ≥ 0 be smooth and such that h(r) ≥ a3 for 1 − 2a < r < 1 − a and
h(r) = 0 for |z| > 1− a
2
. Now consider the radial Laplacian
∆ logψ0(r) =
(
d2
dr2
+
1
r
d
dr
)
logψ0(r),
which has smooth coefficients on r > 1 − 2a. By the fundamental theorem for
ordinary differential equations, we let logψ0(r) be the solution of the second
order ODE 
∆ logψ0(r) = h(r),
logψ0(1) = 0,
logψ0 ′(1) = 0.
The function ψ0 satisfies all the requirements. 
We now let Dν := {z : |z − zν| < δ}, 1 ≤ ν ≤ N, denote a finite collection of
disks in the open unit disk D and letDν(a) be the closure of (1−2a)Dν. Define
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Φ0 : C \ ∪νDν(a) by
Φ0(z) =
 1 if z 6∈ ∪νDνψ0 ( z−zνδ ) if z ∈ Dν.
We have that logΦ0(z) = logΨ0(w(z)), where w(z) =
z− zν
δ
and w ′(z) =
1
δ
.
Thus,
∆ logΦ0(z) =
1
δ2
∆ logψ0(w(z)) ≥ a3,
for z ∈ Aν = {(1− 2a)δ < |z| < (1− a)δ}. By Lemma 2.6.2, we have
i. a1 ≤ Φ0(z) ≤ a2,
ii. ∆ logΦ0 ≥ 0, ∀z ∈ C \ ∪νDν(a),
iii. ∆ logΦ0 ≥ a3
δ2
, ∀z ∈ Aν(δ).
Let t > 0 be a constant and denote by A the union ∪νAν(δ). We want to apply
Lemma 2.6.1 to Φ(z) := Φ0(z)et|z|
2 . For u ∈ C∞0 (C \ ∪νDν(a)), we assume that
D is a bounded domain such that supp u ⊂ D and A ⊂ D ⊂ C \ ∪νDν(a).
Applying the lemma gives∫
D
|∂¯u|2Φ0(z)e
t|z|2 ≥
∫
D
1
4
(
∆ logΦ0et|z|
2
)
|u|2Φ0e
t|z|2 . (2.6.1)
But logΦ0et|z|
2
= logΦ0 + t|z|2 and the right-hand side of the above inequality
satisfies
RHS =
∫
A
+
∫
D\A
 1
4
(∆ logΦ0) |u|2Φ0(z)et|z|
2
+ 4t
∫
D
|u|2Φ0(z)e
t|z|2
≥ a3
δ2
∫
A
|u|2Φ0(z)e
t|z|2 + t
∫
D
|u|2Φ0(z)e
t|z|2 .
SinceΦ0 is bounded, we get∫
D
|∂¯u|2et|z|
2 ≥ a4
δ2
∫
A
|u|2et|z|
2
+ a5t
∫
D
|u|2et|z|
2
. (2.6.2)
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Define the holomorphic function P(z) :=
∏
ν
(z − zν) and replace u 7→ uP .
Then,
∂¯
(u
P
)
=
∂¯uP − u∂¯P
P2
=
∂¯u
P
.
Since u
P
∈ C∞0 (D), equation (2.6.2) becomes∫
D
|∂¯u|2|P|−2et|z|
2 ≥ a4
δ2
∫
A
|u|2|P|−2et|z|
2
+ a5t
∫
D
|u|2|P|−2et|z|
2
. (2.6.3)
All of the above discussion is valid for u : D → C. We now choose f : D →
R. We have |∂¯f| = |∂f| = |∇f|. We choose u = ∂f, whence ∂¯u = ∂¯∂f = 1
4
∆f,
which yields∫
D
|∆f|2|P|−2et|z|
2 ≥ a6
δ2
∫
A
|∇f|2|P|−2et|z|2 + a7t
∫
D
|∂¯f|2|P|−2et|z|
2
.
We work on the last integral. Applying Lemma 2.6.1 to Φ = |P|−2et|z|2 , we
get ∫
D
|∂¯f|2|P|−2et|z|
2 ≥ 1
4
∫
D
(
∆ log (|P|−2et|z|
2
)
)
|f|2|P|−2et|z|
2
.
Also, log |P|−2 = − log
∏
ν
|z− zν|
2 = −
∑
ν
log |z− zν|2, whence
∆ log (|P|−2et|z|
2
) = −
∑
ν
δ(z− zν) + 4t,
where δ is the Dirac-delta, meaning that the sum above vanishes on D. Thus,∫
D
|∂¯f|2|P|−2et|z|
2 ≥ t
∫
D
|f|2|P|−2et|z|
2
.
Finally, equation (2.6.3) becomes the desired Carleman estimate∫
D
|∆f|2|P|−2et|z|
2 ≥ a6
δ2
∫
A
|∇f|2|P|−2et|z|2 + a7t2
∫
D
|f|2|P|−2et|z|
2
, (C1)
which holds for any f ∈ C∞0 (R2 \ ∪νDν(a)), with D a bounded open set such
that A ⊂ D ⊂ ∪νDν(a).
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2.7. DISCUSSION.
2.7.1. Higher dimensions
In this paper, we have studied eigenfunctions of the Laplace-Beltrami ope-
rator on closed C∞ surfaces and have underlined a natural interpretation of
Yau’s conjecture in light of Theorem 1. Since the conjecture is expected to hold
in any dimension, it is natural to ask
Question 1. Does Theorem 1 hold for a compact, smooth manifold of dimension n ≥
3 ?
It seems reasonable to expect that the result holds in higher dimension :
on the one hand, as previously stated, Yau’s conjecture on the size of nodal
sets is formulated for manifolds of any dimensions. On the other hand, some
fundamental results for the growth exponents of eigenfunctions are known to
hold in any dimension, most notably the Donnelly-Fefferman growth bound
β(φλ, B) = log
sup
B
|φλ|
sup 1
2
B
|φλ|
≤ c
√
λ, (2.7.1)
where B is any metric ball (see for instance [13, 28, 29]). However, the approach
we have used relies crucially on the reduction of an eigenfunction φλ to a pla-
nar solution F to a Schrödinger equation, a transformation made possible by
the existence of local conformal coordinates, a fact that does not generalize in
dimensions n ≥ 3. One would therefore need to follow a fundamentally dif-
ferent approach to prove a result in the spirit of Theorem 1 in that setting. In
[29], the authors give a simpler proof of the growth bound (2.7.1) in the set-
ting of closed surfaces. A generalization of that proof in higher dimensions
has been given by Mangoubi in [28], using notably a clever extension of eigen-
functions on a n-dimensional manifoldM to harmonic functions on the (n+1)
dimensional manifold M × R (see also [27, 24, 29]). We believe that a similar
treatment could be useful in attempting to generalize Theorem 1.
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2.7.2. How to measure the growth : generalization to Lq norms
Our measure of the growth of eigenfunctions has been made through growth
exponents defined on small metric disks on which we have taken the L∞ norm.
Indeed, we recall that
βp(λ) = log
sup
B
|φλ|
sup
α0B
|φλ|
,
where B is a metric ball of small radius centred at p ∈ M. For 1 ≤ q ≤ ∞,
define the more general q-growth-exponent βqp(λ) of an eigenfunction φλ in
the following way
βqp(λ) := log
||φλ||Lq(B)
||φλ||Lq(α0B)
,
where B is once again a suitably small metric ball centred at p. Notice that
βp(λ) = β
∞
p (λ). Consider the average of such quantities on the surface, that is,
define
Bq(λ) :=
1
Vol(M)
∫
M
βqp(λ)dVg,
and then ask
Question 2. For which q ∈ [1,∞), if any, do we have the following analogue of
Theorem 1 :
cBq(λ)λ
1
2 ≤ H1(Zλ) ≤ C(Bq(λ)λ 12 + 1).
Keeping our setting of closed surfaces, it would suffice to prove analogues
of Theorems 2.2.1, 2.3.1 for q-growth exponents of planar Schrödinger eigen-
functions to answer positively the last question, but there does not seem to be
an obvious way to tackle this problem.
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Chapitre 3
ADDENDUM : LQ GROWTH EXPONENTS AND
NODAL SETS OF LAPLACE EIGENFUNCTIONS
Abstract : In [31], we exhibit a link between the average local growth of
Laplace eigenfunctions on surfaces and the size of their nodal set. In that pa-
per, the average local growth is computed using the uniform - or L∞ - growth
exponents on disks of wavelength radius. The purpose of this note is to extend
that result to Lq growth exponents with q ∈ (1,∞). More precisely, we show
that the size of the nodal set is bounded above and below by the product of
the average local Lq growth with the frequency. We briefly discuss the relation
between this new result and Yau’s conjecture on the size of nodal sets.
Author : Guillaume Roy-Fortin.
3.1. GROWTH AND NODAL SETS OF LAPLACE EIGENFUNCTIONS
The setting is similar to that of [31] and we quickly review it here : let (M,g)
be a smooth, closed two-dimensional Riemannian manifold endowed with a
C∞ metric g. Let {φλ}, λ↗∞, be any sequence of L2 normalized eigenfunctions
of the negative definite Laplace-Beltrami operator ∆g :
∆gφλ + λφλ = 0. (3.1.1)
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The nodal set of an eigenfunction φλ is
Zλ = {p ∈M : φλ(p) = 0} ,
whose one dimensional Hausdorff measure we write H1(Zλ). For a fixed sca-
ling parameter 0 < α < 1, we write B+p for the ball of radius λ
− 1
2 centred at
p ∈ M and let B−p be the concentric ball of radius shrunk by a factor α. For
q ∈ [1,∞], define the Lq growth exponent of φλ at p ∈M by
βqα(p, λ) := log
||φλ||Lq(B+p )
||φλ||Lq(B−p )
.
The growth exponents are a measure of the local growth of an eigenfunction
at small scale and are a generalization of the doubling exponents intensively
used by Donnelly and Fefferman, notably in [13]. For more details, we refer the
reader [15, 31, 43]. We can average these local quantities to get the average local
Lq growth :
Aqα(λ) :=
1
Vol(M)
∫
M
βqα(p, λ)dVg(p).
3.2. MAIN RESULT AND DISCUSSION
The following result generalizes the upper and lower bounds for the length
of the nodal set in [31] for Lq norms with q ∈ (1,∞) :
Theorem 3.2.1. There exists 0 < α0 < 1 such that the following holds for any 0 <
α < α0 and q ∈ (1,+∞) :
c1λ
1
2Aqα(λ) ≤ H1(Zλ) ≤ c2λ
1
2 (Aqα(λ) + 1),
where and c1, c2 are positive constants depending only on q, α and the geometry of
(M,g).
We remark that the definition of the growth exponents implies that the lo-
wer bound for the length of the nodal set actually holds for every α ∈ (0, 1).
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Indeed, as the scaling parameter α grows higher, the growth exponents be-
come smaller. We believe that the case q = 1 is also true, but we can not prove
it with our current methods.
3.2.1. Connection with the conjecture of Yau
For smooth surfaces, the famous conjecture by Yau on the size of nodal sets
(see [39, 40]) is
c
√
λ ≤ H1(Zλ) ≤ C
√
λ,
where c, C are positive constants. The lower bound has been obtained by Brü-
ning in [3] and the current best upper bound of H1(Zλ) ≤ cλ 34 is due to Don-
nelly and Fefferman in [14] as well as Dong in [12]. Theorem 3.2.1 implies that
any polynomial (or better) bound on the average local Lq growth of the type
Aqα(λ) = O(λ
δ),
with δ ∈ [0, 1
4
[ and for some q ∈ (1,∞) would improve that current best upper
bound for the size of the nodal set on smooth surfaces. To do so, we need to
further understand what exactly is measured by Aqα(λ), which we attempt to
do next in the special case q = 2.
3.2.2. Remark on equidistribution of eigenfunctions and the case q = 2
A subsequence {φjk}
∞
k=1 of eigenfunctions is equidistributed on some set E ⊂
M if its L2-mass on E converges to Vol(E), that is, if
lim
k→∞
∫
E
|φjk |
2dV =
Vol(E)
Vol(M)
.
Equidistribution on M often arises as a consequence of the stronger quan-
tum ergodicity property, where the eigenfunctions actually equidistribute on
the phase space S∗M after microlocal lifting. For example, on surfaces with
negative curvature, equidistribution holds for a density one subsequence of
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quantum ergodic eigenfunctions, see [8, 34, 41]. The recent papers [21] by He-
zari, Rivière and [19] by Han investigate quantum ergodicity of eigenfunctions
at small scales on closed manifolds of negative sectional curvature. A conse-
quence of their work is that, in such a setting, the full density subsequence of
quantum ergodic eigenfunctions equidistribute on balls Br(p) of shrinking ra-
dius r = (log
√
λ)−K. This relates to our work when q = 2 : the definition of L2-
growth exponents relies upon balls whose radii are also shrinking, albeit at the
quicker wavelength pace r = λ−
1
2 . While the current machinery does not seem
to allow going beyond the inverse logarithmic regime in general, it would ne-
vertheless be interesting to try to find specific sequences of eigenfunctions that
equidistribute almost everywhere at the wavelength scale. For such sequences,
the average local growth is bounded and the upper bound conjectured by Yau
for the length of the nodal set would then follow from Theorem 3.2.1.
3.3. PROOFS
3.3.1. Upper bound for the size of the nodal set
The proof of the upper bound for the size of the nodal set follows that of
Section 2.2 of [31], where we replace L∞ norms of the eigenfunctions φλ by Lq
norms throughout. In that section, the eigenfunction is locally represented by
a function F which solves a planar Schrödinger equation with small potential.
We then use Theorem 2.1.1 which suitably relates the L∞ growth exponent of F
with the size of its nodal set. Thus, we only need the following Lq analogue of
that theorem :
Lemma 3.3.1. Let F : 3D→ R be a solution of
∆F+ pF = 0, (3.3.1)
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with the potential p ∈ C∞(3D) satisfying ||p||L∞(3D) < 0. Let q ∈ (1,∞) and let
βq := log
||F||Lq( 11
4
D)
||F||Lq( 1
4
D)
.
Finally, denote by ZF the nodal set {z ∈ 3D : F(z) = 0} of F. Then,
H1
(
ZF ∩ 1
60
D
)
≤ c3β∗,
where β∗ := max{βq, 1} and c3 = c3(q) is a positive constant.
The explicit value of the small positive constant 0 comes from the proof.
Also, remark that the radius 11
4
of the bigger disk for the new Lq growth ex-
ponent is slightly larger than the corresponding disk in the L∞ growth ex-
ponent, whose radius is 5
2
. These values are arbitrary and this does not affect
the global argument. We first start with another lemma, which allows to bound
the L∞ norm of F on a disk by its Lq norm on a slightly larger one.
Lemma 3.3.2. Let F : r0D→ R be a solution of ∆F+ pF = 0 on r0D, where r0 > 0 is
a fixed radius and p ∈ C∞(r0D) is a small potential which satisfies ||p||L∞(r0D) < 0.
Let q ∈ (1,∞) and consider the following radii 0 < r− < r+ ≤ r0. Then,
||F||L∞(r−D) ≤ c4||F||Lq(r+D),
where c4 is a positive constant that depends on the choice of radii and the exponent q.
PROOF. The proof uses ideas from Lemma 4.9 of [29] and generalizes Lemma
5.4.6 of [31]. The main tool is the representation of F as the sum of its Green
potential and Poisson integral. More precisely, for |z| ≤ r− and given any fixed
radius ρ ∈ [r˜, r+], with r˜ := r
− + r+
2
, we have the following decomposition of
F :
F(z) =
∫∫
ρD
p(ζ)F(ζ)Gρ(z, ζ)dA(ζ) +
∫
ρ S1
F(ζ)Pρ(z, ζ)ds(ζ), (3.3.2)
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where Gρ(z, ζ) = log
∣∣∣∣ ρ2 − zζ¯ρ(z− ζ)
∣∣∣∣ and Pρ(z, ζ) = ρ2 − |z|2|ζ− z|2 . We respectively write
I1 and I2 for the double integral and the (line) integral above. Since q > 1, the
convexity of x 7→ xq yields
|F(z)|q = |I1 + I2|
q ≤ 2q−1(|I1|q + |I2|q), (3.3.3)
which holds for all |z| ≤ r−. Let q ′ = q
q−1
< ∞ be the conjugate exponent of q.
By Hölder, we have
|I1|
q ≤
∫∫
ρD
|p(ζ)|q|F(ζ)|qdA(ζ)
 ∫∫
ρD
|Gρ(z, ζ)|
q ′dA(ζ)
q−1
≤ a1(q)
∫∫
ρD
|p(ζ)|q|F(ζ)|qdA(ζ) ≤ a1(q)||p||q∞
∫∫
ρD
|F(ζ)|qdA(ζ)
≤ a1(q) 0
∫∫
r+D
|F(ζ)|qdA(ζ), (3.3.4)
In the above, we have bounded the Lq ′ norm of the Green function by
a1(q) = sup
|z|≤r−
 ∫∫
r+D
(
log
(r+)2 + |zζ¯|
r˜|z− ζ|
)q ′
dA(ζ)
q−1 .
Note as well that we assumed 0 < 1 without loss of generality. The actual
size of 0 will be specified at the end of the proof. We proceed similarly for the
Poisson integral and get
|I2|
q ≤
∫
ρ S1
|F(ζ)|qds(ζ)
 ∫
ρ S1
|Pρ(z, ζ)|
q ′ds(ζ)

q−1
≤ a2(q)
∫
ρ S1
|F(ζ)|qds(ζ),
(3.3.5)
with
a2(q) =
 ∫
r+ S1
(
r+
r˜− r−
)2q ′
ds
q−1 = (2pir+)q−1( r+
r˜− r−
)2q
.
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The representation of F in Equation 3.3.2 holds for any |z| ≤ r− so that substi-
tuting Equations 3.3.4 and 3.3.5 in 3.3.3, we get :
sup
|z|≤r−
|F|q ≤ a3(q)
0 ∫∫
r+D
|F|qdA+
∫
ρ S1
|F|qds
 , ∀ρ ∈ [r˜, r+],
with a3 = 2q−1 max{a1(q), a2(q)}. Averaging over all ρ yields :
sup
|z|≤r−
|F|q ≤ a4(q)
0 ∫∫
r+D
|F|qdA+
∫∫
r˜<|z|<r+
|F|qdA

≤ a4(q)
0 ∫∫
r−D
|F|qdA+ (1+ 0)
∫∫
r−<|z|<r+
|F|qdA

≤ a5(q)0 sup
|z|≤r−
|F|q + a4(q)(1+ 0)
∫∫
r+D
|F|qdA. (3.3.6)
Hence,
(1− a5(q)0) sup
|z|≤r−
|F|q ≤ a4(q)(1+ 0)
∫∫
r+D
|F|qdA.
It suffices to choose 0 small enough so that (1 − a5(q)0) is positive to finally
obtain
sup
|z|≤r−
|F|q ≤ a4(q)(1+ 0)
1− a5(q)0
∫∫
r+D
|F|qdA,
whence we conclude
||F||L∞(r−D) ≤ c4||F||Lq(r+D).

Let us remark here that it is also possible to prove the last result for q ∈ [2,∞)
using what Donnelly and Fefferman refer to as classical elliptic theory (see
[13, 14]), an approach which works in higher dimension to the cost of being
more complicated than what we have just done here. We are now ready to give
the proof of Lemma 3.3.1.
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PROOF. We set r0 = 3, r− =
5
2
and r+ = 11
4
and use Lemma 3.3.2 to get
||F||
L∞( 52D) ≤ c4||F||Lq( 114 D).
Also, we have that ||F||
Lq( 14D)
≤ a1||F||L∞( 14D). Hence,
||F||
L∞( 52D)
||F||
L∞( 14D)
≤ a2
||F||
Lq( 114 D)
||F||
Lq( 14D)
.
We conclude by taking the logarithm on both sides and by using Theorem 2.1.1
of [31]. 
3.3.2. Lower bound for the size of the nodal set
The approach is similar to what we just did for the upper bound : we now
follow the steps of Section 3.3 in [31] using Lq norms instead of L∞ ones and
we replace the important Theorem 3.1.1. by the following lemma
Lemma 3.3.3. Let F : D→ R be a solution of
∆F+ pF = 0, (3.3.7)
in D and with the potential p ∈ C∞(D) satisfying ||p||L∞(D) < 0. Denote by |ZF(S1)|
the number of zeros of F on the unit circle S1 and let q ∈ (1,∞). Then,
log
||F||Lq(ρ+D)
||F||Lq(ρ˜−D)
≤ c5(1+ |ZF(S1)|),
where 0 < ρ˜− < ρ+ < 1
2
are fixed, small radii and c5 = c5(q) a positive constant.
Notice that the explicit value of ρ˜− above is slightly bigger than that of ρ−
in Theorem 3.1.1 of [31], but, again, this has no effect whatsoever on the global
argument.
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PROOF. On the one hand, we have
||F||Lq(ρ+D) =
 ∫
ρ+D
|F|q dA
 1q ≤ (pi(ρ+)2) 1q (sup
ρ+D
|F|q
) 1
q
≤ ||F||L∞(ρ+D). (3.3.8)
On the other hand, applying Lemma 3.3.2 directly yields
||F||L∞(ρ−D) ≤ c4||F||Lq(ρ˜−D).
It suffices to combine the last equations and invoke Theorem 3.1.1 in [31] in
order to conclude the proof.

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