We investigated off-line metrology for LER determination in low-dose SEM images to reduce the acquisition time and the risk of shrinkage. Our first attempts are based on filtering noisy (experimental) SEM images and use peak detection to measure the edge displacements and calculating the discrete PSD. However, the result of the filtering is that the power spectrum of the filter leaks into the PSD. So it is better to avoid a filter at all. We subsequently developed a method to detect edge displacements without the use of a filter. This method considers the signal profile of a SEM by integrating an experimental image of lines in the direction of the edges. The signal profile of an isolated edge is modeled as two merged Gaussians. This signal profile is then fitted against the raw (unfiltered) data of the edge pattern using an interior trust-region-reflective minimization procedure. This gives the edge displacements without the use of a filter and a filter-free version of the discrete PSD is obtained. The determination of edge displacements without the use of a filter, enables us to study how much noise is acceptable and still determine LER. To answer this question we generate random lines using the model of Palasantzas and the algorithm of Thorsos. This gives random generated edge displacements for typical values of experimental lines for the parameters of the model: 2 ñm long lines (256 pixels), a correlation length ξ of 25 nm and a roughness exponent α of 0.75. A noise-free top-down SEM-like image of lines is created by shifting the profile signal according to the random generated edge displacements. The image is further processed by adding Poisson-distributed noise. We consider three noise cases where the average electron density is about 2, 20 and 200 electrons per pixel. This corresponds to a charge density of (in respective order) 10 ñC/cm 2 , 100 ñC/cm 2 and 1000 ñC/cm 2 . The edge displacements of the random generated images are determined using our new developed filter-free displacement detection. The difference between the random generated displacements and the detected displacements (after adding Poisson-distributed noise) shows how pixel noise translates to noise in edge displacements. We conclude from running many simulations that this pixel noise translates to a noise in the edge displacements which is uniform (flat line) in the PSD. This means that pixel noise is classified as white noise in the edge displacements. Finally, we study simulated discrete PSDs as a function of the number of averages and analyze the convergence of the parameters (σ, σ n , ξ and α) of the Palasantzas model extended with a white noise term. One of the conclusions is that a very noisy image with 12 lines and about 2 electrons per pixel on average (charge density ≈ 10 ñC/cm 2 ) already produces an estimation for LER with a relative error of about 10%.
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INTRODUCTION
The determination of Line Edge Roughness (LER) and Line Width Roughness (LWR) becomes increasingly important as the semiconductor devices decrease in dimensions [1, 2, 3] . This results in smaller tolerances on LER/LWR and as a consequence, the metrology becomes more critical. There are two classes of LER metrology. There is on-line metrology, which is typically performed in SEMs combined with dedicated (proprietary) software for LER analysis. Another class is off-line metrology and only deals with the image analysis. The latter is used for instance for resist characterization. Examples of off-line metrology are described by [4, 5, 6, 7] . Typically in LER analysis, the fluctuations in edge displacements are determined by using a Canny-edge detection filter or by a homemade edge detection algorithm, see for example [4] . Although the edge displacements are already a direct measurement of the roughness, LER is best analyzed by the Power Spectral Density (PSD). There are a couple of problems related to this type of determination. First of all, there are statistical and systematic errors because the actual PSD is approximated by sampling the edge displacements of a pattern with a finite number of measurement intervals. The statistical errors are described by [8] . The systematic errors have recently been studied by [9] . There is also the problem of shrinkage, where the act of measuring the edge displacements by irradiating with an e-beam induces changes in the pattern, see for example [5, 7, 10] . Finally, it takes a long time to obtain good low-noise images, which are now required for edge detection. In this article we focus on off-line metrology and investigate how much noise is acceptable by decreasing the dose in simulated top-down SEM-like images and analyze how many images of the edges are required for estimating LER-related parameters.
LINE EDGE DETERMINATION
An example of a top-down SEM image of line edges is given in figure 1 , which was recorded by J. Jussot from CNRS-LTM/CEA-LETI in 2012. The properties of the resist are unknown to us due to disclosure restrictions. In figure 2a we illustrate the amplitude of a single horizontal scan-line taken from the center row of image 1. Peak based detection algorithms, such as the Canny-edge detector, often do not find the edge or find too many edges in such noisy data. Working with low-noise images has two problems: (1) They take a long time to accumulate and (2) there is a risk of resist shrinkage. An obvious way to reduce the noise is to apply a filter to the recorded image. By applying a filter we reduce the noise in the signal, which is illustrated in figure 2b . At this point edge detection is possible and the edge displacements along the line are measured.
The discrete PSD of the edge displacements is obtained by calculating the amplitude of the Fourier coefficients,
Where the discrete Fourier transform is determined as,
Where N is the number of sampled edge displacements, x j the displacement of the j th edge position, x N the mean position of the edge, ∆y the measurement interval and k n the discrete wavenumber i.e.,
Where n = 0, 1, 2, . . . , N − 1 and L the length of the edge. The following identity relates the variance of the edge displacements to the PSD,
Which is Parseval's relation. The discrete PSD given by equation 1 is only an approximation to the actual spectrum of a quasi-infinite long line and the finite edge length L is a source of statistical noise, see for example [8] . The statistical noise in the discrete PSD is reduced by averaging over many lines,
Where N ⋆ counts the number of lines over which the PSD is averaged.
We calculated the discrete PSD of the edges illustrated in figure 1 by using about 50 different recorded images of line edges of the same kind. Each image is at first processed with a symmetric two-dimensional Gaussian filter with strength σ F . The edge displacements are then measured using a homemade edge detection algorithm. The results of using filter strength σ F ≈ 3 pixels (cross markers), σ F ≈ 6 pixels (square markers) and σ F ≈ 9 pixels (circular markers) are given in figure  3a . In figure 3b we plot the square root of the cumulative sum of the PSD from the lowest wave number towards the higher wave numbers. This cumulative sum gives the variance via Parseval's relation (equation 4) and by taking the square root we can see how the standard deviation develops as a function of wave number. The cross markers in figures 3a and 3b correspond to the weakest filter that we could apply such that every scan-line in the SEM image (see for example figure 1) produces the correct number of edges (12) . In other words, if we decrease the strength of the filter even further, then we no longer detect 12 edges per scan-line. In figure 3a we observe that, besides suppression of the high frequencies (which is required to reduce the image noise), the lower and center frequencies are affected as well. The conclusion from figure 3a is that the power spectrum of the filter leaks into the PSD. As a consequence, LER becomes a function of the applied filter, which is best seen in figure 3b. We ask the following question: How much further do we need to reduce the filter strength, such that the measured LER no longer depends on the filter? We failed in reducing the strength of the filter because then the edges cannot be detected accurately anymore by conventional peak detection. The side effect of image processing, in particular smoothing, is also discussed by [4, 11] . Now that we see the influence of a filter on the PSD, we conclude that the best solution would be to avoid a filter at all.
We recently developed a method to detect edge displacements without the use of a filter. This method works as follows. We approximate the signal profile of the SEM by integrating the image in the direction of the edges. For example, the approximate signal profile of figure 1 is given by figure 4 . We emphasize that this is only an approximation, because by integrating in the direction of the edges, the actual shape of this profile becomes a function of the roughness of the edges. We expect that if the roughness increases, then the signal profile widens. In principle, the roughness of the edges must be corrected for by displacing the rows. However, for the moment we assume that this roughness dependency can be neglected. The signal profile of a single edge is shown in figure 5 . We model this signal profile by matching two vertically shifted and normalized Gaussians at the center of the peak, which has the following mathematical representation,
Where b L and b R defines the base level, σ L and σ R define the standard deviation to the left and right of the center µ. The left base level is defined such that lim x→−∞ P (x) = b L and the right base is defined such that lim x→+∞ P (x) = b R . Note that if b L = b R = 0 (the Gaussians are not shifted upwards), and σ L = σ R (same spread), then equation 6 reduces to the standard definition of a Gaussian distribution (neglecting the normalization factor). The parameters b L , b R , σ L and σ R are fitted against the approximated signal profile. The dashed line in figure 5 is the best fit of this model against a single isolated experimental profile obtained by integrating image 1 in the direction of the edge. The idea is now to fit this model to every sampled row of a single edge using parameter optimization. We introduce the following degrees of freedom to the model of the fitted signal profile,
Where s scales the profile vertically and ∆x is the horizontal displacement of the profile. The parameters s and ∆x are determined by using an interior trust-region-reflective minimization algorithm. The interested reader is referred to the article of Coleman for details on the minimization procedure [12] .
In figure 6 we demonstrate one of the minimization results using the original (unfiltered) signal. Clearly for such noisy data, an edge detection method could not have found the position of the edge. Now that we can detect the edge displacements without using a filter, we re-analyze the recorded images of J. Jussot ( figure 1 ). The PSD without using a filter (cross markers) is given by figure 7a together with the weak filter version (square markers) of figure 3a. In figure 7a we can see that the pixel noise really starts to contribute after the marker 'noise limit'. In figure 7b we see that the cumulative sum after the marker accounts for approximately 1.6nm -1.4nm = 0.2nm. Therefore, a rough estimation for the actual LER is 1.4nm. This is to be compared to the estimate of 1.3nm for the weak filter version (square markers) in figure 7b . Apparently, the weakest filter that we have applied before is not that far off. Figure 7 -This image shows the calculated discrete PSD obtained from analyzing the set of images from J. Jussot (see figure 1) . The square markers correspond to the weakest filter of figure 3a. This figure also includes the discrete PSD obtained by fitting the profile signal against the experimental image. The bottom figure shows the cumulative sum, which gives the total σ via Parseval's relation (equation 4).
IMAGE NOISE ANALYSIS
In estimating LER (figure 7a) we used all available images (±50) to reduce the uncertainty in the discrete PSD. We now improved this LER determination by considering a model for the PSD and question how much noise is acceptable, such that we still can determine LER? In fact there are two questions: (1) How much noise can we allow in a single image and (2) how many lines/images do we need in total? We begin our investigation on the effect of image noise on the determination of LER by generating rough edges at random using the model of Palasantzas [13] with known parameters,
This PSD defines a perfect infinitely long line with σ as the LER, ξ the correlation length and α the roughness exponent. It can be verified that this PSD satisfies the following identity,
The random displacements can be generated via the algorithm of Thorsos, which is explained in [14] . The algorithm of Thorsos produces random edge displacements that, in the limit of large averages, converges towards the PSD of Palasantzas up to a bias in the standard deviation. This bias is explained in [14] as well and can be compensated for by multiplying the edge displacements with a constant factor.
We generate top-down SEM-like images by using the fitted signal profile obtained earlier ( figure  5) . A SEM-like image is obtained by shifting the signal profile at every row according to the random generated displacements satisfying equation 8. If we put a number of random generated lines next to each other in one image, we obtain the result of figure 8a. This is a simulated result of a noise-free top-down SEM-like image of random generated line edges. The image is further processed by adding Poisson-distributed noise to every pixel of the noise-free image, after choosing an average electron density. Examples of Poisson noise generated images are given by figures 8b, 8c and 8d. In each of the images, the average electron density is set to (in respective order): 200, 20 and 2 electrons per pixel. The corresponding average charge density is (in respective order): 1000 ñC/cm 2 , 100 ñC/cm 2 and 10 ñC/cm 2 . The edges of the random generated images are determined using filter-free displacement detection as described before. An example of displacement detection applied to a random generated image is given by figure 9 . The difference between the random generated displacements and the detected displacements after adding Poisson-distributed noise tells us how pixel noise translates to noise in edge displacements. This is illustrated in figure  10 , where the black line corresponds to the random generated displacements and the dashed line corresponds to the detected displacements after adding Poisson-distributed noise. We conclude from running many simulations that this pixel noise translates to a noise in the edge displacements which is uniform (flat line) in the PSD. This means that pixel noise is classified as white noise in the edge displacements. Now that we classified the noise, we are free to add this noise term to the Palasantzas model (see also [7, 9] ), PSD w/noise (k) = PSD w/o noise (k) + σ 2 n ∆y 2π (10) Where σ n is the noise level and ∆y the measurement interval. The PSDs obtained by detecting the edge displacements in simulated images with an electron density of 2, 20 and 200 electrons per pixel are given by figure 11. In these images we can see that pixel noise translates to white noise:
The PSD in the high frequencies flattens out to a straight line as we increase the noise level by decreasing the electron density per pixel. The idea is now to fit the simulated discrete PSD as a function of the number of averages and analyze the convergence of the parameters (σ, σ n , ξ and α) of the Palasantzas model extended with a noise term, see equation 10. We remark that by fitting equation 10, we neglect the systematic errors described by [9] . We neglect the systematic errors because we have a larger N and the power of the noise level renders the perturbation due to aliasing or spectral leakage negligible. Our simulation is set up as follows: We generate random lines with a length of 2 ñm (256 pixels) using the fitted signal profile of figure 5 . The correlation length ξ in the Palasantzas model is set to 25 nm and the roughness exponent α equals 0.75. These are typical values for experimentally measured edges [7, 9] . Now we consider the worst case in image noise of the densities given by figure 8 , which corresponds to an electron density of about 2 electrons per pixel on average (charge density
2 ). We run many simulations and determine distributions of the outcome values of the parameters of the Palasantzas model (LER σ, noise level σ n , correlation length ξ and roughness exponent α). The result of this low dose high-noise simulation is given by figure 12 . At first we observe that all estimated parameters of the Palasantzas model are likely to converge towards the input parameters. However, the convergence seems to be asymptotic, which is best seen in the noise term σ n (figure 12b) and correlation length ξ (figure 12c). The errorbars roughly decrease as the square root of the number of averages, which is to be expected based on averaging principles. The relative errors (size of the errorbars divided by the input value of the parameter) are given in figure 13 . We conclude from figure 13 that the correlation length ξ and roughness exponent α are harder to estimate, i.e. it takes more averages to produce the same relative error as for LER σ and noise level σ n . The most interesting parameter for industry is LER σ, because that is the parameter against which process performance is evaluated. When the number of averages is low, the intrinsic noise in the discrete PSD is significant, as can be seen in figure 14 . It is remarkable that under these conditions LER can still be estimated with a relative error of about 10%. In other words, it only takes one single image (figure 8d) with 2 electrons per pixel (charge density ≈ 10 ñC/cm 2 ) to estimate LER as 1.5 nm ± 10%.
We now question how the parameters converge when we change to a different electron density per pixel. The influence of electron density on LER σ is given by figure 15 , where we plot the relative error as a function of the number of averages for different electron densities. This result (figure 15) shows that it hardly makes any difference going from a density of 20 electrons per pixel (charge density ≈ 100 ñC/cm 2 ) to 200 electrons per pixel (charger density ≈ 1000 ñC/cm 2 ). The explanation is as follows. We identify that the relative error has two contributions: (1) image noise and (2) In the simulation with an average density of 2 electrons per pixel, both terms in equation 12 contribute to the total error. The error in the noise contribution (second term in equation 12) decreases as we increase the electron density per pixel. In that case, the total relative error is primarily determined by the variation caused by limited edge length (first term in equation 12). In figure 15 we see that this already occurs at an averaged density of 20 electrons per pixel. 
CONCLUSION
The off-line determination of LER in top-down SEM image requires low-noise images. This means that we need many electrons (higher dose) or we filter the image before edge detection. By increasing the dose we run the risk of shrinkage. The problem with a filter is that characteristics of the filter leak into the PSD. This complicates the determination of LER.
We tried a different method by fitting the profile signal of the SEM against the unfiltered images. The profile signal is obtained by integrating an experimental top-down SEM images of lines. With this method it is possible to detect the edge displacements in very noisy images without using a filter.
In a simulation study we discovered that LER can still be estimated from very noisy images with only about 2 electrons per pixel on average (charge density ≈ 10 ñC/cm 2 ). The PSDs of figure 11 are averaged over many lines. However, even a single image as figure 9 , produces an estimation for LER with a relative error of only 10%. With the right analysis it is possible to get LER with reasonable accuracy at amazingly low dose.
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