This paper generalizes the well-known Lyapunov-type inequality for certain higher order fractional differential equations. The investigation is based on a construction of Green's functions and finding its corresponding maximum value. As an application, we obtain a lower bound for the eigenvalues of corresponding equations.
Introduction
In recent years, the investigation of the fractional order differential equations have attracted much attention. There have been many works on the solutions of nonlinear fractional order differential equations, and we refer the readers to the articles [2, 3, 22, 25] . In addition, the study of Lyapunov inequalities for fractional equations has attracted much attention.
The well-known Lyapunov inequality [16] states that if y(t) is a solution of y (t) + q(t)y(t) = 0 with y(a) = 0 = y(b)(a < b) and y(t) = 0 for t ∈ (a, b), then
Lyapunov-type inequalities are very important. This type of inequality and many of its generalizations have proved to be useful tools in eigenvalue problems, oscillation theory and numerous other applications for the theories of differential and difference equations, such as to higher order differential equations, delay differential equations, even-order differential equations, odd-order differential equations, discrete or continuous differential equations, linear Hamiltonian systems and so on (see Refs. [6, 10, 18-20, 24, 26-29] , and references therein). In [7] , Ferreira obtained that the following fractional differential equation,
has a nontrivial solution, where q is a real and continuous function, then
In [8] , Ferreira obtained the Caputo's type fractional order differential equation has a nontrivial solution
In [17] , O Regan and Samet concerned with the problem of the Riemann-Liouville fractional order differential equation
together with the boundary conditions u(a) = u (a) = u (a) = 0, u (b) = 0, which has a nontrivial solution
There are several extensions and generalizations of Lyapunov-type inequality. For some recent development on the topic, see [1, 4, 5, 9, 11-15, 21, 23] and the references therein. However, there are few research results in Lyapunov-type inequality for the higher order fractional differential equation.
Motivated by the above works, we will consider the following fractional boundary value problems (FBVP's for short). More precisely, we will consider the following fractional differential equation
where 2 n − 1 < α n, and q : [a, b] → R is a continuous function.
Preliminaries
In this section, we introduce preliminary facts and some basic results, which are used throughout this paper.
Definition 2.1 ([1]
). The Riemann-Liouville fractional integral of order α is defined by
where Γ is the gamma function.
Definition 2.2 ([1]
). The Riemann-Liouville fractional derivative of order α is defined by
where n = [α] + 1.
, then the following equality holds
for some constants c i ∈ R, i = 1, 2, . . . , n, where n = [α] + 1.
Main results
We start by writing the following fractional order boundary value problem in its equivalent integral form.
has a unique solution
Proof. From Lemma 2.3, we obtain that
for some real constants c i , i = 1, 2, . . . , n. By the boundary conditions y(a) = y (a) = · · · = y (n−3) (a) = 0, we get c 3 = c 4 = · · · = c n = 0. By differentiating, we have
The condition y (n−2) (a) = 0 yields c 2 = 0, and the condition y (n−2) (b) = 0 implies that
Therefore, the unique solution of the fractional differential equation is
which yields the desired result.
Lemma 3.2.
The function G(t, s) defined by (3.1) satisfies the following property:
, where C i n−2 is binomial coefficient.
Proof. By the definition of G, let
and
We start with the function g 2 . Compute the differentiating g 2 (t, s) with respect to t, we obtain
Notably, g 2 (·, s) is non-decreasing for all t ∈ [a, b], hence g 2 satisfies the following inequalities
Now, we will verify that g 1 (t, s) 0, a s t b.
0, which implies that g 1 (·, s) is non-decreasing for all t ∈ [a, b], hence we obtain that
Consequently, the function G(t, s) is non-decreasing with respect to t, it follows that
Theorem 3.3. If there exists is a nontrivial continuous solution y(t) of the fractional boundary value problem
a D α y(t) + q(t)y(t) = 0, a < t < b, y(a) = y (a) = · · · = y n−2 (a) = 0, y (n−2) (b) = 0, where 2 n − 1 < α n, q is a real and continuous function, then
Proof. Let B = C[a, b] be the Banach space endowed with norm
Using Lemma 2.3, we obtain that a nontrivial solution y to the FBVP satisfies the integral equation
Obviously, q cannot be the zero function on Then we have
and we obtain the desired result.
Remark 3.4. Theorem 3.3 with n = 4 reduces to Theorem 2.3 in [17] .
Corollary 3.5. If the fractional boundary value problem (1.1) has a nontrivial continuous solution, then
Proof. For Theorem 3.3, we obtain the following integral equation
we note that
Thus we have
Remark 3.6. Corollary 3.5 with α = 4 reduces to Corollary 2.7 in [17] .
Corollary 3.7. If the fractional boundary value problem (1.1) has a nontrivial continuous solution, then
Notably, the function ϕ has a maximum at point s * =
, that is
, which concludes the proof.
Remark 3.8. Corollary 3.7 with α = 4 reduces to Corollary 2.5 of [17] .
Corollary 3.9. If there exists a nontrivial continuous solution to the fractional boundary value problem
where q is a real and continuous function in
The proof of the corollary is not difficult and hence is left to the reader as an exercise.
Application
In this section, we give an application of the above results for the eigenvalue problem. consider the problem ( 0 D α y)(t) + λy(t) = 0, 0 < t < 1, n − 1 < α n, y(a) = y (a) = · · · = y (n−2) (a) = 0, y (n−2) (b) = 0. where B is the Beta function, and we obtain (n − 2)B(α − n + 2, 2)|λ| Γ (α).
Using the identity
B(x, y) = Γ (x)Γ (y) Γ (x + y) , we get |λ| Γ (α)Γ (α − n + 4) (n − 2)Γ (α − n + 2)Γ (2) , which concludes the proof.
