Every minute, hundreds of hours of video are uploaded to social media sites and the Internet from around the world. This material creates a visual record of the experiences of a significant percentage of humanity and can help illuminate how we live in the present moment. When properly analyzed, this video can also help analysts to reconstruct events of interest, including war crimes, human rights violations, and terrorist acts. Machine learning and computer vision can play a crucial role in this process. In this technical report, we describe the Video Event Reconstruction and Analysis (VERA) system. This new tool brings together a variety of capabilities we have developed over the past few years (including video synchronization and geolocation to order unstructured videos lacking metadata over time and space, and sound recognition algorithms) to enable the reconstruction and analysis of events captured on video. Among other uses, VERA enables the localization of a shooter from just a few videos that include the sound of gunshots. To demonstrate the efficacy of this suite of tools, we present the results of estimating the shooter's location of the Las Vegas Shooting in 2017 and show that VERA accurately predicts the shooter's location using only the first few gunshots. We then point out future directions that can help improve the system and further reduce unnecessary human labor in the process. All of the components of VERA run through a web interface that enables human-in-the-loop verification to ensure accurate estimations. All relevant source code, including the web interface and machine learning models, is freely available on Github 1 . We hope that researchers and software developers will be inspired to improve and expand this system moving forward to better meet the needs of human rights and public safety.
. Visualization results of shooter localization using the VERA system for Las Vegas Shooting in 2017. It is computed based on only three video recordings as marked on the map and single gunshot. The red and yellow donut is the heatmap probability of the shooter location in horizontal distance. VERA also estimates that the shooter is likely to be within the light blue hyperbola lines. As we see, the overlapping area of all estimations points to the shooter's actual location -the north wing of the Mandalay Bay Hotel.
INTRODUCTION
With the ubiquity of high quality camera phones around the world, public events can now be captured and shared via social media instantly. In a big public event with a large crowd of people, video recordings capture different moments of the event at different positions from different perspectives. These videos provide important information for analysts and researchers when crimes, including war crimes, terrorist acts or human rights violations, occur. The Center for Human Rights Science, for instance, has done video analysis as part of investigations in Syria, Ukraine, Nigeria, and Israel/Palestine [1, 2] , and is currently carrying out work on shootings in the United States. We have collected publicly available videos from widely publicized events in the United States, including the 2013 Boston Marathon bombing [3] and the 2017 Las Vegas outdoor concert shooting. With these datasets, we can apply the tools we have developed for video analysis, including: semantic concept detection [4, 5, 6, 7, 8, 9, 10] , video captioning [11, 12] , intelligent question answering [13, 14, 15] , 3D event reconstruction [3, 16] , and activity prediction [17] . In addition to supporting the work of human rights activists, advocates, and investigators, we hope that these tools can help society achieve a better understanding of complex and chaotic events that cause social division and even violence [18, 19] .
Eyewitness videos are captured "in the wild," and technical metadata is usually stripped once they are uploaded to social media. These videos are often low quality and difficult to interpret when examined in isolation. Analysts generally need to go over a large number of these videos as useful information about the event may spread across different segments of different videos. We built the Video Event Reconstruction and Analysis (VERA) system, which is enabled by machine learning techniques like video synchronization [20] and automated sound detection [7] , to solve this problem.
In this paper, we present how the VERA system can geolocate the shooter given a few video recordings that only capture the gunshot sound, but not necessarily an image of the shooter, as shown in Figure 1 . The first step of the process utilizes semi-automated video synchronization [20] , including a web interface for manual refinements, to put all unstructured videos into a global timeline. The VERA user then performs automatic gunshot detection [7] to temporally localize the gunshot segments within each video. Based on supersonic bullet physics [21] and the physics of sound (described below), VERA identifies the exact moment in each video when the shockwave sound and muzzle blast sound (the two main aural components of a gunshot) occur, then computes the possible distances and directions of the shooter from each of the cameras. After putting each video on the map, VERA visualizes the potential range and direction of the shooter's location.
All relevant source code, including the web interface and machine learning models, is freely available in Github. We do so in the hope that this tool can be used by anyone who needs it to protect and promote human rights and public safety. We also hope that researchers and software developers will be inspired to improve and expand this system moving forward to better meet the needs of the human rights community. This report explicitly points out all major assumptions and likely sources of error so that users are informed and can take ap- propriate precautions when using the system or working to improve it. This paper is organized as follows. In Section 2, we briefly describe our previously developed video synchronization methodology. In Section 3, we describe the gunshot detection system and how we can estimate shooter location based on gunshot sound. In Section 4, we explain our system architecture in terms of how the web interface interacts with back-end machine learning models. In Section 5, we discuss how VERA can be improved moving forward.
VIDEO SYNCHRONIZATION
Videos collected from social media are almost always stripped of metadata like global time stamps or GPS data that we could otherwise use to establish the time and place it was taken. Therefore, we need to start by putting the videos into a global timeline. After the user uploads all relevant videos in a collection to VERA, an automatic video synchronization model is utilized to organize the videos. Currently, the automatic system synchronizes the videos using sound. Please refer to [20] for more technical details. However, in order to use these videos for shooter localization, the synchronization needs to be refined using visual cues, as light travels much faster than sound from source to camera. VERA provides an easy-touse interface as shown in Figure 2 , which enables users to manually verify and synchronize pairs of videos down to the frame-level. Assuming users match the video pair to the exact frame pairs and the video FPS is 30, the error margin of the synchronization is within 33 milliseconds. The pairwise synchronization results are aggregated automatically into global results as shown in Figure 3 . Users can play the videos in a global timeline to understand the events in a coherent manner.
GUNSHOT LOCALIZATION

Overview
Once all the videos with gunshots are placed into a global timeline, we can begin to estimate the distances of the shooter from each of the cameras if the bullet is supersonic (i.e., exceeding the speed of sound). When a gunshots are captured in two videos, we can also estimate the direction of the bullet Taken from [21] . and location of the shooter based on the time differences of the muzzle blast sound 2 reaching each camera. These estimations are computed for each video (Method 1, which is described in the next section) and each pair of videos (Method 2, which is described in Section 3.3), for a single gunshot. Each estimation provides an area of possible locations and the area where all estimations overlap is the most likely location of the shooter. Users can repeat the calculations for multiple gunshots to get even more accurate localization results, or to trace the potential movements of the shooter over time and space.
Method 1: Calculating Distance from the Camera in a Single Video
This method requires the bullet to be supersonic. The main idea is that a supersonic bullet creates two distinctive sounds: 2 The sound when the bullet exits the barrel of a gun a shockwave 3 sound a muzzle blast sound. See here 4 for an animation of the two sounds reaching a camera. If identified temporally, one can use the time difference of the two sound reaching the camera to estimate the distance between the camera and where the bullet is fired from. If the bullet is not supersonic, or the two sounds are not clearly distinguishable in the video (e.g., because of background noise or poor sound quality), the method described here will not work. Figure 4 shows a shadowgraph of a supersonic bullet. It depicts what happens to air when a bullet is travelling though it beyond the speed of sound. As we see, the bullet creates a cone-like shockwave wall that expands as the bullet travels. When this wall arrives the camera, it records the shockwave sound. The physics model of how the shockwave sound and muzzle blast sound of a supersonic bullet reach the camera is shown in Figure 5 . From the physics model, we can know that the bullet has to be coming in the camera's direction for the shockwave sound to be heard. For more details, please refer to [21] .
Based on the physics model, we can derive the computation graph as in Figure 6 . Suppose V s is the speed of sound, V b is the speed of the bullet, α is the angle between the camera to the shooter and the bullet trajectory. In reality, it is hard to know the exact speed of a bullet but we can learn the speed/velocity range of the bullet via existing field tests [21] of that type of bullet 5 . T dif f is the time difference between the camera records the shockwave sound and the muzzle blast sound. For the camera to record the shockwave sound, after the bullet is fired, the bullet travels T 1 under V b to point X, and then the shockwave travels at speed of sound V s for time Fig. 7 . Example of gunshot spectrogram and power graph on the VERA interface. The example video ID is a-fCJGgqoxs on Youtube and the two gunshots showing in the graph are the 5th and 6th gunshots from the beginning. We can clearly see the power peaks and the users can mark them accordingly. However, sometimes the power graph for gunshots is not as clear as this one, especially when there are a lot of other loud noises.
T 2 to reach the camera. So:
Hence, we have:
In Eq 2, the unknown variables are T 1 and T 2 . Based on the two equations we can solve T 1 and T 2 . Then the distance from the camera to the shooter, i.e. AM, can be computed by V s (T 1 + T 2 + T dif f ). Currently in VERA, we ask users to input the range of the speed of sound V s , the speed of the bullet V b and the angle α. In practice the range of α is usually set from zero to fifteen, which already covers 30 degrees of freedom since the graph could be flipped. θ is given by arcsin(V s /V b ) according to [21] . T dif f is currently marked by the users, aided by a spectrogram of the gunshot sound in VERA as shown in Figure 7 . Since we have a range of V s , V b and α, we use the Monte Carlo method (random sampling) to uniformly sample a value for each variables at a time to get T 1 and T 2 , repeat many times (10k for example) and then report back the minimum, maximum and mean of the distance D. Please refer to the code for more details. Note that the distance is the direct distance from the camera to the shooter. In order to have accurate visualization on the map which requires horizontal distance D h , users can enter the elevation of the shooter D e , and the horizontal distance is computed by
Hence we get a donut-like possible area of the shooter for each video as shown in Figure 8 . In future work, we will add 3D visualization in which the donut becomes a hollow ball so that possible elevated locations can also be shown. In future work, we could automate the process of getting V b by automatic gun type detection based on the gunshot sound. It is a challenging problem as shown in previous work [22, 21, 23 ] since many types of guns make similar sounds. The type of bullet will also affect the characteristics of the gunshot sound even from the same gun, and environmental sound may complicate the audio recordings. We could estimate the speed of sound if we know the air temperature of the event location [24] .
It is important to note that we assume the bullet travels at constant speed V b until the camera captures the shockwave sound. In reality, the bullet will lose speed as it travels due to drag (air resistance) and other factors. Indeed, the bullet speed may drop by half after traveling for 700 meters under certain conditions [21] . We recommend users include a wide range of bullet speeds to compensate for this problem 6 , keeping in mind that the localization of the shooter becomes less certain as the range gets wider.
Method 2: Geolocating a Shooter Using Two Videos
This method applies when a pair of videos capture the muzzle blast of a single gunshot (note that this method can be applied to any distinct sound, such as an explosion). Method 2 makes use of the definition of a hyperbola as shown in Figure 9 . The points (P) anywhere on the hyperbola satisfy that ||P F 2 | − |P F 1 || = 2a, and satisfy |P F 2 | − |P F 1 | = 2a if we only consider points on the right part of the hyperbola. In the gunshot localization case, for each pair of videos, since we have synchronized them and mark the muzzle blast sound in the videos' timeline, we know the time difference between camera 1 and camera 2 hearing the gunshot T dif f . Fig. 9 . Hyperbola math notation. Taken from wikipedia.
Given the speed of sound V s , we can compute the value of 2a = V s T dif f . After we put the two video camera locations on the map (F 1 and F 2 ), we can draw a hyperbola, which is likely to contain the shooter's location.
As shown in Figure 10 , we can see three hyperbola lines. Recall in Section 2 we mention that the error margin of the video synchronization is 33 milliseconds, given that the frame matching could be off by half a frame. Also, users must enter the range of the speed of sound. The speed of sound is decided by the temperature of air and the changes of speed of sound vary in a small range as the temperature changes (the speed of sound is 331.3 m/s when it is 0 degree Celsius and it is 346 m/s when it is 25 degree Celsius 7 ). Therefore we draw three hyperbola lines using the minimum, mean and maximum of the speed of sound. So we have three different value of 2a: V smin (T dif f − 0.033), (V smin + V smax )(T dif f − 0.033)/2.0 and V smax (T dif f + 0.033). The second hyperbola is green colored while the others are light blue. The shooter has a high probability of being within the light blue lines, with the most highest probability being locations are on the green line.
To sum up, method 2 relies on accurate video synchronization, camera locations, and markings of the muzzle blast sound.
Camera Locations
Currently in VERA, we provide a Google Map interface and ask the users to manually mark the camera locations at the time of the video hearing the gunshots. The estimation of shooter's location would change drastically for method 2 (exponentially if the two cameras are close), and mildly for method 1, if the camera locations are different than marked. Users can see the different estimations by dragging the camera location markers on the web interface. In future work, we expect to utilize Google Street View images or 45 degree view images to automatically match video frames to a GPS, enabling the determination of camera locations with less human labor. 
VERA ARCHITECTURE
We utilize production-ready web server -Apache server for serving the web requests and a flexible back-end Python server to leverage multi-CPU and multi-GPU computing cluster. Overall system architecture is show in Fig 11. Future researchers could plug their machine learning components into the system seamlessly and efficiently.
Web Interface
The web interface system is password protected. Users need to register to get an account. VERA has a multi-level user system design, where the level 1 users, the administrators, will not be able to access the shooter localization tools but only a user management interface. They can delete or add level 2 users. Level 2 users are the ones created by admins or registered by the users themselves. Upon logging in, they will be directed to the shooter localization tool, where the main page shows that after creating the video collection (i.e., uploading all the videos), there are three steps for shooter localization: 1. Video synchronization; 2. Gunshot Blast/Shockwave Marking; 3. Shooter Localization per Gunshot. VERA uses AJAX at the browser side to communicate with the server. For more detailed and up-to-date description, please refer to the github site.
Back-end Processing
To ensure production efficiency, the web application code for our Apache server is written using PHP. However, our machine learning code usually runs on Python. Therefore we built a PHP-to-Python communication algorithm via sockets. Aside from a running Apache server, a multi-threading Python server is also running and monitors the PHP code. When a machine learning request initiates from the browser and reaches the PHP server via an AJAX POST request, the PHP server will send all required data to the Python server via socket. This request is asynchronous, meaning the PHP server will close the socket as soon as the data is sent. When the Python server receives the request, it will spawn a dedicated thread to process the request. When the process is completed, the Python server will send back results to the PHP server via Https request. There is dedicated PHP code to process those results and put them into the database. Usually the back-end request involves running machine learning models, which may take a while, so the Python server will also send back progress updates using the same mechanism to tell the PHP server how much work is left. The browser side uses AJAX POST to ask the PHP server how much work is left until the task is complete. The communication between the Python server and the PHP server is encrypted. Neither server will respond if the secret key doesn't match. For more detailed and up-to-date description, please refer to the github site.
FUTURE WORK AND CONCLUSION
As mentioned in each section, currently VERA has many parts that require human judgment and input. Moving forward, we plan to automate as much of the work requiring human action as possible, while still allowing human oversight and intervention as needed. In this technical report, we showed how the VERA system can be used for shooter localization. We demonstrate how software engineering combined with machine learning and physics models can help localize shooters from unstructured social media videos. We demonstrate that with only three videos, we are able to correctly localize the shooter location in the case of the 2017 Las Vegas shooting. We are convinced that analysts and software developers will find ways of enhancing and reconfiguring the components of VERA for improved shooter localization and other tasks crucial to the protection and promotion of human rights and public safety.
