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Abstract
Given integers r and s, and n large compared to r and s, we determine the maximum size of a graph of order n having no minor
isomorphic to sKr , the union of s disjoint copies of Kr .
The extremal function depends on the relative sizes of r and s. If s is small compared to r the extremal function is essentially
independent of s. On the other hand, if s is large compared to r, there is a unique extremal graph Ks(r−1)−1 + Kn−s(r−1)+1; this
assertion is a generalization of the case r = 3 which is a classical result of Erdo˝s and Pósa.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
One of the most attractive results of classical extremal graph theory is the theorem of Simonovits [16] asserting
that, if n is large compared to r and s, there is a unique graph of order n of maximal size containing no sKr (that
is, not containing s disjoint complete subgraphs of order r). The extremal graph is Ks−1 + Tr−1(n − s + 1), where
Tr(n) denotes the r-partite Turán graph of order n, and the plus sign indicates that every edge is to be added between
the two graphs. The attractiveness of the theorem lies in the fact that the extremal graph is unique for large n but not
for small n: Simonovits’s proof starts from the asymptotically correct but inexact Erdo˝s–Stone theorem and, having
derived the approximate structure of the graph, by successive reﬁnements and bootstrapping emerges at last with an
exact and unique extremum. (Moon [12] independently found another proof, more direct but exact only when r − 1
divides n − s + 1.)
More recently, studies have been made of the extremal size of graphs forbidding a ﬁxed graphH not just as a subgraph
but as a minor, or subcontraction. The appropriate extremal function in this case is
c(H) = inf{c: e(G)c|G| implies G  H },
where G  H means that H is a minor of G. Mader [10] proved that c(H) exists by showing c(Kr)2r−3 for r3.
Following further work of Mader [11], Kostochka [6,7] and the author [17], it is now known [18] that
c(Kr) = (+ o(1))r
√
log r ,
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where  = 0.319 . . . is an explicit constant and the o(1) term signiﬁes a limit as r → ∞. More generally, Myers and
the author [15] have shown that
c(H) = ((H)+ o(1))r√log r
holds for any graph H of order r, where (H) is an explicit function of H that can be taken to be unity if H is complete.
The extremal graphs, as Myers [13] has shown, are essentially disjoint unions of pseudo-random graphs of a speciﬁc
order and density.
The techniques described in [15] for estimating (H) work nicely when H = sKr , showing for example for ﬁxed s
that c(sKr) ∼ sc(Kr). Thus it appears that, in principle, the extremal minor problem for the graph sKr is solved. If s
is very large compared to r, however, then (sKr)= o(1) and the theorem above gives no signiﬁcant information. But
there is a more important reason why the answer given by the theorem is unsatisfactory, even for s = 2, arising from
the fact that sKr is disconnected.
The function 2c(H) gives the average degree necessary to force an H minor in any graph, but might a smaller average
degree be all that is needed in a graph of large order? Let us deﬁne
c∞(H) = lim
n→∞ inf{c: |G|n and e(G)c|G| implies G  H }.
Clearly c(H)c∞(H). Now the average degree of the union of many disjoint copies of G has the same average degree
as G and, if G has no H minor, neither does this union provided that H is connected. Thus c(H)=c∞(H) for connected
H. But if H is disconnected the union of the Gs might have an H minor even though G itself does not. In this case it
is possible that there is only a ﬁnite number of graphs G with no H minor and with average degree 2c(H), and then
c∞(H) can be much smaller than c(H). This is indeed what happens when H = sKr , as the next theorem makes clear.
Theorem 1.1. Let
c∞(H) = lim
n→∞ inf{c: |G|n and e(G)c|G| implies G  H }.
Then the following hold:
(a) c∞(sKr) = (1 + o(1))c(Kr) for s ﬁxed and r → ∞,
(b) c∞(sKr) = s(r − 1) − 1 for s20c(Kr).
The function c∞(sKr) thus exhibits a signiﬁcant change in behaviour at some point as s grows. This dichotomy,
which does not occur with the function c(sKr), can be explained as follows.
A natural example of a graph of order n with no sKr minor is Ks−1 +Gn−s+1(r), where Gn(r) denotes an extremal
graph of order n with no Kr minor. The size of Gn(r) will be approximately c(Kr)n, so Ks−1 + Gn−s+1(r) has size
(s − 1)n + c(Kr)n + o(n) for r, s ﬁxed and n large. This graph is analogous to the graph Ks−1 + Tr−1(n − s + 1)
mentioned earlier for the classical problem.
But another natural example of a graph with no sKr minor is Ks(r−1)−1 + En−s(r−1)+1, where En is a graph with
n vertices and no edges. This graph has size (s(r − 1) − 1)n + o(n). The previous example has greater size when
s(r − 2)< c(Kr) and otherwise the second example has more edges.
It is likely that one of these two examples is extremal in just about all cases. Thus case (a) of Theorem 1.1 probably
holds when s/
√
log r → 0 and case (b) when s/√log r → ∞. However, we have not sought a best possible result,
though the proofs are capable of improvement.
It is possible to interpolate between the examples mentioned by considering the graphsKs(r−j)−1+Gn−s(r−j)+1(j+
1), for 1j < r , the two examples cited being the cases j = r − 1 and j = 1. This graph has size (s(r − j) − 1)n +
c(Kj+1)n + o(n). The fact that c(Kj+1) ∼ j
√
log j , which is a convex function of j, suggests that the maximum
size amongst these examples always occurs when either j = 1 or j = r − 1, and this probably explains why we have a
dichotomy in Theorem 1.1 rather than a spectrum of different cases.
Theorem 1.1 is an immediate consequence of the more detailed statements provided by Theorems 1.2 and 1.3, which
are the main results of the paper.
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Theorem 1.2. Let s be an integer and let 0< < 1. There exists r0 = r0(s, ) having the property that, for all
integers r > r0, there is a number A(r, s, ), such that if G is a graph with e(G)(1 + )c(Kr)|G| + A(r, s, ) then
G  sKr .
Theorem 1.3. Let r3 and s20c(Kr) be natural numbers, and let m = s(r − 1) − 1. If G is a graph of order
n> 22rsm with e(G)e(Km + En−m) and GsKr , then G = Km + En−m.
Note that there is a unique extremal graph in the case that s is large compared to r.
Theorem 1.3 is true for r=2 also, as is easily shown, since it then just describes the maximum size of a graph without
s independent edges. The case r = 3 gives the maximum size of a graph without s disjoint cycles, and this is a result of
Erdo˝s and Pósa [4], though they obtained better bounds on s and n than those we give (close to optimal bounds appear
in Dirac [3] and Justesen [5]). As stated earlier, we have not aimed for good bounds.
We follow the standard notation of Bollobás [1]; so, for example, (v) denotes the neighbourhood of the vertex v
and G[B] is the subgraph of G induced by the set B ⊂ V (G). The proof of Theorem 1.2 is the subject of Section 2,
whilst Section 3 gives the proof of Theorem 1.3.
1.1. Complete bipartite minors
Before embarking on the proofs, we make one or two remarks about complete bipartite minors.
Mohar askedwhether there exist functionsf (r) andn(r, s), such that a graphG of sizef (r)|G| and order |G|>n(r, s)
contains either an sKr minor or a Kr,s minor. This question was answered afﬁrmatively by Böhme and Kostochka [2],
who gave the bound f (r)2c(Kr) + r .
It seems natural to consider, more generally, what size forces either sKr orKt,u as a minor, and this is what prompted
the present work. The extremal graphs for sKr described above suggest why it might be that one or other of these minors
is quite likely to show up in a graph. The required size would seem to be (c(Kr) + t)|G| provided |G|>n(r, s, t, u),
and though a proof of this could likely be based on the material here, its inclusion would lengthen the paper too much,
and we hope to return to it later.
In the meantime, it is sensible to ask for the individual extremal functions for an sKr minor and for a Kt,u minor.
The ﬁrst turns out to have unexpected features, and is the subject of this paper. The second is covered fully by [15] in
the “balanced” case (when u is comparable to t). Responding to a question of Myers [14], Kühn and Osthus [9] have
shown that the borderline between the balanced and unbalanced cases occurs when u is of order t log t , and that the
average degree needed to force aKt,u minor in the unbalanced case is u+o(u). Kostochka and Prince [8] have obtained
a very precise result, showing that, for large u, the average degree lies in the narrow range u + 3t − 5√t to u + 3t .
2. Few disjoint minors
In this section we give a proof of Theorem 1.2. At the heart of the proof lies Lemma 2.3. One version of this
lemma, with very particular values of the parameters, is in essence Theorem 5.1 of [18], and another version appears
as Proposition 3.7 of [15] though with only a lightly sketched proof. The statement of Lemma 2.3 given here is both
simpler and more general than those versions, making it capable of direct application in the proof of Theorem 1.2 and,
we hope, elsewhere. For these reasons we include the proof of the lemma.
Before stating Lemma 2.3 we need a little preparation. Given a graph G and vertices {w1, . . . , wr} ⊂ V (G), we say
that G has a Kr -minor rooted at {w1, . . . , wr} if V (G) contains disjoint subsets W1, . . . ,Wr such that wi ∈ Wi and
G[Wi] is connected, 1 ir , and moreover there is an edge between Wi and Wj , 1 i < jr . The sets Wi are called
the parts of the minor. We further say that G has Kr minors everywhere if G has a Kr minor rooted at {w1, . . . , wr}
for every subset {w1, . . . , wr} ⊂ V (G).
The following proposition from [18] provides rooted minors in dense graphs.
Proposition 2.1 (Thomason [18, Theorem 4.1]). Given 0< < 1 and 0<q < 1, there exists n0 = n0(, q) such that,
if G is a graph with |G| = n>n0, e(G)(1 − q)
(
n
2
)
and (G)n, then G has Kr minors everywhere, where
r = 	n√log(1/q)/ log n/(1 + )
.
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This easily yields the following corollary.
Corollary 2.2. Given 0< < 1, there exists r1 = r1() such that, if r > r1, then every graph G with |G|c(Kr)/,
(G)|G| and e(G)(1 + )c(Kr)|G| has Kr minors everywhere.
Proof. Let n = |G|. Now the main result of [18] is that c(Kr) ∼ r
√
log r as r → ∞, where  is the maximum of
(1 − x)/2√log(1/x) for 0<x < 1. Deﬁne q by (1 − q) (n2 )= (1 + )c(Kr)n. The condition nc(Kr)/ implies that
log n ∼ log r and also that q is bounded away from one. The corollary then follows from Proposition 2.1 provided
rn
√
log(1/q)/ log r/(1+). But this inequality holds if r is large enough, because (1−q)n ∼ 2(1+)r√log r(1+
)(1 − q)r√log r/ log(1/q) by the deﬁnition of . (Note that, when  is reduced in Proposition 2.1, the conclusion is
stronger whilst the hypothesis is weaker, provided only that n is large enough; hence the proposition could be applied
here with /2 in place of  if desired.) 
We now state Lemma 2.3, showing that, if a graph contains many disjoint dense subgraphs each having a moderately
large minor, then these minors can be stitched together to form one much larger minor, provided the graph has a little
connectivity. The conclusion of the lemma is marginally stronger than needed for the subsequent proof of Theorem 1.2
but the extra strength comes for free and is helpful in other applications.
Lemma 2.3. Let m be a natural number and let 0< < 1. There exists a number r2 = r2(m, ) such that the following
holds for all integers rr2 that are multiples of four.
Let c = c(Kr). Let G be a graph containing 8m2r vertex disjoint subgraphs Hi , 0 i < 8m2r , such that, for each i,
we have
|Hi |c/, (Hi)(1 + )c and (Hi)c.
Let W = {w1, . . . , wmr} ⊂ V (H0). LetP= {P i : 1 i < 8m2, 1r/2} be a collection of vertex disjoint paths such
that P i joins H0 − W to Hi . Then G[
⋃
iV (Hi) ∪
⋃
P∈PV (P )] has a Kmr minor rooted at W.
Proof. Since c = c(Kr) =	(r
√
log r) we know that c(Kr)/r → ∞ as r → ∞ (a fact we shall use more than once).
Thus, for example, we may assume that 16m2r < 3c, provided that r is larger than some function of m and . We claim
the following:
(†) given k4m2r and u1, . . . , uk, v1, . . . , vk ∈ V (Hi), there are internally disjoint uj–vj paths in Hi , 1jk, of
total length at most c/2.
To see that the claim is true, note that Menger’s theorem implies there is, for each j, a set of (Hi) vertex disjoint
uj − vj paths, of which the 	(Hi)/2
 longest have total length at most |Hi |. Thus the 	(Hi)/2
 shortest each have
length at most 2|Hi |/(Hi)2/2. The total length of k paths of length 2/2 is at most 8m2r/2, which is less than
c/2 if r is large. Since this total length is less than (Hi)/2 we may pick, one by one for j = 1, . . . , k, a uj–vj path
of length at most 2/2, always choosing a path that is disjoint from the ones already chosen. The total length of these
paths is, as we have already seen, at most c/2.
Observe that, by (†), we may assume that the paths inP use, apart from their endpoints, at most c/2 vertices from
any Hi ; for if there are k |P|< 4m2r paths that meet some Hi , and if we let u1, . . . , uk be the ﬁrst entry points and
v1, . . . , vk the last exit points, then the parts of the paths between uj and vj can be replaced by other paths of total
length at most c/2.
We now set about constructing theKmr minor rooted at {w1, . . . , wmr}. We do this by ﬁrst ﬁnding lots ofK2t minors,
where r =4t . The many parts of these minors are then placed into 4mt =mr groups which can each be made connected
using the paths in P plus some extra paths in H0, so becoming the parts of a Kmr minor.
Since
(
4m
2
)
< 8m2, we may relabel some of the Hi’s (i1) as Hp,q , 1p<q4m; the other H’s (apart from H0)
will not be needed. Likewise we relabel the paths in P as P p,q , 1p<q4m, 12t (ignoring the remaining
paths), so that P p,q joins Hp,q to H0. Let the endvertices of P p,q be ap,q ∈ Hp,q and bp,q ∈ H0.
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For 1p<q4m form H ∗p,q from Hp,q by removing any internal vertices of the paths in P. Then |H ∗p,q |c/,
(H ∗p,q)(Hp,q) − c/2(1 + /2)c, and (H ∗p,q)(Hp,q) − c/2c/2. So, since c(K2t ) ∼ c/2 if r is large,
we may apply Corollary 2.2 to H ∗p,q , with 2t in place of r and /3 in place of , to conclude that H ∗p,q has a K2t minor
rooted at {ap,q : 12t} if r > 2r1(/3).
As suggested earlier, each part of our Kmr minor will consist largely of parts from several of the H ∗p,q ’s. We shall
ensure that, for any two different parts of the Kmr minor, there is a common H ∗p,q from which they both contain a part;
this will ensure that there is an edge between the two parts of the Kmr minor. We shall also need to make sure that the
Kmr minor is rooted at W. Let us make these ideas precise by ﬁrst labelling the parts of the K2t minor in H ∗p,q as Ap,q ,
12t , where ap,q ∈ Ap,q . Now, for 1 i t , 1j4m, let
Uij =
⋃
p<j
Aip,j ∪
⋃
q>j
At+ij,q ∪
⋃
p<j
V (P ip,j ) ∪
⋃
q>j
V (P t+ij,q ) ∪ {wtj−t+i}.
Note that there are 4mt = mr sets Uij . Observe too that, for 12t , 1p<q4m and 1smr , each of Ap,q ,
each of V (P p,q) and each of ws appears in exactly one of the Uij . In particular, the mr sets U
i
j are disjoint. Also, each
set Uij contains some root vertex ws . Moreover, there is an edge between any pair of sets U
i
j and U
i′
j ′ ; for if j < j
′ there
is an edge between Ai+t
j,j ′ ⊂ Uij and Aij,j ′ ⊂ Ui
′
j ′ , whereas if j = j ′ but i < i′ there is an edge between Aij−1,j ⊂ Uij
and Ai′j−1,j ⊂ Ui
′
j ′ or between A
t+i
j,j+1 ⊂ Uij and At+i
′
j,j+1 ⊂ Ui
′
j ′ .
Therefore, if the subgraphs G[Uij ] were connected, the sets Uij would be the parts of the rooted K4mt minor we are
seeking. As things stand, these subgraphs are not quite connected, but by adding a few vertices from H0 we can resolve
this last difﬁculty. Each vertex in Uij − {wtj−t+i} is joined, via one of the paths P p,q , to one of the 4m − 1 vertices
bip,j , p<j , or b
t+i
j,q , j < q in H0. These 4m − 1 vertices together with wtj−t+i can be joined up in H0 by the addition
of 4m − 1 paths. To do this for each set Uij requires 4mt(4m − 1)< 4m2r paths and, by (†), we are able to ﬁnd paths
that are internally vertex disjoint, thus completing the construction of the rooted minor. 
Before ﬁnishing the proof of Theorem 1.2 we need two more simple lemmas.
Lemma 2.4. Let G be a graph minimal (with respect to containment) in the class {G: e(G)(f +g)|G|+h}. Suppose
that (G)g. Then V (G) can be partitioned into two sets A and B such that e(G[A])f |A| and e(G[B])(f +
g)|B| + (h − g(f + g))/2.
Proof. Let S be a cutset with |S|g. Partition V − S into two non-empty sets X and Y so that there is no edge from X
to Y. By the minimality of G we have e(G[S ∪ X])< (f + g)(|S| + |X|) + h = (f + g)(|G| − |Y |) + h. Therefore
e(G[Y ]) = e(G) − e(G[S ∪ X]) − e(S, Y )> (f + g)|Y | − |S||Y |f |Y |. Likewise e(G[X])>f |X|. Thus, if neither
of the choices (A,B) = (Y, S ∪ X) or (A,B) = (X, S ∪ Y ) satisﬁes the lemma, it must be that
e(G)e(G[S ∪ X]) + e(G[S ∪ Y ])
< (f + g)(|X| + |S|) + (f + g)(|Y | + |S|) + h − g(f + g)
= (f + g)n + h − (f + g)(g − |S|)(f + g)n + h,
which is false; therefore one of these choices does satisfy the lemma. 
Lemma 2.5. Let H be a graph such that |H |c/ and (H)(1 + )c, for some numbers c and . Then H has a
subgraph H ′ with (H ′)(1 + )c and (H ′)c, where = /2	log2 (1/)
.
Proof. We construct a sequence of graphs H0 ⊃ H1 ⊃ H2 ⊃ . . . as follows. Let H0 = H . Having constructed
H0, . . . , Hi , stop if (Hi)c. Otherwise let Hi+1 be a smallest component of Hi − S, where S is a cutset of size
(Hi). Then |Hi+1| |Hi |/2 and (Hi+1)(Hi)− c. Hence we have |Hi | |H |/2i and (Hi)(H)− ic. But if
i = 	log2(1/)
 this implies |Hi |c and (Hi)(1 + /2)c, which is impossible. So for some smaller value of i we
must have (Hi)c. Writing H ′ for this Hi we have (H ′)(1 + /2)c(1 + )c and (H ′)c. 
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Proof of Theorem 1.2. We prove the theorem by induction on s, the case s = 1 being immediate from the deﬁnition
of c(Kr). We may also assume (by increasing r and decreasing  a little, if necessary) that r is a multiple of four.
Let c = c(Kr), C = c(sKr), = min{/4	log2(2/)
, c/4C}, and set
A(r, s, ) = max{2A(r, s − 1, ) + (1 + )c2, 2Crs(8s2c/)rs}.
Let G be a graph of order n with e(G)(1+ )cn+A(r, s, ). We shall show that G  sKr provided r is large enough
(depending on s and ).
We may assume that G is minimal with respect to subcontraction subject to the condition e(G)(1 + )c|G| +
A(r, s, ); this implies that
(a) every edge is in at least (1 + )c triangles.
We may also assume, by the deﬁnition of C, that e(G)<Cn, implying both
(b) at least n/2 vertices have degree less than 4C, and
(c) n>A(r, s, )/C (since e(G)>A(r, s, )).
If (G)c we can, by Lemma 2.4 and our choice of A(r, s, ), partition V (G) into two sets A and B such that
e(G[A])c|A| and e(G[B])(1+ )c|B| +A(r, s − 1, ), and since G[A]  Kr and G[B]  (s − 1)Kr we have
G  sKr in this case, provided r > r0(r, s − 1, ). Thus we can also assume that
(d) (G)> c.
Choose amaximal collectionH0, . . . , Hj of vertexdisjoint subgraphshaving theproperty that |Hi |c/,(Hi)(1+
)c and (Hi)c for 0 ij (recall that  was deﬁned at the start of the proof). Let Z = ⋃ji=0V (Hi); then|Z|(j + 1)c/. We may assume that at most (rs − 1)|Z|rs vertices of G − Z have rs neighbours in Z, for otherwise
G contains Krs,rs , which has sKr as a minor. If j < 8s2 then, by (c) and our choice of A(r, s, ), we have
n/2 − |Z| − (rs − 1)|Z|rs >A(r, s, )/2C − rs(8s2c/)rs0
and so, by (b), there is a vertex v in G − Z of degree less than 4C having fewer than rs neighbours in Z. Let
H =G[(v)−Z]. Then |H |< 4Cc/ and, by (a), we have (H)(1+ )c− rs(1+ /2)c if r is large enough
(depending on r, s and , using once again that c(Kr)/r is unbounded). By Lemma 2.5 applied with /2 in place of
 we see that H has a subgraph H ′ with |H ′| |H |c/, (H ′)(1 + )c and (H ′)c. But this contradicts the
maximality of j, and so it must be that j8s2.
The subgraphs Hi thus satisfy the conditions of Lemma 2.3. Moreover by (d) we have (G)c4s2r if r is large,
whence by Menger’s theorem there exists a set P of paths as required by the lemma (we do not bother to specify W).
Thus Lemma 2.3 tells us that G  Ksr  sKr provided r > r2(s, ), so completing the proof of Theorem 1.2. 
3. Many disjoint minors
Proof of Theorem 1.3. Let N = 22rsm. We assume throughout that G is a graph with |G| = n and GsKr , but rather
than assuming n>N , we shall prove the following assertion for all n by induction on n:
if e(G)(m − 1)n −
(
m + 1
2
)
+ max{n,N} then G = Km + En−m.
Notice that e(Km +En−m)=mn−
(
m+1
2
)
, so proving the assertion will be enough to prove Theorem 1.3. Notice too
that the assertion is trivially true if n is small, say n<
√
N/2, since then there are no graphs with e(G) large enough
to qualify.
We deﬁne two constants c = 	c(Kr)
 and C = c(sKr). Since r3 we have c(Kr)1, so s20c(Kr) implies
s8c(Kr) + 128c + 4. We shall prove the theorem using only the lower bound s8c + 4.
By removing edges if necessary, we may assume that e(G) = (m − 1)n −
(
m+1
2
)
+ max{n,N}. Moreover if G
has an edge in fewer than m − 1 triangles, we may contract this edge to obtain a graph G′ with |G′| = n − 1 and
e(G′)e(G) − (m − 1). Since G′sKr the induction hypothesis implies G′ = Km + En−m−1 and n>N . But then
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e(G)<mn−
(
m+1
2
)
, a contradiction. So we may assume that every edge of G lies in at least m−1 triangles and hence,
in particular, (G)m.
By the deﬁnition of C we have e(G)<Cn, and so CnN −
(
m+1
2
)
>N/2, giving n>N/2C. Moreover G must
contain at least n/2 vertices of degree at most 4C.
Let j be maximal such that there are disjoint subsets W1, . . . ,Wj of V = V (G) with |Wi |4C and (G[Wi])2c,
1 ij . By the deﬁnition of c, G[Wi]  Kr , and so js−1. Let W =W1 ∪· · ·∪Wj and let v be any vertex in V −W
of degree at most 4C. Now (G[(v)])m − 1 because every edge of G is in at least m − 1 triangles, and since we
cannot (by the maximality of j) choose Wj+1 =(v)\W , it must be that |(v)∩W |m− 2c. Noting that |W |4sC,
and that C2rs−3 so N >(2s+3C)m > 16mC(4sC)m−2c, we see that the number of choices for v is at least
n
2
− |W | N
4C
− |W | N
8C
2m(4sC)m−2c2m
( |W |
m − 2c
)
,
and so there exists some set of m − 2c vertices of W lying in the neighbourhood of at least 2m vertices of V − W .
Consider now two disjoint setsA andB spanning a complete bipartite graphK|A|,|B|, such that |B|2m. The previous
paragraph shows we can have |A|m − 2c. We assume that A has been chosen of maximal size and that, subject to
this choice, B is maximal. Certainly |A|m for otherwise G would contain s disjoint copies of Kr−1,r−1, implying
G  sKr . Thus |A| = m − k for some k with 0k2c. Our main task now is to show k = 0. After that, we shall be
able without much effort to determine G and show that G = Km + En−m.
Let R = V − A. Using dX(v) to denote the number of neighbours of a vertex v in some subset X ⊂ V , let
S={v ∈ R: 2dA(v)m−k+ (k+1)(r −2)} and let T =R−S. Since s8c+4>k+1 we have m−k− (k+1)(r −
2)=(s−k−1)(r−1)> 0 so, in particular,B ⊂ S. The signiﬁcance of S is thatG[R] cannot contain k+1 vertex disjoint
paths P0, . . . , Pk whose ends lie in S and with |V (Pi)∩B|3, for the following reason. If such paths existed, with Pi
having ends xi, yi ∈ S, then xi and yi have at least dA(xi)+dA(yi)−|A|m−k+(k+1)(r−2)−m+k=(k+1)(r−2)
common neighbours in A, so we can choose disjoint subsets Ai ⊂ A, 0 ik, with |Ai | = r − 2 and the vertices of
Ai being common neighbours of xi and yi . The remaining m − k − (k + 1)(r − 2) = (s − k − 1)(r − 1)0 vertices
of A can be partitioned into sets Aj of size r − 1, k + 1j < s. We can also select s disjoint sets Bj ⊂ B\⋃iV (Pi)
with |Bj | = r − 1, 0j < s, because |B\ ∪ V (Pi)|2m − 3(k + 1)m + 1. But now, by contracting each Pi to a
single edge, we have G[Ai ∪ V (Pi) ∪ Bi]  Kr for 0 ik and G[Aj ∪ Bj ]  Kr for k + 1j < s, meaning that
G  sKr ; therefore the paths Pi cannot exist.
We now show thatT is small. Observe thatG[A∪B] contains |A|/(r−1)=(m−k)/(r−1)=s−	(k+1)/(r−1)

copies of Kr−1,r−1, so G[T ]pKr where p = 	(k + 1)/(r − 1)
. In particular, G[T ] cannot contain Kk+r−1,k+r−1
because this graph contains p disjoint copies of Kr−1,r−1 and so has a pKr minor. Now, similarly to a previous part of
the proof, let W1, . . . ,Wj be a maximal collection of disjoint subsets of T with |Wi |4C and (G[Wi])2c. Write
W =⋃ji=1Wi , so |W |4jC. Then jp− 1(k+ 1)/(r − 1) because G[Wi]  Kr for each i. Also e(G[T ])C|T |,
else G[T ]  sKr , so there are at least |T |/2 vertices v ∈ T with dT (v)4C. At most k vertices v ∈ T can have
dS(v)2k + 2, else we could ﬁnd disjoint paths Pi = xiviyi , 0 ik, vi ∈ T , xi, yi ∈ S, in contradiction to what
we know about S. So there is a set U of at least |T |/2 − |W | − k vertices in T − W , such that dT (u)4C and
dV−T (u)(m− k+ (k+1)(r −2))/2+2k+1 for each u ∈ U . Each edge of G[T ] incident with u ∈ U lies in at least
m−1 triangles ofG and so lies in at leastm−1−(m−k+(k+1)(r−2))/2−2k−1=(m−(r+3)k−3r+2)/2+k+r−2
triangles within T. Since s8c+ 4 and k2c, we have m− (r + 3)k − 3r + 22c(3r − 7)+ r − 34c, so each edge
of G[T ] meeting U lies in at least 2c + k + r − 2 triangles inside T. It follows that dW (u)k + r − 1 for each u ∈ U ,
for otherwise, letting Wj+1 be the neighbours of u in T − W , we would have |Wj+1|4C and (G[Wj+1])2c,
contradicting the maximality of j. The fact that G[T ] does not contain Kk+r−1,k+r−1 now implies (recalling earlier
estimates for C) that
|U |(k + r − 1)
( |W |
k + r − 1
)
< |W |k+r < (4jC)m/2 <N1/2 < n
30(k + 1) .
Therefore |T |2(|U | + k + |W |)6|U |n/5(k + 1).
We are now in a position to demonstrate that k = 0. Let xiyi , 1 i, be a maximal set of independent edges
in G[S]. By the disjoint paths property of S we have k, so if X = {xi, yi : 1 i} then |X|2k and S − X is
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an independent set. Let Z = {v ∈ T ∪ X: dS−X(v)2k + 2}. Then |Z|k else, as before, we could ﬁnd k + 1
disjoint paths of length 2 with their ends in S − X. The number of edges between S − X and T ∪ X is at most
|Z||S − X| + (2k + 1)|T ∪ X|. But this number is at least k|S − X|, since (G)m, |A| = m − k and S − X is
independent. Thus (k − |Z|)|S − X|(2k + 1)|T ∪ X|. But |S − X| = n − |A| − |X|n − m − kn/2, whereas
|T ∪X| |T | + 2kn/5(k + 1)+ 2kn/4(k + 1)<n/2(2k + 1). Therefore |Z|k. But we saw earlier that |Z|k,
so|Z| = k. Write Z = {z1, . . . , zk}. Then no vertex z0 ∈ (T ∪ X)\Z can have two neighbours x0, y0 ∈ S − X, else we
could ﬁnd vertex disjoint paths Pi = xiziyi with xi, yi ∈ S, 0 ik, contradicting what we established earlier. Thus
each vertex of (T ∪ X)\Z has at most one neighbour in S − X, and so there is a set Y ⊂ S − X, |Y | |T ∪ X|, such
that the vertices of S −X − Y have neighbours only in A∪Z. But (G)m= |A∪Z|, so A∪Z and S −X − Y span
a complete bipartite graph. Since |S − X − Y | = n − |A| − |X| − |Y |n − m − 3k − |T |n/22m this contradicts
the maximality of |A| unless k = 0, which therefore holds.
Having shown k=0 we can now determine the structure of G. Let Y ⊂ V −A−B be such that G[Y ] is a component
of G[V − A − B]. Note that G[A ∪ B] contains (s − 1)Kr−1,r−1 and so G[Y ]Kr , which implies e(G[Y ])c|Y |.
Suppose ﬁrst that some vertex x ∈ B has a neighbour inY. Then Y ∩S =∅, else there would be a path from x ∈ S to
some y ∈ S, in contradiction to what we know about S. Moreover no other vertex b ∈ B has a neighbour inY, else once
again we would have an x−b path, x, b ∈ S. Thus the number of edges fromY toA∪B is at most |Y |(1+(m+r−3)/2).
Hence the total number of edges of G meeting Y is at most c|Y | + (m + r − 1)|Y |/2<(m − 1)|Y |.
Suppose on the other hand that there is no edge between Y and B. Since G[Y ] is connected, at most one vertex of
y ∈ Y lies in S, by our standard property of S. Moreover dA(y)m − 1 by the maximality of B. If |Y | = 1 this means
at most (m − 1)|Y | edges of G meet Y. On the other hand if |Y |> 1 then the number of edges meeting Y is at most
c|Y | + (|Y |/2)(m − 1) + (|Y |/2)(m + r − 3)/2<(m − 1)|Y |, since s8c + 4.
Hence every component G[Y ] meets at most (m − 1)|Y | edges of G, and so G has at most (m − 1)|V − A − B|
edges meeting V − A − B. Therefore
e(G)e(G[A ∪ B]) + (m − 1)|V − A − B|
m|A ∪ B| −
(
m + 1
2
)
+ (m − 1)|V − A − B|
= (m − 1)n −
(
m + 1
2
)
+ |A ∪ B|.
Thus |A ∪ B| max{n,N}n, implying V = A ∪ B and G ⊂ Km + En−m, completing the proof. 
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