Abstract-Neural networks have been treated as "black boxes" for the majority of the machine learning community. The difficulty in making sense of neural networks lies in the complex topology of the hidden layers. Although there have been works in the literature aimed at demystifying the way neural networks operate, making sense of the hidden layer still remains a challenge. In this work, we propose a way to derive physical meaning from the hidden layer by mapping our neural network to the topology of a Bayesian network. Using this mapping, we enhance the probabilities of the Bayesian network resulting in a hybrid model that outperforms both the Bayesian and neural networks in the task of traffic accident prediction. Our analysis suggests that a neural network can estimate the node probabilities of a Bayesian network if mapped accordingly.
Introduction
The past decade was marked with great successes by neural network (NN) models [1] - [3] attaining close to human accuracy. Despite these achievements, NNs remain relative "black boxes" in nature to both scientists and analysts [4] . The difficulty in deriving physical meaning out of these statistical models lies in the complexity of the hidden layer structure. To some extent, deep learning has addressed this issue, as it has been shown that each hidden layer learns a particular feature of the dataset. In contrast to deep learning, this physical interpretation does not apply to traditional NNs in the form of shallow learning, for there may not be adequate number of hidden layers to represent each feature of the dataset. This paper addresses this shortcoming in the literature.
There have been attempts in the literature to study the inner workings of neural networks. An early work looked at establishing the equivalence (f -duality) between a certain class of neural networks and fuzzy rule based systems [4] . A more recent work investigated the effect of groups of inputs (and not hidden neurons) on the output of a deep learning neural network [5] . These works provided valuable insights, yet it is still not clear on the role and contribution of each individual neuron in the hidden layer of a shallow neural network. One way to make sense of neural networks is to make use of Bayesian networks (BNs). In contrast to neural networks, Bayesian networks illustrate clearly the relationship between various nodes (neurons), and it is straightforward to have a physical interpretation of the network. Yet, the relationship between a Bayesian network and a neural network is still not clear. Motomura and Hara modelled the inputs of a NN to the source nodes of a BN, the hidden neurons of NN as the intermediate node of a BN, and the output neurons of a NN as the output node of BN [6] . Although, this modelling makes sense in terms of the flow of information, it does not illustrate how this mapping of a NN onto a BN is justified either empirically or theoretically. On the other hand, Richard and Lippmann demonstrated theoretically that it was possible to learn the posterior probabilities of a BN using a neural network by adapting the latter's cost function [7] 
where x, y i , d i , and p(x, c j ) denotes the input, the ith output and desired output, and the joint probability between the input and the jth class. Although it is useful to have the NN estimate the probabilities for the BN, the adapted cost function (1) is different from a traditional neural network. Therefore, this work did not shed light on the learning operation of a traditional neural network. Our contribution is three fold. First, a mapping algorithm is proposed to translate from a BN to a NN. The mapping algorithm enables us to deduct the physical meaning of each hidden neuron. We then show that the probabilities of a BN follow similar trends as those of the weights of the NN; this confirms that each particular hidden neuron corresponds to a particular feature in the dataset. Second, we demonstrate how the weights of a NN can improve the estimated probabilities associated with a BN. Third, to give context to our work, we illustrate how this collaborative mechanism between BN and NN can be useful in road accident analysis.
Road Accident Analysis
For road accident analysis, there have been many problems considered in IJCNN ranging from traffic incident detection using Neuro-Fuzzy networks [8] to the prediction of "near-misses" using Hidden Markov Models [9] . Whilst these approaches have the potential to predict accidents, the conditions upon which each accident occurs are not identified and focused instead on estimating the severity of a given accident provided with distinct patterns of variables. The problem considered in this work is focused instead on forecasting the total outcomes of accidents.
Accident Data Set
The data contained a vast variety of variables, collected by UK police at the scene of a collision in Kent UK. Initially, the key factors involved in road collisions were identified, similarly to [10] , and are summarised below.
• Weather (W): The weather on the road will have an effect on the visibility of other cars to a given driver, in addition to having a knock-on effect upon the road surface in the event of adverse weather such as rain or snow.
• Road Surface (RS): The surface of a road will have a large effect on a vehicle's stopping distance, in addition to potential accidents which may occur as a result of losing grip upon the road, such as skidding.
• Lighting (L): The lighting of the road, which largely effects the visibility of other road users and pedestrians. This will be effected by the time of day
• Time (T): Different numbers of cars use roads at different times, as a result accidents rates will be affected. Whilst the effect of night versus day may be cancelled out by other factors, the impact of time upon accident rates must be considered in the model.
• Speed of Road (S): An increase in the speed of a given road will increase the distance a vehicle travels in a given amount of time, and as such will increase both the thinking and stopping distance of a given vehicle, and as such will have an effect on accident rates. It may also be observed that at different speeds, road users are more inclined to overtake other road users travelling below the speed limit, or may be unduly careless at lower speeds.
• Flow Rate of Road (F): Refers to the number of vehicles travelling through a road in a given time period. The number of cars travelling through a road will scale the number of accidents likely to happen upon the road, however this is not a linear relationship. Identifying the effects these variables have upon accidents rates involved data mining, in order to determine both the probabilities of these events, and the effect they have on accident rates. Due to the relatively small size of the dataset, all relationships and states are reduced to binary form, the nodes and their associated binary states 1 are shown in Table  1 . This resulted in 64 different combinations of binary states possible for an accident to occur in. Those accidents which did not have information for every state were filtered out for purposes of accuracy in training. The resulting dataset was reduced to 3312 accidents across 66 roads.
Bayesian network for accident analysis
A Bayesian network models a set of random variables and their conditional dependencies in a directed acyclic graph. In the context of our work, the Bayesian network represents the probabilistic relationships between accident causes and accidents. While the initial training of the Bayesian network requires expert knowledge of the data in order to generate the initial probabilities, this would apply to most fields in which a Bayesian network is used. Given accident causes, the network can be used to forecast whether an accident will happen or not. The key variables and their effect on other variables discussed in Section 2.1 were used as nodes for the Bayesian network as illustrated in Fig. 1 . For example, the joint probability of having an accident (A=1) when it is night (T=0), dark (L=0), a low speed accident (S=0) on a good road surface (RS=1) and good weather (W=1), when there is a low flow rate of vehicles (F=0) is given by
There are 64 such probabilities of having an accident based on the six accident factors described in Section 2.1.
Mapping Bayesian Networks to Neural Networks
To map the hidden neurons to the nodes of the Bayesian network, the number of hidden neurons of the neural network was set to 12 as there are two states for each of the six accident factors. The topology of the neural network employed 1 . For the purpose of the neural network, all 0 states were changed to -1 to prevent 0 weights cascading through the network. Fig. 3 , with input neurons x, hidden neurons y = φ(Wx), and the output neuron z = v T y, where φ(·) denotes the nonlinear activation function and W and v are the weight coefficients for the hidden layer and the output layer respectively, a feedforward multilayer perceptron was used for this problem. The weights of the NN were randomly initialised, and trained against the training data using back propagation. The next step was to establish a similarity mechanism between NN and BN. It is not uncommon to consider the weights of the input layer of a neural network as proxies of the influence of input variables [11] [12] . This way, a hidden neuron can be identified to correspond to a particular accident factor (neural network input). In particular, the labelling of the ith hidden neuron can be performed as follows:
2) Set all weight coefficients to zero that feed into ith hidden neuron y i , i.e. w i,j = 0 ∀ j 3) If label(x j )=label(y i )=label(y k ), where i = k, then set all weight coefficients to zero that comes out of the jth input neuron x j , i.e. w i,j = 0 ∀ i
Step 1 ensures that hidden neuron y i has the same label as x j , since the link between this pair of neurons is strongest. For example, if label(x j ) is the accident factor 'speed', then the label of the hidden neuron y i also corresponds to speed.
Step 2 and 3 guarantee that a hidden neuron does not get labelled more than once and the label of an input neuron is not used more than twice for the hidden neurons, as each accident factor has only two states (either 0 or 1). This process iterates for all hidden neurons. To demonstrate the validity of the labelling process in Step 1-3, Fig. 2 compares the ratios between the pairwise probabilities of BN with the ratios between the pairwise output weight coefficients v in NN for different accident factors. Thus, we assign hidden neurons to the input neurons of the NN in a way that reflects the structure of the BN.
• Remark 1: Fig. 2 shows that four out of six accident ratio factors for both BN and NN were quite close, i.e. for speed, weather, lighting, surface. This indicates that labelling process in Step 1-3 was reasonable.
• Remark 2: Although there is a visible difference in ratios for flow, both ratios were lowest compared to the other ratios. This again confirms that Step 1-3 of the labelling process of the hidden neurons was reasonable.
• Remark 3: Fig. 2 indicates that the factors time, weather, and lighting were the least influential factors in an accident due to the proximity of the ratio to unity (e.g. the probability of an accident happening during day is similar to the probability of an accident occurring during night). Conversely, the factors speed, flow, and road surface played an important role in an accident occurring.
• Remark 4: The only factor in which both the Bayesian network and the neural network did not concur was time. On one hand, the neural network indicates that time is not a deciding factor in an accident (ratio ≈ 1), whereas the Bayesian network indicates otherwise. 2 Now that each accident factor can be associated with a pair of hidden neurons based on Step 1-3, the problem lies in identifying which of the two hidden neurons corresponds to which state of the accident factor. For instance, if the accident factor is 'flow', then one of the hidden neuron should correspond to low flow, and the other hidden neuron to high flow. The state mapping problem can be be solved by corresponding the high state probability of BN with the high weight coefficient v i of NN as follows:
provided label(y i ) = label(y j ) and i = j, where P [·] is the probability obtained from the Bayesian network, and v i is the weight of the output neuron. For more details on the different states, see Table 1 .
Step 1-3 along with Equation 2 . The state mapping in Equation (2) can be extended to match features that have more than 2 states by ranking the weights based on their magnitude and the states based on the norm of their probabilities. (2) enable us to determine the physical meaning of each hidden neuron of a neural network by making use of a Bayesian network.
Remark 4 highlights the need for a collaborative mechanism between a Bayesian network and a neural network so that if one model fails to capture important features from the dataset, the other model can compensate for that loss in information; this is analogous to ensemble learning. The Bayesian network directly imprints information from the data in its structure, on the other hand the neural network learns an approximation function that generalises observations from the data. This resulted in the BN returning better results at high accident rates and the NN returning better results at low accident rates. We therefore propose a collaborative mechanism based on the key observation that the ratios shown in Fig. 2 can be used to improve the learning accuracy of the 'inferior' model. For a given accident factor (e.g. flow), consider the ratios of NN and BN respectively as
assuming that label(y i ) = label(y j ). If the training error E(BN) ≥ E(NN), then we need to update the probabilities of BN using the weight coefficients v of NN as follows. First, set the ratio of the probabilities of BN as κ N such that
Equation (5) allows us to determine the two probabilities associated an accident factor, since
These estimated probabilities are adequate for unconditional probabilities such as for accident factor time, however, these are not adequate for determining conditional probabilities such as for accident factor lighting. In such a case, these conditional probabilities can be approximated, when label(y i ) = label(y j ) as
Otherwise if training error E(BN) < E(NN), the weight coefficients of the neural network can be updated such that
The algorithm is described in Algorithm 1.
In order to measure the error of the models, we utilised Chebyshev distance, calculated by Equation (10) . Chebyshev distance between two vectors, in this case the predicted and actual number of accidents, is the greatest distance in any state.
where x and y are vectors and || · || is the norm of a vector.
Algorithm 1 Bayesian-Neural Network 1 . Randomly i n i t i a l i s e NN 2 . R e p e a t 3 .
A s s o c i a t e i n p u t n e u r o n x j w i t h h i d d e n n e u r o n y i , i . e . l a b e l (y i )= l a b e l (x j ) 5 .
S e t r e m a i n i n g w e i g h t s
t h e n s e t w i,j = 0 ∀ i 8 . U n t i l a l l h i d d e n n e u r o n s have l a b e l s 9 . For each p a i r (y i , y k ) a s s o c i a t e d w i t h x j : 1 0 .
F i n d t h e s t a t e o f y i and y i u s i n g ( 2 ) 1 1 . I f t r a i n i n g e r r o r E (BN) ≥ E (NN) 1 2 .
Update B a y e s i a n p r o b a b i l i t i e s (y i , y k ) 1 3 . u s i n g ( 6 ) − ( 8 ) 1 4 .
E s t i m a t e t h e number o f a c c i d e n t s u s i n g BN 1 5 .
O t h e r w i s e 1 6 .
Update NN c o e f f i c i e n t s u s i n g ( 9 ) 1 7 .
E s t i m a t e t h e number o f a c c i d e n t s u s i n g NN
Simulations
For the purpose of the simulation, the data described in Section 2.1 was split into a training and a testing set, with years from 2005-2013 being placed into the training set, and 2013-2015 being the testing set, resulting in training set and testing sets of 2946 and 366 respectively. Crossvalidation was not considered as the data is presented as a time series. The proposed Bayesian-Neural collaborative network described in Algorithm 1 was compared against the Bayesian network and the neural network on forecasting the number of accidents in given states. There are for 64 different states based on the six accident factors shown in Table 1 . Fig. 4 shows that forecasted number of accidents by the three algorithms and the actual number of accidents based on the 64 states. Table 2 summarises the overall performance of the three algorithms.
• Remark 5: From the two left subplots of Fig. 4 , the neural network provided better estimates, when the number of accidents was low (e.g. in State 34), whereas the Bayesian network provided better estimates when there were a high number of accidents (e.g. in State 42). As the occurrence of low number of accidents exceeded the occurrence of high number of accidents, the neural network outperformed the Bayesian network. This is confirmed by the overall accuracy shown in Table 2 .
• Remark 6: The proposed Bayesian-Neural network benefited from the ensemble learning of both the neural network and the Bayesian network; this was clear from the enhanced performance over the latter across the 64 states, as shown in Fig. 4 . This was also confirmed by the overall performance accuracy shown in Table 2 . 
Conclusion
To address the 'black-box' nature of neural networks, we have shown how hidden neurons can have physical meaning in the learning process of neural networks. In particular, it has been shown how each hidden neuron can be associated with accident causes in the context of road analysis by making use of a Bayesian network. As a side product, a collaborative mechanism between a Bayesian network and a neural network was proposed to improve on the accuracy of the forecasted accidents. Indeed, ensemble learning of the proposed Bayesian-Neural network leveraged the ability of the neural networks to predict the general trend of data with low variance, and the ability of Bayesian networks to forecast 'outlier' data of high variance to improve the accuracy in terms of number of accidents. 
