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GENERAL AFFINE ADJUNCTIONS, NULLSTELLENSA¨TZE,
AND DUALITIES
OLIVIA CARAMELLO, VINCENZO MARRA, AND LUCA SPADA
Abstract. We introduce and investigate a category-theoretic abstraction of
the standard “system-solution” adjunction in affine algebraic geometry. We
then look further into these geometric adjunctions at different levels of gener-
ality, from syntactic categories to (possibly infinitary) equational classes of al-
gebras. In doing so, we discuss the relationships between the dualities induced
by our framework and the well-established theory of concrete dual adjunctions.
In the context of general algebra we prove an analogue of Hilbert’s Nullstel-
lensatz, thereby achieving a complete characterisation of the fixed points on
the algebraic side of the adjunction.
1. Introduction
We are concerned in this paper with an abstraction of the affine adjunction of
classical algebraic geometry to algebraic and categorical settings. This introduction
describes our results in increasing order of generality. For illustrative purposes we
begin with the case of k-algebras and proceed through successive generalisations;
the article, by contrast, develops the general case first.
If k is an algebraically closed field, any subset R of the polynomial ring over
finitely many variables k[X ] := k[X1, . . . , Xn] determines the (possibly infinite)
system of equations:
p(X1, . . . , Xn) = 0, p ∈ R. (1)
Let us write V (R) ⊆ kn for the set of solutions of (1) over kn, where kn is the
affine n-space over k. Then V (R) is the affine set defined by R.
Conversely, for any subset S ⊆ kn we can consider the set C (S) ⊆ k[X ] of
polynomials that vanish over S, which is automatically an ideal. Then C (S) is the
ideal defined by S. Writing 2E for the power set of the set E, we obtain functions
(implicitly indexed by n)
C : 2k
n
−→ 2k[X], (2)
V : 2k[X] −→ 2k
n
(3)
that yield a (contravariant) Galois connection. The fixed points of the closure op-
erator V ◦C are then, by definition, the affine sets in kn. Since V ◦C is a topological
closure operator —i.e. it commutes with finite unions— affine algebraic sets are
the closed sets of a topology on kn, the Zariski topology. The fixed points of the
dual closure operator C ◦V, on the other hand, are characterised by Hilbert’s Null-
stellensatz: they are precisely the radical ideals of k[X ], that is, those ideals that
coincide with the intersection of all prime ideals containing them. The Nullstellen-
satz thus characterises coordinate rings, for k[X ]/I is one such if, and only if, I
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is radical. Since radical ideals may in turn be elementarily characterised as those
ideals I such that k[X ]/I has no non-zero nilpotents, coordinate rings are precisely
the finitely presented nilpotent-free (or reduced) k-algebras.
The Galois connection given by the pair (C,V) in (2–3) can be made functorial.
On the algebraic side we consider the category of finitely presented k-algebras with
their homomorphisms. On the geometric side we take sets S equipped with a
specific embedding S →֒ kn, as n ranges over the natural numbers. It is important
not to blur the distinction between S and its embedding into kn, because arrows
in the geometric category are to be defined affinely, i.e. by restriction from kn. An
arrow from S →֒ kn to T →֒ km is a regular map S → T , that is, the equivalence
class of a polynomial function f : kn → km such that f throws S onto T ; two
such functions are equivalent if, and only if, they agree on S. There is a functor
that associates to each regular map S → T a contravariant homomorphism of the
(automatically presented) coordinate rings of V ◦C (T ) and V ◦C (S). And there is
a companion functor that associates to each homomorphism of presented k-algebras
k[X ]/I → k[Y ]/J , with Y = {Y1, . . . , Ym} and J an ideal of k[Y ], a contravariant
regular map V (J) → V (I). The two functors yield a contravariant adjunction;
upon restricting each functor to the fixed points in each domain, one obtains the
classical duality (=contravariant equivalence) between affine algebraic varieties and
their coordinate rings. Compare1 e.g. [22, Corollary 3.8].
The classical affine adjunction above can be generalised to any variety of algebras,
whether finitary to infinitary. For background on Birkhoff’s theory of general, or
“universal”, algebra, see e.g. [5, 15, 23, 7]. Henceforth, variety (of algebras) means
“possibly infinitary variety (of algebras)” in the sense of S lominsky [39] and Linton
[28] (after Lawvere [27]). In a general variety the free algebras play the same
roˆle as the ring of polynomials in the above correspondence. Congruences of free
algebras replace ideals of rings of polynomials. The ground field k is replaced by
an arbitrary but fixed algebra A in the variety. Beginning with Section 4 we show
that the classical affine adjunction for k-algebras extends verbatim to this general
algebraic setting.
Remark 1.1. By definition, the coordinate rings k[X ]/I are presented, that is,
they come with a specific defining ideal I. For our purposes here the presented and
the presentable objects are to be kept distinct. If V is a variety, we indicate by Vp
the category of presented algebras in the variety. Then V and Vp are equivalent
categories; cf. Remark 4.7 below.
For any V-algebra A, in Corollary 4.8 we obtain an adjunction between Vopp ,
the opposite of the category of presented V-algebras, and the category of subsets
of Aµ, as µ ranges over all cardinals, with definable maps as morphisms. Here,
the definable maps are those that are term-definable. The functors that implement
the adjunction act on objects by taking a subset R ⊆ F (µ) ×F (µ) (where F (µ)
is “the” free V-algebra on µ generators) —that is, a “system of equations in the
language of V”— to its solution set V (R) ⊆ Aµ, where V (R) is the set of elements
of Aµ such that each pair of terms in R evaluate identically over it, and a subset
S →֒ Aµ to its “coordinate V-algebra”, namely, F (µ)/C (S), where C (S) is the
1Terminology: Hartshorne’s corollary is stated for irreducible varieties, which he calls varieties
tout court.
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congruence on F (µ) consisting of all pairs of terms that evaluate identically at each
element of S.
The identification of the fixed points of this adjunction on the algebraic side leads
to a result formally analogous to the ring-theoretic Nullstellensatz. The final result
is stated as Theorem 4.15. Additionally, the identification of an appropriate type of
representation for those V-algebras that are fixed under the adjunction (in part (iii)
of the theorem) leads to a result reminiscent of Birkhoff’s subdirect representation
theorem. The notorious failure of the latter for infinitary varieties is irrelevant for
our purposes here. In fact, while our Theorem 4.15 may be conceived of as a version
of the subdirect representation theorem that is “relative to the ground algebra A”,
it is formally incomparable to Birkhoff’s result: neither statement entails the other,
in general; we return to this important point in Remark 4.17. We also discuss, in
Section 6.1, the problem of characterising the fixed points of the adjunction on the
topological side, establishing some partial results which we subsequently use for
deriving ‘presented versions’ of Stone and Gelfand dualities from our framework.
At the beginning of the paper, starting from Section 2, we show how to lift the
adjunction of Corollary 4.8 from the algebraic setting to a more general categorical
context. See Table 1 for a short summary of the correspondence between concepts
in the three settings. Conceptually, the key ingredient in the algebraic construction
sketched above is the functor IA = homV(−, A) : T → Set from the opposite T
of the category of free V-algebras to Set. In our categorical abstraction, the basic
datum is any functor I : T → S, which we conceive as the interpretation of the
“syntax” T into the “semantics” S, along with a distinguished object △ of T. (In
the algebraic specialisation, △ is F (1), the free singly generated V-algebra.) Here
T and S are arbitrary (locally small2) categories, and S is well-powered.3 Out of
these ingredients we construct two categories D and Q of subobjects and quotients,
respectively. The category D abstracts that of sets affinely embedded into Aµ;
here, sets are replaced by objects of S, the powers Aµ are replaced by objects I (t)
as t ranges over objects of T, and the morphisms of S that are “definable” are
declared to be those in the range of I . The category Q abstracts the category
of quotients of the free V-algebras F (µ) by congruences; its objects are quotients
of the hom-set homT(t,△), as t ranges over objects of T, by “△-congruences” on
them. It is possible to define the operator V in this setting under the hypothesis
that S has enough limits (Assumption 1 below), because “solutions” to “systems
of equations” are computed by intersecting solutions to “single equations”. In
order to define the operator C we need to postulate that the functor I preserves
all existing powers of △ (Assumption 2 below), for this guarantees that C ranges
over △-congruences. The pair (C,V) yields a Galois connection (Lemma 2.3) that
satisfies an appropriate abstraction of the Nullstellensatz, as we show in Theorem
2.10. Moreover, the Galois connection lifts to an adjunction between D and Q
(see Theorem 2.9), provided we assume (Assumption 3 below) that △ be an I -
coseparator ; see Definition 2.7. This category-theoretic generalisation indicates
that one can construct general affine adjunctions well beyond the standard setting
of universal algebra investigated in Section 4; see Section 5 for a discussion of
possible applications in the context of syntactic categories and theories of presheaf
type.
2All categories in this paper are assumed to be locally small.
3That is, each object of S has a small poset of subobjects.
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Algebraic geometry Universal algebra Categories
Ground field k Any algebra A in V Functor I : T→ S
Class of k-algebras Any variety V Category Q
k[X1, . . . , Xn] Free algebras F(µ) Objects in T
Polynomial Element of F(µ) T-arrow t→△
Ideal Congruence on of F(µ) △-congruence
Regular map Term-definable map Definable map
Co-ordinate algebra of S Algebra presented by C(S) Pair (t,C (S)) in Q
Affine variety V ◦C-closed set Pair (t,V (R)) in D
Table 1. Corresponding concepts in the geometric, algebraic, and
categorical settings.
In Section 3 we undertake the task of comparing our theory with the well-
established theory of concrete dual adjunctions, through a number of constructions,
results, and comments that help clarifying the relationship between the two theo-
ries. We postpone the relevant bibliographic references to that section. Here, on
the other hand, we mention some further literature that relates to our paper.
In [18] Diers develops a framework that abstracts the classical ring-theoretic
adjunction recalled above to (possibly infinitary) varieties of algebras. For any given
algebra L in a variety he establishes an adjunction between a category of “affine
subsets” over L and a category of “algebraic systems”, as well as an adjunction
between a category of “affine algebraic sets” and the category of algebras of the
given sort. This second adjunction restrict to a duality between the former category
and a category of “functional algebras” over L. Diers does not focus on presented
algebras, as we do with the intent of providing a direct abstraction of the notion
of polynomial. Diers’ affine (algebraic) sets amounts to pairs (X,A(X)) consisting
of a set X and a subalgebra A(X) of the algebra LX , and thus differ from ours.
They also differ in another, more general respect, in that they do not come with
an explicit embedding into an ambient space, as ours do.
In [17] and in subsequent and related papers by these and other authors (see e.g.
also [37]), various elements of algebraic geometry are developed for finitary varieties
of algebras. Extensions of the theory to more expressive languages, such as Horn
or full first-order languages, are also considered. The authors’ main starting point
is a circle of significant results in group theory (please see the introduction to [17]
for details). Their objective is to obtain a theory that affords the application and
extension to other algebraic structures of the methods successfully applied in that
group-theoretic context. The more general portions of the theory relate closely, at
least in spirit, to what we try to do here. However, we are primarily concerned
with gaining a deeper understanding of the basic adjunction at hand, and of its
relation to the theory of concrete dual adjunctions. From this point of view, [17]
and the related papers we know are uninformative. Theorem 5.6 in [17] does prove
a dual equivalence between a category of “algebraic sets over an algebra” and a
category of “coordinate algebras” for those algebraic sets; and, unlike the case of
Diers’ paper, these notions do coincide with ours in the case of finitary varieties.
However, the authors’ equivalence is not shown to descend from a more general
dual adjunction, nor is the adjoint to the functor inducing the dual equivalence
described: the authors prove their theorem showing that the functor is fully faithful
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and essentially surjective. No mention of the theory of concrete dual adjunctions
is made. Parts of our paper may thus be seen as a deepening and an extension of
some of the more general results of [17].
A number of classical Stone-type dualities may be obtained by applying the the-
ory developed in this paper. In Section 6 we outline the method in the prototypical
cases of Boolean algebras and commutative unital C∗-algebras. A detailed proof of
a duality theorem along the lines of the theory developed in Section 4 can be found
in [32], where semisimple MV-algebras are shown to be equivalent to closed sub-
spaces of Tychonoff cubes with appropriate continuous maps. (On various aspects
of the duality theory of MV-algebras the interested reader can also see [8, 31, 33].)
Finally, we point out that the connection between general Nullstellensa¨tze and
Birkhoff’s subdirect representation theorem is addressed in [40].
2. The affine adjunction
If x and y are objects in a category C, and f : x→ y is an arrow in C, we write
homC (x, y) to denote the collection of arrows in C from x to y, and dom f to denote
the domain x of f .
We consider the following:
• Two categories T and S, with S well-powered.
• A functor I : T→ S.
• An object △ of T.
2.1. The Galois connection given by the operators V and C. For an object
t, by a △-relation on t, or simply relation, we mean a binary relation on the
set homT (t,△) of T-morphisms from t to △. Along with relations, we consider
subobjects in S defined by I . That is, we consider pairs (t, s) where t is a T-object
and s : dom s→ I (t) is an S-subobject. For a given T-object t, we write
SubI (t)
for the set of all S-subobjects of I (t).
Definition 2.1. Given s ∈ SubI (t), we set
C (s) :=
{
(p, q) ∈ hom2T (t,△) | I (p) ◦ s = I (q) ◦ s
}
. (4)
To define a V-operator corresponding to C, we need:
Assumption 1. The category S has equalisers of pairs of parallel arrows, and
intersections of arbitrary families of subobjects. We denote the intersection of a
family {Ei}i∈I of S-subobjects by
∧
i∈I Ei.
Definition 2.2. For any relation R on homT (t,△), with t an object of T, we set
V (R) :=
∧
(p,q)∈R
Eq (I (p),I (q)), (5)
where, for (p, q) ∈ R, Eq (I (p),I (q)) denotes the S-subobject of I (t) given by
the equaliser in S of the S-arrows I (p),I (q) : I (t)⇒ I (△).
Writing 2E for the power set of the set E, we obtain functions (implicitly indexed
by t)
C : SubI (t) −→ 2hom
2
T (t,△),
V : 2hom
2
T (t,△) −→ SubI (t)
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that yield (contravariant) Galois connections. Here, the power set is ordered by
inclusion, and SubI (t) is ordered by the usual partial order on subobjects,4 which
we denote 6.
Lemma 2.3 (Galois connection). For any T-object t, any relation R on homT (t,△),
and any S-subobject s : dom s→ I (t), we have
R ⊆ C (s) if, and only if, s 6 V (R). (6)
Proof. We have R ⊆ C(s) if, and only if, for any (p, q) ∈ R it is the case that
I (p)◦s = I (q)◦s. On the other hand, s 6 V (R) if, and only if, there is an S-arrow
m : dom s→ domV (R) with s = V (R) ◦m. Now, if the former holds then s must
factor through V (R) because the latter is defined in (5) as the intersection of all S-
subobjects of I (t) that equalise some pair in R. Conversely, if the latter holds then
for each (p, q) ∈ R we obtain, composing both sides of I (p) ◦V (R) = I (q) ◦V (R)
with m, that I (p) ◦ s = I (q) ◦ s. 
2.2. From relations to congruences. Consider again an object t of T. By a
△-congruence we mean an equivalence relation R on homT (t,△) that satisfies the
following property. For any set I, if the power △I exists then for any morphism
g : △I →△ and for any I-indexed family of pairs
P :=
{
(pi, qi) | i ∈ I and pi, qi ∈ homT (t,△)
}
,
we have:
If P ⊆ R then
(
g ◦ Π
i∈I
pi, g ◦ Π
i∈I
qi
)
∈ R. (7)
In the Galois connection of Lemma 2.3 the relation C (s) always is an equivalence
relation. However, C (s) need not be a △-congruence. To guarantee that, we need:
Assumption 2. The functor I preserves all existing powers of △. That is, if I is
a set and △I exists in T, then I (△I) ∼= I (△)I .
Remark 2.4. Using equivalence relations in place of△-congruences one can estab-
lish a weaker variant of the adjunction in Theorem 2.9 below. For such a variant
Assumption 2 is not needed. Nonetheless, the assumption is convenient for the
subsequent specialisation of Theorem 2.9 to the algebraic setting, and instrumental
in establishing the representability property expressed by Proposition 3.1.
Lemma 2.5. For any T-object t and any s ∈ SubI (t), the set C (s) defined in (4)
is a △-congruence on homT (t,△).
Proof. It is straightforward to check that C (s) is an equivalence relation, so we
only show that (7) holds. Suppose the power △I exists in T for some set I, and let
(pi, qi) ∈ C (s) for i ∈ I. Applying I to the product arrow Πi∈Ipi, we obtain the
following diagram.
4Thus, explicitly, if x and y are subobjects of z, x 6 y if there is an arrow m : dom x→ dom y
such that x = y ◦m.
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dom(s)
I (t)
I (△I)
I (△)
s
I (πi)
I
(
Π
i∈I
pi
)
I (pi)
By Assumption 2 we have I (△I) = I (△)I . Hence, all arrows I (pβ) ◦ s must
factor through I (△I) and I
(
Πi∈Ipi
)
◦ s is the unique arrow that factors them
all. There is a corresponding diagram that uses the arrows qi; the same argument
yields that all arrows I (qi) ◦ s factor through I
(
Πi∈Iqi
)
◦ s. But (pi, qi) ∈ C (s),
and by Definition 2.1 we have I (pi)◦s = I (qi)◦s, so that also their factorisations
must be equal. We conclude
I
(
Π
i∈I
pi
)
◦ s = I
(
Π
i∈I
qi
)
◦ s for each i ∈ I.
If g : △α →△ is any T-arrow,
I
(
g ◦ Π
i∈I
pi
)
◦ s =
I (g) ◦I
(
Π
i∈I
pi
)
◦ s = I (g) ◦I
(
Π
i∈I
qi
)
◦ s
= I
(
g ◦ Π
i∈I
qi
)
◦ s
for each i ∈ I. In light of Definition 2.1 this entails
(
g ◦Πi∈Ipi, g ◦Πi∈Iqi
)
∈ C (s),
and the lemma is proved. 
2.3. The category Q of quotients modulo △-congruence relations. We next
define the category Q. Objects in Q are quotient sets
homT (t,△)
R
,
where t is a T-object and R is a △-congruence on homT (t,△). Sometime, we more
succinctly indicate objects in Q as pairs (t, R). To define morphisms, let us first
note that arrows in T may or may not preserve relations, in the following sense.
Let f : t → t′ be a T-arrow. Given △-relations R and R′ on t and t′, respectively,
if the function
− ◦ f : homT (t
′,△)→ homT (t,△)
satisfies the property
(p′, q′) ∈ R′ =⇒ (p′ ◦ f, q′ ◦ f) ∈ R, (8)
we say that f preserves R′ (with respect to R). By definition, there is an arrow
(t, R)
gop
−→ (t′, R′)
in Qop precisely when there is a function
homT (t
′,△)
R′
g
−→
homT (t,△)
R
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such that there exists an R′-preserving T-arrow f : t→ t′ making the diagram
homT (t
′,△)/R′ homT (t,△)/R
homT (t
′,△) homT (t,△)
− ◦ f
g
commute, where the vertical arrows are the natural quotient functions. We then
say that f induces gop (and g).
2.4. The category D of subobjects and definable morphisms. Objects of
D are all pairs (t, s) where t is T-object and s : dom s → I (t) is an S-subobject.
If (t, s), (t′, s′) are objects in D and g : dom s → dom s′ is an S-arrow, then g is
a D-arrow from (t, s) to (t′, s′) if there exists a T-arrow f : t → t′ such that the
diagram below
dom s
I (t)
dom s′
I (t′)
g
I (f)
s s′
commutes. We then say that f induces g.
2.5. The functor C : D→ Qop. For any D-object (t, s), we set
C (t, s) :=
homT (t,△)
C (s)
.
If g : (t, s)→ (t′, s′) is a D-arrow induced by f : t→ t′, we let
C (f) :
homT (t
′,△)
C (s′)
−→
homT (t,△)
C (s)
be the Q-arrow induced by f .
Lemma 2.6. The functor C is well-defined.
Proof. We keep the notation used above in the definition of C . We first check that
f preserves C(s′) with respect to C(s), i.e., the function
− ◦ f : homT (t
′,△)→ homT (t,△)
satisfies (p′ ◦ f, q′ ◦ f) ∈ C(s) for any (p′, q′) ∈ C(s′) as required by (8). Indeed,
I (f) ◦ s = s′ ◦ g , (9)
because g is induced by f . Now, given p′, q′ ∈ homT (t
′,△), assume (p′, q′) ∈ C(s′),
that is
I (p′) ◦ s′ = I (q′) ◦ s′. (10)
Composing both sides of (10) with g, and applying (9), we obtain I (p′ ◦ f) ◦ s =
I (q′ ◦ f) ◦ s, which shows (p′ ◦ f, q′ ◦ f) ∈ C(s). Finally, the definition does not
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depend on the choice of the arrow inducing g. Indeed, if f and f ′ induce the same
D-arrow g, then
I (f) ◦ s = I (f ′) ◦ s . (11)
We need to show that the factorisations of −◦f,−◦f ′ : homT (t
′,△)⇒ homT (t,△)
through the quotient sets homT (t
′,△)/C(s′) and homT (t,△)/C(s) are equal. That
is, for all ϕ ∈ hom(t′,△) the equality (ϕ ◦ f)/C(s) = (ϕ ◦ f ′)/C(s) holds, or
equivalently, ((ϕ ◦ f), (ϕ ◦ f ′)) ∈ C(s). The latter means by definition, cf. (4), that
I (ϕ ◦ f) ◦ s = I (ϕ ◦ f ′) ◦ s, which can be obtained from (11) above by composing
both sides with I (ϕ). 
2.6. The functor V : Qop → D. For any Q-object (t, R), we set
V (t, R) := (t,V (R)).
For a Q-arrow gop : homT (t
′,△)/R′ → homT (t,△)/R induced by a T-arrow f : t→
t′, we define V (gop) to be the D-arrow induced by f .
For the definition of V to make sense an assumption on △ is needed. Let us
introduce a generalisation of the classical notion of coseparator.
Definition 2.7. Given a functor F : X → Y and an X-object x1 of X, we say that
x1 is an F-coseparator if for any X-object x2 and any pair of distinct Y-arrows
g1 6= g2 : y → F (x2) there is an X-arrow f : x2 → x1 such that
F (f) ◦ g1 6= F (f) ◦ g2.
Observe that if 1X : X → X is the identity functor, a 1X-coseparator is just a
coseparator in X.
Lemma 2.8. If △ is an I -coseparator, then the functor V is well-defined.
Proof. We first need to show that I (f) ◦V (R) factors through V (R′). Indeed, let
p′, q′ ∈ homT (t
′,△), and assume (p′, q′) ∈ R′. Then (p′ ◦ f, q′ ◦ f) ∈ R because
f induces a Q-arrow, and therefore I (p′) ◦ (I (f) ◦ V (R)) = I (q′) ◦ (I (f) ◦
V (R)) for all (p′, q′) ∈ R′. By the universal property of the pullback V(R′) :=∧
(p′,q′)∈R Eq (I (p
′),I (q′)) it follows that I (f) ◦ V (R) factors through V(R′).
To see that the definition does not depend on the choice of the arrow inducing
gop suppose that f and f ′ induce the same g : (t, R) → (t′, R′). This happens
if, and only if, for all ϕ : t′ → △ we have (ϕ ◦ f, ϕ ◦ f ′) ∈ R, which in turn
entails I (ϕ ◦ f) ◦ V (R) = I (ϕ ◦ f ′) ◦ V (R), by the definition (5) of V (R) as an
intersection of equalisers. Since △ is assumed to be an I -coseparator we conclude
that I (f) ◦V (R) = I (f ′) ◦V (R). But V (R′) ◦V (f) = I (f) ◦V(R) and V (R′) ◦
V (f ′) = I (f ′) ◦V(R) so, V (R′) ◦V (f) = V (R′) ◦V (f ′) and since V(R′) is monic
we finally obtain V (f) = V (f ′). 
Assumption 3. We henceforth assume that the T-object △ is an I -coseparator.
2.7. The dual adjunction. The Galois connection (6) lifts to an adjunction.
Theorem 2.9 (Affine adjunction). The functor C : D→ Qop is left adjoint to the
functor V : Qop → D. In symbols, C ⊣ V .
Proof. Let us show that for any D-object (t, s) and any Qop-object (t′, R′) we have
a natural bijective correspondence between the Qop-arrows C (t, s) = (t,C(s)) →
(t′, R′) and the D-arrows (t, s)→ (t′,V(R′)) = V (t′, R′).
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On the one hand, (t,C(s))→ (t′, R′) is a Qop-arrow if, and only if, it is induced
by a T-arrow f : t → t′ such that for any p′, q′ ∈ homT (t
′,△), if (p′, q′) ∈ R′ then
I (p′) ◦ I (f) ◦ s = I (q′) ◦ I (f) ◦ s. On the other hand, f defines a D-arrow
(t, s) → (t′,V(R′)) in D if, and only if, f ◦ s factors through V(R′), i.e. for any
p′, q′ ∈ homT (t
′,△), if (p′, q′) ∈ R′ then I (p′) ◦I (f) ◦ s = I (q′) ◦I (f) ◦ s. It is
thereby clear that C ⊣ V . 
2.8. A Nullstellensatz for the affine adjunction. Recall that a collection of
arrows A ⊆ homX (x, y) in a category X is jointly epic if whenever f1, f2 : y ⇒ z are
X-arrows with f1 ◦ g = f2 ◦ g for all g ∈ A, then f1 = f2.
Theorem 2.10. Fix a Q-object (t, R). For any family Σ = {σi}i∈I of subobjects
of I (t) such that for each σi there exists mi with σi = V (R) ◦mi (i.e. σi 6 V (R))
and the family of S-arrows {mi}i∈I is jointly epic in S, the following are equivalent.
(i) R = C (V (R)), i.e. R is fixed by the Galois connection (6).
(ii) R =
⋂
i∈I C(σi).
Proof. First observe that the Galois connection (6) in Lemma 2.3 implies the ex-
pansiveness of C ◦V, i.e.
R ⊆ C (V (R)) . (12)
Further, since each σi 6 V (R), again by general properties of Galois connections,
it follow that
R ⊆
⋂
i∈I
C(σi) . (13)
(i)⇒(ii) As by hypothesis R = C (V (R)), by (13) above, it is enough to prove⋂
i∈I
C(σi) ⊆ C (V (R)) .
If (p, q) ∈
⋂
i∈I C(σi), then for every σi ∈ Σ, I (p) ◦ σi = I (q) ◦σi. By hypothesis,
the latter can be rewritten as I (p) ◦ V (R) ◦mi = I (q) ◦ V (R) ◦mi. Now, the
family of factorisations {mi}i∈I is jointly epic in S, hence we obtain I (p)◦V (R) =
I (q) ◦ V (R), which proves (p, q) ∈ C (V (R)).
(ii)⇒(i) By (12) above and the hypothesis (ii), it is enough to prove
C (V (R)) ⊆
⋂
i∈I
C(σi).
Suppose that (p, q) ∈ C (V (R)), i.e. I (p)◦V (R) = I (q)◦V (R). By composing on
the right with mi we obtain, for all σi ∈ Σ, I (p) ◦V (R) ◦mi = I (q) ◦V (R) ◦mi.
Applying the above commutativity of σi one obtains I (p) ◦ σi = I (q) ◦ σi. The
latter entails that, for all i ∈ I, (p, q) ∈ C (σi), whence (p, q) ∈
⋂
i∈I C(σi). 
Remark 2.11. Notice that a family Σ satisfying the hypotheses of Theorem 2.10
always exists, namely the singleton domV (R) with the arrow V (R). In this case
the theorem has no actual content. By contrast, when the category S is Set, one
can chose as Σ the family of maps with domain the singleton {∗}. The family Σ is
obviously jointly surjective, and Theorem 2.10 can be restated in a more concrete
form as follows.
Theorem 2.12. Suppose S = Set. For any Q-object (t, R) the following are equiv-
alent.
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(i) R = C (V (R)),
(ii) R =
⋂
σ6V (R) C(σ), where σ ranges over all S-subobjects {∗} → I (t).
3. Concreteness and representability
We would like to compare the adjunction of Theorem 2.9 to the theory of dual
adjunctions induced by a dualising object. The literature on the latter topic is
considerable. The monographs [24, 14] contain extensive bibliographies. The gen-
eral theory is concisely but comprehensively developed in [19] and [38]. It will be
convenient for our purposes to use [38] as main reference in this section.
3.1. Concreteness of Q. There is an obvious faithful functor
UQ : Q −→ Set, (14)
namely, the inclusion functor of Q into Set. Thus, Q comes equipped with the
structure of a concrete category.
Proposition 3.1. The faithful functor UQ : Q −→ Set in (14) is represented by the
object
homT (△,△)
id△
of Q, where id△ denotes the identity relation on the set homT (△,△).
Proof. We need to provide a set-theoretical bijection
homQ((△, id△), (t, R)) ∼= homT(t,△)/R
naturally in (t, R) ∈ Q. By definition, the arrows (△, id△) → (t, R) in Q are
the arrows f : t → △ in T (as all of them preserve id△), modulo the equivalence
relation ρ. Recall that fρf ′ if, and only if, the factorisations of − ◦ f,− ◦ f ′
through homT(△,△)/ id△ and homT(t,△)/R (which by an abuse of notation we
still indicate by − ◦ f and − ◦ f ′) are equal. This latter condition is equivalent
to saying that (f, f ′) ∈ R. Indeed, if − ◦ f = − ◦ f ′ then (− ◦ f)(1△) = (− ◦
f ′)(1△) in homT(t,△)/R, i.e. (f, f
′) ∈ R. For the other implication, notice that, by
assumption, R is a△-congruence. This implies that, for any arrow g ∈ homT(△,△),
(g ◦ f, g ◦ f ′) ∈ R, hence (− ◦ f)(g) is equal to (− ◦ f ′)(g) in homT(t,△)/R. This
proves that sending a Q-arrow from (△, id△) to (t, R) into its R-equivalence class
in homT(t,△) gives a bijection, which is clearly natural. 
3.2. (Lack of) concreteness of D. Contrary to what we just saw for Q, it is
not clear how to equip D with the structure of a concrete category. On the other
hand, more can be said if we restrict to the case5 S = Set. There is then a forgetful
functor
UD : D −→ Set (15)
that sends the object (t, s) ofD to dom(s), and acts on arrows accordingly. Although
we do not have a complete characterisation of when UD is representable, nor do we
know whether one is feasible, we can at least relate the representability of UD to
that of the functor I , as follows.
Proposition 3.2. The following conditions are equivalent:
5We mention that, mutatis mutandis, we could develop some of the considerations that follow
under the more general assumption that S has itself the structure of a concrete category.
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(i) The functor I is representable.
(ii) The functor UD in (15) is representable by an object of the form (▽, 1) where
1: {∗} → I (▽) and the element 1(∗) ∈ I (▽) satisfies the property that the
arrows f : ▽ → t in T are in bijection with the elements of I (t) via the
assignment f 7→ I (f)(1(∗)).
Proof. Suppose that the functor I is representable and that ▽ is the object rep-
resenting it. Let us prove that the functor UD is represented by the object (▽, 1),
where 1 is the subobject {∗} → I (▽) ∼= homT(▽,▽) picking out the identity on
▽. Clearly, the element 1(∗) will satisfy the condition in (ii) by definition of a
representable functor.
We have to show that that there is a natural bijective correspondence between
the arrows (▽, 1)→ (t, s) in the category D and the elements of dom(s). For this,
it suffices to recall that giving an arrow (▽, 1) → (t, s) in D consists precisely in
giving an arrow dom(1) = {∗} → dom(s), that is an element x of dom(s), induced
by an arrow t : ▽ → t in T. But this latter condition is satisfied if we take t equal
to the element of I (t) ∼= homT(▽, t) given by the image of x under s, whence the
arrows (▽, 1)→ (t, s) in D correspond precisely to the elements of dom(s).
Conversely, suppose that (▽, 1), where 1 : {∗} → I (▽), is a representing object
for UD such that the element 1(∗) satisfies the property in (ii). Then for any object
t of T, the map which assigns to any arrow f : ▽→ t in T the element I (f)(1(∗))
is a bijection from homT(▽, t) onto the set of elements of I (t). This implies in
particular that I is represented by the object ▽. 
Remark 3.3. The condition that the functor UD be represented by an object
(▽, 1) satisfying the requirements in condition (ii) of Proposition 3.2 is notably
met in a number of classical dualities, e.g. Stone duality for Boolean algebras or
Stone-Gelfand duality for commutative unital C∗-algebras (see Section 6). Let us
emphasise, moreover, that the condition in (ii) on the element 1(∗) is automatically
satisfied if I (▽) is a singleton.
The point of Proposition 3.2 is that whenever the functor UD is representable
and faithful then, in view of Proposition 3.1, the theory of concrete dualities [38, 19]
applies to the adjunction C ⊣ V of Theorem 2.9, providing a wealth of information.
Thus (see [38, Section 1-B]), the contravariant functors UD ◦ V : Q → Set and
UQ ◦ C : D→ Set are represented by the objects
a := C (▽) and
b := V ( (△, id△) )
of Q and D, respectively. Further, there is a bijection of the underlying sets
β : UD(a) ∼= UQ(b). (16)
Therefore a and b may be conceived of as a single set equipped with both the struc-
ture of a Q-object and with the structure of a D-object. Up to the bijection (16),
moreover, the components of the unit and co-unit of the adjunction are necessarily
given “by evaluation” in the precise sense of [38, p. 115]. The triple (a, β, b) is a
dualising or schizophrenic object for the concrete categories Q and D. As far as
we see, the concrete adjunction C ⊣ V induced by (a, β, b) need not be natural in
the sense of [38, Section 1-C], meaning that certain initial lifts may not exist – cf.
conditions (SO1) and (SO2) of [38, p. 116] for details.
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3.3. Representable extensions of I . While the representability of the functor
I has the important consequence of inducing the structure of a concrete cate-
gory on D through the functor UD of Proposition 3.2, in general I will fail to be
representable. We will nonetheless see in Remark 4.9 that I always admits an
appropriate extension to a representable functor in the context of varieties. Let us
then consider the functor
homT (−,△) : T
op −→ Set.
In order to compare this to the functor UQ in (14), and motivated by the well-
understood case of algebraic theories, we define the functor
Iop△ : T
op −→ Q
that sends an object t to the Q-object
homT(t,△)
idt
,
where idt is the identity congruence relation on homT(t,△). Concerning arrows,
note that any T-arrow f : t → t′ necessarily preserves the identity congruence idt,
and induces precisely one Q-arrow gf : (t
′, R) → (t, R), again because idt is the
identity relation. We set Iop△ (f) := gf . Observe moreover that I
op
△ is always full,
because Q-arrows must be induced by T-arrows, and it is faithful if and only if △
is a coseparator in T.
Note that, by definition of the functors UQ and I
op
△ , the diagram
Top
Q
Set
I
op
△
homT (−,△)
UQ
commutes.
Now, changing the variance, we consider the functor
I△ : T −→ Q
op
determined by Iop△ in the obvious manner. In those cases when I : T→ Set fails to
be representable, but does extend to a representable functor I ′ on Qop along the
functor I△, we can guarantee that the representable extension I
′ still satisfies our
basic Assumptions 1–3.
Proposition 3.4. Suppose that I ′ : Qop → S is a functor such that I ′ ◦ I△ = I .
If I and △ satisfy Assumptions 1, 2, and 3, then so do I ′ and △′ := I△(△).
Proof. We start noticing that for any object (t, R) of Q, we have a monic ar-
row i(t,R) : (t, R) → I△(t) in Q
op which corresponds to the canonical projection
homT (t,△) → homT (t,△)/R, and for any arrow f : (t, R) → (t
′, R′) in Qop, we
have that i(t′,R′) ◦ f = I△(f) ◦ i(t,R) in Q
op.
Since the category S does not change in passing from I and △ to I ′ and △′,
Assumption 1 is satisfied in the latter setup if it is in the former.
The fact that I ′ preserves all existing powers of △′ := I△(△) follows from the
fact that I ′ ◦ I△ = I noticing that, since the functor I△ is right adjoint to the
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canonical projection functor Qop → T, as is easily verified, it necessarily preserves
all existing limits. So Assumption 2 is satisfied by I ′ and △′ if it is by I and △.
Concerning Assumption 3, we observe that, since the functor I△ preserves all
existing limits in Qop, it sends in particular monic arrows to monic arrows. So any
arrow of the form I ′(i(t,R)) : I
′(t, R)→ I ′(I△(△)) = I (△) is a monomorphism
in S. It then follows that, given two arrows α, β : S → I ′(t, R) in S, α = β if and
only of I ′(i(t,R))◦α = I
′(i(t,R))◦β. Supposing that Assumption 3 holds for I and
△, we want to prove that if I ′(f) ◦ α = I ′(f) ◦ β for every arrow f : (t, R)→△′
in Qop then α = β. Now, we have that f = iI△(△) ◦ f = I△(f) ◦ i(t,R), whence
I ′(f) = I ′(I△(f)) ◦I
′(i(t,R)) = I (f) ◦I
′(i(t,R)). So the condition
I
′(f) ◦ α = I ′(f) ◦ β for every arrow f : (t, R)→△′ in Qop
is equivalent to the condition
I (f) ◦ (I ′(i(t,R)) ◦ α) = I (f) ◦ (I
′(i(t,R)) ◦ β) for every arrow f : t→△ in T,
which proves our thesis. 
Proposition 3.5. If the functor I△ : T → Q
op is (full and) faithful (equivalently,
if △ is a coseparator in T), then the adjunction C ⊣ V of Theorem 2.9 induced by
I and △ is the restriction of the adjunction C ′ ⊣ V ′, where C ′ : D′ → Q′op and
V ′ : Q′op → D′, induced by I ′ and △′ along the full embeddings of D into D′ and
of Qop into Q′op induced by I△.
Proof. The functor I△ being full and faithful, we have full embeddings i : D →
D′ and j : Qop → Q′op sending respectively any object (t, s) of D to the object
(I△(t), s) of D
′ (notice that s can be regarded as a subobject of I ′(I△(t)) since
I ′ ◦ I△ = I ) and any object (t, R) of Q to the object (I△(t), R
′) of Q′, where R′
is the equivalence relation on the set homQ′op(I△(t),△
′) corresponding to R under
the bijection homQ′op(I△(t),△
′) ∼= homT(t,△) induced by I△. The verifications
that C ′ ◦ i = j ◦C , V ′ ◦ J = i ◦V and that the adjunction C ′ ⊣ V ′ restricts to the
adjunction C ⊣ V along i and j present no difficulties. 
4. Varieties of algebras
We henceforth restrict attention to algebraic categories. In particular, we shall
work with varieties of algebras (i.e., equationally definable classes of algebras) in
the sense of S lominsky [39] and Linton [28]. Notation:
• V is a variety of algebras, regarded as a category whose objects are the
V-algebras and whose morphisms are the V-homomorphisms.
• U : V → Set is the underlying-set functor.
• F is the free functor, i.e. the left adjoint to U .
• A is an arbitrary but fixed V-algebra.
We often speak of ‘algebras’ and ‘homomorphisms’ (and also ‘isomorphisms’ etc.)
rather than ‘V-algebras’ and ‘V-homomorphisms’ etc., the variety V being under-
stood.
If I is any set, the algebra F (I) in V is, as usual, a free algebra generated by I.
We fix canonical representatives for the isomorphism class of each free algebra in
V. To this end, let
Xµ := {Xα}α<µ
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be a specific set (of “variables”, or “free generators”) of cardinality µ, where α
ranges over ordinals (of cardinality) less than µ. We often write µ as a shorthand
for Xµ, and therefore F (µ) as a shorthand for F (Xµ). To stress that we are
selecting a specific representative for the isomorphism class of a free algebra F (I),
we refer to F (µ) as the free algebra on µ generators.
The adjunction relation
F (µ)→ A
µ→ U (A)
(17)
shows that U (A) may be naturally identified (in Set) with the set of homomor-
phisms F (1)→ A, i.e.
U (A) ∼= homV (F (1), A).
In particular, becauseF is a left adjoint and therefore preserves all existing colimits,
F (µ) =
∐
µ
F (1) (18)
i.e. F (µ) is the coproduct in V of µ copies of F (1).
With reference to the notation we adopted in the preceding sections, we now
assume:
• T is the opposite of the full subcategory of V whose objects are the free
V-algebras F (µ), as µ ranges over all cardinals.
• S is the category Set.
• △ is the T-object F (1).
It remains to provide an instantiation for the functor I : T→ S. To this end notice
that any algebra A yields a functor
IA
∼= homV(−, A) : T→ Set
that preserves arbitrary products, in the spirit of the Lawvere-Linton functorial
semantics of algebraic theories [26, 28, 36, 21, 29, 1, 2]; henceforth we write simply
I for IA. We have
I (F (µ)) ∼= U (A)µ (19)
for any µ and, given a homomorphism F (µ) → F (ν), the corresponding function
U (A)ν → U (A)µ can be concretely described as follows. First, by (18), it suffices
to consider the case µ = 1. Thus, let
p : F (1)→ F (ν) (20)
be given. For an element of U (A)ν , i.e. a function
aν : ν → U (A), (21)
by the adjunction (17) there is a unique V-arrow
âν : F (ν)→ A. (22)
We then have the composition
F (1)
p
−→ F (ν)
âν−→ A (23)
of (20) and (22). Applying again the adjunction (17) to (23) we obtain an arrow in
Set
ev(p, aν) := 1→ U (A),
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i.e. an element of U (A), called the evaluation of p at aν . Keeping p fixed and
letting aν range over all elements (21) of U (A)
ν
, we thus obtain the evaluation
map
ev(p,−) : U (A)ν → U (A). (24)
We set
I (p) := ev(p,−), (25)
and this completes the definition of the functor I : T→ Set.
Definition 4.1. A function U (A)
ν
→ U (A)
µ
is called definable (in the language
of V) if it is in the range of I , as defined above. In other words, the definable
functions U (A)ν → U (A)µ are precisely those that can be obtained by evaluating
a µ-tuple of elements of F (ν) at the ν-tuples of elements of A.
Observe that, in the above, I preserves all products in T by construction, so
it satisfies Assumption 2. Note also that Set obviously satisfies Assumption 1.
Concerning Assumption 3, we have:
Lemma 4.2. The object △ = F (1) is an I -coseparator for the functor I defined
in (19–25) above.
Proof. We need to show that, for any cardinal µ, the family of definable functions
f : Aµ → A is jointly monic in Set. That is, given any two functions h1, h2 : S → A
µ,
if f ◦h1 = f ◦h2 for all definable f , then h1 = h2. Note that the canonical projection
functions πα : A
µ → A of the product Aµ, for α < µ an ordinal, are definable.
Indeed, inspection of the definition of I shows that the unique homomorphism
ια : F (1)→ F (µ) induced by X1 7→ Xα is such that I (ια) = πα. If now h1 6= h2,
by the universal property of products there exists α < µ with πα ◦ h1 6= πα ◦ h2, as
was to be shown. 
For the rest of this paper we follow the standard practice in algebra of omitting
the underlying set functor when no confusion can arise. Thus we write, e.g., a ∈ A
in place of a ∈ U (A). Let us now consider the categories D and Q in the present
algebraic setting. Specialising the definitions in Subsection 2.4, we see that the
D-objects are all subsets S ⊆ Aµ, as µ ranges over all cardinals. The D-arrows
from S′ ⊆ Aν to S ⊆ Aµ are the restrictions S′ → S of the definable functions
Aν → Aµ, in the sense of Definition 4.1.
Next, we give an explicit algebraic presentation of the category Q defined in
Subsection 2.3. For ν a cardinal, a V-operation (or, more simply, an operation) of
arity ν is a V-homomorphism t : F (1) → F (ν). The operation t is finitary if ν
is finite, and infinitary otherwise. An operation on the V-algebra A is a function
h : Aν → A that is definable in the sense of Definition 4.1, that is, such that
h = I (t) := ev(t,−) for some t : F (1)→ F (ν).
Remark 4.3. Since homomorphisms t : F (1)→ F (ν) are naturally identified with
elements t ∈ F (ν) via the adjunction (17), the preceding definition agrees with the
usual notion of operations as term-definable functions ; one calls t a defining term
for the operation in question. By a classical theorem of G. Birkhoff (see e.g. [7,
Theorem 10.10]) the free algebra F (ν) can indeed be represented as the algebra of
terms —elements of absolutely free algebras— over the set of variables Xν , modulo
the equivalence relation that identifies two such terms if, and only if, they evaluate
to the same element in any V-algebra. For the infinitary case see [39, Ch. III].
GENERAL AFFINE ADJUNCTIONS, NULLSTELLENSA¨TZE, AND DUALITIES 17
Direct inspection of the definitions shows that homomorphisms commute with
operations : given any V-homomorphism h : A→ B, any ν-ary operation t ∈ F (ν),
and any element aν := (aβ)β<ν ∈ A
ν , we have
h(evA(t, aν)) = evB( t, (h(aβ))β<ν ), (26)
where evA(t,−) : A
ν → A and evB(t,−) : B
ν → B are the evaluation maps with
respect to A and B. It is common to write (26) as
h(t( aν )) = t( (h(aβ))β<ν ),
where the algebras A and B over which t is evaluated are tacitly understood. A
congruence θ on a V-algebra A is an equivalence relation on A that is compatible
with (or preserved by) all operations, i.e. with all definable maps f : Aν → A (i.e.
maps of the form f = ev(t,−) for some defining term t ∈ F (ν)), where ν is a
cardinal. This means that whenever xν := (xβ)β<ν , yν := (yβ)β<ν are ν-tuples of
elements of A,
(xβ , yβ) ∈ θ for each β < ν =⇒ (f(xν), f(yν)) ∈ θ.
Remark 4.4. It is a standard fact, even in the infinitary case, that congruences
as we just defined them coincide with congruences defined in terms of kernel pairs;
see [28, p. 33] and [39, Ch. II.5].
Lemma 4.5. Consider any pair (F (µ), R), where R is an equivalence relation on
homT(F (µ),△) ∼= U (F (µ)). Then R is a △-congruence —that is, (F (µ), R) is
an object of Q— if, and only if, R is a congruence on F (µ).
Proof. It suffices to notice that the definable arrows U (F (µ))
ν
→ U (F (µ)) cor-
respond precisely to the arrows of the form
t ◦ − : homT(F (µ),△)
ν ∼= homT(F (µ),△
ν)→ homT(F (µ),△)
under the natural identification U (F (µ)) ∼= homT(F (µ),△). 
We call a pair (F (µ), θ), for µ a cardinal and θ a congruence on F (µ), a pre-
sentation (in the variety V). We call the algebra F (µ)/θ the algebra presented
by (F (µ), θ). We write Vp for the category of presented V-algebras, having as ob-
jects all presentations in V, and as morphisms the V-homomorphisms between the
V-algebras presented by them. Now Vp is Q to within an equivalence:
Theorem 4.6. Let V be any (finitary or infinitary) variety of algebras, Vp the
associated category of presented V-algebras. Set T to be the opposite of the full
subcategory of V whose objects are the free V-algebras F (µ), for µ an arbitrary
cardinal, △ := F (1), I : T → Set to be the functor defined in Section 4, and Q
to be the category defined as in Subsection 2.3. Then, the categories Vp and Q are
equivalent.
Proof. Consider the functor that sends an object (F (µ), θ) in Vp into the object
(F (µ), θ) of Q and any map h : (F (µ), θ) → (F (ν), θ′) to itself. This func-
tor is well-defined since by Lemma 4.5 for any cardinal µ the congruences on
F (µ) correspond to the △-congruences on homT(F (µ),△) under the bijection
U (F (µ)) ∼= homT(F (µ),△), and any homomorphism F (µ)/θ → F (ν)/θ
′ is in-
duced by a homomorphism F (µ)→ F (ν); moreover, it is clearly fully faithful and
essentially surjective, whence it yields an equivalence of categories, as required. 
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Remark 4.7. The category Vp is equivalent to V. Indeed, we have a functor
that sends each presented algebra (F (µ), θ) into the quotient F (µ)/θ in V and
acts identically on maps. It is elementary that this functor is full, faithful, and
essentially surjective.
The Galois connections (C,V) of Lemma 2.3 now read as follows. Given a subset
S ⊆ Aµ, we have
C (S) = {(p, q) ∈ F (µ) | ∀a ∈ S : ev(p, a) = ev(q, a)} , (27)
where ev(p,−) : Aµ → A is, once more, the evaluation map (24).
Given a relation R on F (µ), we have
V (R) =
⋂
(p,q)∈R
{a ∈ I (F (µ)) | ev(p, a) = ev(q, a)} . (28)
Lemma 2.3 asserts that, for any cardinal µ, any relation R on F (µ), and any subset
S ⊆ Aµ, we have
R ⊆ C (S) if, and only if, S ⊆ V (R).
In other words, the functions V : 2F(µ)
2
→ 2A
µ
and C : 2A
µ
→ 2F(µ)
2
yield a
contravariant Galois connection between the indicated power sets.
Consider subsets S′ ⊆ Aν , S ⊆ Aµ, with µ and ν cardinals, and a D-arrow
f : S′ ⊆ Aν → S ⊆ Aµ, i.e. a definable function f : Aν → Aµ that restricts to a
function S′ → S. Recall from (19–25) that f is induced by a (uniquely determined)
homomorphism h : F (µ)→ F (ν) via evaluation. We have
C (S) = (F (µ),C (S))
with C (S) as in (27), and similarly for S′. The functor C carries the D-arrow
f to the Q-arrow (F (ν),C (S′)) → (F (µ),C (S)) induced by the homomorphism
h : F (µ) → F (ν). Consider, conversely, Q-objects (F (ν), R′) and (F (µ), R), to-
gether with a Q-arrow g : (F (ν), R′) → (F (µ), R) induced by a homomorphism,
say h : F (µ)→ F (ν). We have
V (F (µ), R) = V (R) ⊆ I (F (µ))
with V (R) as in (28), and similarly for (F (ν), R′). The functor V sends g to the
restriction S′ → S of the definable function f : Aν → Aµ induced by h. As an
immediate consequence of Theorem 2.9 and Theorem 4.6, we have:
Corollary 4.8 (Algebraic affine adjunction). Consider any (finitary or infinitary)
variety V of algebras and its associated category of presented algebras Vp, and fix
any V-algebra A. Then the functors C : D → Vopp and V : V
op
p → D defined as in
the above are adjoint with C ⊣ V . 
Remark 4.9. For any V-algebra A, the functor I := IA : T → Set extends to a
representable functor on Vop, namely
I
′ := homV(−, A) : V
op −→ Set
This I ′ can be seen as the extension of I along the functor I△ : T→ Q
op that we
looked at in Section 3. (To replace Q with V in the codomain of I△, use Theorem
4.6 along with Remark 4.7.) Then Proposition 3.4 and Remark 3.5 apply to show
that the algebraic adjunction is the restriction of a larger dual adjunction to which
Proposition 3.2 applies.
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4.1. The algebraic Nullstellensatz. It is well known that in any (finitary or
infinitary) variety V of algebras we have:
(1) The monomorphisms are exactly the injective V-homomorphisms, which we
also call embeddings.
(2) The regular epimorphisms (=the coequalisers of some pair of parallel ar-
rows) are exactly the surjective V-homomorphisms, which we also call quo-
tient maps.
(See [28, pp. 87–88].) We shall use these basic facts often in this section.
Recall from Section 4 that, for a cardinal ν and a given element a ∈ Aν , we
have the homomorphism â : F (ν)→ A of (22). Now, the action of (the underlying
function U (â) of) â is given by
p ∈ F (ν)
â
7−→ ev(p, a) ∈ A. (29)
For, applying the adjunction F ⊣ U to the arrow in (23)
F (1)
p
−→ F (ν)
â
−→ A
we obtain the commutative diagram
1 U (F (ν)) U (A)
p
̂
U (â)
ev(p, a)
where we write p
̂
: 1→ U (F (ν)) for the unique function corresponding to p : F (1)→
F (ν) under the adjunction.
We also have the natural quotient homomorphism
qa : F (ν)։ F (ν)/C ({a}). (30)
By construction, qa preserves the relation C ({a}) on F (ν) with respect to the
identity relation on F (ν)/C ({a}). And â preserves the relation C ({a}) on F (ν)
with respect to the identity relation on A. Indeed, if (p, q) ∈ C ({a}) then, by defi-
nition, ev(p, a) = ev(q, a), whence â(p) = â(q) by (29). Therefore, by the universal
property of the quotient homomorphism there exists exactly one homomorphism
γa : F (ν)/C ({a}) −→ A (31)
that makes the diagram in Fig. 1 commute.
F (ν)
A
F(ν)
C ({a})
â qa
γa
!
Figure 1. The Gelfand evaluation γa.
Definition 4.10 (Gelfand evaluation). Given a cardinal ν and an element a ∈ Aν ,
we call the homomorphism in (31) the Gelfand evaluation (of F (ν) at a).
20 O. CARAMELLO, V. MARRA, AND L. SPADA
Lemma 4.11. Fix a cardinal ν.
(i) For each a ∈ Aν , the Gelfand evaluation γa is a monomorphism, and hence
its is an injective function.
(ii) Conversely, for each congruence relation θ on F (ν), and each homomorphism
e : F (ν)/θ → A, consider the commutative diagram
F (ν)
A
F(ν)
θ
e ◦ qθ qθ
e
where qθ is the natural quotient homomorphism. Set a := (e ◦ qθ(Xβ))β<ν ∈
Aν . If e is a monomorphism, then θ = C ({a}), and the commutative diagram
above coincides with the one in Fig. 1. (That is, qθ = qa, e = γa, and
e ◦ qθ = â.)
Proof. (i) It suffices to check that γa is injective. Pick p, q ∈ F (ν) such that (p, q) 6∈
C ({a}). Then, by definition, ev(p, a) 6= ev(q, a), and therefore â(p) 6= â(q) by (29).
But then, by the definition of Gelfand evaluation, it follows that γa(p) 6= γa(q).
(ii) Since e is monic, we have ker (e ◦ qθ) = ker qθ = θ. Explicitly,
∀s, t ∈ F (ν) : (s, t) ∈ θ ⇐⇒ e(qθ(s)) = e(qθ(t)). (32)
By the definition of a, since homomorphisms commute with operations, (32) yields
∀s, t ∈ F (ν) : (s, t) ∈ θ ⇐⇒ ev(s, a) = ev(t, a). (33)
Therefore, by (33), we have a ∈ V (θ). By the Galois connection (6) this is equiva-
lent to θ ⊆ C ({a}).
For the converse inclusion, if (u, v) ∈ C ({a}), then ev(u, a) = ev(v, a), and
therefore (u, v) ∈ θ by (33). This proves θ = C ({a}), and therefore qθ = qa. To
show â = e◦qa, note that, by the definition of â and the universal property of F (ν),
they both are the (unique) extension of the function Xβ 7→ ev(Xβ , (e ◦ qθ(Xβ))),
for β < ν. 
For a congruence relation θ on F (ν), we now consider the natural quotient
homomorphism
qθ : F (ν)→ F (ν)/θ, (34)
together with the product
∏
a∈V (θ) F (ν)/C ({a}) and its projections
πa :
∏
a∈V (θ)
F (ν)
C ({a})
−−−→
F (ν)
C ({a})
. (35)
We also consider the power AV (θ) and its projections
pa : A
V (θ) −→ A. (36)
The morphisms (31–36) yield the commutative diagrams —one for each a ∈ V (θ)—
in Fig. 2, where σθ and ιθ are the unique homomorphisms whose existence is granted
by the universal property of the products
∏
a∈V (θ)
F(ν)
C ({a}) and A
V (θ), respectively.
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F (ν)/θ
∏
a∈V (θ)
F(ν)
C ({a}) A
V (θ)
F (ν)/C ({a}) A
q γa ◦ πa
γa
paπa
σθ
!
ιθ
!
γθ := ιθ ◦ σθ
!
Figure 2. The Gelfand and Birkhoff transforms γθ and σθ.
Definition 4.12 (Gelfand and Birkhoff transforms). Given a cardinal ν and a
congruence θ on F (ν), the homomorphisms γθ := ιθ ◦ σθ and σθ given by the
commutative diagram above are called the Gelfand and the Birkhoff transforms (of
F (ν)/θ with respect to A), respectively.
Lemma 4.13. With the notation above, and for each a ∈ A, the homomorphisms
πa ◦ σθ and ιθ are surjective and injective, respectively.
Proof. It is clear that πa ◦ σθ is onto, because q : F (ν)/θ → F (ν)/C ({a}) is
onto. Concerning ιθ, let x, y ∈
∏
a∈V (a) F (ν)/C ({a}), and suppose ιθ(x) = ιθ(y).
With reference to the commutative diagram in Fig. 2, for each a ∈ V (θ) we have
pa(ιθ(x)) = pa(ιθ(y)), and therefore γa(πa(x)) = γa(πa(y)). Since γa is a monomor-
phism for each a by Lemma 4.13, we infer πa(x) = πa(y) for each a, and hence x = y
by the universal property of the product
∏
a∈V (a) F (ν)/C ({a}). 
Definition 4.14 (Radical). For a cardinal ν and a relation R on F (ν), we call the
congruence ⋂
a∈V (R)
C ({a})
the radical of R (with respect to the V-algebra A). A congruence θ on F (ν) is
radical (with respect to A) if θ =
⋂
a∈V (θ)C ({a}).
Note that the inclusion
θ ⊆
⋂
a∈V (θ)
C ({a}),
always holds, cf. (13).
Theorem 4.15 (Algebraic Nullstellensatz). For any V-algebra A, any cardinal ν,
and any congruence θ on F (ν). The following are equivalent.
(i) C (V (θ)) = θ.
(ii) θ =
⋂
a∈V (θ) C ({a}), i.e. θ is a radical congruence with respect to A.
(iii) The Birkhoff transform σθ :
F(ν)
θ
−→
∏
a∈V (θ)
F(ν)
C ({a}) is a subdirect embed-
ding.
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Remark 4.16. In the proof that follows we apply three standard results in univer-
sal algebra, namely, [7, Theorems 7.15, 6.15, and 6.20]. Although in [7] these results
are stated and proved for finitary varieties, the same proofs work for infinitary ones.
Proof. The hypotheses of Theorem 2.10 are satisfied: the terminal object in Set
is a singleton {a}, and the family of functions {a} → V (R) —i.e. the elements of
V (R)— is obviously jointly epic. This proves the equivalence of (i) and (ii).
(ii) ⇔ (iii). By [7, Theorem 7.15], given any algebra B and a family {θi}i∈I of
congruences on B, the natural homomorphism h : B →
∏
i∈I B/θi induced by the
quotient homomorphisms qθi : B → B/θi is an embedding if, and only if,
⋂
i∈I θi is
the identity congruence ∆ on B. Taking
B := F (ν)/θ and {θi} := {C ({a})}a∈V (θ),
we obtain the natural homomorphism
h : F (ν)/θ −→
∏
a∈V (θ)
F (ν)/θ
C ({a})/θ
, (37)
where C ({a})/θ denotes the set {(p/θ, q/θ) ∈ F (ν)/θ | (p, q) ∈ C ({a})}, which is
easily seen to be a congruence relation on F (ν)/θ. It is clear by construction that
if h is an embedding, then it is subdirect. Hence we have:
h is a subdirect embedding ⇐⇒
⋂
a∈V (θ)
C ({a})/θ = ∆/θ (38)
For each a ∈ V (θ), by the Galois connection (6) we have θ ⊆ C ({a}). Therefore,
by the second isomorphism theorem [7, Theorem 6.15],
∀a ∈ V (a) :
F (ν)/θ
C ({a})/θ
∼= F (ν)/C ({a}). (39)
From (38–39) we see:
h is a subdirect embedding ⇐⇒ σθ is a subdirect embedding.
Finally, upon recalling that, by [7, Theorem 6.20], the mapping θ′ 7→ θ′/θ is an
isomorphism of lattices between the lattice of congruences of F (ν) extending θ and
the lattice of congruences of F (ν)/θ, we have⋂
a∈V (θ)
C ({a})/θ = ∆/θ ⇐⇒
⋂
a∈V (θ)
C ({a}) = θ. (40)
In conclusion, (37–40) amount to the equivalence between (ii) and (iii). 
Remark 4.17. Since Birkhoff’s influential paper [4] the theory of algebras definable
by operations of finite arity only has been developed intensively. In [4, Theorem
1] Birkhoff pointed out, by way of motivation for his main result, that the Lasker-
Noether theorem [35] generalises easily to algebras whose congruences satisfy the
ascending chain condition, even in the presence of operations of infinite arity. His
main result [4, Theorem 2] then showed how to extend the Lasker-Noether theorem
to any variety of algebras, without any chain condition, provided however that all
operations be finitary. In short, Birkhoff’s subdirect representation theorem (see
e.g. [23, Theorem 2.6] for a textbook treatment) fails for infinitary varieties of alge-
bras. Much of the remaining general theory, however, carries over to the infinitary
case. The two classical references on infinitary varieties are [39, 28]. Linton’s paper
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[28], in particular, extended Lawvere’s categorical treatment of universal algebra
[26, 27].
Closing a circle of ideas, let us indicate how to obtain a ring-theoreticNullstellen-
satz from Theorem 4.15. Continuing the notation in the Introduction, we consider
an algebraically closed field k, and finitely many variables X := {X1, . . . , Xn},
n > 0 an integer. The k-algebra freely generated by X is the polynomial ring k[X ].
Congruences on any k-algebra are in one-one inclusion-preserving correspondence
with ideals. We let V be the variety of k-algebras, and we let A := k. The details
then depend on what definition one takes for the notion of radical ideal. We shall
use:
Definition 4.18. An ideal of a k-algebra is radical if, and only if, it is an intersec-
tion of maximal ideals.
We use a classical result from commutative algebra; see e.g. [3].
Lemma 4.19 (Zariski’s Lemma). Let F be any field, and suppose E is a finitely
generated F -algebra that is itself a field. Then E is a finite field extension of F . 
The conjunction of Lemma 4.11 with Zariski’s Lemma entails the following fact,
which is the key result in the ring-theoretic setting:
Lemma 4.20 (Lemma of Stone-Gelfand-Kolmogorov type). An ideal I of k[X ] is
maximal if, and only if, there exists a ∈ kn such that I = C ({a}).
Proof. Assume I = C ({a}), and consider the Gelfand evaluation γa : k[X ]/C ({a})
→ k of Definition 4.10. By Lemma 4.11, γa is an embedding. From the fact that
γa is a homomorphism of k-algebras it follows at once that it is onto k, and hence
an isomorphism. Moreover k, being a field, is evidently simple in the universal-
algebraic sense, i.e. it has no non-trivial ideals. Hence C ({a}), the kernel of the
homomorphism qa : k[X ]→ k[X ]/I as in (30), is maximal (by direct inspection, or
using the more general [7, Theorem 6.20]).
Conversely, assume that I is maximal, and consider the natural quotient map
qI : k[X ] → k[X ]/I. Then k[X ]/I is a simple finitely generated k-algebra, and
hence a field. By Zariski’s Lemma 4.19, k[X ]/I is a finite field extension of k; since
k is algebraically closed, k and k[X ]/I are isomorphic. Applying Lemma 4.11 with
e : k[X ]/I → k the preceding isomorphism completes the proof. 
Corollary 4.21 (Ring-theoretic Nullstellensatz). For any ideal I of k[X ], the fol-
lowing are equivalent.
(i) C (V (I)) = I.
(ii) I is radical.
Proof. Immediate consequence of Lemma 4.20 together with Theorem 4.15. 
It is now possible to functorialise the above along the lines of the affine adjunc-
tions studied in this paper, thereby obtaining the usual classical algebraic adjunc-
tion. We do not spell out the details.
5. The setting of syntactic categories
It is important to remark that the abstract categorical framework developed
in Section 2 can be applied well beyond the standard setting of universal algebra
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investigated in Section 4. For the rest of this section, we assume that the reader is
familiar with the notions of syntactic category and of classifying topos of a geometric
theory. For background, please see [30] and the first two chapters of [10].
Recall that the syntactic category CT of a geometric theory T has as objects
the geometric formulas-in-context {~x.φ} over the signature of the theory, and as
arrows {~x.φ} → {~y.φ} the T-provable equivalence classes [θ] of geometric formulas
θ(~x, ~y) which are T-provably functional from φ(~x) to ψ(~y). The notion of T-provably
functional formula naturally generalises the notion of (morphism defined by) a term;
indeed, for any term t(~x), the formula y = t(~x) is provably functional from {~x.⊤}
to {~y.⊤}. For any geometric theory T, the models of T in any Grothendick topos
E can be identified with functors CT → E preserving the geometric structure on
the category CT. The functor FM : CT → E corresponding to a T-model M in
E sends {~x.φ} to (the domain of) its interpretation [[~x.φ]]M in M and any arrow
[θ] : {~x.φ} → {~y.ψ} in CT to the arrow [[~x.φ]]M → [[~y.ψ]]M in E , denoted by [[θ]]M
abusing notation, whose graph is the interpretation of the formula θ in M .
A natural context for applying the categorical framework of Section 2 is obtained,
for a given geometric theory T, by taking:
• T to be a full subcategory of CT closed (in CT) under all powers of {x.⊤};
• △ to be the object {x.⊤};
• S to be a Grothendieck topos (for instance, the category Set of sets);
• I to be the functor FM : T → S corresponding to an arbitrarily fixed
T-model M in S as specified above.
We now check that the above instantiation meets the requirements of Assumptions
1, 2, and 3.
Clearly, if T is closed under all powers of {x.⊤} existing in CT then I preserves
all the existing powers of △, so that Assumption 2 is satisfied.
Assumption 1 is satisfied as any Grothendieck topos S has small limits. We next
verify the remaining requirement that △ is an I -coseparator.
One can consider congruences and definable maps in the general setting of (one-
sorted) geometric theories:
Definition 5.1. Let T be a one-sorted geometric theory and M a T-model.
(a) A definable map Mk →M is a map of the form [[θ]]M where θ is a T-provably
functional formula from {x.⊤}k to {x.⊤}.
(b) A congruence on M is an equivalence relation R on M such that for any
definable map d : Mk → M , (xi, yi) ∈ R for all i = 1, . . . , k implies that
(d(x1, . . . , xk), d(y1, . . . , yk)) ∈ R.
Lemma 5.2. In the setting defined above, the object △ is always an I -coseparator.
Proof. We have to verify that for every object {~x.φ} of T, the family of arrows
[[θ]]M : [[~x.φ]]M → M , where θ varies among the T-provably functional formulas
from {~x.φ} to {y.⊤}, is jointly monic in S. Now, if ~x = (x1, . . . , xn), for any
i ∈ {1, . . . , n} the formula y = xi ∧ φ(~x) is T-provably functional from {~x.φ} to
{y.⊤}. But the interpretations inM of such formulas are nothing but the canonical
projections [[~x.φ]]M ⊆M
n →M , which are obviously jointly monic. 
Remarks 5.3. (a) If T is an algebraic theory, it is natural to take T equal to the
subcategory of CT whose objects are the powers of {x.⊤} (that is, the opposite
of the category of free T-models. One can prove that the T-functional formulas
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between formulas are all induced by terms, up to T-provable equivalence (see
e.g. [6, p. 120]). In particular, the notions in Definition 5.1 agree with the
corresponding algebraic ones.
(b) IfM is a conservative model for T (i.e. any geometric sequent over the signature
of T which is valid in M is provable in T) then the arrows {x.⊤}k → {x.⊤}
in T can be identified with the T-model definable maps Mk → M , for each k.
Indeed, for any two T-provably functional formulas θ1, θ2 from {x.⊤}
k to {x.⊤},
we have [θ1] = [θ2] if and only if θ1 and θ2 are T-provably equivalent; but this is
equivalent, M being conservative, to the condition that [[θ1]]M = [[θ2]]M . For
example, if T is the algebraic theory of Boolean algebras, the Boolean algebra
{0, 1} is a conservative model for T and hence the free Boolean algebra on k
generators can be identified with the set of definable maps {0, 1}k → {0, 1}.
A particularly natural class of theories to which the above setting can be applied
is that of theories of presheaf type. Recall that a geometric theory is said to be of
presheaf type if it is classified by a presheaf topos. This class of theories includes all
finitary algebraic (or, more generally, cartesian) theories and many other interesting
cases, such as the theory of total orders, the theory of algebraic extensions of a
base field, the theory of lattice-ordered abelian groups with strong unit [11], the
theory of perfect MV-algebras or more generally of local MV-algebras in a proper
variety of MV-algebras (see [12] and [13]), etc. In fact, theories of presheaf type
represent the ‘logical counterpart’ of small categories: every small category is, up
to idempotent-splitting completion, the category of finitely presentable models of
a theory of presheaf type (cf. [10, Section 6.1]). For a comprehensive study of this
class of theories, we refer the reader to [10, Chapter 6].
Interestingly, while free objects in the category of set-based models of a the-
ory of presheaf type T need not exist, the category is always generated by the
finitely presentable (equivalently, finitely presented) T-models. The full subcat-
egory spanned by such models is dual to the full subcategory of the syntactic
category of the theory T on the T-irreducible formulas (cf. [9, Theorem 4.3]), and
for each such formula φ(~x) presenting a model Mφ, we have (if T is one-sorted)
Mφ ∼= homCT({~x.φ}, {x.⊤}) (cf. [10, Theorem 6.1.17]).
Proposition 5.4. Let T be a one-sorted theory of presheaf type, and suppose
{~x.φ} is an object of T presenting a T-model M . Then congruences on M in
the sense of Definition 5.1(b) are precisely △-congruences on M (regarding M as
homT({~x.φ},△) in the sense of section 2.2.
Proof. It suffices to notice that, for any arrow [θ] : △k →△ in S, [[θ]]M is precisely
the function [θ] ◦− : homT({~x.φ},△)
k ∼= homT({~x.φ},△
k)→ homT({~x.φ},△). 
Hence, taking T to be the full subcategory of the geometric syntactic category
CT of a theory of presheaf type T on the formulas which are either {y.⊤} or T-
irreducible and S to be Set yields in particular an adjunction between a category of
congruences on finitely presentable T-models and a certain category of definable sets
and T-definable maps between them. We also note that the equivalence between the
first two items in the algebraic Nullstellensatz (Theorem 4.15) holds more generally
for any theory of presheaf type T (replacing F (µ) with any finitely presentable T-
model), with essentially the same proof. This shows in particular that one can
construct natural analogues of the affine algebraic adjunctions of Section 4 also in
non-algebraic settings.
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6. Two classical examples
In this section we indicate how the algebraic affine adjunction of Section 4 relates
to two classical duality theories, Stone duality for Boolean algebras and Gelfand
duality for commutative unital C∗-algebras. In both cases we will see that the char-
acterisation of the fixed points on the algebraic side of the adjunction is streamlined
by the Nullstellensatz. By contrast, at this stage we do not have an informative char-
acterisation of the fixed points of the adjunction on the geometric side. Nonetheless,
some preliminary remarks are possible, and we begin with these.
6.1. Remarks on the dual Nullstellensatz. Considering again the setting of an
arbitrary variety, we continue the notation of Section 4. Let us henceforth assume
that the operator V ◦C is topological, i.e. it commutes with finite unions. This
assumption does hold for a number of classical dualities, including in particular
Stone and Gelfand dualities.
The set A is naturally equipped with the topology whose closed sets are those
of the form V ◦C (S), for S ⊆ A. We call this the Zariski topology. There are then
at least two choices for a topology on the power Aµ.
(1) The product topology generated by the Zariski topology on A.
(2) The Zariski topology on Aµ, i.e., the one in which the closed sets are those
of the form V ◦C (T ), for T ⊆ Aµ.
The product topology is easier to work with, while the Zariski topology yields
the (tautological) characterisation of the subsets fixed by the Galois connection as
precisely the closed subsets. It is reasonable to ask for a criterion that ensures the
agreement of the two topologies. We begin with an observation.
Lemma 6.1. Definable functions Aµ → A are continuous with respect to the Zariski
topology.
Proof. Let f be a definable function from Aµ into A, with defining term λ(Xµ),
with Xµ = (Xα)α<µ. We prove that the inverse image of every closed set in A
is closed in Aµ. Arbitrary closed sets in A are of the form V ◦C (S) for S ⊆ A.
Consider the set
θ := {(s(λ(Xµ)), t(λ(Xµ))) | (s, t) ∈ C(S)};
we claim that f−1[V ◦C (S)] = V(θ). Indeed dµ ∈ f
−1[C] if, and only if, there
is c ∈ V ◦C(S) such that f(dµ) = c. By definition c ∈ V ◦C(S) if, and only if,
for all (s, t) ∈ C(S), s(c) = t(c). Now, since λ is a defining term for f , we have
c = f(dµ) = λ(dµ). So for all (s, t) ∈ C(S), s(λ(dµ)) = t(λ(dµ)), and this is
equivalent to saying that dµ ∈ V(θ). 
This leads to the following.
Lemma 6.2. Assume that the Zariski topology on A is Hausdorff and that each
definable function Aµ → A is continuous with respect to the product topology on
the domain and the Zariski topology on the codomain. Then the product and the
Zariski topologies on Aµ coincide.
Proof. By definition the product topology is the coarsest topology that makes all
projections continuous [25, pag. 89], and projections are clearly definable; hence
Lemma 6.1 guarantees that the product topology is always coarser than the Zariski
topology. For the converse inclusion, if X is any space, and Y is Hausdorff, then for
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any two continuous functions f, g : X → Y the solution set of the equation f = g
is closed in X [20, 1.5.4]. By assumption A is Hausdorff in the Zariski topology,
and definable functions are continuous with respect to the product topology on
Aµ and the Zariski topology on A, so for any pair of terms (s, t) the set V (s, t) is
closed in the product topology. On the other hand, V(R) = V
(⋃
(s,t)∈R{(s, t)}
)
=⋂
(s,t)∈R V (s, t) holds by Lemma 2.3. We conclude that V(R) is closed in the
product topology of Aµ for any subset R of Fµ ×Fµ. 
Remark 6.3. Under the further assumption that the variety V is finitary, Lemma
6.2 affords a connection with the theory of natural dualities [14]. In that setting it is
common to work with a finite dualising object equipped with the discrete topology,
and to use the product topology on powers to characterise the dual spaces. In
our algebraic framework, too, the discreteness assumption on A simplifies matters.
Indeed, if the Zariski topology on A is discrete, so that all finite products are
also discrete, then since the variety is finitary the definable functions Aµ → A are
continuous with respect to the product topology on Aµ, for any cardinal µ. Thus
the assumptions of Lemma 6.2 are met, ensuring that the Zariski topology and the
product topology coincide.
6.2. Stone duality for Boolean algebras. We indicate how to derive Stone
duality for the variety V of Boolean algebras from the general adjunction. Take A
to be the two-element Boolean algebra {0, 1}. The only piece of information we
need about V to characterise the algebras fixed by the adjunction is the following.
Lemma 6.4 ([4, Lemma 1]). To within an isomorphism, the only subdirectly irre-
ducible Boolean algebra is {0, 1}.
By Corollary 4.8 we have a dual adjunction between Vp and D given by the
functors C and V . We are interested in characterising the fixed points of this
adjunction.
Lemma 6.5. With V and A as above and with reference to the functors of Corollary
4.8, one has that all algebras in Vp are fixed by the composition C ◦ V .
Proof. By Lemma 6.4 all subdirectly irreducible Boolean algebras embed into A,
hence by Lemma 4.11 (item ii), all congruences presenting a subdirectly irreducible
Boolean algebra are of the form C (a) for a suitable a. Since V is a finitary vari-
ety, the congruences that present a subdirectly irreducible algebra are exactly the
completely meet irreducible ones in the lattice of congruences of F (µ) (see e.g.
[34, Lemma 4.43]). Since lattices of congruences are algebraic, all congruences are
intersections of completely meet irreducible elements (see e.g. [34, Theorem 2.19]),
hence by the algebraic Nullstellensatz (Theorem 4.15) we obtain that all algebras
in Vp are fixed by the composition C ◦ V . 
We now turn to the side of affine subsets. The category D is given by subsets of
{0, 1}µ, for µ ranging among all cardinals, and definable maps between them.
Lemma 6.6. The closure operator C ◦V is topological. The Zariski topology on
{0, 1} is the discrete topology. For any cardinal µ, a set S ⊆ {0, 1}µ is closed in
the product topology if, and only if, V (C (S)) = S.
Proof. The first statement is an easy direct verification, using for instance the ∧
operation of Boolean algebras. The Zariski topology on A = {0, 1} is discrete as
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{0} = V (0, x) and {1} = V (1, x). The second statement follows from Lemma 6.2
and Remark 6.3. 
Combining Lemma 6.5 with Lemma 6.6, we obtain:
Corollary 6.7. Let V be the variety of Boolean algebras and their homomorphisms,
and let A be the Boolean algebra {0, 1}. The functors of Corollary 4.8 form a
contravariant equivalence between V and the category of closed subspaces of the
generalised Cantor cubes {0, 1}µ with definable maps between them.
To recover Stone duality in its classical form, further specific work is needed on
the spatial side. Specifically, one needs (a) an intrinsic characterisation of the closed
subspaces of {0, 1}κ, and (b) an intrinsic characterisation of the definable maps
between closed subspaces of generalised Cantor cubes. The answers in both cases
are well known: the closed subspaces of {0, 1}κ, for κ ranging among cardinals, are
exactly the compact, Hausdorff, zero-dimensional spaces; and the definable maps
between such subspaces are precisely the continuous maps.
6.3. Gelfand duality for C∗-algebras. A (complex, commutative, unital) C∗-
algebra is a complex commutative Banach algebra A (always unital, with identity
element written 1) equipped with an involution ·∗ : A→ A satisfying ‖x∗x‖ = ‖x‖2
for each x ∈ A. Henceforth, ‘C∗-algebra’ means ‘complex commutative unital C∗-
algebra’. The category C∗ has as objects C∗-algebras, and as morphisms their
∗-homomorphisms, i.e. the complex-algebra homomorphisms preserving the invo-
lution and 1. The Gelfand duality theorem asserts that the category C∗ is dually
equivalent to the category of compact Hausdorff spaces and continuous maps. We
indicate how Gelfand duality fits in the framework of affine adjunctions developed
above. The first important fact is that we can work at the level of the algebraic
adjunction. For this, recall that x ∈ A is self-adjoint if it is fixed by ∗, i.e. if x∗ = x.
Further, recall that self-adjoint elements carry a partial order which may be defined
in several equivalent ways; see e.g. [16, Section 8.3]. For our purposes here it suf-
fices to define a self-adjoint element x ∈ A to be non-negative, written x > 0, if
there exists a self-adjoint y ∈ A such that x = y2. There is a functor U : C∗ → Set
that takes a C∗-algebra A to the collection of its non-negative self-adjoint elements
whose norm does not exceed unity:
U(A) := {x ∈ A | x∗ = x, 0 6 x, ‖x‖ 6 1}.
In particular, writing C for the C∗-algebra on the complex numbers, U(C) = [0, 1],
the real unit interval. It is elementary that the restriction of a ∗-homomorphism
A→ B to U(A) induces a function U(A)→ U(B), so that U is indeed a functor.
The following theorem puts together a number of known results; details and
relevant references can be found in [31].
Theorem 6.8. The category C∗ is a variety with respect to the functor U : C∗ →
Set. This variety is not finitary, but can be presented using operations of countable
arity. The left adjoint F to the functor U sends a set S to the C∗-algebra of all
complex valued, continuous functions on the compact Hausdorff space [0, 1]S.
We set V := C∗, and A := C. Corollary 4.8 yields a dual adjunction between
C∗ and the category of subsets of [0, 1]µ —with µ ranging over all cardinals— and
definable maps. The characterisation of the fixed points of the adjunction on the
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algebraic side is now similar to the one in Stone duality; the only specific piece of
information we need on the class of C∗-algebras is the following.
Lemma 6.9.
(1) The only simple C∗-algebra is C.
(2) The variety V∗ semisimple.
Proof. The first item amounts to the standard fact that a quotient of a C∗-algebra
modulo an ideal I is isomorphic to C if, and only if, I is maximal. The second item
amounts to the equally well-known fact that each C∗-algebra has enough maximal
ideals to separate elements, and thus is a subdirect product of copies of C. 
Corollary 6.10. Every C∗-algebra is fixed by the composition C ◦ V .
Proof. Let F (µ)/θ be any presented algebra in C∗. By Lemma 6.9 (item 2), F (µ)/θ
is semisimple, so by definition there is a subdirect embedding of F (µ)/θ into a
product of simple algebras. By Lemma 6.9 (item 1), each simple algebras in the
decomposition is isomorphic to C. So, by Lemma 4.11, each simple algebra is
isomorphic to F (µ)/C({a}) for suitable a’s. Since the decomposition is subdirect
θ ⊆ C({a}), so by the Galois connection (6) we have a ∈ V(θ). Thus we have a
subdirect embedding F (µ)/θ into
∏
a∈V({a}) F (µ)/C({a}), and this embedding is
verified to coincide with the Birkhoff transform by the uniqueness property of the
latter. Thus, Theorem 4.15 applies to yield that the congruence θ is fixed by C ◦V,
from which the thesis follows at once. 
We thus have:
Corollary 6.11. The category C∗ is dually equivalent to the category of subsets of
[0, 1]µ that are fixed by V ◦C, as µ ranges over all cardinals, and definable maps
between them.
Passage from this affine adjunction to classical Gelfand duality is conceptually
analogous to what we have seen for Boolean algebras, but calls for deeper work. The
characterisation of the fixed points on the spatial side requires first to show that
the operator V ◦C is topological, then that the Zariski topology on U(C) = [0, 1] is
Hausdorff, and finally that each definable function [0, 1]µ → [0, 1] is continuous with
respect to the product topology on [0, 1]µ and the Zariski topology on [0, 1]. Lemma
6.2 then guarantees that the subsets of [0, 1]µ that are fixed by the adjunction are
precisely the closed sets. Turning to morphisms, the definable maps must be proved
to be precisely the continuous maps between such closed sets. We note that this
fact essentially amounts to the Stone-Weierstrass theorem. Finally, the classical
version of Gelfand duality is obtained through an intrinsic characterisation of the
closed sets of [0, 1]µ. This is the well-known theorem [25, Lemma 4.5, p. 116]: A
topological space is compact and Hausdorff if, and only if, it is homeomorphic to a
closed subset of the Tychonoff cube [0, 1]µ, for some µ.
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