Abstract-A fundamental problem in order selection is that one single realization of a stochastic process is used twice, for the estimation of parameters for different model orders and for the selection of the best model order. Parameters are estimated by the minimization of the residual variance; higher model orders with more estimated parameters will always give a smaller residual variance. The purpose of order selection is to find the model order that gives the best fit to other realizations of the same stochastic process. This fit is expressed by the squared prediction error and it will increase if too many parameters are used. The weak parameter criterion (WPC) is an estimate for the squared prediction error, with as special feature that it is computed from the same observations that are used for the estimation of the parameters.
I. INTRODUCTION
The model order in autoregressive estimation is often selected with Akaike's FPE [ I ] or AIC criterion [2] . This gives satisfactory results in many areas of application, especially if a sufficient number of observations is available. Both criteria are based on the asymptotic properties of estimation. The FPE uses the asymptotic equivalence [3] between ordinary least squares regression and autoregression. However, Jones [4] has shown that the small sample behavior of autoregressive estimates depends on the method of estimation, in contrast with the asymptotic performance. This dependence influences the relation between the residual variance and the squared prediction error. Therefore, order selection should be adapted to the method of parameter estimation. T o achieve this, Broersen [5] - [7] introduced the weak parameter criterion (WPC).
Berryman [8] evaded the order selection problem by the choice of a model order that depends only on the number of observations.
Fougere, who advocates the use of reflection coefficients for stable models [9] , used a variance ratio as threshold [ 101 that was derived with asymptotically based x' distributions. Unlike WPC, that ratio is not adapted to the estimation method. This paper presents a new justification for the principle of the WPC. In a simulation run, it is possible to compute the squared prediction error from an extra second realization of the stochastic process. This can be compared with the residual variance and the WPC that are obtained from the single realization that would be available in practice. It shows the correspondence between WPC and the squared prediction error; both have the same average over many repeated simulation runs. So, looking for a model order with a small WPC is equivalent to the minimization of the best available estimate for the squared prediction error, as was the original intention of Akaike [I] . Calibration formulae are presented that describe the averages over many simulation runs of WPC, the squared prediction error and the residual variance, all as a function of the order of the estimation model. August 29, 1987 : revised June 26, 1989 . The author is with Delft University of Technology. 2600 GA Delft, The IEEE Log Number 9034422.
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RESIDUAL VARIANCE
The residual variance Si, for a model of order M is defined for Yule-Walker and for Burg estimation as:
where k, is an estimated reflection coefficient and R ( 0 ) is the sum of squares of N observations. For least squares methods, S i is defined as the sum of all squared residuals divided by the their number. Two different least squares methods exist: the covariance method LSF with only forward or only backward residuals and the modified covariance method LSFB where both forward and backward residuals are minimized simultaneously. The methods are described by Marple [ I l ] . LSF has N -M residuals; LSFB has twice as many residuals, so S b becomes the sum of all squared residuals divided by ( N -M ) and 2 ( N -M), respectively.
The behavior of the residual variance as a function of the order of the estimation model will depend on the true parameters of the autoregressive process. On theoretical grounds, however, the statistical properties of estimated reflection coefficients are independent of the true process for model orders higher than the order of the true process that generates the observations [ 12, p. 6-51, In other words, all estimated models of orders higher than the true order will have some common properties. The simplest process that can be studied is white noise with true order zero and this will be typical for all other processes above their true order. Therefore, the white noise process is discussed first. Section IV gives a simple correction term for the description of the experimental results for nonwhite processes. 
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WPC A N D SQUARED PREDICTION ERROR
The WPC has been defined [SI as:
/ ,",, The upper d r a w d n c s in F i g L l -4 represent the formula for W P C ( M ) . Also W P C ( M ) and P E ( M ) are indicated; these are measured averages over 500 simulation runs. evaluated for M = 0 , I , * . . , IS. It turns out that W P C ( M ) is a good estimate for P E ( M ) , for the calculation of which two independe_nt realizations are required in each simulation run. Mdreover. W X M ) of (8) gives an accurate calibration formula for both W P C ( M ) and P E ( M ) . The extension of these results to general autoregressive processes is given in the next section.
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IV. AUTOREGRESSIVE PROCESSES
Suppose that an autoregressive process is characterized by K reflection coefficients with true values K , , i = I . . . . , K . Although a one-to-one correspondence exists between reflection coefficients and parameters, the parametrization with reflection coefficients has an advantage here, because the variance of the observations is given by:
for an autoregressive process with K reflection coefficients driven by a white noise sequence E,, with variance U : . An empirical ap-IEEE TRANSACTIONS ON ACOUSTICS. S P E t C H . ANL) SIGNAL, PROCESSIN(;. VOL. i K . proximation for S i can be found by making use of the fact that, for model order M less than the true order K, the fraction of the variance (IO) with index between M and K cannot be explained.
Using that fraction as a correction for (2) and (8) (12) for WPC ( M ) and PE (M). Second, the white noise behavior given in Fig. 1 is representative for the behavior of other models above the true process order. Of course, numerous other simulations with different N, other parameters and other estimation methods support these conclusions; see also [ 131.
The difference between the small sample behavior of the WPC on the one hand and asymptotically based selection criteria on the other hand is indicated in Fig. 5 by the measured average of the final prediction error:
. This final prediction error doesn't give an accurate approximation of the squared prediction error in small samples. More over, a selected FPE order will depend heavily on the maximum order that is considered for selection [ 131.
For M > K, (2) and (1 1) become identical, and (2) can be used to compute an estimate for uf from a measured value for S;. A comparison of the quality of selected models shows [ 131 that order selection with WPC yields models with a significantly lower prediction error than with other selection methods over a wide range of circumstances. The reason is the close correspondence between WPC and PE in small samples.
-V . CONCI.USION Simulations have shown that the average WPC is about equal to the average squared prediction error PE. In other words: WPC. that can be computed froin one single realization of a stochastic process. is an estimate for the important squared prediction error, that can only be found if two realizations are available. Empirical calibration formulae are given for the WPC and PE and for the residual variance. They arc adapted to the various estimation methods by using different WPC coefficients (3,. All given formulae are multiplicative with l -iv, o r l -21:: in this sense. the small sample behavior of autoregressive processes is multiplicative. The presented formulae describe the numerous simulation results and hence may be considered ab a useful tool in modeling practice.
