The authors of this article deals with the implementation of a combination of techniques of the fuzzy system and artificial intelligence in the application area of non-linear noise and interference suppression. This structure used is called an Adaptive Neuro Fuzzy Inference System (ANFIS). This system finds practical use mainly in audio telephone (mobile) communication in a noisy environment (transport, production halls, sports matches, etc). Experimental methods based on the two-input adaptive noise cancellation concept was clearly outlined. Within the experiments carried out, the authors created, based on the ANFIS structure, a comprehensive system for adaptive suppression of unwanted background interference that occurs in audio communication and degrades the audio signal. The system designed has been tested on real voice signals. This article presents the investigation and comparison amongst three distinct approaches to noise cancellation in speech; they are LMS (least mean squares) and RLS (recursive least squares) adaptive filtering and ANFIS. A careful review of literatures indicated the importance of non-linear adaptive algorithms over linear ones in noise cancellation. It was concluded that the ANFIS approach had the overall best performance as it efficiently cancelled noise even in highly noise-degraded speech. Results were drawn from the successful experimentation, subjective-based tests were used to analyse their comparative performance while objective tests were used to validate them. Implementation of algorithms was experimentally carried out in Matlab to justify the claims and determine their relative performances.
INTRODUCTION
Audio communication [22] through modern communication interfaces (PSTN, IP phones, mobile communications, satellite phones, radios, etc) is an integral part of human lives in today's over-technologized world. In real conditions, audio communication is often degraded by the noise in the background [12] . Such a noise can be, for example, a noise from motor vehicle engines, a noise from machines in production halls, city sounds (traffic, etc), a noise at sports and social events, etc.
The authors of the article base their work on the results of their own studies published in [1, 2] . The work in this article builds on these studies and extends them. In these studies, the authors address the issue of removing the disturbing components from useful signals (noise suppression during audio communication in the cockpit of a fighter airplane [1] , noise suppression in foetal ECG [2, 32, 38] ) using linear adaptive filtration [5] . Linear adaptive filters play an important role in statistical signal processing [6] . Currently, in commercial applications for suppressing noise during audio communication, the most widespread algorithm is the LMS adaptive one [6] . The LMS algorithm is mathematically simple and undemanding [29] . In real applications, however, it achieves a lower convergence rate [6] and a higher error of the filtration process [6] . Better results are achieved using the RLS family of algorithms [6, 35] (an extremely low error rate and extremely high speed of convergence). The results of the experiments carried out by the authors [1, 2] show that the basic RLS algorithm [18] is mathematically very demanding in terms of actual implementation [18] . Many studies [8, 13, 19] further indicate that we encounter the nonlinear nature of disturbance [4, 13, 21] , which cannot be completely eliminated using a linear filter [1, 4] . Due to the reasons discussed above, the authors focus on the use of a neuro-fuzzy system [19, 20] . A number of studies suggest [8, 9, 17] that such a system could achieve better results than commercially used systems. and r i are the design parameters which are determined during the training process [19] . The ANFIS architecture to implement these two rules is shown in Fig. 1 [19, 28] in which a circle indicates a fixed node whereas a square indicates an adaptive node. As figure illustrates, ANFIS architecture consists of five layers [19] . The functioning of the ANFIS is described as [19, 28, 34] :
The output of each node is
Where x and y are the inputs to node i , A is a linguistic label and µ Ai (x) and µ Bi−2 (y) can adopt any fuzzy membership function. So, the O 1,i is essentially the membership grade for x and y . The membership functions could be anything but for illustration purposes we will use the bell shaped function given by
Where {a i , b i , c i } is the parameter set which changes the shapes of the MF degree with maximum value equal to 1 and minimum equal to 0.
Layer 2 Every node in this layer is a fixed node labelled Π, whose output is the product of all incoming signals
Layer 3 The i -th node of this layer, labelled N , calculates the normalized firing strength as
Layer 4 Every node i in this layer is an adaptive node with a node function
Where w i is the output of layer 3. The parameters in this layer (p i , q i , r i ) are to be determined and are referred to as the consequent parameters.
Layer 5
The single node in this layer is a fixed node labelled Σ, which computes the overall output as the summation of all incoming signals:
3 SUPPRESSING BACKGROUND NOISE DURING AUDIO COMMUNICATION IN A NOISY ENVIRONMENT Figure 2 shows a schematic diagram of the measurement workplace where the experiments were conducted. The experimental system includes two signal sources: the Speech Source and the Noise Source. These sources allow working with any signals in the wav format. Using G.R.A.S. 40PP CPP Free-field QA microphones as reference and primary MIC and NI DAQ 9234. The first source signal is the human voice x[n], see Fig. 3 . For the purposes of the experiments carried out, a test voice according to ITU-T P. 501 [10] was used (Test signals for the use in telephonometry).
In the experiments performed, the first n = 30000 samples of audio recordings were used. The second source signal is noise n 1 [n]. In the experiments conducted, a recorded engine noise was used. These source signals were reproduced by means of reference and primary loudspeakers, see Fig. 2 .
The system designed has two entry points (a primary microphone and reference one). The first entry is a reference microphone that registers unwanted noise and this signal is denoted n 1 [n], see Fig. 4 (records only noise). The second input is a primary microphone (signal measured) that picks up the useful signal (voice) plus unwanted background noise, this signal is denoted m[n], see Fig. 5 .
Recording parameters: sampling frequency of 8 kHz, PCM audio format, bit rate 128 kbps, 1 channel mono), used standard microphone (omnidirectional).
The aim of the authors was to create a system that would reduce unwanted background noise n 1 [n] that contaminates the useful speech signal x[n]. The human voice used reaches values of 30 dB to 40 dB while the engine noise used reaches the value of about 80 dB to 100 dB. Therefore, it is evident that the clarity of radio communication in such a noisy environment would be very bad. As shown in Fig. 2 , the easiest way how to suppress the unwanted background noise would be direct subtraction of the signal from the reference microphone n 1 [n] from the signal captured by the primary microphone m[n]. However, this approach will not work since the noise n 1 [n] picked up by the reference microphone is not the same as the noise that contaminates the voice signal m[n] captured by the primary microphone, see Figs. 6 and 7 (n 1 [n] →Non-Linear Unknown System (NLUS ) → n 2 [n]). Unfamiliar environment properties apply here (signal distortion due to the environmentinterference [5] , delay [7] , etc).
Another possible way was the use of a linear filter (frequency selective filters) [5] . However, these conventional filtration techniques cannot be used because of the spectrum time variability of the interfering and useful signals [5, 7] .
If we considered the unknown environment (system) as linear, we could apply any adaptive algorithm [6] that will teach the FIR filter [18] to recognize the characteristics of the channel. If we then applied this filter to the signal from the reference microphone, which contains the unwanted background noise, we could subtract this unwanted noise successfully. Many studies [8, 9, 13] , how- 
Signal propagation model Noise canceller ever, indicate that the real environment in a number of applications shows a nonlinear nature [4] . Then, the linear adaptive filtration techniques do not have satisfactory results here (in particular the LMS algorithm families [18] ). The authors deal with the study of linear adaptive filters, type LMS and RLS, [8] in the publication [1, 2] use this publication as a foundation. Figure 7 shows a principal diagram of the designed adaptive system on which the experiments were conducted.
IMPLEMENTATION OF ANFIS INTO THE SYSTEM OF ADAPTIVE SUPPRESSION OF UNWANTED INTERFERENCE
The experiments were performed in a standard office room, whose parameters are defined in Fig. 7 (Details of the selected environment). Figure 8 shows the impulse response [23] of the experimental room. This response was determined on the basis of ITU-T -P34 [11] .
In Fig. 7 signal n 2 [n] can be seen (coloured noise), this signal represents noise n 1 [n] after running through an unknown environment (interference, delay). Signal m[n] is then given by the relation. 
Where function f is unknown and nonlinear, its frequency range is usually overlapped with the frequency range of m[n], so a frequency filter cannot be realized. Here, we use the ability of ANFIS network, which can approach the nonlinear function, letting ANFIS approach the colored n 2 [n] so estimated x[n] can be estimated [8] .
When the ANFIS network approaches colored noise, the input is noise n 1 [n] and n 1 [n − 1], and the membership function of every variable is a Gaussian function; the output sample should be colored noise, but it can not be obtained directly in practice. Here, it can be replaced with a measurable signal
The output of the ANFIS can be the estimated value y[n], the objective of the training ANFIS is to make the following error minimum
Wheref is the nonlinear approach produced by the ANFIS network. The above equation can be expanded, so we can get
Mathematical expectation is calculated in the equation. Note the expectation of x[n] is zero (the condition suits for many problems or simple transform). x[n] and 
Makes E(e 2 ) minimum, which is equivalent to E[(n 2 − y) 2 ] minimum, that is, make y[n] approach n 2 [n] as much as possible in other words, functionf produced by AN-FIS will approach the practical noise transmission function with minimum mean square error.
In ideal conditions,
. ANFIS adjusts its parameter automatically and makes n 1 [n] process into n 2 [n], and minus n 2 [n] in the original input signal m[n]. Thus, the output signal estimated x[n] equals the useful signal x[n] because of complete cancellation of the noise.
THE RESULTS OF THE EXPERIMENTS CONDUCTED
Various ANFIS networks (structures) were investigated in the experiments performed. An overview of the network models used is provided in Table 1. ANFIS functions were used for building of the AN-FIS model [13] as well as for training (estimating) of the EVALFIS function [13] . A detailed description of work with ANFIS and EVALFIS functions in MATLAB environment can be found in [14, 15] . Figures 9 to 23 Table 2 shows the ability of the analysed ANFIS models to improve the value of SNR (Signal to Noise Ratio [26] ). In the experiments performed, the SNR value of the contaminated speech signal and the signal after passing the system designed was determined. The difference between these values showed what improvement was achieved by each model. The SNR ratio is defined by the following relation [26] SN R = 10 log
where the values P s and P n indicate the power of the signal (s is signal) and noise (n bis noise). If the SN R = 0 dB, it means that both the signal and the noise have the same output. When SN R > 0 , the signal output is bigger than the noise output. When SN R < 0 , the reverse is true.
If we look at the acquired values stated in Table 2 , we can see that in the signal of the mixture of the speech signal and the noise SNR, the noise has a much greater output then the speech signal. If we evaluate the results of filtration by means of the tested ANFIS structures, it is clear that all the structures achieved a significant improvement in the SNR values. Table 3 shows the ability of the analysed ANFIS models to improve the value of SSNR (segmental signal to noise ratio) [30] . In the experiments performed, the SSNR value of the contaminated speech signal and the signal after passing the system designed was determined. The difference between these values showed what improvement was achieved by each model. The SSNR ratio is defined by the following relation [30, 33] 
Where L is the number of segments of speech signal, K is the number of segments in speech activity, V AD i is information about speech activity (values 0 and 1), further x i (n) = x(mi+n), n i (n) = n(mi+n) -segments of length M selected step m. More information in [30] [31] [32] [33] . The DTW (Dynamic Time Warping) criterion in Tab. 3 is used to compare the similarity of two sequences of the speech signal to calculate the distance d between them [30, 31, 39] :
• reference sequence (original speech signal)
• test sequence (output speech signal from ANFIS)
Evaluating the local distance for each pair of elements of these time-series using Manhattan distance (ie absolute value of difference), obtains the local cost matrix
Where elements of cost matrix are
A path which runs through the low-cost areas of cost matrix is called warping path, defined as sequence
satisfying the following conditions i Boundary condition: ii Monotonicity condition:
Step size condition: p ℓ+1 −p ℓ ∈ {(1, 0), (01), (1, 1)} , ℓ ∈ {1, 2, . . . , L − 1} . The optimal path is selected from the set of all available warping paths by distance function
Where P N ×M is the set of all possible warping paths for cost matrix C .
If we evaluate the results of filtration by means of the tested ANFIS structures, it is clear that all the structures achieved a significant improvement in the SSN R and DT W values. Figures 15 to 20 show spectrograms of the analyzed signals. This is a 3D graph that has two axes with independent variables -frequency and time (order of sections spectra). A 2D spectrogram is used here; it is a top view of the original 3D graph. cross section of the 3D spectrogram with a plane parallel to the frequency axis and axis z , we obtain a spectrum of signals at this time.
DISCUSSION
Various ANFIS structures were examined during the experiments conducted, see Tab. 1. The experiments conducted confirmed the functionality of the technique designed. The experiments showed that the technique designed can successfully extract the speech signal even if it is completely contaminated by the background noise. The results (SNR, SSNR and DTW) indicate that systems using ANFIS show better experimental results than conventional systems based on adaptive algorithms of the LMS and RLS families [1, 2] .
As for actual implementation in commercial equipment, ANFIS Model B seems to be the most convenient. This model is a good compromise in terms of mathematical performance (Tab. 1) and results achieved (Tabs. 2 and 3). More complex ANFIS models (C, D) achieve slightly better results, however, at the expense of higher computational demands for the algorithm.
The increase of the SSNR is the most important objective criterion for comparison of the effectiveness of different algorithms; see Tab. 3.
The authors also conducted listening tests of clarity. Here, ANFIS model A achieved the worst results (worse clarity). Other ANFIS models examined, B, C and D, achieved, from the subjective point of view of the listening tests, the same results.
In practice, the lowest possible costs for implementation of adaptive systems are, of course, required while maintaining a high quality of unwanted noise suppression. From the perspective of production costs, the most convenient solution will be to construct system for ANFIS Model B. In the future, we can expect a steady increase in performance and quality in the area of computer technology. With the advent of more efficient hardware, the requirements for a low computational complexity and memory consumption of the algorithms will be decreased and, therefore, more complex and more efficient algorithms can be implemented. Hence, it is obvious that the area of adaptive filtration still is and will be, for a long time to come, a wide open area for scientific research as well as commercial applications.
CONCLUSION
An effective noise cancellation in speech was undertaken with the use of adaptive noise cancellation techniques because fixed filters would necessitate the redesign of the filter once the variations exist in the communication channel. The noise which interferes with speech signals in transmission varies depending on the propagation path which is mostly unknown. An adaptive canceller which can automatically adjust itself to the environment is therefore employed.
This article has clearly investigated the use of adaptive neuro-fuzzy inference system (ANFIS) for effective noise suppression in speech. In this paper, adaptive noise cancellation using ANFIS has been implemented on audio speech signal (voice communication). The adaptation algorithm is based on the learning ability of ANFIS. In experiments, we have achieved better performance. This type of adaptive noise cancelling technology can be used when there is a characteristic of an unknown external interference source and the background noise is similar to the measured noise. This technology can cancel the external disturbance, and the high signal-to-noise ratio signal is obtained. ANFIS has two advantages over the LMS and RLS algorithms in low SNR environment. Experiments have been evidently performed on these three distinct approaches and results drawn. A concise analysis and constructive comparison was afterward documented in order to achieve the aim and objectives of the article. One, it is more efficient to eliminate noise. The second, it offers faster convergence time.
The future work includes the optimization of algorithms for all kinds of noises and to use the optimized one in the implementation of FPGA and LabVIEW. 
