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ITERATIVE VERFAHREN FUR LINEARE 
GLEICHUNGSSYSTEME MIT SCHWACH BESETZTEN 
KOEFFIZIENTENMATRIZEN 
Rainer Schlundt 
· Abstract. Fiir die Losung groJ3er linearer Gleichungssysteme mit schwach besetzten Ko-
effizientenmatrizen werden das GMRES-Verfahren und die QMR-Methode vorgestellt. 
Beide iterativen Verfahren basieren auf Krylov-Unterraum-Methoden. Es werden sowohl 
die Gram-Schmidt- als auch die Householder-Orthogonalisierung fur GMRES betrachtet. 
Das QMR-Verfahren wird mit dem look-ahead Lanczos-Algorithmus kombiniert. Ein ein-
facher Vergleich zwischen GMRES und QMR wird angegeben. 
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1 Einfiihrung 
1.1 Ein Uberblick iiber Krylov-Unterraume 
Es werden iterative Methoden fiir die Losung von linearen Gleichungssystemen 
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(1) 
betrachtet, wobei A E Rnxn nicht symmetrisch und schwach besetzt ist. Von besonderem 
Interesse sind hierbei die Krylov-Unterraum-Methoden. Ausgehend von einem Startwert 
xo fiir das lineare Gleichungssystem (1) wird mit der Projektionsmethode eine approxi-
mative Losung Xm aus dem affinen Unterraum x 0 +Km der Dimension m gesucht, wobei 
die Galerkin-Bedingung 
1 
(2) 
erfullt sein muB. 
Lm ist hierbei ein anderer Unterraum der Dimension m. Die Krylov-Unterraum-Methode 
ist eine Methode, in der der Unterraum Km der Krylov-Unterraum 
(3) 
ist) wobei 
r0 = b- A* x0 (4) 
das Anfangsresiduum darstellt. Die verschiedenen Versionen von Krylov-Unterraum- Me-
thoden hangen von der Wahl der Unterraume Km und Lm und von der Art und Weise der 
Vorkonditionierung ab. Die haufigste Wahl von Km und Lm soll die folgende Aufstellung 
verdeu tlichen: 
1. Lm =Km = Km(A, ro) 
Dies ist die Methode der orthogonalen Projektion. Ein Vertreter ist die Methode 
von Arnoldi [15]. Falls A symmetrisch und positiv definit ist, erhalt man das CG-
Verfahren (conjugate gradient). Das CG-Verfahren und die Methode von Arnoldi 
sind dann aquivalent. Ist A symmetrisch und indefinit, ist die Methode von Arnoldi 
dem SYMMLQ-Algorithmus [14] aquivalent. 
2. Lm = AKm; Km = Km(A, ro) 
Mit dieser Wahl von Lm, minimiert die approximative Losung Xm die Residualnorm 
lib - Axll2 uber alle Vektoren Xm E Xo + Km· Der bekannteste Vertreter ist das 
GMRES-Verfahren (generalized minimum residual) [16]. Falls A symmetrisch und 
positiv definit ist, sind das CR-Verfahren (conjugate residual) und GMRES aquiva-
lent. Ist A symmetrisch und indefinit, sind GMRES und der MINRES-Algorithmus 
[14] aquivalent. 
3. Lm = Km(AT,ro)i Km= Km(A,ro) 
Fur den symmetrischen Fall reduzieren sich die Methoden dieser Klasse auf die Me-
th<::>den der ersten Klasse. Fur den nichtsymmetrischen Fall ist das BCG-Verfahren 
(biconjugate gradient) [11], [6] ein guter Vertreter dieser Klasse. Eine effektive Va-
riante dieser Methode ist das CGS-Verfahren (conjugate gradient squared) [17]. Ein 
anderer interessanter Vertreter dieser Klasse ist das QMR-Verfahren (quasi-minimal 
residual) mit dem look-ahead Lanczos -Algorithmus [8]. 
4. Lm = Km = Km(AT A, AT ro) 
Das CG-Verfahren auf die Normalgleichung 
(5) 
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angewandt, liefert das CGNR-Verfahren [3]. Die Buchstaben ,,NR" stehen hier fiir 
die Minimierung der Residualnorm (residual norm) uber Km. Die Konvergenz des 
CG-Verfahrens hiingt vom Spektrum der Koeffizientenmatrix A ab. Fur das CGNR-
Verfahren hiingt damit die Kovergenzumgebung von 
(6) 
ab, d.h. vom Quadrat der Singuliirwerte von A, wobei >.(AT A) die Menge aller Eigen-
werte von AT A darstellt. Im einzelnen wird die Konvergenzumgebung des CGNR-
Verfahrens von der Konditionszahl 
(7) 
beherrscht. Da fiir viele Prozesse die Konditionszahl (7) zu groB ist , erweist sich der 
Weg uber die Normalgleichungen (5) als nicht sinnvoll. In dieser Klasse sind auch 
Methoden vorhanden, die mit dem CG-Verfahren die Gleichung 
mit (8) 
behandeln. Sie werden CGNE-Verfahren genannt. Die Buchstaben ,,NE" stehen fiir 
die Minimierung der Fehlernorm (error norm) uber Km. Wenn man die Galerkin-
Bedingung (2) fiir die Variable y betrachtet, so ist klar, da:B Km = Km( AAT, ro) und 
Lm = Km gilt. Verwendet man die Beziehung x =AT* y zwischen den Variablen x 
und y, so gilt Km= Km(AT A, AT ro) und Lm = A-T Km. 
Fur Spezialfalle ist die Losung der Normalgleichungen (5) bzw. (8) sehr effektiv. So liefern 
z.B. die beiden Verfahren CGNR und CGNE fiir unitiire Matrizen A die exakte Losung 
schon nach einem Schritt, wahrend die Krylov-Unterraum~Methoden sehr langsam kon-
vergieren [13]. 
1.2 Vorkonditionierung 
Ein wichtiger Faktor fiir die erfolgreiche Anwendung CG-iihnlicher Methoden ist die 
Priikonditionierungstechnik. Ein typisches Beispiel ist die Ersetzung des Originalsystems 
(1) <lurch das aquivalente System 
w-1 A* x = w-1 * b. (9) 
Im klassischen Fall ist die Matrix Wein unvollstiindiger LU-Vorkonditionierer (ILU - in-
complete LU preconditioning) der Form W = LU, wobei L eine untere Dreiecksmatrix 
und U eine obere Dreiecksmatrix ist. Die Dreiecksmatrizen Lund U haben dieselbe Struk-
tur wie der untere bzw. obere Dreiecksteil der Matrix A. Ist die Matrix A schwach besetzt, 
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erhalt man die unvollstandige Faktorisierung aus der Standard-LU-Faktorisierung von A, 
wobei die wahrend des Generierungsprozesses anfallenden fill-in-Elemente vernachlassigt 
werden. Es existieren viele andere Wege, um die unvollstandige Faktorisierung einer ge-
gebenen Matrix zu definieren. In den meisten Fallen wird irgendeine Form der Diagonal-
dominanz ausgenutzt. 
1.3 Das Matrix-Vektor-Produkt 
Die Matrix-Vektor-Multiplikation y =A* x ist auf den meisten Computern relativ leicht 
und effizient zu implementieren. Einige Speicherungstechniken sollen hier vorgestellt wer-
den. 
1. Zeilenweise Speicherung 
Die Datenstruktur besteht aus den drei eindimensionalen Feldern AR, J A und IA. Iµ 
einem REAL-Feld AR(l:NNZ) werden die Nichtnullelemente von A zeilenweise ab-
gespeichert, d.h. die Elemente einer gegebenen Zeile sind kontinuierlich gespeichert. 
In einem INTEGER-Feld JA(l:NNZ) sind die Spaltennummern der Nichtnullele-
mente von A gespeichert. SchlieBlich wird noch ein INTEGER-Feld IA(l:N+l) als 
Pointerfeld benotigt. In IA sind die Startpositionen der Nichtnullelemente fur jede 
Zeile von A enthalten, wobei IA(N+l)=NNZ+l. Dieses Speicherschema erlaubt es, 
die Komponenten des Vektors y als unabhangige Skalarprodukte zu berechnen. 
DO 110 I = 1,N 
Ki = IA(I) 
K2 = IA(I+1) 
Y(I) = DOTPRODUCT(AR(K1:K2) , X(JA(K1:K2))) 
110 CONTINUE 
Ausgehend vom Standpunkt der Implementation kann die au:f3ere Schleife parallel 
abgearbeitet werden. Die indirekte Adressierung im zweiten Vektor des Skalarpro- · 
dukts mu:f3 <lurch spezielle Hardware-Instruktionen behandelt werden. 
2. Spaltenweise Speicherung mit Diagonalbehandlung 
Die Datenstruktur besteht aus zwei zweidimensionalen Feldern AC und KA. Die 
Nichtnullelemente von A werden in dem REAL-Feld AC(l:N,l:NZ) abgespeichert, 
wobei NZ die maximale Anzahl der Nichtnullelemente in einer Zeile von A angibt. 
In der ersten Spalte von AC steht die Hauptdiagonale von A. Die Nichtdiagonal-
elemente von A werden zeilenweise und lucken)os in AC gespeichert. In dem INTE-
GER-Feld KA(l:N,l:NZ) werden die Spaltennummern der Elemente von A, die in 
AC gespeichert sind, angegeben. Ein N achteil dieser Speicherung ist das Vorhan-
densein von Nullelementen in AC. Die entsprechenden Indizes von KA werden mit 
x, 1 ::; x ::; n, belegt. Eine sehr effektive Implementation fur Vektorrechner ist die 
folgende Variante: 
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DO 120 I = 1,N 
T = X(I)*AC(I,1) 
DO 110 J = 2,NZ 
T = T+U(KA(I,J))*AC(I,J) 
110 CONTINUE 
Y(I) = T 
120 CONTINUE 
3. Zeilenweise Speicherung mit Vorsortierung und Diagonalbehandlung 
Diese Speicherungstechnik stellt eine Modifikation der zweiten dar. Ausgangspunkt 
ist die spaltenweise Speicherung. In dem Feld AC werden die Zeilen aufsteigend nach 
der Anzahl der Nichtnullelemente pro Zeile sortiert, und man erhalt das Feld AC'. 
AC' hat eine Blockstruktur. Analog wird das Feld KA behandelt. Das Ergebnis ist 
in dem Feld KA' abgespeichert. Hieraus wird eine Datenstruktur aus vier eindimen-
sionalen Feldern ACP, KAP, IAP und JAP aufgebaut. Die Nichtnullelemente in AC' 
sind spaltenweise pro Block in dem REAL-Feld ACP(l:NNZ) abgespeichert. Analog 
wird KA' in das INTEGER-Feld KAP(l:NNZ) transformiert. Das INTEGER- Feld 
IAP(l:NB+l) enhalt die Startpositionen der einzelnen Blocke, wobei NB die Anzahl 
der Blocke angibt und IAP(NB+l)=NNZ+l. SchlieBlich sind in dem INTEGER-
Feld JAP(l:NB) die Anzahl der Spalten fiir jeden Block enthalten. 
2 Die Methode van Arnoldi und GMRES 
In diesem Abschnitt wird ein Uberblick iiber die Methode von Arnoldi und den GMRES-
Algorithmus gegeben. Es werden sowohl die Gram-Schmidt- als auch die Householder-
Orthogonalisierung betrachtet. Ausgangspunkt ist das lineare Gleichungssystem (1) mit 
eventueller Vorkonditionierung (9). Ausgehend vom Startwert x 0 wird eine approximative 
Losung Xm fiir (1) gesucht. Mit x = Xo + z geht (1) in das aquivalente System 
A* z = ro (10) 
uber, wobei ro das Anfangsresiduum (4) darstellt. Sei Km der Krylov-Unterraum (3), 
dann erhalt man 
Xm = Xo + Zm mit (11) 
so dafi (b-Axm)1-Km oder aquivalent (ro - Azm)1-Km fiir die Methode von Arnoldi gilt. 
Fur das GMRES-Verfahren erhalt man 
llb - Axmll2 = mm 
XE Xo +Km 
llb - AxJl2 = mm 
z E Km 
(12) 
Gesucht wird eine lrOrthonormalbasis Vm { v1 , ..• , vm} von Km. Fur den Arnoldi-
Prozefi wird Vm durch Gram-Schmidt-Orthogonalisierung erzeugt. 
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2.1 Die Methode von Arnoldi 
Der Algorithmus zur Bestimmung der lrOrthonormalbasis und zur Erzeugung der appro-
ximativen Losung lautet folgenderma:Ben: 
1. Bestimmung des Anfangsresiduums r0 aus x 0 ; r 0 = b - Ax0 
2. Bestimmung des ersten Basisvektors; v1 = ro/llroll2 
3. Iterationsproze:B fiir j = 1, 2, ... 
(a) Bildung von Avi 
(b) Bildung von hii = (Avi,vi) fiir i = l, ... ,j 
( c) Konstruktion des niichsten Basisvektors: 
i 
Vj+i = Avi - 2::: hiiVi 
i=l 
(d) hi+li = llvi+ill2 
( e) Vi+l = iii+ if hi+li 
(£) Pi == lib - Axill2 
(g) Entscheidung iiber die Akzeptanz der Niiherungslosung: 
falls Pi :::; c, dann m = j und goto ( 4) 
4. Bestimmung der NiiherungslOsung x! unter Benutzung der m x m-Hessenberg-
Matrix Hm = ( hii) fiir 1 :::; i :::; min(j + 1, m) und 1 :::; j :::; m: 
x! = Xo + z~ mit z~ = llroll2 VmH~1 e1 und ei = [1, 0, ... 'of E Rm 
Bei der Konstruktion des Basisvektors Vj+i nach (3c) wird iiberpriift, ob der heuentstan-
dene Vektor Vj+i orthogonal zu allen vorhergehenden Vektoren Vi,i = 1, ... ,j, ist. Falls 
dies nicht der Fall ist, wird eine Nachorthogonalisierung durchgefiihrt. Fiir jedes i, fiir 
das das Skalarprodukt 'r/i = (iii+i,vi) die Ungleichung IT/ii > eps * lhiil erfiillt, werden 
die Korrekturen iij+l := iii+l - 'r/iVi und hii := hii - 'r/i vorgenommen. Die Gro:Be eps ist 
hierbei eine Genauigkeitsschranke. 
Einige Bemerkungen zur Bestimmung von Pi= llb - Axill2: 
Aus der Konstruktion der Basisvektoren (3c) folgt 
(13) 
wobei em= [O, ... , 0, lf E Rm. Diese Relation ist gleichbedeutend mit 
(14) 
wobei Hm eine (m+l) xm-Hessenberg-Matrix mit Hm =[Im, O]Hm (Streichung der letzten 
Zeile) ist. Fiir das Verfahren von Arnoldi ist die Bedingung (b-Axm)_l_Km aquivalent zu 
V~(b - Ax;;J = 0. (15) 
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Da die Losung x! in dem affinen Raum x 0 + Km liegt, gilt x! = x 0 + Vmy fiir beliebiges 
y E Rm. Das System (15) ist aquivalent zu 
(16) 
Mit Hilfe von (13) erhalt man Hm = V!AVm. Unter Verwendung von r 0 = llroJl2v1 geht 
(16) iiber in 
(17) 
Sei Y! die Lasting des linearen Gleichungssystems (17) der Ordnung m. Damit ergibt sich 
fiir die Losung x! der Ausdruck x! = x 0 + Vmy!. 
Zur Bestimmung des Residuumvektors rm betrachtet man die folgend Abschatzung 
rA b-AxA 
m m 
b - A(xo + VmY!) 
ro - AVmY! 
ro - (VmHm + Vm+1e~)y;! 
v. H A - T A ro - m mYm - Vm+l emYm 
Jlroll2v1 - VmHmy;! - Vm+1e~y;! 
Vm(llrolJ2e1 - HmY!) - Vm+1e'!:,y! 
- T A 
-Vm+lemYm· 
Hieraus ergibt sich die Abschatzung 
(18) 
Seien Lm und Um die Faktoren der LU-Zerlegung der Matrix Hm, d.h. Hm = LmUm. Die 
Matrix Lm hat neben der Hauptdiagonale nur noch eine untere Nebendiagonale mit den 
Elementen lm;+i;, j = 1, ... , m ...,...- 1. Sei Ummm das letzte Element der Hauptdiagonale der 
Matrix Um. Mit diesen Elementen erhalt man dann eine Abschatzung fiir Je~y;!J: 
m-1 
Je'!:,y;!J = llroll2J( II lm;+1j )/ummm I· (19) 
j=l 
Mit (19) geht (18) iiber in 
m-1 
llr!Jl2 =Jib- Ax;!ll2 = llroll2hm+1ml( II lm;+1J/ummml· (20) 
j=l 
Aus (20) ist ersichtlich, daJ3 die LU-Zerlegung der Hessenberg-Matrix Hm sowohl zur 
Bestimmung des Vektors Y! als auch zur Normabschatzung von b-Ax! verwendet werden 
kann. 
2.2 Der GMRES-Algorithmus 
Der Iterationsprozef3 zur Bestimmung der Orthonormal basis Vm = { v1 , ... , vm} ist iden-
tisch mit dem Verfahren von Arnoldi. Die Bestimmung der Naherungslosung x! im Punkt 
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4. andert sich. 
Zur Bestimmung der Naherungslosung x~ wird die (m + 1) x m-Hessenberg-Matrix Hm 
mit Hm = (hii) fiir 1 ~ i ~ j + 1 und 1 ~ j ~ m benotigt. Fiir die Normabschatzung des 
Residuums gilt: 
llb - A(xo + Zm)ll2 
JJro - Azmll2 
lllJroJJ2v1 -AVmYmll2 
llVm+i(llroll2e1 - HmYm)ll2 
II llroll2e1 - HmYmll2· 
Sei y~ die Losung des Minimumproblems 
min llllroll2e1 - HmYmll2 
y E Rm (21) 
Mit y~ erhalt man z~ = Vmy~ und damit x~ = x 0 + z~. Zur Bestimmung der Losung 
des Minimumproblems (21) wird die Hessenberg-Matrix Hm <lurch QR-Faktorisierung zer-
legt. Die Zerlegung wird mittds Givens-Rotationen durchgefiihrt. Sei Gjk E R(k+l)x(k+l) 
eine Drehungsmatrix dann ist G · · * G · 1 · * .. · * G1 · *fl. - R · E R(j+l)xj eine obere ' JJ 1- J J J - J 
Dreiecksmatrix, deren letzte Zeile nur Nullelemente enthalt. Hieraus ergibt sich 
mit Q;. = Gmm * Gm-1m * · · · * G1m E R(m+l)x(m+i) und Rm E R(m+i)xm. 
Es gilt dann 
Mit 
und 
llJlroll2e1 - QmRmYmll2 
IJJlroll2Q-;;.e1 - RmYmll2· 
9m = llroll2Q-;;.e1 = ( 9; ) , 
wobei flm E Rm und g E R , ergibt sich y~ zu 
G ( 6)-1 ~ Ym = -'1-m 9m· 
Fiir die Abschatzung der Norm des Residuums erhalt man: 
llb - Ax!:.112 
llllroll2Q-;;.e1 - Rmy~ll2 
II JJrolJ2e-;;.+1 Q-;;.e1ll2 
lgJ. 
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(22) 
(23) 
Mit den Nichtdiagonalelementen Si, i = 1, ... , m, in den Drehungsmatrizen Gim erhalt 
man fiir das Residuum die Abschatzung 
m 
llr~i12 = 191 = llroll2I IT Sil· (24) 
i=l 
2.3 Vergleich der Residualnormen von Arnoldi mit G MRES 
Ausgangspunkt ist die QR-Zerlegung der Hessenberg-Matrix Hm des Arnoldi-Verfahrens. 
Zwischen den Hessenberg-Matrizen Hm und Hm-l besteht die Beziehung 
Hm = [Hm-1 1 hm] 
mit hm = (h1m, ... , hmmf. Mit der QR-Zerlegung von Hm-1 in Hm-1 
wobei Qm-1 E Rmxm und Rm-1 E Rmx(m-l), er halt man fiir (25) 
Hm [Qm-1.Rm-1, hm] 
= Qm-1[.Rm-1, Q~-1hm] 
= Qm-1Rm, 
(25) 
wobei Rm= [Rm-1,Q~_1 hm] E-Rmxm. Aus (17) folgt Qm-1RmY = l!roll2e1 und damit 
, T 
R.ny = llroll2Qm-l el. (26) 
Betrachtet man nun die letzte Komponente in (26), so ergibt sich 
Tmmm llroll2e~Q~-1 el 
m-1 
llroll2I TI Sil, 
i=l 
(27) 
wobei Tmmm das letzte Element der Hauptdiagonale von Rm ist. Aus (18), (24) und (27) 
erhalt man 
llr;!ll2 = llr~-1 ll2hm+1m/lrmmm I· 
Unter Zuhilfenahme der Definition der Givens-Rotation (siehe [10]) 
lsml = hm+1m}r~mm + h~+lm 
erhalt man nach [2] das folgende Resultat. 
SATZ 1: 
(28) 
Nach m erfolgreichen Iterationsschritten im Arnoldi-Prozej] und bei nichtsinguliirer lYlatrix 
Hm gilt 
(29) 
fur die Residualnormabschiitzung beider Verfahren. 
Durch algebraische Umformungen erhalt man unter Verwendung von (28) und (29) die 
Abschatzung 
(30) 
Dieses Resultat zeigt, da:B fiir Sm ~ 1 die Residualnorm des Arnoldi-Verfahrens unbe-
schrankt wachst. Fiir den GMRES-Algorithmus kann man nach (24) eine ,,Stagnation" 
ableiten. 
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2.4 GMRES mit Householder-Orthogonalisierung 
Die Bildung von orthogonalen Vektoren auf der Basis des Gram-Schmidt -Prozesses kann 
zu fehlerhaften Ergebnissen fiihren, wenn die zu orthogonalisierenden Vektoren nicht 
genugend unabhangig sind. Ein Ergebnis von [1] soll dies veranschaulichen. Ausgehend 
von einer n x m-Matrix S = (s1 , ... ,sm), deren Spalten orthogonalisiert werden sollen, 
erhalt man nach dem Gram-Schmidt-Prozefi als Resultat die Matrix Q = (q1 , ... , qm)· In 
Abhangigkeit vom Rundungsfehler c und der Konditionszahl 11;2(S) gilt die Abschatzung 
mit 
wobei 11; 2(S) das Verhaltnis vom_ grofiten zum kleinsten Singularwert von S widerspie-
gelt. Fur den Gram-Schmidt-Prozesses im Verfahren von Arnoldi bedeutet dies, wenn 
11;2(( v1, .... , Vm, Avm)) grofi ist, liegt Avm ,,fast" im Unterraum, der von { V1, ... , vm} aufge-
spannt wird. Eine Alternative hierzu ist die Householder-Orthogonalisierung, welche auch 
zuverlassig ist, wenn die zu orthogonalisierenden Vektoren nicht genugend unabhangig 
sind. Eine Householder-Transformation ist von der Form 
P =I - 2uuT mit llull2 = 1, (31) 
wobei I die Einheitsmatrix ist. Es gilt P = pT = p-1 . Jedes Vielfache w = µu von u mit 
µ E R und µ I- 0 liefert gemafi 
T 
p = T- WW 
I 
mit 
WTW 
1=--
2 
(32) 
dieselbe Householder-Transformation [10]. Fur die numerische Praxis ist die Darstellung 
(32) wegen der grofieren Freiheit in der Wahl des Vektors w jedoch gunstiger als (31). Um 
die Spalten der Matrix S zu orthogonalisieren, werden die Householder-Transformationen 
P1, ... , Pm so bestimmt, dafi Pm ... P1 S = Reine obere Dreiecksmatrix ist. Wegen 
S = P1 .•. PmR liefert die Matrix Q, die aus den eisten m Spalten von P1 ... Pm besteht, 
die gewunschte Orthogonalisierung. In Abhangigkeit vom Rundungsfehler c; gilt nach [1] 
die Abschatzung 
mit llEll2 ~ c. 
Zunachst soll der Algorithmus angegeben werden, der unter Verwendung von Householder-
Transformationen eine Orthonormalbasis des Krylov-Unterraumes Km e~zeugt. 
1. ein beliebiger Vektor v1 mit llv1 1l 2 sei gegeben 
2. Konstruktion von P1, so dafi P1 v1 = e1 
3. Iterationsprozefi fiir j = 1, 2, ... 
(a) Bildung von Vj = P1 ... Pjej 
(b) Konstruktion von Pj+i, so dafi Pj+l ... P1 ( v1 , Av1 , . .• , Avj) eine obere Drei-
ecksmatrix ist 
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N ach (18] gilt der folgende Satz: 
SATZ 2: 
Die nach dem obigen Algorithmus gebildete Menge ~H = { v1 , ... , Vj} ist eine Orthonor-
malbasis von Kj(A, v1 ). 
Die Gram-Schmidt-Orthogonalisierung wird nun durch die Householder-Orthogonalisierung 
ersetzt. Dazu wird v1 = ±r0 /llroll 2 verwendet, wobei aufgrund numerischer Aspekte das 
· Vorzeichen so gewahlt wird, daB die erste Komponente von v1 positivist. 
Mit der oberen Hessenberg-Matrix Hm, 
ist das folgende Minimumproblem zu lOsen. 
min llb - A(xo + z)ll2 
z E Km(A,ro) 
min llro - AV:Yll2 
y E Rm 
min II± JJrolJ2e1 - HmYll2 
y E Rm 
mm II ± llroll2Q~e1 - RmYll2 
y E Rm 
Der vollstandige Algorithmus nach (18] lautet folgendermaBen: 
1. Bestimmung des Anfangsresiduums ro aus x0 ; ro = b - Axo 
3. IterationsprozeB fur j = 1, 2, : .. 
(a) Bildung von Vj = Pj ... P1AP1 ... Pjej 
(b) Konstruktion von Pj+i: 
(33) 
die ersten j Komponenten des zugehorigen Householder-Vektors sind 0 und die 
Komponenten ab Position j + 2 von Pj+l Vj sind 0 
- - T 
(c) hi= Pj+iVj, hj = (h1j, ... ,hjj,hj+ii) 
(d) fiir j > 1: 
G · 1 · G1 ·h- · - r- · G1 · E ·R(j+i)x(j+i) 3- 3 • • • 3 3 - 3 ' 3 ' 
Tj = (r1j, ... ,rj+ij)T 
( e) Bestimmung von G ii: 
GjjTj = GjjGj-lj ... G1)ij = Tj 
r i - j-te Spalte der Matrix Rm (bzw. Rj) 
r·-(r· O)T 3 - J> 
Tj - j - te Spalte der Matrix Rrn (bzw. Ri) 
j 
w := GjjW = GjjGj-lj-1 ... G11 I TI Sil 
i=l 
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(g) Entscheidung iiber die Akzeptanz der Naherungslosung: 
falls Pi ::::; c:, dann m = j und goto ( 4) 
4. y~ sei die Losung des Minimumproblrems (33): 
z~ = V![y~ = (P1e1, P1P2e2, ... , P1 ... Pmem)(y~1 , ••• , y~m)T und x~ = Xo + z~ 
In diesem Algorithmus werden anstelle der Oi:thonormalbasisvektoren v1 , ... , Vm die die 
Householder-Matrizen P1 , ... , Pm erzeugenden Householder-Vektoren gespeichert. Jeder 
Basisvektor Vi = P1 ... Piei, i = 1, ... , m, wird zu dem Zeitpunkt generiert, wo er benutzt 
wird. 
Es wird jetzt noch eine Variation des vorhergehenden Algorithmus angegeben. Diese Va-
riation beinhaltet eine gewisse Parallelitat des Verfahrens und basiert auf dem folgenden 
Sachverhalt (siehe [18]). . 
Fiir die Vektoren v, s1 , t 1 , ... , sm, tm E Rm kann man die Beziehung 
m 
(I+ smt~) ... (I+ s1tf)v = v + L disi 
i=:l 
aufstellen, wobei der Vektor d = (d1 , ... ,dm? E Rm bestimmt ist durch 
k = 2, ... ,m. (34) 
(34) ist aquivalent zur Losung des Gleichungssystems Ld = ST v, wobei s = (s1, ... 'sm) 
und 
[
-srt1 
L= . 
-s'!:,t1 
0 
1 
Mit T =(ti, ... , tm) kann man dann 
(I+ smt'!:,) ... (I+ s1t'f)v 
schreiben. 
v+Td 
v + TL- 1STv 
(I+ T L- 1sT)v 
Mit Hilfe der Householder-Transformation (32) und den Ersetzungen tk =Wk und 
sk = -~ = -~1 w 1 erhalt man nach (35) 'Yh w,.,. 
T T ( J _ Wm Wm) ... ( J _ w1 w1 )v 
lwmml lw11I 
(I - (w1, ... ,wm)L~l(1;:\i' ... ' lwwm':,l)T)v, 
wobei 
1 0 0 
w[w1 1 0 
Lm = 
lw22I 
w~w1 W~Wm-1 1 lwmml lwmml 
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(35) 
(36) 
Mit Wm= (w1, ... , Wm) und Wm= ( ~1 , ... , I wm 1) ergibt sich (36) zu w11 Wmm 
Pm ... P1v =(I - WmL~1 W,;:)v. Weiterhin gilt 
Nach Kostruktion sind die Matrizen Lj in den Matrizen Lj+l fiir j = 1, ... , m -1 enthal-
ten. Der Punkt 4. des vorhergehenden Algorithmus andert sich dann wie folgt: 
Hiermit erhalt man 
3 Das QMR-Verfahren 
Es wird das QMR-Verfahren auf der Basis des look-ahead Lanczos-Prozesses nach [8] 
beschrieben. 
3.1 Der klassische Lanczos-Algorithmus 
Die Lanczos-Methode im klassischen Sinne bedeutet die Reduktion einer nichtsymmetri-
schen allgemeinen Matrix A E Rnxn auf Tridiagonalform. Der Algorithmus startet mit 
Vektoren v1 E Rn und w1 E Rn, wobei v1 -/:- 0 und w1 -/:- 0. Dann werden Basen {Vi} und 
{wi} fiir die Krylov-Unterraume Kn(A,v1 ) bzw. Kn(AT,w1 ) mit der Biorthogonalitatsbe-
dingung 
( . ) _ { 1 fur k = j 
W3,Vk - 0 t sons 
(37) 
konstruiert. 
Die beiden Basen werden mit einer 3-Term-Rekursion gebildet. Es werden pro Schritt 
wenig Operationen durchgefiihrt und minimaler Speicherplatz benutzt. Der klassische 
Lanczos-Algorithmus lautet folgendermaf3en (siehe [8]): 
1. wahle: ii1, w1 E Rn mit ii1, w1 -/:- 0 
setze: Vo = wo = 0 
2. Iterationprozef3 fiir j = 1, 2, ... 
(a) berechne: 5i = (wj,iij) 
falls 5j = 0, dann m = j - 1 und stop 
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(b) wahle: {33, 13 E R mit {3J13 = 83 
setze: v3 = v3/13 und w3 = wi/ f3i 
(c) Ctj=(w3,Avi) 
Vj+1 = Avj - CtjVj - /3jVj-l 
- AT Wj+1 = Wj - CX.jWj - /jWj-1 
falls Vj+i = 0 oder Wj+i = 0, dann m = j und stop 
Die spezielle Wahl von Ctj, {3j und /j sichert die Biorthogonalitat (37). Die Basen fuj} und 
{ Wj} werden zusammengefaBt zu Vm = { v1, ... , vm} bzw. Wm = { w 1, . .. , wm} . Mit der 
Hessenberg-Matrix Hm E R(m+l)xm, 
0 
0 
0 
f3n 
und Hm =[Im, O]Hm (Streichung der letzten Zeile) erhalt man 
VmHm + [O, ... '0, Vm+il 
w mH! + [O, ... '0, Wm+ll · 
Die Biorthogonalitatsbedingung (37) kann als 
w,;:vm =Im 
geschrieben werden. Fiir symmetrische Matrizen A= AT kann man w 1 = v 1 mit {3j = /j 
wahlen. 
Das Lanczos-Verfahren kann verschiedenartig abbrechen. Ein regularer Abbruch liegt 
vor, wenn Vm+i = 0 oder Wm+l = 0. In diesem Fall spannen die rechten Lanczos-
Vektoren v 1, ... , Vm einen A-invarianten Unterraum auf bzw. die linken Lanczos-Vektoren 
W1, ... 'Wm einen AT-invarianten Unterraum. Ein moglicher irregularer Abbruch der 
Lanczos-Methode ist 5m = (Wm, vm) = 0, wobei weder Vm = 0 noch Wm = 0. Das bedeu-
tet, daB die entsprechenden Basisvektoren Am~1v 1 bzw. (ATr- 1w1 nicht konstruierbar 
sind. Dies ist kein Problem der Skalierung, sondern die Biorthogonalitatsbedingung (37) 
kann nicht erfiillt werden. Es kann sein, daB (37) fiir eine hohere Potenz (> m) von 
A und AT wieder erfiillt ist. Ein Algorithmus, der irgendwie auf ein solches Paar von 
Lanczos-Vektoren vorausschaut, wird look-ahead Lanczos-Algorithmus genannt. 
3.2 Der look-ahead Lanczos-Algorithmus 
Die Grundidee des look-ahead Lanczos-Algorithmus ist die Abschwiichung der Biortho-
gonalitatsbedingung (37). Fur jedes m = 1, 2, ... werden die Vektoren v 1 , ... , Vm und 
14 
w1 , ... , Wm durch den look-ahead ProzeB in l = l( m) Blocke unterteilt. Fiir k = 1, ... , l -1 
seien die k-ten Blocke der Lanczos-Vektoren durch 
und der l-te ( aktuelle) Block durch 
V (l) - [ ] - VmpVm1+1, · · · ,Vm1+1 -l 
gegeben, wobei 1 = m 1 < m 2 < ... < mk < ... < m1 ~ m < m1+i · Die so konstruierten 
Blocke schwachen die Biorthogonalitatsbedingung (37) zu 
(w (j))TV(k) = { D(k) fur j = k . . k 1 l 
0 sonst ' J, = '· · ·' ' (38) 
ab, wobei die Matrizen D(k) nichtsingular sind fiir k = 1, ... , l - 1. Die Matrix D(l) ist 
nichtsingular, wenn der l-te Block vollstandig ist, d.h. m = m 1+1 - 1. Die ersten Vektoren 
Vmi. und Wmi. eines jeden Blockes werden regulare Vektoren genannt, die anderen innere 
Vektoren. 
Es wird jetzt die Basisstruktur des look-ahead Lanczos-Algorithmus nach [9) angegeben. 
1. wahle: v~,w1 E Rn mit !lv1!!2 = 1 und llw1ll2 = 1 
setze: V(1) = v1, W(l) = w1, D(l) = (W(1))TV(1), 
setze: m1 = l,k = l,vo = O,wo = 0, v(O) = 0, W(O) = 0,{]1=l,e1=1 
2. IterationsprozeB fiir m = 1, 2, ... 
(a) Entscheidung iiber die Konstruktion von Vm+i und Wm+l als regulare oder 
innere Vektoren und goto (b) bzw. (c) 
(b) Regularer Schritt: 
V(k)(D(k)ti(W(k)f Avm 
V(k-1)(D(k-1)t1(W(k-1))T Avm 
W(k)(D(k)tT(V(k)f AT Wm 
W(k-l)(D(k-l)tT(V(k-l)f AT Wm 
setze: mk+l = m + 1, k = k + 1, V(k) = 0, W(k) = 0, goto (d) 
( c) Innerer Schritt: 
Die Wahl der Rekursionskoeffizienten (m und 'T/m ist nicht sehr wichtig, da der 
Algorithmus im allgemeinen sehr kleine Blocke bildet. Wie numerische Beispiele 
zeigen (siehe [7], [12]), kann man (m = 1 und 'T/m = 1 wahlen. 
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(d) l?m+i = lliim+1\\2 em+l = \\wm+1\\2 
falls l?m+l = 0 oder em+l = 0, dann stop 
Vm+l = iim+1/ l?m+l , Wm+l = Wm+1/em+1 
y(k) = [V(k), Vm+1] l W(k) = [W(k) 1 Wm+i] , D(k) = (W(k))TV(k) 
Schritt (2c) ist eine Blockversion des klassis~hen Lanczos-Algorithmus. Die inneren Vek-
toren iiberspannen den ,,Graben" zwischen zwei reguliiren Vektoren. Die obere Hes-
senbeTg-Matrix Hm ist hierbei von block-tridiagonaler Gestalt mit Blacken der GroJ3e 
. (mk - ffik-1) x (mk - mk-1) auf der Diagonalen. Mit Vm = [VC1), ... , V(l)] und 
Wm= [W(l), ... W(l)] geht (38) in 
w;:vm = Dm = diag(D(l), ... , D(1)) 
iiber. Dm ist nichtsinguliir, wenn m = m1+1-l. Werden nur reguliire Schritte durchgefiihrt, 
ist dieser look-ahead Lanczos-Algorithmus mit dem klassischen Lanczos-ProzeJ3 identisch. 
Fur die Entscheidung, ob ein reguliirer oder ein innerer Schritt durchgefiihrt wird, ist 
es notwendig, daJ3 die Matrix D(k) nichtsinguliir ist. Hierzu kann man den kleinsten Sin-
. guliirwert O'min(D(k)) von D(k) iiberpriifen. Es muJ3 auch noch gesichert sein, daJ3 sowohl 
die rechten Lanczos-Vektoren v1 , ... , Vm als auch die linken Lanczos-Vektoren w 1 , ... , Wm 
linear unabhiingig sind. 
3.3 Das QMR-Verfahren 
Die grundlegende Idee des QMR-Verfahrens ist die Erzeugung der Matrix Vm mittels 
kurzer Rekursionen mit Hilfe des look-ahead Lanczos-Prozesses, wobei dann aber die Mi-
nimierungsbedingung (12) ein wenig abgeschwiicht wird. Auch dieses Verfahren liefert 
nicht das ,,ideale KTylov-Verfahren". Es miiJ3te die beiden folgenden Kriterien gleichzeitig 
erfiillen: 
1. Die Iterierten erfiillen eine Minimumbedingung (z.B. (12)), und 
2. der Arbeits- und Speicheraufwand pro Iteration bleibt anniihernd konstant. 
Nach [4], [5] gibt es fiir allgemeine Matrizen A kein CG-iihnliches Verfahren, daJ3 die 
beiden Bedingungen gleichzeitig erfiillt. Nur fiir Matrizen der Form 
A= ei8(B +(}'I) , mit B =BT und B, (}' E R 
kann man solche Verfahren konstruieren. 
Der QMR-Algorithmus lautet folgendermaJ3en: 
1. Bestimmung des Anfangsresiduums To aus x 0 ; To= b - Ax0 
2. Bestimmung der ersten Basisvektoren; v1 = To/\\To\\2 , W1 =vi 
3. IterationsprozeJ3 fiir m = 1, 2, ... 
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(a) Bestimmung der Matrizen V111 , V111+1 und fI111 mit dem look-ahead Lanczos-
Algorithmus 
(b) Minimierung des Residuums mittels Givens-Rotationen ( siehe 2.2 ) 
Aus X111 = xo + V111y111 folgt r111 = r0 - AV111 y111 . Mit (14) erhalt man 
r111 = v1llroll2 - V111+1H111Y111 und hieraus 
r111 = V111+1(llroll2e1 - H111Y111)· (39) 
Da V111+1 nicht unitar ist, wird der Koeffizientenvektor y111 minimiert. Die Grofie 
yf:. sei die Losung des Minimumproblems 
II llroll2e1 - fI111Yf:.ll2 = min II llroll2e1 - fI111Y111ll2· 
Y111 E R111 
(40) 
Der Minimierungsaufwand fiir (39) wiirde sonst fiir die Anzahl der Operationen 
O(n · m 2) und fiir den Speicherbedarf O(n · m) betragen. 
Dafi ( 40) gerechtfertigt ist, zeigt folgende Uberlegung: 
Es ist 
r111 = b - Ax111 = V111+1(llroll2e1 - fI111Y111)· 
Aus w,;:+i V111+i = D111+1 folgt D;,,~1 w,;:+1 V111+i = I111+i und damit 
D;,,~ 1 w,;:+1 V111+i(llroll2e1 - H111Y111) = D;,,~1 w,;:+1(b - Ax111)· 
Samit erhalt man 
(41) 
( 41) zeigt, dafi das Minimumproblem ( 40) aquivalent zur Minimierung des Re-
siduums in wechselnden Unterraumen ist , d.h. 
min llD;.~1 w,;;+1 (b - Ax111)ll2· 
X111 E xo + K111(A, ro) 
( c) Bildung von x~ mit Konvergenziiberpriifung ( siehe 2.2 ) 
L V. L X111 = Xo + 111Y111 
Eine Vereinfachung erhalt man dadurch, wenn man eine Matrix P konstruiert, so dafi 
ATP=PA (42) 
gilt. P ist eine syrnrnetrische und nichtsingulare Matrix. Unter Benutzung des Startvektors 
- ~ 'lt d - Pvm f" 11 W1 - llPv1ll2 g1 ann W111 - llPvmlb ur a em. 
W111+l AT W111 W(k)(D(k)tT (V(k))T AT W171 
W(k-l)(D(k-l)tT(V(k-l)l AT W171 
llPLll2 {AT Pv111 W(k)(D(k)tT(V(k)f AT Pv111 
W(k-1)(D(k-1)tT(V(k-1))T AT Pv111 } 
llPL112 {P Av111 W(k)(D(k)tT(V(k))T p Av111 
W(k-1)(D(k-1)tT(V(k-1)f p Av111 } 
llPLll2 {P Av111 PW(k)(D(k)tT(V(klf Av111 
PW(k-1)(D(k-1)tT(V(k-1))T Av111} 
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Hieraus folgt 
Pvm+l 
l\Pvm+1!12 
Pvm+1 
l\Pvm+1 \\2. 
4 Einige Bemerkungen zu GMRES und QMR 
Mit wachsendem m nimmt der Arbeits- und Speicheraufwand des GMRES-Algorithmus 
zu. Deshalb ist es sinnvoll, eine maximale Dimension mmax des K rylov-U nterraumes 
Km(A, r 0 ) vorzugeben. Ist die Konvergenz nach mmax Iterationsschritten nicht erreicht, 
wird die Iterierte Xm als neuer Startwert genommen, d.h. x 0 := Xm. Diese Variante mit 
,, restart" erlaubt es, den Speicheraufwand in Grenzen zu halten. Andererseits kann sich 
dadurch die Konvergenz verlangsamen. 
Das QMR-Vetfahren lost nach [8] dasselbe Approximationsproblem wie GMRES und hat 
auch dasselbe quantitative Konvergenzverhalten, wenn man von der Optimalitat( GMRES) 
zur quasi-optimalen Approximation (QMR)ubergeht. 
4.1 Ein einfacher Vergleich 
Jetzt soll ein einfacher Vergleich zwischen beiden Algorithmen bzgl.des Rechenaufwandes 
gemacht werden. Dazu wird das QMR-Verfahren mit ,,restart" betrachtet. Der Vergleich 
soll sich nur auf die Anzahl der durchgefohrten Matrix * Vektor-Operationen und auf die 
Anzahl der zu berechnenden Skalarprodukte for die Erzeugung der Matrix Hm beziehen. 
AuBerdem wird noch vorausgesetzt, daB der look-ahead Lanczos-Algorithmus nur regulare 
Vektoren erzeugt. 
Einige Bezeichnungen: 
ca(MV) 
ca( SP) 
cq(MV) 
cq(MTV) 
cq(SP) 
Anzahl der Matrix * Vektor-Operationen fiir GMRES 
Anzahl der zu berechnenden Skalarprodukte fiir GMRES 
Anzahl der Matrix * Vektor-Operationen fiir QMR 
Anzahl der (Matrix l * Vektor-Operationen fiir QMR 
Anzahl der zu berechnenden Skalarprodukte for QMR 
Betrachtet man for die Matrix A eine spaltenweise Speicherung mit Diagonalbehandlung 
(siehe 1.3 ), so kann eine Matrix * Vektor- bzw. (Matrix)T * Vektor-Operation <lurch nz 
Skalarprodukte abgeschatzt werden. 
Hiermit erhalt man folgende Abschatzungen: 
GMRES: ca(MV) = mmax + 1 
ca(SP) = mm,.,,(~m'""+1) + () 
() - Anzahl der Skalarprodukte fiir die N achorthogonalisierung, 
Q < {) < {mm".,-l)mm<tio 
- - 2 
QMR: cq(MV) = mmax + 1 
cq(MTV) = mmax 
cq(SP) = 4mmax - 3 
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cq(SP) kann man nach [9] noch auf 2mmax Skalarprodukte mit gewissem Rekursionsauf-
wand fiir die anderen Skalarprodukte reduzieren. Betrachtet man die Konstruktion re-
gularer Vektoren nach dem look-ahead Lanczos-Algorithmus, so ergeben sich nach Punkt 
3.2 die folgenden Berechnungsvorschriften. 
A d -1 TA d-1 T A Vm - Vm m Wm Vm - Vm-1 m-1 Wm-1 Vm 
AT d-1 TAT d-1 T AT Wm - Wm m Vm Wm - Wm-1 m-1 Vm-1 Wm 
T 
WmVm 
Es ist 
Weiterhin folgt nach der obigen Berechnungsvorschrift und nach der Biorthogonalitatsbe-
dingung ( 38) 
und 
Hieraus folgt: 
und 
v;:_1 ATwm = v;:wm = llvmll2v;:wm = llvml!2dm. 
Nun kann man eine einfache Beziehung aufstellen zwischen der maximalen Dimension des 
Krylov-Unterraumes und den Kosten fiir GMRES und QMR. 
Dies ist gleichbedeutend mit 
ffimax( ffimax + 1) + () _ ( + 2) _ O 2 nz mmax - . (43) 
Hieraus erhalt man 
(44) 
mit 
mmax = nz + 2 (45) 
und 
mmax = 2nz + 3. (46) 
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Aus den Abschatzungen ( 44) - ( 46) kann man schlufifolgern, daB fiir grofies nz der 
Rechenaufwand des QMR-Algorithmus gegeniiber GMRES erheblich ansteigt, weil die 
(Matrix)T * Vektor-Operation nicht vernachlassigbar ist. 
Andererseits bietet der QMR-Algorithmus die Moglichkeit, ohne grofien zusatzlichen Re-
chenaufwand auf Normalgleichungssysteme der Gestalt (5) umzuschalten, so daf3 man hier 
verschiedene Krylov-Unterraum-Methoden kombinieren kann. 
Die Entscheid~ng, ob GMR~S oder QMR anzuwenden ist, hangt von der konkreten Pro-
. blemstellung ab. -
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