Single user channel estimation for the case of sparse channels with large delay spreads is addressed. In addition, practical pulse shapes are considered. In sparse channels, the e cient way to estimate the parameters is to estimate the continuous delays of each path, instead of using the typical discrete tapped delay line model. Due to the facts that the desired delays are not drawn from a simple nite set and that bandlimited pulse shapes are employed, the resulting methods require numerical optimization techniques. To facilitate estimation, it is proposed to optimize the spreading code employed during the training, or estimation, phase. The optimal single path spreading code is derived and extended for estimation in the multipath scenario. Both single path and multipath channel estimation are considered. The proposed algorithms are evaluated through simulation and via the determination of the Cram er-Rao lower bound on the estimation variance. Analytical approximations of key performance measures are also derived and are seen to be tight for a variety of scenarios.
I. Introduction
We address the channel parameter estimation problem in a Direct-Sequence Code-Division Multiple-Access (DS-CDMA) system. The focus is on sparse channels, where the delay spread is large and there are a small number of strong paths (see e.g. 15, 4] ). As data rates increase, the channel experienced by the DS-CDMA signal will become more sparse in nature. In this case, most of the energy is concentrated in distinct taps which are separated by large time delays (e.g. 16] ). Furthermore, systems where bandwidth e cient pulse shapes are considered. The multipath, baseband channel can be characterized in two ways. In the rst case, the baseband channel is characterized by a tapped delay line 8] whose taps are equally spaced by the chip interval. It is assumed that the delay spread is L chip intervals, and the parameters to be estimated are the complex coe cients of L taps and one discrete delay. Whereas channel estimation for this scenario exist 17, 20, 18] , these algorithms initially assume synchronization with the user of interest. In order to estimate the timing of the desired user, it is necessary to solve the problem L c times, conditioned in the assumption of a particular delay value, where L c is the spreading gain. Thus such estimation algorithms 17, 20, 18] incur high overall complexity. In the second approach, the complex amplitude and continuous delay of each path have to be estimated. For the second scenario, the number of parameters to be estimated can be much lower than in the equally spaced tapped delay line model and thus channel estimation can be made more e cient. This is particularly true for channels with large delay spreads. We note that the rst approach o ers the advantage of yielding a more easily parameterized channel model at the expense of over parametrization.
Much of the work performed for the estimation of the continuous delay of one path 2, 3, 7] or the continuous delays of a multi-path channel has 1, 14] focused on rectangular chip pulse shapes. When rectangular pulse shapes are used, the correlation of the pulse is piecewise linear (a triangular pulse) and both data-aided maximum likelihood and blind subspace algorithms yield closed form solutions. The drawback of rectangular pulse shapes is that they have in nite bandwidth and thus are impractical. We also observe that if the algorithms designed for rectangular pulse shapes are employed for systems using bandwidth e cient pulses, there is a signi cant loss in performance. This is seen in Figure 1 where the algorithm in 2] which is optimized for rectangular pulse shapes is used in the presence of a raise cosine pulse. Performance is compared to the algorithm presented herein. It is clear that there is a signi cant loss in performance due to the mismatch in pulse shape assumptions.
For general bandlimited pulse shapes, closed form solutions do not exist and we need to perform numerical optimizations. To our knowledge, 19, 6] , may be the only work which considers multiuser concepts with channel estimation for systems with bandwidth e cient pulses. In 6] , it is shown that the single-path blind subspace based algorithms of 3, 7] can be extended for the case with bandlimited pulses. However, blind subspace algorithms with nonlinear pulse shapes result in high error variance and require a large number of symbols to achieve reasonable performance.
In this work, we consider bandlimited pulses, but in contrast to 6], estimation of multipath is considered with a preamble to achieve fast estimation. In 19] , by allowing continuous spacing between the channel taps, it is proposed to reduce the number of taps, in order to reduce the complexity of the receiver which shall perform after the initial acquisition. The estimation in 19] is done in two stages, where in the rst stage the channel is estimated based on a discrete tapped delay line model with delay spread of L chips as in 17, 20, 18] . Next, a channel whose number of number of taps is lower than L, with continuous tap spacing is estimated by maximizing the correlation of the channel response with the previously estimated discrete channel. To achieve reliable estimation in the rst stage, a small value of L relative to L c is required, which prohibits estimation of sparse channels with large delay spreads.
In this paper, we shall consider sparse channel estimation using the model of the second type. To improve the channel estimation, we propose the use of an optimized training spreading code. Thus, one spreading code will be used for training and one for data transmission, as in 12], where the idea was used to estimate the discrete channels of all active users in a synchronized system. We decompose the delay into a discrete d and fractional part as = (d + )T c , where T c is the chip duration. The variable d is an integer and 2 0; 1). We propose using spreading codes optimized to estimate the fractional and integer parts of the delay. The periodic structure of the optimal code for estimating eliminates the need to perform the optimization for all possible discrete delays, as in 2, 3, 1]. Our methods di er from those of 19] , in that we do not initially perform a discrete channel estimation and constrain the delay spread to be L chips. Our work is inspired by 9], where di erent preamble signaling are employed for estimating for detection, symbol synchronization, and frame synchronization for a single user, narrowband environment. We also derive a closed form solution for estimation of the fractional part of the delay of a single path channel, by employing an approximation of the desired user's received signal to a sinusoid.
The algorithms are initially derived for the DS-CDMA uplink, but can also be used for the downlink. For the downlink we propose an improved estimation of the fractional part ( ) by exploiting the fact that all received signals experience the same channel (excluding out of cell interference). This fact was used in 21] and 5], where subspace based blind estimation algorithms for downlink DS-CDMA were proposed and where the channel was modeled as a discrete tapped delay line. The spreading codes of all the users were assumed to be known in 21, 5] . Assuming that the mobile station has such information prior to synchronization/channel estimation is obtained is impractical. In our work, we assume neither knowledge of the interfering users' spreading codes nor the number of interferers. This paper is organized as follows. In Section II, the system model, assumptions and notation are provided. The optimal spreading spreading codes for the estimation of the fractional and integer parts of the delay for a single path channel are obtained in Section III. In Section IV, the closed form solution for the fractional part for one path is obtained. The algorithm for multipath channel estimation is provided in Section V. The total estimation algorithm is summarized in Section VI. In Section VII the improved estimation strategy for the downlink is discussed. In Section VIII, numerical results are provided. Concluding remarks are presented in Section IX. Appendix A evaluates a theoretical approximation to the mean-squared estimation error; Appendix B derives the probability of acquisition for the integer part of the delay; and nally Appendix C provides the Cram er-Rao bound on the estimation variance for the estimation problems considered herein.
II. Signal Model
We consider a scenario where one new user initiates communication and joins a system of K ?1 users. We wish to estimate the parameters of the new user only. The user of interest transmits a constant training data sequence during acquisition. In addition, the new user will employ an optimized training spreading sequence. The derivation of this spreading sequence will be presented in the sequel. Due to the assumption of a specialized spreading code for training, the methods to be proposed herein only work for the case where a single user is entering communication. Thus, if two users wish to commence communication simultaneously, the base station must delay one user.
We will start by considering a single path channel. Consider a system with K users, where h k , k , and a k (n) are the complex amplitude, delay and data bit of the k th user at time n respectively; c k is the spreading code vector, and p(t) is the chip pulse shape, which is common to all users. The elements of c k are denoted by c k (i) and take on values 1 p Lc , where L c is the spreading gain. The symbol period and chip period are denoted by T and T c , respectively, and are related by T = L c T c .
The received signal is the superposition of signals of all users and additive white Gaussian noise with variance 2 , which is denoted by w(t):
c k (i)p(t ? iT c ? nT ? k T c ) + w(t); (1) where N is the number of symbols.
In this paper, we consider symbol matched lter outputs as the discrete time observation. The symbol matched lter output, which shall be sampled to obtain the discrete time observation, for user k is: (2) Such continuous time to discrete time conversion yields a set of insu cient statistics. The set of su cient statistics would correspond to Nyquist sampling. In the sequel, we shall consider oversampling the signal to improve the performance. The normalized (T c = 1) delay k 2 0; L c ) is decomposed into discrete and fractional parts: k = d k + k , where d k 2 f0; : : : ; L c ? 1g and k 2 0; 1). The correlation function of the chip-pulse shape, is given by:
It will be assumed that the chip pulse is nite duration, and for some I, the correlation function x(t) < for jtj > I. Assuming that I < L c =2, the symbol matched lter output for the k th user has contributions from at most three symbols of each user. Assume that the user of interest is user 1.
The matched lter output of user 1, sampled at t = nT is given by We choose the data for the signal sequence to be all 1's so that the energy of the multiple access interference (MAI) and additive noise can be reduced by simple averaging. If a total of N symbols is used for acquisition, the averaged matched lter outputs, which are sampled at the symbol rate for the rst user is, ( 1 ) h 1 + z mai + w: (8) The vector z mai contains the contributions from the interfering users (see Equation (6)) and the vector w is the oversampled noise signal. Note that due to oversampling, the components of w will not be independent. Each component of the correlation matrices of the multiple access interference (R mai = Efz mai z H mai g) and the additive Gaussian noise ( 2 R w ) decrease in magnitude with 1=N. As we assume the parameters of interfering users are unknown, R mai is unknown. The matrix R w is known, as it is a function of matched lter timings and correlation function x( ).
III. Optimal Spreading Codes
A. Spreading code choice for fractional delay estimation
We begin by considering a single path model. The methods presented herein will then be generalized for the multipath case. We seek the spreading code which will minimize the mean squared error for the maximum likelihood estimator of the fractional part of the single path delay, given the integer part of the delay. Note, however, that the resulting algorithm will not require the integer part. Thus we will be able to estimate the fractional part of the delay and exploit this estimate to determine the integer part of the delay. The complex coe cient of the path will be a byproduct of the delay estimation methods. It will be be assumed that the multiple access interference is Gaussian 1]. The total interference is then Gaussian with correlation R = 2 R w + R mai , since the data and noise are uncorrelated. As the discrete portion of the delay is initially assumed known, we know that the delay is within the interval d; d + 1) . If the sampling time were to be set to (the desired delay), all of the signal energy could be captured. In order to capture most of the signal energy, we oversample the rst chip interval of each symbol with oversampling factor M. The sampling times are therefore
Given our assumptions the observation, conditioned on and d, is Gaussian with mean z M 1 and covariance R, thus the log-likelihood function to be maximized is
First the closed form ML solution for h, the complex attenuation coe cient, given is obtained, and then the solution for h is substituted in to determine the delaŷ = arg max F s ( );
An approximation to the mean squared error (MSE) of this estimator, employing a high signal to noise ratio assumption, is derived in Appendix A-A.:
The optimal training spreading sequence is determined as follows, c 1 opt = arg min c 1 2f 1 p Lc g Lc
MSE
We have considered the optimization for various system realizations with an exhaustive search for the optimal binary spreading code. It was observed that the desired spreading code is a sequence alternating between 1= p L c and ?1= p L c . This is intuitively explained as follows.
The energies of the signal vector and its derivative are given by:
where o is the true value of the delay and r k (n) is the cyclic correlation of the spreading code of user 1 with that of user k. This function is given by,
If the spreading code is normalized, we have r(0) = 1 and ?1 r(n) 1.
In Figure 2 , x(t) and x 0 (t) = @x(t) @t are illustrated for the spectrally raised cosine pulse that we use in our simulations. By examining Figure 2 and Equations (15) (16) , it is seen that kzk 2 will not change signi cantly by the choice of r(n), but kz 0 k 2 can be maximized if r(1) = r(?1) = ?1 is chosen. Therefore, by choosing an alternating sequence, the MSE is minimized. Employing the alternating sequence, we have z M 1 ( +d) = (?1) dmod2 z M 1 ( ), therefore the cost function in Equation (12) becomes independent of the discrete delay: F s ( +d) = F s ( ), where d is an integer. Therefore d is not required for the estimation of .
B. Spreading code choice for integer delay estimation
Analogous to the previous section, we now assume that the fractional part of the delay is known. We seek the spreading code which will maximize the probability of acquisition of the integer delay. When the fractional delay is known, there is no need to oversample over the chip period. Instead, for each symbol, L c matched lter outputs are obtained for each possible integer delay, with the correct fractional delay. Therefore, for one of these sampling points, most of the signal energy is acquired depending on the accuracy of^ . 
The structure of the estimator is the same as in (11):
whered 2 f0; : : : ; L c ? 1g. Thus, the estimation of the delay is done by choosing the discrete d which maximizes (21) . This is a constrained maximization which requires the evaluation of (21) for all possible values of d.
We de ne the probability of acquisition error as P d 6 = d]. In Appendix B we derive the probability of one error event: P d = jjd = i]. Assuming the probability of error is dominated by the worst case (minimum distance) error event, our optimal spreading code is de ned as the one which maximizes the minimum distance. For several realizations of system parameters, we performed a brute force search for the optimal sequences. It was observed that the resulting codes are such that jr(n)j is minimized for n 6 = 0. Thus, typical sequences such as m-sequences are good candidates for use during the integer delay part estimation 10].
IV. Closed Form Solution for Single Path Channel
For the optimal single path code for fractional delay estimation, we can actually determine approximations that yield a closed form solution for . We rst show that the matched ltered signal can be approximated as a cosine. The signal z 1 ( ) in (7) can be expressed as 
For the spectrally raised cosine pulse used in this work 8], X(1=2) = 1=2 and X(k=2) = 0 for k = 2; 3; : : : . Therefore f k = 0 for k = 2; 3; : : : , and z 1 ( ) = cos( ).
Notice that we do not use the exact raised cosine pulse, but a truncated version so that it has nite duration. We make the approximation that the Fourier transforms of the pulse and its truncated form are the same. Thus when the value of I is increased, we will get a better approximation.
We next obtain the closed form solution of by solving for the stationary points of Equation (12), by using the approximation: 
We next consider the spreading code to use for the estimation of . Note that the alternating sequence of Section III is not optimal in the MSE sense for multipath estimation. In fact, it has poor resolution properties, two paths whose delays are separated by an integer value cannot be distinguished because z M ( + 1) = ?z M ( ), and if the amplitudes of the two paths are related by a multiple of (?1) i , they yield the same signal. The periodic alternating sequence had the desirable property of allowing estimation of the fractional part rst, without the knowledge of the integer part. This reduced the interval over which the continuous search is done. Moreover, having the fractional part, the estimation of the discrete part can be done over a nite set. These properties can still be achieved by using another repeating sequence with a larger period, and by increasing the oversampling rate. We consider the repeating code The continuous search, which is done using numerical optimization methods, yields t . Using the approximation derived for MSE of estimation of two paths, in Appendix A-B., the MSE of t is seen to be a function of the di erence between the two delays. In this case, it will not be possible to distinguish two paths which are separated by a delay of two chip intervals. However, it is observed that the spreading code provides good resolution with reasonable oversampling rates (Figure 3) . The gure was obtained by setting 1;1 = 0, and obtaining the MSE as 1;2 varies within a symbol interval. Although the estimation cannot be done when 1;2 = 2; 4; : : : , we desire the MSE to be low around these values. It is observed that oversampling by a factor of 4 or 5 is su cients to have good resolution. Thus, if k;i ? k;i+1 = 2 , where is a small value, appropriate oversampling can ensure a reasonable MSE; however, if k;i ? k;i+1 = 2 then the two paths cannot be resolved.
We presume that the probability of having two paths precisely a multiple of two chips apart is negligible.
The estimates of the fractional parts of the delays obtained using (40) 
Thus, in summary, for the multipath channel, the estimation of t can therefore be done using the modi ed spreading code described, and oversampling two chip intervals. Next the sampling times are adjusted and the observation in Equation (44).
VI. Algorithm
We have seen that the optimal codes for the fractional and discrete parts of the delay are di erent. Therefore we propose using di erent spreading codes matched for estimating and d, during the preamble. Let us consider the fractional part rst. Since we are using the alternating sequence for the spreading code, we do not need to know the integer delay to perform the estimation Thus once the channel coe cient and fractional part of the delay have been determined using (11) , the timing of the matched lter is aligned with the chip timing, and the integer part of the delay is found via Equation (20) . Aligning with the chip timing will increase the signal energy captured and therefore the probability of acquisition error will be lower.
For the multipath case, in order to increase resolution, the periodic spreading code described in Section V is used for estimation of the fractional parts, t . Note that since we are using an all 1's data sequences, a path whose delay > T is larger than a symbol interval will be wrapped back, and it will be estimated as ? T. This e ect will be seen in any blind estimation technique, or any preamble estimation which uses all 1's data, unless there is some coarse synchronization assumed as in 1]. If it is assume that the delay spread is smaller than one symbol period, and the delay of the rst path is smaller than a symbol period and delay of the last path should be smaller than two symbol periods. Therefore there are L possible orderings of the paths. The correct ordering can be found during data transmission as the ordering which maximizes the energy in the overall signal and channel matched lter.
VII. Downlink Channel Estimation
We next consider the channel estimation problem at the downlink (from base-station to the mobile station). The downlink channel is a special case of the signal model presented, where: (a) the interfering users signal go through the same channel and (b) the users are synchronized. Although the energy of MAI is reduced due to the averaging, we can further improve the performance by using the fact the interfering users have the same channel, thus obviating the need to approximate the MAI as colored Gaussian noise.
We begin by expressing the MAI component in the observation, z mai in Equation (8) explicitly.
We stack the matched lter outputs due to each symbol and form a long observation vector. The long observation vector and the averaged observation u Q in Equation (8) Recall that all users share the same delays and complex amplitudes. The contribution due to l th path of the k th user to u long is given by 2 6 6 6 6 6 6 4
. 
To tie into previously de ned notation (see Equation (39) propose to consider r a mai as a length L c constant unknown vector, and obtain the ML estimates of , h, and r a mai . However, this is still not feasible because the signal is not linear either in h or r a mai , so a numerical optimaization has to be done for all the parameters. In the sequel, we propose a suboptimal iterative solution, which requires the numerical search of only, as in Section V.
Let us de ne r T = r 1 + r a mai and notice the observation can also be written as u Q = X Q dl ( )Th + w
where T = I L r T .
In the rst step, we initially assume that r T = r 1 , and obtain estimates of and h, via the estimator in (40), using the sample average outer product as the covariance matrix estimate. Then, we obtain the ML estimate of r a mai given the estimates^ andĥ:
In the second step update r T = r 1 +r a mai . Then repeat the rst step by solving (40) with covariance matrix R w and Z Q ( ) = X Q dl ( )T. The second step can be repeated to improve the estimates. It is observed in numerical results in Section VIII that two or three iterations are su cient. Note that this algorithm is useful only for improving the fractional parts of the delays because having two di erent discrete delays has the e ect of cyclically shifting the vector r a mai . As we assume ignorance of the spreading codes of the interfering users at the mobile, r a mai is completely unknown and we cannot observe the shift on z mai . However, since estimation of fractional delay is a very important part of our algorithm whose performance a ects the overall probability of acquisition, the proposed downlink algorithm will improve total performance.
VIII. Numerical Results
Simulation results are given for the mean squared error (MSE) of the fractional delay estimation and probability of acquisition error of the integer delay estimation. Analytical MSE results and Cram er-Rao bounds are also provided. In all the simulations, the pulse shape shown in Figure 2 was employed. This is a spectrally raised cosine pulse with a roll-o factor of 1, the duration of the pulse is 8 chip intervals (I = 4). The multiple access interference is de ned to be the ratio of the power of the each of the interfering users to the user of interest.
In the rst set of gures, the system parameters considered in the simulations are: spreading gain L c = 16, number of users K = 8, and MAI 0 db. In all simulations, 1000 Monte Carlo rns were conducted. In Figure 4 , estimation of the fractional part of the delay for a single path is
considered. An observation containing N = 20 symbols was used for estimation. It is observed that the closed form solution (Equation (38)) performance exactly matches the numerically obtained solution (Equation (11)) performance for a pulse truncated to 6 (I = 3) samples. Moreover, the analytical MSE approximation and the CRB also coincide. In Figure 5 , estimation of the fractional part for two paths is examined. The MSE values are for the sum mean-squared error for the two parameters. The delays were = (2:73; 7:38). The number of symbols used for estimation was N = 40. Once again, we observe strong correspondence between the simulated performance, analytical approximations and the CRB. We also note that despite the increasing noise correlation as we increase the oversampling, performance continues to improve with larger oversampling. This e ect is not seen for the single path case. Similar observations for single path estimation were made in 6]. In Figure 6 , estimation of the discrete delays of the same system is considered. A random error of 0:05 was assumed in the estimation of each of the fractional parts. We consider path strength di erences of 1.5 dB and 5 dB and observe that when the path strength is larger, performance degrades slightly. It is observed with an error of 0:05 on each of the paths (total squared error of 0.005), good probability of acquisition is obtained even at low signal to noise ratio values.
In the simulations of Figures 4-6 , the second order statistics of the interfering users were assumed to be known. Such assumptions are consistent for algorithms to be executed at the base-station. In Figure 7 , we examine the e ect of imperfect interferer parameter information for a three path channel. The total energy of the amplitudes was normalized and an error of 0:01 was imposed on both the amplitude and timing knowledge of the interfering users at the base station. We note that there is a loss in performance due to the mismatch in statistics. However, it should also be noted that the estimates of the interfering users' channels can be re ned and improved while they communicate; thus it is anticipated that the errors in these parameters will, in fact, be smaller than the scenario considered.
In Figure 8 , the improvement in the fractional delay estimation is investigated (Section VII). A system with spreading gain L c = 16, and K = 16 users is considered. Notice that for the spreading code employed for the fractional part in multipath, we have r k (d+2) = ?r k (d). Using this property, X Q dl ( ) in Equation (56) can be expressed as X Q dl ( ) r k , where r k is the rst two elements of r k . Therefore the vector r a mai to be estimated is only of length 2. Note also that there will be degree phase ambiguity in the estimate of h. We handle this ambiguity by solving for the t for each possible h and choosing the estimate which maximizes the cost function in Equation (40).
In Figure 9 , the e ect of symbol matched ltering versus chip matched ltering is examined. Chip matched ltering results in a \longer" data vector. The longer data vector is obtained by stacking the oversampled chip matched lter outputs during a symbol period which is averaged over N symbols. Therefore the oversampled chip matched lter output vector is length ML c , while the symbol matched lter output is length M. In 1] , it as shown that an estimator of the form of Equation (11) had a whitening matrix embedded in it, therefore when the received signal dimension is larger than the interference subspace dimension, the multiple access interference can be suppressed. In our case, the interference subspace dimension is 3(K ? 1) . Note that, since the desired user's signal vector is not completely orthogonal to the interference subspace, some signal energy will be lost. Therefore, if the multiple access interference is severe, it is desirable to use a chip matched ltering to suppress the interference. Otherwise, the short symbol matched lter output vectors can be used. In this simulation, the system parameters were: oversampling rate M = 2, and N = 35 observation symbols. From the gure, it is observed that when the additive channel noise is dominant symbol matched lter outputs should be used, if the MAI is dominant, chip matched lter outputs should be used.
IX. Conclusions
We consider data-aided single user parameter estimation with continuous delays and bandlimited pulses for sparse multiuser channels. When the delay spread is large, it is more e cient to estimate the continuous path delays, as opposed to modeling the channel as an equally spaced discrete tapped delay line. The main contribution of our work is the proposition of using di erent spreading codes for estimation of the fractional and integer part of the delays so that the estimation of these quantities can be optimized. The resultant spreading waveforms are simple and reduce the number of symbols required to achieve good performance; furthermore, the form of the spreading code for fractional delay estimation obviates the need to solve the minimization problem for every possible delay, thereby signi cantly reducing complexity. Therefore, initial acquisition can start with fractional delay estimation, and then continue with integer delay estimation.
For the estimation of the fractional part of the delay of a single path channel, approximations the matched ltered signal are derived such that a closed form solution can be obtained. It was observed that the exact numerical optimization results were coincident with the approximate closed form solution in the numerical results. Finally, we have proposed an improved estimation algorithm of the fractional part of the delay for the downlink, exploiting the fact the interfering users are synchronized, and they share same bandwidth. Future work will focus on determining blind channel estimation algorithms for sparse channels. We make the high signal to noise ratio assumption and therefore ignore the rst term in the numerator in (64), we also assume that the estimate^ is close to the true value o , and therefore e 0 (^ ) e 0 ( o ), then taking the derivatives and expectation with respect to y, we obtain: 
B. Probability of Acquisition Error
The cost function F s (d) in Equation (20) can be written in the following form 
