Bifurcations of limit cycles from infinity for a class of quintic polynomial system  by Huang, W. & Liu, Y.
Bull. Sci. math. 128 (2004) 291–302
www.elsevier.com/locate/bulsci
Bifurcations of limit cycles from infinity for a class
of quintic polynomial system ✩
W. Huang a,b,∗, Y. Liu b
a The Seventh Department, Guilin University of Electronic Technology, Guilin 541004, PR China
b Department of Mathematics, Central South University, Changsha 410083, PR China
Received 19 January 2004; accepted 2 February 2004
Abstract
In this work, we use an indirect method to investigate bifurcations of limit cycles at infinity for
a class of quintic polynomial system, in which the problem for bifurcations of limit cycles from
infinity be transferred into that from the origin. By the computation of singular point values, the
conditions of the origin (correspondingly, infinity) to be the highest degree fine focus are derived.
Consequently, we construct a quintic system with a small parameter and eight normal parameters,
which can bifurcates 1 to 8 limit cycles from infinity respectively, when let normal parameters be
suitable values. The positions of these limit cycles without constructing Poincaré cycle fields can be
pointed out exactly.
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1. Introduction
In the qualitative theory of planar differential equations, the bifurcation of limit cycles
is known as a difficult problem. The computation of focal values is one way to study it. In
the case of the finite singular point of the problem (i.e., the case of small amplitude limit
cycles), a lot of work had been done. Most of them had been reported in [1]. But in the
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292 W. Huang, Y. Liu / Bull. Sci. math. 128 (2004) 291–302case of that of infinity (one case of large amplitude limit cycles), there are very few results.
In this case, the researches are mainly concentrated on the following 2n+ 1 degree system
dx
dt
=
2n∑
k=0
Xk(x, y)− y(x2 + y2)n,
dy
dt
=
2n∑
k=0
Yk(x, y)+ x(x2 + y2)n, (1)
where Xk(x, y), Yk(x, y) are homogeneous polynomials of degree k of x, y . For this
system, the equator Γ∞ on the Poincaré closed sphere is a trajectory of the system, having
no real singular point. Γ∞ is called infinity of the system. As far as the number of limit
cycles bifurcated from infinity (large amplitude limit cycles) is concerned, there are some
results as follow: cubic system, 5 limit cycles in [2]; cubic system, 4 limit cycles in [3];
cubic system, 6 limit cycles in [4]; quintic system, 6 limit cycles in [5]. Let In be the
maximum possible number of limit cycles in the neighborhood of infinity of n degree
polynomial differential system, there are I3  6, I5  6. In this paper, we get I5  8.
In the paper, we study the bifurcations of limit cycles at infinity of the following system
with the form
dx
dt
=−λy +A30x3 +A21x2y +A12xy2 +A03y3 + (−y + δx)(x2 + y2)2,
dy
dt
= λx +B30x3 +B21x2y +B12xy2 +B03y3 + (x + δy)(x2 + y2)2, (2)
where λ, δ,A30, A21, A12, A03,B30, B21, B12,B03 are real constants, and λ = 0.
By means of transformations
x = ξ
(ξ2 + η2)3 , y =
η
(ξ2 + η2)3 , (3)
t = (x2 + y2)−2τ (4)
system (2) becomes the following polynomial system:
dξ
dτ
=− δ
5
ξ − η+ (ξ2 + η2)3
[(−ξ2
5
+ η2
)(
A30ξ
3 +A21ξ2η+A12ξη2 +A03η3
)
− 6
5
ξη
(
B30ξ
3 +B21ξ2η+B12ξη2 +B03η3
)]− η(ξ2 + η2)10λ,
dη
dτ
= ξ − δ5η+ (ξ
2 + η2)3
[(
ξ2 − η
2
5
)(
B30ξ
3 +B21ξ2η+B12ξη2 +B03η3
)
− 6
5
ξη
(
A30ξ
3 +A21ξ2η+A12ξη2 +A03η3
)]+ ξ(ξ2 + η2)10λ. (5)
Infinity of system (2) becomes the origin of (5). Being the homeomorphism of the
transformation (3), only investigating the bifurcations of limit cycles at the origin of system
(5) can we derive the bifurcations of limit cycles at infinity of system (2). This indirect
method is different from that used in [2–5].
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at the origin which is necessary for investigating bifurcations of limit cycles. Section 3
compute the singular point values and derive the stability criterions. In Section 4, we
construct a quintic system with a small parameter and eight normal parameters, which
can bifurcates 1 to 8 limit cycles from infinity respectively, when let normal parameters be
suitable values.
2. The relations between focal values and singular point values
Considering real system
dξ
dτ
=−δξ − η+
∞∑
k=2
Xk(ξ, η),
dη
dτ
= ξ − δη+
∞∑
k=2
Yk(ξ, η), (6)
with Xk(ξ, η), Yk(ξ, η) be homogeneous polynomials of degree k of ξ, η, under the polar
coordinates, ξ = r cos θ, η= r sin θ , system (6) takes the form
dr
dθ
= r−δ+
∑∞
k=2 rk−1ϕk+1(θ)
1+∑∞k=2 rk−1ψk+1(θ) , (7)
where
ϕk+1(θ)= cosθXk(cosθ, sin θ)+ sin θYk(cosθ, sin θ),
ψk+1(θ)= cos θYk(cosθ, sin θ)− sin θXk(cosθ, sin θ),
k = 2,3, . . . .
For sufficiently small h, let
d(h)= r(2π,h)− h, r = r(θ,h)=
∞∑
m=1
vm(θ, δ)h
m (8)
be the Poincaré succession function and the solution of Eq. (7) satisfying the initial-value
condition r|θ=0 = h. It is evident that
v1(θ, δ)= e−δθ , vm(0, δ)= 0, m= 2,3, . . . . (9)
Definition 2.1. For system (6), in the expression (8), if v1(2π, δ) = 1, then the origin is
called the strong focus; if v1(2π, δ)= 1, and v2(2π, δ)= v3(2π, δ) = · · · = v2k(2π, δ) =
0, v2k+1(2π, δ) = 0, then the origin is called the fine focus of order k, and the quantity of
v2k+1(2π, δ) is called the kth focal value at the origin (k = 1,2, . . .); if v1(2π, δ)= 1, and
for any positive integer k, v2k+1(2π, δ)= 0, then the origin is called a center.
By means of transformation
z= ξ + ηi, w= ξ − ηi, T = it, i =√−1 (10)
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dz
dT
= z+
∞∑
k=2
Zk(z,w)=Z(z,w),
dw
dT
=−w−
∞∑
k=2
Wk(z,w)=−W(z,w), (11)
where z,w,T are complex variables and
Zk(z,w)=
∑
α+β=k
aαβz
αwβ, Wk(z,w)=
∑
α+β=k
bαβw
αzβ.
It is obvious that the coefficients of system (11) satisfy conjugate condition, i.e.,
aαβ = bαβ, α  0, β  0, α + β  2. (12)
We call that system (6)|δ=0 and (11) are concomitant.
Lemma 2.2 (see [6,7]). For system (11), we can derive successively the terms of the
following formal series:
F(z,w)=
∞∑
α+β=2
cαβz
αwβ (13)
such that
dF
dT
= ∂F
∂z
Z− ∂F
∂w
W =
∞∑
m=1
µm(zw)
m+1, (14)
where c11 = 1, c20 = c02 = 0, ∀ckk ∈ R, k = 2,3, . . . , and to any integer m, µm is
determined by following recursive formulas:
c1,1 = 1, c2,0 = c0,2 = 0,
when (α = β > 0) or α < 0, or β < 0, cα,β = 0 (15)
else
cα,β = 1
β − α
α+β+2∑
k+j=3
[
(α− k + 1)ak,j−1 − (β − j + 1)bj,k−1
]
cα−k+1,β−j+1,
µm =
2m+4∑
k+j=3
[
(m− k + 2)ak,j−1 − (m− j + 2)bj,k−1
]
cm−k+2,m−j+2. (16)
µk in Lemma 2.2 is said the singular point value at the origin of system (11).
For system (6)|δ=0, there is a formal power series of the form
H(x,y)=
∞∑
Hm(ξ, η), (17)
m=2
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such that
dH
dt
=
∞∑
m=2
V2m(ξ
2 + η2)m, (18)
where V2m+2 is called the mth Lyapunov constant.
From (14), (18) and consider zw = ξ2 + η2, T = it , thus, the first non-vanishing
Lyapunov constant and the first non-vanishing singular point value of the origin are related
by
V2m+2 = i2µm. (19)
For system (6)|δ = 0, the authors of [8], gave the relation between the first non-vanishing
Lyapunov constant and the first non-vanishing focal value as follow:
v2m+1(2π,0)= 2πV2m+2. (20)
Henceforth, we have
Theorem 2.3. For system (6)|δ=0 and (11), the first non-vanishing focal value and the first
non-vanishing singular point value of the origin are related by
v2m+1(2π,0)= iπµm. (21)
3. Singular point values and stability criterions
Under the transformation (10), system (2)|δ=0 becomes its concomitant complex system
with the form
dz
dT
= z+ 2a03w
7z4
5
+
(
2a12
5
+ 3b30
5
)
w6z5 +
(
2a21
5
+ 3b21
5
)
w5z6
+
(
2a30
5
+ 3b12
5
)
w4z7 + 3b03w
3z8
5
+w10z11λ,
dw
dT
=−
[
w+ 2b03w
4z7
5
+
(
3a30
5
+ 2b12
5
)
w5z6 +
(
3a21
5
+ 2b21
5
)
w6z5
+
(
3a12
5
+ 2b30
5
)
w7z4 + 3a03w
8z3
5
+w11z10λ
]
, (22)
where
a30 = 18 (A03 + iA12 −A21 − iA30 + iB03 −B12 − iB21 +B30), b30 = a30 ,
a03 = 18 (−A03 + iA12 +A21 − iA30 − iB03 −B12 + iB21 +B30), b03 = a03 ,
a21 = 1 (−3A03 − iA12 −A21 − 3iA30 − 3iB03 +B12 − iB21 + 3B30),8
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a12 = 18 (3A03 − iA12 +A21 − 3iA30 + 3iB03 +B12 + iB21 + 3B30),
b12 = a12 (23)
and z,w,T are complex variables.
According to Lemma 2.2, for system (22) we have the following recursive formulas to
compute the singular point values of the origin of the system.
Theorem 3.1. For system (22), the singular point values at the origin µm, m = 1,2, . . .,
are give by the following formulas:
c(1,1)= 1, c(2,0)= c(0,2)= 0
when(u= v > 0) or u < 0, or v < 0,
c(u, v)= 0
else
c(u, v)= 1−u+ v
[(
(−10+ u)λ− (−10+ v)λ)c(−10+ u,−10+ v)
+
(
3b03(−7+ u)
5
− 2b03(−3+ v)
5
)
c(−7+ u,−3+ v)
+
(
(2a30 + 3b12)(−6+ u)
5
− (3a30 + 2b12)(−4+ v)
5
)
c(−6+ u,−4+ v)
+
(
(2a21 + 3b21)(−5+ u)
5
− (3a21 + 2b21)(−5+ v)
5
)
c(−5+ u,−5+ v)
+
(
(2a12 + 3b30)(−4+ u)
5
− (3a12 + 2b30)(−6+ v)
5
)
c(−4+ u,−6+ v)
+
(
2a03(−3+ u)
5
− 3a03(−7+ v)
5
)
c(−3+ u,−7+ v)
]
,
µm = 15
[
b03(−14+m)c(−6+m,−2+m)
− (a30 + 9b12 + a30m− b12m)c(−5+m,−3+m)
− (a21 − b21)(−4+m)c(−4+m,−4+m)
− (a12(−9+m)− b30(1+m))c(−3+m,−5+m)
− a03(−14+m)c(−2+m,−6+m)
]
.
Using the recursive formulas in Theorem 3.1, we compute the singular point values of the
origin of system (22) and simplify them, we get
Theorem 3.2. The first forty-five singular point values at the origin of system (22) are as
follows:
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µ10 = 15 (a12a30 − b12b30),
µ15 = 140
(−9a03a230 + 9b03b230 + a03b212 − b03a212),
µ20 = 120 (a21 + b21)
(
3a03a230 − 3b03b230 − a03a30b12 + b03b30a12
)
,
µ25 =− 1120
(
3a03a230 − 3b03b230 − a03a30b12 + b03b30a12
)
× (3a03b03 − 16a30b30 − 24λ),
µ30 = 0,
µ35 =− 19600
(
3a03a230 − 3b03b230 − a03a30b12 + b03b30a12
)
× (5a203b203 − 992a03b03a30b30 + 6400a230b230),
µ40 = 71440
(
3a03a230 − 3b03b230 − a03a30b12 + b03b30a12
)(
a03a
2
30 + b03b230
)
× (5a03b03 − 32a30b30),
µ45 = 1131500a
2
30b
2
30
(
3a03a230 − 3b03b230 − a03a30b12 + b03b30a12
)
× (24909a03b03 − 164000a30b30)
and µk = 0, k = 5i, i < 9, i ∈ N. In the above expression of µk , we have already
letµ1 = µ2 = · · · = µk−1 = 0, k = 2,3, . . . ,45.
From Theorem 3.2, we have the following state.
Theorem 3.3. For system (22), the first forty-five singular point values are zero if and only
if one of the following three conditions holds:
(I) a21 = b21, a12a30 = b12b30, a03a230 = b03b230, a30b30 = 0; (24)
(II) a21 = b21, a12 = 3b30, b12 = 3a30, a03a230 = b03b230,
a30b30 = 0; (25)
(III) a21 = b21, a30 = b30 = 0, a03b212 = b03a212. (26)
Proof. If a30 = b30 = 0, from µ15 = 0, thus a03b212 = b03a212, condition (III) holds. If
a30b30 = 0, by µ10 = (a12a30 − b12b30)/5, there is a constant p, such that
a12 = pb30, b12 = pa30. (27)
Substituting (27) into every expression of µk and simplifying them it is easy to complete
the proof. ✷
In Theorem 3.3, if condition (I) or (III) holds, according to the constructive theorem
of singular point values ([6, Theorem 2.5] or [1, Theorem 4.15]), we get all µk =
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F(z,w) = (zw)5(4 + 12λw10z10 + 6b21w5z5 + 12b30w6z4 + 12a30w4z6 + 3b03w3z7 +
3a03w7z3)−1/3. Hence the system has a center in the origin and all µk = 0, k = 1,2, . . . .
So we have the following theorem.
Theorem 3.4. For the system (22), all the singular point values of the origin are zero if and
only if the first forty-five singular point values of the origin are zero, i.e., one of the three
conditions of Theorem 3.3 holds. Relevantly, the three conditions of Theorem 3.3 are the
integrable conditions in the neighborhood of the origin.
Corollary 3.5. System (5) has a center in the origin, correspondingly, the trajectories of
system (2) in the neighborhoods of Γ∞ are all closed if and only if δ = 0 and one of the
three conditions of Theorem 3.3 holds.
From Theorems 3.2, 3.4 and 2.3 we derive the following states.
Theorem 3.6. The highest degree number of fine focus of system (5)|δ=0 is 45. The origin
of system (5)|δ=0 to be a 45th fine focus, i.e., v1(2π,0)= 1, v3(2π,0)= v5(2π,0)= · · · =
v89(2π,0)= 0, v91(2π,0) = 0 if and only if
a21 = b21 = 0, a12 =−3a30, b12 =−3b30, a30b30 = 0,
λ= 1
24
(3a03b03 − 16a30b30),
5a203b203 − 992a03b03a30b30 + 6400a230b230 = 0,
a03a
2
30 + b03b230 = 0 (28)
holds.
Theorems 3.2–3.6 imply the stability criterions for the origin of system (5) as well as
for the equator of system (2).
4. Bifurcations of limit cycles
Now, we consider bifurcations of limit cycles at the origin for perturbed system (2).
For polynomial systems, the solution of Eq. (7) r = r(θ,h) = r(θ,h, δ) is analytic at
δ = 0 to parameter δ. So we have that
v2m+1(2π, δ)= v2m+1(2π,0)+ δϕm(Aαβ,Bαβ, δ), (29)
where ϕm(Aαβ,Bαβ, δ) are analytic at δ = 0, m= 0,1,2, . . . .
If let
δ = 0, a21 = b21 = 0, a30 = b30 = 1, a12 = b12 =−3,
a03 = 4i
√
31− 2√209
5
, b03 =−4i
√
31− 2√209
5
, λ= 4(44− 3
√
209)
15
, (30)
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Starting from expression (30), we have the following main theorem, after computing
carefully.
Theorem 4.1. If δ and the coefficients of system (22) satisfy
δ =−5
2
c0ε
90,
a21 = 5
√
155− 10√209
24(−31+ 2√209)c4ε
50 + ic1ε80,
b21 = a21,
a12 =−3+ 25
6
√
155− 10√209
c3ε
60 − ic2ε70,
b12 = a12,
a30 = b30 = 1,
a03 = 4i
√
31− 2√209
5
− 3(29+ 2
√
209)
√
31+ 2√209
560
c7ε
10
− i
13376
(
418+ 31√209 )c6ε20
− 9i
501760
√
31+ 2√209(4019+ 278√209 )c72ε20,
b03 = a03,
λ= 4(44− 3
√
209)
15
− 5
√
31/209+ 2/√209
64
c6ε
20 −
√
31+ 2√209
48
c5ε
40
− 26125
k0
(
−6422005501249387518494012123136000
√
155− 10√209c62
+ 444219409224170211963482790912000
√
209(155− 10√209) c62
− 6422005501251184316011030123136000
√
5(31− 2√209) c62
+ 444219409224294499046598790912000
√
1045(31− 2√209) c62
+ 3177665434924898685335907292800c6c72
− 219803714266483323684131457600√209c6 c72
− 328042260464451645176064
√
155− 10√209 c74
+ 22691157632258339140488
√
209(155− 10√209) c74
− 328042260464543432097939
√
5(31− 2√209) c74
+ 22691157632264687515488
√
1045(31− 2√209) c74
)
ε40,
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(−418+ 31√209 )2(−3481104+ 240793√209 )
×
(
−627289234914248797176
√
155− 10√209+ 43390503681766976592
×
√
209(155− 10√209)− 627289234914424304926
√
5(31− 2√209)
+ 43390503681779116717
√
1045(31− 2√209)
)
(accordingly, the coefficients of system (5) are determined), where ε is a small parameter
and c0, c1, . . . , c7 are constants which such that
g(h)= c0 + 2/5c1h10 + 2/5c2h20 + c3h30 + c4h40 + c5h50
+ c6h70 + c7h80 + k1h90,(
k1 = 704
√
155− 10√209(−720929+ 49818√209)
65625
)
(31)
has m simple positive roots: h1, h2, . . . , hm, m ∈ {1,2,3,4,5,6,7,8}, then, when 0 < ε
1, there are m limit cycles in a small enough neighborhood of the origin of system (5),
which are near circles ξ2 + η2 = h2kε2, k = 1,2, . . . ,m. Correspondingly, there are m
limit cycles in a small enough neighborhood of infinity of system (2), which are near circles
(x2 + y2)−1 = h10k ε10, k = 1,2, . . . ,m.
Proof. From (9), it is easy to get v1(2π, δ) − 1 = e−2πδ/5−1 = c0πε90 + o(ε189).
According to
v2m+1(2π, δ)= v2m+1(2π,0)+ δϕm(Aαβ,Bαβ, δ)
= iπµm + δϕm(Aαβ,Bαβ, δ), m= 1,2, . . . ,
and follows Theorem 3.2, we have, after computing carefully
v11(2π, δ)= 25πc1ε
80 + o(ε89),
v21(2π, δ)= 25πc2ε
70 + o(ε89),
v31(2π, δ)= πc3ε60 + o(ε79),
v41(2π, δ)= πc4ε50 + o(ε69),
v51(2π, δ)= πc5ε40 + o(ε59),
v61(2π, δ)= o(ε89),
v71(2π, δ)= πc6ε20 + o(ε39),
v81(2π, δ)= πc7ε10 + o(ε29),
v91(2π, δ)= k1π + o(ε19),
v2k+1 = 0+ δϕk(Aαβ,Bαβ, δ)= o(ε89) (k > 0, k = 5j, j ∈N).
Poincaré succession function
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= (v1(2π, δ)− 1)εh+ v3(2π, δ)(εh)3 + · · · + v11(2π, δ)(εh)11 + · · ·
+ v91(2π, δ)(εh)91 + · · ·
= (c0πε90 + (ε189))εh+ o(ε89)ε3h3 + · · ·
+
(
2
5
πc1ε
80 + o(ε89)
)
ε11h11 + · · · + (k1π + o(ε19))ε91h91 + · · ·
= πε91h[g(h)+ εhG(h, ε)],
where G(h, ε) is analytic at (0,0).
From (32) and the Implicit function theorem, the succession function d(εh) has m
simple positive zero points which are close to h1, h2, . . . , hm sufficiently. Thus, the proof
has been completed. ✷
From Theorem 4.1, let ci (i = 0,1, . . . ,7) be suitable values such that g(h) has
m simple positive roots (m ∈ {1,2,3,4,5,6,7,8}), can we get respectively, a quintic
polynomial system that bifurcates m limit cycles from infinity. The following is the case of
m= 8.
Corollary 4.2. In Theorem 4.1, let
c0 = 358558225505115992230723102321135264691638331225791770132480000000000 k1561242356129823 ,
c1 =− 6281009561074138106417257354769478367126207867942706836618852077404160k13928696492908761 ,
c2 = 18722175336444194614596718410374365515609794724655170657468416000000k111786089478726283 ,
c3 =− 6307294307352779845850758496704141229159492297545259758702592k1561242356129823 ,
c4 = 44222476870422062737369999427212207730310514960868518750 k13928696492908761 ,
c5 =− 12549513706899947166918126306765050844510047484877k111786089478726283 ,
c6 = 1258800962031633363627404440841006k13928696492908761 ,
c7 =− 16162228772020665300081250k111786089478726283
and k1 be given in (31), then, when 0 < ε  1, there are 8 limit cycles in a small
enough neighborhood of the origin of system (5), which are near circles ξ2 + η2 = k2ε2,
k = 1,2, . . . ,8. Correspondingly, there are 8 limit cycles in a small enough neighborhood
of infinity of system (2), which are near circles (x2 + y2)−1 = k10ε10, k = 1,2, . . . ,8.
Proof. Substituting ci (i = 0,1,2, . . . ,7) into (31) and simplify it, we have
g(h)= (h2 − 1)(h2 − 22)(h2 − 32)(h2 − 42)(h2 − 52)(h2 − 62)(h2 − 72)
× (h2 − 82)f (h),
with
302 W. Huang, Y. Liu / Bull. Sci. math. 128 (2004) 291–302f (h)= k1
11786089478726283
(4096− 512h+ 64h2 − 8h3 + h4)
× (2401− 343h+ 49h2 − 7h3 + h4)
× (1296− 216h+ 36h2 − 6h3 + h4)(625− 125h+ 25h2 − 5h3 + h4)
× (256− 64h+ 16h2 − 4h3 + h4)(81− 27h+ 9h2 − 3h3 + h4)
× (16− 8h+ 4h2 − 2h3 + h4)(1− h+ h2 − h3 + h4)
× (1+ h+ h2 + h3 + h4)(16+ 8h+ 4h2 + 2h3 + h4)
× (81+ 27h+ 9h2 + 3h3 + h4)(256+ 64h+ 16h2 + 4h3 + h4)
× (625+ 125h+ 25h2 + 5h3 + h4)(1296+ 216h+ 36h2 + 6h3 + h4)
× (2401+ 343h+ 49h2 + 7h3 + h4)(4096+ 512h+ 64h2 + 8h3 + h4).
g(h) has just eight simple positive roots (i.e., h= 1,2,3,4,5,6,7,8), because f (h) hasn’t
any positive root. From Theorem 4.1, we complete the proof. ✷
Corollary 4.2 implies I5  8.
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