Automatic extraction of man-made objects, such as buildings, building blocks, or roads, is of major importance for supporting several government activities and various GIS applications like map generation and update (Gruen et al., 1995; Gruen et al., 1997; Baltsavias et al., 2001; Mueller et al., 2004; Baltsavias, 2004). Information extraction from images is not, however, a trivial task, due to the complexity of the information stored in images (Sowmya and Trinder, 2000) and requires the formulation of procedures and knowledge able to encapsulate their content. The structure of the terrain surface appears complex, being a combination of many different intensities representing natural features such as vegetation, geomorphological and hydrological features, man-made objects (buildings, roads, etc.), and artifacts caused by variations in terrain illumination, like shadows or occlusions. Curve propagation techniques (snakes, active contours, deformable models) have given promising results both for buildings and roads (Mayer, 1999; Mena, 2003) .
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Snakes (Kass et al., 1987) were first employed by Cohen (1991) and by Gruen and Li (1997) for the semi-automatic extraction of linear objects and roads from remote sensing images. Later on, Zafiropoulos and Schenk (1998) Mayer et al. (1997 ), Ferraro et al. (1999 , Laptev et al. (2000) and Chiang et al., (2001) used snakes for the detection of certain cartographic features. A modification of the classic snakes formulation was presented by Agouris et al., (2001a and 2001b) , where change detection and versioning were embedded in a single framework. Furthermore, the use of dynamic programming and snakes was also proposed (Gruen and Li, 1997; Agouris et al., 2001a; Ruther et al., 2002) . Rochery et al. (2003) employed higher-order functionals with quadratic, instead of linear energies and applied such a formulation for line network extraction from satellite images. Recently, snakes were combined with a Hough transform voting and were tested for building detection (Bailloeul et al., 2005) . Peng et al. (2005) proposed a postprocessing scheme for a more efficient detection of buildings in urban regions. In the above efforts, the main limitation was snakes disability to automatically change their topology during propagation (Osher and Paragios, 2003) . The initial contour(s) can not split or merge naturally; thus, hardly can an operational system be based on such formulations, even in cases that the number of desired (for extraction) objects is a priori known. The problem of snakes' restricted single topology was solved by Caselles et al. (1997) , who introduced the geodesic active contours (GAC). GAC were further expanded and were formulated under the pioneer level set framework of Osher and Sethian (1998) , and nowadays, variational geometric level set methods are an established technique for various computer vision applications (Osher and Paragios, 2003; Paragios et al., 2005; Lee, 2005; Ayed et al., 2006; Brox and Weickert, 2006; Lee and Seo, 2006; Martin et al., 2006) .
For photogrammetric and remote sensing applications, level sets have been used primarily for the task of image segmentation (Samson et al., 2001; Ball and Bruce, 2005; Besbes et al., 2006) . Focusing on the detection of certain objects, Keaton and Brokish (2002) , and more recently Niu (2006) , used the GAC formulation in a semi-automatic framework. The position of the initial curve(s) was given manually before the curve evolution procedure. In addition, their energy functionals were based on image edges (gradients) inheriting, thus, the limitations of edge detection techniques, especially in complex scenes (Chan and Vese, 2001) . Recently, Cao et al. (2005a and 2005b) proposed an energy functional which was based on a modified Mumford-Shah segmentation model for automatic man-made object detection in aerial images. Their model uses a coarse-to-fine strategy and a fractal error metric at the fast coarse evolution stage. Results, which were evaluated visually, show clearly that their algorithm can not extract the boundaries of specific objects, like buildings or roads, but instead extracts urban and semi-urban regions with insufficient spatial detection accuracy.
In this paper, a variational geometric level set functional is proposed for man-made object detection from aerial and satellite images. The novelty of the present approach lies in the development of a model-free, regionbased, energy functional that is fully automated without the need for manually indicating the position of the initial contour. Furthermore, it converges after a small number of iterations, allowing for real-time applications. It was tested for the detection of different man-made objects, without any prior knowledge of their shape or position. The goal was to evaluate the algorithm for such a demanding task (Baltsavias, 2004), since low and medium level computer vision techniques (like edge detection and segmentation) do not incorporate high level procedures during their computations (in contrast to knowledge-based approaches) possessing, therefore, native limitations in order to overcome the complexity captured in images.
The paper is organized as follows. The next section is devoted to a short literature survey of variational level set segmentation techniques, followed by a detailed description of the algorithm developed in this paper. The next section discusses the efficiency of such a formulation which is demonstrated by the experimental results and their quantitative evaluation. Finally, concluding remarks are given, along with the perspectives for further research.
Region-based Variational Level Set Segmentation
Since the original work of Kass et al. (1987) , extensive research has been performed, in the computer vision community on active contour models. The classical approach is based on deforming an initial contour towards the desired object boundaries. The deformation is obtained by trying to minimize a functional whose minimum is obtained at the boundary of the desired object. GAC (Caselles et al., 1997) solved the problem of active contour's restricted topology, and with the use of the level set method (Osher and Sethian, 1988) , such variational formulations became standard in computer vision (Osher and Paragios, 2003) . With the advantage of being implicit, intrinsic, and parameter-free, level sets can detect object boundaries and track moving interfaces through either model-free Deriche, 2002) or model-based (Cremers, 2003) functionals.
Classical active contour models, GAC, and several similar functionals that have been proposed for computer vision (Paragios et al., 2005) and geoscience applications (Keaton and Brokish, 2002; Ball and Bruce, 2005; Niu, 2006) rely on a specific edge-function, which depends on image gradients and stops the curve evolution procedure. These models can only detect objects whose edges can be well described by the gradient. In practice, though, since the discrete gradients are bounded, the stopping function is never zero at edges, and the curve may pass through the boundary (Chan and Vese, 2001 ). In addition, in complex scenes (which contain noise, shadows, occlusions, and numerous objects at various scales) the gradient has to be strongly smoothed and such an operation in most cases, blurs edges. An active contour model, which is not based on image gradients but on the Mumford and Shah (1989) segmentation model, has been proposed (Chan and Vese, 2001; Tsai et al. 2001) . Let I(x,y) be an image defined on a domain W without any particular geometrical structure. During segmentation, one aims at partitioning W into domains W i , which are delimited by a system of crisp and regular boundaries K and within which the image I is homogeneous. In Bayesian models, two parts exist: the prior model and the data model. The prior model addresses the phenomenological evidence of what is qualitatively a segmentation, i.e., namely an approximation of image I by piecewise smooth functions u on W-K, which are discontinuous along a set of edges K (u is an optimal approximation of the observations, i.e, the data I). The aim is to introduce a way of selecting, from among all the allowed approximations (u, K) of I, the best possible one. To this end, Mumford and Shah (MS) proposed the following energy functional:
(1)
The functional contains three terms: (a) the first term whichmeasures the variation and controls the smoothness of u on the open connected components W i of W-K, (b) the second term which controls the quality of the approximation of I by u, and (c) the third term which controls the length, the smoothness, the parsimony and the location of the boundaries K, and inhibits the spurious phenomenon of over-segmentation.
Due to the coefficients l and m, the MS-model (Equation 1) is a multi-scale one: if m is small, the output is a "fine grained" segmentation, and if m is large, the output is a "coarse grained" segmentation. The essence of such a region-driven functional is to use the evolving interface to define an image partition that is optimal in respect to the grouping criterion. Within the level set representation, such a partition is natural according to the sign of the embedding function. In addition, with such a curve evolution model, interior contours can be automatically detected, and the initial curve can be anywhere in the image (Chan and Vese, 2001 ). Such regional/global driven information can improve the performance of edgebased flows that suffer from being sensitive to the initial conditions (Paragios and Deriche, 2002) .
The Man-Made Object Detection Algorithm A region-based, level set model was developed and the relevant algorithm was implemented for the detection of manmade object boundaries. The developed algorithm consists of three steps. In the first step, an image simplification is implemented based on Anisotropic, Morphological Levelings (Karantzalos et al., 2007) . The goal, of such a filtering was to enlarge the initial image flat zones by a small scale image simplification. A leveling of scale 3 was used, which could be compared, in terms of scale, with an isotropic Gaussian filtering with a standard deviation of s ϭ 1.5. A model-free, regionbased, level set segmentation is applied, in the second step, resulting to the detection of man-made object boundaries. Towards this end, the approximations of Dirac (d a ) and Heaviside (H a ) distributions were employed (Zhao et al., 1996) : 
