Long lived audio streams, such as music broadcasts, and small differences in clock rates lead to buffer underflow or overflow events in receiving applications that manifest themselves as audible interruptions. We present a low complexity algorithm for detecting clock skew in network audio applications that function with local clocks and in the absence of a synchronizationmechanism. A companion algorithm to perform skew compensation is also presented. The compensation algorithm utilises the temporal redundancy inherent in audio streams to make inaudible playout adjustments. Both algorithms have been implemented in a simulator and in a network audio application. They perform effectively over the range of observed clock rate differences and beyond.
INTRODUCTION
When sampling an audio signal for digital transmission, the sample clock will differ from its nominal rate due to variations in the quartz crystal oscillators and the components that regulate their frequency. During the implementation of a network audio system [3] for workstations and personal computers we observed * O S % variation between nominally similar clocks. This has undesirable effects, since when the sender's clock is faster than the the receiver's, samples will accumulate; consuming memory and increasing the delay. As the memory available for the audio buffer is exhausted interruptions occur as frames are dropped from stream. Conversely, when the sender's clock is slower than that of the receiver, audio played out at the receiver becomes interrupted as the playout buffer runs We present two algorithms: one for detecting clock skew, and one for compensating for its effects. Due to the presence of loss and jitter in the packet amval process, it is not sufficient to merely observe playout buffer occupancy to detect clock skew. Instead, obervation of the packet amval process is necessary, making the detection of clock skew a non-trivial problem. Our compensation algorithm uses a novel low complexity pattern matching algorithm, to identify periods where adjustments may be performed.
Existing research on Internet audio applications has focused on issues arising from the best effort nature of network, such as loss concealment and forward error correction [9] , and the calculation of suitable playout points in the absence of synchronization mechanisms [7, IO] . Work has also been undertaken on the detection of clock skew between hosts [6, 8] , though this is the first work we are aware of that addresses the issues of transparent skew adjustment for network audio applications. This paper is structured as follows: section 2 concerns the detection of clock skew in unsynchronized audio applications; section 3 describes the compensation algorithm to be applied when dry. skew is perceived and it's performance on voice, popular, and classical music streams; section 4 presents some preliminary results illustrating the performance of these algorithms. A section on implementation issues concludes the contributions of this work. Finally, we summarize and discuss potential future work.
SKEW DETECTION ALGORITHM
In systems with unsynchronizedclocks, such as RTP [12] audio applications, an offset must be added to each amving packet to map it from its source's time into local time. An additional delay, the playout delay, is added to compensate for amval time variation (jitter) and for variations in host scheduling [4] . The playout delay and mapping offset are usually held constant over the duration of the packet stream to avoid interruption. Detection of clock skew can be performed by maintaining a running estimate of the mapping offset, &,, and looking for divergence from the mapping offset assigned to the current packet stream, &Acttve. Assuming the i-th packet has a timestamp indicating its source time, si, and the receiver records its arrival time, a,, these variables are calculated using:
with theinitial & A c t t v e being&,l,=O. When&, and&Actlve have diverged sufficiently compensating action must be taken. We denote the divergence as 6 = &~~t , , , = -&,.
Each value of ml calculated includes a component attributable to the variable transit time between the sender and receiver. The responsiveness to these variations is determined by the parameter CY in equation 2. There is a trade-off between being resilient to short term fluctuations and the delay introduced by the exponential weighting process. We have found by experimentation a value of % to represent a good compromise value with packet sizes of 20,40, and 80ms.
It is desirable to limit the number of compensating actions to keep the computational cost low and to reduce sensitivity to the transient transit variations. High and low water marks, 6~ and 6~, are therefore employed. The placement of the water marks is influenced by implementation issues that are deferred until section 5. We therefore amve at the following formulation:
The returned value is passed to the skew compensation algorithm as the upper limit on the number of samples to add or remove from the stream. A positive divergence value indicates the source's clock is faster than the receiver and 6 samples should be deleted from the stream. Conversely, a negative divergence value indicates the source's relatively slow clock rate and 6 samples need to be inserted. When the compensation algorithm, in the next section, makes adjustments it changes the value of h A c t i v e accordingly.
This algorithm suffices for symmetric distributions of transit variations. In reality, outliers exist in the distribution of transit times, particularly those arising from packet compression events [ 11 that adversely influence the mapping offset. An additional mechanism, derived from Ramjeeet al's algorithm 4 [IO] , is therefore employed to identify periods of packet compression. During these periods the estimate of the mapping offset is not updated. Compression periods are typically of the order of l second in duration; a period short enough not to have repercussions at the observed skew rates.
The short-term memory of offset estimate means that variations in the mean end-to-end delay are indistinguishable from clock skew. In contrast to previous work [6, 81, our algorithm is not a robust skew estimator. Our goal is to maintain the buffer occupancy within a constrained region. Both clock skew and slow evolutions of the mean transit time manifest themselves as changes in the buffer occupancy, and it is these that the compensation algorithm caters for. Our estimator comes at a reduced cost, O(1) compared to O(ra), owing to the simpler goal.
COMPENSATION ALGORITHM
When the skew detection algorithm indicates that the number of samples in the receiver's playout buffer requires adjustment, a compensation mechanism is applied. We have experimented with several schemes, and the mechanism we present here represents the most successful. Potentially simpler schemes, such as regular (and irregular) sample insertion and deletion, introduce audible distortion that is attributable to phase discontinuity.
The approach we adopt utilizes the temporal redundancy inherent in audio signals to identify segments of audio that may be repeated or cut from the stream to adjust the playout buffer occupancy. A simple and low-cost heuristic is used to locate repetitive segments within a frame: match commences. When the smallest value of E, ( t ) for a frame is below a threshold, T , the portion of audio between the window and the match location is deemed an acceptable for repeating or cropping. The parameters T and L are chosen to be 1200 (using a 16-bit linear representation) and 8 samples respectively after aural testing. The match window and region searched do not overlap. The matching process is illustrated in figure 2 .
Earlier work on repairing missing segments from packetized audio streams [2, 11, 131 scale the samples between the window and the search region. The heuristic we present selects only those segments with a relatively stationary signal gain. Whilst this reduces the number of segments available for cropping and repeating compared the earlier work cited, no costly gain scaling is required to mask the insertion and deletion operations.
The location of comparison window depends on whether a segment is to be inserted or deleted. When a segment is to be deleted the match window begins at the start of the frame. Conversely, when samples are to be inserted the match window is placed at the end of the frame. The insertion or deletion is applied and the transition is masked using a linear blending function. Frames in the playout buffer after the adjustment point have their playout time shifted to maintain continuity. The mapping offset used, r j L~~~~~~, is updated and subsequent packets have the updated offset applied. The window locations and operations are depicted in figure 3.
RESULTS
To evaluate the effectiveness of the compensation algorithm we applied artificial clock skew rates of &OS%, f 2 % , and f5% relative to the intended playback rate to three sample streams comprising of voice, popular music, and classical music (described in appendix A). The skew compensated and original samples were then played through a high quality headset to 10 listeners. Skew compensation adjustments of 60.5% and f 2 % were not detected by any of the listeners. At 65% compensating adjustments were apparent to all listeners of the classical music piece. However, at k5% none of the listeners noticed the adjustments to the pop music track and only one listener commented on the brevity of the pauses between speech segments in the voice track.
The compensating algorithm has difficulty with audio sources containing prolonged periods without stationary repetitive segments. Sources with rich and wide ranging harmonic content, such as classical music, exemplify the problem. In the periods without stationary repetitive segments the number of samples above or below the threshold increases. When a passage with a stationary period arises many adjustments occur in close succession introducing a "warbling" effect. Sources like voice that have frequent low energy components and a high fraction of stationary repetitive segments are able to have adjustments made more frequently. A comparison of the number of samples in excess when adjustments are made for a faster source is shown in figure 4 . The distributions of the size of adjustments (not shown) are near identical for each audio stream type, the adjustment sizes are evenly distributed across the available range.
We have also implemented the algorithm in an RTP audio application [3] and monitored it's behaviour with multicast sessions of terrestrial radio station programming and unicast tests between UCL and other institutions. We have observed skew rates of &OS% and have not observed any ill effects arising from compensating actions. 
IMPLEMENTATION CONSIDERATIONS
We now consider the practical issues that implementing the detection and compensation algorithm present. The key issue is the selection of the low and high water marks that are used to determine an adjustment is necessary. The low water mark is used to trigger sample insertion when the source is deemed to have a relatively slow clock. It is desirable to trigger sample insertion before the application runs out of audio to play, and has to invoke a last-chance loss concealment mechanism or playout silence. We have found that both concealment and silence substitution perform poorly when compared to the skew compensation algorithm presented. If it is not possible to perform skew compensation, loss concealment is potentially less damaging than silence substitution though its performance is heavily dependent on the signal content.
The low water mark is therefore determined by how many samples can be deficient before starvation effects occur. Our present implementation uses a fraction of the playout delay incurred due to network effects', but this is an ad-hoc measure, and further work is needed to refine its performance.
As a refinement, when it is determined that a source's clock is consistently slow, a receiver may add additional delay beyond the minimum necessary to ensure correct playout. This prevents interruption during periods that the skew compensation algorithm cannot function due to the lack of stationary segments in the audio stream.
The criteria for the high water mark is dependent on how much delay and memory consumption the receiver is prepared to tolerate. The high water mark needs to be placed a good distance from the low; sufficiently far that oscillations do not occur between positive and negative playout adjustments. Our implementation presently uses a fixed value of 200ms which is sufficiently large to handle observednetwork transit delay variations, and short enough that the additional playout delay which may be incurred is not an issue for interactive sessions.
'As opposed to the delay introduced to compensate for scheduling variation in the host system [4].
SUMMARY AND FUTURE WORK
We have presenteda low complexity algorithm to detect clock skew between remote audio applications, and an algorithm to compensate by adding or removing stationary audio segments. We have found these to work well in simulation and in a real application.
Our detection algorithm is affected by slow variations in endto-end delay, such as those arising from demand driven variations in router queue lengths. These changes manifest themselves in a similar manner to clock skew, and our compensation algorithm also adapts to these changes. In practice, we have the found combination of the two algorithms to work well.
We believe our compensation algorithm could also be used to effect small changes in playout point, if needed. Applications are typically conservative and choose a large initial playout delay, since they have insufficient information about the transit time variation to be more aggresive. The compensation algorithm presentedcould make adjustments to the playout point for those streams which do not have natural breaks.
The use of stationary segments for the compensation is both a strength and weakness of this approach. It enables inaudible adjustments but at a cost of delay when a suitable segments are not present in the audio stream. In future work we intend to compare the compensation scheme with a resampling algorithm that may conceal phase shifts better than individual sample insertion and deletion schemes.
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