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L’e´mergence de re´seaux de tre`s grande taille oblige a` repenser de nombreux proble`mes sur les graphes : en apparence
simples, mais pour lesquels les algorithmes de re´solution connus ne passent plus a` l’e´chelle. Une approche possible
est de mieux comprendre les proprie´te´s de ces re´seaux complexes, et d’en de´duire de nouvelles me´thodes plus effi-
caces. C’est dans ce but que nous de´montrons des relations ge´ne´rales entre les proprie´te´s structurelles des graphes
et leurs proprie´te´s me´triques. Nos relations se de´duisent de nouvelles bornes serre´es sur le diame`tre des se´parateurs
minimaux dans un graphe.
Plus pre´cise´ment, nous prouvons que dans tout graphe G le diame`tre d’un se´parateur minimal S dans G est au
plus b`(G)/2c · (|S|−1), avec `(G) la plus grande taille d’un cycle isome´trique dans G. Nos preuves reposent sur
des proprie´te´s de connexite´ dans les puissances d’un graphe. Une conse´quence de nos re´sultats est que pour tout
graphe G, sa longueur arborescente (treelength) est au plus b`(G)/2c fois sa largeur arborescente (treewidth). En
comple´ment de cette relation, nous bornons la largeur arborescente par une fonction de la longueur arborescente et
du genre du graphe. Cette borne se ge´ne´ralise a` la famille des graphes qui excluent un apex-graph H comme mineur.
Par conse´quent, nous obtenons un algorithme tre`s simple qui, e´tant donne´ un graphe excluant un apex-graph fixe´
comme mineur, calcule sa largeur arborescente en temps O(n2) et avec facteur d’approximation O (`(G)).
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1 Introduction
La croissance de la taille des re´seaux (par exemple Twitter ou Facebook) rend de´sormais indispensable
la conception d’algorithmes rapides pour obtenir des solutions exactes. Des questions a priori simples
comme calculer le diame`tre peuvent devenir difficiles et requie`rent de nouvelles techniques [CGH+13].
Ainsi la tendance actuelle est de mieux comprendre les proprie´te´s de ces re´seaux complexes pour les
utiliser a` des fins algorithmiques.
Il est bien connu que de nombreux proble`mes peuvent eˆtre re´solus efficacement dans des graphes dont
la structure est proche de celle des arbres. Plus pre´cise´ment, de nombreux proble`mes NP-complets en
ge´ne´ral peuvent eˆtre re´solus en temps polynomial dans la classe des graphes de largeur arborescente (tree-
width) borne´e [Cou90]. Malheureusement, deux inconve´nients majeurs font que cet outil the´orique tre`s
puissant ne peut eˆtre utilise´ en pratique. D’une part, ces algorithmes prennent en entre´e une de´composition
arborescente des graphes qui doit donc eˆtre calcule´e. Or, calculer la treewidth est NP-difficile [ACP87]
et les algorithmes d’approximation existants reposent sur une complexe programmation semi-de´finie
[FHL08]. D’autre part, de nombreux re´seaux re´els (comme celui des syste`mes autonomes (AS) de l’Inter-
net) ont une grande largeur arborescente, i.e., leur structure est tre`s e´loigne´e de celle d’un arbre [dMSV11].
Ce second fait a motive´ une autre approche, qui consiste a` e´tudier les proprie´te´s me´triques des re´seaux
plutoˆt que leurs proprie´te´s structurelles. En effet, des expe´riences sugge`rent que les re´seaux complexes,
par exemple des re´seaux biologiques ou sociaux, sont me´triquement proches des arbres [AAD14, ADM14].
Un parame`tre qui mesure la proximite´ de la me´trique d’un graphe (sa distribution des distances) a` celle
d’un arbre est son hyperbolicite´ au sens de Gromov [Gro87]. Ce parame`tre a e´te´ tre`s e´tudie´ pour ses
†Ce travail est soutenu par l’ANR, projets Stint ANR-13-BS02-0007 et “Investissements pour l’Avenir” ANR-11-LABX-0031-
01, l’e´quipe partenaire INRIA AlDyNet et le projet ECOS-Sud Chile. Les preuves omises sont accessibles dans [CDN14].
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avantages algorithmiques [KL06], principalement pour des proble`mes de routage [BPK10]. L’hyperbo-
licite´ d’un graphe est lie´e a` une autre mesure des de´compositions arborescentes, a` savoir, la longueur
arborescente (treelength) [DG07]. La longueur arborescente n’a pas, semble-t-il les meˆmes avantages
algorithmiques que la largeur arborescente, cependant elle a des inte´reˆts non ne´gligeables. D’une part,
bien que son calcul soit NP-complet [Lok10], il existe des algorithmes tre`s efficaces (base´s sur des BFS)
qui, e´tant donne´ un graphe G = (V,E), calculent une de´composition arborescente de G de longueur au
plus trois fois l’optimal en temps O(|V | · |E|) [DG07]. D’autre part, la longueur arborescente des re´seaux
complexes est faible, comme par exemple celle du graphe des AS [dMSV11].
Notre but est donc de tirer parti a` la fois des avantages de la longueur arborescente (calculable efficace-
ment, faible dans les grands re´seaux re´els) et de ceux de la largeur arborescente (existence d’algorithmes
efficaces dans les graphes de largeur borne´e). Pour cela nous e´tablissons de nouveaux liens entre ces pa-
rame`tres, ce qui nous permet notamment d’obtenir un algorithme efficace pour le calcul approche´ de la
largeur arborescente dans une large classe de graphes. Nos re´sultats sont en fait plus ge´ne´raux puisqu’ils
conside`rent les se´parateurs minimaux des graphes.
De´finitions. Un graphe connexe G = (V,E) est dit triangule´ si tous ses cycles induits (sans corde)
sont de longueur trois. Une triangulation de G est un graphe triangule´ obtenu de G en ajoutant des
areˆtes. Une de´composition arborescente de G est e´quivalente a` une triangulation T de G. La largeur
d’une de´composition est la taille d’une clique maximum. Sa longueur est la distance maximum dans G
entre deux sommets adjacents dans H. La largeur arborescente de G, note´e tw(G) (treewidth), est la
largeur minimum d’une de´composition de G. Sa longueur arborescente, note´e tl(G) (treelength), est la
longueur minimum d’une de´composition de G. Finalement, un sous-graphe H de G est isome´trique si la
distance entre toute paire de sommets de H est la meˆme dans H que dans G. Notons que `(G), la longueur
d’un plus long cycle isome´trique de G, peut eˆtre calcule´e en temps polynomial [Lok09].
Pour finir, rappelons qu’un se´parateur minimal S⊆V de G est un ensemble de sommets tel qu’il existe
deux composantes connexes A et B de G\S dans lesquelles chaque sommet de S a au moins un voisin. Le
diame`tre de S est la distance maximum dans G entre deux sommets de S.
Premie`res remarques. Pour tout graphe G, tl(G) est une borne supe´rieure de son hyperbolicite´ et est
majore´e par son diame`tre [DG07]. De plus, tl(G) est au plus la moitie´ de la longueur d’un plus grand
cycle induit de G [DG07]. Cependant, longueur et largeur arborescentes sont incomparables en ge´ne´ral,
ce qui e´carte la possibilite´ d’une relation simple entre les deux invariants. Par exemple, pour le cycle Cn




et tw(Cn) = 3, alors que pour la clique Kn a` n sommets, tw(Kn) = n− 1 et
tl(Kn) = 1. L’exemple de Cn laisse penser que la pre´sence de long cycles isome´triques est un facteur pour
qu’un graphe ait une grande longueur arborescente. En particulier, la longueur arborescente d’un graphe
G est au moins d`(G)/3e [DG07]. Cependant, cela n’est pas suffisant puisque les grilles ne contiennent
pas de cycles isome´triques de taille 5 ou plus, mais ont une longueur arborescente arbitrairement grande.
A l’inverse de la clique, pour tout graphe planaire G, tw(G) ≤ 12 · tl(G) [DG09]. Il est naturel de se
demander si l’e´cart entre largeur et longueur arborescentes est borne´ par une fonction du genre du graphe.
Contributions. Nous introduisons une nouvelle me´thode, tre`s ge´ne´rique, pour borner le diame`tre d’un
se´parateur minimal dans un graphe G en fonction de la taille du se´parateur et de proprie´te´s globales
de G. En particulier, nous de´montrons que pour tout se´parateur minimal S de G, le diame`tre de S est
au plus b`(G)/2c · (|S|−1). Nous de´duisons de notre me´thode que, si G n’est pas un arbre, alors on a
tl(G)≤ b`(G)/2c · (tw(G)−1)‡.





) · tl(G) pour tout graphe G de genre g, ce que nous
ge´ne´ralisons a` tous les graphes excluant un apex-graph H fixe´ comme mineur§.
En combinant ces re´sultats, nous obtenons que tout algorithme pour calculer la longueur arborescente
‡ Re´cemment, et inde´pendamment de ce travail, Diestel et Mu¨ller ont prouve´ que tl(G)≤ `(G) · (tw(G)−1) [DM14]. Notre borne
est plus fine que la leur, et notre re´sultat plus ge´ne´ral puisqu’il s’applique a` tous les se´parateurs minimaux du graphe.
§ Un apex-graph est un graphe obtenu d’un graphe planaire en lui ajoutant un sommet dont le voisinage n’est pas contraint.
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peut eˆtre transforme´ en un algorithme approche´ pour la largeur arborescente. Plus pre´cise´ment, pour
tout graphe G a` n sommets et de genre g, les algorithmes de [DG07] calculent une O
(
`(G) ·g√g)-
approximation de la largeur arborescente en temps quadratique O(n2).
2 Diame`tre des se´parateurs minimaux
Dans cette section, nous montrons que dans tout graphe G, le diame`tre de tout se´parateur minimal S
est borne´ par le produit de sa taille et de b`(G)/2c. Intuitivement, si deux sommets x et y de S sont dans
la meˆme composante connexe du sous-graphe induit par S, leur distance est au plus |S|−1. Sinon, nous
prouvons qu’il existe un chemin de x a` y dans G passant conse´cutivement par des composantes connexes
C1, · · · ,Ck de S et tel que : x∈C1, y∈Ck et, pour 1≤ i< k, il existe un cycle isome´trique de G qui traverse
Ci et Ci+1 ; deux composantes Ci,Ci+1 conse´cutives sont donc a` distance au plus b`(G)/2c.
Nous utilisons la notion de base des cycles d’un graphe G, qui est un ensemble de cycles qui ge´ne`re
(par diffe´rence symme´trique des areˆtes) tous les sous-graphes Eule´riens de G. Il est connu qu’il existe
toujours une base compose´e de cycles isome´triques. En d’autres termes, tout cycle d’un graphe peut eˆtre
obtenu comme la diffe´rence symme´trique d’un ensemble de cycles isome´triques.
The´ore`me 1 Pour tout graphe G, tout se´parateur minimal S de G a diame`tre au plus b`(G)/2c · (|S|−1)
Ide´e de preuve. Nous prouvons en fait un re´sultat plus fort : pour tout graphe G qui posse`de une base
des cycles dont tous les cycles sont de longueur au plus l ≥ 3, tout se´parateur minimal de G induit un
sous-graphe connexe de Gbl/2c, avec Gbl/2c le graphe obtenu de G en rendant adjacents toute paire de
sommets qui sont a` distance au plus bl/2c ≥ 1 dans G. Soit Gl l’ensemble des graphes G qui admettent
une telle base des cycles.
E´tant donne´s G ∈ Gl et S un se´parateur minimal de G, nous prouvons d’abord qu’il existe deux com-
posantes de S qui sont traverse´es par un cycle de la base des cycles de G, i.e., il existe deux composantes
de S qui sont a` distance au plus bl/2c dans G (Proprie´te´ (∗)). La proprie´te´ se de´montre en conside´rant
deux composantes connexes A et B de S. Puisque S est minimal, il existe un cycle C qui traverse A et B.
Par de´finition, il existe un ensemble de cycles de taille au plus l qui ge´ne`re C. Nous prouvons que parmi
ces cycles, il en existe un qui traverse deux composantes connexes de S (pas ne´cessairement A et B).
Ensuite, nous transformons G en un graphe H, que nous obtenons en ajoutant des areˆtes entre tous
les sommets de S a` distance au plus bl/2c, puis en contractant en un sommet chaque composante de
S dans H. Nous prouvons que H ∈ Gl , et enfin que l’ensemble S′ de sommets de H qui re´sulte de la
contraction des composantes de S est aussi un se´parateur minimal de H. Par l’absurde, si S′ e´tait compose´
de plusieurs composantes connexes, alors par construction elles devraient eˆtre deux-a`-deux a` distance au
moins bl/2c+1 dans G (puisque des areˆtes sont ajoute´es entre les composantes a` distance au plus bl/2c).
Mais cela contredit la Proprie´te´ (∗). 2
L’exemple du cycle montre que cette borne est optimale en ge´ne´ral. Nous ame´liorons cette borne dans
certaines classes de graphes particulie`res [CDN14].
3 Relations entre longueur et largeur arborescentes
Dans cette section, nous prouvons que largeur et longueur arborescentes sont e´quivalentes dans la
classe des graphes de genre et de plus long cycle isome´trique borne´s. Cela nous permet d’obtenir un
nouvel algorithme d’approximation pratique pour le calcul de la largeur arborescente.
En utilisant les re´sultats de [BT01], une application directe du The´ore`me 1 permet de prouver que
tl(G) = O(tw(G)) dans la classe des graphes de cycles isome´triques borne´s.
The´ore`me 2 Pour tout graphe G qui n’est pas un arbre, tl(G)≤ b`(G)/2c · (tw(G)−1).
Nous prouvons ensuite que la relation inverse, i.e., tw(G) = O(tl(G)), existe dans les graphes G de
genre borne´. Pour cela, nous utilisons des outils puissants de la the´orie de la bi-dimensionalite´ [DHT06].
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Intuitivement, pour tout graphe G de genre borne´ g, soit G a une petite largeur arborescente et la relation
est vraie, soit G contient comme contraction un graphe H qui est obtenu d’une triangulation planaire
d’une grille de coˆte´ O(tw(G)/g) en ajoutant O(g) areˆtes. Comme la longueur arborescente est close par








Ce re´sultat peut eˆtre ge´ne´ralise´ aux graphes excluant un apex-graph comme mineur [CDN14].
The´ore`me 3 Soit H un apex-graph fixe´. Pour tout graphe G excluant H comme mineur, il existe cH ∈ N
tel que tw(G)≤ cH · tl(G). En particulier pour tout graphe G de genre g> 0, tw(G)≤ 96 · tl(G) ·g√g.
4 Conclusion
Nous de´duisons des the´ore`mes 2 et 3 que pour tout graphe a` n sommets et de genre g, l’algorithme
de [DG07] calcule en temps O(g · n2) un entier t∗ tel que tw(G)/(96 · g√g) ≤ t∗ ≤ 3b`(G)/2c · tw(G),
ce qui fournit un nouvel algorithme d’approximation efficace de la largeur arborescente. Pour les graphes
dont une borne supe´rieure sur la largeur arborescente est connue, l’algorithme fournit une borne infe´rieure
sur le genre. A` court terme, nous voudrions l’appliquer dans de grand re´seaux re´els pour en estimer
leur largeur arborescente. Un inconve´nient de l’algorithme est qu’il construit une de´composition de lon-
gueur t∗ mais de largeur arbitraire. Notons qu’il existe des graphes G de n sommets pour lesquels toute
de´composition arborescente de largeur α · tw(G) et de longueur α · tl(G) requiert α = Ω(n1/5) [DG07].
Une e´tape importante sera de rendre notre approche constructive. Peut-on convertir cette de´composition,
de longueur t∗, en une de´composition de largeur O(`(G) ·g√g · t∗) (quite a` augmenter sa longueur) ?
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