Abstract-Asset management attempts to keep the power system in working conditions. It requires much coordination between multiple entities and long term planning often months in advance. In this work we introduce a mid-term asset management formulation as a stochastic optimization problem, that includes three hierarchical layers of decision making, namely the midterm, short-term and real-time. We devise a tractable scenario approximation technique for efficiently assessing the complex implications a maintenance schedule inflicts on a power system. This is done using efficient Monte-Carlo simulations that tradeoff between accuracy and tractability. We then present our implementation of a distributed scenario-based optimization algorithm for solving our formulation, and use an updated PJM 5-bus system to show a solution that is cheaper than other maintenance heuristics that are likely to be considered by TSOs.
I. INTRODUCTION
Asset management is done by transmission system operators (TSOs) in order to keep the power grid in operation by routinely maintaining the assets under their management. Maintaining an asset improves its working condition and resiliency, which reduces the risk of failures. However, planning and scheduling of maintenance jobs (which asset to maintain and when) is a complex task since it must take into account constrained resources (working crews, hours, and budget), increased vulnerability of the grid to contingencies during maintenance, and the impact of the necessary scheduled outages on short term operations and system security. Maintenance schedules, which are often planned several months into the future, must also deal with the large uncertainties arising from operating in a changing environment where high impact rare events can result in unacceptable consequences. In this work, we present a framework for solving the midterm (months to a few years) asset-management problem under
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When planning for future outages to enable maintenance, a certain reliability criterion is attempted to be satisfied at all future times. In present day, the common practice among TSOs is to consider the deterministic N-1 reliability criterion. Probabilistic criteria are also being investigated [1] , [2] . In order to make the system N-1 compliant months in advance, the asset management operator must assess whether each of the possible future scenarios (taking into account the short-term day-ahead planing decisions and real-time operation decisions) are N-1 secure. Since taking into account all possible realizations of future events is impractical, they must be approximated using sampled paths of future scenarios. For this reason, devising a good sampling scheme which gives a rich, informational representation of possible future occurrences is important, as well as reiterating the decision process as new information becomes available.
A. Literature Review
Much work has been done in the asset management literature [3] , [4] , [5] , [6] , [7] . Current state-of-the-art in transmission asset management offers three main approaches: time-based preventive maintenance, condition-based preventive maintenance, and reliability-centered preventive maintenance. The trade-off, that usually comes into play in the objective function, is between increasing the transmission equipment reliability via maintenance, and minimizing the effect of transmission equipment maintenance outage on socioeconomic welfare while satisfying operating constraints.
In [4] , these two aspects of the trade-off are being considered simultaneously. The authors use a linearized Weibull probability to calculate the probability of asset failure in future scenarios. Their method is based on a two-stage optimization formulation. The first stage involves a midterm asset maintenance scheduler that explicitly considers the analytic term of the probability asset failure scenarios, and the solver iterates on all of these possible scenarios. For this stage, a coarse division to time blocks is done, where each time block is assigned with its designated asset maintenance actions. The second stage introduces a short-term maintenance scheduler with the N-1 reliability criterion that schedules the output of the mid-term maintenance scheduler in the short run for each of the time blocks, with fine constraints such as security limits. The mid-term and short-term stages are completely decoupled schemes to make the problem computationally tractable.
In a different work, Yong Jiang et. al [5] focus on cumulative risk reduction as the objective of asset maintenance optimization. They define two important terms: severity and risk. Severity is defined to be a quantity describing the bad effect of four possible outcomes of contingencies assessed using power-flow simulations: overloads, cascading overloads, low voltage, and voltage collapse. The risk is then defined to be the product of the probability of a contingency happening and its severity. Each maintenance action has its added contribution to risk reduction, which is initially negative during the actual maintenance (due to the forced outage), and positive afterwards (due to its reduction in probability of future contingencies). The paper also addresses the asset life model, with functional description of Weibull and Markov models, and their appropriate parameter estimation description. Despite its broad system perspective and important contribution, this work necessitates strong assumptions such as an additive structure of the risk function, and the knowledge of generation and load profiles a year-ahead for each hour. In addition, the hourly year-long trajectories that are used for optimization are problematic because they introduce high variance to the optimization algorithm.
B. Novelty of the Framework
The complex dependence between the multiple timehorizons and the high uncertainty of the longer term planning, makes the corresponding decision making problems challenging. Here, we build on the idea of a coordination problem between a hierarchy of three decision layers, corresponding respectively to the mid-term, short-term and real-time contexts of reliability management. To deal with complexity of the model we suggest a scenario-based optimization approach based on efficient simulations that trade-off between accuracy and tractability.
In essence, the novelty of our work is three-fold. Firstly, our model is designed to include all different time horizons in one detailed and complete set of mathematical relations and notations. Secondly, we enable the use of complicated models by utilizing a simulation-based stochastic optimization approach that does not rely on analytical solutions. Lastly, we suggest a tractable methodology for solving the optimization problem, based on distributed computing and an efficient scenario sampling method.
II. MATHEMATICAL PROBLEM FORMULATION
We formalize the mid-term optimization problem in Eq. (1), in which the TSO goal is to minimize future costs by adopting an optimal planned maintenance schedule u m , which also corresponds to maximizing the social welfare. The evaluation spans over a time horizon of T hours. The decision variable in Eq. (1) is the maintenance schedule u m that is composed of a sequence of preventive maintenance actions with certain moments of activation chosen in the corresponding horizon. Denote the maintenance plan u m ∈ U m = {0, 1} n l ×T M to be a binary matrix, where T M (= T 24·30 ) are monthly time indices and n l is the number of transmission lines in the system each entry, u m (i m , i l ), mentions whether transmission line i l is maintained during month i m or not. To lower the complexity of the problem we only consider asset management of transmission lines. Similar to [4] , we assume maintenance resets the effective age. Maintenance is done once a month and has known duration.
The objective in Eq. (1a) is composed of the direct deterministic cost of maintenance actions C um (i l ) on asset i l and an expected value E Z C(Z um,θ ) of stochastic indirect costs (e.g., load shedding, redispatch). The indirect costs are associated with the uncertain future conditions of the grid, denoted by Z u,θ and under the shorter time decision policy (i.e., short-term operation planning and real-time) θ (e.g., N −1 security criterion). When making decisions in the mid-term time-horizon, one must take into account the shorter time decisions that take place during these time intervals. The shorter time-horizons decisions include the short-term (dayahead) operational planning decision u p ∈ U p (u m ) and realtime control u RT ∈ U RT (u p ) decision. Each of the sets of possible shorter time decisions U p (u m ), U RT (u p ) is defined by decisions that were taken one level higher in the hierarchy.
The resulting formulation is therefore the following stochastic optimization problem:
The reliability and cost of a power-system are defined in realtime. A real-time decision depends on the decisions taken in the short-term planning, which in turns depends on decision taken in the mid-term. Therefore
is the expected cost of real-time operational decisions summed over the evaluation horizon, where the expectation is over the distribution of a stochastic scenario Z um,θ that is composed of a series of states S t , as explained in § III-A. Maintenance feasibility constraints h(u m ) in Eq. (1b) define which maintenance actions are feasible, e.g., cannot maintain more than two assets per month. The constraints in Eqs. (1c)-(1d) describe the connection between the different time-horizon decisions, with short-term operational planning cost C p and real-time control cost C RT , where an optimal solution in one timehorizon must take into account how it will effect the future shorter time-horizon decisions. The informational states y m and y RT appearing as arguments in C p , C RT are revealed to the decision makers in these time-horizons, on which we expand in § III-B.
In this problem we prioritize high reliability by avoiding load shedding even when paying the cost of lost load (amount of load shedding times the value of lost load) is financially preferable. In § III-C we explain how this is being done with our escalation process. In the following section we describe in detail each of the terms in this problem.
III. PROBABILISTIC MODEL COMPONENTS AND DEFINITIONS
In this section we present the definitions and probabilistic mathematical model used in this chapter. We define a statespace representation in terms of the states of the world in which the power system, the decision maker, and their exogenous environment can be in and their evolution in time (see Fig. 3 ). This is a generic model that can be adapted for the study of any transmission system by adjusting the definitions of the states, actions and transitions, as will be defined later.
A. State-Space
We use a state notation S t ∈ S to represent all the information about the grid and its external environment at some time point t, needed to make informed decisions [8] . It includes the relevant information of all three time horizons, namely midterm, short-term and real-time. Denote n l t , n b , n g d , n g w to be the number of transmission lines, number of buses, number of dispatchable generators, and number of wind generators in the network respectively. The topology top t changes with time and certain lines become unavailable when under maintenance, hence the time index in the variable n l t which will be used from now on. The state S t is defined as the following tuple:
is the effective age of each of the assets at time t, which dictates their failure probability.
is the day-ahead wind generation forecast. The rest of the n g d dispatchable generators are fully controlled by the short-term and real-time decision makers, and therefore are deterministic (determined by the commitment plan u p and dispatch u p ) and are not a part of the state. T d.a is the day-ahead planning horizon, taken to be 24 in our simulations. To avoid confusion, all variables with subscript d.a do not include a time index subscript, rather they stay fixed for time periods of length T d.a , and are updated each T d.a time-steps.
is the day-ahead load forecast. • W t ∈ R n g w + is the realized wind generation at time-step t. It stays fixed for the actual duration of the time period (1 hour in our simulations).
• D t ∈ R n b + is the realized load at time-step t.
• top t ∈ {0, 1} n l is the network topology at time-step t. A line is either up (1) or down (0), due to two possible events: planned maintenance, or a contingency (line failure), which results in corrective maintenance.
B. Informational State
The state-space representation exhibits a division of the state variables to the different temporal evolution processes (time horizons). We formulate this separation of state variables according to the information that is exposed to the decision maker at a decision time point, and refer to it as the informational state. Decision makers at different time-horizons are exposed to different amounts of information about the world, hence the higher the time resolution of decisions the more state variables are realized at the time of the decision. For a general integer k, denoting S 1:k t to be the sub-vector of S t which includes elements 1 to k, denote y m = S
) and y RT = S t to be the informational states of the mid-term, short-term and real-time decision resolutions respectively. Fig. 1 presents a separation of the state to informational states.
A mid-term planner is exposed only to the realization of the y m part of the state, and can base its mid-term decision u m on it and on its expectations of the rest of the state in future times. In the case of y s , on top of being exposed to τ t , a short-term planner is also exposed to the realization of the day-ahead forecast of generation and load. It is also exposed to the higher-level mid-term decision u m , however it is not modeled as a part of the informational state. Lastly, as for y RT , the real-time planner is exposed to all of the realizations of the components in the state, along with being informed of higher level decisions, i.e., mid-term decision u m and shortterm decision u p .
C. Shorter Time-horizon Action-Space
Our formulation contains three hierarchical levels of decision making, namely mid-term maintenance, short-term (dayahead) operational planning, and real-time control. We often refer to the short-term and real-time problems as the inner problems. We now present the possible actions in these two inner problems.
1) Short
as appears in Eq. (1c) is defined to be the solution of the unit commitment (UC) schedule. As explained in § II, the overall cost in Eq. (1) is the sum of all real-time interval costs. Therefore the contribution of the solution for this optimization problem is not in directly calculating the overall cost of Eq. (1), rather it is being used as a constraint for the lower-level real-time problem, and as a reference for redispatching costs of real-time operation. This UC problem includes DC OPF, with N − 1 reliability criterion enforced. It also includes wind curtailment and load shedding decisions. This results in a mixed integer-linear program (MILP) that can be solved efficiently using commercial solvers [9] . The full inner optimization problem is brought in Appendix A, Problem 5. Notice that the UC is an optimization program, where the decision is based on the informational state y s which the decision maker is exposed to when facing a day-ahead planning problem. The informational state y s contains the wind power and load forecastsŴ d.a ,D d.a , which appear in the UC problem formulation. The short-term action-space U p (u m ) in Eq. (3), from which the decision variables (as appearing in their detailed form in the full inner optimization problem) are chosen, is the set of possible short-term operational plans. Mid-term decision u m dictates which assets are not taking part of the current plan due to maintenance.
2) Real-time Control Decisions: The optimal real-time control action
as appears in Eq. (1d) is defined to be the solution of a DC optimal power flow problem with wind curtailment and load shedding decisions, that follows the original unit commitment plan α * obtained in the day-ahead planning procedure as detailed in the full inner optimization problem, meaning the participating generators in the power flow at time-step t are those who have 1's in their indices in the vector α * t . It therefore includes re-dispatch decisions, as well as load shedding, wind curtailment and unit re-commitment if necessary, for each time step t individually. It is solved T d.a times sequentially, where each solution at time t is fed to the next one at time t + 1, e.g., if a contingency takes down a line at time t, it is not longer available at time t + 1, and an N − 1 − 1 problem is solved. In practice, the real-time optimization problem in Eq. (4) results in a formulation similar to the operational planning formulation in Eq. (3) that is presented in detail in Appendix A, therefore we use its formulation and solve it T d.a times sequentially, with the following adaptations:
• it is solved for a single time step t, instead of a full dayahead horizon T d.a .
• the on/off commitment schedule is no longer a decision variable, rather it is obtained from u * p and set as a • an additional re-dispatch cost is added to the objective:
|, assuming re-dispatch cost is the symmetric difference in prices of the generation declared in the day-ahead plan P * ,i g,t , and the actual realized power consumed in real-time P i g,t .
Having as an input the full realized state y RT = S t (either by witnessing it in real time, or by sampling future realizations of it), we solve the real-time control decision problem using the power flow equations and obtain the voltage magnitude and angle at all network nodes. We can then use it to model different related processes, such as aggregated stress effect on equipment failure. However, since this modeling topic requires careful attention and additional research, we currently do not include it.
3) Escalation Process: Since high reliability is an important consideration in asset management, and a direct indicator for it is the ability to avoid loss of load, we design a procedure called escalation process, which both the optimal short-term and real-time decisions u * RT and u * p follow. It is a four-step escalation procedure, which nurtures two important priorities among TSOs [2] : follow N − 1 criterion as much as possible; avoid load-shedding as much as possible. We therefore introduce this procedure to prioritize usage of N − 1 and avoidance of load-shedding. It is brought in detail in Fig.  2 . In the case of real-time control u RT , the procedure starts by following the unit commitment plan as explained before in this section. However, since load shedding is determined as a last resort, in cases where following the day-ahead plan results in load-shedding, the system stops following the day-ahead plan and notes the current time-step t as the beginning of the deviation time. Once deviating from the day-ahead plan, it is no longer enforced in the following time-steps until the end month u m (2) u m (11) Figure 3 . Illustration of sample paths of possible scenarios in the mid-term time horizon. It shows the progression of sampled future scenarios in the mid-term point of view. As time progresses the variance of state St grows because of increased uncertainty. Each scenario that is generated as a full continuous sequence can be used to test one possible maintenance schedule. A given mid-term planned schedule is shown with maintenance actions in the second and eleventh months, which affect all the mid-term sample paths.
of the day is reached. The system therefore attempts to avoid load shedding by allowing deviation from the day-ahead plan (which consequently incurs re-commitment and re-dispatch costs).
D. Scenario-Space
The dictionary definition of a scenario is "a postulated sequence or development of events". We use scenarios as a way to examine plausible future developments in the grid system. Using a scenario-based approach provides a way of dealing with uncertainties and the complicated interaction between these uncertainties [10] . 1) Scenario Definition: A scenario Z um,θ ∈ S T is defined as a sequence of states over the time horizon T that are dependent on actions u m ∈ U m :
where θ is the shorter-term policy, namely the short-term and real-time N − 1 unit-commitment and DC OPF presented in § III-C. Under the Markovian assumption, possible due to our state and its transition probability definition, the following relation holds:
where the state transition probability P {S t+1 |S t } describes the evolution of the stochastic processes in the system. The stochasticity stems from the wind power produced in the wind generators W t , the load process D t , and topology of the network top t , as determined by contingency events (unexpected line failure). In Appendix B we provide details on the models used for these three probabilistic processes, along with the data and test-cases they are based on. Figure. 3 shows an illustrative example of the scenario-space and scenario generation.
2) Scenario Cost Approximation: Each scenario has its associated distribution of cost as appears in Eq. (2), composed of the summation of real-time atomic costs, due to different events such as redispatching, commitment of generators, and loss of load. To evaluate costs such as these in scenariobased optimization, Monte-Carlo simulation is often used, with two main categories of scenario generation approaches. The first is full-trajectory simulation, where all real-time hourly developments are simulated as a full sequence as being done in [5] , while realizing the different uncertainties. For our mid-term problem, which can span over a full year, such an approach will necessitate an intractable number of samples in order to produce a decent evaluation of the scenarios cost, and will incur very high variance of the samples. The second category of approaches is based on snapshot sampling of possible static moments of the state of the world and the system. The main problem with such an methodology is the loss of temporal development information, originating in sequential implications of decisions made.
Therefore in order to deal with the high complexity of assessing cost/implications of maintenance actions via scenario evaluation, we introduce a novel scenario approximation approach. The hierarchical window scenario sampling is a hybrid version of the two previous sampling methods, which aims at mitigating the disadvantages of each of them.
As visualized in Fig. 4 , the sampling scheme is done by drawing a sequence of snapshots of the system, for each month (associated with y m ), in sequential development of time-ticks t m (=month). Notice that it is governed by the maintenance schedule u m . Then, to approximate the cost of each month we draw N s samples of W s sequential days (trajectories of y s at time resolution t s =day). Notice that the short-term inner optimization problem is solved for each day in each trajectory. Next, for each day (y s ) we simulate the real-time progression by sampling N RT trajectories of length W RT (=24) of the hourly sequential y RT 1 . For each y RT we calculate the realtime cost by solving the real-time OPF problem with its associated sampled (realized) uncertainties.
IV. DISTRIBUTED SIMULATION-BASED CROSS ENTROPY
OPTIMIZATION ALGORITHM Problem 1 is complex, being a non-convex combinatorial stochastic optimization problem, with hierarchical inner lowerlevel mixed integer-linear programs of shorter-time optimization problems. Since no explicit analytical form of the objective and constraints can be obtained for this problem, in order to asses the cost of scenario from Eq. (2) while obtaining its required inner-decisions from Eqs. (1c)-(1d) , we choose a simulation-based optimization approach. It is performed with distributed Monte-Carlo sampling, where multiple solutions in U m are being assessed in parallel on multiple servers. Each month of such solution assessment is itself assessed in parallel. In turn it solves inner MILP programs of short-term decisions and their consecutive LP programs of real-time decision.
For the optimization algorithm in Problem (1) we use the cross-entropy (CE) optimization algorithm [11] . The CE algorithm has shown to be useful in other works for solving power system combinatorial problems [12] . Briefly, CE is a randomized percentile optimization method for solving difficult combinatorial programs. It iteratively performs a step of generating random data sample according to some parametric distribution, followed by a step of updating the parameters of this distribution based on the data to produce a "better" sample in the next iteration. In our case, this distribution is of the assessed solutions u m , where at each iteration of the crossentropy algorithm, the top percentile of the solutions assessed is used for updating their distribution.
V. EXPERIMENTAL RESULTS
We run our experiments on a Sun cluster with Intel(R) Xeon(R) cpus @2.53GHz, containing 300 cores, each with 2GB of memory. All code is written in matlab . We use YALMIP [13] to model the full inner optimization problem both in its short-term and real-time versions. It is then solved using CPLEX [9] .
As a test-case we use a 5-bus modified system as appears in MATPOWER simulation tool [14] , with 5 dispathable generators, based on PJM 5-bus system [15] . We adopt updated generator parameters from Kirschen et. al [16] , namely their capacities, min-output, ramp up/down limits, min up/down times, price curve and start-up costs. Specifically, these are unit types 1, 3, 5, 7, 9 as appear in [16] that replace the original ones in the 5-bus system in that specified order. They are composed of 1 open cycle gas turbine, 3 combined cycle gas turbines, and 1 nuclear plant, which are more representative of current power production technology. We also include 2 non-dispatchable wind generators in buses 1, 2, with capacities and daily generation profiles, based on real historical records from the US as published in [17] . Peak loads and daily demand profile are based on real data, taken from [17] , and are rescaled to fit the 5-bus network. For more information on the wind generation and load distributions used in our experiments please refer to Appendix B. Value of lost load cost is set to V OLL = 1000[ $ M W h ], taken from [18] and wind-curtailment price is set to C W C = 100[ taken from [19] . Transmission line maintenance cost is set to C um = 5000$ for all assets, taken from [20] . We solve Problem (1) for a time-horizon of T M = 8 months. Each crossentropy iteration assesses the cost of 75 possible maintenance schedules in parallel, where each evaluated month of such a schedule is split to a different server, and is simulated as W s = 3 consecutive days, resulting in 3 unit-commitment solutions of the full inner optimization problem for each such trajectory. For each of those days, we simulate N RT = 30 samples of real-time trajectories of W RT = 24 hours per each sample. Each such trajectory is a realization of the actual wind power W t , load D t , and contingencies top t that occurred in that duration, using which the real-time control decision in Eq. (4) is calculated and its cost is obtained. The maintenance feasibility constraint in Eq. (1b) is set to allow no more than maintenance of a single asset per month, and no more than a single maintenance per each asset throughout the planning horizon. In order to be able to compare our solution to maintenance routines TSOs are likely to use, we run our scenario cost assessment on three intuitive heuristic maintenance plans: an 'oldest-first' maintenance plan, where at each month the least recently maintained asset in the network is chosen for maintenance; an 'age-threshold' maintenance plan, where assets are maintained when reaching a certain effective age threshold; a 'cyclic' maintenance plan, where assets are maintained sequentially, in a cyclic manner. Fig. 5 presents the convergence of our algorithm. The figure shows the mean and standard deviation of the top-0.15-percentile of the cost (as appears in Eq. (1a)) of all maintenance solutions u m ∈ U m assessed at each CE iteration. Fast convergence is achieved after only 10 iterations, as can be expected from the CE algorithm [12] . As iterations progress, the mean cost of the sampled scenarios decreases, as well as their standard deviation. This is due to the convergence of the distribution parameters in the CE algorithm, where samples become more concentrated in local optima of the solutionspace U m . An interesting phenomenon can be witnessed in iterations 9 and 10, where the mean stayed the same while the standard deviation dropped, due to natural preservation and duplication of the best solutions, and the increased number of their samples. Fig. 6 visually presents the different maintenance schedules drawn for assessment across iterations. Each entry of the matrices is colored according to the portion of assessed solutions which had 1's in that entry, where 'white' means none of the entries were chosen to be '1', and 'black' means all solutions of that iteration drew a '1' in that entry. The quick convergence of maintenance schedules to the (local) optimal solution is visualized by the gray colors which quickly turn either white or black. In addition, Fig. 7 uses the same visual concept to present the three maintenance heuristics we compare our solution to. Lastly, in Fig. 8 we bring the mean and standard deviation of the costs of the best solution found by our optimization algorithm and the three different maintenance heuristics, evaluated using 50 samples. Our solution is significantly cheaper than all three alternative heuristics. The costs' 1-standard deviation intervals are almost not in conjunction, suggesting high confidence in the statistical significance.
VI. CONCLUSION
The asset management problem requires careful attention when planning a maintenance schedule, due to the hierarchical structure of this problem, where several layers of decision making need to be accounted for. This makes the asset management task a very challenging problem for mid-term planners within a TSO. The scenario assessment framework developed in this work enables to evaluate the multiple complex implicit implications a maintenance schedule inflicts on a power system. We harness the power of distributed computing for the evaluation of these implications and for an optimization algorithm that seeks optimal maintenance plans, which a human expert can possibly not consider, as can be seen from our comparison to several simple-yet-convincing heuristic maintenance strategies. Our framework can also be used for assessing the implications of a predefined maintenance schedule considered by an expert.
In this work we use simplifying assumptions, such as that maintenance resets assets' effective age, the effective age dictates the failure probability of an asset, and that wind is distributed according to a multivariate normal random variable. These assumptions might render too simplistic for real-life power systems, however they allow for good scalability of the method and form an initial starting point.
The method presented here will not scale well to realistic grids, with thousands of nodes, generators and loads. To deal with the high dimensional combinatorial structure of the maintenance schedule and the inner decisions such as unit commitment, approximated 'proxy' methods are necessary. A recent example for such can be found in [21] . These functions will allow fast assessment calculation for a single schedule, provide a generalization mechanism over possible future shorter time decisions, and enable more realistic assumptions.
In continuation to this work, in addition to using such proxy modules, we plan on adding to our formulation chanceconstraints for ensuring high reliability; considering more than binary actions for more realistic maintenance; using larger testcases such as IEEE RTS-96.
