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NUMERICAL SIMULATION OF 2.5-SET OF MULTIPLE ITO STOCHASTIC
INTEGRALS OF MULTIPLICITIES 1 TO 5
DMITRIY F. KUZNETSOV
Abstract. In this article we construct effective procedures of mean-square approximation
of multiple Ito stochastic integrals of multiplicities 1-5, based on multiple Fourier-Legendre
series. The results of the article can be used for realizations of numerical methods with order
of strong convergence 2.5 for Ito stochastic differential equations with multidimensional non-
additive noise.
1. Введение
Настоящая статья является продолжением исследований автора [1] по численным методам
для стохастических дифференциальных уравнений (СДУ) Ито, имеющих достаточно высокие
порядки, так называемой, сильной сходимости (определение сильной сходимости будет дано ни-
же). Актуальность построения указанных численных методов обуславливается с одной стороны
широким кругом применений СДУ Ито [2-8] (в том числе в задачах оптимального стохастичес-
кого управления и фильтрации сигналов на фоне случайных помех в различных постановках), а
с другой стороны тем обстоятельством, что точности одного из простейших численных методов
— метода Эйлера (при стандартных условиях [2, 6, 7]) оказывается, в ряде случаев, недостаточно
при численном решении практических задач.
Дпнная работа выполнена в рамках перспективного подхода [2, 6-8] к численному интегриро-
ванию СДУ Ито, основанного на стохастических аналогах формулы Тейлора (так называемых
разложениях Тейлора-Ито и Тейлора-Стратоновича) [9-12] для решений СДУ Ито. Этот под-
ход подразумевает конечную дискретизацию временнo´й переменной и численное моделирование
решения СДУ Ито в дискретные моменты времени с помощью стохастических аналогов фор-
мулы Тейлора. На примере численного метода с порядком сильной сходимости 2.5 в статье
показывается, что более целесообразно применение разложения Тейлора–Ито нежели Тейлора-
Стратоновича, поскольку повторные стохастческие интегралы Ито (особенно 3–5 кратности),
необходимые для реализации численного метода, допускают более простые и эффективные про-
цедуры численного моделирования в сравнении с повторными стохастическими интегралами
Стратоновича.
В работе применяется, так называемое, унифицированное раложение Тейлора–Ито [11], позво-
ляющие использовать минимальную совокупность повторных стохастических интегралов Ито,
что является упрощающим фактором на стадии реализации численного метода. Для аппрок-
симации повторных стохастических интегралов Ито, входящих в рассматриваемую численную
схему с порядком сильной сходимости 2.5, используется метод кратных рядов Фурье-Лежандра,
рассмотренный в ряде работ автора [1, 12-15]. В [1] отмечается, что указанный метод кратных
рядов Фурье не приводит к дроблению промежутка интегрирования [t, T ] упомянутых повтор-
ных стохастических интегралов Ито, который представляет собой шаг интегрирования чис-
ленных методов для СДУ Ито и поэтому является достаточно малой величиной. Численные
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эксперименты показывают [12], что дробление промежутка [t, T ] приводит к неприемлемо боль-
шим вычислительным затратам (обычно дробление промежутка [t, T ] используется в методах
аппроксимации повторных стохастических интегралов Ито, основанных на интегральных сум-
мах [16]).
Как отмечалось в [1], ряд публикаций [2, 6-8] содержит численные схемы с высокими по-
рядами сильной сходимости (1.5, 2.0 и 2.5) для СДУ Ито, однако без эффективных процедур
среднеквадратической аппроксимации, входящих в них, повторных стохастических интегралов
для случая многомерного неаддитивного шума. Как правило, авторы [2, 6-8] вводят упрощаю-
щие предположения об аддитивности или малости шума, что ведет к существенному упрощению
проблемы численного моделирования поторных стохастических интегралов. Данная статья, так-
же как и работа [1], частично устраняет указанный пробел.
Отметим, что в [2, 6-8] достаточно хорошо изучены свойства численных схем для СДУ Ито (в
том числе и численных схем с порядком сильной сходимости 2.5), в частности их устойчивость.
Целью же настоящнй статьи является разработка эффектиных процедур численного модели-
рования повторных стохастических интегралов Ито 1–5 кратности, включая точное вычисле-
ние и эффективное оценивание среднеквадратических погрешностей аппроксимации указанных
стохастических интегралов.
Пусть задано фиксированное вероятностное пространство (Ω, F, P), неубывающая совокуп-
ность σ-алгебр {Ft, t ∈ [0, T ]} на нем и Ft-измеримый при всех t ∈ [0, T ] m-мерный стандартный
винеровский процесс f t с независимыми компонентами f
(i)
t ; i = 1, . . . ,m.
Рассмотрим СДУ Ито в интегральной форме:
(1) xt = x0 +
t∫
0
a(xτ , τ)dτ +
t∫
0
B(xτ , τ)dfτ , x0 = x(0, ω),
где xτ ∈ ℜn — случайный процесс, являющийся сильным решением уравнения (1); второй инте-
грал в правой части (1) понимается как стохастический интеграл Ито [17]; a : ℜn× [0, T ]→ ℜn,
B : ℜn × [0, T ] → ℜn×m — функции, для которых существует правая часть (1) и которые удо-
влетворяют стандартным условиям существования и единственности сильного решения xt ∈ ℜn
уравнения (1) [17]; x0 и ft − f0 (t > 0) предполагаются независимыми, причем x0 ∈ ℜn — F0-
измеримая случайная величина, для которой M{|x0|2} < ∞; M — оператор математического
ожидания.
2. Явная одношаговая численная схема с порядком сильной сходимости 2.5,
основанная на унифицированном разложении Тейлора–Ито
Дадим определение сильной сходимости численного метода для СДУ Ито.
Рассмотрим разбиение {τp}Np=0 промежутка [0, T ] с рангом дробления ∆N такое, что 0 =
τ0 < τ1 < . . . < τN = T. Через yτp
def
= yp; p = 0, 1, . . . , N обозначим дискретную аппроксимацию
процесса xt, t ∈ [0, T ] (решение СДУ Ито (1)), соответствующуюмаксимальному шагу дискрети-
зации ∆N .
О п р е д е л е н и е 1. [2] Будем говорить, что дискретная аппроксимация (численный
метод) yj ; j = 0, 1, . . . , N, соответствующая максимальному шагу дискретизации ∆N , схо-
дится сильно с порядком γ > 0 процессу xt, t ∈ [0, T ], если существуют постоянная C > 0,
которая не зависит от ∆N и j (j = 0, 1, . . . , N), а также число δ > 0 такие, что
(2) M{|xj − yj |} ≤ C(∆N )γ (j = 0, 1, . . . , N)
для всех ∆N ∈ (0, δ).
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В ряде публикаций [6, 7] авторы рассматривают вместо сильной сходимости среднеквадрати-
ческую сходимость, что соответсвует замене условия (2) на следующее условие:
(3)
(
M{|xj − yj |2}
)1/2 ≤ C(∆N )γ (j = 0, 1, . . . , N).
В (2) и (3) мы положили: xτj
def
= xj ; j = 0, 1, . . . , N.
Очевидно, что в силу неравенства Ляпунова, среднедвадратическая сходимость влечет силь-
ную сходимость.
Достаточно непростым оказался вопрос, какие повторные стохастические интегралы (Ито или
Стратоновича) более удобны для численного моделирования с корректной оценкой среднеквадра-
тической погрешности аппроксимации. В разд. 3 настоящей статьи показывается, что по внеш-
нему виду аппроксимации повторных стохастических интегралов Стратоновича проще, чем со-
ответствующие аппроксимации повторных стохастических интегралов Ито. Однако, процеду-
ра оценки среднеквадратической погрешности аппроксимации оказывается гораздо проще для
повторных стохастических интегралов Ито, что является серьезным мотивом использования
интегралов указанного типа.
Рассмотрим явную одношаговую численную схему для СДУ Ито, основанную на унифициро-
ванном разложении Тейлора–Ито [12] и имеющую при стандартных условиях [2, 12] порядок
сильной сходимости 2.5:
yp+1 = yp +
m∑
i1=1
Bi1 Iˆ
(i1)
(0)τp+1,τp
+∆a+
m∑
i1,i2=1
Gi2Bi1 Iˆ
(i2i1)
(00)τp+1,τp
+
+
m∑
i1=1
(
Gi1a
(
∆Iˆ
(i1)
(0)τp+1,τp
+ Iˆ
(i1)
(1)τp+1,τp
)
− LBi1 Iˆ(i1)(1)τp+1,τp
)
+
+
m∑
i1,i2,i3=1
Gi3Gi2Bi1 Iˆ
(i3i2i1)
(000)τp+1,τp
+
∆2
2
La+
∆3
6
LLa+
+
m∑
i1,i2=1
(
Gi2LBi1
(
Iˆ
(i2i1)
(10)τp+1,τp
− Iˆ(i2i1)(01)τp+1,τp
)
− LGi2Bi1 Iˆ(i2i1)(10)τp+1,τp+
+Gi2Gi1a
(
Iˆ
(i2i1)
(01)τp+1,τp
+∆Iˆ
(i2i1)
(00)τp+1,τp
))
+
+
m∑
i1,i2,i3,i4=1
Gi4Gi3Gi2Bi1 Iˆ
(i4i3i2i1)
(0000)τp+1,τp
+
+
m∑
i1=1
(
Gi1La
(
1
2
Iˆ
(i1)
(2)τp+1,τp
+∆Iˆ
(i1)
(1)τp+1,τp
+
∆2
2
Iˆ
(i1)
(0)τp+1,τp
)
+
+
1
2
LLBi1 Iˆ
(i1)
(2)τp+1,τp
− LGi1a
(
Iˆ
(i1)
(2)τp+1,τp
+∆Iˆ
(i1)
(1)τp+1,τp
))
+
+
m∑
i1,i2,i3=1
(
Gi3LGi2Bi1
(
Iˆ
(i3i2i1)
(100)τp+1,τp
− Iˆ(i3i2i1)(010)τp+1,τp
)
+
+Gi3Gi2LBi1
(
Iˆ
(i3i2i1)
(010)τp+1,τp
− Iˆ(i3i2i1)(001)τp+1,τp
)
+
+Gi3Gi2Gi1a
(
∆Iˆ
(i3i2i1)
(000)τp+1,τp
+ Iˆ
(i3i2i1)
(001)τp+1,τp
)
−
−LGi3Gi2Bi1 Iˆ(i3i2i1)(100)τp+1,τp
)
+
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(4) +
m∑
i1,i2,i3,i4,i5=1
Gi5Gi4Gi3Gi2Bi1 Iˆ
(i5i4i3i2i1)
(00000)τp+1,τp
,
где ∆ = T/N (N > 1) — постоянный шаг интегрирования; τp = p∆ (p = 0, 1, . . . , N); Iˆ
(i1...ik)
(l1...lk)s,t
—
аппроксимация повторного стохастического интеграла Ито вида:
(5) I
(i1...ik)
(l1...lk)s,t
=
s∫
t
(t− τk)lk . . .
τ2∫
t
(t− τ1)l1df (i1)τ1 . . . df (ik)τk ;
L =
∂
∂t
+
n∑
i=1
ai(x, t)
∂
∂xi
+
1
2
m∑
j=1
n∑
l,i=1
Blj(x, t)Bij(x, t)
∂2
∂xl∂xi
;
Gi =
n∑
j=1
Bji(x, t)
∂
∂xj
(x, t); i = 1, . . . ,m;
l1, . . . , lk = 0, 1, 2; i1, . . . , ik = 1, . . . ,m; k = 1, 2, . . . , 5; Bi — i-й столбец матричной функции B;
Bij — ij-й элемент матричной функции B; ai — i-й элемент векторной функции a; xi — i-й
элемент столбца x; функции Bi1 , a, Gi2Bi1 , Gi1a, LBi1 , Gi3Gi2Bi1 , La, LLa, Gi2LBi1 , LGi2Bi1 ,
Gi2Gi1a, Gi4Gi3Gi2Bi1 , Gi1La, LLBi1 , LGi1a, Gi3LGi2Bi1 , Gi3Gi2LBi1 , Gi3Gi2Gi1a, LGi3Gi2Bi1 ,
Gi5Gi4Gi3Gi2Bi1 вычислены в точке (yp, p).
Хорошо известно [2, 12], что при стандартных условиях численная схема (4) имеет порядок
сильной сходимости 2.5. Среди указанных условий отметим только условие для аппроксимаций
повторных стохастических интегралов Ито, входящих в (4) [2, 12], поскольку основное внимание
будет уделяться именно аппроксимации отмеченных интегралов:
(6) M
{(
I
(i1...ik)
(l1...lk)τp+1,τp
− Iˆ(i1...ik)(l1...lk)τp+1,τp
)2}
≤ C∆6,
где постоянная C не зависит от ∆.
Отметим, что на основе численной схемы (4) или ее модификации, основанной на разложении
Тейлора–Ито [9, 10], можно строить неявные или многошаговые аналоги (4) [2, 6, 7, 12]. При
этом набор повторных стохастических интегралов, подлежащий аппроксимации для численной
реализации указанных модификаций численной схемы (4), будет таким же как и для численной
схемы (4).
Заметим, что усеченное унифицированое разложение Тейлора–Ито (на основе которого пос-
троена численная схема (4) содержит 12 различных повторных стохастических интегралов Ито,
которые не могут быть связаны линейными соотношениями [11, 12]. Аналогичное разложение
Тейлора–Ито [2, 9, 10] содержит 17 различных повторных стохастических интегралов Ито, часть
из которых связаны друг с другом линейными соотношениями и часть из которых имеют боль-
шую кратность нежели повторные стохастические интегралы Ито из (4). Этим обуславливается
мотивация применения численной схемы (4).
Одной из основных проблем на стадии численной реализации численной схемы (4) является
проблема совместного численного моделирования повторных стохастических интегралов Ито,
входящих в (4). В следующем разделе рассмотрим эффективный метод численного модели-
рования повторных стохастических интегралов Ито, а также покажем какие стохастические
интегралы (Ито или Стратоновича) являются более удобными для численного моделирования
с учетом корректной оценки среднеквадратической погрешности аппроксимации.
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3. Метод численного моделирования повторных стохастических интегралов,
основанный на кратных рядах Фурье
В [1] (см. также [12-15]) был рассмотрен эффективный метод численного моделирования
повторных стохастических интегралов Ито, основанный на кратных рядах Фурье. Приведем
формулировку теоремы, на которой основан данный метод.
Т е о р е м а 1. [1, 12-15] Пусть выполнены следующие условия:
1. ψi(τ); i = 1, 2, . . . , k — непрерывные на промежутке [t, T ] функции.
2. {φj(x)}∞j=0 — полная ортонормированная система полиномов Лежандра или тригономет-
рических функций в пространстве L2([t, T ]).
Тогда повторный стохастический интеграл Ито J [ψ(k)]T,t вида
(7) J [ψ(k)]T,t =
T∫
t
ψk(tk) . . .
t2∫
t
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk (i1, . . . , ik = 0, 1, . . . ,m),
где w
(i)
τ = f
(i)
τ (i = 1, . . . ,m) и w
(0)
τ = τ , разлагается в сходящийся в среднеквадратическом
смысле кратный ряд
J [ψ(k)]T,t = l.i.m.
p1,...,pk→∞
p1∑
j1=0
. . .
pk∑
jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
−
(8) − l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1)∆w
(i1)
τl1
. . . φjk(τlk)∆w
(ik)
τlk
)
,
где l.i.m. — предел в средневадратическом смысле,
Gk = Hk\Lk, Hk = {(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1},
Lk =
=
{
(l1, . . . , lk) : l1, . . . , lk = 0, 1, . . . , N − 1; lg 6= lr (g 6= r); g, r = 1, . . . , k
}
,
Cjk...j1 =
∫
[t,T ]k
K(t1, . . . , tk)
k∏
l=1
φjl(tl)dt1 . . . dtk,
K(t1, . . . , tk) =
k∏
l=1
ψl(tl)
k−1∏
l=1
1{tl<tl+1}; t1, . . . , tk ∈ [t, T ] (k ≥ 2)
и K(t1) = ψ1(t1); t1 ∈ [t, T ] (1A — индикатор множества A);
ζ
(i)
j =
T∫
t
φj(s)dw
(i)
s
— независимые стандартные гауссовские случайные величины при различных i или j (если i 6=
0), ∆w
(i)
τj = w
(i)
τj+1 −w(i)τj (i = 0, 1, . . . ,m), {τj}N−1jl=0 — разбиение промежутка [t, T ], удовлетво-
ряющее условию
t = τ0 < . . . < τN = T, ∆N = max
0≤j≤N−1
∆τj → 0 при N →∞, ∆τj = τj+1 − τj .
Отметим, что интегралы J [ψ(k)]T,t допускают точное вычисление среднеквадратической по-
грешности апроксимации, а также эффективное оценивание указанной погрешности. В частнос-
ти справедливы следующие две теоремы.
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Т е о р е м а 2. [15] Пусть выполнены условия теоремы 1 при i1, . . . , ik = 1, . . . ,m. Тогда
M
{(
J [ψ(k)]T,t − J [ψ(k)]qT,t
)2}
=
∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk−
(9) −
q∑
j1,...,jk=0
Cjk...j1M

J [ψ(k)]T,t
∑
(j1,...,jk)
T∫
t
φjk (tk) . . .
t2∫
t
φj1 (t1)df
(i1)
t1 . . . df
(ik)
tk

 ,
где J [ψ(k)]qT,t — допредельное выражение в (9) при p1 = . . . = pk = q :
J [ψ(k)]qT,t =
q∑
j1,...,jk=0
Cjk...j1
(
k∏
l=1
ζ
(il)
jl
−
(10) − l.i.m.
N→∞
∑
(l1,...,lk)∈Gk
φj1(τl1)∆w
(i1)
τl1
. . . φjk(τlk)∆w
(ik)
τlk
)
,
∑
(j1,...,jk)
— сумма по всем возможным перестановкам (j1, . . . , jk), причем, если jr в перестановке (j1, . . . , jk)
поменяется местами с jq, то и ir в перестановке (i1, . . . , ik) поменяется местами с iq; осталь-
ные обозначения такие же, как в теореме 1.
Отметим, что
M
{
J [ψ(k)]T,t
T∫
t
φjk(tk) . . .
t2∫
t
φj1 (t1)df
(i1)
t1 . . . df
(ik)
tk
}
=
=
T∫
t
ψk(tk)φjk (tk) . . .
t2∫
t
ψ1(t1)φj1 (t1)dt1 . . . dtk = Cjk...j1 .
Поэтому, в частности, в случае попарно различных чисел i1, . . . , ik из теоремы 2 получим:
M
{(
J [ψ(k)]T,t − J [ψ(k)]qT,t
)2}
=
(11) =
∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk −
q∑
j1,...,jk=0
C2jk ...j1 .
Отметим, что формула (11) может быть независимо получена другим методом, рассмотрен-
ным в [12].
Т е о р е м а 3. [14, 15] Пусть выполнены условия теоремы 1 при i1, . . . , ik = 1, . . . ,m. Тогда
справедлива оценка:
M
{(
J [ψ(k)]T,t − J [ψ(k)]qT,t
)2}
≤
≤ k!
( ∫
[t,T ]k
K2(t1, . . . , tk)dt1 . . . dtk −
q∑
j1,...,jk=0
C2jk ...j1
)
,
где сохранен смысл обозначений теоремы 2.
В противоположность повторным стохастическим интегралам Ито, повторные стохастиче-
ские интегралы Стратоновича допускают более простые разложения, чем (8), однако проблема
вычисления (или оценивания) среднеквадратической погрешности аппроксимации повторных
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стохастических интегралов Стратоновича оказывается гораздо более сложной, чем для повтор-
ных стохастических интегралов Ито. Рассмотрим более подробно данный вопрос.
Введем в рассмотение повторные стохастические интегралы Стратоновича вида:
(12) J∗[ψ(k)]T,t =
∗∫
t
T
ψk(tk) . . .
∗∫
t
t2
ψ1(t1)dw
(i1)
t1 . . . dw
(ik)
tk ,
где сохранен смысл обозначений формулы (7).
Приведем несколько видоизмененный и расширенный вариант теоремы [1], которая адапти-
рует теорему 1 для интегралов (12) кратностей 2–5 [13-15, 18].
Т е о р е м а 4. [1, 13-15, 18] Пусть {φj(x)}∞j=0 — полная ортонормированная система по-
линомов Лежандра или система тригонометрических функций в L2([t, T ]). При этом, ψ2(s)
— непрерывно дифференцируемая на интервале [t, T ] функция, а ψ1(s), ψ3(s) — дважды непре-
рывно дифференцируемые на интервале [t, T ] функции. Тогда
(13) J∗[ψ(k)]T,t = l.i.m.
p→∞
p∑
j1,...,jk=0
Cjk...j1ζ
(i1)
j1
. . . ζ
(ik)
jk
,
где k = 2, 3, 4, 5, причем ψ1(s), . . . , ψk(s) ≡ 1 и i1, . . . , ik = 0, 1, . . . ,m в (13) при k = 4, 5,
а i1, . . . , ik = 1, . . . ,m в (13) при k = 2, 3; другие обозначения соответствуют обозначениям
теоремы 1.
Очевидно, что разложение (13) проще, нежели разложение (8). Однако, покажем, что вычисле-
ние среднеквадратической погрешности аппроксимации на основе разложения (13) существенно
сложнее чем вычисление аналогичной погрешности на основе разложения (8) (см. теоремы 2 и
3).
Случаи k = 1, 2 не представляют интерес, поскольку для случая k = 1, как известно, сто-
хастические интегралы Ито и Стратоновича от гладкой неслучайной функции совпадают с ве-
роятностью 1 (далее "с в. 1"), а стохастические интегралы Ито второй кратности, входящие в
численную схему (4), отличаются с в. 1 (в силу стандартных формул связи стохастических инте-
гралов Ито и Стратоновича [2]) от соответствующих стохастических интегралов Стратоновича
на постоянные величины.
Рассмотрим повторный стохастический интеграл Стратоновича 3 кратности вида
I
∗(i1i2i3)
(000)T,t =
∗T∫
t
∗t3∫
t
∗t2∫
t
df
(i1)
t1 df
(i2)
t2 df
(i3)
t3 (i1, i2, i3 = 1, . . . ,m).
Учитывая стандартные формулы связи стохастических интегралов Ито и Стратоновича [2],
а также теоремы 1 и 4 (k = 3) получим:
M
{(
I
∗(i1i2i3)
(000)T,t − I
∗(i1i2i3)q
(000)T,t
)2}
=
= M
{(
I
(i1i2i3)
(000)T,t + 1{i1=i2}
1
2
T∫
t
τ∫
t
dsdf (i3)τ + 1{i2=i3}
1
2
T∫
t
τ∫
t
df (i1)s dτ − I∗(i1i2i3)q(000)T,t
)2}
=
= M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q
(000)T,t + I
(i1i2i3)q
(000)T,t +
(14) + 1{i1=i2}
1
2
T∫
t
τ∫
t
dsdf (i3)τ + 1{i2=i3}
1
2
T∫
t
τ∫
t
df (i1)s dτ − I∗(i1i2i3)q(000)T,t
)2}
,
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I
(i1i2i3)q
(000)T,t =
q∑
j1,j2,j3=0
Cj3j2j1
(
ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
− 1{i1=i2}1{j1=j2}ζ(i3)j3 −
(15) −1{i2=i3}1{j2=j3}ζ(i1)j1 − 1{i1=i3}1{j1=j3}ζ
(i2)
j2
)
,
(16) I
∗(i1i2i3)q
(000)T,t =
q∑
j1,j2,j3=0
Cj3j2j1ζ
(i1)
j1
ζ
(i2)
j2
ζ
(i3)
j3
,
где I
(i1i2i3)q
(000)T,t — аппроксимация, полученная по формуле (10) при k = 3, а I
∗(i1i2i3)q
(000)T,t — аппрокси-
мацмя, полученная по теореме 4 при k = 3.
Подставим (15) и (16) в (14):
M
{(
I
∗(i1i2i3)
(000)T,t − I
∗(i1i2i3)q
(000)T,t
)2}
=
= M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q
(000)T,t +1{i1=i2}
(
1
2
T∫
t
τ∫
t
dsdf (i3)τ −
q∑
j1,j3=0
Cj3j1j1ζ
(i3)
j3
)
+
+1{i2=i3}
(
1
2
T∫
t
τ∫
t
df (i1)s dτ −
q∑
j1,j3=0
Cj3j3j1ζ
(i1)
j1
)
−1{i1=i3}
q∑
j1,j2=0
Cj1j2j1ζ
(i2)
j2
)2}
≤
≤ 4
(
M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q
(000)T,t
)2}
+ 1{i1=i2}F
(i3)
q +
(17) +1{i2=i3}G
(i1)
q + 1{i1=i3}H
(i2)
q
)
,
где
F (i3)q = M
{(
1
2
T∫
t
τ∫
t
dsdf (i3)τ −
q∑
j1,j3=0
Cj3j1j1ζ
(i3)
j3
)2}
,
G(i1)q = M
{(
1
2
T∫
t
τ∫
t
df (i1)s dτ −
q∑
j1,j3=0
Cj3j3j1ζ
(i1)
j1
)}
,
H(i2)q = M
{(
q∑
j1,j2=0
Cj1j2j1ζ
(i2)
j2
)2}
.
При доказательстве теоремы 4 при k = 3 [14, 15] было показано, что для случаев полиномов
Лежандра и тригонометрических функций выполняются равенства:
lim
q→∞
F (i3)q = 0, limq→∞
G(i1)q = 0, limq→∞
H(i2)q = 0.
Однако, согласно (17), величина
M
{(
I
∗(i1i2i3)
(000)T,t − I
∗(i1i2i3)q
(000)T,t
)2}
при конечном q оценивается величиной
M
{(
I
(i1i2i3)
(000)T,t − I
(i1i2i3)q
(000)T,t
)2}
,
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которая либо вычисляется точно по теореме 2, либо оценивается с помощью теоремы 3 (k = 3)
и тремя дополнительными слагаемыми достаточно сложной структуры.
Нетрудно видеть, что рассмотренная особенность будет присутствовать и при рассмотрении
повторных стохастических интегралов Стратоновича кратности 4 и 5, с единственным отличием,
что число дополнительных слагаемых подобных F
(i3)
q , G
(i1)
q и H
(i2)
q будет существенно бo´льшим
и они будут иметь более сложную структуру.
Таким образом платой за относительную простоту аппроксимаций повторных стохастических
интегралов Стратоновича (теорема 4) является существенно более сложное, в сравнении с пов-
торными стохастическими интегралами Ито (теоремы 2 и 3), вычисление или оценивание их
среднеквадратических погрешностей аппроксимации.
Именно по указанной выше причине в данной статье мы обращаем основное внимание на
аппроксимации повторных стохастических интегралов Ито, входящих в численную схему (4).
При этом, для аппроксимации используется теорема 1 при k = 1, . . . , 5 и полная ортонормиро-
ванная система полиномов Лежандра в пространстве L2([t, T ]) (в [1] пояснялось, что полиномы
Лежандра имеют ряд преимуществ перед тригонометрическими функциями при аппроксимации
повторных стохастических интегралов с помощью теоремы 1).
Рассмотрим аппроксимации повторных стохастических интегралов Ито, входящих в числен-
ную схему (4), с использованием теоремы 1 и полной ортонормированной системы полиномов
Лежандра в пространстве L2([t, T ]):
(18) I
(i1)
(0)τp+1,τp
=
√
∆ζ
(i1)
0 ,
(19) I
(i1)
(1)τp+1,τp
= −∆
3/2
2
(
ζ
(i1)
0 +
1√
3
ζ
(i1)
1
)
,
(20) I
(i1)
(2)τp+1,τp
=
∆5/2
3
(
ζ
(i1)
0 +
√
3
2
ζ
(i1)
1 +
1
2
√
5
ζ
(i1)
2
)
,
(21) I
(i1i2)q
(00)τp+1,τp
=
∆
2
(
ζ
(i1)
0 ζ
(i2)
0 +
q∑
i=1
1√
4i2 − 1
(
ζ
(i1)
i−1 ζ
(i2)
i − ζ(i1)i ζ(i2)i−1
)
− 1{i1=i2}
)
,
I
(i1i2)q
(01)τp+1,τp
= −∆
2
I
(i1i2)q
(00)τp+1,τp
− ∆
2
4
(
1√
3
ζ
(i1)
0 ζ
(i2)
1 +
(22) +
q∑
i=0
(
(i+ 2)ζ
(i1)
i ζ
(i2)
i+2 − (i + 1)ζ(i1)i+2 ζ(i2)i√
(2i+ 1)(2i+ 5)(2i+ 3)
− ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
I
(i1i2)q
(10)τp+1,τp
= −∆
2
I
(i1i2)q
(00)τp+1,τp
− ∆
2
4
(
1√
3
ζ
(i2)
0 ζ
(i1)
1 +
(23) +
q∑
i=0
(
(i+ 1)ζ
(i2)
i+2 ζ
(i1)
i − (i + 2)ζ(i2)i ζ(i1)i+2√
(2i+ 1)(2i+ 5)(2i+ 3)
+
ζ
(i1)
i ζ
(i2)
i
(2i− 1)(2i+ 3)
))
,
I
(i1i2i3)q
(000)τp+1,τp
=
q∑
i,j,k=0
Ckji
(
ζ
(i1)
i ζ
(i2)
j ζ
(i3)
k −
(24) −1{i1=i2}1{i=j}ζ(i3)k − 1{i2=i3}1{j=k}ζ(i1)i − 1{i1=i3}1{i=k}ζ(i2)j
)
,
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I
(i1i2i3)q
(001)τp+1,τp
=
q∑
i,j,k=0
C001kji
(
ζ
(i1)
i ζ
(i2)
j ζ
(i3)
k −
(25) −1{i1=i2}1{i=j}ζ(i3)k − 1{i2=i3}1{j=k}ζ(i1)i − 1{i1=i3}1{i=k}ζ(i2)j
)
,
I
(i1i2i3)q
(010)τp+1,τp
=
q∑
i,j,k=0
C010kji
(
ζ
(i1)
i ζ
(i2)
j ζ
(i3)
k −
(26) −1{i1=i2}1{i=j}ζ(i3)k − 1{i2=i3}1{j=k}ζ(i1)i − 1{i1=i3}1{i=k}ζ(i2)j
)
,
I
(i1i2i3)q
(100)τp+1,τp
=
q∑
i,j,k=0
C100kji
(
ζ
(i1)
i ζ
(i2)
j ζ
(i3)
k −
(27) −1{i1=i2}1{i=j}ζ(i3)k − 1{i2=i3}1{j=k}ζ(i1)i − 1{i1=i3}1{i=k}ζ(i2)j
)
,
I
(i1i2i3i4)q
(0000)τp+1,τp
=
q∑
i,j,k,l=0
Clkji
(
ζ
(i1)
i ζ
(i2)
j ζ
(i3)
k ζ
(i4)
l −
−1{i1=i2}1{i=j}ζ(i3)k ζ(i4)l − 1{i1=i3}1{i=k}ζ(i2)j ζ(i4)l − 1{i1=i4}1{i=l}ζ(i2)j ζ(i3)k −
−1{i2=i3}1{j=k}ζ(i1)i ζ(i4)l − 1{i2=i4}1{j=l}ζ(i1)i ζ(i3)k − 1{i3=i4}1{k=l}ζ(i1)i ζ(i2)j +
+1{i1=i2}1{i=j}1{i3=i4}1{k=l} + 1{i1=i3}1{i=k}1{i2=i4}1{j=l}+
(28) + 1{i1=i4}1{i=l}1{j2=j3}1{j=k}
)
,
I
(i1i2i3i4i5)q
(00000)τp+1,τp
=
q∑
i,j,k,l,r=0
Crlkji
(
ζ(i5)r ζ
(i4)
l ζ
(i3)
k ζ
(i2)
j ζ
(i1)
i −
−1{i1=i2}1{i=j}ζ(i3)k ζ(i4)l ζ(i5)r − 1{i1=i3}1{i=k}ζ(i2)j ζ(i4)l ζ(i5)r −
−1{i1=i4}1{i=l}ζ(i2)j ζ(i3)k ζ(i5)r − 1{i1=i5}1{i=r}ζ(i2)j ζ(i3)k ζ(i4)l −
−1{i2=i3}1{j=k}ζ(i1)i ζ(i4)l ζ(i5)r − 1{i2=i4}1{j=l}ζ(i1)i ζ(i3)k ζ(i5)r −
−1{i2=i5}1{j=r}ζ(i1)i ζ(i3)k ζ(i4)l − 1{i3=i4}1{k=l}ζ(i1)i ζ(i2)j ζ(i5)r −
−1{i3=i5}1{k=r}ζ(i1)i ζ(i2)j ζ(i4)l − 1{i4=i5}1{l=r}ζ(i1)i ζ(i2)j ζ(i3)k +
+1{i1=i2}1{i=j}1{i3=i4}1{k=l}ζ
(i5)
r + 1{i1=i2}1{i=j}1{i3=i5}1{k=r}ζ
(i4)
l +
+1{i1=i2}1{i=j}1{i4=i5}1{l=r}ζ
(i3)
k + 1{i1=i3}1{i=k}1{i2=i4}1{j=l}ζ
(i5)
r +
+1{i1=i3}1{i=k}1{i2=i5}1{j=r}ζ
(i4)
l + 1{i1=i3}1{i=k}1{i4=i5}1{l=r}ζ
(i2)
j +
+1{i1=i4}1{i=l}1{i2=i3}1{j=k}ζ
(i5)
r + 1{i1=i4}1{i=l}1{i2=i5}1{j=r}ζ
(i3)
k +
+1{i1=i4}1{i=l}1{i3=i5}1{k=r}ζ
(i2)
j + 1{i1=i5}1{i=r}1{i2=i3}1{j=k}ζ
(i4)
l +
+1{i1=i5}1{i=r}1{i2=i4}1{j=l}ζ
(i3)
k + 1{i1=i5}1{i=r}1{i3=i4}1{k=l}ζ
(i2)
j +
+1{i2=i3}1{j=k}1{i4=i5}1{l=r}ζ
(i1)
i + 1{i2=i4}1{j=l}1{i3=i5}1{k=r}ζ
(i1)
i +
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(29) + 1{i2=i5}1{j=r}1{i3=i4}1{k=l}ζ
(i1)
i
)
,
где
Ckji =
τp+1∫
τp
φk(z)
z∫
τp
φj(y)
y∫
τp
φi(x)dxdydz = Lijk
∆3/2
8
C¯kji,
C001kji =
τp+1∫
τp
(τp − z)φk(z)
z∫
τp
φj(y)
y∫
τp
φi(x)dxdydz = Lijk
∆5/2
16
C¯001kji ,
C010kji =
τp+1∫
τp
φk(z)
z∫
τp
(τp − y)φj(y)
y∫
τp
φi(x)dxdydz = Lijk
∆5/2
16
C¯010kji ,
C100kji =
τp+1∫
τp
φk(z)
z∫
τp
φj(y)
y∫
τp
(τp − x)φi(x)dxdydz = Lijk∆
5/2
16
C¯100kji ,
Clkji =
τp+1∫
τp
φl(u)
u∫
τp
φk(z)
z∫
τp
φj(y)
y∫
τp
φi(x)dxdydzdu =Mijkl
∆2
16
C¯lkji,
Crlkji =
τp+1∫
τp
φr(v)
v∫
τp
φl(u)
u∫
τp
φk(z)
z∫
τp
φj(y)
y∫
τp
φi(x)dxdydzdudv = Nijklr
∆5/2
32
C¯rlkji,
(30) C¯kji =
1∫
−1
Pk(z)
z∫
−1
Pj(y)
y∫
−1
Pi(x)dxdydz,
(31) C¯100kji = −
1∫
−1
Pk(z)
z∫
−1
Pj(y)
y∫
−1
Pi(x)(x + 1)dxdydz,
(32) C¯010kji = −
1∫
−1
Pk(z)
z∫
−1
Pj(y)(y + 1)
y∫
−1
Pi(x)dxdydz,
(33) C¯001kji = −
1∫
−1
Pk(z)(z + 1)
z∫
−1
Pj(y)
y∫
−1
Pi(x)dxdydz,
(34) C¯lkji =
1∫
−1
Pl(u)
u∫
−1
Pk(z)
z∫
−1
Pj(y)
y∫
−1
Pi(x)dxdydzdu,
(35) C¯rlkji =
1∫
−1
Pr(v)
v∫
−1
Pl(u)
u∫
−1
Pk(z)
z∫
−1
Pj(y)
y∫
−1
Pi(x)dxdydzdudv,
Lijk =
√
(2i+ 1)(2j + 1)(2k + 1), Mijkl =
√
(2i+ 1)(2j + 1)(2k + 1)(2l+ 1),
Nijklr =
√
(2i+ 1)(2j + 1)(2k + 1)(2l + 1)(2r + 1),
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Pi(x); i = 0, 1, 2, . . . — полиномы Лежандра; ζ
(i)
j (i = 1, . . . ,m : j = 0, 1, . . . , q + 2) — незави-
симые при различных i или j стандартные гауссовские случайные величины; 1A — индикатор
множества A;
φi(x) =
√
2i+ 1
∆
Pi
((
x− τp − ∆
2
)
2
∆
)
; i = 0, 1, 2, . . . .
В работе [1] отмечалось, что коэффициенты Фурье C¯kji и C¯lkji (тоже самое касается и коэф-
фициентов Фурье C¯001kji , C¯
010
kji , C¯
100
kji , C¯rlkji) могут быть вычислены точно с помощью компьютер-
ных пакетов символьных преобразований таких, как, например, DERIVE. В монографии [12]
составлены таблицы точно вычисленых с помощью программы DERIVE указанных коэффи-
циентов Фурье. Важно отметить, что коэффициенты Фурье (30) – (35) не зависят от шага
интегрирования τp+1 − τp численного метода, который может быть переменным.
Отметим, что, вообще говоря, минимальные числа q, обеспечивающие выполнение условия
(6) для каждой из аппроксимаций (21) – (29), различны и резко убывают с ростом порядка
малости аппроксимации повторного стохастического интеграла по величине ∆.
Рассмотрим более подробно выбор указанных чисел q.
В [1, 14, 15] с помощью теоремы 2 получены следующие точные формулы для среднеквадра-
тических погрешностей аппроксимации стохастических интегралов Ито 2 кратности:
(36) M
{(
I
(i1i2)
(00)τp+1,τp
− I(i1i2)q(00)τp+1,τp
)2}
=
∆2
2
(
1
2
−
q∑
i=1
1
4i2 − 1
)
,
M
{(
I
(i1i2)
(10)τp+1,τp
− I(i1i2)q1(10)τp+1,τp
)2}
= M
{(
I
(i1i2)
(01)τp+1,τp
− I(i1i2)q1(01)τp+1,τp
)2}
=
=
∆4
16
(
5
9
− 2
q1∑
i=2
1
4i2 − 1 −
q1∑
i=1
1
(2i− 1)2(2i+ 3)2−
(37) −
q1∑
i=0
(i + 2)2 + (i + 1)2
(2i+ 1)(2i+ 5)(2i+ 3)2
)
(i1 6= i2),
M
{(
I
(i1i1)
(10)τp+1,τp
− I(i1i1)q2(10)τp+1,τp
)2}
= M
{(
I
(i1i1)
(01)τp+1,τp
− I(i1i1)q2(01)τp+1,τp
)2}
=
(38) =
∆4
16
(
1
9
−
q2∑
i=0
1
(2i+ 1)(2i+ 5)(2i+ 3)2
− 2
q2∑
i=1
1
(2i− 1)2(2i+ 3)2
)
.
С помощью теоремы 3 получим следующие оценки для среднеквадратических погрешностей
аппроксимации повторных стохастических интегралов Ито кратности 3–5, входящих в числен-
ную схему (4):
(39) M
{(
I
(i1i2i3)
(000)τp+1,τp
− I(i1i2i3)q3(000)τp+1,τp
)2}
≤ 6
(
∆3
6
−
q3∑
i,j,k=0
C2kji
)
,
(40) M
{(
I
(i1i2i3)
(100)τp+1,τp
− I(i1i2i3)q4(100)τp+1,τp
)2}
≤ 6
(
∆5
60
−
q4∑
i,j,k=0
(
C100kji
)2)
,
(41) M
{(
I
(i1i2i3)
(010)τp+1,τp
− I(i1i2i3)q5(010)τp+1,τp
)2}
≤ 6
(
∆5
20
−
q5∑
i,j,k=0
(
C010kji
)2)
,
(42) M
{(
I
(i1i2i3)
(001)τp+1,τp
− I(i1i2i3)q6(001)τp+1,τp
)2}
≤ 6
(
∆5
10
−
q6∑
i,j,k=0
(
C001kji
)2)
,
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(43) M
{(
I
(i1i2i3i4)
(0000)τp+1,τp
− I(i1i2i3i4)q7(0000)τp+1,τp
)2}
≤ 24
(
∆4
24
−
q7∑
i,j,k,l=0
C2lkji
)
,
(44) M
{(
I
(i1i2i3i4i5)
(00000)τp+1,τp
− I(i1i2i3i4i5)q8(00000)τp+1,τp
)2}
≤ 120
(
∆5
120
−
q8∑
i,j,k,l,r=0
C2rlkji
)
.
Отметим, что при попарно различных i1, . . . , i5 = 1, . . . ,m по теореме 2 при q3 = 6, q4 = . . . =
q7 = 2, q8 = 1 имеем:
(45) M
{(
I
(i1i2i3)
(000)τp+1,τp
− I(i1i2i3)6(000)τp+1,τp
)2}
=
∆3
6
−
6∑
i,j,k=0
C2kji ≈ 0.01956000∆3,
(46) M
{(
I
(i1i2i3)
(100)τp+1,τp
− I(i1i2i3)2(100)τp+1,τp
)2}
=
∆5
60
−
2∑
i,j,k=0
(
C100kji
)2 ≈ 0.00815429∆5,
(47) M
{(
I
(i1i2i3)
(010)τp+1,τp
− I(i1i2i3)2(010)τp+1,τp
)2}
=
∆5
20
−
2∑
i,j,k=0
(
C010kji
)2 ≈ 0.01739030∆5,
(48) M
{(
I
(i1i2i3)
(001)τp+1,τp
− I(i1i2i3)2(001)τp+1,τp
)2}
=
∆5
10
−
2∑
i,j,k=0
(
C001kji
)2 ≈ 0.02528010∆5,
(49) M
{(
I
(i1i2i3i4)
(0000)τp+1,τp
− I(i1i2i3i4)2(0000)τp+1,τp
)2}
=
∆4
24
−
2∑
i,j,k,l=0
C2lkji ≈ 0.02360840∆4,
(50) M
{(
I
(i1i2i3i4i5)
(00000)τp+1,τp
− I(i1i2i3i4i5)1(00000)τp+1,τp
)2}
=
∆5
120
−
1∑
i,j,k,l,r=0
C2rlkji ≈ 0.00759105∆5.
Учитывая, что величина ∆ играет роль шага интегрирования численного метода (4) для
СДУ Ито (1) и является, в силу этого, достаточно малой величиной, получим, что уже при
q3 = 6, q4 = . . . = q7 = 2, q8 = 1 среднеквадратические погрешности аппроксимации (45)–(50)
повторных стохастических интегралов Ито кратности 3–5 достаточно малы.
Следует отметить, что в [2, 19] в рамках метода аппроксимации повторных стохастических
интегралов, основанного на тригонометрических разложениях Фурье компонет векторного вине-
ровского процесса [6], предлагается оценивать среднеквадратическую погрешность аппроксима-
ции повторных стохастических интегралов кратности 3 (здесь учитывются как интегрирования
по компонентам векторного винеровского процесса, так и по времени) и выше величиной вида:
C1∆
2
q
,
где C1 — постоянная, а ∆ и q имеют тот же смысл, что и в формуле (36). Очевидно, что
указанный подход является более грубым, чем подход, основанный на теоремах 2 и 3 (см. (36)–
(50)).
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4. Алгоритм численного моделирования с порядком сильной сходимости 2.5
Сформулируем в виде алгоритма приведенные формулы и рекомендации, касающиеся числен-
ного метода (4) с порядком сильной сходимости 2.5.
Будем считать, что необходимые коэффициенты Фурье C¯kji, C¯lkji, C¯
001
kji , C¯
010
kji , C¯
100
kji , C¯rlkji
уже вычислены (в частности, в [12] приведены таблицы точно вычисленных с помощью ком-
пьютерной программы DERIVE указанных коэффициентов).
А л г о р и т м.
Ш а г 1. Задаются исходные параметры задачи: промежуток интегрирования [0, T ], шаг ин-
тегрирования ∆ (например постоянный ∆ = T/N ; N > 1, хотя допускается выбор переменного
шага интегрирования), начальное условие y0, постоянная C, входящая в условие (6).
Ш а г 2. Полагаем p = 0.
Ш а г 3. Выбор минимальных чисел q и q1, . . . , q8 (q1, . . . , q8 < q) при которых правые части
(36)–(44) не превосходят правую часть неравенства (6).
Ш а г 4. Моделирование последовательности независимых стандартных гауссовских случай-
ных величин ζ
(i)
l (l = 0, 1, . . . , q; i = 1, . . . ,m).
Ш а г 5. Моделирование стохастических интегралов Ито
I
(i1)
(0)τp+1,τp
, I
(i1)
(1)τp+1,τp
, I
(i1)
(2)τp+1,τp
, I
(i1i2)
(00)τp+1,τp
, I
(i1i2)
(10)τp+1,τp
, I
(i1i2)
(01)τp+1,τp
, I
(i1i2i3)
(000)τp+1,τp
,
I
(i1i2i3)
(100)τp+1,τp
, I
(i1i2i3)
(010)τp+1,τp
, I
(i1i2i3)
(001)τp+1,τp
, I
(i1i2i3i4)
(0000)τp+1,τp
, I
(i1i2i3i4i5)
(00000)τp+1,τp
по формулам (18)–(29) с учетом выбранных на шаге 3 чисел q и q1, . . . , q8.
Ш а г 6. Производим вычисление yp+1 по (4).
Ш а г 7. Если p < N − 1, то полагаем p = p+ 1 и переходим к шагу 4. В противном случае
переходим к шагу 8.
Ш а г 8. Конец работы алгоритма.
5. Заключение
В статье получены эффективные процедуры среднеквадратической аппроксимации повтор-
ных стохастических интегралов Ито кратности 1–5, основанные на кратных рядах Фурье–Ле-
жандра. Данные результаты могут быть использованы для реализации численных методов с
порядком сильной сходимости 2.5 для СДУ Ито с многомерным неаддитивным шумом.
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