The paper continues the investigation into the links between algebraic system theory, more specifically the partial realization problem, and the problem of Hankel matrix inversion. The representation of the inverse of a Hankel matrix as a Bezoutiant and the Bezout equation play a principal role.
INTRODUCTION
In [6] the connection between the partial realization problem of system theory (see [ll] , [8] ) and the inversion of Hankel matrices has been explored. The central idea was to reprove a theorem of Lander [12] showing that the inverse of a Hankel matrix is a Bezoutiant. More precisely, suppose we are given a nonsingular Hankel matrix then any minimal rational extension, or equivalently, any minimal partial realization, is determined by the choice of E = g,,. Let the extension be denoted by g<(z), and let ,,(z,=~ (1.2) with pE and 9E coprime and 9& manic, and, by minimality, of degree n. We LINEAR ALGEBRA AND ITS APPLKATZONS 81:89-104 (1986) 89 0 Elsevier Science Publishing Co., Inc., 1986 will reserve the use of p and 9 for the polynomials arising out of the choice 5 = 0.
Since pg and 9[ are coprime, require additionally theorem referred stated.
Let H be the Hankel matrix
which is to be nonsingular. Thus it is clear that 9* depends linearly on 5. Also note that while all results are stated in terms of Hankel matrices, they have an easy translation to the Toeplitz case.
We can state now the following. THEOREM 1.2. Given the Hankel matrix of (1.4), which is assumed to be nonsingular. Let gE = p6/q5 be any minimal rational extension of the sequence g,,..., g2n_1 with (=gzn, pg and qg coprime, and q5 manic. Let g = p/q be th e one corresponding to [ = 0. Also let a be the unique polynomial of degree < n satisfying the Bezout equation ( i.e., b also is independent of .$.
Proof.
Let pI, 9( be the polynomials in the coprime representation g, = pt/sC corresponding to the choice g,, = [. Let a and b be the unique polynomials, assuming deg a < deg 9(, such that the Bezout equation P,-I 4n-1 .
0,
This is equivalent to p&z) = g,ei(5,~) + . . . + g,e,(t. 21, which proves (v). .
g, ...
g2n-2 z"-l
We will show that T = a. From the Bezout equations up + b9 = 1 and apt + bqz = 1 it follows by subtraction that 4~~ -P) + b(sr -9) = 0.
Since 9C = 9 -tr we must have -----= 9(9-(ad) =9(9-&d)
Now g, and g have expansions in powers of z-l agreeing for the first 2n -1 terms, and the next term has to be 5~~". This implies d = 1, and so (ii) and (iii) are proved. This completes the proof. W Incidentally, parts (ii) and (iii) of the theorem provide a nice parametrization of all solutions to the minimal partial realization problem arising out of a nonsingular Hankel matrix. This theorem explains why the particular minimal partial realization chosen does not influence the computation of the inverse, as of course it should not. Indeed, we see that and so H-' = B(a,q<) = B(a,9).
(1.25)
Thus we are led to the main point of this paper. To invert the Hankel matrix H it suffices to know a and 9[, and hence it suffices to solve two equations of the form (1.26) rather than n, as would be the case for the inversion of an arbitrary matrix. Of course there is nothing new in this observation, and it goes back at least to the work of Heinig and Rost [9] . In this connection we refer also to Fiedler [2] . However, the basic idea that to invert Hankel, or Toeplitz, matrices one needs usually to solve two equations of the form (1.26) goes back to the work of Gohberg and Semen& [7] .
It is our purpose in the next section to give some easy derivations for other results of this type. We do this in a polynomial context, stressing the connections with the partial realization problem.
Most of the contents of this paper and of [6] have multivariable generalizations. An exposition of this will be forthcoming.
HANKEL MATRIX INVERSION: A POLYNOMIAL APPROACH
As we saw in the preceding section, to invert the Hankel matrix of (1.1) it suffices to know the polynomials a and 4. Both have been shown to be derived as solutions to the system (1.26). We proceed now to give this solution a polynomial interpretation.
We use the theory of polynomial models freely. The little necessary background and notation for what follows can be found in [4-61.
Let X, be the polynomial model defined by 9, Z; X, + X, the module homomorphism defined by Zf= fl&= p(S,)f forfin X,.
(24
As a consequence of the Bezout equation (1.3) it follows that Z-' is given by z-'f= v,pf= a(S,)f forf in X,.
(2.2)
Also, the Bezoutiant of a and 9 is given as the matrix representation of Z-' relative to the control basis and the standard basis of X,, that is,
Thus, if we consider the system (1.26) and let Let us consider some special cases first. Let
Then, since e, = 1, the solution is given by Also note that (2.5) implies (2.7)
x n-l = a,.
(2.8)
Thus we can state the following result, which in view of the representation results for Bezoutiants obtained by PC& [13] and Fuhrmann [6] , is equivalent to the Gohberg-Semencul theorem. 
Proof.
We saw already that, assuming H is nonsingular, the inverse of H is the Bezoutiant of a and y. To complete the proof of the theorem we will show that the assumptions imply the invertibility of H.
The existence of a solution with the right hand side (0,. . . ,O, l)-implies that the McMillan degree of a minimal rational extension of g,, . . . , g,,_ 1 is at least n. We will show that it has an extension of McMiUan degree n. To this end let us define 9(z) by 9(z) =x,',zx(z) (2.10) and a(z) a before. Define the polynomial p by P(z) = Cgiei(z), (2.11) where ei is the control basis determined by 9, Let G = p/9 = CG,z-". We will show that G is an extension of g,, . . . , g,,_ r. Since {e, ,..., e,} and {l,..., 2"-'} are dual bases relative to the pairing introduced in for i=l,..., n -1. Since Gi = gi for i = 1,. . . , n, the equalities extend the range i = 1,. . . , 2n -1. Thus G is a minimal rational extension of McMillan degree n. Therefore the Hankel matrix H is necessarily nonsingular. where e_ I is defined-as the zero polynomial. Let (~a,..., y,_i) and (we,..., w, _ r)-be the solutions of the system (1.26) with the right hand side being (a,, i,. . . , a,,, i)" and (S,, im i,. . . ,a,,, i_ 1>-respectively. Set Y(Z) = CYjZ', W(2) = CWjZ'. as It remains to evaluate S. From (2.19) it follows that 6 is the coefficient of z "-' of the polynomial u(S,)ei = y. So 6 = y,-1. However, this can be evaluated in terms of the coefficients of a. Indeed, u(S,)e, = CukS$ei.
(2.20)
It is quite easy to see that Siei has degree less than n -1 unless k = i -1. In that case it is manic of degree n -1. Thus from (2.20) it follows that the zn-' coefficient of u(Sq)ei is ui_ i. Hence
S=Yn-l="i-l. and then
We can summarize this as follows. . Zf ui_l# 0, then the inverse of H can be written in terms of these columns.
Next we pass to the analysis of a rather general case. Again we consider the system (1.26), with the right hand sides being given by (LX,, . . . , a,): and (P r,...JJ".
Let th e respective solutions be given by ( yO,. . . , y,_ r) and (w,,...,w,_r)-. Set 
Follows from the fact that That H is nonsingular follows by reasoning similar to that employed in the proof of Theorem 2.1. 
