The problem of representing random fields describing the material and boundary properties of the physical system at discrete points of the spatial domain is studied in the context of linear stochastic finite element method. A randomly parameterized diffusion system with a set of independent identically distributed stochastic variables is considered. The discretized parametric fields are interpolated within each element with multidimensional Lagrange polynomials and integrated into the weak formulation. The proposed discretized random-field representation has been utilized to express the random fluctuations of the domain boundary with nodal position coordinates and a set of random variables. The description of the boundary perturbation has been incorporated into the weak stochastic finite element formulation using a stochastic isoparametric mapping of the random domain to a deterministic master domain. A method for obtaining the linear system of equations under the proposed mapping using generic finite element weak formulation and the stochastic spectral Galerkin framework is studied in detail. The treatment presents a unified way of handling the parametric uncertainty and random boundary fluctuations for dynamic systems. The convergence behavior of the proposed methodologies has been demonstrated with numerical examples to establish the validity of the numerical scheme.
INTRODUCTION
Uncertainty is present in a wide range of problems tackled within the scope of computational mechanics and is incorporated into the mathematical models in the form of random physical parameters, random forcing functions, and random geometrical descriptions. This gives rise to stochastic partial differential equation (SPDE) . The resolution of these SPDE and propagation of uncertainty into the system response have called for efficient numerical methods to tackle these expensive problems that range from non-intrusive efficient Monte Carlo and quasi-Monte Carlo techniques to the intrusive stochastic spectral Galerkin methods. These have been aptly summed up in the recent research articles [1] [2] [3] .
The focus of the current work is on the parametric and geometrical uncertainties in computational mechanics within the framework of the stochastic finite element (FE) method. The first part is concerned with the stochastic discretization of the random field. A discrete Karhunen-Loève (KL) expansion is investigated in this study, where the principal spectral components of the covariance kernel are obtained by solving a simple eigenvalue problem of the covariance matrix constructed at the discrete set of points on the spatial domain. This can alleviate the computational complexity associated with the numerical solution of the KL expansion. The resulting discrete formulation is interpolated inside the element domain at the quadrature integration points using spatial interpolation functions. 185 such that the random field is defined as a set of random variables˛.r/ WD˛.r; / W ‚ ! R, where ‚ is characterized by F r 1 ;:::;r n . 1 ; : : : ; n /. ‚ can be constructed from the finite-dimensional distribution functions under weak-consistency conditions [15] . Alternatively, the random field is defined as a random variable whose elementary events Â in the bounded region D R d are realized as . ; Â/ W D ! R; where Â.r/ Á˛.r; Â/I r 2 D; Â 2 ‚; such that ‚ ¹ÂjÂ W D ! Rº (2) The preceding definition necessitates specifying a probability measure P˛on the function space ‚ with a finite-dimensional probability distribution. However, for most engineering applications, it is not practical to specify the random field with all its finite-dimensional distributions or with the measures on a probability space.
Gaussian models are frequently used in the modeling of random fields because the central limit theorem ensures their natural occurrence and they give the maximum entropy model if only secondorder information is available. Given any second-order statistics, it is possible to find a Gaussian random field˛.r; Â/ that satisfies them. Non-Gaussian random field˛.r; Â/ with a distribution function F˛can be defined with a non-linear transformation .r; Â/ D Á.r; .r; Â// WD F 
where˛.r; Â/ has a marginal distribution F˛.r/ at any point r 2 D. Hence, given the secondorder statistics of a non-Gaussian random field˛, it is necessary to select Á and the covariance of the normal random variables C .r 1 ; r 2 /. This is often a non-trivial exercise, and arbitrary choices of marginal distribution and/or the target covariance may lead to inconsistencies. Some analytical expressions for various marginal distributions can be found in [16, 17] . Another approach of representing random fields with finite-dimensional distribution functions is to adopt a series expansion method using the spectral properties of the covariance kernel of the second-order random field, which is discussed in the following section.
Series expansion techniques for finite-dimensional representation of random field
Most works in stochastic FEs concerned with the solution of randomly parameterized systems generally assume a mathematically tractable model for the random field, which might not always be experimentally justifiable. For these applications, the random fields are chosen to obey certain physically meaningful regularity assumptions, such as mean-square continuity, homogeneity, and isotropy [18, 19] . Given an admissible covariance description of the input random field, the parameter can be written in a variable separable form as
where K .Â/ D ¹Ä 1 .Â/; : : : ; Ä m .Â/º T is a random function vector weighted by the spatial shape functions '.r/ D ¹' 1 .r/; : : : ; ' m .r/º.
The spatial shape functions can be chosen using various methods such as the interpolation method [20] , the mid-point method [21] , the expansion optimal linear estimation method [21] , and the spatial average method [22] to name a few. Another important class of method is the spectral decomposition of the random field. This relies on discretizing the random field with a finite number of spectral components of the covariance kernel associated with the random process. We discuss this last approach in some detail here.
Let C a W D D ! R be a kernel function that admits to the following decomposition Z D C a .r 1 ; r 2 /' j .r 1 /dr 1 D j ' j .r 2 /; 8 j D 1; 2;
The preceding expression is a homogeneous Fredholm integral equation of the second kind. The KL expansion is such a spectral representation of the random field using orthogonal eigen-components of the covariance kernel. Hence, for the random parameter a.r; Â/, the truncated spectral representation takes the form of a.r; Â/ D a 0 .r/ C m X i D1
where a 0 .r/ D EOEa.r; Â/ is the mean of the stochastic parameter and i .Â/ are the mutually uncorrelated random variables with zero mean and unit variance .EOE i .Â/ D 0 & E 2 i .Â/ D 1; 8i D 1; : : : ; m/. In addition, i and ' i .r/ are eigenvalues and eigenfunctions satisfying the integral equation in (5) . Now, for Gaussian random fields, i are uncorrelated Gaussian random variables by virtue of the property of Gaussian variables. However, the Gaussian random-field model is not applicable for strictly positive quantities arising in many practical problems.
When a.r; Â/ is a general non-Gaussian random field, it can be expressed in a mean-square convergent series with stochastic chaos expansion as a.r; Â/ D a 0 .r/ C P m i D1 H i . .Â//a i .r/ using the Wiener-Askey chaos expansion scheme [23] , where H i . .Â// are orthogonal polynomials spanning the stochastic Hilbert space. H i . .Â// are functions of the M basic random variables .Â/ D ¹ 1 ; : : : ; M º. Thus, the stochastic problem can be equivalently formulated on the finitedimensional probability space .‚
.M / ; F .M / ; P .M / /, where ‚ .M / D Range. / is a subset of R M , F .M / is the associated Borel -algebra, and P .M / is the image probability measure. It might be mentioned that while KL expansion has been used in this study, it gives a mean-square convergence of non-Gaussian random fields with prescribed second-moment properties. When such a description of the input random field is not available, the various non-Gaussian random-field approximation theories [17] have to be utilized.
In the following section, we propose an approach of expressing the random field at a finite set of points on physical domain using a discrete version of the KL expansion for the representation of the random field. This approach is particularly useful for the representation of the random field on arbitrarily shaped domains and for any complicated covariance function when analytical solutions of the KL eigenmodes are not available.
NUMERICAL METHODS FOR SPECTRAL DECOMPOSITION OF THE COVARIANCE FUNCTION
The KL expansion presented in Equation (6) represents the random parameter with a finite number of random variables weighted by the spatial eigen-basis, which are evaluated from the decomposition of the covariance kernel. However, exact solutions of the Fredholm integral equations of the second type, Equation (5) , are available for a few specific types of covariance kernels and a few special geometries. A number of solutions of the decomposition of the covariance kernel for one-dimensional domains have been given in [24, 25] . However, analytical methods of decomposition of the kernel function are not available for complicated generalized spatial domains, and numerical methods have to be employed to tackle these problems, such as in [26, 27] . Here, we present a solution methodology that solves the spectral decomposition of the covariance kernel at a discrete set of points on the physical domain.
Discrete Karhunen-Loève expansion
If we consider the various geometrical configurations shown in Figure 1 , we see that there are a number of possible definitions of the correlation length associated with the covariance kernel description. For example, the 'red' lines denote the L 2 length between points P 1 and P 2 , while the 'blue' lines denote a length defined along the geometry, which would be considered as an L 1 norm. The resolution of the KL expansion for such varied kinds of geometry might result in discontinuous eigenfunctions that cannot be described with closed-form analytical functions. Additionally, we should also take into account the discrete index based correlation of the various parameters (such as angles, widths, and heights of corrugation in Figure 1 (c) across the length of the panel) and include them within the covariance description of the random field. Let us define the function C a ' such that
It can be easily verified that
D/ is a linear operator on a vector space, and hence, Equation (5) can be expressed as
A non-trivial solution to the preceding homogeneous equation exists only for those values of that make .I C a / non-invertible, where I is the identity operator. Considering the fact that the solution of Equation (5) lies in some normed vector space, it is possible to represent the random field using a finite number of dominant components based on the eigen-spectrum of the kernel. This leads to a computationally feasible solution methodology.
The covariance functions C a commonly encountered in the study of randomly parameterized engineering systems are bounded and symmetric; hence, the associated linear operator C a is compact and self-adjoint. Hence, the solution of the eigenvalue problem in (8) 
Thus, the error in approximating the covariance function with a finite number .m/ of eigenfunctions results in an error that can be expressed as
where
is the covariance function approximated with m eigenvalues. Thus, the approximate covariance function can be expressed as (using Mercer's theorem)
where C .m/ a 188 A. KUNDU, S. ADHIKARI AND M. I. FRISWELL points, and hence, the random parameter can be expressed on them with the vector a.Â/ W D ‚ ! Rn, where n is the number of FE nodes. The covariance matrix is hence defined as
Here, C a is a Hermitian matrix with identical diagonal terms. For stationary random fields and a uniformly spaced FE mesh over a one-dimensional spatial domain, it is easy to see that the discrete covariance matrix C a is a Toeplitz matrix where the entries are constant along the diagonals parallel to the main diagonal. This property can be used efficiently to improve the memory requirement to store a dense covariance matrix, where the entire covariance matrix can be stored with as few as 2n C 1 elements (compared with the n.n C 1/=2 elements required for just symmetric matrices) and with a set of 'forward shift' and 'backward shift' matrices, which are matrices with all elements of the super-diagonal and sub-diagonal, respectively, set to 1 and 0 everywhere else. The case of evaluating the spectral components of a two-dimensional discrete covariance matrix has been investigated in [28] where lexicographic ordering of points has been used in the two-dimensional case and an FFT method is utilized to obtain the eigen-components.
However, the spatial domains D 2 Rn, where n > 1, with a non-uniform mesh would not lead to a Toeplitz matrix of spatially discretized covariance matrices. Hence, the eigenvalue problem in Equation (8) becomes more expensive. We apply Lanczos iterative techniques to solve for the largest eigenvalues and write the expression for the rank-m approximation of the covariance operator as
DˆƒˆT ; whereˆ2 R n m and ƒ D diagOE 1 ; : : : ; m (12) whereˆis the matrix of eigenvectors and ƒ is the diagonal matrix of eigenvalues. The preceding equation holds true for any positive continuous semidefinite kernel on a finite interval owing to Mercer's theorem. Only the first few largest eigen-components are utilized in (12) , where 1 > : : : > m . This suggests that the covariance kernel is approximated with the desired accuracy using the eigenfunctions obtained from Equation (12) . When the correlation length of the random field on the spatial domain is small, higher eigenmodes have to be incorporated into the randomfield approximation. These modes have complex shapes, which implies the necessity of a higher mesh resolution to capture their behavior. Also, Kolmogorov's theorem [29] implies that the realizations of the random fields a.r; Â/ are Hölder continuous with respect to r (with Hölder exponent < 1=2) with probability 1. Hence, the random vectors can be quite irregular. The choice of the discrete points in the spatial domain is crucial in this discussion, as the computational cost of resolving the eigenvalue problem of Equation (8) directly depends on the size of the covariance matrix, while the accuracy requirements may necessitate a high mesh resolution. When the FE nodes are chosen as the discrete points in space, the random field is obtained as a.Â/ 2 R n h , where n h is the dimension of the linear system based on the FE mesh parameter size h. The random parameter vector at discrete points in the spatial domain is thus represented as
where a 0 is the vector of the deterministic parametric field over the spatial domain, while diag. .Â// is a diagonal matrix of independent random variables D ¹ 1 ; : : : ; M º. It might be mentioned that the covariance matrix may be chosen to be on the quadrature integration points in the spatial domain, which are employed in the weak formulation. This will be discussed in more detail in the next section.
189 [30] , and we present it here for the sake of completeness and to compare the computational and implementational details with the proposed discrete method. The methodology in Section 3.1 results in a fully populated symmetric coefficient matrix. However, if higher-order isoparametric elements are used on a coarse FE mesh, the associated discretization error might become undesirable. The Galerkin method can be utilized under these circumstances. If we define the collection of the set of elements as E D ¹.D/ h W h is the mesh parameter sizeº, then the integral equation in Equation (5) can be rewritten as , and E m is the cardinality of the set E . We approximate the eigenfunctions .r/ in each element domain as .r/ D P i N i .r/ Q i D OEN .r/ T ¹ Q º, where OEN .r/ is the vector of the FE shape functions of a chosen degree based on the order of the elements and ¹ Q º is a vector of the functional values of at the discrete FE node points.
A Galerkin projection of the residual of (14) on the L 2 .D/ basis functions OEN , that is, " ?
The preceding equations result in fully populated coefficient matrices, which is similar to the discrete KL expansion approach in Section 3.1. Alternatively, the covariance function inside the elemental domains can be approximated with the spatial interpolation functions. If C e a pk is the covariance function constructed between the elements p and k, we write
where C .r i ; r j / 2 R n e n e is the discrete covariance matrix. Application of the Galerkin orthogonal projection gives the element-level matrices as
where M e D . R e OEN .r/OEN .r/ T d r/ are the equivalent of element-level mass matrices. Taking Equations (15)- (17) together, we have the discretized linear system of the form
where A is a fully populated symmetric matrix and M is obtained from the right-hand side of Equation (15) . The preceding equation gives a generalized eigenvalue problem. The eigenvalue problem in Equation (18) involves a dense matrix A, which is expensive for large systems. Hence, while Galerkin's method can enhance the approximation accuracy of the solution, it involves a higher computational cost for obtaining the linear system for the generalized eigenvalue problem with no benefits in terms of the memory requirement or using an efficient algorithm to resolve the dominant eigenmodes of the covariance functions.
Discrete representation of the lognormal field model.
The Gaussian random-field models, while offering an easier scheme for computational implementation, is often unsuitable for modeling the uncertainty for those physical systems where the parametric variation has to be considered strictly positive to make any practical sense. Under such circumstances, the lognormal field is generally the favored distribution and has been adopted in the present work. The discrete KL expansion framework laid out in the previous sections can easily be extended to incorporate this kind of random-field distributions. A lognormal field of the discretized random field a l .Â/ 2 Rn ‚ .M / is expressed as the exponential of the corresponding Gaussian-field model a.Â/. Following from the discretized KL expansion in Equation (13),
where D ¹ 
where 
2 norm of the Hermite polynomials are easily available, generally precomputed and fed into the solver. The inner products essential for the evaluation of the numerator in Equation (20) can be computed using the analytical expression applicable for Gaussian fields as
where H hd i .a 1 ; : : : ; a M / denotes the highest-order term associated with the ith Hermite polynomial and the arguments are replaced by the coefficients of the random variables (which are the eigenmodes obtained from the discretized KL expansion) instead of the random vector D ¹ 1 ; : : : ; M º itself. The proof of this has been provided in Appendix A. This provides an efficient analytical way to compute the undetermined coefficients associated with the lognormal random field given in Equation (20) instead of a multidimensional integration in the stochastic subspace for each coefficient.
STOCHASTIC WEAK FORMULATION WITH DISCRETE RANDOM PARAMETER
Here, we consider the FE spaces associated with the spatial and stochastic dimensions of the randomly parameterized system laid out in the previous sections. The spatial set D 2 R d and the set of random outcomes modeled in the finite-dimensional stochastic space ‚ .M / ‚ will be used to define the tensor product space D ‚ .M / , where the solution to the stochastic weak formulation is sought.
Finite element spaces
The spaces involved in the construction of the stochastic FE method (SFEM) for the stochastic weak formulation is presented in [31, 32] , which gives two paradigms in which the solution of the preceding problem is sought: (i) the k h-SFEM version and the (ii) the p h-SFEM version. We consider these in detail here: let the spatial domain D be meshed as .D/ such that the mesh parameter size is given by h..D//. The finite-dimensional stochastic domain may be partitioned with a finite number of disjoint boxes having finite intervals along each dimension, and we denote this rectangular mesh as .‚
. 
is the space of polynomials, which converge in the 
The basic FE theory ensures the existence and uniqueness of the solution u S p;q 2 S p;q .D; ‚ .M / / and the convergence to the actual solution as
The preceding equations stand for the convergence of the h-version and the p-version of the SFEM, respectively. The p h-SFEM seeks the solution in tensor product space ‚ 
where Q is the source/sink term in the domain. When formulating the weak form of the preceding system at a particular point in the stochastic sample space Â, we have
Here, K is modeled with a finite set of random variables following the discrete KL expansion (detailed in Section 3.1) of the covariance kernel associated with the random field on the domain such that
is expressed by its mean K 0 and perturbation components K j in the series expansion form. The spatial discretization of the random parameter may be performed using the same mesh that is used for the resolution of the response of the FE system, that is, .D/, and the vector K.Â/ is the parameter values at the FE nodes. Here, we introduce the following FE discretization spaces: 
where .D h / denotes the mesh with the mesh parameter size h. This corresponds to the p h-SFEM version. We expand the solution in each discretized element ‚
where p and q denote the order of the polynomials of the spatial and stochastic basis functions, respectively, M is the dimension of the input stochastic space, h is the mesh size parameter, and N 2 R n e , where n e is the number of nodes associated with each element of the FE mesh.
The vector of the random parameter values at the nodal points is interpolated inside the spatial domain of the elements using the deterministic FE shape functions, which are the basis functions for the expansion of the stochastic system response in the spatial domain, that is, N p i .r h /. The random parameter has already been expressed in the stochastic domain with the global stochastic polynomial basis as per Equation (13) . Then the stochastic bilinear operator associated with the weak form on each spatial element of the FE mesh .D/ and the global stochastic function space ‚ .M / may be written as (following from Equations (24) and (26)) 193 
The element-level equations take the following form:
The perturbation matrices of the FE system are then given as
where d denotes the dimension of the Euclidean space in which the physical domain of the problem exists, that is, D 2 R d ; Á i is the ith coordinate axis in the same Euclidean space, and K e;i is the ith term in the series expansion of the random parameter following Equation (13) .
Equation (33) can be extended to include the linear or isoparametric mapping for a spatial domain meshed with non-uniform elements. For example, if we consider the mapping of the Cartesian coordinate axes Á i to the parameter space, we have
where Q Á D ¹ Q Á 1 ; : : : ; Q Á d º are the set of parent axes with .D/ being the parent hypercube onto which the elements .D h / are mapped using the transformation N Q. The system matrices can then be written in terms of the isoparametric integration as
that is, jJ . Q Á/j is the determinant of the Jacobian matrix, and
The preceding integral is usually evaluated with a finite-order Gauss-Legendre quadrature. The order is guided by the degree of polynomial involved in the integration. When the integration is performed with n points, Gauss-Legendre quadrature produces exact integrals for all polynomials of order up to 2n 1. The interpolating shape functions used to express the KL eigenmodes within the element domain increase the polynomial order, and hence, more Gauss points are necessary to compute the perturbation parts of the diffusion matrix, compared with its deterministic counterpart A .e/ 0 . Let us denote the grid of n d Gauss points in the parent hypercube 
The derivative of the shape functions N p with respect to the global coordinates Q Á has to go through a coordinate transformation, which is written in terms of the inverse of the Jacobian matrix denoted by OEJ . Q Á/ 1 , which is well established in the isoparametric FE literature [24] . From Equation (36) , it is seen that we are trying to evaluate the random parameter K e at the quadrature integration points within the element domain. Hence, a better approximation of the random field would be obtained if the discrete spectral decomposition of the covariance function in Equation (12) is performed such that the eigenvectorˆis evaluated at the quadrature integration points. However, the additional computation cost has to be justified by the significance of the improvement in accuracy of the obtained solution. The next section deals with the solution methodology applied to the preceding discretized system to propagate the input parametric uncertainty to the system response and the evaluation of the second-order response statistics.
Solution methodology
Here, we present the solution methodology adopted in this study to solve the stochastic diffusion problem of the FE discretized system. We present the setting for the Galerkin method with polynomial chaos expansion, which has been used to represent the steady-state diffusion equation with a finite-order chaos expansion [30, 34] . As has been discussed in the literature (e.g., [35] ), the dimensionality of the linear system increases significantly with the order of chaos chosen and the dimension of the input stochastic space. Other efficient uncertainty propagation methods include stochastic collocation [6] and polynomial dimensional decomposition [36, 37] to name a few.
The assembly of the aforementioned element matrices to form the stochastic global system can be written as
.e/ i from Equation (36), where
is the elementlevel (e) matrix associated with the ith KL mode of the random field, E is the set of all elements of the FE mesh on the spatial domain, and H . .Â// are the stochastic basis functions, which express the random field with i.i.d. random variables .Â/. Hence, the Galerkin formulation at the stochastic level gives
where EOE is the expectation operator on the probability space, u q;M is an assembly of the element block vectors u q;M e given in Equation (29), and v q;M is the stochastic trial vector basis. Equation (37) leads to the following set of equations:
If we denote U D ¹u
where A is the block-sparse system coefficient matrix and Q is the right-hand block vector. The block-sparse nature of the coefficient matrix is due to the fact that the Galerkin orthogonalization of the residual to the stochastic basis functions involves an integration in the stochastic space with the terms H˛ˇ D EOEH˛.Â/Hˇ.Â/H .Â/. The H˛ˇ is zero for most combinations of ¹˛;ˇ; º.
Another efficient alternative is to use double orthogonal polynomials for the random field, in which case the coefficient matrix would be block-diagonal and the stochastic problem would be decoupled [31] . Detailed discussion on the efficient solution of the linear system in Equation (39) is beyond the scope of the current work, and hence, the reader is referred to a review of the important literature in this domain [38, 39] .
RANDOM BOUNDARY ROUGHNESS
Surface roughness has been accounted for by using various methods ranging from simple parameterization of surface inhomogeneities [40, 41] to use of fractals to represent the perturbations in the domain [42] . An alternative approach is to assume that the detailed boundary topology is uncertain and to use random fields to model it. This description has been used in a number of studies that are briefly discussed here. A solution of PDEs on random domains was investigated in [12] using a stochastic mapping of the body-fitted curvilinear coordinates. The extended FE method has been extended to PDEs on random domain [43] and for tackling random heterogeneous material interfaces [44] . This concept utilizes a level-set technique to implicitly represent the random geometry and then uses the classical spectral SFEM to solve the problem on a fixed FE mesh. The method relies on representing the geometry and its randomness implicitly with random level-set functions. However, incorporating the randomness into the complex geometries with stochastic parameterization of random level-set functions is not always a trivial exercise. Moreover, the random boundary may be realized with a random-field model rather than just using random variables to model the stochastic level-set functions. The method proposed in this work can potentially overcome these difficulties. Another study [45] uses the Laplace equation-based mesh deformation approach to model the stochastic domain with random variables and uses the stochastic collocation scheme to obtain the element matrices. This non-intrusive approach does away with the complexity associated with the formation of the system matrices but is computationally expensive, and the error associated with the formation of the system-level matrices has to be controlled carefully. Literature also exists on natural convection with random boundary topology with a sparse-grid collocation technique [6] and investigation of transport phenomenon in rough walled tubes [8] . However, integrating the treatment of these uncertainties in a generic fashion within the stochastic spectral FE literature still remains a challenge. This is because the stochastic mappings involved in these cases are particularly cumbersome to incorporate within the SFEM framework.
Problem definition in the random domain
A diffusion problem is considered here on a domain with random boundary perturbations such that , respectively. The preceding equations indicate that the field values are prescribed on the boundary for every sample realization of the random boundary, which implies G c and q c are the same for every random sample.
The weak formulation of the problem in Equation (40) 
Â / consists of spatial basis functions. For the sake of simplicity, if we consider 1 to be a zero Neumann boundary for now, the following bilinear and linear forms are obtained:
In the classical isoparametric FE formulation of the preceding integrals, the element domain is transformed into a master domain (e.g., the domain A 00 B 00 C 00 D 00 is transformed into ABCD as in Figure 2 ). Thus, the integration is transformed into the master domain, which can map any order of arbitrary-shaped elements to the same order of a regular-shaped parent element. This facilitates r Á . In the isoparametric FE formulation [46] , the degree p of the shape functions used to approximate the response field is the same as that used for the map of a given domain to its master domain. Hence, Equation (41) can be written as
Here, the Jacobian J Â is specific to each realization of the random boundary and has to be calculated for the resolution of the system at each point in the stochastic space. The Jacobian takes the form of
º denotes the vector of coordinate directions for each realization of the random domain and Q Á D ¹ Q Á 1 ; : : : ; Q Á d º is the same in the master domain. The preceding equation can be solved in this form using non-intrusive approaches such as various Monte Carlo simulations, response surface methodologies, sparse-grid collocation techniques [6] , or hybrid metamodeling techniques [47] , An alternative to this approach is to solve the system using a unified stochastic Galerkin approach where the solution can be expanded with a tensor product of the set of shape functions in the spatial domain and stochastic functions spanning the stochastic space.
Boundary roughness quantification
Modification of the boundary of a physical domain can result in either of the following two scenarios: (i) the elements in contact with the boundary surface (having one or more nodes on the boundary) can have their edges modified following the movement of the nodes or (ii) a set of elements may be moved along with the boundary in addition to a modification in shape. The scenario of perturbation of one particular element in the domain is graphically depicted in Figure 2 , while Figure 3 illustrates the realizations of a perturbed boundary region of a physical domain. Let us denote the deterministic domain within the 'red' box in Figure 3 as D bc D and the set of elements of the baseline model lying within this by the set .D bc /. We then specify the stochastic set .D Â / consisting of the random realizations of the elements in .D bc /. Figure 2 shows a sample realization of the configuration of an element in .D Â /. A generic spatial domain meshed with quadrangular elements has been considered here. The mesh is assumed to be unstructured, and hence, the formulation can be trivially extended to the case of uniform mesh. The coordinate transformation from the deterministic to master element is as given in Equation (34) . The deterministic element in turn is transformed into the perturbed element A 00 B 00 C 00 D 00 via the transformation
where D ¹ 1 ; : : : ; d º is the set of independent coordinate directions specifying the points in the perturbed element and Á D ¹Á 1 ; : : : ; Á d º denotes the same in the deterministic element domain. The roughness of the boundary surface can be quantified with the correlation of the positional coordinates of the FE nodes of the elements in .D Â /. The theoretical development of the discrete KL expansion, presented in Section 3.1, is utilized in this context to represent this boundary randomness using a denumerable set of random variables. Here, we use a covariance function C.r 1 ; r 2 / description of the input random field with the position coordinates (r 1 ; r 2 on D bc ) of the nodes of the element in the baseline deterministic domain D bc . Following this, a discrete spectral decompo-
Rm, where r is the vector of the position coordinates of the nodes lying on the random boundary (or in the boundary region D bc ) approximated with M random variables with a p M th-order chaos expansion.
The parameterization of the element coordinates in the perturbed element in terms of the random variables ( D ¹ 1 ; : : : ; M º) used to model the boundary roughness would lead to the transformed coordinate vector being expressed as D h i C 0 , where h i is the deterministic component while 0 is the zero mean perturbation components. The objective here is to obtain a mapping between the coordinates of the master element Á and the samples of the perturbed configuration .
Thus, we do not consider remeshing the domain for each random realization of its boundary. Only the perturbation of the coordinates of the nodes lying on the boundary region is incorporated into the formulation with a set of random variables. This is illustrated in Figure 3 , which shows a typical geometrical configuration of a plate with a hole at the center. Here, the nodes lying inside the marked region are modeled with a set of random variables for the realization of the perturbed configurations, while those outside it remain unchanged. Hence, all the nodes in the region adjacent to the circle at the center of the plate are moved along with the boundary. The perturbation of these nodes can be modeled with the mapping described in Section 5.3. It might be mentioned here that the choice of 198 A. KUNDU, S. ADHIKARI AND M. I. FRISWELL the depth of the boundary region D bc from the random boundary designated in the baseline model is governed by the degree of boundary perturbation considered for a particular meshed domain. If the boundary perturbation is small such that the random realizations of the boundary can be captured wholly by the elements lying on the boundary such that only the nodes lying on the boundary has to be modified, then it is sufficient to consider D bc to be the boundary @D of the baseline model.
Mapping the random domain to the master domain
We denote the nodal coordinates of the deterministic element as the vector Á i j D ¹Á i 1 ; : : : ; Á i ne º 8i D 1; : : : ; d . For the deterministic case, the mapping of the master element (which we denote by D M , say) to the deterministic element is given as
which gives the mapping from the deterministic to master element. Combining the preceding two equations, we have
Thus, the mapping from the master element to the perturbed element now involves a spatial as well as stochastic transformation. Hence, Â , which denoted the coordinate directions for each sample realization of the random domain, is now expressed as a function of a denumerable set of random variables used to model the boundary perturbations and the coordinate directions of the master element; that is, .
.Â// ; : : : ; d . Q Á; .Â//º. As a result, the interpolation of the spatial coordinates within the random element is given as a tensor double dot product
where i is a second-order tensor of the field i at the nodal points in the tensor product space
where n e is the number of FE nodes associated with the element, then it suggests that the coefficient associated with a particular node has M perturbation components. This suggests that the perturbed element can be described uniquely in a d -dimensional spatial domain and an M -dimensional stochastic domain.
It is obvious from Equation (46) that the tensor shape function N is stochastic in nature. To keep things simple, we consider the boundary roughness as the only source of uncertainty in the present case and ignore any effect of parametric or forcing randomness. The Jacobian J Â presented in the context of the discussion of Equations (41) and (42) can now be expressed as a function of the input random variables as
The differential volume .D Â / in the random boundary can be transformed into the master element as
The differential operator r Â in Equation (41) is transformed under the coordinate mapping as where r Q Á denotes the differential operator along the coordinate directions of the master element. For the implementation of the spectral Galerkin method, it is essential to have a representation of the stochastic quantities in terms of polynomials of the input random variables. This allows efficient computation of the expectation of these stochastic polynomial functions. To this end, the expression for the elements of the Jacobian matrices is presented here as
Taking N Â 0 D 1, the preceding Jacobian matrix J Q Á can be expressed as
It can be easily identified that J Q Á 0 is the Jacobian associated with the transformation of the deterministic element into the parent element.
The inverse of the Jacobian matrix can be expressed with polynomial functions of the random variables using the Neumann-type series expansion as
where N H k is the stochastic polynomial function, which is obtained from combining the stochastic polynomials in the preceding equation. Of course, N H 0 D 1 and J Q Á k are the corresponding product of the Jacobian matrices. The Neumann-type series expansion has been performed under the assumption that the spectral radius of the matrix J Q Á 0 is larger compared with the J Q Á i components. This assumption is valid considering the fact that the major change in the elemental volume is captured in the transformation of the deterministic element into the master element (which is Figure 2 ), while transformation from the deterministic to stochastic element is small under the assumption of small random perturbation of boundary topology. Taking this into account, it is possible to capture the transformation with a moderately low degree of Neumann expansion.
In case the assumption regarding the spectral radius of J Q Á 0 does not hold, the inverse can be evaluated from the solution of the equation
We assume that the inverse of the Jacobian matrix can be expressed as a matrix series such that J
Á k are the undetermined matrix coefficients and H k .Â/ are the multidimensional orthogonal polynomials spanning the stochastic Hilbert space. These can be evaluated if we apply a Galerkin orthogonalization of the residual with respect to the orthogonal stochastic basis functions as *
from which, 
is the coefficient matrix composed of blocks of the Jacobian matrix series from Equation (50) such that the i; j block of the matrix is obtained as
‚ .M / / denotes the inner product in the L 2 stochastic Hilbert space. Hence, we have to solve for the block matrices J Q Á k from Equation (53) for each element that is included within the perturbed boundary region. It might be noted that the solution of the preceding matrix equation is trivially parallelizable because the column vectors of all the J Q Á k can be solved in parallel. This method is more expensive than the Neumann expansion method given in Equation (51) , but it gives a good approximation of the inverse Jacobian. Thus, in the present development, we would consider that the inverse Jacobian matrix is approximated as a matrix series J
where N H k .Â/ are the stochastic polynomials obtained from the Neumann expansion or the stochastic Galerkin method and J Q Á k are the corresponding matrix coefficients. Recalling Equation (48), the transformation of the differential operator can be rewritten as
following from Equation (51) . We note that the Jacobian matrix is expressed as a sum of Jacobian matrices weighted with stochastic polynomials as in Equation (50). The evaluation of the determinant of this random Jacobian matrix, as required in Equation (47), can be written explicitly in terms of a set of polynomial random functions as
is the stochastic polynomial associated with the Jacobian J Q Á . These polynomials are obtained by expanding the determinant of a full rank Jacobian matrix, and the detˇJ Q Á iˇa re obtained as the combination of the Jacobian matrix with appropriate rearrangement of rows as per the coefficient random polynomial function. The detailed derivation to explicitly express the determinant of the sum of the series of the form detˇJ 0 C P i˛i J iˇw ith polynomial functions of the scalar coefficient˛i is provided in Appendix B. The maximum degree of the polynomial in˛i is governed by the rank of the matrices J i .
The expression of the element-level system matrices, which are perturbed by random boundary fluctuations, would involve products of random polynomial functions N H i .Â/ and H det j .Â/ obtained from Equations (51) and (55). We introduce the notation
, where k is the cardinality of the set J H , which consists of an ordered set of the stochastic product functions
We discuss the relationship of the proposed methodology to the stochastic mapping technique implemented using the concept of boundary-conforming coordinate system introduced in [12] . The latter utilizes the solution of Laplace equations to obtain the stochastic mapping of the random element boundaries to the deterministic domain. This concept relies on the assumption that the random boundary is realized with stochastic mapping of the structured body-fitted curvilinear coordinates. Thus, the regularity requirements on the boundary applies to this case and in general the random mapping. In contrast, the proposed method is applicable to different types of physical domains D R d , where the information of the positional coordinates of the set of FE nodes lying on the boundary or a region adjacent to the boundary of the baseline model (usually the deterministic ideal domain) is the input to the stochastic model along with a covariance function describing the correlation of the nodal coordinates across the boundary region. For example, if the fluctuation of a portion of the domain boundary is described with body-fitted curvilinear coordinates N r 2 D, then it is a simple exercise to obtain the coordinate transformation matrix T (and its inverse) such that x D TN r where x is the global Cartesian axes. The covariance function described with C a .N r 1 ; N r 2 / D f .N r=L N r c / is transformed to the Cartesian system as C a .
where L x c is the transformed correlation lengths along the Cartesian axes. The proposed method relies on the assumption that the boundary perturbations and, in general, changes to the topology of the physical domain can be captured with perturbation of the elemental domains as shown in Figure 3 . However, this method would not be computationally meaningful in case of significant changes in the shape of the physical domain because the solution accuracy that would be obtained by transforming the mesh 201 of the original domain may be unacceptable. Remeshing the domain, in such cases, would receive serious consideration. We have analyzed the accuracy of the solution obtained with the proposed method with respect to a benchmark brute-force Monte Carlo simulation, for a given degree of input perturbation, in the results section later in this article.
Solution in tensor product space
The test functions for the weak formulation of the diffusion problem defined on a random domain would consist of all those functions that exist in the tensor product approximation space of the spatial basis functions and the stochastic polynomials. The solution is thus approximated within the element domain as
where N p . Q Á/ denotes the pth-order spatial basis functions in the master domain and H q;M are the qth-order orthogonal stochastic polynomials spanning the M -dimensional input stochastic space.
Thus, the weak form of the diffusion equation defined on a domain with random boundary in Equation (40) can be rewritten with these stochastic polynomial coefficient functions using Equations (54)- (56) as
where dP .Â/ is the joint probability measure of the vector of random variables . The term H S k
.Â/ is a compact notation of the product of stochastic polynomial functions as
. The bilinear operator in the previous equation necessitates the evaluation of expectation of polynomials of random variables of the form EOEH . These are pre-calculated and plugged into the FE code during the assembly of the large FE system matrices. Alternatively, quadrature-based integration schemes (such as the Gauss-Hermite quadrature) can be used to numerically evaluate the integrations in the stochastic space. However, for high-dimensional stochastic problems, this integration can have significant computational overhead (as demonstrated in Table I ). The random boundary fluctuation has been represented with four independent Gaussian random variables in all the cases. The number of the Gauss-Hermite quadrature points used along each stochastic dimension is shown in the leftmost column, and it is seen that the computational time increases significantly with the order and the number of quadrature points.
We present here an analysis of the computational complexity for the evaluation of the terms of the system matrix A. If we assume that an n GQ point Gauss-Legendre quadrature is utilized to perform the integration in the spatial domain and that the evaluation of the terms of the matrix in Equation (58) is given by n s , then the evaluation of the system at each point in the stochastic space is given by n d GQ n s , where d is the number of dimensions in the spatial domain. If n pe -noded elements are used, then the total cost of evaluating an element-level matrix at one specific point in the stochastic space is given by n has n k terms, and if the expectation terms associated with each system-level term is pre-calculated, then each block of the matrix A e K,L in Equation (58) is calculated with n k n 2 pe n d GQ n s operations. However, if a quadrature scheme is implemented in order to evaluate the stochastic integration operations during the evaluation of the system matrices, then the cost can be calculated as follows. If we assume that an n q point quadrature scheme is chosen as per the weighting functions (i.e., Gauss-Hermite quadrature for Gaussian random variables or Gauss-Legendre quadrature for uniform random variables), then the cost is given as n M q .n 2 pe n d GQ n s /, where M is the number of random variables. As a result, precomputing the expectation operators is going to be advantageous in most cases because n M q would almost always be greater than n k . The value of n k is governed by the chosen chaos order and the dimension of the approximating stochastic functions. Hence, to evaluate the system matrix with one element using a qth-order chaos expansion in M -dimensional stochastic space, we have n
Thus, the order of computational complexity grows as O.n 2 PC n M q / with the stochastic dimension. Now, a q-point quadrature rule exactly integrates a function of order 6 2q 1. Hence, the number of quadrature points must increase with the order of chaos expansion. Table I gives the computational time to evaluate the element-level system matrix using the GaussHermite quadrature points as presented in the preceding paragraph. The calculations have been performed on eight computational cores of identical capability with multithreaded FORTRAN 90 subroutines using gfortran compilers. It has been seen that we require at least one more quadrature point than the order of chaos expansion to obtain a good approximation of the stochastic integration (hence, the boxes corresponding to high-order chaos expansion with fewer quadrature points in Table I have been left blank). We see that the calculations approximately match the computational complexity orders calculated in the previous paragraph.
Recalling the classification of parameter-based approximation of the field variable and the element geometry in FE analysis [48] , the isoparametric formulation is one in which the degree of interpolation (p) functions used to approximate the element geometry (G p ) and the unknown field (F p ) is the same; that is, G p D F p . Here, the stochastic response u q;M p has been approximated with pth-order spatial interpolation functions, which is identical to that for the spatial geometrical approximation. However, the order of stochastic approximation q would be generally larger (or at best equal) to that used to approximate the random boundary. This implies that this is a subparametric formulation with respect to the stochastic approximation.
The transformation of the boundary integral terms for the Neumann part of the boundary
In the preceding equation, J @ Â denotes the stochastic Jacobian transformation of the elemental boundary into the master boundary, and NH is the stochastic shape functions introduced earlier in this section. All the earlier discussion on the Jacobian transformation matrix for the transformation of the elemental random volume into its parent domain is also applicable here. The boundary flux term is imposed on every stochastic sample realization, and hence, any functional dependence of the flux on the boundary coordinates is transformed to the master domain using the isoparametric transformation introduced in Equation (46) . The Dirichlet boundary condition is imposed in the strict sense where u D G c on 0 Â for all Â 2 ‚. Thus, with the isoparametric form, the imposition of the boundary condition follows intuitively from the previous theoretical development without additional mathematical complexity.
The proposed methodology enables the resolution of SPDEs defined on domains with random boundary topology within the framework of stochastic spectral Galerkin methods. The solutions expressed with orthogonal polynomials from the finite-dimensional stochastic Hilbert space require the solution of large block-sparse linear systems. This can be carried out with iterative Krylov solvers, as discussed in the following sections.
UNIFIED TREATMENT OF PARAMETRIC AND BOUNDARY RANDOMNESS
Here, we present a unified treatment of the parametric and boundary uncertainty of the random field using the methodologies presented in Sections 4 and 5. Assume that the parameter K in Equation (40) is random such that K D K. .Â//, where Â 2 ‚ M 1 is an M 1 -dimensional stochastic space for the parametric randomness. We utilize the boundary uncertainty description presented in the previous section where the solution is approximated in an M 2 -dimensional stochastic space ‚ M 2 . We assume that the random fields are stationary and square integrable. This gives the bilinear and linear forms, which are used as a starting point for the stochastic weak formulation on the domain with random boundary. 
‚
.M 2 / whose dimension is M 1 [ M 2 . Because the samples from ‚ .M 1 / and ‚ .M 2 / are taken to be independent of each other, the joint distribution is given by dP M 1 dP M 2 . The order of chaos expansion is chosen to be N Q, which is chosen based on the sensitivity of the response to each stochastic dimension. Normally, dimensionally adaptive stochastic functions can produce optimal convergence of the stochastic solution with fewer basis functions. [49] [50] [51] .
where I H is the cardinality of the set H D ¹H
for all i 2 I q 1 ;M 1 and j 2 I q 2 ;M 2 º. This leads to the linear system of equations of the form AU D F, where the dimension of system depends on the total number of random variables N M and the order of chaos expansion N Q chosen for the solution. The expectations EOE of the stochastic polynomials have to be precomputed and plugged in the solver for the efficient evaluation of the linear system. This gives a unified framework within which the diffusion problem with parametric uncertainty can be tackled on a domain that has random boundary fluctuations.
RESULTS
In this section, we present the results obtained from the numerical experiments performed with the methodologies proposed in the previous sections. The results for the discrete spectral decomposition of the covariance kernel is presented in Section 7.1. A comparison of this method with Galerkin's method of obtaining the KL eigen-components, as presented in Section 3.2, is also given in Section 7.1 to demonstrate the accuracy of the proposed method. Following this, the steady-state diffusion system with parametric uncertainty has been analyzed in Section 7.2.1 where FE shape functions have been utilized to interpolate the discrete random field within each element domain. Section 7.2.2 presents the unsteady response of a dynamic diffusion system on a domain with random boundary fluctuations, and its comparison with direct Monte Carlo simulation solution has been given.
Discrete random-field representation
In this section, we present the approximation errors associated with the proposed 'discrete KL expansion' discussed in Section 3.1. Here, we consider a lognormal random field that has been approximated with finite-order Hermite polynomials constructed with a set of Gaussian i.i.d. random variables. We study the convergence of the lognormal field with various parameters such as the input stochastic dimension, order of Hermite polynomials, and mesh parameter size in this section. We define an error metric as
Here, C exact a is the exact covariance function of the random field at the Gauss integration points in the spatial domain. The approximated covariance kernel C approx a , synthesized from the discrete random field at the Gauss points, has been utilized to study the approximation error. Thus, " gives the accuracy of the approximate covariance function to the target kernel [52] . Here, " is an estimate of the error norm on the entire domain when considering the full covariance matrix or as cell values computed within each element of the FE mesh.
Here, the exact covariance function has been synthesized in two different ways to highlight the convergence of the approximate random field with respect to various approximating parameters. One method uses the exact covariance matrix from the original description of the covariance function over the entire physical domain at the discrete nodal locations. We have used an exponential covariance function for this purpose as C exact a D exp. kr 1 r 2 k=L r /, where L r is the correlation length of the underlying Gaussian random field. Figure 4 accuracy with increasing dimension of the input stochastic field and also shows the effect of the order of chaos expansion on the stochastic field. Figure 4 (b) shows the effect of the input variability of the stochastic field. It demonstrates that optimal convergence of the approximate random field is obtained by simultaneously controlling the dimension and the order of chaos such that the highest gradient of the error curve is obtained. We construct C M;exact a 2 R n n , which is the exact covariance kernel of the lognormal random field represented with M i.i.d. Gaussian random variables; that is, the covariance matrix is
/ is the mean of the exponential field. Using simple algebraic manipulations and simplifying these expressions for each .p; q/th element of the matrix C M;exact a , we have
Here, OEN a 0 p and OEQ a i p denote the pth component of the deterministic and perturbation parts of the random-field vector. M is the dimension of the stochastic space. Hence, the error constructed with this 'exact' covariance matrix using Equation (62) would highlight the approximation accuracy obtained with successive p-refinements of the stochastic space. Figure 5 gives the convergence of the lognormal random field with respect to the chaos order for different degrees of input variability of the input random field. The different dimensions (4, 6, 8) of the input stochastic space have been considered. It shows that higher-order chaos functions have to be utilized to obtain the desired accuracy levels for higher input standard deviation. Figure 6 gives the error in the covariance kernel in each element of the FE mesh for different dimensions of the input stochastic space and mesh parameter sizes. The exact and synthesized covariance kernels have been obtained at the Gauss quadrature points inside each element, and the Frobenius norm of these matrices gives the approximation error inside each elemental domain. The figures show that as the mesh is refined (or as h min is reduced), the order of accuracy improves appreciably. Also, because the mesh has been deliberately taken to be unstructured, the particular elements in the mesh that are larger and more skewed have a higher value of error. Also, the improvement in the accuracy with the stochastic dimension (from 4 in Figure 6 (a-c) to 200 in Figure 6(d-f) ) is highlighted. This color map shows that as the mesh is refined, the 'blue' patches increase, signifying an improved approximation of the covariance function. Figure 7 shows the convergence trend of the error in the covariance kernel with decreasing mesh parameter h min and increase in dimension of the stochastic space. The plotted error is a weighted average of the errors (" e ) shown as cell values in the color map in Figure 6 , so that it can be written as kerrork D .
It shows that exponential convergence is achieved with h min and the slope is steepest for the highest input stochastic dimension. A similar behavior is observed for the study of convergence of error with increasing input stochastic dimension for a fixed mesh parameter h min , which shows that higher accuracy is obtained for fine mesh. Figure 8 shows the contour plots of some realizations of the lognormal random diffusion coefficient obtained with a different number of terms retained in the discrete KL expansion. Here, we have chosen decreasing correlation lengths for the random fields approximated with 4 and 20 random variables in Figure 8(a and b, respectively) . The latter shows a greater degree of variation in the random-field realizations than the former. Figure 9 (a-g) shows the eigenmodes of the spectral decomposition of an exponential covariance kernel (C exp ), and Figure 9 (h-n) the modes for a triangular covariance kernel (C tri ) evaluated with the discrete KL expansion method, where
The correlation length has been chosen to be L r D OEl r =4; l c =8, where the components of L r give the correlation length along the radial and circumferential directions of the annular circular arc, respectively, and k k denotes the L 2 norm. While in the preceding example, the description of the random fields was provided with the L here a comparison of a random-field model on a corrugated panel that has been described with two different covariance functions. The L 1 norm is utilized to define the distance between two points of the panel along the corrugation (like the 'blue' curve in Figure 1(c) ) in contrast to the L 2 norm or the Euclidean length (indicated by the 'red' curve). The models utilize these norms in the covariance function definition on the corrugated geometry as per Equation (64). Figure 10(a) shows a typical meshed corrugated panel over which a parameter is assumed to be randomly distributed. Figure 10 Figure 11 gives a comparison of the eigenvalues of the spectral decomposition of the covariance function of the input random field over the spatial domain for two different mesh resolutions and two different correlation lengths, L=4 and L=20. Here ,L denotes the characteristic length for this spatial domain given by the square root of the area of the domain. The eigenvalue spectrum shows that the eigenvalue approximations are in good agreement at least up to the first few hundred indices and the approximation is improved as the mesh resolution is improved. Also, for small correlation lengths and coarse meshes (as seen in Figure 11 ), the deviation is more pronounced. This suggests that for a low-order approximation of the random field with the KL eigenfunctions, the 'discrete KL expansion' performs quite well. Figure 12 shows the error in resolving the Fredholm integral equation using the methods of KL expansion at discrete points in space and the FE-type solution techniques. The spectral decomposition has been performed with two different mesh resolutions, which correspond to the curves shown in Figure 11 . The relative error has been estimated with respect to an exact covariance matrix estimated at the Gauss quadrature integration points within each element. The results have been compared with the approximate covariance matrices synthesized from the following: (i) the random-field representation obtained using the discrete-type KL and (ii) the Galerkin FE-type method. This is as per Equation (62). Here, we consider two different mesh resolutions, a coarse mesh and a refined one, and two different correlation lengths. The results indicate that good levels of approximation is obtained with both methods and the level of accuracy is comparable.
System response
We present here numerical examples to demonstrate the applicability of the methods proposed in Sections 4 and 5 for handling parametric uncertainty with discrete representation of the random field and for tackling the diffusion equation on a domain with random boundary fluctuations. The results for the steady-state diffusion equation with parametric uncertainty is presented in Section 7.2.1. The case of unsteady diffusion on a domain with a random boundary has been dealt with in Section 7.2.2. 
Steady-state system response.
We present here the results obtained for a steady-state diffusion problem with random lognormal diffusion coefficient. Here, we have not considered any perturbations of the random geometry. The covariance function of the random diffusion coefficient is assumed to be exponential with the correlation length, 'cl', defined as the L 2 norm of the difference in position coordinates of FE nodes, where cl D L=20. Figure 13 (a) is a schematic diagram of the steady-state physical system with the source and sink terms denoting the input flux to the system and the dissipation from the system, respectively. Figure 13(b) shows the various sample realizations of the steady-state system response with random diffusion coefficient. The configuration of the deterministic system is such that the response is symmetrical in the angular direction. Figure 14 shows the statistics of the response over the spatial domain. Figure 14(a) shows the contour plot of the deterministic response field and compares it with the mean and standard deviation of the response given in Figure 14(b and 14c) , respectively. The results show that the mean response is symmetric in the angular direction. Also for the lognormal input random field, the mean response shows that more energy is concentrated near the source flux. The plot for the standard deviation also shows the highest variability of the response near the source.
Unsteady-state response on random domain.
In this section, we take the example of an unsteady diffusion system on a physical domain with random topology perturbations to demonstrate the computational methodology proposed in Section 5. Following from Equation (25), we write the unsteady diffusion equation on the random domain as
is the 'red' part of the boundary in Figure 16 (a), which supplies the input flux to the system, and 2 Â denotes the 'green' portion of the boundary, which dissipates energy. G c is the prescribed value of the Dirichlet boundary condition, and q 1 and q 2 are the boundary flux terms. T 0 is the initial condition. All the boundary and initial conditions have been taken to hold true for every random sample. The preceding equation indicates that the initial and boundary conditions are prescribed on the boundary for every sample realization of the random boundary. The time integration is carried out using Euler's central difference scheme, which is an implicit time-stepping algorithm with a fixed time step size. The upper bound on the step size is governed by the dynamic characteristics of the transient system and has been chosen to be sufficiently small to ensure stability and convergence. Figure 15 shows two sample realizations of domains with random boundary. The boundary fluctuation has been modeled as a Gaussian random field and described with an exponential covariance function between the coordinates of the nodes of the element lying on the boundary. The correlation length has been chosen as L=4, where L is the characteristic length of the domain. The discretized model of the random field has been represented with 20 random variables. The boundary perturbations of the two samples are geometrically distinct from each other, as highlighted in Figure 15 (c).
The plot in Figure 16 (a) shows the configuration of the transient dynamic system on a random domain (the sample realizations of which have been shown in Figure 15 ) with the 'red' arrows indicating the region of input energy while the 'green' arrows indicate the boundary from which energy is dissipated. The profile of the input energy can be written as q 1 D Q 0 exp. c t t/, where Q 0 is the flux at t D 0 and c t > 0 is a constant signifying the exponential rate of decay of the input flux with time t . Here, c t has been chosen to be 0.3. Also, the output flux is given by where C h is a positive constant with T being the response field and T a D 278 being a fixed constant. Thus, the rate of dissipation of energy is given by the difference T T a . The initial condition has been chosen as T .t D 0/ D 278. The time integration has been carried out over the interval t D OE0; 500 s. The mean and standard deviation of the response have been plotted in Figure 16 (b and c), which gives the time histories of the preceding response statistics at arbitrarily chosen points in the domain. Figure 16(d) gives the mean plotted with a˙3 envelope around it. Given the initial and boundary conditions, it is expected that the response would first increase with the input flux and then gradually decay and tend toward a uniform value over the entire domain. Figure 17 gives the snapshots of the statistics of unsteady response plotted in the mean random domain at time intervals shown in the figure. Figure 17(a) shows that the response first grows with time at the positions of input flux and slowly decays with the time as the input flux decreases. The standard deviation plots in Figure 17 (b) when compared with the plot in Figure 16 (c) show that evolution of the standard deviation of the response field follows the mean response pattern closely. However, it can be observed that as the response decays, the highest standard deviation is concentrated in the regions of the input flux along the radial direction of the circular arc. This is expected because the randomness in the boundary edges propagated to the response and evolving in time would be concentrated along the dominant directions of the spatial gradient of the solution (which is the radial direction in this case).
The convergence of the linear system to be solved at each time step is studied here with regard to the number of iterations required for the solution to converge to the desired accuracy. The CG algorithm, which is a Krylov-type iterative solver, has been used here in conjunction with blockdiagonal preconditioners for the linear system solution at each time step. The previous time step solution is used as a starting guess for the solution at the current time step. Here, we present the calculations that have been performed with different orders of expansion of the solution with the orthogonal Hermite polynomials and different values of input standard deviation of the random field. Figure 18 shows the plots of the residuals given in Table II for two different values of input standard deviation of the random field. It shows that more iterations are necessary when the order chaos expansion of the solution is increased and also for an increase in the input variability of the random field. It also shows the efficacy of the preconditioning technique, which enables rapid convergence to the solution even for cases of high standard deviation and input variability where the cost for the case of 'without preconditioner' becomes prohibitively high. Table III shows a comparison of the L 2 relative error of the mean and standard deviation of the response on the domain with random boundary obtained with various orders of chaos expansion of the solution. The direct Monte Carlo simulation with 10,000 samples has been taken as the benchmark solution here with respect to which L 2 relative error has been constructed. The comparison of the various levels of residual of the linear system with the L 2 relative error highlights the important aspect of convergence of the solution with the order of chaos expansion. It can be seen from the table that for an input standard deviation of a D 0:25 and for residuals of the order of 10 6 , the relative error gives a satisfactory level of convergence of the mean and standard deviation of the solution from the fourth-order chaos. However, for the case of a D 0:50, it is seen that for low-order chaos and for residuals of 10 6 (which is rapidly reached because the dimension of the linear system is quite small for low-order chaos), the levels of relative error are larger than its higher-order counterparts. For the higher-order chaos, it is seen that relatively high levels of residuals produces accuracy levels of 10 4
10
5 and 10 2 10 3 for the mean and standard deviation, respectively. Thus, even a poorly converged linear solver for high-order chaos expansion can produce first-moment and second-moment accuracy levels comparable with that produced by a converged linear solver for low-order chaos.
Implementational requirements and limitations
While the proposed discrete KL expansion for the approximation of random fields on arbitraryshaped domains is seen to perform well, it has to be mentioned that the approximation accuracy of the random field is a function of the mesh resolution. When using a higher number of KL modes in the approximate random-field model, it is essential to increase the mesh resolution to capture the complex deformation shapes. Additionally, the extension of the discrete KL expansion to cases where the field cannot be expressed in terms of its second-moment properties is necessary. Finite-dimensional representation of a general non-Gaussian random field is in general a non-trivial exercise. The proposed discrete KL expansion can be extended to work within the framework of the analytico-simulative techniques used to match the target distribution functions for such cases.
The stochastic isoparametric mapping proposed here depends on the random modeling of the nodal coordinates, which in turn is described by their correlation structure. Hence, the formulation does not depend explicitly on a set of geometrical design variables that have been randomly parameterized to obtain the random topology perturbations. The method can be applied to non-simply connected domains (such as a surface with holes, as shown in Figure 3) . However, the method cannot be used to analyze the cases where discontinuities (such as cracks, holes, and notches) develop in random numbers and locations in the physical domain, which has not already been modeled in the deterministic baseline model. Additionally, the proposed method works under the assumption that the perturbations in the topology are captured satisfactorily by parameterizing the mesh adjacent to the random boundary. The baseline model should not be distorted to the extent that a remeshing becomes unavoidable. While this assumption holds in many practical scenarios, the method would fail to perform satisfactorily and would be computationally expensive when large fluctuations of the domain boundary are considered. Additionally, the stochastic spectral Galerkin method used here gives accurate prediction of the second-moment characteristics of the response but requires high-order chaos expansions to approximate the tail probabilities, which are useful for rare-event predictions. This should be taken into account while performing the stochastic analysis using stochastic Galerkin methods with finite-order chaos expansion.
CONCLUSION AND FUTURE WORK
The numerical method proposed here is a unified approach to solve the randomly parameterized PDEs on spatial domains with random topology perturbations. The finite-dimensional random-field representation has been obtained with the discrete KL expansion. This description has been utilized to develop a unified framework for the resolution of the response statistics of these random systems within the stochastic spectral Galerkin framework. The salient features of the present work can be summarized as follows:
A discrete spectral decomposition of the covariance matrix to obtain the KL expansion of the random field has been proposed here, which evaluates the random field at the discrete FE nodes of an unstructured mesh. The accuracy of this expansion has been validated with a relative error metric. The explicit expressions for the coefficients of the lognormal random field have been derived in Appendix A. This enables rapid evaluation of the coefficients of the lognormal field with Hermite polynomials of i.i.d. Gaussian random variables. PDEs on domains with random boundary have been studied within the framework of the discrete spectral decomposition of the random boundary perturbation field with a proposed stochastic isoparametric mapping. The mapping of the differential operators and the associated Jacobian matrices has been expressed explicitly with random polynomials in order to facilitate prior computation of the expectations of stochastic polynomials for use with the stochastic Galerkin method. It has been shown that the computational complexity associated with the evaluation of the integrals in the weak formulation using the full stochastic tensor quadrature grows exponentially with the dimension and order of chaos expansion of the random field. This highlights the necessity of precomputing the tensor inner products even for moderate orders of chaos expansion. The proposed stochastic mapping method has been used in conjunction with the implicit central difference time-stepping algorithm to obtain the second-order statistics of an unsteady diffusion system on a domain with random boundary. The accuracy of the response statistics has been studied with respect to brute-force Monte Carlo simulations (which serves as the benchmark solution) for various orders of chaos expansions, numbers of quadrature integration points, and the corresponding computational cost.
Thus, a discrete spectral resolution of the covariance matrix gives an accurate representation of the random field, which allows us to compute the KL eigenmodes for all practical descriptions of the covariance functions of the random field on all geometrical domains. For the case of domains with random topology, by using the deformation of the meshed region adjacent to the boundary surface, it is possible to capture the boundary deformation without remeshing each random realization of the domain. For low-order chaos expansion and small input stochastic space dimensions, quadrature schemes may be implemented with the stochastic Galerkin scheme. However, for 219 be a degree n homogeneous function of the coefficients˛i . Let us define a set M , which consists of all powers (from 1 to n) of the scalars˛i , as and let I M be the cardinality of this set. In other words, the elements of the set M are such that the total sum of their powers is always equal to n. The determinant of A can be expressed as
where the Q A j matrices are generated from combining the rows of the matrices A i (from Equation (B.2)) associated with the scalar˛i -s (in the coefficient Q i ) according to their powers in Q i . For example, if the coefficient associated with the scalar term Q i D˛p where Q A x denotes the matrix constructed from taking all permutations of p 1 rows taken from A j 1 matrix, p 2 rows taken from A j 2 matrix, and so on up to p m rows taken from A j m matrix. It should be noted that the dimension of Q A x is n n so that p 1 C: : :Cp m D n. 
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In the preceding expressions, .A i / j denotes the j th row of the A i matrix from the series representation in Equation (B.1). Hence, while forming the combination of matrix rows to evaluate the 220 A. KUNDU, S. ADHIKARI AND M. I. FRISWELL determinant associated with a particular scalar term (say Q i˛p i i ), the number of rows chosen from each coefficient matrix (say A i ) is equal to the power of the scalar term (i.e., p i ) present in that coefficient. The chosen columns are permuted to give all possible combination of the coefficient matrices. Because P i p i D n, the resulting individual matrices would always be square matrices.
