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The accurate ab-initio simulation of periodic solids with strong correlations is one of the grand
challenges of condensed matter. While mature methods exist for weakly correlated solids, the ab-
initio description of strongly correlated systems is an active field of research. In this work, we show
results for the single particle spectral function of the two correlated d-electron solids NiO and MnO
from self-energy embedding theory. Unlike earlier work, the theory does not use any adjustable
parameters and is fully ab-initio, while being able to treat both the strong correlation and the non-
local screening physics of these materials. We derive the method, discuss aspects of the embedding
and choices of physically important orbitals, and compare our results to x-ray and angle-resolved
photoemission spectroscopy as well as bremsstrahlung-isochromat spectroscopy.
I. INTRODUCTION
The ab-initio simulation of periodic solids with strong
correlations is an important problem in condensed mat-
ter physics. While reliable computational methods exist
for weakly correlated solids, they tend to be less suitable
where the underlying independent electron approxima-
tion fails, such as in systems with d-electrons. Where
strong correlations are important, the condensed matter
community has historically resorted to the construction
of low-energy effective models, such as single- or multi-
orbital Hubbard models, in order to describe effective
low-lying degrees of freedom.
For systems where a treatment of the electronic struc-
ture in addition to strong correlation physics is desired,
embedding methods such as a combination of the dynam-
ical mean field theory (DMFT)1–3 with density functional
theory (DFT) electronic structure codes4–6, led to a com-
bination of both approaches. These methods are very
successful in their region of applicability. However, they
suffer fundamentally from the need to determine free pa-
rameters, such as the double counting correction or the
values of screened interaction parameters, at the interface
between the electronic structure and strong correlation
calculations.
Diagrammatic perturbation theory provides an alter-
native route to standard electronic structure methods
such as DFT. Perturbative methods are free from ad-
justable parameters, and solutions of the (bare or self-
consistent) second-order perturbation theory7,8 and sev-
eral variants of Hedin’s GW approximation9–13 can be
performed for realistic solids. However, due to their per-
turbative nature, these methods are not able to access
the strong correlation regime. Nevertheless, the diagram-
matic language in which these theories are formulated
lends itself ideally to embedding methods, which aim to
selectively enhance the solution of a weakly correlated
problem with non-perturbative strong-correlation an-
swers in a small but potentially strongly correlated subset
of orbitals. Moreover, the Green’s function language in
which they are formulated allows one to calculate exper-
imentally observable quantities such as the (momentum-
and energy-resolved) spectral function, making them
ideal candidates for studying condensed matter systems.
A combination of extended DMFT (EDMFT)14–16
with a perturbative method such as GW lead to a for-
mulation of the GW+EDMFT approach17–30, where the
weakly correlated electrons are treated at the GW level
and the strongly correlated electrons are handled by an
accurate non-perturbative approach.
In this paper, we focus on the discussion and per-
formance assessment of another diagrammatic ab-initio
embedding theory - the self-energy embedding theory
(SEET)31–33. This theory combines the GW approxi-
mation34 with the non-perturbative solution of quantum
impurity models. SEET was extensively tested on molec-
ular problems33,35–40 and very simple solids41. However,
this paper presents first tests for fully realistic solids.
The two antiferromagnetic compounds NiO and MnO
are ideal materials for testing the capabilities of SEET.
Correlation effects in those materials are believed to
be strong, and Mott42 considered NiO as a paradig-
matic example of a ‘Mott’ insulator. The NiO solid has
been carefully studied with a wide range of experiments,
including angle-integrated and angle-resolved photoe-
mission and bremsstrahlung-isochromat spectroscopy for
NiO43–54 and MnO53–58. The material has also been
studied with a wide array of theoretical methods, in-
cluding the Hartree-Fock (HF) approximation59, config-
uration interactions within the metal-ligand clusters60,
density functional theory(DFT)61, LDA+U62, different
variants of the GW approximation11,63–66, the variational
cluster approximation (VCA)67, LDA+DMFT68–70, and
Linearized QSGW+DMFT28.
This paper proceeds as follows. Sec. II introduces the
GW approximation and presents the self-energy embed-
ding theory. Sec. III describes the computational details
necessary for reproducing our calculations. Sec. IV shows
theoretical photoemission results as compared to experi-
ment, and Sec. V presents our conclusions.
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2II. METHOD
We model a solid as an arrangement of atoms in a
Bravais lattice with periodicity in all three directions.
We employ the Born-Oppenheimer approximation and
choose a basis of single-particle wave functions. In this
work we use Bloch waves constructed from Gaussian basis
functions as
φki,i(r) =
∑
R
φRi (r)e
ik·R, (1)
where φRi (r) is a Gaussian atomic orbital centered in Bra-
vais lattice cell R. These states are not orthogonal and
define the overlap matrix
sij =
∫
Ω
drφ∗ki,i(r)φkj ,j(r)δki,kj . (2)
The electronic structure Hamiltonian in second quanti-
zation is
H =
∑
ij,σ
h0ijc
†
iσcjσ +
1
2
∑
ijkl
σσ′
vijklc
†
iσc
†
kσ′clσ′cjσ. (3)
Where ciσ (c
†
iσ) are annihilation (creation) operators
corresponding to the single particle state φki,i(r), with
spin σ and index i(j,k, l) denotes the combined orbital-
momenta index i = (i,ki). The single-particle operator
h0ij and two-particle operator vijkl are defined respec-
tively as
h0ij =
∫
Ω
drφ∗ki,i(r)
[
−1
2
∇2r −
∑
α
Zα
rα,r
]
φkj ,j(r), (4a)
vijkl =
1
V
∫
Ω
dr
∫
R3
dr′
φ∗ki,i(r)φkj ,j(r)φ
∗
kk,k
(r′)φkl,l(r
′)
|r− r′| ,
(4b)
where Zα is the nuclear charge of atom α, rα,r = |r− rα|
is the distance to nucleus α at rα, Ω is the volume of the
unit cell and V is the volume of the system.
The primary object of interest in this paper is in the
single-particle imaginary time Green’s function GH,σij (τ)
for Hamiltonian H and indices i and j,
GH,σij (τ) = −
1
Z Tr
[
e−(β−τ)(H−µN)ci,σe−τ(H−µN)c
†
j,σ
]
.
(5)
Here Z = Tr [e−β(H−µN)] is the grand partition func-
tion, µ is the chemical potential, β is the inverse tem-
perature and N is the number of particles in the sys-
tem. We define the non-interacting Green’s function as
G0,σij (τ) = G
H0,σ
ij (τ), where H
0 =
∑
ij,σ h
0
ijc
†
iσcjσ, and
the interacting one as Gσij(τ) = G
H,σ
ij (τ). Translation
symmetry implies that Green’s functions are diagonal in
reciprocal space but dense in orbital space and can be
defined as
Gkσij (τ) = G
σ
ij(τ), (6)
with k = ki = kj .
The Matsubara frequency Green’s function is defined
through the Fourier transform
Gσij(ωn) =
∫ β
0
dτGσij(τ)e
iωnτ , (7)
where ωn = (2n + 1)
pi
β is the fermionic Matsubara fre-
quency with n integer. The self-energy is defined by the
Dyson equation
Σσij(ωn) =
(
G0,σij (ωn)
)−1
− (Gσij(ωn))−1 . (8)
Knowledge of the single particle Green’s function allows
the computation of the spectral function or density of
states as
Gσij(τ) =
∫
dω
Aσij(ω)e
−τω
1 + e−βω
. (9)
A. GW approximation
In a first step, we solve the system in the fully self-
consistent finite temperature GW approximation intro-
duced by Hedin34. This approximation is thermodynami-
cally consistent and conserving but neglects second-order
and higher exchange terms. The GW self-energy is given
by
Σk,σij (ωn) = −
1
βV
∑
m
k′,kl
[
Gk
′,σ
lk (ωn + Ωm)W
kk′k′k
ilkj (Ωm)
−
∑
σ′
Gk
′,σ′
lk (ωm)v
kkk′k′
ijkl
]
, (10)
where Ωm =
2mpi
β are the bosonic Matsubara frequencies
and the ‘screened interaction’ Wkk
′k′k
ilkj is defined as
Wi1i2i3i4(Ωn) = vi1i2i3i4 + W˜i1i2i3i4(Ωn)
W˜i1i2i3i4(Ωn) =
1
V∑
i5i6i7i8
vi1i2i5i6Πi5i6i7i8(Ωn)Wi7i8i3i4(Ωn), (11)
with the approximate polarization operator
Πi1i2i3i4(Ωn) =
1
β
∑
m
Gσi1i3(ωm)G
σ
i4i2(ωm + Ωn). (12)
Eq. 10 can be written as
Σk,σij (ωn) = (Σ
GW
∞ )
k,σ
ij + (Σ
GW)k,σij (ωn) (13a)
(ΣGW)k,σij (ωn) = −
1
βV
∑
m
k′,kl
Gk
′,σ
l,k (ωn + Ωm)W˜
kk′k′k
ilkj (Ωm),
(13b)
3where (ΣGW∞ )
k,σ
ij is the Hartree-Fock self-energy. The self-
consistent GW correction to the Hartree-Fock self-energy,
(ΣGW)k,σij (ωn), contains an infinite series of ‘bubble’ di-
agrams as shown in Fig. 1.
Figure 1. Diagrams beyond the Hartree diagram in the self-
consistent GW approximation. Wiggly lines denote bare in-
teractions v, lines with arrow dressed Green’s functions G.
In our GW implementation, we use a Coulomb integral
decomposition since due to its size, it is not practical
to store the full four-index Coulomb integral. Several
ways to employ its symmetry to decompose it are known,
such as Cholesky decomposition71 or the resolution of
identity (also known as density fitting)72–74. Here, we
write vi1i2i3i4 = V
Q
i1i2
V Qi3i4 where Q is an auxiliary index
and V Qi1i2 is a three-point integral defined as
V Qi1i2 =
∑
P
∫
Ω
drdr′
φ∗i1(r)φi2(r)χ
q
P (r
′)
|r− r′| J
− 12 q
PQ, (14)
with momentum transfer q = ki1 − ki2 = ki3 − ki4 ,
χqP (r
′) an auxiliary basis function and J−1 = J−
1
2J−
1
2
the inverse of
JqPQ =
∫
Ω
drdr′
χq∗P (r)χ
q
Q(r
′)
|r− r′| . (15)
This allows to simplify Eq. 11 to
W˜i1i2i3i4(Ωn) = −
∑
Q,Q′
V Qi1i2 P˜
q
QQ′(Ωn)V
Q′
i3i4
, (16)
where the renormalized polarization matrix P˜q(Ωn) is
P˜q(Ωn) = [1− P˜q0 (Ωn)]−1P˜q0 (Ωn), (17)
and
P˜q0,Q,Q′(Ωn) =
1
V
∑
k,m,σ
i1,i2,i3,i4
V Q,k,k+qi1i2 G
k,σ
i1,i4
(ωm)G
k+q,σ
i3,i2
(ωm + Ωn)V
Q′k+q,k
i3i4
. (18)
Eq. 13b then simplifies to
Σ˜k,σi1i2(τ) =
− 1
V
∑
q,i3,i4
Q,Q′
V Q,kk−qi1,i4 G
k−q,σ
i3,i4
(τ)P˜qQ,Q′(τ)V
Q′,k−q,k
i3i2
. (19)
We diagrammatically represent this decomposition in
Fig. 2.
Figure 2. Diagrams of Fig. 1 expressed with the decomposi-
tion of Eq. 13b. Interrupted wiggly lines denote the auxiliary
basis decomposition indices Q and Q′.
B. Self-energy embedding method
GW is an approximate method with well known lim-
itations. To capture correlation effects beyond the GW
approximation, either high-order diagrammatic methods
or quantum embedding methods can be used. Embed-
ding theories that are Φ-derivable and based on diagram-
matic expansions such as DMFT, GW+EDMFT, SEET,
or self-energy functional theory aim to systematically im-
prove low-order perturbative results. These embedding
theories satisfy conservation laws and are thermodynam-
ically consistent.
Here, we briefly summarize the SEET equations used
by in this paper. In this section we assume that all quan-
tities are expressed in an orthogonal basis, which we will
discuss later. The real space Green’s function and the lat-
tice (k-space) Green’s function are related by the Fourier
transform
GRR
′
ij (ωn) =
1
V
∑
k
eikRGkij(ωn)e
−ikR′ . (20)
The GW momentum resolved Green’s function of the en-
tire lattice is defined as
(GGW(ωn))
k =
[
(ωn + µ)1− h0,k − (ΣGW)k
]−1
, (21)
where (ΣGW)k = (ΣGW∞ )
k + (ΣGW(ω))k. As a result of
embedding procedure, we define a lattice Green’s func-
tion in the following way
(G(ωn))
k =
[
(ω + µ)1− h0,k − Σk]−1, (22)
where
Σkij = (Σ
GW )kij +
∑
A
(
(ΣimpA )ij − (ΣDC-GWA )ij
)
δ(ij)∈A
(23)
with Σimp = Σimp∞ + Σ
imp(ωn) containing non-
perturbatively added self-energy diagrams and
ΣDC-GW = ΣDC-GW∞ + Σ
DC-GW(ωn) subtracting those
diagrams that are contained both in the GW solution
and the non-perturbative construction. Subsets A of
impurity orbitals with indices ij ∈ A, sometimes also
called active orbitals, are defined as groups of the most
physically relevant orbitals for the problem that have
4correlations that are necessary to be included at a higher
than perturbative level.
To define the self-consistency condition used in SEET
we perform Fourier transform of (G(ω))k, Σk, and h0,k
from momentum to real space obtaining GRR
′
, ΣRR
′
,
and h0,RR
′
. The Fourier transform results in the follow-
ing structure of the self-energy matrix in the real space
ΣRR
′
ij = (Σ
GW )RR
′
ij
+
∑
A
(
(ΣimpA )ij − (ΣDCA )ij
)
δRR′δ(ij)∈A, (24)
for unit cells away from central cell (R 6= R′) the
self-energies are treated at the weakly correlated level
ΣRR
′
ij = (Σ
GW )RR
′
ij while the local, central cell self-
energy for R = R′ includes non-perturbative corrections
(ΣimpA )ij for every orbital group A.
This leads us to a definition of an embedding condition
in SEET, where we apply the block-matrix inversions of
real space quantities and absorb all terms containing con-
tributions connecting orbitals in A to the remainder of
the system in the matrix ∆Aij(ω) in the following way
(G(ωn))
RR
ij∈A =
[
(ωn + µ)1− h0,RRij∈A − ΣRRij∈A −∆Aij(ωn)
]−1
.
(25)
The hybridization matrix ∆Aij(ωn) arises since an in-
verse of a subset is not equal to a subset of an in-
verse, namely (G(ωn))
RR
ij∈A 6= [(G(ωn))RR
′
)−1]RRij∈A =[
(ωn + µ)1 − h0,RRij∈A − ΣRRij∈A
]−1
. Note that Eq. 25 can
further be rewritten as
[(G(ωn))
RR
ij∈A]
−1 = (iωn + µ)1− h˜0,RRij∈A + (26)
− Σcorr,RRij∈A (ωn)− Σimpij∈A −∆Aij(ωn),
where h˜0,RRij = h
0,RR
ij + (Σ
GW)RR∞,ij − ΣDC∞,ij is
the renormalized non-interacting Hamiltonian, and
Σcorr,RRij (ωn) = (Σ
GW)RRij (ωn) − ΣDCij (ωn) is the local
correction from the weakly correlated method.
We emphasize that, in SEET, the substantial contri-
bution of Σcorr,RRij∈A (ωn) to the local correlated orbitals is
included explicitly in the real space self-consistency con-
dition in Eq. 25 and is not included as a part of hybridiza-
tion as done in the GW+DMFT schemes described in
Ref. 25 and 29. These contributions stem from GW dia-
grams that have both external legs i and j in the active
space but contain one or more internal indices on the
remaining orbitals. Furthermore, the explicit treatment
of Σcorr,RRij∈A (ωn) prevents us from observing non-causality
problems with hybridization as described in Ref. 25 since
∆Aij(ωn) as defined in Eq. 25 is always causal.
We also emphasize that, while the total chemical po-
tential is adjusted to give a fixed number of particles in
the unit cell, each impurity subspace A may have any
non-integer occupancy. In addition, the number of parti-
cles in each subspace may change substantially during the
iterative procedure as electrons shift from the subspaces
to the rest of the system and back, while maintaining the
total number of particles.
To evaluate Σimpij∈A, we define the auxiliary propagator
G−1A (ωn) = G0,−1A (ωn)− Σimpij∈A, (27)
where the zeroth order G0,−1A (ωn) is defined as
G0,−1A (ωn) = (iωn + µ)δij − h˜0,RRij∈A −∆Aij(ωn). (28)
As realized in the context of DMFT3, a propagator of
the form of Eq. 27 can be obtained by solving the quan-
tum impurity model with impurity orbitals defined as
the active orbitals from a space A. In SEET, the two-
body interactions in the impurity remain the bare, un-
changed interactions of the original lattice Hamiltonian,
since screening is included by the explicit treatment of
Σcorr,RRij∈A (ωn) at the level of the embedding condition and
Eq. 26.
The fact that the bare interactions do not need to be
adjusted in the impurity model is a major difference to
formulations of GW+EDMFT, as implemented e.g. in
Ref.26. The GW+EDMFT double counting correction
due to the presence of screened W imp(ωn) removes lo-
cal correction to the self-energy from the weakly cor-
related method, therefore Σcorr,RRij (ωn) ≡ 018. This
GW+EDMFT construction containing W imp(ωn) leads
to an impurity model with a different hybridization and
noninteracting Hamiltonian and, as the model needs to
take into account correlations outside the active space
accordingly, to a rescaling of the interactions. How-
ever, while operationally different, both GW+EDMFT
and SEET are consistent, conserving, and contain RPA
screening by GW diagrams.
In practice, our method starts from a self-consistent fi-
nite temperature GW solution of the lattice problem. It
then proceeds by solving all independent impurity prob-
lems for the different disjoint subspaces A independently.
The non-perturbative solution of Σimpij is used to up-
date the lattice self-energy and the Green’s function from
Eq. 23 and 22, followed by a new calculation of the real
space Green’s function and hybridization (Eq. 25) and a
subsequent solution of the impurity model. In principle,
after obtaining the self-consistent solution of Eq. 25, the
GW solution would need to be iterated again. This has
not been done in this work.
III. COMPUTATIONAL ASPECTS
A. Basis and lattice structure
We study the electronic properties of antiferromagnetic
fcc NiO and MnO with lattice constant a = 4.1705A˚75
and 4.4450A˚76 at temperature T ∼ 451 K(β = 700
Ha−1). In order to capture the type-II anti-ferromagnetic
ordering we double the unit cell along the [111] direction.
5The resulting unit cell is rhombohedral with two tran-
sition metal atoms and two oxygen atoms. Any small
rhombohedral distortion below the Nee´l temperature is
neglected. For both systems we use the gth-dzvp-molopt-
sr basis77 with gth-pbe pseudopotential78. The def2-svp-
ri basis is chosen as the auxiliary basis for the Coulomb
integral decomposition79. The finite-size errors of the
GW exchange diagram are corrected by the Ewald probe-
charge approach80,81. The Coulomb integrals (Eq. 14)
and non-interacting matrix elements (Eq. 4a) are pre-
pared by PySCF82.
The use of a finite basis of Gaussian orbitals introduces
an error which is difficult to assess independently. We
therefore compared results of simple DFT calculations of
our systems in this basis to those obtained in a plane
wave code83 and found satisfactory agreement.
B. Imaginary-time/Matsubara frequency grid
All dynamical functions, such as the Green’s function,
polarization, or self-energy, are computed in an imagi-
nary time formalism. We use the compact intermediate
representation (IR)84 with sparse frequency sampling85
for their storage and manipulation. The IR has one di-
mensionless parameter Λ that should be chosen larger
than βωmax, where ωmax is the bandwidth of the system
(difference between highest and lowest single particle en-
ergy). In this work we use Λ = 10000 and generate the IR
basis functions using the irbasis86 open-source software
package. Other representations such as Legendre87,88 or
Chebyshev polynomials89 and other sparse grids90 could
be used instead.
C. Orthogonalization
We solve the GW approximation in the basis of atomic
orbitals. In this basis, obtaining analytically continued
results is difficult as the spectral functions of Eq. 9 are not
strictly positive, nor normalized, and straightforward ap-
plication of the Maximum Entropy Method91 is not pos-
sible. In addition, most impurity solvers (including the
exact diagonalization solver used in this work92) require
orthogonal orbitals. Finally, to perform the SEET em-
bedding procedure the Green’s functions have the be in
an orthogonal basis. It is therefore convenient to orthog-
onalize the basis and express the GW Green’s function
in it before performing further analysis.
In this paper we use two types of orbital orthogonaliza-
tion, Gorth = XGX∗, which differ in the transformation
matrix X employed. Symmetrical orbital orthogonaliza-
tion93 uses X = S
1
2 , with s = S
1
2S
1
2 , and s defined
in the Eq. 2. In the canonical orthogonalization93 the
transformation matrix is X = (VSs
1
2 )−1, where VS is the
matrix constructed from the eigenvectors of the overlap
matrix s and s
1
2 is the diagonal matrix constructed from
the square-roots of the corresponding eigenvalues of the
overlap matrix93.
D. Analytical continuation
The k-space spectral function measured in ARPES,
Ak(ω) =
∑
j
Akjj(ω) (29)
is the trace of the orbitally resolved spectral functions
Akjj(ω) which are determined by the Green’s functions
Gkij(τ) according to Eq. 9. In the orthogonal basis A
k
jj(ω)
is normalized to one and strictly positive. It can therefore
be obtained from a maximum entropy continuation91.
We use the open-source ALPS94 Maxent package95 with
a truncated continuation kernel, with the Green’s func-
tions defined on the grid points of the IR basis85. We
have verified for select data points that our results are
consistent with the Pade´ continued fraction method. Al-
ternative methods for continuation exist, including the
stochastic optimization method96 and the Sparse Mod-
elling97 approach. In addition, continuations of derived
quantities, such as the cumulant98 or the self-energy99,
are possible. We have not explored these methods.
In order to obtain the local spectral function we first
perform the summation over momenta and then con-
tinue the resulting orbitally-resolved local Green’s func-
tion Glocij (τ) =
1
V
∑
Gkij(τ) as
Glocii (τ) =
∫
dω
Alocii (ω)e
−τω
1 + e−βω
. (30)
While continuation and linear transforms, such as basis
change and transforms to real space, commute in princi-
ple, in practice analytically continued data will depend
on the order of these operations due to the ill conditioned
nature of the analytical continuation kernel. The total
local spectral function is defined as
Aloc(ω) =
∑
i
Alocii (ω). (31)
E. Attribution of the orbital character
In order to gain additional understanding of the spec-
tral function, it is useful to ascribe orbital character to
analytically continued function. The basis transforma-
tion to the orthogonal orbitals allows such an identifica-
tion by writing the spectral function of an orthogonalized
orbital as a sum of contributions from various atomic or-
bitals.
We find that the symmetrical orthogonal basis pro-
vides an almost unique correspondence between orthog-
onal and atomic states. Basis functions in the canonical
orthogonal basis typically mix several atomic states, such
6that the attribution to a single atomic state is more dif-
ficult. However, we find that in some cases orbitals of
similar type, such as Ni t2g states, are grouped together.
While the attribution of the orbital character is quite
straightforward in reciprocal space, where each k-point
can be analyzed independently, it may be problematic in
real space, since the basis transformation will mix Gaus-
sian basis functions centered in different unit cells. How-
ever, we found that in the symmetrical orthogonal basis
the configuration (contribution from different atomic or-
bitals) of each orthogonal orbital remains the same for
different k-points. In the local unit cell, each orthogo-
nal orbital can therefore be uniquely traced back to its
corresponding atomic orbital.
F. Solution of the impurity model
SEET is based on the embedding of a non-perturbative
impurity model into a self-consistently adjusted hy-
bridization with the environment. Solving impurity mod-
els is a computationally difficult problem and requires a
quantum impurity solver such as QMC100, NRG101, Ex-
act Diagonalization (ED)102, CI103,104, or Coupled Clus-
ters105,106.
SEET requires the solution of impurity problems with
general off-diagonal interactions and hybridizations at
potentially strong interaction. However, the ability to
treat multiple active spaces keeps the size of the impuri-
ties to be treated relatively moderate. We found ED to
be an ideal impurity solver for SEET problems with 2−5
orbitals.
ED requires discretization of the continuous hybridiza-
tion function ∆(ωn) in Eq. 28 and its approximation by
a finite, typically small, number of discrete bath sites.
In the symmetric orthogonal basis, off-diagonal ele-
ments of the hybridization function are in our experience
1-2 orders of magnitude smaller than diagonal elements.
This allows us to neglect them entirely and fit ∆σii(ωn)
by minimizing the fit residue
χ2σi =
∑
n
f(n)‖∆σii(ωn)−
Nb∑
b=1
VσibVσ∗ib
iωn − σb
‖, (32)
with weight function f(n) chosen to suppress high fre-
quency contributions to ∆σii(ωn) (we usually choose
f(n) = 1/ωn). Using a bound-constrained nonlinear least
square method107,108 we enforce the constraint that Vib
be positive and b in the vicinity of the Fermi energy. For
two-orbital problems we use 5 bath sites per orbital; for
three orbitals we use 3, and for four orbitals we use 3.
We solve impurity problems using the open-source ED
impurity solver of Ref.92.
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Figure 3. Local total density of states of NiO (top panel) and
MnO (bottom panel), for systems of size 2 × 2 × 2 (dashed
green), 4 × 4 × 4 (dash-dotted dark red) and 6 × 6 × 6
(orange), obtained with self-consistent GW.
IV. RESULTS
A. Finite size effects in NiO and MnO
Fig. 3 shows the self-consistent GW approximation to
the local spectral function Aloc(ω), as defined in Eq. 31,
obtained for NiO (top panel) and MnO (bottom panel).
We show curves for three different momentum discretiza-
tions; 2 × 2 × 2, 4 × 4 × 4 and 6 × 6 × 6, to examine
finite size effects. These appear to be substantial between
2 × 2 × 2 and 4 × 4 × 4 lattices. Increasing lattice size
further to 6 × 6 × 6 shows the saturation of the local
density of states In particular, in both NiO and MnO
the size of the gap shrinks substantially (∼ 2 eV) as the
system size is enlarged from 2 × 2 × 2 to 4 × 4 × 4, with
an additional correction of 0.5 eV as the system size is
enlarged to 6 × 6 × 6. An extrapolation in the inverse
linear size to the infinite system size limit suggests that
an additional reduction of the gap size by 0.5 − 0.7 eV
is present when comparing the 6 × 6 × 6 lattice to the
thermodynamic limit. Consequently, when analyzing all
our results from the embedding procedure presented in
the subsequent sections one should be aware that they
will be affected by the presence of the finite size effects
and the resulting gaps should be “rescaled” by an addi-
tional 0.5 − 0.7 eV. Additional basis truncation effects
7due to the incompleteness of the basis set are possible
in addition. These effects have not been assessed in this
work due to the prohibitive computational cost and linear
dependency issues in Gaussian basis sets.
Spectral function from the self-consistent GW method
do not consist of sharp peaks but rather exhibit smooth,
broad features. This smoothness is a result of the analyt-
ical continuation procedure which leads to a significant
broadening of features, especially at energies far from the
Fermi level.
The self-consistent GW response function in Fig. 3
corresponds to photoemission (occupied part) and in-
verse photoemission (unoccupied part). Note that this
theoretical assignment is done while neglecting the ef-
fect of element- and energy-dependent photoemission
cross-sections present when collecting experimental data.
(In angle-resolved photoemission spectroscopy (ARPES),
the registered spectrum is equal to a sum of orbital pho-
tocurrents multiplied by cross-section matrix elements.)
-12 -10 -8 -6 -4 -2 0
Energy [eV]
0
5
10
15
20
Do
S
XPS
Ni-d (t   )
Ni-d, O-p
Ni-p, O-p
Ni-s, Ni-d, O-p
Ni-d (e ), O-d (e )
Ni-d
Γ Ni t2g
Ni: s, p, d (eg)
O: p 
2g
g g
Figure 4. Orbitally resolved k-space spectral function ob-
tained with GW in the canonical orthogonal basis at the Γ
point. Dashed black line: experimental ARPES data near Γ,
Ref.45.
-12 -10 -8 -6 -4 -2 0
Energy [eV]
0
5
10
15
20
25
Do
S
XPS
Ni  t
Ni  e
O p
Ni  t
Ni  e
Ni t2g
Ni t2g + eg O p
Ni: p, d
O: p
0.6 Γ→Χ
1
1
2
2
2g
g
2g
g
Figure 5. Orbitally resolved k-space spectral function ob-
tained with GW in the symmetrical orthogonal basis at 2
3
of
the distance between Γ and X (i.e. closer to X). Dashed
black line: experimental ARPES data, Ref.45.
B. NiO
ARPES obtains the k-resolved spectral function of ma-
terials. Traditional band-structure simulations can then
be used to attribute features in the spectral function to
their atomic origin. In the case of moderately to strongly
correlated materials, where band-structure methods may
become unreliable, this attribution may break down, due
to both broadening effects and shifts of the spectral func-
tions caused by the presence of higher level correlations.
GW is expected to remain reliable for stronger correla-
tion strengths than standard band-structure calculations.
Consequently, for NiO in Figs. 4 and 5, we attempt to as-
sign an atomic orbital character to the features present
in the GW spectrum. Fig. 4 presents the orbitally re-
solved spectral function in canonical orthogonal orbitals
at the Γ point while Fig. 5 shows results in symmetric
orthogonal orbitals for a point in the ∆ direction at 23
distance between Γ and X.
Note that in the canonical orthogonal basis, orbitals
do not correspond to a single atomic state but to a linear
combination of atomic states. However, in our case they
are dominated (for the curves shown on the level of 70-
80%) by a specific atomic state. We label the important
orbitals near the Fermi energy by the dominant atomic
orbital character. Fig. 4 superimposes the experimental
ARPES data from Ref.45. Experimental data is shifted
such that the highest occupied state lies at zero energy.
As discussed earlier, our GW calculations suffer from the
finite size effects identified in Fig. 3 estimated to be of
0.5 − 0.7 eV, introducing an additional relative shift.
Nevertheless, even with this shift a clear identification of
the main feature with atomic orbitals is possible.
We find that the dominant peak stems from the Ni t2g
orbitals, whereas the states closest to the Fermi energy
contain a mixture of both nickel and oxygen p-states.
Fig. 5 shows data for the point at 23 distance along the
∆ direction, between the Γ and X points, along with
identifications of dominant atomic contributions. Ni1
and Ni2 denote the two antiferromagnetically ordered
Nickel contributions. Data is obtained in the symmet-
ric orthogonal orbital basis, where we find that atomic
orbital character can be attributed almost uniquely (∼
95%) for each of the linear combinations present in this
basis. While ARPES shows a sequence of clearly distinct
peaks, our results are smoother and only allow a gen-
eral attribution of the dominant contribution in a broad
energy window, which we indicate in the plot.
We emphasize here that these GW results, when ac-
counting for the systematic error due to finite size ef-
fects, are qualitatively correct for NiO. This means that
as a result of embedding procedure, we only expect small
improvements and we predict that SEET results should
remain mostly unchanged when compared to GW.
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Figure 6. Orbitally resolved SEET local spectral function for NiO. Panels in the plots correspond to impurity choices from
Table I. (Specifically, the panel a) corresponds to impurity choice a), etc.) Dash-dotted lines: GW, solid lines: SEET; Dashed
lines: experimental data (see Ref.44).
Name Imp Orb Description
a 2 2 Ni1 eg ; Ni2 eg
b 1 4 Ni1 eg + Ni2 eg
c 4 3 Ni1 eg ; Ni2 eg; Ni1 t2g; Ni2 t2g
d 6 3 Ni1 eg ; Ni2 eg; Ni1 t2g; Ni2 t2g ; O1 p; O2 p
Table I. Choice of the active space for NiO. Imp denotes the
number of distinct disjoint impurity problems. Orb stands
for the number of impurity orbitals in the largest impurity
problem.
C. Effect of strong electron correlations in NiO
We now turn our attention to results from our embed-
ding construction. The identification of the orbitals near
the Fermi level in Figs. 4 and 5 suggests a choice of active
orbital set as Ni eg, Ni t2g and O p states. These orbitals
will be used to construct impurity models in SEET.
We perform the SEET embedding in symmetrical or-
thogonal orbitals, where i) the attribution to atomic or-
bital character is straightforward and ii) off-diagonal hy-
bridization elements are 2-3 orders of magnitude smaller
than the diagonal ones. Note that in SEET we do not
use any Wannierization procedure as it is commonly done
in LDA+DMFT or GW+EDMFT. The ability to embed
multiple impurities is crucial, as non-perturbative impu-
rity solvers such as the ED solver used here scale expo-
nentially in the number of impurity orbitals.
Table I shows four choices of embedded orbital subsets.
Subset (a) consists of two disjoint impurities on each of
the nickels, made out of two Ni eg orbitals. Subset (b)
combines those two impurities into a single four-orbital
impurity. Subset (c) builds four impurities consisting of
two disjoint Ni eg and two additional disjoint Ni t2g or-
bitals (each with three impurity orbitals). Subset (d)
supplements the four impurities of subset (c) with two
additional disjoint three-orbital impurities of the oxygen
p orbitals.
1. Local DOS for NiO
Fig. 6 shows the orbitally resolved local spectral func-
tion of NiO for the four impurity choices of Table I.
Shown are also the orbitally resolved GW results corre-
sponding to Fig. 3, as well as experimental local spectral
functions obtained with x-ray photoemission (XPS) and
bremsstrahlung-isochromat-spectroscopy (BIS)44. Note
that the gap edge of XPS is shifted to zero energy and
the relative height of XPS and BIS data is arbitrary. The
experimental error present in this experiment44 is esti-
mated as 0.6 eV and the resulting band gap, measured
at half-maxima of both XPS and BIS peaks, is estimated
to be 4.3 ± 0.6 eV.
Panel a) shows results from two disjoint two-orbital
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Figure 7. k-resolved SEET (solid lines) and GW (dashed lines) spectral functions for NiO at Γ (left column) and at 2
3
distance
between Γ and X (right column). Different impurities were chosen in each of the rows. These impurity choices correspond to
the rows of Table I, with first-to-fourth rows corresponding to impurities chosen in a-d rows of Table I, respectively.
impurities that only consist of the nickel eg states. Sub-
stantial shifts that arise due to embedding are evident
for eg states. All other orbitals are adjusted only via
the Dyson equation 8, and these changes are small. As
discussed previously, the GW results and consequently
SEET results are biased by finite size effects. Introducing
a correction due to fine size effects will shrink the current
GW gap (which is around 5.6 eV for the 6 × 6 × 6 lattice
when measured at half peak height) by 0.5 − 0.7 eV re-
sulting in the GW band gap between 5 − 5.5 eV. SEET
widens this gap to 6.5 − 6.7 eV resulting in a band gap
of 5.5 − 6.0 eV after accounting for finite size effects.
Results for panel b) are obtained with a single four-
orbital impurity that contains the same active orbitals
as subset (a) but they are contained within a single im-
purity. Plots from panel b) are essentially indistinguish-
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Figure 8. Orbitally resolved SEET local spectral function for MnO with impurity choice of Table III. Panels in the plots
correspond to impurity choices from Table III. (Specifically, the panel a) corresponds to impurity choice a), etc.) Dash-dotted
lines: GW, solid lines: SEET; Dashed lines: experimental data (see Ref.56).
able from panel a), indicating that cross-correlations at
the GW level are sufficient for describing the coupling
between those two disjoint impurities.
In panel c), where additional t2g states are considered,
a small change of the magnitude but not of the overall
peak position is visible for Ni t2g while the eg orbitals are
comparable to the ones in panels a) and b).
Adding additional correlations on the oxygen p orbitals
(in panel d)) substantially shifts all states including Ni t2g
and eg states, causing a build-up of the shoulder density
for frequencies between -5 and -10 eV. Here the contri-
butions from Ni t2g together with oxygen p start to be
responsible for this buildup.
Note that these results allows us to determine the
atomic character of peaks and the size of the band gap is
reasonably matching the experimental results when ac-
counting for finite size effects, experimental uncertainties
of 0.6 eV, as well as possible inaccuracies stemming from
using a Gaussian basis set.
2. Momentum resolved DOS for NiO
Fig. 7 shows k-resolved spectral functions at Γ and at
2
3 distance between Γ and X for the impurity choices of
Table I. These calculations and plots were performed in
the symmetrical orthogonal basis. The spectral function
at the Γ point shows similar behavior to Fig. 6. However,
a notable difference is in the Ni 4s orbital. This orbital
while present near the gap edge at the Γ point, it rapidly
moves to higher energies away from Γ point thus con-
tributing only little to the local spectral function. Data
between Γ and X look more complicated as the nickel
t2g and oxygen p states split away from the high sym-
metry Γ point. The assignment of orbital character that
arises due to SEET is largely consistent with the angle
resolved photoemission experiment presented in Fig. 2
of Ref. 45. Only the features at low energies (lower than
-8 eV) cannot be assigned without doubt, most likely due
to the deficiencies of analytical continuation and artificial
broadening of existing features at these energy ranges.
3. Local magnetic moment in NiO
Finally, we briefly discuss the staggered magnetization
of NiO. A Mulliken analysis (see e.g.109) yields the val-
ues of Table II. It is evident that the most important
contribution to magnetism comes from the Ni eg states,
which we treat non-perturbatively in all four choices of
active space. Changes between different impurities (cor-
responding to the influence of strong correlations on t2g
or oxygen p orbitals) are much smaller.
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Figure 9. k-resolved SEET (solid lines) and GW (dashed lines) spectral functions for MnO at Γ (left column) and at 2
3
distance
between Γ and X (right column) for the impurity choices of Table III. Different impurities were chosen in each of the rows.
These impurity choices correspond to the rows of Table III, with first-to-fourth rows corresponding to impurities chosen in a-d
rows of Table III, respectively.
D. Effect of strong correlations in MnO
1. Local DOS for MnO
For MnO solid, similarly to NiO, we solve the problem
in symmetrical orthogonal orbitals and, after identifica-
tion of the relevant orbitals, choose a set of disjoint im-
purities for higher order treatment within SEET. Active
space choices a,b and c (see Table III) correspond to a, c
and d in Table I. For MnO, active space d combines some
of the Mn eg orbitals with neighboring oxygen p states.
We emphasize that while an a-priori identification of
the best orbital combination may in principle be pos-
12
expt HF GW
GW+SEET
a b c d
NiO 1.77, 1.90(6) 1.816 1.701 1.750 1.751 1.752 1.754
Table II. Local magnetic moment of Ni from Mulliken anal-
ysis. Impurity choices a,b,c, and d correspond to the rows
of Table I. The experimental data is obtained from Refs.110
and111
Name Imp Orb Description
a 2 2 Mn1 eg; Mn2 eg
b 4 3 Mn1 eg; Mn2 eg ; Mn1 t2g ; Mn2 t2g
c 6 3 Mn1 eg; Mn2 eg ; Mn1 t2g ; Mn2 t2g; O1 p; O2 p
d 6 3
Mn1dz2 + O1 pz ; Mn1dx2−y2 + O1 px, py ; Mn1 t2g
Mn2dz2 + O2 pz ; Mn2dx2−y2 + O2 px, py ; Mn2 t2g
Table III. Choice of the active space for MnO. Imp denotes
the number of distinct disjoint impurity problems. Orb stands
for the number of impurity orbitals in the largest impurity
problem.
sible, here we make our orbital choice based on physi-
cal/chemical intuition and the available data from GW
calculation that precedes SEET.
Fig. 8 shows the orbitally resolved local spectral func-
tion of MnO for the four impurity choices of Table III.
The panel a) of Fig. 8 shows that similarly to the
case of NiO, there is a significant adjustment of the Mn
eg orbitals when embedding is performed. Adding only
Mn t2g, as illustrated in panel b), keeps eg states un-
changed and introduces additional renormalization in t2g
states, as expected. However, adding oxygen p orbitals
(as shown in panel c) has a large effect and leads to ad-
justment of all the bands, both eg and t2g. Embedding
active orbitals from subset d (in panel d) with combined
Mn and O orbitals has little effect when compared to
panel c.
In Ref.56, to define the band gap from experimental
XPS and BIS data, the top of the valence band is taken
at 50% of the intensity of the shoulder and the end of
the gap is defined at 10% intensity of the rising Mn
3d structure. This yields the experimental band gap of
3.9 ± 0.4 eV. The GW band gap using the same method
of evaluating it as in experiment is approximately equal
to around 5.0 eV. Note that as we discussed previously,
the GW result itself displays finite size effects that, on a
6 × 6 × 6 lattice, we estimate to be around 0.5 − 0.7 eV.
After accounting for these effects, we estimate the GW
gap to be between 4.3 − 4.5 eV. SEET inherits the fi-
nite size and yields the band gap of 4.8 − 5.0 eV after
accounting for them.
2. Momentum resolved DOS for MnO
Fig. 9 shows k-resolved spectral functions at Γ (left col-
umn) and at 23 distance between Γ and X (right column)
for the impurity choices of Table III. Note that similarly
to our previous discussion concerning local DOS of MnO
inclusion of both eg and t2g orbitals into embedding sub-
space (shown in the second row) leads to a large adjust-
ments of these bands. However, adding oxygen p, with
a large contribution near the Fermi energy, has even a
larger effect resulting in substantially renormalized bands
as shown in the third row. This is different from the case
of NiO, where the inclusion of oxygen orbitals led to much
smaller changes. As observed previously for local DOS,
embedding active orbitals from the subset d (4th row)
with combined Mn and O orbitals has little effect when
compared to subset c (presented in the 3rd row).
3. Local magnetic moment in MnO
expt HF GW
GW+SEET
a b c d
MnO 4.79,4.58(3) 4.937 4.870 4.887 4.897 4.897 4.897
Table IV. Local magnetic moment of Mn from Mulliken
analysis. Impurity choices a,b,c, and d correspond to the
rows of Table III. The experimental data is obtained from
Refs.110 and111
Staggered magnetic moments from a Mulliken analysis
are shown in Table IV. In contrast to NiO, where only
changes due to inclusion of eg were observed, the major
correction to GW comes here from both Mn eg and Mn
t2g orbitals to an equal degree. This effect can be ex-
plained by the fact that in MnO both t2g and eg states
are partially occupied, whereas in NiO only eg states con-
tribute to the local magnetization since the t2g ones are
occupied. Correlations from oxygen do not influence the
population on Mn sufficiently to have an influence on the
magnetization.
V. CONCLUSIONS
We have presented results from our implementation of
the self-energy embedding theory for realistic materials.
For both solid NiO and MnO, our results agreed with ex-
perimental data reasonably well and were used to assign
orbital character to the local DOS and ARPES spectra.
SEET is thermodynamically consistent and conserving
and, after the selection of active orbitals that is done on
the basis of a previous weakly correlated calculation, it
does not contain any ad-hoc choices of parameters such
as a choice of density functional, downfolding scheme,
double counting correction, or ad-hoc truncation and re-
adjustment of screened interactions.
We have shown that in SEET, we do not need to rely
on quantum impurity constructions with more than a
few orbitals. While treatment of large impurity prob-
lems is possible using modern quantum chemistry impu-
rity solvers such as zero temperature Coupled Cluster
13
solvers, the results of such a treatment may not be cor-
rect when correlations within the impurity are strong. In
SEET, the size of the impurity is moderately small, since
much of the weakly correlated physics including screen-
ing at the level of GW is absorbed properly when the
embedding condition from Eq. 25 is defined.
At present, when running SEET, some of the method-
ological aspects still require physical insight (such as the
choice of active spaces), or suffer from technical limita-
tions (such as the analytic continuation step), or are oth-
erwise computationally expensive (such as the simulation
with larger Gaussian bases or more momentum points);
however, we believe that despite these short term techni-
cal limitations SEET is a practicable embedding theory
that can be applied to interesting correlated materials.
ACKNOWLEDGMENTS
We thank Runxue Yu for performing density functional
calculations for our systems. SI and EG are supported
by the Simons foundation via the Simons Collaboration
on the Many-Electron Problem, DZ and CY by the US
Department of Energy (DOE) grant No. ER16391. This
research used resources of the National Energy Research
Scientific Computing Center (NERSC), a U.S. Depart-
ment of Energy Office of Science User Facility operated
under Contract No. DE-AC02-05CH11231.
1 A. Georges and G. Kotliar, Phys. Rev. B 45, 6479 (1992).
2 W. Metzner and D. Vollhardt, Phys. Rev. Lett. 62, 324
(1989).
3 A. Georges, G. Kotliar, W. Krauth, and M. J. Rozenberg,
Rev. Mod. Phys. 68, 13 (1996).
4 V. I. Anisimov, A. I. Poteryaev, M. A. Korotin, A. O.
Anokhin, and G. Kotliar, Journal of Physics: Condensed
Matter 9, 7359 (1997).
5 A. I. Lichtenstein and M. I. Katsnelson, Phys. Rev. B 57,
6884 (1998).
6 G. Kotliar, S. Y. Savrasov, K. Haule, V. S. Oudovenko,
O. Parcollet, and C. A. Marianetti, Rev. Mod. Phys. 78,
865 (2006).
7 A. A. Rusakov and D. Zgid, The Journal of Chemical
Physics 144, 054106 (2016).
8 S. Iskakov, A. A. Rusakov, D. Zgid, and E. Gull, Phys.
Rev. B 100, 085112 (2019).
9 W. E. Pickett and C. S. Wang, Phys. Rev. B 30, 4719
(1984).
10 M. S. Hybertsen and S. G. Louie, Phys. Rev. B 34, 5390
(1986).
11 F. Aryasetiawan and O. Gunnarsson, Reports on Progress
in Physics 61, 237 (1998).
12 T. Kotani, M. van Schilfgaarde, and S. V. Faleev, Phys.
Rev. B 76, 165106 (2007).
13 A. Kutepov, S. Y. Savrasov, and G. Kotliar, Phys. Rev.
B 80, 041103(R) (2009).
14 J. L. Smith and Q. Si, Phys. Rev. B 61, 5184 (2000).
15 R. Chitra and G. Kotliar, Phys. Rev. B 63, 115110 (2001).
16 Q. Si and J. L. Smith, Phys. Rev. Lett. 77, 3391 (1996).
17 P. Sun and G. Kotliar, Phys. Rev. B 66, 085120 (2002).
18 S. Biermann, F. Aryasetiawan, and A. Georges, Phys.
Rev. Lett. 90, 086402 (2003).
19 R. Sakuma, P. Werner, and F. Aryasetiawan, Phys. Rev.
B 88, 235110 (2013).
20 J. M. Tomczak, M. Casula, T. Miyake, F. Aryasetiawan,
and S. Biermann, EPL (Europhysics Letters) 100, 67001
(2012).
21 T. Ayral, S. Biermann, and P. Werner, Phys. Rev. B 87,
125149 (2013).
22 L. Huang, T. Ayral, S. Biermann, and P. Werner, Phys.
Rev. B 90, 195114 (2014).
23 I. Leonov, L. Pourovskii, A. Georges, and I. A. Abrikosov,
Phys. Rev. B 94, 155135 (2016).
24 T. Ayral, S. Biermann, P. Werner, and L. Boehnke, Phys.
Rev. B 95, 245130 (2017).
25 J. Lee and K. Haule, Phys. Rev. B 95, 155104 (2017).
26 L. Boehnke, F. Nilsson, F. Aryasetiawan, and P. Werner,
Phys. Rev. B 94, 201106(R) (2016).
27 F. Nilsson, L. Boehnke, P. Werner, and F. Aryasetiawan,
Phys. Rev. Materials 1, 043803 (2017).
28 S. Choi, P. Semon, B. Kang, A. Kutepov, and G. Kotliar,
Computer Physics Communications 244, 277 (2019).
29 T. Zhu and G. K.-L. Chan, Ab initio full cell gw+dmft
for correlated materials (2020), arXiv:2003.01349 [cond-
mat.str-el].
30 W. Chibani, X. Ren, M. Scheffler, and P. Rinke, Phys.
Rev. B 93, 165106 (2016).
31 A. A. Kananenka, E. Gull, and D. Zgid, Phys. Rev. B 91,
121111(R) (2015).
32 D. Zgid and E. Gull, New Journal of Physics 19, 023047
(2017).
33 T. N. Lan and D. Zgid, The Journal of Physical Chemistry
Letters 8, 2200 (2017).
34 L. Hedin, Phys. Rev. 139, A796 (1965).
35 T. N. Lan, A. A. Kananenka, and D. Zgid, The Journal
of Chemical Physics 143, 241102 (2015).
36 T. Nguyen Lan, A. A. Kananenka, and D. Zgid, Journal
of Chemical Theory and Computation 12, 4856 (2016).
37 T. N. Lan, A. Shee, J. Li, E. Gull, and D. Zgid, Phys.
Rev. B 96, 155106 (2017).
38 L. N. Tran, S. Iskakov, and D. Zgid, The Journal of Phys-
ical Chemistry Letters 9, 4444 (2018).
39 M. Motta, D. M. Ceperley, G. K.-L. Chan, J. A. Gomez,
E. Gull, S. Guo, C. A. Jime´nez-Hoyos, T. N. Lan, J. Li,
F. Ma, A. J. Millis, N. V. Prokof’ev, U. Ray, G. E. Scuse-
ria, S. Sorella, E. M. Stoudenmire, Q. Sun, I. S. Tupitsyn,
S. R. White, D. Zgid, and S. Zhang, Phys. Rev. X 7,
031059 (2017).
40 K. T. Williams, Y. Yao, J. Li, L. Chen, H. Shi, M. Motta,
C. Niu, U. Ray, S. Guo, R. J. Anderson, J. Li, L. N. Tran,
C.-N. Yeh, B. Mussard, S. Sharma, F. Bruneval, M. van
Schilfgaarde, G. H. Booth, G. K.-L. Chan, S. Zhang,
E. Gull, D. Zgid, A. Millis, C. J. Umrigar, and L. K.
Wagner, Phys. Rev. X 10, 011041 (2020).
41 A. A. Rusakov, S. Iskakov, L. N. Tran, and D. Zgid, Jour-
nal of Chemical Theory and Computation 15, 229 (2019).
42 N. F. Mott, Proceedings of the Physical Society. Section
14
A 62, 416 (1949).
43 R. J. Powell and W. E. Spicer, Phys. Rev. B 2, 2182
(1970).
44 G. A. Sawatzky and J. W. Allen, Phys. Rev. Lett. 53,
2339 (1984).
45 Z.-X. Shen, C. K. Shih, O. Jepsen, W. E. Spicer, I. Lindau,
and J. W. Allen, Phys. Rev. Lett. 64, 2442 (1990).
46 Z.-X. Shen, R. S. List, D. S. Dessau, B. O. Wells,
O. Jepsen, A. J. Arko, R. Barttlet, C. K. Shih, F. Parmi-
giani, J. C. Huang, and P. A. P. Lindberg, Phys. Rev. B
44, 3604 (1991).
47 O. Tjernberg, S. So¨derholm, U. O. Karlsson, G. Chiaia,
M. Qvarford, H. Nyle´n, and I. Lindau, Phys. Rev. B 53,
10372 (1996).
48 O. Tjernberg, S. So¨derholm, G. Chiaia, R. Girard, U. O.
Karlsson, H. Nyle´n, and I. Lindau, Phys. Rev. B 54, 10245
(1996).
49 W. Jauch and M. Reehuis, Phys. Rev. B 70, 195121
(2004).
50 T. M. Schuler, D. L. Ederer, S. Itza-Ortiz, G. T. Woods,
T. A. Callcott, and J. C. Woicik, Phys. Rev. B 71, 115113
(2005).
51 A. G. Gavriliuk, I. A. Trojan, and V. V. Struzhkin, Phys.
Rev. Lett. 109, 086402 (2012).
52 V. Potapkin, L. Dubrovinsky, I. Sergueev, M. Ekholm,
I. Kantor, D. Bessas, E. Bykova, V. Prakapenka, R. P.
Hermann, R. Ru¨ffer, V. Cerantola, H. J. M. Jo¨ns-
son, W. Olovsson, S. Mankovsky, H. Ebert, and I. A.
Abrikosov, Phys. Rev. B 93, 201110(R) (2016).
53 D. E. Eastman and J. L. Freeouf, Phys. Rev. Lett. 34,
395 (1975).
54 Z.-X. Shen and D. Dessau, Physics Reports 253, 1 (1995).
55 R. J. Lad and V. E. Henrich, Phys. Rev. B 38, 10860
(1988).
56 J. van Elp, R. H. Potze, H. Eskes, R. Berger, and G. A.
Sawatzky, Phys. Rev. B 44, 1530 (1991).
57 T. Kondo, T. Yagi, Y. Syono, Y. Noguchi, T. Atou,
T. Kikegawa, and O. Shimomura, Journal of Applied
Physics 87, 4153 (2000).
58 J. R. Patterson, C. M. Aracne, D. D. Jackson, V. Malba,
S. T. Weir, P. A. Baker, and Y. K. Vohra, Phys. Rev. B
69, 220101(R) (2004).
59 M. D. Towler, N. L. Allan, N. M. Harrison, V. R. Saun-
ders, W. C. Mackrodt, and E. Apra`, Phys. Rev. B 50,
5041 (1994).
60 A. Fujimori and F. Minami, Phys. Rev. B 30, 957 (1984).
61 Z. Fang, I. V. Solovyev, H. Sawada, and K. Terakura,
Phys. Rev. B 59, 762 (1999).
62 V. I. Anisimov, F. Aryasetiawan, and A. I. Lichtenstein,
Journal of Physics: Condensed Matter 9, 767 (1997).
63 F. Aryasetiawan and O. Gunnarsson, Phys. Rev. Lett. 74,
3221 (1995).
64 S. V. Faleev, M. van Schilfgaarde, and T. Kotani, Phys.
Rev. Lett. 93, 126406 (2004).
65 J.-L. Li, G.-M. Rignanese, and S. G. Louie, Phys. Rev. B
71, 193102 (2005).
66 C. Ro¨dl, F. Fuchs, J. Furthmu¨ller, and F. Bechstedt,
Phys. Rev. B 79, 235114 (2009).
67 R. Eder, Phys. Rev. B 91, 245146 (2015).
68 X. Ren, I. Leonov, G. Keller, M. Kollar, I. Nekrasov, and
D. Vollhardt, Phys. Rev. B 74, 195114 (2006).
69 J. Kunesˇ, V. I. Anisimov, A. V. Lukoyanov, and D. Voll-
hardt, Phys. Rev. B 75, 165115 (2007).
70 J. Kunesˇ, V. I. Anisimov, S. L. Skornyakov, A. V. Lukoy-
anov, and D. Vollhardt, Phys. Rev. Lett. 99, 156404
(2007).
71 L. Boman, H. Koch, and A. Snchez de Mers, The Journal
of Chemical Physics 129, 134107 (2008).
72 H.-J. Werner, F. R. Manby, and P. J. Knowles, The Jour-
nal of Chemical Physics 118, 8149 (2003).
73 X. Ren, P. Rinke, V. Blum, J. Wieferink, A. Tkatchenko,
A. Sanfilippo, K. Reuter, and M. Scheffler, New Journal
of Physics 14, 053020 (2012).
74 Q. Sun, T. C. Berkelbach, J. D. McClain, and G. K.-
L. Chan, The Journal of Chemical Physics 147, 164119
(2017).
75 L. C. Bartel and B. Morosin, Phys. Rev. B 3, 1039 (1971).
76 W. D. Johnston and R. R. Heikes, J. Am. Chem. Soc. 78,
3255 (1956).
77 J. VandeVondele and J. Hutter, The Journal of Chemical
Physics 127, 114105 (2007).
78 S. Goedecker, M. Teter, and J. Hutter, Phys. Rev. B 54,
1703 (1996).
79 C. Httig, Phys. Chem. Chem. Phys. 7, 59 (2005).
80 J. Paier, R. Hirschl, M. Marsman, and G. Kresse, The
Journal of Chemical Physics 122, 234102 (2005).
81 R. Sundararaman and T. A. Arias, Phys. Rev. B 87,
165122 (2013).
82 Q. Sun, T. C. Berkelbach, N. S. Blunt, G. H. Booth,
S. Guo, Z. Li, J. Liu, J. D. McClain, E. R. Sayfutyarova,
S. Sharma, S. Wouters, and G. K. Chan, Pyscf: the
python-based simulations of chemistry framework (2017).
83 G. Kresse and D. Joubert, Physical Review B 59, 1758
(1999).
84 H. Shinaoka, J. Otsuki, M. Ohzeki, and K. Yoshimi, Phys.
Rev. B 96, 035147 (2017).
85 J. Li, M. Wallerberger, N. Chikano, C.-N. Yeh, E. Gull,
and H. Shinaoka, Phys. Rev. B 101, 035144 (2020).
86 N. Chikano, K. Yoshimi, J. Otsuki, and H. Shinaoka,
Computer Physics Communications 240, 181 (2019).
87 L. Boehnke, H. Hafermann, M. Ferrero, F. Lechermann,
and O. Parcollet, Phys. Rev. B 84, 075145 (2011).
88 X. Dong, D. Zgid, E. Gull, and H. U. R. Strand, Legendre-
spectral dyson equation solver with super-exponential
convergence (2020), arXiv:2001.11603 [cond-mat.str-el].
89 E. Gull, S. Iskakov, I. Krivenko, A. A. Rusakov, and
D. Zgid, Phys. Rev. B 98, 075127 (2018).
90 M. Kaltak and G. Kresse, Minimax isometry method
(2019), arXiv:1909.01740 [cond-mat.mtrl-sci].
91 M. Jarrell and J. Gubernatis, Physics Reports 269, 133
(1996).
92 S. Iskakov and M. Danilov, Computer Physics Communi-
cations 225, 128 (2018).
93 P.-O. Lowdin (Academic Press, 1970) pp. 185 – 199.
94 A. Gaenko, A. Antipov, G. Carcassi, T. Chen, X. Chen,
Q. Dong, L. Gamper, J. Gukelberger, R. Igarashi,
S. Iskakov, M. Ko¨nz, J. LeBlanc, R. Levy, P. Ma, J. Paki,
H. Shinaoka, S. Todo, M. Troyer, and E. Gull, Computer
Physics Communications 213, 235 (2017).
95 R. Levy, J. LeBlanc, and E. Gull, Computer Physics Com-
munications 215, 149 (2017).
96 A. S. Mishchenko, N. V. Prokof’ev, A. Sakamoto, and
B. V. Svistunov, Phys. Rev. B 62, 6317 (2000).
97 J. Otsuki, M. Ohzeki, H. Shinaoka, and K. Yoshimi, Phys.
Rev. E 95, 061302(R) (2017).
98 T. D. Stanescu and G. Kotliar, Phys. Rev. B 74, 125110
(2006).
99 X. Wang, E. Gull, L. de’ Medici, M. Capone, and A. J.
15
Millis, Phys. Rev. B 80, 045101 (2009).
100 E. Gull, A. J. Millis, A. I. Lichtenstein, A. N. Rubtsov,
M. Troyer, and P. Werner, Reviews of Modern Physics 83,
349 (2011).
101 R. Bulla, T. A. Costi, and T. Pruschke, Reviews of Mod-
ern Physics 80, 395 (2008).
102 H. Lin, J. Gubernatis, H. Gould, and J. Tobochnik, Com-
puters in Physics 7, 400 (1993).
103 D. Zgid and G. K.-L. Chan, The Journal of Chemical
Physics 134, 094115 (2011).
104 D. Zgid, E. Gull, and G. K.-L. Chan, Phys. Rev. B 86,
165128 (2012).
105 A. Shee and D. Zgid, Journal of Chemical Theory and
Computation 15, 6010 (2019).
106 T. Zhu, C. A. Jime´nez-Hoyos, J. McClain, T. C. Berkel-
bach, and G. K.-L. Chan, Phys. Rev. B 100, 115154
(2019).
107 C. Voglis and I. E. Lagaris, in WSEAS International Con-
ference on Applied Mathematics (2004).
108 M. A. Branch, T. F. Coleman, and Y. Li, SIAM Journal
on Scientific Computing 21, 1 (1999).
109 R. S. Mulliken, The Journal of Chemical Physics 23, 1833
(1955).
110 B. E. F. Fender, A. J. Jacobson, and F. A. Wedgwood,
The Journal of Chemical Physics 48, 990 (1968).
111 A. K. Cheetham and D. A. O. Hope, Phys. Rev. B 27,
6964 (1983).
