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Abstract
We study the problem of reconstructing a positive discrete measure on a compact set K ⊆ Rn
from a finite set of moments (possibly known only approximately) via convex optimization. We
give new uniqueness results, new quantitative estimates for approximate recovery and a new
sum-of-squares based hierarchy for approximate super-resolution on compact semi-algebraic sets.
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1 Introduction
Let K ⊆ Rn be a compact set and let V be a finite-dimensional vector space of continuous real-
valued functions on K. If L : V → R is linear and µ is a finite, positive borel measure on K
then µ represents L in V if L(f) =
∫
K fdµ for all f ∈ V . In this article we study the discrete
reconstruction problem which, given a representable operator L, asks us to find a positive discrete
measure µ∗ :=
∑k
i=1 ciδxi with ci ≥ 0 and xi ∈ K which represents L on V .
Under very general conditions, such measures µ∗ exist (see Lemma 2.1 for details). Moreover,
constructing explicit solutions µ∗ is useful in a wide variety of applications, for instance:
1. Polynomial optimization: via the method of moments proposed by Lasserre [23] one can find
a representable operator L such that every representing measure is supported on minimizers
of a given multivariate polynomial.
2. Numerical integration: any representing measure µ∗ gives us a cubature rule [24] for comput-
ing integrals of functions in V with respect to the measure µ via evaluation.
3. Optimal control theory: optimal control problems can be reformulated as problems on oc-
cupation measures as in [25]. Any discrete measure representing optima gives us explicit
optimal control policies.
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A celebrated approach to solve the reconstruction problem goes by the name of superresolu-
tion Cande`s and Fernandez-Granda [6] [20] or of Beurling minimal interpolation [9] [2] and consists
of finding a minimizer µ∗ of the total variation norm in the set S(K) of all signed Borel measures
on K. More precisely, letting ‖µ‖TV := sup
∫
K gdµ as g runs over all continuous functions g on K
with ‖g‖∞ ≤ 1 we want to solve the problem
min
ν∈S(K)
‖ν‖TV : ∀f ∈ V
(∫
K
fdν = L(f)
)
(1)
Our first result is a uniqueness theorem for recovery of positive discrete measures extending a
result of De Castro and Gamboa [9, Theorem 2.1] to dimension greater than one. Let V≤d be the
set of real-valued polynomials of degree ≤ d in the variables x1, . . . , xn. Recall that a finite set of
points X ⊆ Rn has an ideal I(X) consisting of all polynomials vanishing on X, a generator degree
g(X) defined as the maximum degree of a minimal generator of I(X) and an interpolation degree
i(X) defined as the minimum degree d such that every real-valued function on X is given by the
restriction to X of a polynomial of degree at most d.
Theorem 1.1. For an integer k, let X ⊆ Rn be a set of k points and let V := V≤d. If d ≥
max(2g(X), i(X)) then any positive discrete measure µ supported on X is the unique minimizer
of (1) with L(f) :=
∫
K fdµ. Moreover, if X is a set of size k which is not contained in any
hyperplane in Rn then uniqueness holds whenever d ≥ 2(k − n+ 1).
In applications one is typically interested in measures whose support X is not an arbitrary set
of points but rather a generic set of points X = {p1, . . . , pk}, meaning that (p1, . . . , pk) lie in the
complement of a proper algebraic subset of (Rn)k (see Section 2.3 for details). For such sets we can
strengthen the upper bound in the previous Theorem. Moreover part (3) of the Theorem below
gives a lower bound for d below which uniqueness provably fails.
Theorem 1.2. If X is a generic set of k points in Rn then:
1. The interpolation degree i(X) equals the smallest integer e for which the inequality k ≤ (n+ee )
holds.
2. The inequality g(X) ≤ i(X) + 1 holds. In particular, if d ≥ 2(i(X) + 1) then any positive
discrete measure µ supported on X is the unique minimizer of (1) with V := V≤d.
3. For all d such that 1n+1
(
n+d
d
) ≤ k problem (1) with V := V≤d does not have a unique solution
for every measure µ supported on X.
There are several approaches for carrying out the optimization in Problem (1): this can be done
either via discretization as in [12] (although it is known that this approach works poorly for closed
spaced points [18]), via a semidefinite formulation of the dual problem as in [20; 31] or via sum-
of-squares hierarchies as De Castro, Gamboa, Henrion and Lasserre propose in [10]. Since we are
working in the context of reconstructing positive measures (and not signed measures) one can also
use a simple moment relaxation which is guaranteed to work under the hypotheses of Theorem 1.1
(see Section 3.1 for details). In Section 5 we show that this procedure works well in practice via
several numerical examples in dimensions 1, 2 and 4.
In many applications of the measure reconstruction problem, however, the moments of the
measure are known only approximately. More precisely, we fix a basis φ1, . . . , φm for V and would
like to recover a point measure µ from a known vector y with components given by yi :=
∫
K φidµ+i
where  := (1, . . . , m) is a noise term bounded by a known value δ i.e. ‖‖2 ≤ δ . A very significant
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contribution in this setting is the work of Azais, De Castro and Gamboa [2] who give quantitative
estimates for the error when the recovery mechanism is to solve the following Beurling Lasso
(BLASSO) optimization problem:
min
ν∈S(K)
‖ν‖TV :
∥∥∥∥∥
(∫
K
φidν − yi
)
i=0,...,m
∥∥∥∥∥
2
≤ δ (2)
Our main result gives quantitative localization bounds for problem 2 in all dimensions. Its
proof is a combination of the ideas of Azais, De Castro and Gamboa together with the explicit
construction of L2-optimal approximations to Dirac delta functions and some basic commutative
algebra (see Section 4.1). In order to describe the result we introduce the following notation: If
∆ is a discrete measure and z ∈ K we will write ∆(z) to mean the coefficient of δz in the unique
decomposition of ∆ as a sum of Dirac measures. We will write d(X, z) for the euclidean distance
between a point z and a set X and write N(X, δ) (resp. F (X, δ)) for the set of points which are at
distance at most (resp. at least) δ from X. We fix a basis φ1, . . . , φT of V≤d which we assume to
be orthonormal with respect to some probability measure on K.
Theorem 1.3. Let µ be any positive discrete measure supported on a finite set X ⊆ K ⊆ Rn and
let ∆ˆ be a discrete minimizer of (2) with V = V≤d, yi :=
∫
φidµ+ i and ‖‖2 ≤ δ. If I(X) admits
a set of s generators of degree ≤ g and d = 2(m− 1)g then there exist a positive constant D such
that the following statements hold for all sufficiently large even integers m:
1. If z ∈ K is such that ∆ˆ(z) > 4sδ then d(X, z) ≤ c0 where c0 = 1m
√
3!
D .
2. The following inequalities hold:∑
z∈N(X,c0),∆ˆ(z)>0
∆ˆ(z)d(X, z)2 ≤
(
3!4s
m2D
)
δ
∑
z∈F (X,c0),∆ˆ(z)>0
∆ˆ(z) ≤ 2sδ
∑
z:∆ˆ(z)<0
|∆ˆ(z)| ≤ 2δ
3. If x∗ ∈ X then the following inequality holds:∣∣∣∣∣∣µ(x∗)−
∑
z:d(z,x∗)≤c0
∆ˆ(z)
∣∣∣∣∣∣ ≤ 1m‖µ‖TV +
(
2(s+ 1) +
3!2spi2
diam(K)2D
)
δ.
In words, the previous theorem says that the recovered measure ∆ˆ has no large spikes far from
those of µ (parts (1), (2)) and furthermore that it has spikes near every support point of µ whose
coefficients approximate those of µ rather well (part (3)) when d is sufficiently large. In particular,
it gives us explicit dependencies on the quality of our approximation as a function of the degree d
and the error size δ.
The explicit determination of the constants appearing in the previous Theorem is, in general,
a challenging problem which depends on the geometry of the support set X. In Example 4.10 we
give an estimate for these quantities when the measures are supported on any grid in Rn. As is
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the case in one-dimensional super-resolution the key determinants of these constants end up being
suitable measures of the distance between support points.
Next, in order to apply Theorem 1.3 we must be able to solve the (infinite-dimensional) opti-
mization problem (2). Our next Theorem recasts (2) as a finite-dimensional convex optimization
problem extending the main results of De Castro, Gamboa, Henrion and Lasserre in [10] to the
approximate recovery problem.
Theorem 1.4. The optimal value of (2) coincides with the optimal value of the following finite-
dimensional convex optimization problem
sup
(~a,b)∈Rn×R
{
〈~a, y〉 − bδ : P =
m∑
i=1
aiφi, ‖P‖∞ ≤ 1, ‖~a‖2 ≤ b
}
(3)
Next we propose a hierarchy of semidefinite programs for solving (3) when K is semialgebraic
and explicitly bounded and V ⊆ R[~x] := R[x1, . . . , xn]. To describe the hierarchy we will need the
following basic definition. For g1, . . . , gt ∈ R[~x] and e ∈ Z+ recall that the quadratic module of
degree e of g1, . . . , gt is given by
Qe(g1, . . . , gt) =
{
f ∈ R[~x] : ∃(si)i=0,1,...,t such that f = s0 +
t∑
i=1
gisi
}
.
where the si ∈ R[~x] are sums-of-squares of polynomials of degree bounded by e. Henceforth we let
~φ = (φ1, . . . , φT ) be the vector whose components are our chosen basis for V .
Theorem 1.5. Suppose K = {x ∈ Rn : g1(x) ≥ 0, . . . , gt(x) ≥ 0} for some gi ∈ R[x1, . . . , xn] and
assume there exist positive integers N, e such that N − ‖x‖22 ∈ Qe(g1, . . . , gt). If αs denotes the
number
αs := sup
(~a,b)∈Rn×R
{
〈~a, y〉 − bδ : 1− 〈~a, ~φ〉, 1 + 〈~a, ~φ〉 ∈ Qs(g), ‖~a‖2 ≤ b
}
.
then the following statements hold:
1. For each s the number αs is the optimal value of a semidefinite programming problem.
2. The equality lims→∞ αs = α holds where α is the optimal value of problem (3).
In Section 5 we use Theorem 1.5 for carrying out BLASSO minimization to recover discrete
measures and show that we obtain good approximations in dimensions one and two. Our Julia
implementation is also made publically available for the community (see Section 5).
To conclude this introduction we propose a new application of super-resolution for finding good
approximate discretizations of general probability measures on K in the following sense:
Definition 1.6. A (δ, k)-summary of a (not necessarily discrete) positive measure µ on K with
respect to φ1, . . . , φT is a positive measure ∆ with at most k-atoms for which the following inequality
holds ∥∥∥∥∥
(∫
K
φidµ−
∫
K
φid∆
)
i=1,...,T
∥∥∥∥∥
2
≤ δ
We will assume we know the exact values of the moments of a measure µ on K and that we
would like to find a (δ, k) summary (for given δ and k). The following Theorem shows that if such
a summary exists then it is possible to use super-resolution to approximate it.
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Theorem 1.7. Suppose there exists a (δ, k) summary of µ supported on a set X and let ∆ˆ be a
discrete minimizer of the problem
min
ν∈S(K)
‖ν‖TV :
∥∥∥∥∥
(∫
K
φidν −
∫
K
φidµ
)
i=0,...,T
∥∥∥∥∥
2
≤ δ. (4)
If d is sufficiently large then the conclusions of Theorem 1.3 hold for ∆ˆ.
Based on the previous Theorem we propose taking the k largest coefficients of a discrete min-
imizer ∆ˆ of (4), if such a minimizer exists, as a procedure for summarization. In Section 5 we
present numerical examples of summarization of some measures in dimensions one and two. Our
examples in dimension one show that the summarization procedure recovers good approximations
of the Gauss-Chebyshev quadrature rule and suggests ways to generalize it to higher dimensions.
Acknowledgements. We wish to thank Greg Blekherman, Fabrice Gamboa and Yohann De
Castro for very useful conversations during the completion of this project. M. Junca and M. Velasco
were partially supported by the FAPA funds from Universidad de los Andes.
2 Preliminaries
2.1 Representability via discrete measures
Let K ⊆ Rn be a compact set and let V be a finite-dimensional vector subspace of the space C(K) of
continuous real-valued functions on K. By a positive measure on K we will always mean a positive
measure. We will use the term signed measure to refer to measures which are real-valued but not
necessarily positive. By a positive discrete measure on K we mean a conic combination of Dirac
delta measures supported at points of K. If ν is a finite Borel measure on K let Lν : C(X) → R
be the map given by Lν(f) :=
∫
K fdν. We say that an operator L : V → R is representable by a
measure if there exists a finite Borel measure ν such that L(f) = Lν(f) for every f ∈ V . For a
vector space V we denote its dual space V ∗ := {L : V → R linear} and for a cone C ⊆ V let its
dual C∗ := {` ∈ V ∗ : `(C) ≥ 0}.
The following Lemma, due to Blekherman and Fialkow [5], explains the key role played by
discrete measures in truncated moment problems. It is a generalization of results of Tchakaloff [32]
and Putinar [30]. We include a proof for the reader’s benefit.
Lemma 2.1. If the functions in V have no common zeroes on K then every linear operator L :
V → R representable by a positive measure is representable by a positive discrete measure with at
most dim(V ) + 1 atoms.
Proof. Let P ⊆ V be the closed convex cone of functions in V which are nonnegative at all points of
K. It is immediate that P = Conv(Lδx : x ∈ K)∗ where ∗ denotes the dual cone. By the bi-duality
Theorem from convex geometry we conclude that P ∗ = Conv(Lδx : x ∈ K). Now consider the map
φ : K → V ∗ sending a point x to the restriction of Lδx (i.e. to the evaluation at x). This map
is continuous and therefore S := φ(K) is a compact set. Since the functions in V have no points
in common the convex hull of S does not contain zero and therefore the cone of discrete measures
Conv(Lδx : x ∈ K) is closed in V ∗. LetM(V ) ⊆ V ∗ be the cone of operators representable by a finite
borel measure. Since Conv(Lδx : x ∈ K) ⊆ M(V ) ⊆ P ∗ we conclude that M(V ) equals the cone
of discrete measures as claimed. The bound on the number of atoms follows from Caratheodory’s
Theorem [3].
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2.2 Ideals and coordinate rings of points in projective space
Suppose X ⊆ Rn is a finite set of points of size k. To be able to make arguments with graded
rings we will embed X in the real projective space Pn. For basic background on graded rings and
projective space the reader should refer to [8, Chapter 1,2,8].
We endow Pn with homogeneous coordinates [X0 : · · · : Xn] and identify Rn with the open
subset of Pn where X0 6= 0 via the map φ(x1, . . . , xn) = [1 : x1 : · · · : xn]. We identify X with its
image under φ and define the homogeneous coordinate ring of X as A := R[X0, . . . , Xn]/I(X) where
I(X) is the ideal generated by all homogeneous polynomials vanishing at all points of X. Since
X ⊆ Pn, the ring A is standardly graded (i.e. At := R[X0, . . . , Xn]t/I(X)t) and is generated, as an
algebra over R, by elements of degree one. Denote by HF (A, t) := dimRAt the Hilbert function of
A. The following Lemma summarizes some key basic facts about the homogeneous coordinate ring
of a set of k points in Pn. These are well known classical results in algebraic geometry for which
we provide a self-contained elementary proof (see [16, Chapter 3] for further background on ideals
of points in projective space).
Lemma 2.2. The following statements hold:
1. The Hilbert function of A is strictly increasing until it attains the value k and then becomes
constant.
2. The equality i(X) = min{t : HF (A, t) = k} holds and i(X) ≤ k − 1.
3. The degree of every minimal homogeneous generator of I(X) is bounded above by α(X) :=
i(X) + 1.
Proof. (1) Let ` ∈ A be a linear form which does not vanish at any point of X (for instance X0).
If F ∈ A satisfies `F = 0 then F must vanish at all points of X and therefore F = 0 in A.
We conclude that multiplication by `, m` : At → At+1 is injective for every t ≥ 0 proving that
HF (A, t) is non-decreasing. Let B := A/(`) and note that for every t we have Bt = 0 if and only
if HF (A, t) = HF (A, t − 1). Since B is generated in degree one the equality Bt = 0 for some t
implies that Br = 0 for all r ≥ t. We conclude that if t satisfies HF (A, t) = HF (A, t − 1) then
the Hilbert function becomes constant after t, proving (1). (2) For any t ∈ N consider the linear
map φ∗ : At → Fun(X,R) which maps F (X0, . . . , Xn) to the polynomial function F (1, x1, . . . , xn)
of degree at most t on X. This map is always injective and is therefore surjective whenever the
dimension of At equals the dimension k of the space of all real-valued functions on X. To prove the
inequality note that HF (A, 0) = 1 and that it increases strictly at every stage so HF (A, k−1) ≥ k
so i(X) ≤ k − 1.
(3) Let J be the ideal generated by I(X)≤α(X) and let S := R[X0, . . . , Xn]. Since J ⊆ I(X)
there is a surjective homomorphism A′ := S/J → A and we will show that it is an isomorphism by
proving that dimA′t = dimAt for all t. Define the quotient ring Q := A′/(`) and note that it satisfies
Qj = Bj for j ≤ α(X) and in particular Qα(X) = 0. Since Q is generated in degree one this implies
that Qq = 0 for all q ≥ α(X) and therefore multiplication by ` is surjective on A′ in all components
t ≥ α(X). We conclude that dimA′t ≥ dimA′t+1 for t ≥ α(X) and in particular k ≥ dimA′s for
s ≥ α(X). By surjectivity of A′ → A we know that dimA′t ≥ dimAt = k for t ≥ α(X). Putting
both inequalities together we conclude that dimA′t = dimAt for all t as claimed.
Remark 2.3. The number α(X) is the Castelnuovo-Mumford regularity of X, the key measure of
the (cohomological) complexity of algebraic varieties [28] (see [16, Chapter 4] for details).
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2.3 Generic points
A property of k-tuples of points (p1, . . . , pk) ∈ (Pn)k holds generically if the locus of points
(p1, . . . , pk) which satisfy it contains a nonempty Zariski open set. Equivalently, the set of points
where the property fails is contained in a proper Zariski closed subset of (Pn)k (i.e. one defined by
homogeneous polynomial equations). Following common terminology we say that a generic set of
points X of size k satisfies a property Q to mean that property Q holds generically. If p1, . . . , pk
are an independent sample of points in Rn sampled from a distribution which has a density with
respect to the Lebesgue measure then p1, . . . , pk satisfies every generic property with probability
one (because every proper Zariski closed set has empty interior and in particular null Lebesgue
measure). Understanding generic properties should therefore be of much interest for applications.
3 A basic uniqueness result for exact super-resolution.
Proof of Theorem 1.1. Let µ :=
∑
x∈X cxδx for some real coefficients cx ≥ 0 and let h1, . . . , hk
be a set of generators of the ideal I(X) of polynomials vanishing on X. Define H :=
∑
h2i and
M := supx∈K H(x). By our assumption on d the polynomial P := 1− HM belongs to V≤d. We will
show that P is a dual certificate in the sense of Cande´s, Romberg and Tao [7].
By construction we know that ‖P‖∞ = 1 and that P (z) = 1 if and only if z ∈ X. If ∆ is a
feasible solution of (1) then
‖µ‖TV = µ(X) =
∫
K
Pdµ =
∫
K
Pd∆ ≤ ‖∆‖TV
and therefore any optimal solution ∆ of (1) satisfies ‖µ‖TV = ‖∆‖TV. For ∆ an optimal solution
of (1) we write ∆ = ∆X + ∆
⊥
X where ∆X is supported on X and ∆
⊥
X in K \X. Since |P (z)| < 1
outside X we conclude that
∫
K Pd∆
⊥
X < ‖∆⊥X‖TV if ∆⊥X 6= 0. It follows that
‖∆‖TV =
∫
K
Pd∆ < ‖∆X‖TV + ‖∆⊥X‖TV = ‖∆‖TV
a contradiction so ∆⊥X = 0 and every minimizer ∆ is supported on X. Since d ≥ i(X) there exists,
for each point x ∈ X a polynomial qx in V≤d which takes value one in x and zero at all other points
of X. Since
∫
K qxdµ =
∫
K qxd∆ we conclude that ∆ = µ as claimed. By Lemma 2.2 part (3) we
know that α(X) = 1 + i(X) satisfies g(X) ≤ α(X) and therefore max(2g(X), i(X)) ≤ 2α(X). If
X is not contained in any hyperplane then dim(A1) = n+ 1 and therefore by Lemma 2.2 part (1)
dim(At) ≥ n + t for all 1 ≤ t ≤ i(X) and we conclude that i(X) ≤ k − n so α(X) ≤ k − n + 1,
proving the claim.
Remark 3.1. If X ⊆ R consists of k points then it is immediate that g(X) = k and i(X) = k+ 1 so
our Theorem proves uniqueness for d ≥ 2k, giving another proof of [9, Proposition 2.3]. This upper
bound is sharp since the dimension of the space of discrete measures supported at k points of R is
2k (one for the location and another one for the coefficient for each support point). An identical
sharp bound is obtained for any set of points X ⊆ R2 which lie on a conic and in particular for any
set of at most 5 points in R2.
Proof of Theorem 1.2. (1) The Hilbert function of the homogeneous coordinate ring A of a generic
set of k points in Pn is given by
HF (A, t) = min
((
n+ t
t
)
, k
)
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which agrees with k for the smallest e with
(
n+e
e
) ≥ k as claimed.(2) By Lemma 2.2 we know that
α(X) = i(X) + 1 and max(2g(X), i(X)) ≤ 2α(X) proving the claim. (3) Suppose the positive
discrete measure µ is supported on X and is the unique minimizer of (1). It follows from strong
duality [10, Lemma 1] that there exists a polynomial G∗ which is optimal for the dual optimization
problem
max
G∈V≤d
L(G): ‖G‖∞ ≤ 1 on K
where L : V≤d → R is defined by L(G) :=
∫
K Gdµ. and in particular that there exists a nonnegative
polynomial F := 1−G∗ of degree d vanishing at all points of X. Since F is nonnegative we conclude
that F is singular (i.e. has vanishing gradient) at all points of X. Since X consists of generic points,
vanishing with multiplicty at least two at all of them imposes k(n+ 1) independent conditions and
therefore such F do not exist whenever
(
n+d
d
) ≤ k(n+ 1) as claimed.
Remark 3.2. The maximum in the quantity max(2g(X), i(X)) of Theorem 1.1 can be achieved in
either side as the following examples show. If X is a complete intersection of n quadrics then
g(X) = 2 and i(X) = n− 1 so the interpolation degree is larger than 4 = 2 · 2 for n ≥ 5. If X is a
generic set of
(
d+n
n
)
points in Pn then g(X) = i(X) = d+ 1 so 2g(X) > i(X). The second example
shows that the inequality max(2g(X), i(X)) ≤ 2α(X) is sharp since it becomes an equality for this
choice of points.
Remark 3.3. The degrees of all minimal generators, and more generally the structure of the minimal
free resolutions of ideals of points in P2 are well understood (See [16, Chapter 3] for details). By
contrast the minimal free resolution of even generic sets of points s in Pn for n > 2 is widely
open. The conjectural answer suggested by Lorenzini [26] was later disproved in celebrated work
by Eisenbud and Popescu [17].
3.1 A moments relaxation
Mirroring the proof of Theorem 1.1 one can use the following problem of moments reconstruction
procedure for recovering µ given its moments operator L : V≤2d → R with L(g) :=
∫
K gdµ on
polynomials of degree at most 2d.
1. Finding the support of µ by constructing a minimizerH∗ of the optimization problem minH L(H)
where H runs over the sums-of-squares of elements of V≤d. More explicitly if ~φ is a basis for
V≤d then we find H∗ by solving the semidefinite programming problem:
minL
(
~φtA~φ
)
s.t. A  0 and tr(A) = 1.
and find the support of µ by finding the zeroes of H∗ in K (the trace restriction prevents the
trivial solution).
2. Finding the coefficients of µ by linear algebra. If z1, . . . , zk are the zeroes of H
∗ we find the
coefficients c1, . . . , ck by solving the linear equations
∑k
i=1 cif(zi) = L(f) for f ∈ V .
Theorem 1.1 guarantees that the procedure works for sufficiently high d and Theorem 1.2 gives a
better guarantee for measures supported on generic points. We finish the Section with two remarks
about the above procedure:
1. Assume H∗ is any minimizer in the relative interior of the face L(H) = 0 of convex cone Q
of the sums-of-squares of elements in V≤d with d ≥ g(X). Then H∗ must have X as its only
real zeroes since otherwise evaluation at any additional zero would define a proper face of Q
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containing an interior point and hence all of Q. In particular the kernel of this evaluation
would contain the dual certificate constructed in the proof of Theorem 1.1 all of whose real
zeroes lie on X deriving a contradiction. As a result, interior point numerical methods for
solving the SDP would produce optima H∗ with X as its set of zeroes, as can be seen in our
numerical examples in Section 5.
2. (Sharpness) If X is a generic set of k =
(
e+n
n
)
points in Pn then g(X) = i(X) = e + 1 and
Theorem 1.2 shows that there is unique recovery when d ≥ 2(e + 1). We claim that, if the
recovery is carried out with the sum-of-squares procedure above then this bound is sharp in
the sense that the recovery would fail for d < 2(e + 1). The reason is that every sum of
squares H =
∑
P 2i which vanishes at the points would have summands Pi of degree less than
e + 1 and therefore be identically zero on X because I(X) contains no forms of degree less
than e+ 1.
4 Approximate recovery
In this section we focus on the problem of approximate recovery. The following key property was
proposed by Azais, De Castro and Gamboa as central for BLASSO quantitative localization results.
We modify their definition slightly since our interest is the recovery of positive measures and not of
signed measures. It is well known in the super-resolution community that positivity of the measure
is a strong assumption [27; 15; 11]. We believe that it is a reasonable starting point for trying to
extend the super-resolution results to the more complicated higher-dimensional setting.
Definition 4.1. (Quadratic isolation condition)[2, Definition 2.2] A finite set X ⊆ K satisfies a
quadratic isolation condition with parameters Ca > 0 and 0 < Cb < 1 respect to V if there exists
P ∈ V satisfying ‖P‖∞ ≤ 1 on K, P ≡ 1 on X and such that the following inequality holds
∀z ∈ K (P (z) ≤ max{1− Cad(z,X)2, 1− Cb})
In that case we say that P is a witness for a QIC condition on X.
Lemma 4.2. If d ≥ 2g(X) then X satisfies a quadratic isolation condition on V≤d.
Proof. Let f1, . . . , fs be a set of minimal generators of the ideal I(X) of polynomials vanishing on X
and define H :=
∑
f2i and M := supx∈K H(x). By our assumption on d the polynomial P := 1− HM
is nonnegative, belongs to V≤d and is identical to one on X. Since f1, . . . , fs are generators of the
ideal I(X) and X is a nonsingular variety the differential of the map H : Rn → Rs given by
H(x) = (f1(x), . . . , fs(x)) has trivial kernel at every x ∈ X. As a result, the Hessian at x ∈ X
of the polynomial H is positive definite and in particular there exist positive real numbers ηx and
(Ca)x such that 1 − P (z) ≥ (Ca)x‖z − x‖2 for z with ‖z − x‖ ≤ ηx. Define δ = minx∈X ηx,
Ca := minx∈X(Ca)x and let Cb = infz:d(z,X)≥ δ
2
(1− P (z)). We conclude that X satisfies a quadratic
isolation condition with parameters Ca and Cb with 0 < Cb < 1 and Ca > 0.
The following Lemma, of interest in its own right, extracts the essence of [2, Theorem 2.1].
It is the key technical tool for converting QIC witnesses into quantitative localization guarantees.
Henceforth we will assume that φ0, . . . , φT are a basis for our space of functions which is orthonormal
with respect to some probability measure on K
Lemma 4.3. Let P be a polynomial with ‖P‖∞ ≤ 1 on K. The following statements hold:
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1. If ∆ˆ is feasible for (2) then the following inequality holds∣∣∣∣∫
K
Pd∆ˆ−
∫
K
Pdµ
∣∣∣∣ ≤ 2δ.
2. If ∆ˆ is a minimizer of (2) then the following inequality holds
0 ≤ ‖∆ˆ‖TV −
∫
K
Pd∆ˆ ≤ 2δ.
Proof. For (1) suppose P =
∑
i aiφi and note that∣∣∣∣∫
K
Pd∆ˆ−
∫
K
Pdµ
∣∣∣∣ ≤∑
i
|ai|
∣∣∣∣∫
K
φid∆ˆ−
∫
K
φidµ
∣∣∣∣ .
By the Cauchy-Schwartz inequality this quantity is bounded above by
≤ ‖a‖2
∥∥∥∥(∫
K
φid∆ˆ−
∫
K
φidµ
)
i
∥∥∥∥
2
≤ ‖a‖22δ
where the last inequality holds because, by feasibilty of ∆ˆ∥∥∥∥(∫
K
φid∆ˆ−
∫
K
φidµ
)
i
∥∥∥∥
2
≤
∥∥∥∥(∫
K
φid∆ˆ− yi
)∥∥∥∥
2
+
∥∥∥∥(yi − ∫
K
φidµ
)
i
∥∥∥∥
2
≤ 2δ.
Next, using the fact that the φi are orthonormal with respect to some probability measure τ ,
we conclude by Parseval’s equality that ‖a‖2 = ‖P‖L2(τ) and this quantity is at most one since
‖P‖∞ ≤ 1 proving the claim.
(2) Since the measure µ is feasible for (2) we know that ‖µ‖TV ≥ ‖∆ˆ‖TV. Since P satisfies
‖P‖∞ ≤ 1 on K we know that
‖∆ˆ‖TV ≥
∫
K
Pd∆ˆ =
∑
ai
∫
K
φid∆ˆ =
∑
ai
(
ri +
∫
K
φidµ+ i
)
where ri :=
∫
K φid∆ˆ−yi and yi =
∫
K φidµ+i. Since
∑
ai
∫
K φidµ =
∫
K Pdµ = ‖µ‖TV we conclude
that
‖µ‖TV +
∑
ai(ri + i) ≤
∫
K
Pd∆ˆ ≤ ‖∆ˆ‖TV ≤ ‖µ‖TV
So the difference between the last and first terms is an upper bound for the difference between the
interior terms yielding
0 ≤ ‖∆ˆ‖TV −
∫
K
Pd∆ˆ ≤
∣∣∣∑ ai(ri + i)∣∣∣ ≤ ‖a‖2 (‖r‖2 + ‖‖2) ≤ 2δ‖a‖2
where the last two inequalities follow from the Cauchy-Schwartz and triangle inequalities. Using
Parseval’s equality we obtain the desired conclusion.
The following Theorem explains how a Quadratic Isolation condition leads to a quantitative
localization guarantee. In words it says that large recovered spikes cannot occur far from the
support of the original measure.
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Theorem 4.4. Let µ be any positive discrete measure supported on a finite set X and let ∆ˆ be a
discrete minimizer of (2) with V = V≤d, yi :=
∫
φidµ + i and ‖(i)i‖2 ≤ δ. If d ≥ 2g(X) then
there exist constants Ca > 0 and 0 < Cb < 1 depending only on X such that if c0 :=
√
Cb
Ca
then the
following statements hold:
1. If z ∈ K is such that ∆ˆ(z) > 2δCb then d(X, z) ≤ c0.
2. The following inequalities hold: ∑
z∈N(X,c0),∆ˆ(z)>0
∆ˆ(z)d(X, z)2 ≤ 2δ
Ca
∑
z∈F (X,c0),∆ˆ(z)>0
∆ˆ(z) ≤ 2δ
Cb∑
z:∆ˆ(z)<0
|∆ˆ(z)| ≤ 2δ
Proof. By Lemma 4.2 the set X satisfies a quadratic isolation condition with parameters Ca > 0
and 0 < Cb < 1. If P is the witness constructed in Lemma 4.2 then Lemma 4.3 implies that any
minimizer ∆ˆ of problem (2) satisfies
0 ≤ ‖∆ˆ‖TV −
∫
K
Pd∆ˆ ≤ 2δ.
Assuming ∆ˆ =
∑
z∈K ∆ˆ(z)δz we estimate the quantity in the middle using the fact that, by the
QIC, the inequality
1− P (z) ≥ min{Cad(X, z)2, Cb}
holds. Separating the coefficients of ∆ˆ into three sets: negative coefficients, and two sets of positive
coefficients according to which of the two terms achieves the minimum in min{Cad(z,X)2, Cb} we
obtain, since P ≥ 0, the inequality
2δ ≥
∑
∆ˆ(z)<0
|∆ˆ(z)|+
∑
∆ˆ(z)>0,d(z,X)2≤ CbCa
∆ˆ(z)Cad(z,X)
2 +
∑
∆ˆ(z)>0,d(z,X)2>
Cb
Ca
∆ˆ(z)Cb
holds, from which the three inequalities in part (2) of the Theorem follow immediately.
4.1 Quantitative results on approximate recovery.
Theorem 4.4 shows that a witness of a quadratic isolation condition gives quantitative bounds
for the approximation quality of solutions of the super-resolution problem (2). In this section we
study how the constants Ca and Cb depend on the geometry of the underlying support set. Our
main result is the proof of Theorem 1.3 which answers the key question of how the approximation
constants vary as functions of degree and error-size. In Example 4.10 we specialize our results to
the case of grids in Rn connecting the above constants with the distances between pairs of nearby
points. We begin by strengthening Lemma 4.2.
Lemma 4.5. Let X ⊆ K ⊆ Rn be a finite set. Suppose I(X) = (f1, . . . , fs) and let h = (f1/M1)2 +
· · ·+ (fs/Ms)2 with Mi := supz∈K fi(z). There exist positive constants η,D,D1 such that:
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1. For all z ∈ N(X, η) h(z) ≥ Dd(z,X)2,
2. For every z ∈ F (X, η) there exists an index j(z) ∈ {1, . . . , s} such that |fj(z)/Mj | ≥ D1.
Proof. (1) If x∗ ∈ X, z ∈ Rn and j = 1, . . . , s then fj(z)Mj = `j(z − x∗) + o(‖z − x∗‖2) where
`j(z − x∗) = 〈∇
(
fj(x
∗)
Mj
)
, z − x∗〉 and therefore there exists ηx∗ > 0 such that, if ‖z − x∗‖ ≤ ηx∗
then
h(z) =
s∑
j=1
fj(z)
Mj
2
≥
∑ 1
2
`j(z − x∗)2
and such that x∗ is the closest point of X to any z with ‖z− x∗‖ ≤ ηx∗ . Since f1, . . . , fs define the
non-singular variety X the linear terms `j have no common zeroes and in particular the quadratic
form in the right hand side is positive definite. It follows that there exists a constant Ax∗ > 0 such
that
h(z) ≥
∑ 1
2
`j(z − x∗)2 ≥ Ax∗‖z − x∗‖2
Choosing η := minx∗∈X ηx∗ and D = minx∗∈X Ax∗ we conclude that, whenever d(z,X) ≤ η the
inequality h(z) ≥ Dd(z,X)2 holds. (2) The set F (X, η) is compact and therefore the continuous
function h(z) achieves a minimum value γ > 0 on it. We conclude that for every z ∈ F (X, η) there
exists an index j, which may depend on z, such that |fj(z)/Mj | ≥
√
γ/s. Letting D :=
√
γ/s
proves the claim.
For the following Lemma we will use some basic properties of Chebyshev polynomials. Recall
that the n-th Chebyshev polynomial Tn(x) is the unique univariate polynomial of degree n which
satisfies the equality Tn(x) = cos(n arccos(x)) for x ∈ [−1, 1] or equivalently
Tn(cos(θ)) = cos(nθ) = Re(e
inθ) for θ ∈ [0, pi].
The Chebyshev polynomials have many remarkable properties, for instance they are orthonormal
in [−1, 1] with respect to the weight function (1− x2)− 12 . We will use the Chebyshev polynomials
to construct a special approximation of the Dirac δ distribution centered at the origin in R. We will
then use these univariate approximations to build witnesses of the Quadratic isolation condition
for finite sets of Rn. The technical tools are summarized in the following elementary Lemma whose
content is visualized in Figure 1 below.
Lemma 4.6. For an even positive integer m define
Hm(x) =
1
m
(
m−1∑
k=0
(−1)kT2k(x)
)
.
The following statements hold
1. Hm(x) is a polynomial of degree 2(m− 1).
2. |Hm(x)| ≤ 1 for x ∈ [−1, 1] and the maximum value of one is achieved only at x = 0.
3. The following equality holds for z ∈ [−pi2 , pi2 ]
Hm(sin(z)) =
1
2m
+
cos(2(m− 1)z)− cos(2mz)
2m(1− cos(2z))
and in particular Hm is an even function.
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Figure 1: The polynomial H18(x) (blue) and its lower (red) and upper (green) bounds
4. The following inequalities hold for −1 ≤ x ≤ 1 (equiv. for −pi/2 ≤ z ≤ pi/2):
(a) If m ≥ 2 then |Hm(sin(z))| ≤ 34 whenever |z| ≥ 2m .
(b) If |z| ≤ 2m then |Hm(sin(z))| ≤ 1− m
2
3!2 sin
2(z) and therefore
|Hm(x)| ≤ max
(
3/4, 1− m
2
3!2
x2
)
for every x ∈ [−1, 1].
(c) For every x ∈ [−1, 1] the following inequality holds
Hm(x) ≥ 1− pi
2
2
m2x2
Proof. (1) Since Tk(x) is a polynomial of degree k it follows that Hm(x) is a polynomial of degree
2(m − 1). (2) It is immediate from the trigonometric definition that the Chebyshev polynomials
satisfy |Tk(x)| ≤ 1 in [−1, 1] and that the maximum value is achieved when x = cos(θ) where θ is a
solution of cos(kθ) = 1. It follows that any convex combination of the polynomials (−1)kT2k takes
values in [−1, 1] and that the value 1 is achieved only at the common solutions of (−1)kT2k(x) = 1
for k = 0, . . . ,m− 1, that is, only when x = 0. (3) Since Tm(cos θ) is the real part of eimθ we can
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rewrite Hm(cos(θ)) as the real part of Zm(θ) :=
1
m
∑m−1
k=0 (−ei2θ)k. Computing the geometric sum
we conclude that
Hm(cos(θ)) = Re(Zm(θ)) = Re
(
1 + (−1)m−1ei2mθ
m(1 + ei2θ)
)
.
Computing the real part for m even we conclude that
Hm(cos(θ)) =
1 + cos(2θ)− (cos(2mθ) + cos(2(m− 1)θ))
2m(1 + cos(2θ))
Furthermore, setting z = θ − pi2 we obtain the equality
Hm(sin(z)) =
1
2m
+
cos(2(m− 1)z)− cos(2mz)
2m(1− cos(2z))
proving (3). (4) For the inequalities in part (4) we will freely use the fact that the Taylor expansions
of order m of sin(x) and cos(x) are lower (resp. upper) bounds on them when m is even (resp.
odd). For instance, the following inequalities hold
θ ≥ θ − θ
3
3!
+
θ5
5!
≥ sin(θ) ≥ θ − θ
3
3!
+
θ5
5!
− θ
7
7!
≥ θ − θ
3
3!
.
(4a) Setting z = θ − pi2 and using the fact that |1− ei2θ| = 2| sin(θ)| we conclude that the norm of
the complex number Zm(θ) above is given by
|Zm(θ)| = | sin(mz)|
m| sin(z)|
It follows that if |z| ≥ 2m then
|Hm(sin(z))| ≤ | sin(mz)|
m| sin(z)| ≤
1
m
(
2
m − 2
3
m33!
) ≤ 3
4
.
where the last inequality holds since m ≥ 2. (4b) From the Taylor expansion inequalities for cosine
above we know that for 0 ≤ z ≤ mz ≤ pi the following inequalities holds
sin(mz)
m sin(z)
≤ mz −
(mz)3
3! +
(mz)5
5!
m
(
z − z33!
) ≤ 1 + 1−m2
3!
z2 +
m4
5! +
1−m2
(3!)2(
1− z23!
) z4 ≤ 1− m2
3!2
z2 ≤ 1− m
2
3!2
sin2(z)
where the second to last inequality holds because it is equivalent to the inequality z2 ≤ 5(m2−1)
m4
which is implied by our assumption that |z| ≤ 2m proving (4b).
For the final inequality (4c) recall that
(−1)kT2k(sin(z)) = cos(2kz).
It follows that for k = 0, . . . ,m− 1 the inequality
cos(2kz) ≥ 1− (2kz)
2
2
≥ 1− 2m2z2
holds. Using the fact that z ≤ pi sin(z)2 for z ∈ [0, pi2 ] we conclude that
Hm(x) ≥ 1− pi
2
2
m2x2
for every x ∈ [−1, 1] proving (4c)
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Remark 4.7. The motivation for defining Hm(x) in the previous Lemma comes from the idea of
trying to approximate the Dirac distribution centered at 0 as a combination of Orthogonal functions.
Heuristically, if δ0 =
∑
aiφi then aj =
∫
φjdδ0 by orthogonality of the φi and thus aj = φj(0) since
δ0 represents the evaluation function at zero. Using easy properties of Chebyshev polynomials these
approximations lead to the helper polynomials Hm(x) of the previous Lemma.
We are now in a position to prove our main result on approximate super-resolution.
Proof of Theorem 1.3. Suppose I(X) = (f1, . . . , fs) and let Mi := supx∈K |fi|. Define the polyno-
mial Pm(z) on K as
Pm(z) =
1
s
(
Hm
(
f1(z)
M1
)
+ · · ·+Hm
(
fs(z)
Ms
))
.
Note that P is a polynomial of degree 2(m−1)g(X). We will show that for all sufficiently large even
integers m the polynomial Pm(z) is a witness for a quadratic isolation condition on X. Crucially
the constants Ca and Cb will depend on m allowing us to understand how the approximation quality
varies with the degree. The proof proceeds by verifying the following claims:
1. ‖Pm‖∞ ≤ 1 on K. This is because Pm is a convex combination of polynomials Hm
(
fi
Mi
)
which satisfy the same inequality by Lemma 4.6 part (2) as fi(z)/Mi takes values in [−1, 1]
on K by definition of Mi.
2. Pm(z) = 1 if and only if z ∈ X. By (1) Pm(z) is equal to one if and only if all the summands
Hm
(
fi(z)
Mi
)
assume the value one which by Lemma 4.6 occurs if and only if fi(z) = 0 for
i = 1, . . . , s or equivalently if and only if z ∈ X.
3. Now let η,D be the positive real numbers given by Lemma 4.5 and let m be even and
sufficiently large. For z ∈ K we have one of the following cases
(a) There exists an index j such that |arcsin(fj(z)/Mj)| ≥ 2m . In this case, Lemma 4.6 part
(4a) implies that
∣∣∣Hm (fj(z)Mj )∣∣∣ ≤ 3/4 and therefore we have
Pm(z) ≤ 1− 1
s
+
3
4s
= 1− 1
4s
(b) For every index j the inequality |arcsin(fj(z)/Mj)| ≤ 2m holds. Then by Lemma 4.6 part
(4b) we have
Pm(z) ≤ 1
s
s∑
t=1
(
1− m
2
3!2
(
ft(z)
Mt
)2)
By our assumption on m this implies that z ∈ N(X, η) and therefore by Lemma 4.5 we
conclude that
Pm(z) ≤ 1− m
2
3!2s
Dd(X, z)2.
As a result the inequality
Pm(z) ≤ max
(
1− m
2
3!2s
Dd(X, z)2, 1− 1
4s
)
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holds for every z ∈ K, proving a QIC condition with constants Ca := m2D3!2s and Cb = 14s . The
conclusions of part (1) and (2) of the Theorem follow by applying Theorem 4.4.
(3) Suppose x∗ ∈ X and define the polynomial
Gm(z) =
1
n
 n∑
j=1
Hm
(
zj − x∗j
diam(K)
)
where diam(K) is the largest distance between any two points in K. Note that Gm(z) is a polyno-
mial of degree m ≤ d, that ‖Gm‖∞ = 1 on K and that Gm achieves the maximum value one only
when z = x∗. Using Gm we can re-write
∣∣∣µ(x∗)−∑z:d(z,x∗)≤c0 ∆ˆ(z)∣∣∣ as∣∣∣∣∣∣
(
µ(x∗)−
∫
K
Gmdµ
)
+
(∫
K
Gmdµ−
∫
K
Gmd∆ˆ
)
+
∫
K
Gmd∆ˆ−
∑
z:d(z,x∗)≤c0
∆ˆ(z)
∣∣∣∣∣∣ .
the claim will be proven by using the triangle inequality and bounding the absolute values of each
of the terms as follows:
1.
∣∣(µ(x∗)− ∫K Gmdµ)∣∣ ≤ 1m‖µ‖TV. This is because m is sufficiently large so that |Gm(z)| is
bounded by 1m at all points of X distinct from x
∗.
2.
∣∣∣∫K Gm(dµ− d∆ˆ)∣∣∣ ≤ 2δ. This is a consequence of Lemma 4.3 part (1) since ‖Gm‖∞ ≤ 1 on
K.
3. To bound the term
∣∣∣∫K Gmd∆ˆ−∑z:d(z,x∗)≤c0 ∆ˆ(z)∣∣∣ we rewrite the left-hand side and use the
triangle inequality obtaining an upper bound of∣∣∣∣∣∣
∑
z:d(z,x∗)≤c0,∆(z)>0
(1−Gm(z))∆ˆ(z)
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
z:d(z,x∗)≥c0,∆(z)>0
Gm(z)∆ˆ(z)
∣∣∣∣∣∣+
∣∣∣∣∣∣G(z)
∑
∆(z)<0
∆ˆ(z)
∣∣∣∣∣∣
The second and third term are bounded above by 2(s+ 1)δ by what we have proven in part
(2) and the fact that |G(z)| ≤ 1. For the remaining term note that Lemma 4.6 part (5c)
implies that the following inequality holds for every z ∈ K,
Gm(z) ≥ 1
n
n∑
j=1
(
1− m
2 pi2
2 (zj − x∗j )2
diam(K)2
)
= 1− m
2 pi2
2 d(z, x
∗)2
diam(K)2
.
Since d(z, x∗) ≤ c0 we can assume m is sufficiently large so that d(z, x∗) = d(z,X) and
conclude that the term
∣∣∣∑z:d(z,x∗)≤c0,∆(z)>0(1−Gm(z))∆ˆ(z)∣∣∣ is bounded above by∑
z:d(z,x∗)≤c0,∆(z)>0
m2 pi
2
2
diam(K)2
d(z,X)2∆ˆ(z) ≤
(
3!4spi
2
2
diam(K)2D
)
δ.
where the last inequality follows from what we have proven in part (2).
Combining the above inequalities we conclude that∣∣∣∣∣∣µ(x∗)−
∑
z:d(z,x∗)≤c0
∆ˆ(z)
∣∣∣∣∣∣ ≤ 1m‖µ‖TV +
(
2(s+ 1) +
3!4spi
2
2
diam(K)2D
)
δ
as claimed.
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Remark 4.8. The previous Theorem is better expressed in words: parts (1) and (2) prove that if
there are large recovered spikes then these must lie near true spikes. Part (3) shows the comple-
mentary statement that there must exist recovered spikes close to the true spikes.
Remark 4.9. In the setting of one-dimensional super-resolution there are stronger quantitative
guarantees than [2] under additional assumptions (see for instance [19; 14]). It is an interesting
question to ask whether those guarantees can be extended to the higher-dimensional setting we
consider in this paper.
The following example shows that the constants in the previous proofs can be computed if one
has a sufficiently precise understanding of the geometry of the support set X.
Example 4.10. (Measures supported on a finite grid). Suppose A1, . . . , An ⊆ [0, 1] ⊆ R are finite
sets of size s > 1. Let X = A1×A2× · · · ×An ⊆ K := [0, 1]n. In this example we will estimate the
constant D appearing in Lemma 4.5. Let di be the minimum distance among points with distinct
i-th coordinate projection, that is di := mina6=b∈Ai∪{0,1} |a − b| and let dmin = mini=1,...,n di. The
ideal I(X) is defined by the polynomials pi(x) :=
∏
a∈Sj (xi−a) for i = 1, . . . , n. Suppose Ai∪{0, 1}
is given by 0 = αi0 < α
i
1 < · · · < αis < αis+1 = 1. For j = 0, . . . , s define βij = (αij + αij+1)/2 and
note that, whenever xi ∈ [βij−1, βij ] the following inequality holds
p2i = (xi − αij)2
∏
t6=j
(xi − αit)2
 ≥ (xi − αij)2(di2
)2(s−1)
For i = 1, . . . , n let Mi = maxx∈[0,1]n pi(x), let M = maxMi and note that M ≤ 1. For any
set of choices j(i) ∈ {1, . . . , s} and all points in the box ∏ni=1[βij(i)−1, βij(i)] ⊆ K the following
inequalities hold:
h(x) =
n∑
i=1
(
pi
Mi
)2
≥ 1
M2
n∑
j=1
(xj − αij(i))2
(
di
2
)2(s−1)
≥
(
dmin
2
)2(s−1)
d(x, T )2
Since the rightmost inequality is independent of i we can therefore choose D :=
(
dmin
2
)2(s−1)
in
Lemma 4.5 and obtain a completely explicit qualitative recovery guarantee from Theorem 1.3 for
measures supported on grids.
4.2 An algorithm for approximate super-resolution
In this section we focus on solving problem (2). We begin by proving Theorem 1.4 which refor-
mulates (2) as a finite-dimensional convex optimization problem amenable to computation when-
ever (2) has a discrete minimizer.
Proof of Theorem 1.4. During the proof we will identify problem (3) with the dual of (2) and prove
that there is no duality gap. To do this we first reformulate (2) as a primal problem in standard form
(as in [3, Section 7.1]). Recall that a signed Radon measure ν admits a unique Hahn decomposition
as a difference of Radon measures ν+ and ν− and that in this decomposition the total variation is
given by ‖ν‖TV = ν−(K) + ν+(K) which is a linear function in ν+,ν−. The ambient vector space
of our primal optimization problem will be E = C(K)∗×C(K)∗×Rm×R endowed with the weak
∗-topology. We will denote its elements by 4-tuples (ν−, ν+, ~z, w). Define the convex cone
D := {(ν−, ν+, ~z, w) : ‖~z‖2 ≤ w and ν+, ν− ∈ R(K)+}
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where R(K)+ denotes the cone of positive radon measures on K. The continuous dual of E, denoted
E∗ is given by E∗ := C(K)×C(K)×Rm×R and we will write its elements as 4-tuples (f1, f2,~a, b).
In this notation the dual cone D∗ ⊆ E∗ is given by:
D∗ := {(f1, f2,~a, b) : ‖~a‖2 ≤ b and f1, f2 ≥ 0 on K} .
To simplify the notation we will write
∫
K fdν := 〈f, ν〉. Define the continuous linear map A : E →
Rm × R by the formula
A(ν−, ν+, ~z, w) =
(
(〈φi, ν+ − ν−〉 − zi)i=1,...,m , w
)
and note that problem (2) is equivalent to
min
(ν−,ν+,~z,w)∈D
〈1, ν+ + ν−〉 s.t. A(ν−, ν+, ~z, w) = (~y, δ)
its dual problem is therefore given by (see [3, Section 7.1]
sup
(f1,f2,~a,b)
〈~a, y〉+ δb s.t. (1, 1, 0, 0)−A∗(~a, b) ∈ D∗.
By definition of adjoint we have A∗(~a, b) =
(
〈~a, ~φ〉,−〈~a, ~φ〉,−~a, b
)
so the dual is equivalent to (3)
after the change of variables b→ −b. To prove the Theorem we will show that there is no duality
gap. Since the objective function is nonnegative and the domain of the problem is nonempty
(because its feasible set contains the measure µ which we would like to recover) by [3, Theorem
7.1] it suffices to prove that Aˆ(D) ⊆ Rm+2 is closed where Aˆ : E → R× Rm × R is given by
Aˆ(ν−, ν+, ~z, w) = (〈1, ν+ + ν−〉, A(ν−, ν+, ~z, w)) .
Assume {βj}j with βj = (νj−, νj+, ~zj , wj) is a sequence in D for which Aˆ(βj) converges to s ∈ Rm+2
as j →∞. We will show that there exists β ∈ D such that Aˆ(β) = s. Since (Aˆ(βj))j is a convergent
sequence in Rm+2 it is bounded and therefore both the total variation of the νj± and the wj which
are the first and last components of the map Aˆ are bounded. By the Theorem of Banach-Alaoglu
we know that balls in C(K)∗ are compact in the weak ∗ topology and therefore conclude that the
points βj lie in a compact subset of the closed cone D ⊆ E. As a result there is a subsequence
(βjn)n converging to a point β ∈ D. Since Aˆ is a continuous linear map we conclude that Aˆ(β) = s
as claimed.
Remark 4.11. If we think of a signed measure as a linear operator L ∈ V ∗ in the ellipsoid E
defined by ‖(L(φi)− yi)i=1...m‖2 ≤ δ then the quantity −‖~a‖2δ +
∑m
i=1 aiyi equals infL∈E L(P )
where P :=
∑
aiφi and the optimization problem above can be thought of as solving
sup
P :‖P‖∞≤1,P∈V
(
inf
L∈E
L(P )
)
This suggests a methodology for recovering an optimizer measure, given an optimal solution (~a∗, α∗)
of (3), namely:
1. Define P ∗ :=
∑
a∗iφi and find an operator L
∗ which is a minimizer of the second-order cone
optimization problem infL∈E L(P ∗).
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2. The values L∗(φi) are the moments of a measure which we can try to recover via exact
superresolution as in the previous section. The moments of this measure are contained in E
and L∗(P ∗) = α∗ so the measure has total variation α∗ and is therefore a minimizer of (2).
Next we prove Theorem 1.5 which gives a semidefinite programming hierarchy for solving (3)
on explicitly bounded semialgebraic sets.
Proof of Theorem 1.5. (1) A polynomial h is a sum-of-squares of polynomials of degree at most e
iff there exists a PSD matrix A such that h = ~mtA~m where ~m is the vector of monomials of degree
at most e. It follows that Qs(g) is a Semidefinitely Representable (SDR) set (i.e. a linear projection
of a spectrahedron) for any s > 0. We conclude that the set{
(~a, b) : 1− 〈~a, ~φ〉, 1 + 〈~a, ~φ〉 ∈ Qs(g), ‖~a‖2 ≤ b
}
is also SDR since it is an intersection of two affine slices of SDR sets and a second-order cone
constraint. Since the function 〈~a, y〉− bδ is linear on (~a, b) we conclude that αs is the optimal value
of a semidefinite programming problem as claimed.
(2) Suppose that (~a∗, b∗) is an optimal solution of (3). For  > 0 let ~a′ := (1 − )~a∗ and
b′ := (1− )b. It is immediate that 1−〈~a′, ~φ〉 > 0 and 1 + 〈~a′, ~φ〉 > 0. Since K is explicitly bounded
Putinar’s Theorem [29] implies that there exists an integer e > 0 such that 1− 〈~a′, ~φ〉, 1 + 〈~a′, ~φ〉 ∈
Qe(g) and therefore αs is at least the optimal value at (~a
′, b), that is (1 − )α. We conclude that
(1− )α ≤ αe ≤ α proving the claim since  > 0 was arbitrary.
We are now in a position to prove the summarization Theorem 1.7.
Proof of Theorem 1.7. Suppose ∆ is a (δ, k) summary of µ and letX := supp(∆) Since the moments
depend continuously on the location of the points we can assume, by slightly perturbing the support
of ∆, if necessary, that X is a generic set of points. If we define yi :=
∫
K φidµ then yi =
∫
K φid∆+i
with ‖(i)i‖2 ≤ δ. Since d ≥ max(2g(X), i(X)) the claim follows from Theorem 4.4.
5 Numerical Experiments
5.1 Exact Recovery
In this section we use the SDP procedure outlined in Section 3.1 to recover discrete measures in
K := [−1, 1]n, for n = 1, 2, 4 with V = V≤d. The goal is to record the behavior of the algorithm as d
and k vary for measures supported on generic points. For each pair (k, d) we generate 100 uniform
discrete measures ∆j =
∑k
i=1
1
kδxji
with support Sj := {xj1, ..., xjk} in [−1, 1]n chosen uniformly at
random. For each j we compute the moments with respect to the standard monomial basis of V≤d.
To quantify the quality of the recovery we evaluate the function q := H∗ at the points xji and report
the proportion of points where this quantity is very close to zero. Figure 2 reports the average of
these proportions over the 100 simulations. Figure 3 shows the function H∗ for degrees d = 2, 3, 4
where ∆ is a counting measure supported at four points in [−1, 1]. Figure 4 shows the heatmap
of the function log(H∗), for degrees d = 1, 2, 4, 6 where ∆ is a counting measure supported in four
points on K = [0, 1]× [0, 1]. As expected, location accuracy increases with degree.
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(a) Recovery in dimension 1
(b) Recovery in dimension 2
(c) Recovery in dimension 4
Figure 2
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(a) d=2 (b) d=3
(c) d=4
Figure 3: Polynomial H∗ associated to the counting measure on 4 points for different values of
degree d via the recovery procedure.
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(a) d=1
(b) d=2
(c) d=4
(d) d=6
Figure 4: logarithm of H∗ when µ is a counting measure supported in four points and different
values of the degree d.
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(a)  = 10−1 (b)  = 10−3
(c)  = 10−5
Figure 5: Logarithms of optimal polynomials H∗ with d = 11 for noisy measurements and varying
.
5.2 Approximate Recovery
We let µ be the counting measure supported on the five red points of Figures 5 and 6 (in dimensions
one and two respectively). Noisy measurements y′j =
∫
Φjdµ+i are generated, where i is a sample
with distribution N(0, ) and {Φ1, ...,Φm} is the ortonormalization of the monomial basis of V≤d
with respect to the inner product given by the Lebesgue measure in [−1, 1] and [0, 1]2 for d = 11
and d = 6, respectively in dimension 1 and 2. We choose δ = ‖(i)i‖2 and use the hierarchy defined
in 1.5 with e = d.
5.3 Measure summarization
Applying Theorem 1.7 to the Lebesgue measure on the interval [−1, 1] with V = V≤d, we obtain
a very good approximation of the d − th Gauss-Legendre nodes as local minima of the optimal
polynomial H∗. This is illustrated in Figure 7. The vertical lines correspond to the location of the
Gauss-Legendre nodes.
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(a)  = 10−3 (b)  = 10−5
(c)  = 10−7
Figure 6: Logarithms of optimal polynomials H∗ with d = 6 for noisy measurements and varying
.
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(a) Density w1(x) (b) Density w2(x)
Figure 8
(a) d = 2 (b) d = 6
(c) d = 10
Figure 7: Summarization of the uniform measure in [−1, 1]
Similarly we use Theorem 1.7 to obtain discrete approximations to the measures in [0, 1] given
by the densities w1(x) :=
√
1− x2 and w2(x) := 1√1−x2 . The results are shown in Figure 8. The
recovered measures turn out to be supported on a set very close to the roots of Chebyshev polyno-
mials (marked in red) of degree d, which are known to lead to the best interpolation formulas [22,
Section 6.1].
Finally, in Figure 9 we apply Theorem 1.7 to the Lebesgue measure over the square [−1, 1]2 with
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(a) Nodes for d = 3. (b) Nodes for d = 4.
(c) Nodes for d = 5.
Figure 9
V = V≤d for d = 3, 4, 5. Note that when d = 3, 5 the obtained summary is not the product measure
of the one-dimensional summaries since its support contains (0, 0) (compare with Figure 7). When
d = 4 the algorithm finds an H∗ with infinitely many real zeroes and is therefore unable to locate
the support of a discrete summary. It would be interesting to find criteria which guarantee that
problem (4) has discrete minimizers (see [4] for some results on this problem for Fourier moments
of complex radon measures in the torus).
All computations in this section were made with the Julia programming language [21] using
the specialized solver [1] and the JuMP modeling language [13]. The code used to generate the
examples in this section is freely available at https://github.com/hernan1992garcia/super_
resolution_recovery.
References
[1] M. ApS. The mosek large scale optimization solver, version 8.1. https: // www. mosek. com/
Downloads , 2017.
[2] J.-M. Aza¨ıs, Y. de Castro, and F. Gamboa. Spike detection from inaccurate samplings. Appl.
Comput. Harmon. Anal., 38(2):177–195. ISSN 1063-5203. doi: 10.1016/j.acha.2014.03.004.
26
[3] A. Barvinok. A course in convexity, volume 54 of Graduate Studies in Mathematics. American
Mathematical Society, Providence, RI. ISBN 0-8218-2968-8. doi: 10.1090/gsm/054.
[4] J. J. Benedetto and L. Weilin. Super-resolution by means of beurling minimal extrapolation.
Appl. Comput. Harmon. Anal. doi: https://doi.org/10.1016/j.acha.2018.05.002.
[5] G. Blekherman and L. Fialkow. The core variety and representing measures in the truncated
moment problem. https://arxiv.org/abs/1804.04276.
[6] E. J. Cande`s and C. Fernandez-Granda. Towards a mathematical theory of super-resolution.
Comm. Pure Appl. Math., 67(6):906–956. ISSN 0010-3640. doi: 10.1002/cpa.21455.
[7] E. J. Cande`s, J. Romberg, and T. Tao. Robust uncertainty principles: exact signal recon-
struction from highly incomplete frequency information. IEEE Trans. Inform. Theory, 52(2):
489–509. ISSN 0018-9448. doi: 10.1109/TIT.2005.862083.
[8] D. A. Cox, J. Little, and D. O’Shea. Ideals, varieties, and algorithms. Undergradu-
ate Texts in Mathematics. Springer, Cham, 4 edition. ISBN 978-3-319-16720-6. doi:
10.1007/978-3-319-16721-3. An introduction to computational algebraic geometry and com-
mutative algebra.
[9] Y. de Castro and F. Gamboa. Exact reconstruction using beurling minimal extrapolation. J.
Math. Anal. Appl., 395(1):336–354. ISSN 0022-247X. doi: 10.1016/j.jmaa.2012.05.011.
[10] Y. De Castro, F. Gamboa, D. Henrion, and J.-B. Lasserre. Exact solutions to super resolution
on semi-algebraic domains in higher dimensions. IEEE Trans. Inform. Theory, 63(1):621–630.
ISSN 0018-9448. doi: 10.1109/TIT.2016.2619368.
[11] Q. Denoyelle, V. Duval, and G. Peyre´. Support recovery for sparse super-resolution of pos-
itive measures. J. Fourier Anal. Appl., 23(5):1153–1194. ISSN 1069-5869. doi: 10.1007/
s00041-016-9502-x.
[12] D. L. Donoho. Compressed sensing. IEEE Trans. Inform. Theory, 52(4):1289–1306. ISSN
0018-9448. doi: 10.1109/TIT.2006.871582.
[13] I. Dunning, J. Huchette, and M. Lubin. Jump: A modeling language for mathematical opti-
mization. SIAM Review, 59(2):295–320, 2017. doi: 10.1137/15M1020575.
[14] V. Duval and G. Peyre´. Exact support recovery for sparse spikes deconvolution. Found.
Comput. Math., 15(5):1315–1355. ISSN 1615-3375. doi: 10.1007/s10208-014-9228-6.
[15] A. Eftekhari, J. Tanner, A. Thompson, B. Toader, and H. Tyagi. Sparse non-negative super-
resolution simplified and stabilised. arXiv:1804.01490.
[16] D. Eisenbud. The geometry of syzygies, volume 229 of Graduate Texts in Mathematics.
Springer-Verlag, New York. ISBN 0-387-22215-4. A second course in commutative algebra
and algebraic geometry.
[17] D. Eisenbud and S. Popescu. Gale duality and free resolutions of ideals of points. Invent.
Math., 136(2):419–449. ISSN 0020-9910. doi: 10.1007/s002220050315.
[18] A. Fannjiang and W. Liao. Coherence pattern-guided compressive sensing with unresolved
grids. SIAM J. Imaging Sci., 5(1):179–202. ISSN 1936-4954. doi: 10.1137/110838509.
27
[19] C. Fernandez-Granda. Support detection in super-resolution. Proceedings of the tenth inter-
national conference on Sampling Theory and Applications, 5(3):145–148, .
[20] C. Fernandez-Granda. Super-resolution of point sources via convex programming. Inf. Infer-
ence, 5(3):251–303, . ISSN 2049-8764. doi: 10.1093/imaiai/iaw005.
[21] B. J., A. Edelman, S. Karpinski, and V. Shah. Julia: A fresh approach to numerical computing.
SIAM Review, 59(1):65–98, 2017. doi: 10.1137/141000671. URL https://doi.org/10.1137/
141000671.
[22] D. Kincaid and W. Cheney. Numerical analysis: Mathematics of scientific computing, third
edition. 2009. URL https://books.google.com.co/books?id=CzgmtAEACAAJ.
[23] J. B. Lasserre. Moments, positive polynomials and their applications, volume 1 of Imperial
College Press Optimization Series. Imperial College Press, London, . ISBN 978-1-84816-445-1.
[24] J. B. Lasserre. The existence of gaussian cubature formulas. J. Approx. Theory, 164(5):
572–585, . ISSN 0021-9045. doi: 10.1016/j.jat.2012.01.004.
[25] J. B. Lasserre, D. Henrion, C. Prieur, and E. Tre´lat. Nonlinear optimal control via occupation
measures and lmi-relaxations. SIAM J. Control Optim., 47(4):1643–1666. ISSN 0363-0129.
doi: 10.1137/070685051.
[26] A. Lorenzini. The minimal resolution conjecture. J. Algebra, 156(1):5–35. ISSN 0021-8693.
doi: 10.1006/jabr.1993.1060.
[27] V. I. Morgenshtern and E. J. Cande`s. Super-resolution of positive sources: the discrete setup.
SIAM J. Imaging Sci., 9(1):412–444. ISSN 1936-4954. doi: 10.1137/15M1016552.
[28] D. Mumford. Lectures on curves on an algebraic surface. With a section by G. M. Bergman.
Annals of Mathematics Studies, No. 59. Princeton University Press, Princeton, N.J.
[29] M. Putinar. Positive polynomials on compact semi-algebraic sets. Indiana Univ. Math. J., 42
(3):969–984, . ISSN 0022-2518. doi: 10.1512/iumj.1993.42.42045.
[30] M. Putinar. A note on tchakaloff’s theorem. Proc. Amer. Math. Soc., 125(8):2409–2414, .
ISSN 0002-9939. doi: 10.1090/S0002-9939-97-03862-8.
[31] G. Tang, B. N. Bhaskar, and B. Recht. Near minimax line spectral estimation. IEEE Trans.
Inform. Theory, 61(1):499–512. ISSN 0018-9448. doi: 10.1109/TIT.2014.2368122.
[32] L. Tchakaloff. Formules ge´ne´rales de quadrature me´canique du type de gauss. Colloq. Math.,
5:69–73. ISSN 0010-1354.
28
