This paper [16] presents a system for animating human-like characters manipulating objects. A randomized path-planning algorithm is combined with a data-driven inverse-kinematics constraint solver and a collision detector in an iterative loop, to generate a collision free and natural looking motion for the animated character. The path planner is used to find a motion for the manipulated object such that the corresponding poses of the character satisfy geometric, kinematic, and posture constraints. An Inverse Kinematics solver uses the object positions as hard constraints to solve for the sequence of corresponding character poses. Most human motions are severely under-constrained because there are many ways to accomplish a task. The redundancy is resolved by biasing the solution towards natural-looking poses extracted from a motion capture database. In this review, we discuss each of the steps involved in the system, followed by a brief criticism and discussion.
Introduction and Taxonomy
It is extremely difficult to create realistic animations of tasks involving interaction between a character and its environment, especially when the character is human-like. The difficulty arises from the need to choreograph many degrees of freedom associated with the human figure, while making the animation look realistic to a discerning human eye.
Methods for generating and modeling human motion have been developed and studied widely in biomechanics, robotics, and computer graphics. Most human motions are severely under-constrained because there are many ways to accomplish a task. Finding a unique solution entails imposing additional constraints on the solution space. There are two main approaches to address this problem:
• Model Based Approaches: Model-based approaches restrict the space of possible motions by constraining the motion to confirm to kinematic, dynamic, or biomechanical models. The problem of automatically synthesizing animation for characters can then be formulated as a discrete search over a continuous, highdimensional configuration space for a motion trajectory that satisfies the constraints imposed by the model. This approach provides a flexible and compact representation of motion, but can sometimes be difficult to construct and control, or may fail to generate natural looking motions if the models do not sufficiently constrain the motion.
• Data Driven Approaches: Data driven approaches utilize Motion Capture Data to resolve the redundancy by placing a 'prior' on the solution space. A motion capture database is used to provide natural looking example character poses; animated poses looking similar to the examples in the Motion Capture Data are then chosen with higher probability. However, adapting these examples for use with an animated character or robot can be challenging. One difficulty is that the problem to be solved by the character or robot is never exactly the same as that in the original data-set. The character will be a different size and have different degrees of freedom; its workspace may be more constrained.
The main contribution of this paper is to combine the good features of model-based and data-driven approaches to synthesize complete body motion for manipulation tasks. The motivation is that the resulting system will benefit both from the physical realism of various models and from the human-like motion provided by captured data. The user-specifies start and goal positions for the manipulated object, and the environment knowledge (obstacles etc.). The system uses a randomized planning algorithm to find a feasible path for the manipulated object. An Inverse Kinematics solver uses the object positions as hard constraints to solve for the sequence of corresponding character poses, such that each pose satisfies model-based balance and collision constraints. This constitutes the model-based component of the algorithm. Most human motions are severely under-constrained because there are many ways to accomplish a task. The data-driven component constitutes resolving the redundancy by biasing the solution towards natural-looking poses extracted from a motion capture database, imposing soft constraints on the pose search problem.
The remainder of this paper is organized as follows: Section 2 gives some pointers to previous work in Human Motion Animation Techniques and Motion Planning algorithms. Section 3 gives the problem formulation in terms of Inputs, Constrains and the Goals. Section 4 then discusses the algorithm step-by-step. Results and some performance analysis is given in Section 5. Finally, we conclude in Section 6 by giving a short criticism of the paper and some prospects of current and future work in the area.
We briefly look at the advances in the areas of automatic animation techniques (ModelBased and Data-Driven) and motion planning, which form the key components of the system developed in this paper.
Human Motion Animation Techniques
Model-based techniques rely on a model of human motion to constrain the character pose search space. Many different kinds of models have been used over the past years including dynamics, kinematics, and more task-specific models [8, 2] . While each of these models captures some of the salient aspects of human motion, none of them are general enough to model and synthesize the motion of whole of human body.
Captured human motion can be a rich source of examples of many manipulation tasks. However, adapting these examples for use with an animated character or robot can be challenging. One difficulty is that the problem to be solved by the animated character is never exactly the same as that in the original examples. The robot will be a different size and have different degrees of freedom. Similar to this paper, many previous approaches have tried to bridge between data-driven and model-based algorithms by using an Inverse kinematics solution, aided by motion capture data. A few approaches rely on having significant amounts of data and using it to build databases from which new motions can be assembled [15, 14] . In these approaches, the model was provided by a radial basis interpolation of the motion capture data. The approach presented in this paper is different from the earlier ones in that the model is provided by task constraints of manipulation, balance and collision avoidance, which makes the motion more physically realistic.
Motion Planning Techniques
An important component of this system is to calculate collision-free trajectories for the object in the presence of obstacles by searching the configuration space for a collision-free path connecting a start configuration to a goal configuration. Optimal motion planning algorithms based on exhaustive search are impractical for searching spaces with a large number of degrees of freedom. One has to look for heuristic motion planning algorithms to solve problems in higher dimensions [1, 7, 12] , where an approximately optimal solution can be found very efficiently. This paper employs the Rapidly Exploring Random Trees (RRT) [9, 6] to search for a collision free path from the start configuration to the goal configuration. Details will follow in the next section.
Problem Formulation
The problem of animating the motion of a character manipulating an object can be formulated as follows:
• Inputs:
-The configuration space arising from a combination of the states of character and the manipulated object. Let this space be C. This space is populated by a set of obstacles. Let q ∈ C be the states of the space. -The initial state, q init -The final state q goal
• Constraints: -Balance Constraints: The character should remain balanced all the time during the animation. -Collision avoidance constraints: The character, the object and the obstacles should not collide with each other during the course of the motion. -Naturalness constraint: Character poses should confirm to similar examples in the motion capture data-base. -External User Specified Constraints: For example, user's legs should remain fixed to the floor
The goal is the calculate a (preferably smooth) trajectory in the configuration space C, from q init to q goal while satisfying the set of constraints at every point during the animation. 
Reducing the configuration space
As defined in the previous section, the problem is essentially a motion planning problem in the configuration space C, under the given set of constraints. A human character is a highly articulated body, having many degrees of freedom. Hence, C is a very high dimensional space since it arises from a combination of the manipulated object and the character too.
As we noted earlier, a planning problem in a high dimensional space is hard to solve. Hence, for efficiency purposes, this paper employs the planning algorithm only in the 6-dimensional space of the object motion, and propagates the object position to the computation of character pose using inverse kinematics. This way, the computations of the states of the object and the character are decoupled. Object state is computed in the planning stage and the character pose is computed using inverse kinematics confirming to the object state and other constraints (balance, collision, external, soft motion capture data imposed constraints). Finally, the feasibility of the resulting whole-body motion is relayed back to the planning algorithm for evaluating the whole plan, thus making an iterative feed-back loop, as illustrated in Figure 2 .
Algorithm Details
In this section, we discuss each step of the algorithm briefly, starting from the first one. For details, reader is referred to the original paper [16] .
Motion Planning: RRT-Connect planning strategy
This step of the algorithm involves searching the object space for a path that will move the object from the start configuration to the end configuration, in the configuration space of the manipulated object (space with 6 d.o.f. due to translations and rotations). The planning strategy is based on the Rapidly-exploring Random Trees, as suggested in [9, 11] . A randomized strategy is used, as an exact solution is hard to compute, as discussed in Section 2.
The randomized search algorithm is based on incrementally growing branches on a tree of connected free configurations, starting from the initial state q init . A new branch is randomly grown into the free configuration space from an existing tree branch, and is added to the tree if an only if the inverse kinematics algorithm is able to calculate a valid pose for the character along all the configurations corresponding to the branch and no collisions are detected. The planning algorithm terminates either when it exceeds the maximum time allowed or when the goal is reached and a complete path between q init and q goal has been found. Figure 3 illustrates an RRT for a planning task in 2D. For each object position and orientation tested by the planning algorithm, we need to check whether the corresponding object pose is valid. The computation of the corresponding pose of the character is posed as a constrained optimization algorithm using inverse kinematics [17] . Following are the set of constraints that the solution needs to confirm to:
• Hard Constraints: -The external constraints: For example, on the positions of the feet specified by the user -Position of the object specified by the planner (and the resulting position of the hands)
• Soft Constraints: -Motion Capture Data: Poses from the motion capture database with similar external constraints are included as soft constraints. -Balance Constraint: The projection of the center of gravity onto the ground is included as a soft constraint so that the character appears balanced.
The constrained optimization problem is solved (see [16] for details), and the resulting pose is tested for collisions between the character and the object, between the character and the environment, and between the characters body parts using a public collision detection library ColDet [4] . If no collisions are reported, the result is returned as a valid pose.
Motion Captured Data
A key component of this process is the posture database which biases the inverse kinematics algorithm toward natural-looking poses via soft constraints. The database contains a set of unique poses, each stored as the 3D positions of 41 markers placed on the subject during a motion capture session (Figure 4 ). This paper uses marker positions instead of joint angles so as to be able to use character skeletons with different kinematics and varying degrees of freedom. Different poses are normalized, effectively removing differences in absolute position and facing direction from the state of the pose. 
Postprocessing
Once a path of object positions, and as a result, the corresponding character poses are computed, a sequence of post-processing steps is performed:
• Path Smoothing: The path returned by the object path planner is not necessarily smooth due to the randomization involved. The system shortens and smooths the path by iteratively selecting two nodes on the path, and trying to connect them in configuration space using linear interpolation ( Figure 5 ). For each candidate points along the new shorter path, the corresponding character pose is computed using the IK solver, and the resulting poses are checked for collision. If no collision is found, the new shorter path replaces the original path. Otherwise, the original path is restored. So far, the system has computed the path of the object, that is the spatial coordinates. For animation purposes though, we need to compute the trajectory. In other words, we need to calculate the velocity profile of the path to convert the path into a trajectory. This is done by fitting a bell shaped velocity curve to the paths, with velocity dips added around obstacles. The evidence for this comes from empirical data, where it was observed that velocity profile models for pick-and-place manipulation tasks follow a bell-shaped distribution ( Figure 6 ). • Gaze Synthesis: Eye motion is very important for human animation. Since gaze tracking is not part of the motion capture database used in this paper, authors rely on an approximate model derived from bio-mechanical observations. A point of interest (POI) defines the desired gaze direction. A different POI is used for each segment of the computed motion. While the character is reaching for an object, the POI is the location of the object. After the object has been acquired, the POI becomes the destination location for the object. The gaze motion should be initiated at the same time or slightly before the arm motion.
Results & Performance Analysis
This section reviews the results presented in the paper. A number of animations are synthesized for a variety of manipulation tasks, using which, the algorithm is shown to be robust to variations in the geometric , kinematic and dynamic models of the character, the manipulated objects and the obstacles. Due to the generality afforded by the kinematic model, tasks such as opening of cabinet and drawers, which are not in the example database, are also synthesized.
The results show the ability of the algorithm to automatically synthesize manipulation motions for a variety of start and end positions ( Figure 7 ). The algorithm can also handle a compound task (opening a desk drawer, removing an object from a shelf, inserting it into the drawer, and closing the drawer (Figure 8) ). This kind of compound motion is generated by multiple invocations of the planner.
Running time of close to 30 seconds for an animation, while not real time, is not prohibitive for a movie animation kind of application, where one can afford to generate frames offline. The current implementation uses a brute force search (O(n)) while searching for the nearest pose in the database; this can be improved to O(logn) using a k-d tree kind of data-structure.
Criticism and Discussion
In this section, we summarize the main contributions of this paper, and also review some limitations of the proposed system. The main contribution of this paper is to combine the good features of model-based and data-driven approaches to synthesize complete body motion for manipulation tasks. The resulting system is shown to be invariant to variations in the geometric , kinematic and dynamic models of the character, the manipulated objects and the obstacles.
• Variation in the manipulated objects and obstacles is handled by the configuration space formulation and the subsequent path planning. As a result, any object and a set of obstacles can be handled in the framework of a path planning problem.
• Variations in the character kinematics are handled because scaled marker locations are represented as soft constraints (data-driven component). As a result, the animated character need not be present in the motion capture data, enabling the use of a wide variety of characters.
• Variations in the manipulation task are handled because the system has a modelbased component. Hence, the knowledge about human motion inherent in those models makes the animation of a task look natural, even if the task was not represented in the motion capture data-set. Example sequences show natural looking animations of a character opening drawers and cabinets, even though the motion capture data only contains manipulation tasks like moving objects from one place to other.
Limitations
Following are some of the limitations of the system:
• Decoupling of object and character pose estimation Authors claim that the system needs only few iterations in the planning phase of the algorithm (see Figure 2) . The assumption is that for almost any object location, the character will have a lot of free space to manoeuvre around, and hence it is possible to find a corresponding feasible pose. This will hold only if the character is mostly unrestricted, as is the case with all the included examples. The problem arises due to the decoupling of object and character pose estimation. For efficiency purposes, planning algorithm finds a free location in the 6 d.o.f. configuration space of the object, hoping that a corresponding feasible character pose can always be found. This approach would fail if for the given object location, no corresponding feasible pose can be found, making the system get stuck in the iterative loop. This issue can be resolved by allowing the system to find a feasible configuration in the combined space of the object and the character, once it has failed in the first few iterations of the original planning step. This will allow the system to search in the character pose space too, thereby increasing the probability of finding a feasible configuration.
• Gaze Direction: Although the gaze model used is intuitively correct, the results look a bit unnatural in the attached videos, since the resulting gaze direction is too precise; some amount of randomness should be added for making it look natural.
• Amount of motion capture data needed: It is not clear as to how much motion capture data would be needed for synthesizing a particular set of animations. It will be useful to come up with a method to be able to measure the same.
In conclusion, this paper presents an automatic system for animating the whole-body motions for human like characters, while performing a manipulation task. The user only needs to specify the kinematic constraints of the character, the obstacles and the start and end locations of the manipulated object, making it a useful tool for animators. Since its publication, many other animation techniques [5, 10, 13, 3] have made a reference to this paper, conveying the impact it had on the field. Due to the general nature of the techniques involved, the system can be extended to other highly constrained motions such as sitting down in a chair and getting into or out of a vehicle or cockpit.
