We show that certain quotients of Artin L-functions have infinitely many poles. Our result follows from a converse theorem for Maass forms of Laplace eigenvalue 1/4 in which the twisted L-functions are not assumed to be entire. We do not need the automorphy of Artin L-functions, only their meromorphic continuation.
Introduction
In this paper, we are interested in simultaneous non-trivial zeros of distinct L-functions. Progress on this question is best expressed in terms of the degree of the L-functions involved, that is, the number of gamma factors in their functional equations. Let d 1 (resp. d 2 ) denote the degree of the completed L-function Λ 1 (resp. Λ 2 ). When d 2 − d 1 ≤ 1 the quotient Λ 2 (s)/Λ 1 (s) is known to have infinitely many poles, unless all Euler factors of the denominator divide those of the numerator [MM94] , [BP98] , [Sri03] , [Boo15] . Moreover, we know quantitative bounds when d 2 − d 1 ≤ 0. When d 2 − d 1 = 2, Λ 2 (s)/Λ 1 (s) is known to have infinitely many poles only in special cases [Rag99] , [NO18] . In this paper, we restrict ourselves to Artin L-functions. The results and strategy of [NO18] are crucial here.
Say (ρ, V ) is a continuous complex representation of Gal Q/Q . By continuity, the representation ρ necessarily factors through the Galois group Gal(K/Q) of an algebraic number field K. We call the smallest such K the Artin field of ρ. The Artin L-function L(s, ρ) has an Euler product of the form
where, for i = 1, . . . , [K : Q], the complex numbers α i are either roots of unity or zero. We denote the Euler factor at p by L p (s, ρ). The archimedean Euler factors can be expressed in terms of that for the Riemann zeta function:
(1.2) Γ R (s) = π −s/2 Γ(s/2).
If c denotes complex conjugation, then let V + (resp. V − ) denote the +1 (resp. −1) eigenspace for ρ(c), which has dimension p (resp. m). We introduce: 1 Theorem 1.1. Let ρ 1 (resp. ρ 2 ) be a continuous irreducible d 1 -dimensional (resp. d 2dimensional) complex representation of Gal(Q/Q), with Artin field K 1 (resp. K 2 ). Let:
(1) p 1 (resp. p 2 ) be the dimension of the (+1)-eigenspace for ρ 1 (c) (resp. ρ 2 (c)), (2) m 1 (resp. m 2 ) be the dimension of the (−1)-eigenspace for ρ 1 (c) (resp. ρ 2 (c)), (3) N 1 (resp. N 2 ) be the conductor of ρ 1 (resp. ρ 2 ). If N 1 divides N 2 , d 2 − d 1 = 2, p 2 − p 1 , m 2 − m 1 ≥ 0, and there exists a rational prime p such that p≤O K 1 p|p L p (s, ρ 2 ) −1 does not divide p≤O K 2 p|p L p (s, ρ 1 ) −1 in the polynomial ring C[p −s ], then the quotient of completed L-functions Λ(s, ρ 2 )/Λ(s, ρ 1 ) has infinitely many poles.
We remark that there is an abundance of ρ 1 , ρ 2 satisfying the conditions of Theorem 1.1, cf. [LMF13, Artin Representations] . Loosely speaking our conditions are that all archimedean Euler factors are exactly divisible, but not all non-archimedean ones are. Conjecturally each Artin L-function of an irreducible Galois representation is the L-function of some cuspidal automorphic representation. In particular, they are primitive in the sense that they cannot be factored further into a product of lower degree L-functions. If we knew this, then we could replace the technical condition on the finite Euler factors with the simpler assumption that ρ 2 be irreducible.
The Brauer induction theorem implies that Artin L-functions are ratios of Hecke Lfunctions. We expect the Artin L-function of a 2-dimensional Galois representation expressed in this way to fail the conditions of Theorem 1.1. Indeed, subject to the strong Artin conjecture, all Euler factors would be reciprocal polynomials in p −s , which cannot happen under our assumptions. Such an Artin L-function is expected to fail the conclusion of Theorem 1.1 too -the weak Artin conjecture claims that each Artin L-function is holomorphic away from a pole at s = 1 corresponding to the multiplicity of the trivial representation and so in particular has finitely many poles. On the other hand, a theorem of Booker asserts that if the Artin L-function of a 2-dimensional Galois representation is not automorphic, then it has infinitely many poles [Boo03, Corollary] .
In Theorem 1.1, we do not assert anything about the automorphy of L(s, ρ 1 ) or L(s, ρ 2 ), but the proof relies on the idea that if the quotient Λ(s, ρ 2 )/Λ(s, ρ 1 ) had only finitely many poles, then it would be the completed L-function attached to an automorphic representation of GL 2 (A Q ). More precisely, Theorem 1.1 follows from a characterization of the Fourier coefficients of Maass forms with Laplace eigenvalue 1 4 . This strategy mirrors closely that of [NO18] , and relies heavily on results first proved there.
The main structural theorem of this paper is as follows.
Theorem 1.2. Let N be a positive integer, χ be a Dirichlet character mod N, ǫ ∈ {0, 1}, and a n , b n be sequences of complex numbers indexed by n ∈ N such that |a n |, |b n | = O(n σ ) for some 0 < σ < 1. For all q relatively prime to N, primitive Dirichlet characters ψ modulo q and k such that ψ(−1) = (−1) k , define
and,
1} is chosen to be equal to ǫ + k modulo 2. Let P be a set of odd primes such that {p ∈ P : p ≡ u (mod v)} is infinite for every u, v ∈ Z >0 with (u, v) = 1 and p ∤ N for any p ∈ P. Whenever the conductor q of ψ is either 1 or a prime in P, assume that Λ f (s, ψ) and Λ g (s,ψ) continue to meromorphic functions on C, and satisfy
where τ (ψ) denotes the Gauss sum τ (ψ) = a mod q ψ(a)e 2πi a q . If ψ = 1 is the trivial character we omit it from the notation. If there is a non-zero polynomial P (s) ∈ C[s] such that P (s)Λ f (s) continues to an entire function of finite order, then Λ f (s) and Λ g (s) have meromorphic continuation to C with possible double poles in the set {0, 1}. Define
(1.10)
The following series define weight 0 Maass forms on Γ 0 (N) of parity ǫ, nebentypus χ (resp. χ) and eigenvalue 1 4 :
where (1.12)f (z) := n =0 a n 2 |n| W 0 (ny)e(nx),g(z) := n =0 b n 2 |n| W 0 (ny)e(nx), with W 0 (u) = 4 |u|K 0 (2π|u|) is the Whittaker function, K 0 (u) = 1 2 ∞ 0 e −|u|(t+t −1 )/2 dt t is a Bessel function, for n ≥ 0, a −n = (−1) ǫ a n , b −n = (−1) ǫ b n . Furthermore f (z) = g(−1/Nz) for all z ∈ H.
We remark that the assumption 0 < σ < 1 is sufficient for Theorem 1.1, but should not be necessary for Theorem 1.2. We do not draw any conclusions about the automorphy of Artin L-functions attached to irreducible 2-dimensional Galois representations. Indeed, whilst they satisfy several conditions in Theorem 1.2, they are only conjecturally entire, and moreover not yet known to have finitely many poles. That said, Theorem 1.2 combined with the analogue for holomorphic modular forms [BK13, Theorem 1.1] implies [Boo03, Corollary] which says that if the Artin L-function of an irreducible 2-dimensional Galois representation is not automorphic, then it has infinitely many poles.
Preliminaries

Hypergeometric functions. For c /
∈ Z <0 , the Gauss hypergeometric function 2 F 1 ( a, b c | z) is initially defined by
is defined by analytic continuation. For example, for a − b / ∈ Z and c / ∈ Z ≤0 one has:
In this paper, we will work with the case a = b. For this we must compute the limit as b → a of equation (2.2), that is
For the remainder of this section, assume that z ∈ R >1 . We introduce
(2.4) so that,
where γ := lim n→∞ n k=1
1 k − log(n) is the Euler-Mascheroni constant. We first compute A ǫ (z). We have 1
where ψ(z) = Γ ′ (z) Γ(z) is the digamma function, and
1 r is the k th harmonic number. Therefore, we obtain
As for B ε (z), first observe that
where H k (z) = k r=1 1 r+z−1 , and so
Altogether, we deduce:
and (2.9) lim
Finally, we see that
(2.10)
From now on we will write
2.2. The Mellin transform. Let φ(t) be a function on the positive real axis. We define the Mellin transform of φ(s) by M(φ)(s) := ∞ 0 φ(t)t s−1 . In the following we will mainly use
which we will refer to as the shifted Mellin transform. If φ(t) is of rapid decay as t → ∞, and for t close to zero we have
The inverse of the shifted transform M is given by
where σ is a large positive real number and σ − 1 2 indicates the path parametrised by
2.3. Additive twists. Let the notation be as in Theorem 1.2. Denote by cos (k) the k th derivative of cos. For k ∈ Z ≥0 and α ∈ Q × , the additive twist of L f (s) by α is the Dirichlet series
cos (k) (2πnα) a n n −s .
Mimicking the notation of [BCK18], we introduce
where by (−) k we mean sgn(−1) k and [k + ǫ] is as in Theorem 1.2. We define the completion of the additive twists by
Proposition 2.1 (Proposition 3.3 in [NO18] ). Let α = a q for a ∈ Z and q coprime to N. For the completed additive twists of Λ f s, α, cos (k) the following functional equations are satisfied
The following Proposition, which will be important for the proof of Theorem 1.2, relates the hypergeometric function and the additive twists.
. Define the completed L-function Λ h (s) and its additive twists like in (1.5) and (2.12) but with a n replaced by c n . Then we have
Proof. For k ∈ Z ≥0 and Re (s) < ǫ, we quote the following integral from [GR15, 6.699(3-4)]:
The result is a straightforward application of (2.15), the details of which can be found in [NO18, Proposition 3.5].
Proof of Theorem 1.2
We will prove Theorem 1.2 by showing that the assumptions imply that the twists are entire and bounded in vertical strips. Indeed, Theorem 1.2 is a consequence of the following result:
Theorem 3.1 (Theorem 3.1 in [NO18] ). Let a n , b n be sequences of complex numbers such that |a n |, |b n | = O(n σ ) for some σ ∈ R. Let P be a set of primes coprime to N such that the congruence p ≡ u mod v has a solution p ∈ P for all u, v ∈ Z >0 with (u, v) = 1. Assume that:
(1) For primitive characters ψ of conductor q ∈ P the functions, Λ f (s, ψ) and Λ g (s, ψ) continue to entire functions of finite order, (2) If ǫ = 1 then Λ f (s) and Λ g (s) continue to entire functions of finite order, (3) If ǫ = 0 then Λ f (s) and Λ g (s) continue to meromorphic functions of finite order on C with at most double poles in the set {0, 1}, and, for all primitive characters ψ of conductor q ∈ P ∪ {1}, we have the functional equations (1.7). The series (1.11) and (1.12) define weight 0 Maass forms with eigenvalue 1 4 . Furthermore f (z) = g(−1/Nz) for all z ∈ H.
We first quote two essential Lemmas proved elsewhere. . We havẽ
where the integral is taken so that the contour encloses all poles of Λ f (s). Lemma 3.2 was originally stated in terms of a parameter ν which was assumed to be non-zero, though this assumption was never used in the proof and the statement remains valid when ν = 0. Lemma 3.2 is the case that ν = 0.
and make the assumptions of Theorem 1.2. Then, for any ℓ 0 ∈ Z >0 ,
Lemma 3.3 was originally stated for a function constructed from a Maass form, though the proof demonstrates that it remains valid for g. 
where the integrals in equations (3.3) and (3.4) are taken so that the contour encloses all poles of Λ f (s). Note that equations (3.1) -(3.4) depend on ǫ, though the notation does not reflect this. In what follows, the value of ǫ will always be clear.
Lemma 3.5. For α ∈ Q >0 and ℓ 0 ∈ Z >0 , the following function is in H(σ − 2ℓ 0 + 1 2 , ∞),
Proof. For 0 < y < 1 we have, by equation (2.10),
If s is in a fixed compact set then the error terms can be chosen independent of s. Thus, for ℓ 0 ≥ 0 and 0 < y < 1, we have
where the integral is taken so that the contour contains all the poles of Λ f (s). Denote by χ = χ (0,1) the indicator function for the interval (0, 1). Then we have, using Lemmas (3.2) and (3.3),
From the discussion in Section 2.2, we see that the shifted Mellin transform
. Finally, observe that H α (s) = M(α s− 1 2 F α (y))(s). Indeed, this follows from Mellin inversion, Proposition 2.2, and the computation:
Recall P is a set of odd primes coprime to N such that p ≡ u mod v has infinitely many solutions p ∈ P for all u ∈ Z and v ∈ Z >0 with (u, v) = 1. Let β = u v ∈ Q × , where (u, v) = 1 and u > 0. As in [BK13, NO18], we introduce the infinite set
Note that if λ ∈ T β then Λ g s, λβ, cos (j) = Λ g s, β, cos (j) . Let t 0 ∈ Z ≥0 and choose
By the theory of Vandermonde determinants, for each λ ∈ T β,M there exist c λ ∈ C such that (3.10)
where δ m (n) is the Kronecker delta function.
Lemma 3.6. Let α ∈ Q >0 , t 0 ∈ Z ≥0 , T β,M of size M ≥ 2ℓ 0 > t 0 , and c λ ∈ Q be as in (3.10).
The following function is in
is as in equation (3.5), so the statement follows from Lemma 3.5. For the first term we apply (3.10) as follows
.
For t ∈ Z, we define the following subsets of M(a, b):
Lemma 3.6 implies that the following function is in M t 0 (t 0 + σ − M + 5 2 , ∞): Proof. It is enough to prove the result for Λ g s, β, cos (δ) by reversing the roles of f and g. We can replace b with −b ′ , where b ′ ∈ P such that b ′ ≡ −b mod Nq, as we have Λ f s, β, cos (δ) = Λ f s, − b ′ N q , cos (δ) . Without loss of generality, we can therefore assume β < 0, α = − 1 N q > 0 and −b ∈ P.
Let q ′ ∈ P with q ′ = q and (b, q ′ ) = 1. Consider β = b N q and β ′ = b N q ′ with b ∈ P. Since β and β ′ have the same numerator, by recalling the definition of T β , we must have that T β ∩ T β ′ is infinite. For t 0 ∈ Z ≥0 we can thus choose a set T M ⊂ T β ∩ T β ′ with M > t 0 elements and we can find c λ ∈ C such that (3.10) is satisfied. Evaluate equation (3.13) at β and β ′ , and consider their difference. We see that the following function must be an element of M t 0 (t 0 + σ − M + 5 2 , ∞):
Since we assumed a n = O (n σ ) and noting that the poles of γ ± f (s) lie in the region Re (s) < 1 we see that, for all λ ∈ T M , the function Λ f s, αλ −1 , cos (n) is holomorphic whenever Re (s) > σ + 1. Hence by the functional equation in Proposition 2.1 the follwing function is in H(−∞, t 0 − σ).
For every t 0 ∈ Z ≥0 , we must therefore have that the following function continues to an element of M t 0 (t 0 + σ − M + 5 2 , t 0 − σ):
The expression in (3.16) is clearly independent of T M whence we can take M to be arbitrarily large. This implies that the function in (3.16) is in M t 0 (−∞, t 0 − σ). The zeros of (3.17) γ
are contained in 2Z ≥0 + 1 + [t 0 ]. All these zeros are of order two, since the poles of Γ(s) are all simple. Hence, dividing (3.16) by (3.17) we deduce that
is in M(−∞, t 0 −σ). We can take arbitrary t 0 ≥ 0 and since α = α ′ , we see Λ g s, β, cos Proof. Again, by reversing the roles of f and g it suffices to prove the result for Λ g s, β, cos (δ) Let α = − 1 N β = − q N b . By the same argumentation as in the proof of Proposition 3.7 we can assume that β < 0 and hence α > 0 and −b ∈ P. Let t 0 ∈ Z ≥0 , M > t 0 and consider T β,M ⊂ T β of cardinality M satisfying (3.10). If λ ∈ T β,M then we have αλ −1 = − q N p so that we can apply Proposition 3.7. Therefore we see that Λ f s − t 0 , αλ −1 , cos ([ǫ]) continues to an element in M(−∞, ∞). Hence also by equation (3.13) we have that Λ g s, β, cos ([ǫ+t 0 ]) is in M(t 0 + σ − M + 5 2 , ∞) for t 0 ∈ {0, 1}. Since we can choose M to be arbitrarily large we conclude that Λ g (s, β, cos) and Λ g (s, β, sin) are in M(−∞, ∞).
From now on we assume 0 < σ < 1. By absolute convergence of Dirichlet series, under this assumption we have Λ f (s) and Λ g (s) to be holomorphic for Re (s) > 1, and so the functional equation also implies that the functions are holomorphic for Re (s) < 0. Therefore by Corollary 3.8 we see that Λ f (s) and Λ g (s) are holomorphic away from {0, 1}, where they have at most double poles. In order to complete the proof of Theorem 1.2 we must show two more things. Firstly we need to prove that if ǫ = 1 then Λ f (s) and Λ g (s) are holomorphic everywhere. Secondly, we need to show that given a primitive Dirichlet character ψ with conductor q ∈ P, then Λ f (s, ψ) and Λ g (s, ψ) are entire. The next Lemma will be one of the key ingredients for showing holomorphy of Λ f (s), Λ g (s) when ǫ = 1.
Lemma 3.9. Given t 0 ∈ Z ≥0 and β ∈ Q × , consider ℓ 0 ∈ Z >0 so that 2ℓ 0 > t 0 and T β,
and (3.20)
Proof. It is equivalent to show that there exists λ 0 ∈ T β such that the vectors (λ −t ) λ∈T β,M ∪{λ 0 } for t ∈ {0, 1, . . . , M − 1} and (λ −t 0 log(λ)) λ∈T β,M ∪{λ 0 } are linearly independent. Consider the (M + 1) × (M + 1)-matrix with these vectors as columns, the last row having the λ 0 -entries. Using the Laplace expansion along the last row we see that in terms of λ 0 , the determinant of this matrix has the form
where c = 0 is the Vandermonde determinant of T β,M , and P ∈ C[x] has degree M − 1. For the sake of a contradiction suppose that the expression in the above equation vanishes for all λ 0 ∈ T β . Since T β is an infinite set we can choose λ 0 to be arbitrarily large. But now | Q(x) log(x) | → ∞ as x → ∞ for any non-constant polynomial Q(x), so we must have P = 0, which is clearly a contradiction. If ǫ = 1, then
(3.22)
Proof. By our assumptions on t 0 and ℓ 0 we have j ∈ Z and also 0 ≤ j < ℓ 0 . Therefore we get
. We have Re (s 0 ) > t 0 + σ − 2ℓ 0 + 1 2 and so, using Lemma 3.6, we see that the residue of the function given in (3.11) at s = s 0 is zero. Thus we obtain
Applying Proposition 3.7 with b = q = 1, we deduce that Λ f (s) and Λ g (s) continue to elements in M(−∞, ∞). By convergence of the Dirichlet series and the functional equation, we know that the poles of Λ g (s) must lie in the critical strip −σ < Re (s) < σ + 1. Therefore
(3.25) We assume 0 < σ < 1, hence the only possible values of p in the equation above are 0 and 1. We know that Λ f (s) has at most a double pole for s ∈ {0, 1}. Since G j (1) = 0, the product Λ f (s)G j (s) has a double pole at s = 1. On the other hand, G j (s) has a simple zero at s = 0 and so the product Λ f (s)G j (s) has at most a simple pole at s = 0. For s close to 0 we have the expansion
and therefore we obtain
Res s=0 sΛ f (s)
Since the functions (s −s 0 )Λ f (s − t 0 , αλ −1 , sin), and (s −s 0 )Λ g s, β, cos ([1+t 0 ]) have at most simple poles at s = s 0 , equation (3.25) becomes
(3.27) Now (3.22) follows readily from the above using (3.10), noting that the second term on the right hand side of (3.27) vanishes since −t 0 > s 0 − t 0 − 1 > −2ℓ 0 .
Lemma 3.11. Make the assumptions of Theorem 1.2. If ǫ = 1, then Λ f (s) and Λ g (s) have at most simple poles at s ∈ {0, 1}.
Proof. Due to our assumptions on σ, we know that Λ f (s) and Λ g (s) can have at most double poles in the set {0, 1}. Using the functional equation this is equivalent to showing
Res s=0 sΛ f (s) = Res s=0 sΛ g (s) = 0.
Consider β = − 1 N q , let T β,M be a set with M elements satisfying (3.10), and take λ = p ∈ T β,M , such that α = q and αλ −1 = q p . The function Λ f (s − t 0 , αλ −1 , sin) is holomorphic for Re (s − t 0 ) ≥ σ + 1 due to absolute convergence of Dirichlet series, and hence the functional equation implies that it is also holomorphic in the half plane Re (s − t 0 ) ≤ −σ. Thus, taking s 0 = 0, for all t 0 ≥ σ + 1 such that [t 0 ] = 0 equation (3.22) simplifies to
(3.28) By Lemma 3.9, for any z ∈ C we can find λ 0 ∈ T β and c λ , c λ 0 ∈ C such that (3.20) is satisfied and λ∈T β,M ∪{λ 0 } c λ λ −t 0 log(λ) = z. When we replace T β,M by T β,M ∪ {λ 0 } the proof of Lemma 3.10 is still valid. In particular, therefore equation (3.28) holds for λ∈T β,M c λ λ −t 0 log(λ) replaced by any complex number z. Since G t 0 /2 (1) = 0, we must therefore have Res s=0 sΛ f (s) = 0. Reversing the roles of f and g we obtain the desired result.
Lemma 3.12. Under the assumptions of Lemma 3.10 (in particular, assuming that ǫ = 1), we have:
(3.29)
Proof. For s 0 ∈ Z, we compute
where the last line readily follows from (3.26) since by Lemma 3.11 we know that Λ f (s) and Λ g (s) only have simple poles. We have (3.31) Res s=s 0 (λα) s−t 0 −1
By the same argument as in Lemma 3.10 we get
where K j (s) is as in equation (3.1) and G j (s) is as in equation (3.2), both with ǫ = 1. Note that K j (s)G j (s) has at most removable singularities, in particular K j (s)G j (s) has a removable singularity at s = 0, with lim s→0 K j (s)G j (s) = 0. Abusing notation, write K j (0)G j (0) = lim s→0 K j (s)G j (s) Since the poles of Λ f (s) are simple, we see that
The function given in (3.11) is holomorphic at s 0 and so, taking the residue of this function at s = s 0 , we obtain
(3.34)
The result now readily follows from (3.10), again noting that −t 0 > s 0 − t 0 − 1 > −2ℓ 0 .
Proposition 3.13. Make the assumptions of Theorem 1.2. If ǫ = 1, then Λ f (s) and Λ g (s) continue to entire functions on C.
Proof. By Lemma 3.11 we know that Λ f (s) and Λ g (s) have at most simple poles for s ∈ {0, 1}, and so we can apply Lemma 3.12. Making the same choices as above, using the holomorphy
We have Re (s 0 ) > t 0 + σ − 2ℓ 0 + 1 2 , so the residue of (3.11) at s = s 0 is zero and
(3.39)
As before but this time with ǫ = 0, taking b = q = 1 in Proposition 3.7 we see that Λ f (s), Λ g (s) ∈ M(−∞, ∞). As the poles of Λ g (s) are in the critical strip −σ < Re (s) < σ+1, we have
(3.40) By our assumptions on σ we can only have p ∈ {0, 1}. Note that the function G j (s) = ( s 2 ) j ( s+1 2 ) j Γ( s 2 )Γ( 1−s 2 ) has a double zero at s = 0, and a single zero at s = 1 For s close to 1 we have
Therefore we obtain (3.42)
from which the result now readily follows, using (3.39) and (3.10).
Lemma 3.15. Make the assumptions of Theorem 1.2. If ψ be a primitive Dirichlet character with conductor q ∈ P, then the twisted L-functions Λ f (s, ψ) and Λ g (s, ψ) extend to holomorphic functions on C except for at most simple poles at s ∈ {0, 1}.
Proof. Since ψ is a primitive Dirichlet character, we have
from which we deduce
We know that Λ f (s, ψ) and Λ g (s, ψ) are entire for Re (s) ≥ 2 > 1 + σ by our assumptions on σ. Therefore by the functional equation (1.7) it is enough to prove (3.45) Res s=0 sΛ f (s, ψ) = Res s=0 sΛ g (s, ψ) = 0.
Consider α > 0 and T β,M as in Lemma 3.6. Let s 0 ∈ Z, s 0 < 1 and pick t 0 ∈ Z, t 0 > 1 such that t 0 − s 0 is odd. Note that since Re (s 0 ) > t 0 + σ − 2ℓ 0 + 1 2 the function in equaiton (3.11) is holomorphic at s = s 0 . Therefore, taking the residue at s = s 0 of the product of the function in (3.11) and (s − s 0 ) gives
Assume first ǫ = 1. Let β = b N q where b < 0 and (b, Nq) = 1, so that αλ −1 = q p for some p ≡ b mod Nq. Using the functional equation for the additive twists (2.13) , we see that Λ f (s − t 0 , αλ −1 , sin) is holomorphic at s = s 0 , and so the second line of (3.46) must be zero. Therefore we get Res s=s 0 (s − s 0 )Λ g s, b
N q , cos (s 0 ) = 0 for all s 0 < 1. We can relax the condition β < 0 as follows. Let now β = b N q where b > 0 and (b, Nq) = 1. We can
For the other additive twists we will apply Lemma 3.10. Let s 0 ∈ Z, s 0 < 1 and t 0 ∈ Z, t 0 > 1 be of the same parity. Using equation (3.22) and Proposition 3.13 we obtain
For the same reason as above, if β = b N q the second line of (3.47) vanishes and so we have
N q , cos ([1+s 0 ]) = 0 for all s 0 < 1. Let β = b q where b < 0 is coprime to q. Then we must have λ −1 α = q N p for some prime p ≡ −b mod q. By the previous argumentation the second lines of equations (3.46) and (3.47) vanish. Thus by equation (3.46) applied to s 0 = 0 and t 0 = 3 we see that Res s=0 sΛ g (s, b q , cos) = 0 and from equation (3.47) for s 0 = 0 and t 0 = 2 we see that Res s=0 sΛ g (s, b q , sin) = 0. Reversing the roles of f and g we obtain equation (3.45) for the case ǫ = 1.
Assume now that ǫ = 0. Let t 0 > 1 and s 0 < 1 be such that t 0 − s 0 is odd, and take two negative rational numbers β, β ′ ∈ Q <0 with the same numerator. We can apply (3.46) with the set T = T β,2ℓ 0 = T β ′ ,2ℓ 0 where T ⊂ T β ∩ T β ′ , which is possible because T β ∩ T β ′ is infinite. Therefore, equation (3.46) applies to both the pair β and α = − 1 N β , and the pair β ′ and α = − 1 N β ′ . Considering the difference of the equations we get Both sides of the above equation depend only on the parity of t 0 , which is fixed by our assumptions. By varying t 0 , since α = α ′ , we deduce that Res s=s 0 (s − s 0 )Λ g s, β, cos ([t 0 ]) = Res s=s 0 (s − s 0 )Λ g s, β, cos ([s 0 +1]) = 0 for all s 0 < 1, where the first equality holds since s 0 had different parity to t 0 . The condition that b < 0 can be relaxed by using the same argument as above, in the case where ǫ = 1. For t 0 −s 0 even we now apply Lemma 3.14. Consider the equations (3.37) for β and β ′ . Subtracting them, and noting that Res s=s 0 [(s − s 0 ) (Λ f (s − t 0 , αλ −1 , cos) − Λ f (s − t 0 , αλ −1 , cos))] = 0, we obtain (3.50) δ 0 (s 0 )(−1) j ( 1 2 ) j (j!) α s 0 −t 0 −1 − α ′s 0 −t 0 −1 Res s=1 (s − 1)Λ f (s) Again by varying t 0 we see that Res s=s 0 (s − s 0 )Λ g s, b N q , cos ([s 0 ]) = 0 for s 0 < 0. For b < 0, let β = b q so λ −1 α = q N p for λ ∈ T β . Apply (3.46) where we take s 0 = 0, and t 0 = 3. In the previous paragraph we have shown that Res s=0 sΛ f (s − 3, λ −1 α, cos) = 0, and so we get Res s=0 sΛ g (s, b q , sin) = 0. Therefore, by equation (3.44), we deduce Res s=0 sΛ g (ψ, s) = 0 for any odd character ψ of conductor q. In order to obtain the same result for the even character twists consider (3.37) for s 0 = 0 and t 0 = 2. The first line vanishes due to our
