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Abstract - Wireless multimedia studies have revealed that for-
ward error correction (FEC) on corrupted packets yields better 
bandwidth utilization and lower delay than retransmissions. To 
facilitate FEC-based recovery, corrupted packets should not be 
dropped so that maximum number of packets are relayed to a 
wireless receiver’s FEC decoder. Previous studies proposed to 
mitigate wireless packet drops by a partial checksum that ig-
nored payload errors. Such schemes require modifications to 
both transmitters and receivers, and incur packet-losses due to 
header errors. In this paper, we introduce a receiver-based 
scheme which uses the history of active multimedia sessions to 
detect transmitted values of corrupted packet headers, thereby 
improving wireless multimedia throughput. Header detection is 
posed as the decision-theoretic problem of multihypothesis detec-
tion of known parameters in noise. Performance of the proposed 
scheme is evaluated using trace-driven video simulations on an 
802.11b local area network. We show that header detection with 
application layer FEC provides significant throughput and video 
quality improvements over the conventional UDP/IP/802.11 pro-
tocol stack. 
 
Index Terms − Communication Systems, Multimedia Commu-
nication, Video Signal Processing, Wireless LAN. 
I.  INTRODUCTION 
Wireless communication channels incur unpredictable and 
time-varying packet-losses due to fading, interference and 
mobility. This data loss is particularly detrimental for real-
time communications whose delay constraints generally do not 
allow retransmission-based recovery of lost packets. To com-
bat wireless errors and losses, emerging multimedia standards 
have introduced enhanced error-resilience and concealment 
features, e.g., slices in JVT/H.264 [1] and reversible VLC in 
MPEG-4 [2]. For an error-resilient application, distortion in 
multimedia quality can be decreased by reducing the amount 
of data loss at a wireless receiver, i.e., by relaying maximum 
number of error-free and corrupted packets to the multimedia 
application. It is then up to the application to drop or retain the 
corrupted packets. 
Due to the high error-rates of wireless media, many errors 
are not corrected by the physical layer. These errors cause 
checksum failures at higher layers, consequently leading to a 
significant number of packet drops on a link employing a con-
ventional (e.g., TCP-UDP/IP) protocol stack. Previous wire-
less multimedia studies proposed to reduce packet drops by 
employing a partial checksum which only covers packets’ 
headers while payload errors are ignored [3]−[9]. Payload 
errors are subsequently corrected using forward error correc-
tion (FEC) at the application layer. It has been shown that par-
tial protection with FEC requires much lesser FEC redundancy 
than a conventional protocol stack that drops corrupted pack-
ets. However, schemes using partial checksum incur packet 
drops due to header errors, especially at high data rates. Also, 
support of partial checksum requires changes to the standard 
protocols at the multimedia transmitter and/or intermediate 
network nodes. In many realistic scenarios, modifications to 
multimedia servers and intermediate nodes cannot be dictated 
by the end-receivers
1.  
In this paper, we propose a  receiver-based decision-
theoretic approach to relay packets with corrupted headers to 
wireless multimedia receivers. The proposed technique re-
quires no modifications to wireless transmitters and intermedi-
ate nodes, and only minor modifications are required at the 
receiver. We identify critical header fields (CHF) that can 
uniquely differentiate multimedia sessions at a wireless re-
ceiver. Under the proposed technique, wireless multimedia 
receivers maintain an a priori CHF histogram from previously 
received error-free packets. We also propose and employ a 
likelihood function based on the sample space of the a priori 
distribution. When a corrupted packet is received, the a priori 
distribution and the likelihood function are used to compute 
the a posteriori distribution. Correcting the CHF then reduces 
to the decision-theoretic problem of multihypothesis detection 
of known parameters in noise [10], in short referred to as 
header detection in this work. 
We demonstrate the efficacy of the proposed scheme by 
trace-driven video simulations at different data rates and for 
varying number of video sessions over an 802.11b LAN. We 
show that header detection has high accuracy and negligible 
false positives. After header detection, we use FEC [11] at the 
application layer to correct the corrupted data. We show that 
header detection requires much lesser FEC redundancy than 
the 802.11b protocol stack. We also show that for fixed FEC 
parameters, header detection provides significantly better mul-
timedia quality than the 802.11b protocol stack. 
The rest of this paper is organized as follows. Section II de-
tails our proposed approach and its variants. Section III de-
                                                           
1 For instance, public domain video web-casting is oblivious of the end-link 
communication media and often identical multicast sessions serve hetero-
geneous users with wired as well as wireless end-links. 
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scribes the experimental setup. Sections IV, V and VI respec-
tively evaluate the throughput, FEC and video performances 
of the proposed scheme. 
II.  THE HEADER DETECTION METHODOLOGY 
The main objective of header detection is to relay maximum 
number of (error-free and corrupted) packets to a wireless 
receiver’s application layer. In this paper, we use 802.11b 
wireless LANs as our performance evaluation test-bed. We 
start by identifying critical header fields (CHF) that can 
uniquely classify a multimedia session at the receiver and are 
not liable to change during a multimedia transmission. These 
fields are: destination MAC address, source and destination IP 
addresses, and source and destination ports. More fields can be 
concatenated to these CHF without any modifications to the 
proposed methodology. 
Let  W  denote the CHF of a received packet and let 
{} 12 ,, , n XX X ℑ= …  be the set of all correctly received CHF 
of the last E  packets. That is, each  i X ∈ℑ, for 1 in ≤≤, 
represents the CHF of session i . The set 
1
n
i
i
X
=
ℑ=∪ , the set 
of all bins of the histogram, constitutes the sample space of the 
a priori CHF distribution. The a posteriori distribution of the 
received CHF can then be expressed as: 
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where  () i PX  represents the a priori probability of CHF 
i X  and the conditional probability terms,  () | i PW X ’s, rep-
resent the likelihood function [10]. The a posteriori distribu-
tion renders the probability that while the received CHF is W , 
the actually transmitted CHF was  i X . Once the a posteriori 
distribution is ascertained, the present header detection prob-
lem corresponds to the problem of multihypothesis detection 
of known parameters in noise
2 [10], with CHF of the multime-
dia sessions representing the hypotheses under consideration. 
We refer to the present problem as header detection. Follow-
ing sections explain the computation of the a priori distribu-
tion and the likelihood function. 
A.  Generation of the a Priori Distribution 
Under the proposed approach, a multimedia receiver main-
tains a CHF histogram based on the last E  error-free packets 
that it receives. Normalizing this histogram renders a robust a 
priori distribution of active wireless sessions. The CHF histo-
gram can be generated either using the error-free packets that 
were destined for the local receiver or, due to the broadcast 
nature of wireless networks, using the error-free packets des-
                                                           
2 The classical detection problem concludes with each of the hypotheses being 
scored as detected or undetected. We, on the other hand, use the detected 
CHF as an estimate of the transmitted fields to perform further packet proc-
essing. Thus the present problem can also be viewed as an estimation-
theoretic problem. 
tined for any node on the wireless network. This notion will be 
used later to define two variants of the proposed technique. 
Figure 1 shows a generalized flowchart outlining both vari-
ants of the proposed technique. If a received packet passes the 
MAC layer checksum and the packet is destined for the local 
receiver, then the packet is passed to the application. The re-
ceiver then decides whether or not the a priori histogram 
should be updated with the CHF of the received packet. This 
decision is dependent on the variant under consideration. If the 
decision is affirmative, the histogram is updated and the re-
ceiver returns to its initial state; otherwise the receiver returns 
directly to the initial state without updating the histogram. If 
the received packet fails the checksum then the receiver has to 
decide whether it will attempt packet recovery or not. This 
decision varies with respect to the variant under consideration. 
It should be noted that the present strategy does not charac-
terize the complete prior information. Let A  and B  represent 
two events corresponding to the reception of an error-free and 
a corrupted packet, respectively. We only cater for event A , 
but the complete  () i PX  is 
() () () () () + ii i PX PXAPA PXBPB = . Probabilities 
involving event B  can be computed only if the transmitter or 
an intermediate node at the edge of the wired channel protects 
the CHF using FEC. Such a strategy, however, requires modi-
fications to the transmitter or intermediate nodes, thereby de-
fying the main premise of this work. Our simulation results 
show that the header detectors employing the partial priors 
(based only on event A ) incur negligible errors, implying that 
the partial priors provide a good estimate of the complete pri-
ors.  
B.  Computation of the Likelihood Function 
Since we know the possible values of the active CHF from 
the sample space of the a priori distribution, we propose a 
likelihood function to exploit this knowledge. We assume a 
memory-less channel with a fixed probability of bit-error, p . 
While the assumption of a memory-less channel is somewhat 
unrealistic, a model with memory can be employed if some 
side-information renders real-time channel prediction and 
characterization. We are unaware of any current scheme capa-
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Figure 1. Flowchart of a priori histogram computation. 
 MM000888  3
ble of providing such side-information. In the absence of good 
channel characterization, the memory-less channel assumption 
is a pragmatic alternative. It should be noted though that, 
while our proposed methodology relies on the memory-less 
premise, the error traces used for simulations later in this pa-
per were collected over an actual 802.11b network under real-
istic settings. The memory-less assumption, hence, provides a 
lower bound on the achievable performance. We use a blind 
and fixed estimate of p  for the experiments. 
To calculate the conditional likelihood probability, 
(|) i PW X , for a given  i X , we compute the Hamming dis-
tance between W  and  i X . The Hamming distance will indi-
cate the total number of bits that are different between W  and 
i X . Now if we assume that the different bits are in fact the 
bit-errors introduced by the memory-less channel, then 
(|) i PW X  can be written as 
() () () , , (|) 1 i i hd W X Lh d W X
i PW X p p
− =− ,  (2) 
where  L  is the length of the CHF in bits, and the function 
() , hd a b  is the Hamming distance between bit sequences a  
and b . The expression given in (2) renders the probability that 
i X  was the transmitted CHF which, due to channel bit-errors, 
was received as W . By plugging (2) in (1), we obtain the a 
posteriori density on which different detectors can be applied. 
C.  AxMAP and RMeAP Detectors 
We apply two detectors on the a posteriori distribution: 
Approximate Maximum a Posteriori (AxMAP) Detector: 
This detector selects the mode (i.e., the most likely  i X ) of the 
a posteriori density  () PX W as the detected CHF. We refer 
to this detector as an approximation of the well-known MAP 
detector [10] because: (i) AxMAP operates in the discrete do-
main, and hence does not retain the optimality properties of 
the MAP detector, and (ii) in the present setup, the a priori 
distribution is based on partial priors. 
Rounded Mean a Posteriori (RMeAP) Detector: This detec-
tor selects the mean of the a posteriori density,  () PX W, 
rounds it to the nearest CHF value, and uses that value as the 
detected CHF. We map the CHF of each multimedia session to 
a distinct integer value. Thus the mapping yields 
12 1, 2, , n XX X n →→ → … . The mean is computed using 
the mapped values, {} 1, 2, , n … , as the outcomes of the ran-
dom variable X . Once the mean is computed and rounded, we 
again map the resultant integer value, say i , back to its corre-
sponding CHF,  i X . 
D.  Variants of the Proposed Methodology 
We use two variants of the proposed scheme. 
Global Statistics Variant (GSV): This variant exploits the 
broadcast nature of wireless networks. The a priori CHF dis-
tribution is generated using all the error-free packets on the 
wireless network, and not necessarily the packets that were 
destined for a particular receiver. Thus each promiscuous node 
in the wireless network maintains a CHF histogram from 
packets that it correctly receives. 
Local Statistics Variant (LSV): Under this variant, the CHF 
histogram is computed using packets that are destined for the 
local wireless node. In the LSV, a receiver first reads the des-
tination MAC and destination IP addresses of a received 
packet. Header detection is initiated if at least one of these 
addresses is the local node’s address. The LSV will be effec-
tive in secure wireless networks where packet header informa-
tion is encrypted to curb network sniffing. Furthermore, LSV 
requires lesser processing and data maintenance overhead than 
GSV, which is a very important consideration for complexity- 
and power-constrained wireless receivers. 
It is noteworthy that, in addition to wrong detections, LSV 
experiences missed packets where both the destination MAC 
and IP addresses are corrupted, and thus detection is not at-
tempted. Also, the prior information for LSV is not as robust 
as GSV. It would, therefore, be expected that LSV performs 
worse than GSV. On the contrary, we show that at most data 
rates LSV’s performance is comparable to GSV. Hence, LSV 
provides an accurate, effective and low-complexity alternative 
to GSV. 
III.  EXPERIMENTAL SETUP 
We use the 802.11b MAC layer bit-error traces collected in 
[8] to simulate the wireless channel. The bit-error traces were 
collected at 2, 5.5 and 11 Mbps data rates of an operational 
802.11b wireless LAN under realistic settings. In [8], it was 
shown that the bit-error rate at the 802.11 MAC layer is di-
rectly proportional to the data rate at which the wireless net-
work is operating. This observation will be emphasized in the 
subsequent performance evaluation sections of this paper. 
Readers are referred to [8] for details of data collection.  
For our simulation setup, we assumed the 802.11b network 
outlined in Figure 2. Our setup consisted of up to twenty mul-
timedia servers with IP addresses of well-known multimedia 
web servers. In order to quantify the worst-case performance, 
we used multiple source IP addresses from the same streaming 
subnet so that only a few bit-errors can map one source IP 
address into another. Furthermore, we assumed that all the 
streams were being received at only three wireless stations in 
Internet 
Wireless Receiver 0 
Server 0  Server n-1 
Wireless Access Point 
Wireless Receiver 2  Wireless Receiver 1 
 
Figure 2. Simulation setup for evaluation of GSV and LSV. 
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the wireless LAN. The wireless receivers had IP addresses 
which were very close to each other so that a few bit-errors 
can change one destination IP address to another. Distinct 
source and destination ports were used for each multimedia 
stream. 
The video streams used for the simulations were com-
pressed using the H.264/JVT video encoder [1]. Unless other-
wise stated, all video streams have the same encoding bitrate. 
These equal bitrate multimedia streams render the least infor-
mative a priori distribution. Since all the streams have the 
same encoding bitrate, the amount of data transmitted over the 
network increases linearly with an increase in the number of 
multimedia streams. For each packet transmission: (i) 512 
bytes were taken from a video stream as the packet payload, 
(ii) UDP, IP and 802.11-MAC headers were appended to the 
payload, and (iii) the resultant (header and payload) packet 
was corrupted using the bit-error traces. The video streams 
were assigned to the three wireless receivers in a round-robin 
manner, receiver0→stream0, receiver1→stream1, re-
ceiver2→stream2, receiver0→stream4, up to stream19. 
Transmission of packets from each stream was also simulated 
in a round robin fashion.  
IV.  THROUGHPUTS OF GSV AND LSV 
In this section, we evaluate the throughputs provided by 
GSV and LSV at 2, 5.5 and 11 Mbps data rates of an 802.11b 
wireless LAN. Here the term “throughput” refers to the ratio 
of the total number of packets correctly relayed to the wireless 
receiver’s application and the total number of packets sent by 
the sender’s application layer over a fixed period of time. 
Some of these packets will be corrupted, and therefore this 
throughput consists of both error-free and corrupted packets. 
In subsequent sections, we demonstrate that errors in cor-
rupted packets can be corrected using much less FEC redun-
dancy than the conventional UDP/IP/802.11 protocol stack. 
Unless otherwise stated, we use a bit-error probability of 
0.1 p =  and results are reported for receiver-0. 
A.  Throughput at 2 Mbps 
Figure 3(a) outlines the performance of AxMAP and 
RMeAP detectors in conjunction with GSV at 2 Mbps. The 
dotted line in the figure provides the total number of corrupted 
packets; that is, the maximum number of corrupted packets 
that can be correctly detected and relayed to the receiver’s 
application layer. It is clear from Figure 3(a) that both Ax-
MAP and RMeAP detectors have very high detection accura-
cies; for both detectors, more than 99% of received packets are 
correctly detected.  
Figure 3(b) shows the performance of the detectors in an 
LSV scenario. The LSV only focuses on packets destined for 
receiver-0, and therefore comparison with Figure 3(a) shows 
that the total number of corrupted packets is always lesser than 
the GSV case. Also note that the performances shown in 
Figure 3(b) are the sum of incorrect decisions (i.e., packets 
whose destination was not accurately ascertained) and missed 
packets (i.e., packets whose recovery was not attempted). It is 
easily observed from Figure 3(b) that even in the LSV case 
both AxMAP and RMeAP detectors provide very accurate 
decisions; in all cases, more than 99% decisions are correct. 
Thus, although based completely on local statistics, the LSV 
renders performance comparable to that of GSV at 2 Mbps. 
B.  Throughput at 5.5 Mbps 
The AxMAP and RMeAP detectors’ throughputs are shown 
in Figure 4. For GSV, the results are similar to the results at 2 
Mbps since both AxMAP and RMeAP detectors provide ex-
tremely accurate detection of corrupted packet headers; more 
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(a) GSV  (b) LSV 
Figure 3. GSV and LSV throughputs of AxMAP and RMeAP detectors at 2 Mbps with uniform source distributions. 
5 10 15 20
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
x 10
4
number of streams
c
o
r
r
e
c
t
l
y
 
d
e
t
e
c
t
e
d
 
p
k
t
s
total corrupted pkts
AxMAP correct decisions
RMeAP correct decisions
 
5 10 15 20
2000
3000
4000
5000
6000
7000
8000
9000
number of streams
c
o
r
r
e
c
t
l
y
 
d
e
t
e
c
t
e
d
 
p
k
t
s
total corrupted pkts at a single recvr
AxMAP correct decisions                 
RMeAP correct decisions               
 
(a) GSV  (b) LSV 
Figure 4. GSV and LSV throughputs of AxMAP and RMeAP detectors at 5.5 Mbps with uniform source distributions. MM000888  5
than 99% of the packets are correctly detected. It was shown 
in [8] that the error-free packet throughput at 5.5 Mbps is 
much lower than 2 Mbps. The results of Figure 4(a) show that 
even for this somewhat high error-rate 5.5 Mbps channel, the 
AxMAP and RMeAP detectors render excellent performances 
in a GSV scenario. 
The 5.5 Mbps LSV results given in Figure 4(b) are also 
consistent with the 2 Mbps case as both AxMAP and RMeAP 
have very high detection accuracy. The overall LSV perform-
ance is slightly inferior to the 2 Mbps case, but more than 98% 
of the corrupted packets are detected correctly. Thus we con-
clude that the increased error-rate at 5.5 Mbps does not dete-
riorate the performance of the detectors under consideration.  
C.  Throughput at 11 Mbps 
Figure 5(a) demonstrates that in a GSV scenario, both Ax-
MAP and RMeAP detectors are very accurate for the high 
error-rate 11 Mbps channel. The GSV performances of Ax-
MAP and RMeAP detectors are slightly worse than at 5.5 and 
2 Mbps. This performance degradation is due to the increased 
error-rate. Nevertheless, 98% of the corrupted packets are de-
tected correctly. 
The LSV detection performance at 11 Mbps (Figure 5(b)) 
shows a clear drop in the accuracy of both detectors; approxi-
mately 85% of the packets are correctly detected as opposed to 
more than 99% and 98% at 2 and 5.5 Mbps, respectively. This 
result is not very surprising since we know from [8] that the 
percentage of error-free packets is approximately 15% at 11 
Mbps as opposed to more than 64% and 99% at 5.5 and 2 
Mbps. Due to the high error-rate at 11 Mbps, and due in part 
to the local nature of the variant under consideration, there are 
not enough error-free packets to build a robust a priori distri-
bution. Nevertheless, keeping in view the very high error-rate 
at 11 Mbps, the LSV performance is still quite good since 
more than 85% of the packets are correctly detected for any 
number of streams. 
D.  Detection for Streams with Different Source Bitrates 
At this point, we have established the efficacy of the pro-
posed schemes for the case where the source bitrates of all 
received streams are equal. In Figure 6, we evaluate the sce-
nario where the source bitrates are skewed, with encoding 
bitrates varying from 50 Kbps to 1 Mbps. Accuracies of the 
AxMAP and RMeAP detectors were almost identical, there-
fore Figure 6 only shows the AxMAP detector. Also, perform-
ance at 2 Mbps was similar and is skipped for brevity. It can 
be clearly observed that the throughput of the header detection 
scheme is very good at 2 and 5.5 Mbps.  While LSV’s per-
formance is slightly inferior to GSV, both variants relay most 
of the corrupted packets to the application layer. Henceforth, 
all results employ the (worst-case) equal bitrate streams.  
E.  Coping with False Positives 
A packet that is not intended for a multimedia session, but 
gets relayed to that session represents a false positive. False 
positive rates of the AxMAP detector for the twenty streams 
case are given in Table I. It can be observed that the false 
positive rates at all data rates are extremely low. While these 
false positives are almost negligible, they can desynchronize 
video and FEC decoders. Thus it is important to detect the 
false positives. To this end, when using JVT/H.264 based en-
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(a) GSV  (b) LSV 
Figure 5. GSV and LSV throughputs of AxMAP and RMeAP detectors at 11 Mbps with uniform source distributions. 
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Figure 6. GSV and LSV throughputs of the AxMAP detector with skewed source distributions. 
TABLE I  
FALSE POSITIVES OF THE AXMAP DETECTOR WITH A TOTAL OF 20 STREAMS 
  2 Mbps  5.5 Mbps  11 Mbps 
GSV  0.377% 0.182%  0.45% 
LSV  0.377% 0.073%  0.21% MM000888  6
coding one can have a single slice per packet, with the slice 
sequence numbers protected with enough redundancy to en-
sure that these sequence numbers can always be recovered at 
the receiver. A receiver can then drop all packets whose slice 
numbers are much larger or smaller than the next/expected 
slice number. For video encoders that do not have a 
slice/packet sequence number, a small incremental packet se-
quence number with parity bytes can be inserted into each 
packet by the sender’s application layer. This sequence num-
ber based scheme can also provide erasure locations (i.e., 
dropped packets) to the FEC decoder.  
F.  Discussion 
The high throughputs rendered by LSV and GSV contain 
corrupted data and it is important to ascertain how much re-
dundancy will be required to correct the erroneous bits within 
the corrupted packets. Similarly, in order to draw a fair com-
parison it is important to compare the FEC redundancy of the 
proposed schemes with a similar FEC scheme deployed on an 
application running on the conventional UDP/IP/802.11-MAC 
protocol stack. The next section provides this comparison.  
V.  FEC PERFORMANCE OF GSV AND LSV 
The last section focused on techniques to relay maximum 
amount of error-free and corrupted multimedia data to the 
application. In this section, we evaluate the amount of FEC 
redundancy required by the multimedia application to correct 
errors in the corrupted multimedia content. We compare the 
FEC redundancies of GSV and LSV with the redundancy re-
quired to recover from losses if a conventional 
UDP/IP/802.11-MAC protocol stack is employed at the re-
ceiver. Since both AxMAP and RMeAP detectors relay ap-
proximately the same number of corrupted packets to the ap-
plication, henceforth we only report results for the AxMAP 
detector. 
Due to header detection, some of the packets reaching the 
application layer have errors, while some other packets are 
lost due to missed or inaccurate detections. Thus an FEC 
scheme operating over LSV and GSV should be able to de-
code errors and erasures simultaneously. 
A.  FEC Construction 
We employ block-based systematic Reed-Solomon (RS) 
codes for FEC-based recovery. For error correction, if a code-
word has r  number of redundant symbols then a maximum of 
2
r        transmission errors in that block can be corrected. No 
error can be corrected if the number of transmission errors in a 
block is greater than  2
r       . Many contemporary FEC schemes 
have been designed for and applied to erasure recovery, where 
knowledge of error locations facilitates FEC decoding. If a 
codeword has a redundancy of r  then a maximum of r  era-
sures can be recovered. Thus in a present scenario, where both 
errors and erasures are observed, the data recovery and correc-
tion is bounded by  2 rq m ≥+, where q  is the number of 
errors and m  is the number of erasures. For the 
UDP/IP/802.11 protocol stack, we employ RS erasure decod-
ing (Berlekamp algorithm [11]) to recover dropped packets. 
For LSV and GSV, we use a variant of the RS coding that is 
capable of joint error and erasure recovery [11].  
In this section, we show FEC results for a packet block 
length of  30 N = . The FEC scheme is systematic and hence a 
packet block can be segregated into message packets and re-
dundant packets. Each FEC codeword is composed of four 
bytes from a different packet, where each packet consists of 
512 bytes. Thus each packet contributes to 128 separate FEC 
codewords, and each codeword spans over 30 packets. Thus, 
while the packet block-length is 30 packets, the code-length is 
120 bytes (or 120 symbols where each symbol is drawn from a 
Galois field
8 (2 ) GF .)  The results we present for the above 
FEC parameters are representative of performance trends that 
were observed for a wider range of packet block lengths, code 
lengths and packet sizes.  
B.  Comparison of FEC Redundancies 
Figure 7 compares the FEC redundancies of GSV and LSV 
to the conventional UDP/IP/802.11-MAC protocol stack.  It 
can be clearly seen that for all data rates the conventional 
schemes require a higher amount of redundancy to provide 
100% reliability when compared with the proposed header 
detection variants. It can be observed from Figure 7 that the 
FEC performances of GSV and LSV improve with respect to 
an increase in the 802.11b data rate. This is congruent with our 
preceding discussions where we observed that the error-rate at 
2 Mbps is quite low and therefore error recovery does not re-
quire much redundancy. The FEC redundancy subsequently 
increases at 5.5 and 11 Mbps, and the performance gap be-
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Figure 7. FEC performances of GSV and LSV with respect to UDP/IP/802.11-MAC from the minimum up to 100% recovery. MM000888  7
tween header detection and the conventional protocol stack 
widens. 
Here it is noteworthy that due to their enhanced error resil-
ience features, emerging real-time applications can tolerate a 
certain level of losses in the multimedia content [1], [2]. Thus 
often in video streaming if the underlying source coding is 
error-resilient then the aim of the FEC scheme is to keep the 
number of losses under a tolerable threshold instead of at-
tempting 100% data recovery. Consequently, it is important to 
compare the relative performance of the conventional and 
proposed schemes even over the region where neither conven-
tional UDP/IP/802.11 nor GSV/LSV provides 100% reliabil-
ity. In this context, the utility of the proposed schemes can be 
further appreciated by noting that the throughputs of the pro-
posed schemes are equal to or better than the conventional 
protocol stack for all redundancies. 
VI.  VIDEO PERFORMANCE OF GSV AND LSV 
The results presented so far show throughput improvements 
rendered by GSV and LSV. For fixed FEC parameters (i.e., 
possibly less than 100% recovery), the video received by the 
application after header detection and FEC decoding contains 
error-free, partially corrupted, and completely dropped pack-
ets. It is then up to the multimedia application to recover from 
these channel impairments. We decompress the video after 
FEC decoding to substantiate the advantages of using the pro-
posed GSV and LSV schemes. 
We evaluated video for varying values of quantization pa-
rameters, frame frequencies, frame sizes, types of video se-
quences, FEC parameters and data rates. In all the video per-
formance evaluations, the video quality rendered by GSV and 
LSV was consistently better than the conventional 
UDP/IP/802.11 protocol stack. It was observed that at 2 Mbps 
the total packet drops, even for a conventional protocol stack, 
were very small and the margin for improvement was small. 
On the other hand at 11 Mbps, while the proposed scheme 
easily outperformed the conventional stack, the channel errors 
(even for GSV and LSV) were quite profound. Therefore, in 
this section we focus on the 5.5 Mbps data rate.  
The JVT/H.264 video encoder/decoder was used to com-
press/decompress the video streams. We used a group of pic-
tures (GOP) size of 15 frames. The video frame sequence was 
IPP…PI, where I is an intra-coded frame and P is a unidirec-
tional predictive frame. The video sequences had a CIF frame 
size and were encoded at a frequency of 30 frames/second. 
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Figure 8. LSV video evaluation for fixed FEC parameters at 5.5 Mbps: (a) LSV video frame, (b) UDP video frame, (c) PSNR of a GOP. 
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Figure 9. GSV video evaluation for fixed FEC parameters at 5.5 Mbps: (a) GSV video frame, (b) UDP video frame, (c) PSNR of a GOP. 
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The source encoding parameters were adjusted to provide a 
source bitrate of 700 kbps. A JVT video packet size of 512 
bytes was used. For FEC recovery, we use the RS-based 
scheme described in the previous section with packet block 
length of  30 N = . Each block consists of 21 message pack-
ets. 
Figure 8 and Figure 9 provide subjective and temporal 
comparisons on the basis of video frames and peak signal-to-
noise ratio (PSNR). In both figures there were many video 
frames that were completely lost due to the UDP/IP/802.11 
protocol stack. These frame losses are represented by a PSNR 
of zero dB. It can be seen that the video quality provided by 
the header detection variants is significantly better than the 
conventional protocol stack. It should be highlighted that for 
the UDP/IP/802.11-MAC protocol stack, a number of picture 
frames are completely lost, leading to considerable block dis-
tortion and motion jerkiness; these artifacts are not evident in 
the provided results. Note also that while the video sequence 
in Figure 9 had a high amount of temporal redundancy, the 
losses for the conventional stack were so high and prolonged 
that both block distortions and motion jerkiness artifacts were 
observed in the multimedia content. 
In general, our video simulation results indicated a slightly 
inferior yet comparable LSV performance as opposed to GSV. 
There were scenarios in which GSV and LSV provided identi-
cal performances. One such scenario is shown in Figure 10 for 
the Stefan video sequence, where both LSV and GSV provide 
identical performance improvement over the conventional 
protocol stack. Thus LSV provides an effective low-
complexity alternative to GSV. 
VII. CONCLUSION 
We proposed a receiver-based approach to improve wireless 
bandwidth utilization for multimedia applications. Two vari-
ants of the proposed approach were investigated. Comparison 
with a conventional UDP/IP/802.11 protocol stack showed 
that both variants of the proposed scheme significantly im-
prove throughput and multimedia quality. 
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