In this paper we solve the basic fractional analogue of the classical linearquadratic Gaussian regulator problem in continuous-time with partial observation. For a controlled linear system where both the state and observation processes are driven by fractional Brownian motions, we describe explicitly the optimal control policy which minimizes a quadratic performance criterion. Actually, we show that a separation principle holds, i.e., the optimal control separates into two stages based on optimal filtering of the unobservable state and optimal control of the filtered state. Both finite and infinite time horizon problems are investigated.
Introduction
Several contributions in the literature have been already devoted to the extension of the classical theory of continuous-time stochastic systems driven by Brownian motions to analogues in which the driving processes are fractional Brownian motions (fBm's for short). The tractability of the basic problems in prediction, parameter estimation, filtering and control is now rather well understood (see, e.g., [6] , [15] , [9] , [7] , [8] , [16] , [1] , [10] and references therein). Nevertheless, as far as we know, it is not yet demonstrated that optimal control problems can also be handled for fractional stochastic systems which are only partially observable. So, our aim here is to illustrate the actual solvability of such control problems by exhibiting an explicit solution for the case of the simplest linear-quadratic model.
We deal with the fractional analogue of the so-called linear-quadratic Gaussian regulator problem in one dimension. The real-valued processes X = (X t , t ≥ 0) and Y = (Y t , t ≥ 0), representing the state dynamic and the available observation record, respectively, are governed by the following linear system of stochastic differential equations, which shall be as usual interpreted as integral equations : bounded. We suppose that at each time t ≥ 0 one may choose the input u t in view of the past observations {Y s , 0 ≤ s ≤ t} in order to drive the corresponding state, X t = X u t say, which hence also acts upon the observation, Y t = Y u t say. Then, given a cost function which evaluates the performance of the control actions, the classical problem of controlling the system dynamics on some time interval so as to minimize this cost occurs.
(t)X t dt + b(t)u t dt + σ(t)dV

H t , t ≥ 0 , X 0 = x , dY t = A(t)X t dt + B(t)dW
Here, in the finite time horizon case, given some fixed T > 0, we consider the quadratic payoff J T defined for a control policy u = (u t , t ∈ [0, T ]) by
where q T is a positive constant and q = (q(t), t ∈ [0, T ]) and r = (r(t), t ∈ [0, T ]) are fixed (deterministic) positive continuous functions. It is well-known that when H = 1/2 and hence the noises in (1.1) are Brownian motions, then (see, e.g., [17] , [3] and [13] ), the solutionū to the corresponding problem, called the optimal control, is provided for all t ∈ [0, T ] bȳ u t = − b(t) r(t) ρ(t)π t (X) ;X t = Xū t ;Ȳ t = Yū t , (1.3) where π t (X) is the conditional mean ofX t given {Ȳ s , 0 ≤ s ≤ t} and ρ = (ρ(t), t ∈ [0, T ]) is the unique nonnegative solution of the backward Riccati differential equatioṅ This result is known as the separation or certainty-equivalence principle. It means that, optimally, the processing device which takes the observation record {Ȳ s , 0 ≤ s ≤ t} and converts it into a control valueū t separates into two stages : computation of the statistic π t (X) and computation of the control valueū t as a function of this statistic. The main feature is that these operations are independent in the sense that the Kalman-Bucy filter does not depend in any way on the coefficients q T , q, r defining the control problem, whereas the control function does not depend on the noise parameters σ, B, i.e., the controller behaves as if π t (X) was the actual stateX, which explains the term "certainty-equivalence". Our first goal here is to show that actually when the system (1.1) is driven by fBm's with some H ∈ (1/2, 1) instead of Brownian motions, an explicit solution to the optimal control problem under the performance criterion (1.2) is still available in terms of a kind of separation principle. One of the crucial points is that, as in the case H = 1/2, again for H ∈ (1/2, 1) the original problem can be reduced to the optimal control problem with complete observation of the filtered state π t (X). This can be rather easily noticed thanks to the obvious orthogonality relation E(X t − π t (X))u t = 0 for any suitable variable u t which is measurable with respect to {Y s , 0 ≤ s ≤ t}. Then, to solve the optimal control problem concerning π t (X), we adapt the approach led in [10] to address the case of complete observation in a linear-quadratic regulator problem with a fractional Brownian perturbation.
ρ(t) = −2a(t)ρ(t) − q(t)
Actually, we shall deal also with the infinite time horizon problem. In this case, we assume that the coefficients a, b, σ, A and B in (1.1) are fixed constants and we choose an average quadratic payoff per unit time J ∞ which is defined for a control policy u = (u t , t ≥ 0) by
where q and r are positive constants. Here, it is well-known that when H = 1/2, then (see, e.g., [3] ) to get an optimal controlū, one has just, in the solution of the finite time horizon problem, to substitute for the functionρ, given by (1.4), the nonnegative solutionρ of the algebraic Riccati equation
In other words,ū is provided for all t ≥ 0 bȳ 9) where the optimal filter π t (X) is still generated by (1.5). So, again a separation principle holds. Moreover the optimal cost J ∞ (ū) is given by 10) whereγ is the nonnegative solution of the algebraic Riccati equation 2aγ+σ
We shall also extend these results to the case H ∈ (1/2, 1). Again, the main idea of the approach is that the original problem can be reduced to the optimal control problem with complete observation of the filtered state π t (X). But, contrarily to the finite time horizon case, here one of the difficult points is to obtain an "orthogonality" condition in the sense that the limit as T tends to infinity of a time average (X t −π t (X))u t dt is equal to zero almost surely for any suitable process u t . The verification of that condition and the analysis of several other crucial ergodic type properties require the precise study of the asymptotic behavior of various processes which have complicate structures. Then, to solve the optimal control problem concerning π t (X), we adapt the approach led in [12] to address the case of complete observation in a linearquadratic regulator problem with a fractional Brownian perturbation.
The paper is organized as follows. At first in Section 2, we fix some notations and preliminaries. In particular, we associate to the original problems auxiliary filtering and control problems concerning Volterra type integral dynamics driven by appropriate Gaussian martingales corresponding to the fractional noises. Then, in Section 3 and Section 4, the finite time and the infinite time horizon control problems are solved, respectively. Section 5 is devoted to a complementary analysis of the second case for which another optimal control defined in terms of a simpler and more explicit linear feedback is described. Finally, an Appendix in Section 5 is dedicated to auxiliary developments : we derive some technical results and we investigate ergodic type properties of some processes.
Preliminaries
Terminology and notations
In what follows all random variables and processes are defined on a given stochastic basis (Ω, F, (F t ), P). Moreover the natural filtration of a process is understood as the P-completion of the filtration generated by this process. Of course the fBm reduces to the standard Brownian motion when H = 1/2. For H = 1/2, the fBm is outside the world of semimartingales but a theory of stochastic integration w.r. to fBm has been developed (see, e.g., [4] or [5] ). Actually the case of deterministic integrands, which is sufficient for the purpose of the present paper, is easy to handle (see, e.g., [15] ).
-Fundamental martingale associated to B H -There are simple integral transformations which change the fBm to martingales (see [15] , [9] and [16] ). In particular, defining for 0 < s < t
3) . In particular, we have the direct consequence of the results of [9] that, given a suitably regular deterministic function g = (g(t), t ≥ 0), the following representation holds :
where for H ∈ (1/2, 1) the function K g H is given by 
then it is called an optimal control and (ū,X,Ȳ ), whereX = Xū,Ȳ = Yū, is called an optimal triple and the quantity J(ū) is called the optimal cost.
Auxiliary filtering and control problems
Of course, taking into account the results recalled in Section 1 for the case H = 1/2, our guess is that again, in the fractional world, the optimal controller behaves as if the filtered state was the actual state.
-Filtering problem -Actually, the filtering problem in model (1.1), without the additional term b(t)u t in the state dynamic, has been solved in [9] . But, parallelling the developments therein, it is immediate to extend in the following terms the result stated therein to the present setting where only u's belonging to U ad are involved. With k H given by (2.2), we introduce the observation fundamental semimartingale Z which is defined from Y by :
It can be represented as
where W * is the Gaussian martingale associated to W H through (2.4) and
with a derivative understood in the sense of absolute continuity. The natural filtrations (Z t ) and (Y t ) of Z and Y coincide and moreover the innovation type process ν = (ν t , t ∈ [0, T ]) can be defined as follows. Using, for any process ξ = (ξ t ; t ≥ 0) such that E|ξ t | < +∞, the notation π t (ξ) for the conditional expectation E(ξ t /Y t ) of ξ t given the σ-field Y t (or equivalently Z t ), the process ν is given by :
where w H , Z and Q are given by (2.3), (2.7) and (2.8), respectively. Actually, ν does not depend on the admissible control u and moreover it is a continuous Gaussian (Y t )-martingale, with the variance function < ν >= w H , which allows a representation of the filter π t (X). We introduce the family of 2 × 2 matrix-valued deterministic functions Γ f (t, .) = (Γ f (t, s), 0 ≤ s ≤ t) which satisfies the Riccati-Volterra type system
where the 2 × 2 matrices A f (t, r), E 2 and vectors C(t, r) in R 2 are given by
(2.11) Then, the filter π t (X) is governed by
Notice that the probabilistic interpretation of Γ f (t, s) is given in [9] (see also the beginning of section 6.2 in the Appendix below) and in particular, for s = t, the diagonal entries Γ ii f (t, s) of Γ f (t, s) are nothing but the variances of the filtering errors for X t and Q t , respectively, from
Of course, since the definition (2.9) of the innovation ν t involves the filter π t (Q), to generate the filter π t (X) from (2.12), one needs actually a complementary equation to form a closed system for the pair (π t (X), π t (Q)). We shall provide such an equation below (see also [8] for a global system of filtering equations in the case of constant coefficients without control).
-Control problem -Now, from our guess, it becomes natural to analyze the control problem in a Volterra type dynamic inspired of (2.12). Precisely, we consider a state process Π = (Π t , t ≥ 0) generated by
where M is a Gaussian (F t )-martingale with the variance function < M >= w H . Here, in the control problem which is relevant regarding our original problem, the class of admissible controls u is the whole class U. Of course, according to the setting, the payoff J(u) to minimize is evaluated by (1.2) or (1.7) with Π = Π u in place of X, respectively. We recognize that actually the just stated control problems are quite similar to those which have been solved in [10] and [12] . More precisely, to get here an optimal controlū, we have only to substitute Γ 12 f (t, s) for K H (t, s) in the settings therein. Therefore, in the finite horizon case, we introduce the family of 2 × 2 matrix-valued
where the 2 × 2 matrices A c (t, s),
are given by
Actually, the (1, 1)-entry Γ 15) and moreover the optimal cost is
Similarly, in the infinite horizon time case, we shall be able to take benefit of the approach led in [12] in order to analyze the auxiliary control problem with complete observation associated with the original control problem.
Finite time horizon control problem
At first we state our main result : (2.11) , respectively. Let also Γ f , Γ c be the solutions of (2.10), (2.14) , respectively, andρ be the solution of (1.4) . In the control problem
p(t, s) and q(t, s) be the kernels defined in (2.2) and
with J T defined by (1.2) , an optimal controlū in U ad and the corresponding optimal triple (ū,X,Ȳ ) are governed on [0, T ] by the system
1) where
and the pair (π t (X), π t (Q)) is generated by
(3.5)
(t, s) = A(t)/B(t), it is easy to check that for all 0 ≤ s ≤ t ≤ T , the matrices Γ f (t, s)
and Γ c (t, s) reduce to :
where ρ and γ are the solutions of the Riccati equations given in (1.4) and (1.5), respectively. Hence, it is readily seen that actually the statement in Theorem 3.1 reduces globally to the well-known result recalled in Section 1.
one can write the optimal controlū t as
It is worth mentioning that actually the additional termv t which appears in the case H > 1/2 (and equals zero when H = 1/2) can be interpreted in terms of the predictors at time t of the noise component V H τ , t ≤ τ ≤ T based on the observed optimal dynamics (Ȳ s , s ≤ t) up to time t. Precisely, one can rewritē
where
or, equivalently,v
This will be made clear after the proof of Theorem 3.1.
Proof of Theorem 3.1 Clearly, due to its definition through a closed system in terms of the only processȲ , the control policyū given by (3.1) belongs to U ad . Moreover, comparing (3.3) with (2.12), we see that π t (X) is nothing but the filter of X based on the observation ofȲ . Actually, from the results in [9] , it can be seen that π t (Q) given (3.4) is also the filter of the processQ which is the analogue forX of Q defined from X by (2.8). This explains why one may also substitute (3.2) for (2.9) in the representation of the innovation ν which does not depend on the admissible control. Let us consider the process (p t , 0 ≤ t ≤ T ) defined by 8) which in particular allows the representationū t = −(b(t)/r(t))p t . Parallelling the proof in [10] , it can be shown that it satisfies the following backward stochastic differential equation :
Now we show thatū minimizes J T over U ad . Given an arbitrary u ∈ U ad , we evaluate the difference J T (u) − J T (ū) between the corresponding cost and the cost for the announced candidateū to optimality. Of course, we can write
Using the equality y 
Actually, the last integral can be written as
and moreover, due to (1.1), (2.12) and (3.3), X t −X t = π t (X) − π t (X). Hence we can rewrite ∆ 2 in the form
Now, taking into account equation (3.9), we see that the difference of the last two integrals can be written as
Therefore, inserting this into the expression above of ∆ 2 and taking the expectation, since E[X t − π t (X)][π t (X) − π t (X)] = 0 and the stochastic integral part gives also zero, we get that
Now, integrating by parts, since p
This of course means thatū minimizes J T over U ad . Now we compute the optimal cost J T (ū). Sincē
and E[π t (X)(X t − π t (X))] = 0, we can write
Comparing (3.1), (3.3) with (2.13), (2.15), we recognize that the first quantity in the right-hand side above is nothing but the optimal cost (2.16) in the auxiliary control problem discussed in Section 2. Therefore, since moreover E(X t − π t (X))
we see that the expression (3.5) holds for J T (ū).
Justification of Remark 3.1.b Paralleling the discussion in [10] , it follows that
where φ(τ, t) is given by (3.7) and
But for any τ ≥ t we have
and hence also
Therefore, the equality (3.6) will be valid if we prove
But for τ > t the following representation holds :
and so we just need to show that
To prove this equality, for r < t < τ , we introduce the quantity
where X 
This gives that (3.10) holds and hence also (3.6).
Infinite time horizon control problem -First solution
Here we assume that the coefficients a, b, σ, A and B in (1.1) are fixed constants and that q and r are positive constants. Then, in equation (2.10) for Γ f (t, s) = ((Γ ij f (t, s))), the coefficients A f and C take the particular form
where k H is given by (2.2) and
Taking benefit of the approach led in [12] for the infinite time horizon control problem with complete observation, it is natural to introduce the following family of auxiliary functions (γ 7) , an optimal controlū in U ad and the corresponding optimal triple (ū,X,Ȳ ) are governed by the system
4)
where 5) and the pair (π t (X), π t (Q)) is generated by
where Remark 4.1 (a) From the proof below, it will appear that the term γ ∞ (H), given by (4.10) which is involved in the representation (4.8) of the optimal cost J ∞ (ū), is nothing but the limit as t tends to infinity of the variance E(X t − π t (X)) 2 of the filtering error. Actually, in the statement above, for δ f = δ c , the quantity ζ ∞ (H) must be interpreted as the limit of the right hand side of (4.9) as δ c tends to δ f . This limit is nothing but
) . 
where γ is the solution of the Riccati equation given in (1.5). Hence, it is readily seen that actually the statement in Theorem 4.1 reduces globally to the well-known result recalled in Section 1.
(c) Introducingv
It is worth mentioning that actually the additional termv t which appears in the case H > 1/2 (and equals zero when H = 1/2) can be interpreted in terms of the predictors at time t of the noise component V H τ , τ ≥ t based on the observed optimal dynamics (Ȳ s , s ≤ t) up to time t. Precisely, one can rewritē 12) or, equivalently,v
This can be derived from the discussion in [12] by means of arguments similar to those which have been used above to prove (3.6).
Proof of Theorem 4.1 Concerning the admissibility ofū and the interpretation of the different terms involved in the system, one may repeat exactly the arguments at the beginning of the proof of Theorem 3.1. Let us consider the process (p t , t ≥ 0) defined by
which in particular allows the representationū t = −(b/r)p t . Parallelling the proof in [12] , it can be shown that it satisfies the following stochastic differential equation :
Now we compute the cost J ∞ (ū) corresponding to the controlū. Given an arbitrary u ∈ U ad , we use the notation
where X t = X u t . For u =ū, we can write From (4.4), (4.6) and (4.14), we recognize that the pair (ū t , π t (X)) is governed by a dynamic similar to that of the optimal pair obtained in [12] for an infinite horizon time problem under fractional Brownian perturbation and complete observation. Therein, the function K H (t, s) plays exactly the same role as Γ 12 f (t, s) here. Then, we may parallel the developments (see section 6.3 in the Appendix below) to get the limit a.s. 
where γ ∞ (H) is given by (4.10). Actually, in the Appendix (cf. section 6.3), we prove that the processX t − π t (X) possesses the following ergodic type property :
Moreover we shall show that a.s. Now we show thatū minimizes J ∞ over U ad . Proceeding along steps quite similar to those followed in the proof of Theorem 3.1, we can evaluate the difference
and
Notice that, integrating by parts in the last line above, since π 0 (X) − π 0 (X) = 0, we can rewrite ∆ 2 (T ) as
Since J ∞ (u) = lim sup T →+∞ 1 T j T (u) a.s. and ∆ 1 (T ) ≥ 0, of course we have
Hence, in order to prove thatū minimizes J ∞ over U ad , it is sufficient to show that lim T →+∞ 1 T ∆ 2 (T ) = 0 a.s. To this end, it suffices to show that, if u ∈ U ad is such that J ∞ (u) < +∞, then the following limits hold a.s.
These three properties will be proved in the Appendix (cf. section 6.3).
Infinite time horizon control problem -Second solution
Here the setting is the same as in Section 4. We propose a simpler and more explicit control which is also optimal. With respect to the first solution, it has the advantage that the involved feedback is more clearly expressed in terms of the observation process Y . Moreover, it is coherent with the asymptotically optimal filter proposed in [11] for linear systems without control and with the second solution proposed in [12] for the infinite time horizon optimal control problem under complete observation.
In the classical case H = 1 2 where the noises are standard Brownian motions and hence the system of filtering equations reduces to the usual Kalman-Bucy system, the asymptotic variance of the filtering error isγ given by (1.11) . In that case, substituting the constantγ for the function γ(t) in the equations (1.5) and (1.9), one gets the simpler controller
whereρ is still given by (1.8). Observe that, taking into account (1.8) and (1.11), actually π * t is governed by and we identify in this class a control for which the cost value is J ∞ (ū) given by (4.8).
So, we start with a control u t = u φ t in the form
Then, from (1.1), it is readily seen that we have also
Actually, it can be recognized that X W ≡ (Bb/Aσ)U V . Hence, for the system (5.4)-(5.5), we can substitute the following :
1 For simplicity, here we deal only with the case x = 0
We observe that in the system defined by the last two equations above which link 
is achieved. Actually, for a stochastic integral
we can evaluate
Exploiting the representation
it is easy to check that we can rewrite
Hence, due to (5.6) and the independence between V H and W H , we can rewrite the quantityĴ ∞ (U W ) as 9) . Actually, it can be readily seen from (5.7) that the dynamics which link 
0 .
Then, we can rewrite (5.11) and (5.10) aṡ
(5.14)
Hence, to solve the problem (5.12), it is natural to introduce the following Hamiltonian system in the functions Z * and p * :
is nothing but the solution of (5.13) corresponding to the control 
It can be checked that the matrices Γ and Λ = r
The eigenvalues of Λ are δ c and δ f . If δ c = δ f , then it can be decomposed as
Similarly, if δ c = δ f , then Λ can be decomposed as
Of course, we have 
Concerning the cost, starting from (5.15) and evaluating by integration by parts the variation of p * (t) Z * (t) over [0, +∞), it is readily seen that
Consequently, evaluating by integration by parts the variation of λ * (t) Γ Z * (t) over [0, +∞), we get that J ∞ ( U * W ) can also be represented as
Then, evaluating the variation of λ * (t) Γ λ * (t) over [0, +∞), it comes that also
Finally, an alternative expression for J ∞ ( U * W ) can be derived. We introduce the nonnegative solution R of the algebraic Lyapunov equation
Then, evaluating by integration by parts the variation of λ * (t) ΓRΓ λ * (t) over [0, +∞), it comes that we can also write
(5.23) Actually, we get 
Moreover, from (5.22), it comes that the first term within brackets in the right hand side of (5.23) gives
Finally, from these expressions, it can be checked that J ∞ ( U * W ) can be represented as
where ζ ∞ (H) and γ ∞ (H) are given by (4.9) and (4.10), respectively. In other words,
is nothing but the optimal cost J ∞ (ū) given by (4.8) for our original infinite horizon stochastic control problem. The case δ c = δ f can be treated similarly to obtain the same conclusion, with the limiting value (4.11) instead of (4.9) for the term ζ ∞ (H). Now, taking into account the fact that the connection (5.9) can be inverted by
we may reformulate our initial guess by telling that the triple (
, is a candidate to define through (5.6) an optimal pair (u 
Now, from equation (5.31), it comes thaṫ
which can be rewritten aṡ 
Inserting this equality into (5.37) and taking into account (5.38), it follows that
But from (5.32) we have
where ϕ f and ϕ c are given by (5.33). It can be checked that actually the processes
are nothing but the solutions of equations (5.28) and (5.29) respectively. Therefore, we can write
Finally, using (5.26), it is readily seen that u * t can be rewritten as in (5.25).
6 Appendix -Auxiliary results
Some sufficient condition on moments for ergodic type properties of processes
The following sufficient condition for ergodic type properties is the key of several steps in our developments. It has already been used in the proof of Theorem 5.1 and it will be again repeatedly used below. Notice that throughout the statements and the proofs, below we use C to denote an unspecified positive constant, not always the same.
Proposition 6.1 Let ξ = (ξ t , t ≥ 0) be a centered continuous process. Suppose that there exists some constants C > 0 and β > 0 such that the condition
holds for all t ≥ 0 and τ ≥ 0. Then the process (ξ t , t ≥ 0) possesses the following ergodic type properties :
(ii) if moreover ξ is Gaussian, then for any integer k ≥ 1,
Proof For 0 < β < 1, assertion (i) is actually an immediate consequence of the last statement written on page 95 in [2] since if the above condition (6.1) is satisfied then the condition 0 ≤ 2α < β < 1 numbered (5.5.3) therein is obviously fulfilled with α = 0. For β ≥ 1, it is clear that the condition (6.1) is stronger than for 0 < β < 1 and so the conclusion remains still valid. Now, if the centered process ξ is Gaussian, for any k ≥ 1, we have
, with some positive constant C, and hence also, if ξ satisfies (6.1), then
) .
Consequently, assertion (ii) follows by a simple application of the first statement in the Proposition to the centered process (ξ 6.2 About some technical results used in the proof of Theorem 4.1
Here we are concerned with a system with constant coefficients. Again, without any loss of generality and for simplicity, we assume that σ = B = 1 and x = 0. Moreover, since the case δ c = δ f can be treated similarly, we assume also that δ c = δ f . For the pair (X, Y ) solution of the system (1.1), we introduce the filtering error process ∆ as
Recall that this process, which is centered, does not depend on the specific control u involved in the system. Hence, to analyze the second order structure and the asymptotic behavior of ∆, we may deal only with the case u ≡ 0. Notice that, from the asymptotical point of view, from [8] , we know already that for t tending to infinity the variance function Γ Proof Concerning assertion (i), since the complete proof is quite long and very technical, here we just give some hints about the main steps.
3
At first, in the representation (6.7), explicite expressions of the involved solutions of equations (6.5)-(6.6) can be obtained. Then, from these expressions, refining the methods used in [8] , precise limiting properties of the various terms inside the integrals in the right hand side of (6.7) can be analyzed. Finally, it can be shown that for any fixed τ ≥ 0, γ ∆ (τ ) = γ ∆ , where again the limit γ ∆ is finite and can be written explicitly. Hence, it is readily seen that the assertion (i) holds. Now we prove assertion (ii). Since ∆ is a centered Gaussian process and, due to Finally we turn to assertion (iii). At first, we prove (6.10) for a bounded process v. Since v is (Y t )-adapted and ∆ is centered, Ev t ∆ t = 0 for all t ≥ 0, i.e., the process v∆ Actually, it can be seen that there exists a constant C > 0 such that for all s ≥ 0
and so we get also that for all t ≥ 0 and τ ≥ 0
) , which means that assertion (ii) is valid.
Finally, we turn to assertion (iii). Here, since the processz is Gaussian and centered, due to Proposition 6.1 (ii) and assertion (ii) above, it suffices to show that the limit of Ez and hence (4.20 
