Abstract-In this paper, the effect of using a spatially smoothed forward-backward covariance matrix on the performance of weighted eigen-based state space methods/ES-PRIT, and weighted MUSIC for the direction-of-arrival (DOA) estimation is analyzed. Expressions for the mean-squared error in the estimates of the signal zeros and the DOA estimates, along with some general properties of the estimates and optimal weighting matrices are derived. A key result of the analysis is that optimally weighted MUSIC and weighted state space methods/ESPRIT have identical asymptotic performance. It is also shown that by properly choosing the number of subarrays, the performance of unweighted state space methods can be significantly improved. Then it is shown that the mean-squared error in the DOA estimates obtained using subspace based methods is independent of the exact distribution of the source amplitudes. This results in an unified framework for dealing with DOA estimation using a uniformly spaced linear sensor array (ULA), and the time series frequency estimation problem. The resulting analysis of the time series case is shown to be more accurate than previous results.
I. INTRODUCTION this paper, weighted subspace based methods for es-
I" timating the direction of arrival (DOA) of plane waves in noise using a uniformly spaced linear array (ULA) are considered. In particular, the effect of using a spatially smoothed forward-backward covariance matrix on the statistical performance of weighted eigen-based state space based methods [I] or ESPRIT [2] and weighted MUSIC is analyzed. An examination of unweighted MU-SIC method under these conditions has recently been studied in [3]- [6] , and hence in this paper there is greater emphasis on the weighted state space methods/ESPRIT. ESPRIT was developed for general arrays which possess a displacement invariance [2] and reduces to a state space method for the ULA case [ 11, [7] , [8] . However, the state space methods were developed first and deal extensively with the ULA case, the problem of interest here [ 11, [8]- [lo] . In particular, the use of spatial smoothing and the forward-backward approach in the manner developed here were first discussed in the context of state space methods. Hence, the use of the term state space methods appears more appropriate and will be used in this paper.
In recent years, a statistical evaluation of subspace based methods has been conducted by a number of researchers [3] , [4] , [8] , [ 111- [ 191. Particular attention has been paid to the case where the estimate of the covariance matrix was obtained by a straight forward averaging of the outer product of the snapshots. In [15] , [17] , [8] , [6] , it was shown that MUSIC performs better than eigenbased state space methods with the difference becoming significant as the length of the array increases. However, state space methods are computationally more attractive and there is incentive to seek ways to improve the statistical properties. Weighted eigen-based state space methods and weighted MUSIC are analyzed, and it is shown that this deficiency can be overcome by using a spatially smoothed forward-backward covariance matrix and proper weighting. These results are consistent with the past successful uses of the forward-backward approach, first for autoregressive parameter estimation [20] , and later for the problem of sinusoid frequency estimation [21] , [9] , and for DOA estimation of coherent sources [22] - [24] .
Another important attribute of the forward-backward smoothing approach is that it enables a natural link between the problem of narrow-band DOA estimation using an ULA, and the time series frequency estimation problem, i.e., sinusoids in noise problem. The natural commonality between these problems is well known, however, unfortunately the analysis of these problems has been treated separately. This paper capitalizes on the analysis framework developed in [3] , [5] , and establishes an unified framework for these problems.
The outline of the paper is as follows. Section I1 provides some background information. The various covariance matrix estimators are discussed and the framework for analysis is outlined. Amongst the covariance estimators, it is shown that combining spatial smoothing with the forward-backward approach is more effective than using forward spatial smoothing alone. The statistics relevant to the analysis are derived under the assumption that the source amplitudes and the noise are independent and are circularly Gaussian random vectors.
In Section 111, an expression for the mean-squared error (MSE) in the DOA estimates obtained using eigen-based state space methods is derived. Some interesting proper-ties of the estimator along with the optimal weighting issue are discussed.
In Section IV, an expression for the mean-squared error in the DOA estimates obtained using weighted MUSIC In Section V, the one and two source problem is examined in detail for the weighted state space method. Along with the issue of optimal choice of subarrays in the unweighted case, the effect of optimal weighting on the performance is examined, and shown to significantly improve the performance of state-space methods.
In, Section VI, it is shown that the relevant statistics used in the analysis are independent of the distribution of the source amplitudes. This provides a mechanism to extend the results to the time series frequency estimation problem, i.e., to deal with finite number of snapshots and deterministic source amplitudes, and results in a unified framework for dealing with DOA estimation using ULA's, and the time series frequency estimation problem. The ensuing results in the time series case are shown to be more general than existing results.
In Section VII, some computer simulations are provided to support the theoretical observations. Some of these results were first presented in [25]- [27] .
PROBLEM FORMULATION A. Data Model
For the nth observation period (snapshot), the spatial samples of the signal plus noise when M, possibly coherent, plane waves are incident on a ULA of L , sensors is given by the output vector
where w, = (27rd/X) sin O,, d being the separation between sensors, X the wavelength of the incident signal, and 6, the DOA. Due to the simple mapping between w, and Of, for simplicity, U, will also be often referred to as the DOA.
B. Different Covariance Matrix Estimators
Exploiting the ULA structure of the array, different covariance matrix estimates are possible from the data. Some popular estimates are discussed next. 
1) Forward
Compared to the FS approach, the FBS approach has been found to result in superior estimates. A potential explanation for this observation is provided in the following theorem whose proof is presented in Appendix A.
Theorem I: For a given number of subarrays K , in the noise free case the FBS covariance matrix is better conditioned than the FS covariance matrix, i.e., where K ( R ) = IIR1I2 llRfl12 = Xl/XM denotes the condition number of R . X1 is the largest eigenvalue and X M the smallest nonzero eigenvalue of R . Remark: In the presence of white noise of variance U : , the eigenvalues of both the matrices increase by 0 :
and hence the result is still true. AM plays an important role in low SNR and high resolution cases [17], [29] . A larger AM implies that the quality of the estimated signal subspace is better [28] , thereby indicating that the FBS approach is preferable to the FS approach.
C. Subspace Decomposition
The subspace based methods estimate the DOA using the eigenspaces of the covariance matrix R . Given any ' -is used to denote estimates. Also, the superscript Tdenotes transpose, 
D. Performance Analysis of Subspace Methods
For analysis purposes it is useful to divide the subspace methods into three steps as shown in Fig. 1. Step 3 is dependent on the subspace approach used to estimate the DOA, and the weighted subspace methods are the focus of this paper. Steps 1 and 2 are common to subspace methods. The issues involved in steps 1 and 2 have been discussed when MUSIC and the Minimum-Norm method were analyzed in [ 5 ] , [6] , and so only the main results are summarized here. For the proofs, the reader is referred to
Step 1 involves the mapping from the data to the covariance matrix estimate, and the statistics of the covariance matrix estimate are necessary for the analysis. This is summarized in Theorem 2.
Step 2 involves the computing of the eigenvectors from the covariance matrix estimate. Errors in the covariance matrix affect the subspaces, and this effect needs to be quantified in order to carry out the analysis. This is done in Theorem 3. It is useful to note that previous analyses of the subspace methods were based on the statistics of the eigenvectors and4
The statistics for the FS approach can be shown to be given by5
The statistics for the FO approach and the FB approach can be obtained by setting K = I in the appropriate expressions.
2) Perturbation in the Subspaces: The error (first order) in the subspaces due to an error AR in the covariance matrix is qua!tified in Theorem 3. For thi%result, the exact nature of R is not necessary as long as R has the structure discussed in Section 11-C.
Theorem 3 [3], [5]:
Assuming that the signal eigenvalues of R are distinct, the first-order perturbation of the error in the estimated signal subspace eigenvectors projected onto the noise subspace is given by P,,AE, = P,,ARR:E, = P,,RR:E,
where the projection matrix onto the poise subspace is denoted by P,,, with P,, = E,,Ef;'. Also R = R + AR with Z = R , and E, = E, + AE,.
41n this paper, the overbar '' " will be used to denote the expectation operator.
'For simplicity of notation, the same I ' is used to denote the statistics both for the FS and FBS case. From the context it should be clear which one to use.
'Subscripts s and n are used to denote parameters associated with the signal and noise, respectively. 
ANALYSIS OF EIGEN-BASED STATE SPACE METHODS
In 
A. Background
where The array manifold is spanned by the columns of A ,
w is a diagonal matrix with the diagonal entries equal to z, = eJW', i.e., y~ = diag(z,). Since the signal eigenvectors span the same space as the columns of A , there exists a unique, nonsingular matrix Q such that
This implies that E, also has a shift structure like A and this is exploited by the eigen-based state space method and ESPRIT, i.e.,
where ei is the ith row of E, and E l , E2 are appropriate ( L -1) x M matrices. From (9)-(11), he = a,Q and Fe is an M x M matrix which is equal to
Hence, the eigenvalues of Fe are equal to z, = e Therefore, the DOA can be determined by obtaining Fe and then its eigenvalues. From the structure in E,, it is clear that many procedures to estimate Fe can be devised. Here we only consider the procedure which exploits the following linear relationship:
In the presence of errors, there is no exact solution to (12) and so a least squares or total least squares procedure can be to used to estimate Fe. In [8], it was shown that the DOA estimates obtained from both these methods were asymptotically equivalent. Hence, we only consider the generalized version of the least squares estimate, the weighted least squares estimate, which is given by [15] 
13, = (EyWE,)-'EywE~
where W is a Hermitian symmetric, positive semidefinite matrix. Note that simple scalar scaling of W does not change the estimate, and hence we willbnot differentiate weighting matrices that are related by such scaling.
B. Mean Squared Error (MSE) in Signal Zero and DOA
The analysis begins with an expression for Aq, the firstorder perturbation in the eigenvalues of Fe, which can be shown to be given by [15] , [8] Az, = z , E~~A E , x ,
where
I, is the ith column of ZM M , and x, is the ith column of Q-' given in (10). Note that
Equation ( 
where PI = R: V ( w , ) and is a vector in the signal subspace. Taking expectations and using Theorem 2, we have IAZ, l2 = (e;&z>(EP@)* = r€,€,P,P,.
Since ( Similarly it can be shown that
The MSE in the estimate of 8, can be computed as The last equality is a result of the fact that E, is in the noise subspace, and hence a noise eigenvector orthogonal to P, which lies in the signal subspace. Thus the result follows of the noise-to-signal ratio while the first term depends on the noise-to-signal ratio and its square. In high SNR conditions, the second term can be neglected.
Property 3: For the FS approach,
The result can be easily obtained as in Property 2, starting from (21) and (7).
Remark: The above equation can also be used to compute the MSE in DOA for the FBS approach by using the corresponding Pi. This is true because for the FBS approach (follows from Appendix C by using (48) and (49)). 
D. Optimum Weighting Matrix
Here we concentrate on the FBS approach because of its apparent superiority over the FS approach. The weighting matrix is restricted to be centrohermitian as this enables using Property 2, and hence requires minimization of only the error in the signal zeros simplifying the optimization process.
Theorem 4: For the FBS approach, the optimum centrohermitian weighting matrix WO!, for weighted state space method/ESPRIT which minimizes the MSE in a given DOA is given by
The MSE corresponding to WO,, is then given by Proof: Only an outline of the proof is provided here. The proof that WO,, minimizes can be shown in a manner similar to that in [15] . The fact that W h ; is centrohermitian can be shown using arguments similar to those used to establish Property 2.
The fact that WO,, is centrohermitian follows from the fact that W,$ is centrohermitian [30] . More details can By virtue of Property 1, the optimum matrix for the Property 6: The optimum weighting matrix for the FO be found in [26] . 0 forward only case is also given by (27) .
and FB approaches is the same and is given by
Proof: Corresponding to FO and FB estimates, cx I . Since scaling does not affect the MSE, substituting Z for Bo+ in (27) , the optimum matrix for FO and FB approaches is given by (29) . The result corresponding to the FO approach was first shown in [ 151.
IV. COMPARISON WITH WEIGHTED MUSIC

A. Weighted MUSIC
In spectral weighted MUSIC, the DOA are found by locating the peaks of the spatial spectrum S ( w ) = [ l /D(e'")], where D(e'"), the weighted null spectrum, is defined as
W being an L x L matrix. W = I corresponds to the usual MUSIC procedure. Again simple scalar scaling of the weighting matrix does not change the DOA estimate. In [31] , a slightly different form of weighted MUSIC was used. The null spectrum was defined as D(e'") = V"(w)E,, WE: V(w). For a given W , the same null spectrum is obtained by choosing W = E , W E f . Hence (30) is more general, and turns out to be more convenient for our purposes.
B. Analysis of Weighted MUSIC
Based on the results presented in connection with the weighted state space methods, and previous work on unweighted MUSIC [5], [3], [31] , the analysis and properties of the weighted MUSIC algorithm can be readily derived [25] . Hence most of the results are presented without proof except for Property 7. Where Bp,Pl is defined in (25) and VI = VI ( a l ) .
The optimum weighting matrix for the FBS approach, which minimizes the MSE in a given DOA, is stated next.
Theorem 6: Given the FBS covariance matrix estimate, an optimum weighting matrix WO,, for weighted MUSIC is given by6 Wopt = (PnBp,p,Pn)+ The MSE in DOA corresponding to WO,, is given by 1 Remark: For the forward only estimate, the MSE in DOA has a form similar to (33) , and hence the result is also valid for the FO approach.
Property 9: The optimum weighting matrix is the same for both FO and FB approaches.
Remark:
For the FO and FB cases, Wept = P,' = P,.
This choice of W is equivalent to the choice of W = I derived in [3 11.
C. Comparison
In the FO approach, it was shown that MUSIC was superior to ESPRIT [ 171, [ 151 with the difference becoming significant for large array size. However, we will show that this is not the case in the context of linear arrays. In fact, in the linear array case, using maximal overlap, optimally weighted state space methods/ESPRIT perform as well as optimally weighted MUSIC approach. This is summarized in the next theorem, and the proof is presented in Appendix E.
Theorem 7: The MSE in the DOA obtained using the weighted FBS state space method/ESPRIT approach with an optimal centrohermitian matrix is equal to that obtained using an optimally weighted FBS MUSIC estimate, i.e., The result is also true for the FO estimates.
V. SPECIAL CASES The above properties already lend some insight into the effect of spatial smoothing and weighting on the DOA estimates. Here the one and the two source cases are analyzed in detail to obtain more insight. Only eigen-based state space methods are examined because unweighted MUSIC has been studied in [5] , [3] , and optimally weighted MUSIC is the same as optimally weighted state space methods (cf. Theorem 7).
A . Unweighted State Space Methods
Here W = Z, and the results are specialized to the one and two source case. 1) One Source: For the one source case the covariance matrix is independent of the approach used and is given by R = R, + afZ where R, = (LP,) V ( w , ) VH(uI) Note that L = LK, and L is being used for notational simplicity. Also, from Property 5 , both the FS and FBS approach have identical performance. It can be shown that the mean-squared error expression in this special case simplifies to
The details are presented in Appendix F. It is useful to note that though ( A w J 2 does not depend on U , , (A0J2 does depend on 0, by virtue of (22). From (35), the variance depends inversely on the number of subarrays K simulating the effect of K identical, but uncorrelated arrays. However, unlike uncorrelated arrays, in this case LK also depends on K affecting the DOA variance, and so K cannot be made arbitrarily large. The optimum choice of K is between L , / 3 and L , / 4 L , / 3 is a better choice for high SNR and Ll / 4 at lower SNR. Using K = L I / 3 for high SNR This is a significant improvement over the case when no smoothing was used [8], [15] , and is close to the CramerRao lower bound given by (1 / N ) (1 /6L:) ( a f / P l ) . Also note that the performance is comparable to MUSIC [ 
141,
2) Two Source Case: Here we consider two sources that are closely spaced giving rise to the high resolution problem. The forward only covariance matrix is given by ~7 1 . where
Rf
Just as in the one source case, it can be shown that (details are in Appendix B)
(37) Equation (37) is valid for the general resolution scenario. The different covariance approaches can be accommodated by using the appropriate P matrix. For instance, for the FBS approach, in the case of equipower sources (a = l), and real p, (37) can be simplified to [321.
B. Optimally Weighted State Space Methods
The MSE expression is quite complicated even for the one and two source case and so only explicit expressions for the FO and FB approach ( K = 1 ) are provided. Exploiting Theorem 7, the MSE expression for the FO approach is given by
The expression for the FB approach is obtained by replacing P by ( ( P + JP*J)/2) in (38). In the one source case, FO and FB approaches have the same performance and the expression can be further specialized to
Comparing it to the unweighted case, which can be obtained from (35) by setting K = 1 , it can be seen that the optimal weighting significantly improves the performance particular if the length of the array L1 is large. Hence, optimal weighting provides another effective way to improve the performance. Similar conclusions also hold in the two source case.
'This seems to be reasonable except in the extreme cases of correlation and resolution.
VI. NON-GAUSSIAN SOURCE AMPLITUDES AND THE FREQUENCY ESTIMATION .PROBLEM A. Non-Gaussian Source Amplitudes
In this section, we shall show that the mean squared error in the subspace estimates is independent of the source amplitude distribution, i.e., Assumption A2 is not necessary. For this we need to examine I'ala2YIY2 and where aI, i = 1 , 2 lie in the noise subspace and yI, i = 1 , 2 lie in the signal subspace (cf. 
Nn=1
Using the orthogonality of a, and y,, and that a, is a noise eigenvector,
Since al is the noise subspace, ayXF(n) = 0 Vn. Thus 
(42)
Thus using (42) and (41) in (39)
The result follows since only the first term depends on the signal amplitudes and only on their second-order proper-0 ties. One can provide a similar result for
Remark: Note that the Gaussian assumption on the noise can be relaxed in the above theorem to random variables having finite fourth moments [33] . However, to obtain tractable expressions the Gaussian assumption is useful.
B. Deterministic Sources and Frequency Estimation
Another important case that deserves special attention is the case where the amplitudes are deterministic. The noise is still assumed to be zero mean and circularly Gaussian. Theorem 8 is still valid, and all that needs to be done is to carefully define the covariance matrix R . In addition to the direct dependence of the performance on the number of snapshots N (cf. the denominator of (24)), p, = R,f V(w,) and RP4 also now depend on N .
Asymptotically, they can be replaced by RE5 and R,", where
and R& is defined in a similar manner. However, it is useful to retain the dependence of pi and Rpq on N as the expression in (24) is then a valid first-one perturbation expression for all N . This allows for the transition from the asymptotic arguments to the finite number of snapshots case. The special case of N = 1 corresponds to the time series case and the results can be used to understand the time series methods [9], [lo].
C. Comparison with Previous Results
The results when applied to the frequency estimation problem are no longer asymptotic results and are valid for JN; (l)] [32] . Consequently, the mean-squared error depends linearly on the noise to signal ratio. The same is true of similar analysis in the array processing area [34] . In contrast, in this paper, by combining (42) and (19), we have for the FBS case z;
L L
The first term corresponds to the result one obtains using a first-order perturbation of the data matrix. The presence of the second term (quadratic noise term) in the above equation results in the mean-squared error being dependent on the square of the noise-to-signal ratio also. Consequently the expressions derived in this paper are more general and are valid for lower signal-to-noise ratios compared to the analysis based on a linear perturbation of the data matrices.
Most of the properties derived can be shown to hold true. For instance, for state space based frequency estimation methods, Properties 2-5 are still true. In fact, Property 4 is approximate because of the inclusion of the higher order terms and is exact if only the linear approximation is used as in [32] . Property 5 can be assumed to hold approximately if the length of the array LK is held fixed, and the number of subarrays is increased, i.e., K and LI are increased. This is because the situation approximately corresponds to R being Toeplitz [17], i.e., uncorrelated sources.
VII. SIMULATIONS
In this section we provide some numerical experiments and they all support our theoretical claims. In the examples considered, computer experiments were carried out and the statistics computed from 200 independent trials. They agree closely with our theoretical predictions and hence only the theoretical results (cf. (22) ) are shown.
Example 1: A uniform linear array with Ll = 24, M = 1, DOA = 18", N = 100 is considered. The unweighted state space method employing a FBS covariance matrix is used. Figs. 2(a) and (b) show the mean-squared error in the DOA estimates for SNR = 10 dB and SNR = -20 dB as a function of K , the number of subarrays. It is observed that there exists an optimum K which is in agreement with the discussion in the previous section for the high and low signal-to-noise ratios. In this example, for SNR = 10 dB, Kopt = 8 and for SNR = -20 dB, Kopt = 6 . Example 2: A uniform linear array with L, = 24, M = 2, DOA = 18", 20", N = 100, SNR = 10 dB is considered. Figs. 3(a) and (b) show the mean-squared error in the DOA estimates using the unweighted state space method corresponding to 18 ", for various real values of the correlation coefficient p as a function of K . Fig. 3(a) shows the performance when the FS covariance matrix is used and Fig. 3(b) shows the case when FBS covariance matrix is used.
1) It is seen that for uncorrelated sources ( p = 0), both FS and FBS result in the same MSE as indicated by Property 4.
2) It is seen that the performance deteriorates as p increases, with the deterioration being more severe for the FS approach.
3) An optimum value for K exists for the FBS approach which is approximately independent of p and agrees with the theoretical expressions.
The results corresponding to DOA 18" as a function of the phase ( (0 to T) of a complex p are shown in Fig.  3(c) . For this expecment K = 5. As expected, the performance depends on t , with the worst performance being for a value of ( = (L, -l ) w d .
Example 3: The results for the optimally weighted state space method are shown in Fig. 4 . The scenario considered is exactly the same as that in Example 2 with a real correlation coefficient p . Note that the performance of the method improves, and the improvement is particularly significant for K = 1. Example 4: Here we consider the single snapshot case, i.e., N = 1 , for the scenario described in Example 2. This corresponds to a time series frequency estimation problem with the frequencies of the complex exponentials being given by w1 = 0 . 3 1~ and w2 = 0 . 3 4~. Fig. 5 shows the mean-squared error in the angular frequency corresponding to 0 . 3 1~ as a function of K for the FBS approach (theory and computer simulations). There is a good agreement between them (to within 1 dB) supporting the discussion in Section VI.
VIII. CONCLUSIONS
In this paper, expressions for the mean-squared error in the estimates of the signal zeros and the DOA estimates obtained using the weighted eigen-based state space methods/ESPRIT and weighted MUSIC was derived. Based on these expressions, some general properties of the estimates and optimal weighting matrices are derived.
An important outcome of the analysis is that state space methods/ESPRIT can be significantly improved by properly choosing the number of subarrays and by using proper weighting matrices. Another important result presented in the paper is that the assumption that the source amplitudes are circularly Gaussian is not necessary for deriving the asymptotic expressions, and that they depend only on the second-order properties of the source amplitudes. This enables the development of an unified framework for dealing with DOA estimation using ULA's and the time series frequency estimation problem. APPENDIX A where K(R) = llR1I2 llR+112 = XI/XM denotes the condition number Of R.
First we present a proof of Theorem 1. For ease of readability, the result is restated.
Theorem 1: For a given number of subarrays K , in the noise free case the FBS covariance matrix is better conditioned than the FS covariance matrix, i.e.,
Proo) Let
Rfs = Es&Ey
and Rfbs = EsAsEy.
Since the signal eigenvectors of both matrices span the same signal subspace there must exist a unique, nonsingular, unitary matrix p which satisfies The covariance matrix of the amplitudes is P whose elements are P,, where P , = [ p i (n)p? (n)]. When the covariance matrix of the amplitudes P is singular, the sources are said to be coherent.
A3) The N snapshot vectors are assumed to be independent and the signal eigenvalues of R are distinct. 
APPENDIX C
where J2 is a ( L -1) x ( L -1) exchange matrix. Also for the FBS approach As shown in Section VI, except for the second-order properties of the signal amplitudes , their exact distribution is not important for the asymptotic analysis. However, in the beginning, for simplicity, the following assumption will be made. The above simplification has been carried out using (49), The MSE in the DOA obtained using the weighted state space method/ESPRIT approach with an optimal centrohermitian matrix is equal to that obtained using an optiqally weighted MUSIC estimate, i.e., The last equality was shown in [15] . This shows that optimal MUSIC always has a smaller variance than state space methods. Here we will show that optimal state space methods have the same mean squared error as optimal MUSIC. From (51), it is equivalent to showing that 
where c1 is a scalar quantity whose exact value is not important for the purposes of this proof. In this proof, c1, c2, etc., will be used to represent scalars. We will show that (52) holds when the optimum choice of W is made in the state space case, i.e., when (TBT)-' is substituted for Win the expression for E , in (14) resulting in 'Note that this not true if a maximally overlapping configuration is not used.
Lemma 1 is used to expand T : in (55). Then the resulting expression is simplified with the help of Lemma 2, and the fact that TV, = c2 V ' ( U , ) . This results in pn B ( € 1 )opt = C I Pn VI. This completes the proof.
APPENDIX F Here we provide details of the steps and the approximations used in simplifying the expressions for the special cases considered in Section V. Similar simplifications were used in our earlier work [SI.
One Source Case: From (14) it can be shown that for the one source case
