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a b s t r a c t
In this paper, we propose a trust region method for unconstrained optimization that can
be regarded as a combination of conic model, nonmonotone and line search techniques.
Unlike in traditional trust region methods, the subproblem of our algorithm is the conic
minimization subproblem; moreover, our algorithm performs a nonmonotone line search
to find the next iteration point when a trial step is not accepted, instead of resolving
the subproblem. The global and superlinear convergence results for the algorithm are
established under reasonable assumptions. Numerical results show that the new method
is efficient for unconstrained optimization problems.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we consider the following unconstrained optimization problem:
min
x∈Rn
f (x), (1)
where f : Rn → R is a function that is twice continuously differentiable.
Already, a lot of algorithms have been proposed for solving (1), for example, ones based on the Newton method, the
quasi-Newton method, the conjugate gradient method and the trust region method, etc.; see [1–4]. These algorithms have
good convergence properties if f satisfies some reasonable conditions. Here we are interested in the trust region method
since it has strong convergence and robustness. Another advantage of the trust region method is that there is no need to
require the approximate Hessian matrix of the trust region subproblem to be positive definite. In every iteration xk, a trial
step dk is obtained by solving the following quadratic program subproblem:
minφk(d) = gTk d+
1
2
dTBkd
s. t. ‖d‖ ≤ △k
(2)
where gk = ▽x f (xk), Bk ∈ Rn×n is a symmetric matrix which is either the Hessianmatrix of f at xk or an approximation of it,‖ ·‖ refers to the Euclidean norm and△k > 0 is the radius of an area, called the trust region, where themodel is trusted. The
ratio between the actual reduction in function value f (xk)−f (xk+dk) and the predicted reductionφk(0)−φk(dk) is normally
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used to test whether the trial step is accepted or the trust region radius needs to be adjusted. For the traditional trust
region methods, at some iteration the subproblem may be solved several times. This situation would possibly decrease the
efficiency of these methods. In order to overcome this shortcoming, Nocedal and Yuan [5] and Gertz [6] presented methods
which combined the line search technique and the trust regionmethod, andMoet al. [7] proposed a fixed step lengthmethod
for unconstrained optimization.
In the 1980s, Grippo et al. [8] gave a nonmonotone line search technique for use in applying Newton’s method. Since
then, many authors have generalized the nonmonotone technique to trust region methods and developed nonmonotone
trust region methods for unconstrained optimization [9–13]. A very professional book [14] on trust region methods was
published, in which we can see diverse trust region methods and a lot of theoretical analysis.
The subproblem of traditional trust region methods is a quadratic model; however, when the objective function has
strong nonquadratic behavior, the quadratic model methods often produce a poor prediction of the minimizer of the
function. Many authors have presented various conic model methods; see [15–18]. Qu et al. [19] proposed a new trust
region subproblem based on the conic model for unconstrained optimization:
minϕk(d) = g
T
k d
1− αTk d
+ 1
2
dTBkd
(1− αTk d)2
s. t. 1− αTk d > 0‖d‖ ≤ △k
(3)
where ϕk(d) is called conicmodel which is an approximation to f (xk+dk)− f (xk), Bk is an approximate Hessian of f at xk and
△k is the trust radius. The vector αk is the associated vector for the collinear scaling in the kth iteration, and it is normally
called the horizontal vector. If αk = 0, the conic model reduces to a quadratic model. The numerical results showed that the
conic model method performs better than the traditional trust region methods.
However, the method in [19] has some drawbacks. For example, from [19, Table 2], for minimization of the Box three-
dimensional function, the NCTR method needs eight iterations when M = 4, but when M = 10, the number of iterations
is more than 500. Therefore, the results of the NCTR method are dependent on the choice ofM for some problems. At some
iteration, the subproblemof theNCTRmethodmay be solved several times. Therefore, this situationwould possibly decrease
the efficiency of this method. In order to overcome these drawbacks, in this paper, we combine the nonmonotone technique
proposed in [20] with the conic trust region method and line search technique, and propose a new nonmonotone conic
trust region method. The main difference between tradition trust region methods and our method is that in the former the
subproblem is a quadratic model, whereas in our method the subproblem is a conic model which can give good predictions
when the objective function has strong nonquadratic behavior. At each iterate xk, if the trial step is not accepted, our
method performs a nonmonotone line search to find an iterative point instead of resolving the subproblem. Thismechanism
implies that the subproblem has to be solved only once for each iteration. Therefore, our method requires less computation
than other trust region methods. The global and superlinear convergence of the algorithm under reasonable conditions are
proved. The numerical results show that our algorithm is more effective than other trust region methods.
The rest of this paper is organized as follows. In the next sectionwe describe our nonmonotone conic trust regionmethod
with the line search technique. In Sections 3 and 4, we prove global and superlinear convergence of the algorithm under
reasonable conditions, respectively. Some numerical results are given in Section 5. The results show that the new method
is applicable and effective in practical computation. Finally, we give some conclusions in Section 6.
2. Description of the algorithm
In this section, we describe a new nonmonotone conic trust region method with line search techniques.
In our algorithm, at each iterative point xk, the trial step is obtained by solving the conic model subproblem (3). Let dk be
the solution of (3).
Then we define the actual reduction as
Aredk = Ck − f (xk + dk),
the predicted reduction as
Predk = − g
T
k dk
1− αTk dk
− 1
2
dTkBkdk
(1− αTk dk)2
,
and the ratio of the actual reduction to the predicted reduction as
ρk = AredkPredk , (4)
where
Ck =

fk k = 0,
(ηk−1Qk−1Ck−1 + fk)/Qk k ≥ 1, (5)
Qk =

1 k = 0,
ηk−1Qk−1 + 1 k ≥ 1, (6)
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and ηk−1 ∈ [ηmin, ηmax], ηmin and ηmax are two chosen parameters with ηmin ∈ [0, 1) and ηmax ∈ [ηmin, 1). If ρk ≥ c0, where
c0 is a nonnegative constant, we accept dk as a successful step and let xk+1 = xk + dk, and enlarge the trust region radius.
Otherwise we compute ik, the minimum nonnegative integer i satisfying
f (xk + λidk) ≤ Ck + δλigTk dk, (7)
where δ ∈ (0, 12 ), λ ∈ (0, 1) are constants; then we generate the next iterative point by using xk+1 = xk + λikdk.
In what follows, we describe the nonmonotone conic trust region method.
Algorithm 2.1 (A Nonmonotone Conic Trust Region Method with Line Search).
Step 0. Given x0 ∈ Rn,△0 > 0, α0 = 0, choose constants c0, c1, c2, c3, δ, λ, ε, ηmin and ηmax such that 0 < c0 < 1, 0 < c1 <
c2 < 1 < c3, δ ∈ (0, 12 ), λ ∈ (0, 1), ε > 0, ηmin ∈ [0, 1), ηmin ∈ [0, 1). B0 ∈ Rn×n is a symmetric positive definite matrix.
Set k := 0.
Step 1. Compute gk; if ‖gk‖ < ε, then stop. Otherwise go to Step 2.
Step 2. Compute an approximate solution dk of the conic minimization subproblem (3).
Step 3. Compute Ck by using (5), (6), Aredk, Predk and ρk by (4).
Step 4. If ρk ≥ c0, set xk+1 = xk + dk and go to Step 6. Otherwise go to Step 5.
Step 5. Compute ik, the minimum nonnegative integer i satisfying (7). Set ak = λik , xk+1 = xk + λikdk.
Step 6. Compute△k+1 as
△k+1
∈ [c1‖dk‖, c2△k] if ρk < c0,△k if ρk ≥ c0, ‖dk‖ < △k,∈ [△k, c3△k] if ρk ≥ c0, ‖dk‖ = △k .
Step 7. Update αk+1 and the symmetric matrix Bk+1; choose ηk ∈ [ηmin, ηmax]. Set k := k+ 1 and go to Step 1.
Remark 2.1. How to choose the horizontal vector αk and the approximate Hessian matrix Bk is among the crucial issues
for a conic model method. More details on generating αk and Bk can be seen in [15]. If αk = 0, ϕk(d) is reduced to being
quadratic. Also, one can see that ϕk(d) is quadratic along any direction d ∈ Rn satisfying αTk d = 0. In this paper, we will use
Algorithm 4.1 of [16] to solve the conic trust region subproblem (3).
Remark 2.2. If ηk = 0 for all k ≥ 1, then Algorithm 2.1 reduces to the monotone conic model trust region method with line
search.
3. Convergence analysis
In this section, we establish the convergence properties of the proposed algorithm. First, we would like to give the
following assumptions.
Assumption 3.1. (i) The level set L(x0) = {x|f (x) ≤ f (x0)} is a closed bounded set and f (x) is twice continuously
differentiable in L(x0).
(ii) There exists K1 > 0 such that
K1‖d‖2 ≤ dTBkd, d ∈ Rn, k = 0, 1, 2, . . . . (8)
(iii) There exists σ ∈ (0, 1) such that
‖αk‖△k ≤ σ , for all k. (9)
For simplicity, we define two index sets as follows:
I = {k : ρk ≥ c0} and J = {k : ρk < c0}.
This is similar to Theorem 3.1 in [19], and we can prove the following lemma.
Lemma 3.1. Suppose that Assumption 3.1 holds. Then there is a positive scalar ν such that
Predk ≥ ν‖gk‖min

△k, ‖gk‖‖Bk‖

≥ ν‖gk‖min

‖dk‖, ‖gk‖‖Bk‖

(10)
holds for all k, where dk is the solution of (3).
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Lemma 3.2. Suppose the sequence {xk} to be generated by Algorithm 2.1. Then
fk+1 ≤ Ck+1 (11)
holds for all k.
Proof. We consider two cases dependent on k ∈ I and k ∈ J .
Case 1. If k ∈ I , i.e., ρk ≥ c0, it follows from Lemma 3.1 and (4) that
Ck − fk+1 ≥ c0ν‖gk‖min

△k, ‖gk‖‖Bk‖

≥ 0.
Therefore we have Ck ≥ fk+1.
Case 2. If k ∈ J , the trial step cannot be accepted; we will use line search to find the next iteration. From Lemma 3.1, we can
obtain
gTk dk ≤ −(1− σ)ν‖gk‖min

△k, ‖gk‖‖Bk‖

≤ 0.
By (7), we have Ck ≥ fk+1.
From the definition of Ck, we obtain that
Ck+1 = (ηkQkCk + fk+1)/Qk+1 ≥ (ηkQkfk+1 + fk+1)/Qk+1 = fk+1
holds for all k. 
Lemma 3.3. Suppose that Assumption 3.1 holds; for any k ∈ J , the nonmonotone line search in Step 5 of Algorithm 2.1 terminates
in a finite number of steps, i.e., there exists an integer ik such that (7) holds.
Proof. By Lemma 3.2, we obtain Ck ≥ fk. From Lemma 3.1, we have dTkgk < 0; therefore, dk is a descent direction of f at xk,
and by Assumption 3.1, f being twice continuously differentiable and the Armijo rule, there exists an integer ik such that
f (xk + λikdk) ≤ fk + δλikgTk dk ≤ Ck + δλikgTk dk.
Therefore, the nonmonotone line search of Algorithm 2.1 is well defined.
The following lemma states that the step length ak has a lower bound for k ∈ J under our assumptions. 
Lemma 3.4. Suppose that Assumption 3.1 holds; a sequence {xk} is generated by Algorithm 2.1. Then there exists constant
0 < ω < 1 such that
ak > ω (12)
holds for all k ∈ J .
Proof. As f is twice continuously differentiable, there exists a constant M > K1 such that ‖∇2f (x)‖ ≤ M, x ∈ L(x0). We
consider two cases:
Case 1. If ak = 1, the conclusion holds obviously.
Case 2. If ak < 1, from Step 5 of Algorithm 2.1, we have
f (xk + λ−1akdk) > Ck + δλ−1akgTk dk. (13)
By Taylor’s expansion, we obtain
f (xk + λ−1akdk) = fk + λ−1akgTk dk +
1
2
λ−2a2kd
T
k ▽2 f (ξk)dk, (14)
where ξk ∈ (xk, xk + λ−1akdk). Using fk ≤ Ck, ‖∇2f (x)‖ ≤ M , and (13) and (14), we get
δλ−1akgTk dk < λ
−1akgTk dk +
1
2
λ−2a2kd
T
k ▽2 f (ξk)dk. (15)
This leads to
−(1− δ)gTk dk <
1
2
λ−1akdTk ▽2 f (ξk)dk ≤
1
2
λ−1akM‖dk‖2. (16)
Using Predk ≥ 0 and Assumption 3.1, we have
1− δ
2(1+ σ)K1‖dk‖
2 <
1
2
λ−1akM‖dk‖2. (17)
Then ak > ω, k ∈ J , where ω = λ(1−δ)K1M(1+σ) . 
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Lemma 3.5. Suppose that Assumption 3.1 holds and let {xk} be the sequence generated by Algorithm 2.1. Then {xk} remains in
L(x0). Moreover, {Ck} is not increasing monotonically and is convergent.
Proof. If k = 0, the result evidently holds. Assume that xk ∈ L(x0), for k ≥ 0. From (5) and (6), we observe that Ck
is a convex combination of the function values f0, f1, . . . , fk, so we obtain Ck ≤ f0. If k ∈ I, i.e., ρk ≥ c0, we have
Ck − f (xk + dk) > −c0ϕk(dk); since −ϕk(dk) ≥ 0, then fk+1 − c0ϕk(dk) < Ck, so fk+1 < Ck ≤ f0. If k ∈ J , by (7) and
gTk dk ≤ 0,we can obtain fk+1 < Ck ≤ f0, i.e., xk+1 ∈ L(x0).
Next we will prove that {Ck} is not increasing monotonically and is convergent.
By the definition of Ck and Ck ≥ fk+1, we can obtain Ck+1 = (ηkQkCk + fk+1)/Qk+1 ≤ (ηkQkCk + Ck)/Qk+1 = Ck, and thus
{Ck} is not increasing monotonically; by Assumption 3.1(i), {Ck} is convergent. 
Lemma 3.6. Suppose that Assumption 3.1 holds and Algorithm 2.1 generates the infinite sequence {xk}. Then
(1− ηmax)γ ‖gk‖min

△k, ‖gk‖‖Bk‖

≤ Ck − Ck+1, (18)
where γ = min{c0ν, δω(1− σ)ν}.
Proof. We consider two cases:
Case 1. If k ∈ I , i.e. ρk ≥ c0, by Algorithm 2.1 and Lemma 3.1, we have Ck − fk+1 > −c0ϕk(dk) > c0ν‖gk‖min{△k, ‖gk‖‖Bk‖ }, so
we have fk+1 < Ck − c0ν‖gk‖min{△k, ‖gk‖‖Bk‖ }.
Case 2. If k ∈ J , from Lemma 3.1, we can obtain
gTk dk ≤ −(1− σ)ν‖gk‖min

△k, ‖gk‖‖Bk‖

≤ 0.
By (7) and Lemma 3.4, we can obtain fk+1 < Ck − δω(1− σ)ν‖gk‖min{△k, ‖gk‖‖Bk‖ }.
Therefore, from case 1 and case 2, we have that
fk+1 < Ck − γ ‖gk‖min

△k, ‖gk‖‖Bk‖

(19)
holds for all k, where γ = min{c0ν, δω(1− σ)ν}.
By the definition of Ck, we obtain
Ck+1 ≤ Ck −
γ ‖gk‖min

△k, ‖gk‖‖Bk‖

Qk+1
.
By (6), we have
Qk+1 = 1+
k−
j=0
j∏
i=0
ηk−i ≤ 1+
k−
j=0
ηj+1max ≤
∞−
j=0
ηjmax =
1
1− ηmax .
Therefore, we have
(1− ηmax)γ ‖gk‖min

△k, ‖gk‖‖Bk‖

≤ Ck − Ck+1.  (20)
Lemma 3.7. Suppose that Assumption 3.1 holds and Algorithm 2.1 generates the infinite sequence {xk}; also suppose that there
exists a constant ε > 0 such that
‖gk‖ ≥ ε, for all k. (21)
Then
lim
k→∞min

△k, εMk

= 0, (22)
where Mk = 1+max0≤i≤k ‖Bi‖.
Proof. Due to Lemmas 3.5, 3.6, (21) and the monotonicity of {Mk}, we have
(1− ηmax)γ εmin

△k, εMk

≤ Ck − Ck+1. (23)
Let k →∞; we have that (22) holds immediately. 
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Lemma 3.8. Suppose that Assumption 3.1 holds; if there exists a constant 0 < ε < 1 such that ‖gk‖ ≥ ε for all k, then
△k ≥ ‖dk‖ ≥ min{1, β(1− c0)(1+ σ)2}/Mk, (24)
holds for k ∈ J sufficiently large, where Mk = 1+max0≤i≤k ‖Bi‖.
Proof. The first inequality holds obviously. We only prove the second inequality. Assume it does not hold; there exist
infinitely many ki ∈ J such that
‖dki‖ < min{1, β(1− c0)(1+ σ)2}/Mki ≤ 1/Mki . (25)
△ki ≥ ‖dki‖ and (22) and (25) show that
lim
i→∞ ‖dki‖ = 0. (26)
From Lemma 3.1,Mki ≥ ‖Bki‖ and ‖gki‖ ≥ ε, we can obtain
Predki ≥ ν‖gki‖min

△ki ,
‖gki‖
‖Bki‖

≥ βmin

△ki ,
1
Mki

. (27)
Since {‖αki‖} is bounded, we can obtain 1/(1−αTkidki) = 1+O(‖dki‖). Then from the boundedness of {‖gki‖}, we obtain
gTkidki
1− αTkidki
= gTkidki + O(‖dki‖2). (28)
For the sake of convenience, we let limi→∞ O(‖dki‖2)/‖dki‖2 = N .
The limit (26) and ‖∇2f (x)‖ ≤ M imply that for sufficiently large i,
(M + 2|N|)‖dki‖2 ≤
1
2
‖dki‖β(1− c0). (29)
By (25) and△ki ≥ ‖dki‖, we can see that
‖dki‖
min{△ki , 1/Mki}
≤ 1. (30)
Using (27)–(30) we have
f (xki)− f (xki + dki)
ϕki(0)− ϕki(dki)
= 1+ f (xki)− f (xki + dki)+ ϕki(dki)
ϕki(0)− ϕki(dki)
= 1+
−gTkidki − 12dTki∇2f (ξki)dki +
gTki
dki
1−αTki dki
+ 12
dTki
Bki dki
(1−αTki dki )
2
ϕki(0)− ϕki(dki)
≥ 1+ 1
2
dTki
Bki dki
(1+σ)2 − dTki∇2f (ξki)dki + 2 · O(‖dki‖2)
ϕki(0)− ϕki(dki)
≥ 1− 1
2
‖dki‖β(1− c0)+M‖dki‖2 + 2|N|‖dki‖2
ϕki(0)− ϕki(dki)
≥ 1− 1
2
‖dki‖β(1− c0)+ 12‖dki‖β(1− c0)
βmin

△ki , 1Mki

≥ 1− 3
4
‖dki‖β(1− c0)
βmin

△ki , 1Mki

≥ 1− 3
4
(1− c0)
= 1
4
+ 3
4
c0 > c0
where the last inequality comes from 0 < c0 < 1.
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By f (xki) ≤ Cki , we get
ρki =
Cki − f (xki + dki)
ϕki(0)− ϕki(dki)
≥ f (xki)− f (xki + dki)
ϕki(0)− ϕki(dki)
≥ c0.
This contradicts that ki ∈ J . 
Lemma 3.9. Suppose that Assumption 3.1 holds; if there exists a constant 0 < ε < 1 such that ‖gk‖ ≥ ε for all k, then
△k ≥ ωmin{1, β(1− c0)(1+ σ)2}/Mk, (31)
holds for k sufficiently large, where ω is defined in Lemma 3.3, and Mk = 1+max0≤i≤k ‖Bi‖.
Proof. If J is a finite set, there exists a positive constant θ such that △k > θ for all k. By (22), we have limk→∞ 1/Mk = 0,
and hence (31) holds for all large k.
Now we assume that J is an infinite set. From Lemma 3.8, there exists a k′ ∈ J such that if k ∈ J and k ≥ k′ then
‖dk‖ ≥ min{1, β(1− c0)(1+ σ)2}/Mk. (32)
For any k ∈ I and k ≥ k′, let kˆ be the largest integer less than k such that kˆ ∈ J . From the definition of kˆ, the monotonicity of
{Mk}, Step 6 and (12), we have
△k ≥ △kˆ+1 ≥ αkˆ‖dkˆ‖
≥ ωmin{1, β(1− c0)(1+ σ)2}/Mkˆ
≥ ωmin{1, β(1− c0)(1+ σ)2}/Mk
which is (31).
Now, we prove the global convergence of Algorithm 2.1. 
Theorem 3.10. Suppose that Assumption 3.1 holds, and {Bk} satisfies
∞−
k=1
1/Mk = ∞ (33)
where Mk = 1+max0≤i≤k ‖Bi‖. Then the sequence {xk} generated by Algorithm 2.1 satisfies
lim inf
k→∞ ‖gk‖ = 0. (34)
Proof. If (33) is not true, there exists a constant ε ∈ (0, 1) such that ‖gk‖ ≥ ε for all k. From Lemma 3.8, there exists an
integer k0 such that
min{△k, ε/Mk} ≥ δ0/Mk (35)
holds for all k ≥ k0, where δ0 = min{ω,ωβ(1− c0)(1+ σ)2, ε}.
By Lemma 3.6 and ‖gk‖ ≥ ε, we have
(1− ηmax)εmin

△k, ε‖Bk‖

≤ Ck − Ck+1. (36)
Therefore, from (36) and Lemma 3.5, we can obtain
(1− ηmax)γ εδ0
∞−
k=0
Mk ≤ (1− ηmax)γ ε
∞−
k=0
min

△k, ε‖Bk‖

≤
∞−
k=0
(Ck − Ck+1) <∞
which contradicts (33). 
4. Superlinear convergence
Under reasonable conditions, sequence {xk} generated by Algorithm 2.1 has superlinear convergence. We first give the
following assumptions.
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Assumption 4.1. (i) The sequence {xk} generated by Algorithm 2.1 converges to a stationary point x∗, i.e.,
lim
k→∞ xk = x
∗ and lim
k→∞ ‖gk‖ = ‖g
∗‖ = 0. (37)
(ii) If
‖B−1k gk‖
1− gTk B−1k αk
≤ △k, (38)
then
dk = − B
−1
k gk
1− gTk B−1k αk
. (39)
Lemma 4.1. Suppose that Assumptions 3.1 and 4.1 hold; then after a finite number of iterations dk must be defined as (39).
Proof. Define
K =

k
 ‖B−1k gk‖1− gTk B−1k αk

△k

. (40)
Now we will prove that the set K is finite. By (8), Assumptions 3.1(ii) and 4.1(i), there exists δ0 > 0 such that
‖gk‖ ≥ δ0△k ≥ δ0‖dk‖, k ∈ K . (41)
By taking ‖dk‖ → 0, we can obtain
|fk − fk+1 − Predk(dk)| = o(‖dk‖2). (42)
If K is infinite, then by Assumption 4.1 (i), we have that
lim
k→∞
△k = 0 (43)
which, together with Ck ≥ fk, gives that
c0 > rk ≥ fk − fk+1Predk(dk) (44)
holds for sufficiently large k. On the other hand, by Lemma 3.1 and (41)–(43), there exists δ1 > 0 such that fk − fk+1Predk(dk) − 1
 ≤ o(‖dk‖2)δ1‖dk‖2 → 0, (45)
which means that fk−fk+1Predk(dk) ≥ c0 for sufficiently large k, which contradicts (44). Therefore the set K is finite.
Under the above lemma, we give the superlinear convergence theorem of Algorithm 2.1, whose proof is similar to that
of Theorem 5.10 in [17]. 
Theorem 4.2. Suppose that Assumptions 3.1 and 4.1 hold. Suppose also that ∇2f (x∗) is positive definite and∇2f (x) is Lipschitz
continuous on a neighborhood of x∗. If
lim
k→∞
‖(Bk −∇2f (x∗))dk‖
‖dk‖ = 0, (46)
then the sequence {xk} converges to x∗ superlinearly.
5. Numerical results
In this section, we present preliminary computational results to illustrate the performance of Algorithm 2.1 and the NCTR
method given in [19]. We chose the test problems and their initial points from the literature [21]. All programs are written
in MATLAB with double precision. In our method, we employ two fixed values of ηk, which are 0.5 and 0.85. The parameters
in these methods are taken as
c0 = 0.1, c1 = 0.5, c2 = 0.7, c3 = 1.5, △0 = 5, B0 = I, α0 = 0.
The convergence criterion
‖gk‖ ≤ 10−6 or f (xk−1)− f (xk) ≤ 10−6 max{0.1, |f (xk−1)|}
is used for the termination test; that is, when one of the two conditions is satisfied, computation stops. We also set a
maximum iteration number 500, to terminate calculation when this number is reached.
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Table 1
Numerical results for Algorithm 2.1 and NCTR.
Problem n NCTR Algorithm 2.1(ηk = 0.5) Algorithm 2.1(ηk = 0.85)
ni/nf ni/nf ni/nf
Biggs exp6 6 476/513 132/186 146/204
Trigonometric 100 84/104 72/76 77/79
Extended pow. 42 65/83 62/68 62/68
282 66/124 70/82 68/76
Extended ros. 20 Failed 65/73 67/87
40 Failed 85/91 73/87
Discrete bou. 55 67/118 39/54 37/43
200 214/320 67/74 63/69
Penalty I 10 13/44 15/26 17/32
100 21/56 19/28 27/38
Table 2
Numerical results for Algorithm 2.1 and QNTRL.
Problem n QNTRL (ηk = 0.15) QNTRL (ηk = 0.85) Algorithm 2.1(ηk = 0.85)
ni/nf ni/nf ni/nf
Helical valley 3 33/36 31/32 25/26
Wood 4 41/42 41/42 31/34
Extended pow. 200 75/77 75/76 57/60
1000 75/76 75/76 61/63
Extended ros. 100 45/48 54/56 41/43
500 53/57 63/66 59/62
Penalty I 10 103/107 183/184 127/131
40 361/365 393/394 325/328
Penalty II 10 285/311 402/415 346/351
30 426/431 474/475 368/371
Thenumerical results from theNCTRmethod andourmethod are shown in Table 1,where the columnshave the following
meanings: ‘Problem’ denotes the name of the test problem, n denotes the dimension of the problem, ni and nf denote the
number of iterations and the number of valuations of functions, respectively. ‘‘Failed’’means that algorithms fail to terminate
at a stationary point of the problem within 500 iterations.
From the numerical results in Table 1, we can see for most of the problems, Algorithm 2.1 performs better than the NCTR
method of [19]. We also find that the varieties of ηk have little effect on the performance for the given problems. So we can
initially say that Algorithm 2.1 is more efficient and robust compared with the NCTR method from these limited numerical
tests.
In addition, we compare Algorithm 2.1 and the quadratic model nonmonotone trust region method with the line search
technique, denoted by QNTRL. The parameters in thesemethods are taken as△0 = 0.5, B0 = |f0|I . The stopping condition is
max{‖gk‖, |fk − f ∗|} ≤ 10−6.
The numerical results are listed in Table 2, which shows that Algorithm 2.1 performs better than QNTRL in these limited
numerical tests.
6. Conclusions
In this paper, a nonmonotone conic trust regionmethodwith a line search technique for unconstrained optimization has
been presented. At each iterate xk, if the trial step is not accepted, our method performs a nonmonotone line search to find
an iterative point instead of resolving the subproblem. Therefore, our method requires less computation than other trust
regionmethods. The global convergence and superlinear results of the newmethod are proved under reasonable conditions.
Numerical results show that our algorithm is efficient for unconstrained optimization problems.
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