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Scientific expertise requires concerted effort and the ability to overcome 
obstacles, but little research has addressed how these behaviors are modeled for learners 
in the context of simulation-based science learning. Thus, this study aimed to design 
instruction using cognitive modeling to promote active engagement by novice learners to 
ensure they feel competent to tackle novel learning problems in science. Largely drawing 
on work on social cognitive theory, the current study suggests the importance of a coping 
model, having incorrect knowledge and inadequate skills and gradually improving to a 
level of expertise, as an instructional aid to promote student motivation and learning in a 
simulation-based science learning environment. 
Two experimental studies were conducted with high school students in Korea 
who did not possess prior knowledge. Study 1 compared a Coping Model (CM) 
condition, where students observed a peer model who makes errors and demonstrates 
 
 
initial difficulties but overcomes them, to a Mastery Model (MM) condition, where 
students observed a peer model who presents an error-free process of interpreting 
information while manipulating the simulation. The CM students tended to have higher 
post-self-efficacy than the MM students. However, it did not change over time, nor did it 
differ by condition. The CM was as effective as MM for learning gains, and the CM had 
a more favorable impact on transfer than the MM. The CM’s negative emotions, which 
was intended to indicate task difficulties, may have given students an impression that the 
task was difficult, resulting in no increase in self-efficacy over time. Thus, Study 2 added 
one more condition – a coping model with affective states (CMA) – that expressed the 
model’s changes in emotions and motivations in addition to what the CM demonstrated, 
and compared its effects to the CM and MM. The CM’s emotional expressions as in 
Study 1 were all removed in Study 2. Findings demonstrated that self-efficacy of students 
increased in the CMA and CM conditions over time while self-efficacy of the MM 
students did not. Students in all conditions demonstrated equal learning gains, but the 
CMA was more effective for transfer outcomes than the MM, and the CM tended to be 
more effective for transfer than the MM.  
It is promising that a model who demonstrates difficulty in understanding but 
gradual progress to reach full understanding, which is the initial learning process of any 
novice, has potential to improve self-efficacy and promote transfer. The study discusses 
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Perceived capabilities are an important initiating point of the learning process in 
any domain, as learners who believe they cannot complete a task may be unwilling to 
expend effort on attempting it and, as a result, fail to improve. Prior research shows that 
learners’ perception that they can complete a task plays a key role in regulating their 
learning process by determining whether to initiate and engage in the learning process 
and how much effort to invest (Bandura, 1993; Kuhn, 2007; Schunk & Zimmerman, 
1997; Zimmerman, 2000). 
Research suggests perceived capabilities play a greater role in science inquiry 
learning, a long-time goal of science education in many countries, including the U.S. and 
Korea, where the current study took place (Abd-El-Khalick et al., 2004; Edelson, Gordin, 
& Pea, 1999; Korea Institute for Curriculum and Evaluation, 2015; National Research 
Council, 2006). Inquiry learning, as a learner-centered approach, poses increased 
demands for student motivation as learners actively engage in the process of knowledge 
construction (Blumenfeld, Kempler, & Krajcik, 2006; Edelson et al., 1999). Over the last 





by allowing learners to visualize abstract concepts, manipulate variables, and construct 
mental models of complex systems (de Jong, 2006; Honey & Hilton, 2011; National 
Research Council, 2011). Researchers also suggest that simulations can promote student 
engagement in that the active knowledge construction process through interaction with 
the simulation increases interest in science (Honey & Hilton, 2011). However, offering 
tools and environments does not ensure student engagement and motivation. Without 
proper guidance, students who learn with simulations often struggle with applying 
relevant skills such as isolating variables, combining information to make interpretations, 
and formulating and testing hypotheses (de Jong, 2006; de Jong & Lazonder, 2014; Plass 
et al., 2014). While the majority of research discusses how to provide optimal 
instructional guidance, Kuhn (2007) pointed out that the discussion omits the critical 
question “Am I someone competent to engage in this learning?” (p. 111) that learners ask 
in this type of environment to determine whether to engage in the learning process. 
Self-efficacy, a learner’s perception of how competent he or she is to do a certain 
task, may provide an answer to Kuhn’s question. This is the key construct that manages 
the regulation process, which is an important skill in inquiry learning (de Jong & van 
Joolingen, 1998). However, few studies have examined how instructional support might 
influence the type of motivation that helps learners initiate and persist through the 
iterative process of discovery. Research to date has focused on scaffolding strategies to 
guide the knowledge construction process to promote cognitive outcomes (Honey & 
Hilton, 2011; van Joolingen, de Jong, & Dimitrakopoulou, 2007). The effectiveness of 
science simulations for learning outcomes are well documented (e.g. improved 





maintaining student motivation remains a challenge (Adams et al., 2008a, 2008b; Edelson 
et al., 1999). The use of science simulation is effective to trigger interest in learning 
science (Honey & Hilton, 2011), but little research has looked at strategies to enhance 
motivational constructs and affective outcomes that promote learners’ engagement with 
the learning process (Belland et al., 2013; Honey & Hilton, 2011; Plass & Schwartz, 
2014; Van der Meji, Van der Meji, & Hermsen, 2015). 
Certain characteristics that are unique to science learning may pose unique 
challenges to student motivation and engagement (Sinatra, Heddy, & Lombardi, 2015). 
Learners’ perception of science and scientists largely influences their attitude towards 
and motivation for science learning. Specifically, students typically perceive science as 
consisting of absolute facts, rather than a process or way of thinking (Long & Steinke, 
1996). Such an absolutist view of science is also prevalent among Korean students across 
the grade levels from elementary to high school (Kang, Scharmann, & Noh, 2005). Such 
a view may deter students from “questioning” science (Long & Steinke, 1996), 
preventing them from actively engaging in the process of scientific knowledge 
construction. Moreover, the media often portray scientists as geniuses with brilliant ideas 
(Bennet, 1986), strengthening students’ belief that scientific ability is innate. Such beliefs 
lead students to think that they are not competent enough to be part of scientific 
knowledge construction and makes them less likely to engage with science learning and, 
consequently, to choose careers in Science, Technology, Engineering and Mathematics 
(STEM; Archer et al., 2010; Hong & Lin-Siegler, 2015; Lin-Siegler, Ahn, Chen, Fang & 
Luna-Lucero, 2016; National Academy of Science, 2005). In fact, scientific expertise 





addressed how these behaviors are modeled for learners. Thus, this dissertation study 
aims to design instruction using cognitive modeling to promote active engagement by 
learners to ensure they feel efficacious that they can tackle novel learning problems in 
science. 
Why Modeling? 
The present study employs cognitive modeling, which includes verbalization of 
the underlying thinking process and reasons for action in addition to the demonstration of 
behaviors (Meichenbaum, 1977). Articulation of expert thought process is the key to 
effective modeling, particularly in complex cognitive domains (Chi, 2013; Sarason, 
1973). Modeling has been widely used as an instructional strategy to scaffold learning by 
showing what happens, and why, in a particular context (Black & McClintock, 1996; 
Brown et al., 1989), thus enabling learners to feel competent (Collins et al., 1991). 
Through modeling, learners can access experts’ thinking process and performance in 
authentic contexts (Lave & Wenger, 1991), which cannot be observed otherwise. By 
observing a model succeed in completing a task, a learner gains information in regards to 
what brings success and is motivated to follow the modeled behavior in order to achieve 
success (Bandura, 1987). 
In educational settings, models typically exhibit expert knowledge and skills, but 
some demonstrate incompetence and errors as well as corrections to those errors (e.g. 
coping model). Derived from clinical psychology as a treatment, a coping model 
originally refers to a model who demonstrates fearful or distressful behaviors initially but 
shows how to cope with them to gain mastery and confidence (Meichenbaum, 1971). 





mistakes in his performance and models coping with initial failures or frustrations to 
reach mastery (Bandura, 1997; Schunk, 1987). In contrast, a mastery model displays 
flawless, expert performance (Schunk, 1987). Both models present expert knowledge and 
skills for students to learn, although they differ in showing how to achieve them. 
The current study focuses on the effects of a model who has incorrect knowledge 
and inadequate skills and gradually improves to expertise. This study proposes to use a 
coping model as an instructional aid to promote student motivation and learning in a 
simulation-based science learning environment. This use of coping modeling is relevant 
to the iterative process of scientific investigation, which involves understanding and 
reflecting upon errors and failures (NGSS Lead States, 2013). Reflecting upon errors is a 
quintessential part of developing expertise (Erricson et al., 1993). Everyone makes errors 
during the initial learning process, but we learn from them only through a constructive 
response to failure. Therefore, learning from a model who makes errors in the beginning 
but gradually improves to achieve mastery is appropriate for addressing the fact that 
failure is an essential part of science practice (Korea Institute for Curriculum and 
Evaluation, 2015; NGSS Lead States, 2013).  
In order to address the role of coping in competence development, this 
dissertation study explored the effects of the model’s performance – whether it involves 
errors or not – that is directly related to the notion of competence development and 
persistent effort. Research shows that learning with errors is an effective instructional 
method. Scholars have shown that learning from incorrect examples can enhance 
conceptual understanding and problem solving (e.g. Große & Renkl, 2007). By 





them, learners engage with deeper processing of information than they do with correct 
examples (Siegler, 2002). Modeling also adds affective benefits to the cognitive benefits 
of learning with errors (van Gog & Rummel, 2010). That is, by showing how to deal with 
difficulties, modeling permits learners to observe the entire process of regulating errors 
(Belland et al., 2012). It also delivers a message that facing and overcoming difficulties is 
a natural part of the learning process and that learners can overcome their own struggles 
and eventually succeed (Bandura, 1997). Further, studies by Lin-Siegler and her 
colleagues (Hong & Lin-Siegler, 2012; Lin-Siegler et al., 2016) showed that reading how 
famous scientists, often considered geniuses, struggled and overcame their struggles can 
improve science learning. In their studies, students who read struggle stories of famous 
scientists, compared to those who read achievement stories of the same scientists, had 
higher learning outcomes in science. Hong and Lin-Siegler (2012) reported that students 
who read struggle stories had higher interest and more positive images of scientists as 
struggling to make scientific discovery, while students who read achievement 
information had more negative images of scientists. This line of research suggests that 
demonstrating errors and difficulties, with or without instructional content, but 
successfully overcoming them, can benefit both motivational and learning outcomes. 
Purpose of the Study 
The goal of this study is to explore effective ways to promote students’ perceived 
competence and science learning in a simulation-based science learning environment. 
More specifically, this dissertation study examines whether and how learning from a peer 
model who demonstrates gradual progress from initial incompetence to mastery (i.e. 





support as well as motivational support, different versions of a modeling video were 
created and tested in the dissertation study. 
Study 1 examined whether observing a peer overcoming initial mistakes and 
difficulties (i.e. Coping Model), compared to observing a peer successfully completing a 
task without difficulty (i.e. Mastery Model), improves self-efficacy, learning, and 
transfer. Findings indicated that observing a peer coping model enhanced novice learners’ 
transfer. There were trends showing that students who learned with a coping model 
tended to have higher learning gains and higher post-self-efficacy.  
Based on these findings, Study 2 tested whether demonstrating a coping model’s 
changes in emotions and motivations, in addition to coping behaviors, will make different 
motivational and learning outcomes. Thus, Study 2 investigated how three types of an 
instructional model – (a) a mastery model (MM) that demonstrates correct strategies 
without errors, (b) a coping model (CM) that presents errors and mistakes and how to 
correct them to eventually present correct strategies demonstrating mastery, and (c) a 
coping model with affective states (CMA) that explicitly illustrate model’s emotions and 
motivations (e.g. self-efficacy, attitude, etc.) – influence novice learners’ motivation and 
learning. 
Chapter IV provides detailed hypotheses to the above questions with the method 










How does cognitive modeling as an instructional strategy improve learners’ 
cognitive and affective outcomes? This chapter starts with a brief overview of social 
cognitive theory as an underlying theoretical framework for the current study and 
discusses the role of academic self-efficacy and modeling in social cognitive theory. 
Next, I discuss competence and perceived similarity, factors that influence the 
effectiveness of modeling and introduce two types of model performance ─ mastery and 
coping ─ and review their function in the motivational and learning process. I then 
elaborate on a coping model and compare its impact on cognitive outcomes with other 
instructional methods that emphasize studying errors or incorrect examples. The chapter 
concludes with a discussion of changes in affective states during the learning process and 
a review of the affective and motivational benefits of a coping model along with 
pedagogical agent studies focused on affective outcomes.  
Social Cognitive Theory and Modeling 
 According to Bandura (2001), agency is the core of human functioning, as people 
want to exert control over surrounding events and develop a sense of agency. Self-
efficacy, the evaluation of one’s own ability to accomplish a specific task, is a central 
factor in acquiring a sense of agency. As such, it determines the initiation of human 





failures (Bandura, 1997). Acquisition of knowledge and skills does not necessarily mean 
the ability to use them well (Bandura, 1993). Research has shown that self-efficacy belief 
differentiates the performance of people with equivalent knowledge and skills. 
Specifically, given equivalent knowledge, learners with higher self-efficacy perform 
better (e.g., Collins, 1982). 
Academic Self-Efficacy 
Academic self-efficacy is closely related to other motivational constructs and the 
learning process. Learners with higher self-efficacy set higher academic goals 
(Zimmerman, Bandura, & Martinez-Pons, 1992) and are more committed to achieving 
their goals (Locke & Latham, 1990, 2002). Also, self-efficacy is positively related to self-
regulation (Bandura, 1986, 1997; Zimmerman, 2000). A higher sense of academic self-
efficacy drives people to exert more effort and be more persistent when facing obstacles 
(Schunk, 2003). In short, academic self-efficacy generally has a positive relationship with 
academic performance (Multon, Brown, & Lent, 1991).   
 Bandura (1986, 1997) identified sources of the development of self-efficacy – 
enactive mastery experiences, vicarious experiences, social persuasion, and emotional 
and physiological states. Our experiences of success and failure largely shape our self-
efficacy. Higher efficacy beliefs depend on a large number of experiences of successful 
completion of a task and are not easily impaired by minor failures. Although direct 
experience is the most predictive source of efficacy development (Usher & Pajares, 
2008), exposure to vicarious experience makes us constantly re-appraise our self-efficacy 





mastery experience. Thus, despite previous failure, a student can feel more competent 
doing a task if other students successfully do it.  
Modeling 
Modeling is an important source of vicarious experience, as it provides 
comparative information to judge one’s own competency. Self-efficacy is determined 
more by internal comparison than by social comparison (Bong & Skaalvik, 2003), yet 
social comparison is a particularly important source of self-efficacy development when 
people have insufficient information to judge their own competency; for example, on 
novel tasks or tasks without clear performance standards, or when the standards for 
performance are determined based on a comparison with others (Bandura, 1997; Schunk 
& Zimmerman, 1997). It is common to set expectations or evaluate self-efficacy by 
looking at other students’ performance or teachers’ demonstration in the classroom 
(Schunk & Zimmerman, 1997). Therefore, given that novice learners typically have 
insufficient information to judge their own competency, modeling can serve as a useful 
instructional aid. 
What Factors Influence the Effectiveness of Modeling? 
Several factors of the model and the learner determine the effectiveness of 
modeling. The following section discusses two factors – the competence of the model and 
perceived similarity to the model – that impact instructional modeling. Studies using 
pedagogical agents, computer-programmed avatars in educational settings, as models will 
be also discussed. While the nature of the interaction between the learner and the agent, 





from agent studies provide implications for the current study in that they share social 
cognitive theory as the theoretical framework and address the role of social comparison 
in learning. Also, in most studies, the agent’s primary role is to present domain 
knowledge and skills and to provide feedback on the learners’ performance. 
Competence 
A model’s behavior is considered valuable to adopt when learners perceive the 
model as competent. A model’s competence largely determines its functional value, 
which, therefore, is an important factor in determining the effectiveness of observational 
learning (Bandura, 1997). Observers are unlikely to learn the modeled behavior if the 
model does not successfully complete the task (Bandura, 1997). 
 Learning outcomes are greater when learners learn from a model with high 
competence. Boekhout, van Gog, van de Wiel, Gerards-Last, and Geraets (2012) showed 
that a model’s competence (high versus low) rather than relative similarity to the learner 
determined the learning outcome. Both first-year physiotherapy students, who lacked the 
conceptual knowledge that second-year students had, and second-year students, who had 
the conceptual knowledge, performed better when learning from a model with high 
competence than a model with low competence. The high-competence and low-
competence models did not present any incorrect information, but the high-competence 
model presented more in-depth information than the low-competence model.  
Similarly, Kim and Baylor (2006) found that novice college students learned more 
from an agent with high competence than from one with low competence, even though 
their self-efficacy was lower than that of students learning from a low-competence agent. 





comments while the learner worked on an online task. The agent’s competence level was 
operationalized by the amount and accuracy of content information shared as well as the 
agent’s comments, indicating high confidence. Aside from a difference in content 
information, the low-competence agent showed low confidence but a positive attitude for 
learning through comments such as, “I’m new in this area like you, but we can try to 
think of solutions together” (Kim & Baylor, 2006, p. 230). The authors noted that the 
low-competence agent resembled a coping model in that it demonstrated positive 
attitudes toward coping through its comments and, thereby, increased the learners’ self-
efficacy. However, the agent differed from a coping model in that it did not demonstrate 
gradual progress from initial incompetence to mastery.   
On the other hand, other studies have found that students learned more from a 
model with similar competence to their own. For example, Braaksma, Rijlaarsdam, and 
van den Bergh (2002) showed that eighth graders improved their writing skills when they 
learned from a model whose competence was similar to their own. Participants observed 
a pair of models, a competent and a less competent, who verbalized their thinking process 
while working on a writing task. Depending on the condition, participants were asked to 
write about which model did (less) well and to explain what the model did (less) well. 
Participants with high aptitude achieved higher writing scores with a competent model, 
whereas participants with low aptitude scored higher with a less competent model. 
Hietala and Niemirepo (1998) also found that sixth graders learned mathematical 
concepts better when they learned with an agent with similar competence (e.g., a high-IQ 
student – agent with high competence), but only when the task was difficult. When the 





competence, regardless of their own competence. A model with similar competence 
contributes the most to learning when learners are not familiar with the task (Schunk, 
1987). That is, when learners do not have sufficient experience to assess their self-
efficacy, similarity in competence is a particularly informative source for judging self-
efficacy. Since neither Braaksma et al. (2002) nor Hietala and Niemirepo (1998) reported 
motivational outcomes, students’ perceived self-efficacy is unknown. 
 In sum, the literature to date suggests that to support learning, it is important that 
a model demonstrates competence, or be perceived as competent. Further, self-efficacy 
improves the most when learners perceive a model as being equally competent or less 
competent than themselves (Baylor & Kim, 2004). 
Mastery model vs. coping model. In a departure from studies that only examine 
models demonstrating competence, several scholars have compared a mastery model with 
a coping model whose performance includes incorrect demonstration. Such studies 
compared a model that experiences difficulties, demonstrates incompetence, but 
improves to achieve mastery, with a model that shows mastery-level performance from 
the beginning without any mistakes (Schunk, 1987). Schunk and Hanson (1985) noted 
that a coping model does not need to demonstrate mastery achievement of the task in the 
context where the coping model originated. Thus, in their instructional intervention, they 
distinguished the coping model from a mastery model by varying the rate of learning, 
number of errors, and type of achievement beliefs (p. 315). Coping models may be more 
beneficial for improving self-efficacy than a mastery model by delivering a message that 
failure is not due to the lack of ability and can be overcome by perseverance. This 





1997). Coping models generally work better with novices who have difficulty with 
efficacy appraisal due to a lack of experience or with people with low self-efficacy who 
can relate to the model.  
Kitsansas, Zimmerman, and Cleary (2000) found that a coping model had a 
greater effect on novice athletes’ dart-throwing performance, self-efficacy, and intrinsic 
interest than a mastery model. Similarly, children who learned with a coping model have 
been found to demonstrate higher self-efficacy, mathematical problem solving, and 
perceived similarity to the model than children who learned with a mastery model 
(Schunk, Hanson, & Cox, 1987). Post-self-efficacy was significantly correlated with all 
learning measures.  
Unlike prior studies, Zimmerman and Kitsansas (2002) differentiated the effects 
of “observation,” measured by observing the model before the practice session, from the 
effects of “emulation,” measured by a post-test after the practice session. A favorable 
effect of a coping model over a mastery model was found on novice writers’ practice 
performance, post-test scores, self-efficacy, and intrinsic interest. The coping model had 
a larger, favorable effect on the writing test in the observation stage than the emulation 
stage, showing that observing a model without practice may enhance performance. 
Moreover, the favorable effect of the coping model on writing performance continued in 
the emulation stage.  
However, coping models are not always more beneficial than mastery models. For 
example, mastery models are as effective as coping models when learners focus on the 
model’s cognitive skills (Bandura, 1987). Schunk and Hanson (1985) found no difference 





Although the learners experienced difficulty with the content, their perceived similarity to 
the model did not differ by condition. The authors argued that children attended more to 
the fact that both models eventually succeeded on the given task and that the similarity of 
attributes (i.e., model age) was more conspicuous than the model’s behavior. Similar 
results have been seen with respect to children’s swimming skills (Weiss, McCullagh, 
Smith, & Berlant, 1998). The difference in cognitive influence of a coping and a mastery 
model is minimal because both models ultimately demonstrated mastery, and children 
learned from multiple models, which is more effective than a single model, regardless of 
whether or not they demonstrated coping (Bandura, 1987). Since the children did not 
previously experience difficulty with the task, they did not relate differently to the two 
types of models. A more recent study resulted in different findings, showing that a coping 
model is not always beneficial for novice learners (Min, 2016). Specifically, the coping 
model was as effective as the mastery model on an immediate post-test of college 
students’ writing skills, but was less effective on a delayed post-test. Min’s (2016) 
models did not include verbal messages that reflected positive achievement belief.  
 In sum, coping models are effective for learners who experience difficulties. Their 
effect may not differ from that of a mastery model, given that both models demonstrate 
success in the end, providing standards for mastery performance as well as increasing 
self-efficacy. However, a coping model can even be less effective than a mastery model if 
presenting a message that the task is difficult, which adversely affects motivation 







Similarity of Attributes 
Extensive research has addressed the similarity in personal characteristics 
between a model and an observer not at the level of an expertise. A model’s age, gender, 
race, etc., influence learners by providing cues for social comparison in efficacy appraisal 
or by affecting their perceived competence of the model.  
It is not only the model’s competence that provides grounds for social 
comparison, but also the similarity of personal attributes. In his review of peer modeling 
studies with children, Schunk (1987) argued that a peer model who is the same age as the 
learner promotes motivational and learning outcomes for young learners better than an 
adult model because children see themselves in the peer model, based on similarity in 
age, which helps them gauge their own efficacy. However, a more recent study suggests 
that secondary-level students learned more from adult models than peer models 
(Hoogerheide, van Wermeskerken, Loyens, & van Gog, 2016). Students judged the adult 
model’s explanation as being of higher quality, although all conditions gave the same 
explanation. The students’ self-efficacy did not differ by condition. The authors argued 
that the students may have perceived the task, physics problems, as a more adult-
appropriate task because of its difficulty level. It should be noted that they did not use 
cognitive modeling. Rather, the models explained a worked example for physics 
problems. As a result, the model may have been perceived as an instructor transmitting 
knowledge rather than as a role model and, thus, the perceived competence of the model 
may have been of greater influence than their similarity in attributes. 
Studies adopting computer-programmed agents instead of human models have 





outcomes. Many visual aspects of the model may be manipulated using animated 
pedagogical agents. Features such as gender, ethnicity, age, profession, and even outfit 
had an impact on how students perceived the agent’s competence and, subsequently, their 
learning outcomes (Baylor & Kim, 2004). In addition, such visual characteristics of a 
model present information that can be grounds for social comparison (Bandura, 1997; 
Hoogerheide et al., 2014; Kim & Baylor, 2007); that is, a way to judge one’s own 
competence in relation to the model’s competence. In particular, gender is a frequently 
studied factor of modeling, but findings to date have been inconsistent in terms of how 
gender influences learning. Some studies suggest that matching a gendered model has the 
greatest impact. For instance, novice female athletes performed better when they learned 
from female than male models (Kitsansas & Zimmerman, 2000). Rosenberg-kima et al. 
(2010) found that students learned most from models who shared their race and gender. 
In other studies, a particular gender has been found effective for particular domains 
because stereotypes affect perceived competence of a gendered model. For instance, 
female students who learned with male agents improved their mathematical 
understanding more than those who studied with female agents, possibly because of the 
stereotype that men have greater ability in math and science than women (Arroyo, Woolf, 
Royer, & Tai, 2009). However, these findings are still inconclusive in that some studies 
noted that participants did not learn differently based on the model’s gender (e.g., 
Hoogerheide et al., 2016; Schunk et al., 1985).  
In summary, research has not reached consistent conclusions about how the 
attributes of models affect motivational and learning outcomes. However, two possible 





for social comparison, so the observer can easily make his or her own efficacy appraisal 
based on similar attributes. Second, certain attributes influence learners’ perceptions of a 
model’s competence. Overall, it is clear that learners benefit when they perceive a model 
as competent, and that attributes influence this perception.  
Presence of a Model 
Although most studies include a model who is visually present, whether in person, 
in animation, or even as a computer agent, some models are not visible. Visual presence 
may be indispensable for tasks in the kinesthetic domain, where learners have to learn 
bodily movements. However, in complex cognitive domains where abstract ideas and 
processes need to be externally represented, presenting the model’s actual thinking 
process with verbal explanation may be more important than presenting the model’s 
behaviors or the model him/herself (Bandura, 1997; Chi, 2013; Wouters, Paas, & van 
Merriënboer, 2008).  
Several studies have compared the impact of the model’s presence. For example, 
Hoogerheide et al. (2014) compared the effect of worked example with written 
explanation (pictures showing key steps of problem solving+text), a visible model 
(video+audio), and an invisible model (pictures showing key steps of problem 
solving+audio). The three conditions delivered the same content through text or audio. 
Participants’ learning outcomes did not differ by condition. Similarly, van der Meji et 
al.’s (2015) study of secondary-school science learning found that the visual presence of 
a pedagogical agent, who simulated a peer student, did not influence self-efficacy and 





delivering messages designed to increase task relevance and self-efficacy rather than 
presenting learning content.  
Baylor et al. (2009) claimed that the visual presence of an agent enhances the 
perception of social presence of the agent and, thus, improves motivational outcomes 
such as self-efficacy or attitudes toward learning. Rosenberg-kima et al. (2008) showed 
that students had higher self-efficacy and interest in science when the agent was visually 
present than when it was audio only, but the learning outcomes did not differ. Similarly, 
Atkinson (2002) reported that a visible agent improved students’ mathematics problem 
solving more than an audio-only agent or text explanation because of the agent’s deictic 
gestures. Atkinson argued that the agent in the image of a parrot, which used gaze and 
gestures and moved around the examples on the screen, provided nonverbal cues to draw 
learners’ attention to particular parts of the explanation. However, no measures on 
motivational constructs were included in the study. Baylor and Kim (2009) specifically 
examined the effect of deictic gestures and found that the agent’s gestures were helpful 
for improving procedural knowledge. However, attitudinal learning outcomes improved 
more when deictic gestures were absent, helping participants concentrate solely on the 
motivational messages. 
 Taken together, the body of literature on models’ presence suggests that the visual 
presence of the model is not as important as the articulation of the underlying cognitive 
process of what needs to be learned. However, visual presence can have a greater effect 
on motivational outcomes than on cognitive outcomes. These differential impacts of 
modeling on cognitive and motivational outcomes will be discussed further in the 





Coping Modeling as Instructional Methods 
In general, coping models demonstrate (a) reduced distress from struggles, (b) use 
of strategies to cope with difficulties, and (c) self-efficacious beliefs (Bandura, 1987, p. 
100). While self-efficacious beliefs increase learners’ self-efficacy, the instructional 
values of a model (i.e., demonstrating applicable strategies) determines the effectiveness 
of the modeling. As mentioned previously, the cognitive benefits of a coping model may 
not differ from those of a mastery model in that they eventually demonstrate mastery 
knowledge and skills. Yet, a coping model’s achievement beliefs in the face of setback 
improve the efficacy of the learner. This section reviews the effects of instructional and 
affective components of a coping model.   
What Are the Cognitive Benefits? 
Coping models and mastery models demonstrate the same level of competence, 
but they differ in that the former demonstrates a gradual progress from initial difficulty to 
mastery, whereas the latter demonstrates a state of mastery from the beginning. Such 
coping efforts can be either cognitive (e.g., reflecting on errors) or affective (e.g., 
achievement belief), or a combination of the two.  
Coping models initially demonstrate incompetence by making errors or mistakes. 
Modeling studies have not specifically examined the cognitive mechanism of learning 
from observing someone else coping with errors, but several studies provided evidence 
that studying errors, whether one’s own or someone else’s, improves learning in the 
classroom (Adams et al., 2014; Atkins et al., 2012; Siegler, 2002) as well as in 
organizational settings (Bledow et al., 2017; Joung et al., 2006). By processing errors, we 





generalizable knowledge (Adams et al., 2014; Atkins et al., 2012; Bledow et al., 2017). 
Also, we use more flexible strategies, are better able to identify errors, and thereby 
improve performance accuracy (Adams et al., 2014; Siegler, 2002).  
Coping models do not just present errors, but also demonstrate how to identify 
and correct them, which is an important step in regulating one’s learning process. 
According to Zimmerman and Schunk (1997), modeling can play an important role in the 
development of self-regulatory skills. Their framework of self-regulatory skills 
development identifies four levels of self-regulation: observational, emulational, self-
controlled, and self-regulatory. By showing how to correct errors, coping models promote 
self-regulatory skills more than mastery models do, leading to progress from the 
observational level to the emulational level. For example, learners who observed a coping 
model did better on revising written work than those who observed a mastery model 
(Kitsansas & Zimmerman, 2002). Further, in Kitsansas et al. (2000), participants in the 
coping model condition were asked to identify errors, which has been found to be 
effective in promoting skills development (Chi, 2013; Siegler, 2002).  
This raises the question of whether a coping model is more powerful when 
accompanied by reflection on the materials the model presented. Some studies without 
additional reflective activities did not report a superior effect of a coping model over a 
mastery model. Weiss et al. (1990) used coping and mastery models to improve 
swimming skills as well as to mitigate fears about swimming. The effect on children’s 
swimming skills or self-efficacy did not differ between the two conditions, which did not 
contain any prompts that facilitated reflection on correct or incorrect behaviors from 





wrong or well in the model’s performance, novice writers who learned from a mastery 
model outperformed those who learned with a coping model on a delayed test, but were 
equally effective on the immediate test (Min, 2016). The use of additional metacognitive 
prompts in these studies could have changed the effectiveness of the modeling.  
Adding reflective prompts to modeling promotes better transfer than modeling 
alone, regardless of mastery or coping. For instance, Moreno (2009) used a modeling 
video to present an exemplar practice of teaching to preservice teachers. Participants in 
the prompt condition were additionally exposed to an expert who posed questions about 
the principles of teaching. These participants had the same conceptual understanding of 
the learning theories presented in the video as the non-prompt group, but they performed 
better on the transfer test and showed higher motivation. This result is consistent with 
Chi’s (2013) conclusion that mere observation of exemplary practice is not helpful for 
learning unless it is accompanied by articulation, which explains the underlying cognitive 
process for the modeled skills and practice.  
Comparison to worked examples with errors. Modeling is comparable to 
worked examples in that both approaches are based on learning from others (van Gog & 
Rummel, 2010), but the focus of how learners process “learning from others” is different. 
Based on Bandura’s social cognitive theory (1986), modeling consists of showing a 
process of problem solving and providing vicarious sources for efficacy and learning. 
Worked examples, which provide a written explanation of a step-by-step problem-solving 
process, enhance learning by reducing cognitive load, according to the Sweller’s (1988) 
cognitive load theory. The way these two approaches address learning from others is 





didactical way,” whereas modeling studies illustrate how another person “would actually 
do it,” which may include not-optimal ways to learn (van Gog & Rummel, 2010, p.158).  
The current section reviews how worked-example research addressed errors and 
its effects on cognitive outcomes. Unlike modeling, which often focuses on development 
of self-efficacy, worked-example research rarely accounts for motivational outcomes 
(van Gog & Rummel, 2010). That is, worked-example research typically provides a 
written account of exemplary solutions to a given problem (van Gog & Rummel, 2010), 
similar to what is presented in mastery models. Yet, the research has also examined the 
effectiveness of studying incorrect examples.  
Most research using incorrect examples compared a combination of correct and 
incorrect solutions to correct solutions only (e.g., Durkin & Rittle-Johnson, 2012; Große 
& Renkl, 2007). Große and Renkl (2007) argued that learning with incorrect examples is 
effective for advanced learners, but not for novice learners. They explained that novice 
learners make many errors in their own problem solving, thus, identifying errors from 
examples poses too much cognitive load for them. In contrast, studying both correct and 
incorrect examples was more effective for learning the concepts and process of 
mathematical problem solving than learning with two correct examples, even for students 
with limited prior knowledge (Durkin & Rittle-Johnson, 2012). Adams et al. (2014) 
compared the effects of problem solving with incorrect examples to problem solving 
without examples on middle school students’ mathematics problem solving. Results 
showed that studying incorrect examples was as effective as problem solving without 





test, regardless of the learners’ prior knowledge. Participants were asked to identify and 
explain the errors that may have contributed to learning.  
The effect of learning with incorrect examples appears to be greater when 
examples are used with self-explanation. Explaining both correct and incorrect answers 
promotes deeper understanding in mathematical problem solving by allowing children to 
use more advanced, widely applicable strategies (Siegler, 2002). Also, reasoning correct 
and incorrect answers reduced the use of incorrect approaches in problem solving. Booth, 
Lange, Koedinger, and Newton (2013) investigated the effect of learning with correct 
examples only, incorrect examples only, and both correct and incorrect examples on high 
school students’ algebra learning. While worked examples are often given with direct 
instruction, students in this study were given prompts to explain the examples. 
Specifically, they were given a correct or incorrect equation solution and asked to explain 
each step of the solution and why it was right or wrong by selecting one of the given 
choices. Compared to students having only correct examples, students who were 
provided with incorrect examples made fewer encoding errors, and those with combined 
examples showed higher conceptual knowledge.  
Overall, the research on worked examples suggests that incorrect examples, 
regardless of whether they are combined with correct examples, promote conceptual 
learning better than learning from correct examples by reducing erroneous approaches as 
well as promoting the adoption of flexible strategies. It should be noted that in most 
cases, the students were asked to either identify or explain what was incorrect and why it 





examples did not include motivational measures (van Gog & Rummel, 2010). Thus, we 
do not know the impact of these types of instruction on motivational constructs.    
What Are the Affective Benefits?  
As discussed above, worked example research could be comparable to modeling 
in terms of how they use others’ work as learning materials. Both lines of research 
illustrate how both correct and incorrect examples help learners understand the content 
providing implications for instructional design. However, worked example research does 
not present affect, nor does it examine its impact on motivational outcomes (Van gog & 
Rummel, 2010). On the contrary, modeling presents affective states of the model as well 
as cognitive demonstration of the skills and knowledge.  
Not all empirical studies to date have examined the effectiveness of modeling on 
motivational constructs, but Bandura (1997) originally acknowledged that coping models 
are effective for novice learners or struggling learners because they demonstrate 
persistence in face of difficulties and deliver the message that learners can succeed when 
they put forth effort. Usually, cognitive support is supposed to have a positive influence 
on affective outcomes (Belland et al., 2013). For instance, if learning improves, self-
efficacy and interest are likely to improve as a result. Studies have shown that direct 
support of motivations improves motivation, which in turn enhances learning. In addition 
to delivering the content to be learned, modeling supports motivation by explicitly 
expressing affective states (e.g., frustrating) and achievement beliefs to demonstrate 
positive attitudes and beliefs.  
 In the following, I briefly review the relationship between learning and affect as a 





learning. Although theoretically distinguishable, the influence between motivation and 
emotion is inseparable, and thereby integrated into instructional design together (Kim & 
Pekrun, 2006). Thus, for the purpose of this dissertation, I use affective states as a term 
that embraces motivation and emotions. Most of the modeling studies and agent studies 
that I reviewed in the following section addressed emotions and motivation without 
distinction. Then, I review empirical studies on instructional modeling with a focus on 
how a model represents changes in affective states and achievement beliefs and 
influences learners’ affective outcomes. I also draw examples from agent studies, where 
the computer-programmed avatar takes a role similar to that of the model and compare 
those studies to the modeling studies.  
Relationship between learning, motivation, and emotion. Most studies 
investigating academic emotions have focused on the impact of emotion or mood on the 
learning outcomes. Affective states impact how to allocate cognitive resources for further 
information processing (Fiedler & Beier, 2014). For instance, test anxiety adversely 
influences test performance as the learners’ cognitive resources are allocated to deal with 
anxiousness (Schutz, Hong, Cross, & Osbon, 2006).  
Academic emotions are typically differentiated based on valence (positive vs. 
negative). Positive emotions have positive influence on learning outcomes. In reviewing 
studies on academic emotions, Pekrun et al. (2002) found that positive emotions that are 
directly related to learning tasks (e.g., enjoyment and hope) correlate positively with 
motivation to learn and self-reported effort. They are also positively related to the use of 
learning strategies such as metacognition and self-regulation, all of which is positively 





(Pekrun, 1992), on the other hand. Fiedler and Beier (2014) argued that the negative 
emotional state indicates discrepancy between incoming knowledge and existing 
knowledge, and such acknowledgment of discrepancy facilitates learning. Pekrun (2006) 
added another dimension to valance to differentiate academic emotions – arousal 
(activating vs. deactivating) – and claimed that negative activating states (e.g., anger) 
have the potential to improve learning, but negative deactivating states (e.g., boredom) 
tend to be detrimental to learning. Such emotions influence the motivational state: If a 
learner is bored or feeling helpless, he is not willing to persist and is likely to quit the 
task, whereas a learner who is having fun and feeling enjoyment is willing to continue a 
given task. Therefore, emotions influence motivations by signaling which action to take, 
and they together influence the cognitive outcomes. 
Emotion arises as an outcome of the cognitive appraisal of a given situation 
(Pekrun, 1992; Schutz et al., 2006). Because emotions are induced by an appraisal of 
situations, they are specific to context having an object, more short-lived, and thereby 
more controllable than moods that are diffuse, more pervasive, and last longer (Fiedler & 
Beier, 2014; Forgas, 2000; Gross, 1998). Scholars have noted that goals are central to 
such appraisal. That is, whether a goal is achieved as well as how relevant a given task is 
to achieving the goal influences the appraisal (Lazarus, 1991; Schutz et al., 2006). 
Learners experience positive emotions when they gain the expected results, but 
experience negative emotions when they fail to achieve the goal. Pekrun’s (1992, 2006) 
control-value theory posits that academic emotions are the outcomes of perceived control 
and values. Perceived control indicates controllability over the activity as well as the 





achievement). Lazarus (1991) identified coping potential as a source of secondary 
appraisal that is relevant to controllability in Pekrun’s theory. This implies that our 
appraisal is moderated by academic motivations and achievement beliefs such as self-
efficacy, goal orientations, and so on. For instance, self-efficacy governs this process by 
influencing appraisal of the situation as well as regulating emotions. That is, people with 
a higher sense of self-efficacy are less likely to have negative emotions when facing 
failure than people with low self-efficacy (Bandura, 1987). In short, the influence of 
emotion, motivation, and cognition is reciprocal (Fiedler & Beier, 2014; Pekrun, 2006).  
What affective states do learners experience in the course of learning? 
Because emotions are transitory and have a referent, we can design supports that alleviate 
emotions that are detrimental to learning. In order to provide a proper support, we need to 
understand what kind of emotions are experienced in the course of learning.  
A case study of high school students who were solving challenging mathematical 
problems illustrated that students’ emotions changed frequently even during the short 
problem-solving sessions (Op’t Eynde, De Corte, & Verschaffel, 2006, 2007). A student 
initially worried about his problem solving got frustrated after several seconds and ended 
up experiencing panic and anger. Students mostly experienced negative emotions during 
the problem solving, particularly when their strategies were not successful. Frustration 
and nervousness were the most frequently observed emotions. Depending on their goals 
and belief systems, such as self-efficacy or value, however, students adopted different 
behaviors when they encountered difficulties during the problem-solving process. For 
example, student with a negative profile (i.e., low competence and task value) with an 





solving, whereas a student with a positive profile (i.e., high competence and task value) 
with a mastery goal focused more on problem solving and overcame the setback. Their 
work clearly illustrated that emotions and motivations interacted to create different 
outcomes when students faced challenge during problem solving.  
Does learning environment influence affective states during learning? Studies 
suggest that characteristics of technology-based learning environments trigger certain 
affective states more frequently than non-technology-based learning environments. 
Learning technologies afford more opportunities for learners to be engaged and fewer 
opportunities to get bored due to the increased interactivity (Baker, D’Mello, Rodrigo, & 
Graesser, 2010). Baker et al. (2010) found that engaged concentration was the most 
frequent and dominant (average 60%) affective states across different learning 
technology platforms including a simulation and an intelligent tutoring system, although 
the dominance of the state varied depending on platforms. This is consistent with the 
findings from a meta-analysis of 24 studies (D’Mello, 2013) that examined students’ 
affective states during the learning process in a variety of computer-based learning 
environments. Engagement was consistently the most frequent emotion across contexts. 
Affective states such as boredom, confusion, and frustration, were relatively frequent, but 
inconsistent across studies depending on contexts. For instance, frustration was less 
frequent in Advanced Learning Technologies (ALTs; e.g., intelligent tutoring system) 
than other learning technologies, because ALTs integrate scaffolds that mitigate student 
frustrations such as offering hints and options to move to other sections. In another study 
that tested a series of science simulations with secondary students, Adam et al., (2006) 





make sense of what they observed in the simulation, although students overall found the 
simulation experience fun. D’Mello (2013) further argued that learning environments 
included in her meta-analysis were relatively low stake, and thereby evoke different 
emotions than typical achievement settings such as testing. The tasks included in the 
meta-analysis were problem solving as homework or writing essays, and the consequence 
of failure was not large. This could explain why anxiety, the mostly studied academic 
emotion in typical achievement settings (Pekrun, 1992), was rarely found in technology-
based learning environments.  
Some negative emotions such as confusion and frustration are closely related to 
information processing and may quickly be turned into positive states depending on the 
support students receive (Baker et al., 2010; DeFalco, 2017). D’Mello, Lehman, Pekrun, 
and Graesser (2014) showed that confusion (a) arises from processing contradicting 
information, (b) facilitates the state of cognitive disequilibrium, and (c) thereby leads to 
learning. They compared affective states of college students who learned with a pair of 
computer agents in the role of a teacher and a student in four different conditions 
depending on the information they present: True-True (TT), True-False (TF), False-True 
(FT), and False-False (FF). Students experienced less boredom when the pairs were 
contradicting each other (TF and FT) than when the pairs were agreeing with each other, 
regardless of whether the agent pair presented truth or not (TT and FF). However, the 
learning gain was higher than in other conditions when the teacher agent presented true 
information and the student agent presented false information, and not vice versa. This 
finding indicates that discrepancy in information triggers confusion, which potentially 





students’ frustrations during military training was associated with higher learning gains in 
the participant group that received motivational messages compared to the group that did 
not receive such messages.   
 D’Mello et al. (2014) proposed a framework that illustrates changes in affective 
states according to the states of information processing when a learner tries to assimilate 
new information. Confusion occurs when learners detect discrepancy with the existing 
knowledge. This confusion may be transferred to engagement if the impasse has been 
resolved; if not, it turns into frustration. If frustration is repeated, learners eventually 
experience boredom. This model is informative because affective states are not only the 
result of the outcome of an event (e.g., final exam), but also experienced during many 
moments learners encounter when they do not have expected outcomes (e.g., their 
solutions do not work, they cannot generate possible solutions, etc.).  
Given that the occurrence of a specific emotion as well as its impact on learning 
might differ depending upon the context, this review does not aim to identify when and 
which specific emotions are experienced. Rather, it intends to illustrate that learners 
experience changes in emotions and motivations in the course of learning and that certain 
negative emotions have the potential to facilitate learning. The discrepancy between 
incoming and existing information or unsuccessful use of learning strategies can trigger 
negative affective states; thus, it is impossible to prevent negative emotions from 
occurring in the course of learning. In particular, confusion or frustration are inevitable in 
challenging learning situations (Baker et al., 2010). Together, studies imply that (a) some 





unless they persist over a period of time; and thus, (b) proper support is needed to help 
learners avoid negative states before they become persistent and pervasive.  
In the following section, I discuss how modeling addresses affective states, 
particularly in coping situations and how it helps learners cope with difficulties. I also 
review studies of pedagogical agents and discuss the influence of affective states 
expressed by the agent on motivational and learning outcomes. 
How does modeling address affect in learning? Few studies have looked 
specifically at the impact of affective states demonstrated by a model. The primary 
purpose of using a coping model is to demonstrate how to cope with difficulties in 
learning, which may or may not include emotional coping. Coping, “cognitive and 
behavioral efforts to manage specific external and/or internal demands that are appraised 
as taxing or exceeding the resources of the person” (Lazarus & Folkman, 1984, p. 141), 
can be problem-focused, “which aims to solve the problem,” or emotion-focused, “which 
aims to decrease negative emotion experience” (Gross, 1998, p. 274). Emotion-focused 
coping is not recommended because cognitive resources that should be allocated to 
resolve problems are directed to negative emotions (Kim & Pekrun, 2006; Pekrun, 1992). 
Emotional regulation helps redirect attention from emotions to problems when facing 
errors (Gross, 1998). Yet, emotion regulation does not necessarily indicate emotion-
focused coping, as it involves regulation of positive emotions as well.  
In addition to demonstrating skills and content information to be learned, models 
express affective states such as confidence/self-efficacy (“I am not confident”), attitude 
(“I like doing this”), belief in effort/growth mindset (“I can solve this if I try harder”), 





Hanson, Zimmerman, 1985; Weiss et al., 1998). Both mastery and coping models express 
affective states through verbal statements, although the demonstration of coping 
strategies in coping models may send an implicit message that perseverance can 
overcome difficulties. Mastery models exhibit positive affective states such as high 
confidence along with low task difficulty and high ability. In contrast, coping models 
display changes from negative affective states and low confidence, followed by coping, 
to positive affective states in the end. Despite the initial difficulties the models represent, 
coping models typically induce a positive attitude towards learning through verbal 
statements by delivering achievement beliefs. Such direct messages of achievement belief 
can boost the learner’s confidence to overcome initial difficulties (Bandura, 1997). The 
coping models also show changes from negative emotions to positive emotions as 
mastery of skills is achieved. Therefore, coping models usually deliver motivational 
messages that represent internal attribution of failure and positive attitudes towards 
learning despite the failure, in addition to cognitive strategies to overcome failure (e.g., 
correcting errors). Such motivational messages can redirect the cause of failure, leading 
learners to concentrate on strategies instead of focusing on negative emotions that failure 
may have brought.  
Although not integrating instructional modeling, DeFalco (2017) showed the 
effectiveness of self-efficacy-focused feedback compared to other types of motivational 
feedback for frustrated learners during military training. Participants received 
motivational messages that were designed to help them persist when they encounter 
frustration while playing a serious game as part of their training. Three types of messages 





theory (Pekrun, 2006) emphasize the controllability of the learning activities as well as 
the value of the outcomes (e.g., “A 2008 study from a hospital in Baghdad found an 87% 
survival rate with use of tourniquets [DePillis, 2013],” DeFalco, 2017, p. 204). Social 
identity theory (Tajfel & Turner, 1979)-based feedback highlight the membership/ 
belonging to the group by quoting military personnel (e.g., “Remember, soldier, what 
General Patton said: “An Army is a team. It lives, sleeps, eats, and fights as a team.” 
DeFalco, 2017, p. 204). Finally, self-efficacy theory (Bandura, 1986)-focused feedback 
delivers the message that effort and persistence bring success (e.g., “In all combat 
situations, success comes from overcoming the things you thought you couldn’t.” 
DeFalco, 2017, p. 205). The frequency of frustration was not different across conditions, 
but when controlling for frustration, all three motivational feedback conditions showed 
higher learning gains than a no-feedback condition or a factual information condition. 
Also, self-efficacy-based feedback had the highest learning gains among the three 
motivational feedback conditions. Participants’ grit, which is “perseverance and passion 
for long-term goals” (Duckworth, Peterson, Matthews, & Kelly, 2007, p.1087), did not 
moderate the effect of feedback, implying that the intervention was equally effective 
regardless of participants’ grit. DeFalco (2017) argued that self-efficacy-based messages 
were the most effective as they sent the most direct and immediate messages.  
Belland et al. (2013) suggested that facilitating students’ reflection on failures 
helps emotional regulation. They identified peer modeling as an effective means of 
demonstrating constructive response to failure. However, coping models do not always 
express one’s affective states (e.g., Min, 2016), and studies employing a coping model do 





separately from problem coping, which has a more cognitive focus. Thus, I reviewed 
studies that used pedagogical agents, which lend insights into the effects of a model’s 
affective states separately from delivering or demonstrating content information.   
How do pedagogical agents address affect in learning? Advanced technologies 
allow researchers to use computer-programmed avatars to explore the impact of 
interacting with agents on motivational and learning outcomes. In educational settings, 
agents may take the role of a teacher who presents learning content, a facilitator who 
gives messages and feedback, or a peer or learning companion who studies with the 
learner (Kim & Baylor, 2007). When the agent takes on the role of facilitator or a 
learning companion, rather than instructor, it usually does not deliver knowledge or 
skills, but sends affective or motivational messages to the learner. In that regard, they 
differ from other models included in this dissertation study. Yet, this section reviews 
these studies because those agents show how such messages, with or without content 
information, influence learners’ motivational and learning outcomes. Agents can mimic 
displays of human emotions through voice, eye gaze, facial expression, gesture, and so 
on. Therefore, they are able to embody human emotions more frequently and variously 
than their human counterparts and to simulate authentic social interaction. Agents can 
influence learners’ affect by presenting their own emotions, inducing certain emotions in 
learners, or detecting and adaptively responding to learners’ affect (Guo & Goh, 2015; 
Kim & Baylor, 2007). While the social interaction between agents and learners differs 
from that between models and learners, agent studies are designed largely based on social 
cognitive theory, which offers insights into how to address affective states in learning as 





excludes studies where agents recognize and respond to the learners’ affect because they 
have limited relevance to the current study.) 
Baylor and Kim (2005) tested three distinctive roles of pedagogical agents: 
expert, which presents content information without expressing emotions or presenting 
encouraging messages to learners; motivator, which expresses emotions and delivering 
encouraging messages; and mentor, which displays content information, emotions, and 
motivating messages. Participants who learned with a mentor agent had higher transfer 
scores than those with an expert or motivator, although they perceived the expert agent as 
the most credible and expert-like. These findings should be interpreted with caution 
because only one learning measure item and one self-efficacy item were included to test 
the functionality of the agents. Also, the expert and mentor covered the same number of 
information units, but the scripts were not the same because mentors used more casual 
language and provided examples familiar to the learners. The role of mentor-agent in the 
study differed from the coping model because the agent did not express his or her 
affective states as a performer. Rather, the agent as a mentor supported learning by 
directly delivering persuasive messages to learners. Nevertheless, the findings suggest 
that instructors who provide motivational messages combined with instruction promote 
learning better than learning without such messages.  
Most studies using agents have studied their impacts on learning and motivation 
separately, possibly because of the interactive interaction between the agents and the 
learners. Most agents are conversational; therefore, motivational messages were adopted 
in rather short messages or feedback upon the learner’s performance and delivered by 





online environments where agents are incorporated). Some studies did not yield benefits 
in terms of receiving motivational and affective messages in addition to the learning 
content. For instance, students who learned with agents that visually expressed 
empathetic emotions and delivered comments based on mastery orientations and beliefs 
in effort did not differ on mathematics test scores, attitude, or confidence from students 
who learned without agents (Arroyo et al., 2009). Similarly, in an online science 
simulation, van der Meji et al. (2015) compared the use of an agent as a learning 
companion to a control condition that did not have an agent. The agent provided 
messages to learners improving task relevance and self-efficacy. Yet, those messages did 
not bring about a differential effect on learners’ self-efficacy or learning outcomes. 
Moreover, in their study, the self-efficacy of male participants was higher in the no-agent 
condition than the voice-only agent or agent condition. Although the effect of reflecting 
the same emotion as the learner to the agents and receiving the motivational messages 
cannot be separated in Arroyo et al. (2009), these studies together suggest that addressing 
particular emotions or providing motivational messages does not always bring about 
better motivational or learning outcomes.   
 Due to the interactive nature of the interactions between an agent and a learner, 
these findings may not be directly applicable to the setting of the current study. While 
modeling is designed for observations, and learners do not expect direct interaction with 
the model, agents are primarily designed for social interaction with learners. 
Nevertheless, because agents provide direct messages to learners, agent research 
specifically looked at how sharing emotions and motivational messages as a virtual peer 





expression or voice may allow learners to be more reactive to agents’ messages, yet most 
studies still rely on verbal messages that the agents deliver as a source of affective 
expression. These aspects are easily applicable to the current study. 
Summary and Conclusion 
  This chapter reviewed how different types of modeling, based on social cognitive 
theory, facilitate motivational and learning outcomes. Although the studies reviewed here 
did not address guidelines to design instruction using cognitive modeling, the studies did 
provide implications for instructional design by showing how different characteristics of 
a model as well as its cognitive and affective assets influence a novice learner. The model 
should be perceived as competent for learning to occur and learners feel self-efficacious 
when the model is perceived to be similar to themselves. Both the content expertise that 
the model actually presents and the personal characteristics of the model that are 
irrelevant to the learning material influence learners’ perceived competence of the model. 
 The review indicated that a coping model would enhance an understanding of the 
content, metacognitive skills, and perceived competency of novice learners. Yet, it did 
not address whether use of a coping model would benefit novice learners in a simulation-
based learning environment, where learners constantly make inputs, interpret the outputs, 
and adjust and manipulate the simulation accordingly. Also, most modeling studies did 
not separate the impact of demonstrating changes in the model’s affective states along 
with motivational messages from demonstrating gradual progress from initial 
incompetence to mastery. The review provided little evidence of its impact on transfer.   
 With the goal of designing an instructional support that enhance both the learning 





performance (whether the model presents overcoming initial difficulties) and affect 
(whether the model express emotions and efficacy beliefs) influences learners’ self-
efficacy and learning. Studies that examined changes in learners’ affective states and how 
those affective states could be moderated by additional support provided a basis for 
designing the coping model’s affective assets. The current study does not use a visually 
present model to control the potential effects of the model’s visual attributes. Instead, it 












Research Questions and Hypotheses 
 Study 1 examined how observing someone overcoming initial difficulties, 
compared to observing someone successfully completing a task without difficulty, 
influences self-efficacy and learning.  
Research Question 1: How does observing a model overcoming difficulties 
(coping model) versus one that does not experience difficulties (mastery model) affect 
students’ self-efficacy, learning, and transfer in a simulation-based science learning?  
Research Question 2: How does perceived similarity in competence affect the 
effectiveness of modeling?  
I hypothesized that (H1) students watching a coping model would demonstrate 
higher self-efficacy than those who watch a mastery model because most participants do 
not have prior knowledge. Also, I expected that participants watching a coping model 
would not differ from those watching a mastery model on the post-test, given that both 
models present the correct information to the same degree, but that they would perform 
better on transfer problems. Also, I hypothesized that (H2) students who find the model’s 
competence similar to themselves would have higher self-efficacy, and that students 








This study was conducted in an all-girls high school in a large city in South Korea 
where 97.6% of the student body scored above the average on the national academic 
achievement test.1 The sample consisted of 103 first-year students. Within the sample, 
50% of the students indicated that they had heard of the term “radioactive isotopes,” but 
none of them had formally studied the concept. Five students had prior experience using 
educational simulations. 
Study Design and Experimental Conditions  
The study employed a pre-/post-test design with one between-subject factor, the 
model’s performance with two levels (Coping vs. Mastery).  Students in each class were 
randomly assigned to either the Coping Model (CM) condition or to the Mastery Model 
(MM) condition. The model’s performance was operationalized by what the model 
demonstrated in two different versions of the video.  
Coping Model (MM) condition. Participants in the CM condition watched a 
model who initially exhibited errors and difficulties in understanding while manipulating 
a science simulation, but increased her understanding of the concepts and rules, achieving 
full understanding in the end. The model began with a goal statement and did a think-
aloud with self-explanatory questions (e.g., “Here uranium turns into lead. How are they 
different before and after the half life?”). The CM is differentiated from the mastery 
model in two aspects: First, the model included incorrect interpretation of the information 
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illustrated in the simulation, which is presented in the earlier part of the video. The model 
articulated which part was not understandable and went back to the information which 
she did not initially understand. The latter part of the video includes the correct 
information as presented in the MM condition. Second, it included statements indicating 
task difficulty and incompetence at the beginning of the video (e.g., “I tried several times, 
but I still don’t understand how this works. This is frustrating.”).  
Mastery Model (MM) condition. Participants in the MM condition watched a 
model who demonstrated an error-free process of manipulating the simulation and 
interpreting findings. Consistent with the CM condition, the model did a think-aloud with 
self-explanatory questions and articulated how and why she interpreted the information 
(e.g. “The same atoms are spread at different times, but this time again, half of them 
changes before the half life and another half changes after the half-life. I think this pattern 
is quite consistent.”). The questions and procedures the model demonstrated were similar 
to the prompting questions in the simulation worksheet. Unlike the coping model, this 
model did not contain any erroneous information. 
Procedure  
The study consisted of three 50-minute sessions over three consecutive days. The 
study took place in a computer lab during regular technology classes and the teacher was 
present during the entire session to assist with attendance and classroom management.  
Session 1 – Simulation and pre-test. Students completed an online pre-survey 
that measured baseline levels of science inquiry self-efficacy, intrinsic motivation, and 
goal orientation. Next, they received instruction on how to use the simulation and 





directions on the simulation worksheet, participants explored the simulation and 
completed a pre-test in 25 minutes.  
Session 2 – Modeling intervention. Students began Session 2 by completing the 
self-efficacy questionnaire. Next, they watched the video, where another female high 
school student used the same simulation while verbalizing her thinking process. Students 
watched one of two different versions of the video depending on the condition they were 
assigned. They provided written feedback to the student in the video with regard to her 
performance. The video was 14 minutes long and students had an additional 5 minutes to 
complete the feedback worksheet. Students did not have access to the simulation during 
this session. Lastly, students completed the modeling session survey.  
Session 3 – Simulation and post-test. Students completed the Session 3 self-
efficacy questionnaire and completed the simulation used during Session 1 with the same 
worksheet. Students had 25 minutes to use the simulation, but were allowed to do other 
activities once they completed and submitted the post-test. Next, the students had 15 
minutes to solve the transfer question without access to the video they watched during 
Session 2 or the simulation. Following, students completed the final questionnaire 
measuring intrinsic motivation, goal orientation, and overall intervention experiences. 
 






Simulation. The Korean version of a computer simulation called “Radioactive 
Dating Game,”2 part of a simulation suite available at Physics Education with 
Technology (PhET), was used as the primary tool for participants to explore the 
characteristics of radioactive isotopes in relation to radioactive dating. The simulation, 
designed by the University of Colorado, has been tested with secondary school students 
and is used in science classrooms (Adams et al., 2008a; Adams et al., 2008b). This 
particular simulation was selected for two reasons. First, the topic has an appropriate 
level of difficulty for the participants. According to PhET, this simulation is suitable for a 
wide range of students from middle school to university. Radioactive decay is part of the 
Korean national science curriculum, but it is covered in more advanced level high school 
science. Thus, it was expected that most participants would not have prior knowledge in 
the topic. In addition, the math behind radioactive decay is simple, but understanding the 
underlying process requires more than surface-level knowledge. Second, the simulation 
covers the key concepts of the topic, so the participants can understand the concepts 
solely by manipulating the simulation. According to categorizations of simulations by 
Clark, Nelson, Sengupta, and D’Angelo (2009), PhET simulations provide “targeted” 
user control that focuses on a specific variable. This type of simulation requires less 
training time, allowing for effective inquiry in a short period of time (p. 6). In short, the 
topic of radioactive decay maintains an appropriate level of challenge for the study 
sample, but the simulation is designed in a way that students can understand the concepts 
with some structured guidance.  
                                                      





The simulation consists of four sections: “Half-life,” “Decay Rates,” 
“Measurement,” and “Dating Game.” The first two sections represent changes in 
radioactive isotopes and decay rates. Users can select a radioactive isotope and observe 
its decay process. “Measurement” exemplifies how decay rates can be used to detect the 
age of certain objects. “Dating Game” is a quiz-like game section in which a user can 
date various objects using given radioactive isotopes and check if their answers are 
correct. Students were asked to use only three of the four sections available in the 
simulation since the pilot study revealed that the excluded section, “Measurement,” 
helped students solve some problems without understanding the rules.  
       
Figure 2. Simulation used in the study 
Modeling Videos. Two different versions of a modeling video were created to 
demonstrate how to understand radioactive isotopes by making observations and 
interpreting information in the simulation. The demonstration began with a model stating 
the problem, “How do we use radioactive isotopes to date objects?” which is the goal 
stated at the top of the simulation worksheet the participants received. The video shows 
captured screens of the simulation with a female voice verbalizing her thinking process. 
As reviewed in Chapter II, the effect of a model’s gender on self-efficacy and learning is 
not conclusive. The current study decided to use a one gendered model, a female high 





video, not only to help learners pay attention to how the model manipulated the 
simulation, but also to control other factors (e.g., the look or age of the model) that may 
influence the study results. The model’s presence is implied by her voice and movement 
of the mouse in the simulation. The model in the video used the first two sections of the 
simulation, which cover conceptual understanding of radioactive decay. Both videos were 
approximately 14 minutes long.  
The video scripts were written based on observations of people with different 
levels of knowledge and skills – high school science teachers, graduate students without 
any particular science background, and secondary students – who did a think-aloud as 
they used the simulation. Non-experts often (a) focused on the speed of atom changes 
instead of change itself, (b) failed to detect that a radioactive decay is a statistical process, 
and (c) misunderstood decay as a one-time change instead of repeated process. The 
second aspect is also a misconception in radioactive chemistry found in Turkish high 
school students (Tekin & Nakiboglu, 2006). Therefore, the script for the CM condition 
integrated those misinterpretations. The draft of both scripts was reviewed by a former 
high-school chemistry teacher. Next, a current high school science teacher who was not 
part of the script-writing process reviewed the accuracy of content in both scripts. The 
video focuses on the interpretation of information presented in the simulation and 
explanation of how and why she made particular interpretations.  
Videos in the current study differ from those in existing studies comparing the 
effect of a coping model versus a mastery model in that they do not include statements 
indicating the model’s self-efficacy or achievement beliefs (e.g. Weiss et al., 1998), 





vicarious sources for efficacy appraisal. Such statements were intentionally excluded 
from the videos to test if the indicators of task difficulty without explicit motivational 
messages would work as well as models that include them.  
Simulation worksheet. A worksheet was created to help students explore the 
simulation. The worksheet was a combination of instructional goals and prompting 
questions. Clearly defined goals are critical to achieve expected learning outcomes in 
simulation-based learning (National Research Council, 2011). Also, pilot testing revealed 
that high school students had difficulty exploring the simulation when the problem set 
was given without any guidance. Thus, goals were specified for each of the three sections 
of the simulation, followed by prompts (e.g. “Let’s move 10 atoms at a time. How are the 
changes in the atoms similar to or different from when you moved 1 atom at a time?”). 
The prompts served as guiding questions and responses to prompts were not graded. This 
worksheet included the problems used for the pre-test and post-test after the prompts.  
Video worksheet. The video worksheet for Session 2 was generated to help 
participants concentrate on the modeling video. It asked students to write feedback for the 
model in the video, including at least one aspect in which the model did well and one 
aspect where the model needs to improve. This worksheet was created following the 
Interactive, Constructive, Active, Passive (ICAP) framework by Chi and Wylie (2014). 
The framework proposed a taxonomy of engagement behaviors suggesting that learning 
outcomes are likely to increase as students are more engaged with learning materials. 
Participants are likely to be engaged in “constructive” behavior by reflecting and 
comparing, which is a higher level of engagement than “passive” behaviors of watching 





the model improve her performance, participants had to reflect on the model’s behaviors 
in the video.  
Measures 
Learning. Learning was measured using 10 questions included in the worksheet. 
Five questions measured conceptual understanding (total of 7 points) (e.g., definition of 
half-life) and five questions measured application of concepts (e.g., how to use 
radioactive isotopes for dating objects). The same questions were used for both the pre-
test and the post-test, and students had to use the simulation to complete the pre-test and 
post-test. Seven closed-ended questions (true/false questions and short-answer questions) 
were scored as 0 or 1 point (Table 1). Three open-ended questions were graded based on 
a rubric. Because the rubric had three levels, all open-ended questions were initially 
graded for the possible total of 3 points and converted to 1. (Table 2). The same questions 
were used for the pre-test and post-test. The highest possible total score was 10. The 
questions were modified from the worksheets and inquiry lab tasks available from the 
PhET website3 and reviewed by two high school science teachers. 
Table 1  
Structure of Learning Outcome Measure  
Question format # of questions 
True/False 3 











Table 2  
Grading Rubric for Open-ended Questions 
Point  Standard 
3 Demonstrated conceptual understanding with few errors 
2 Demonstrated conceptual understanding with minor errors 
1 Demonstrated limited conceptual understanding  
0 Lack of conceptual understanding; Left blank 
 
Transfer. One open-ended question measured far transfer. A real-world context 
of using radioactive dating (i.e., nuclear accidents) was given to the students with a graph 
illustrating the decay rates of a new radioactive isotope that they did not study in the 
simulation. Using this information, students were asked to make an argument against the 
safety to import agricultural products and fish from the given region. The question 
explicitly asked the students to state and use the concept of half-life to solve the problem. 
The response was graded based on the rubric (Table 3). The highest possible points they 
could receive for the transfer question was four.  
Table 3  
Transfer Question Grading Rubric 
Point  Standard 
4 Demonstrated conceptual understanding as well as proper application to new 
context 
3 Demonstrated conceptual understanding as well as application to new context 
with some errors or little articulation 
2 Demonstrated conceptual understanding and limited application to new context 
1 Demonstrated limited conceptual understanding and failed to apply to new 
context 
0 Lack of conceptual understanding; Response without any evidence; Left blank 
  
 Self-efficacy. A self-efficacy measure for science inquiry was created following 
Bandura’s (2010) guidelines for creating self-efficacy scales. A total of six items asked 
participants to indicate how confident they were that they could do science inquiry right 





item is “I can interpret the relationship of the variables by analyzing data.” The standards 
for science inquiry were modified from Ketelhut (2010) and the Next Generation Science 
Standards (NGSS Lead States, 2013) to reflect behaviors that students do with the 
simulation. Self-efficacy was measured three times at the beginning of each session. The 
baseline self-efficacy (SE1) was measured at the beginning of Session 1. Midpoint self-
efficacy (SE2) was measured after students used the simulation and completed the pre-
test but before the intervention. Post-self-efficacy (SE3) was measured after the students 
watched the video but before completing the post-test. 
Goal-orientation. A total of 14 items were adapted from a validated Patterns of 
Adaptive Learning Scale (PALS; Midgely et al., 2000) to measure mastery (5 items), 
performance approach (5 items), and performance avoidance goal orientation (4 items). 
All items were modified to reflect goal orientations in science classes using a 6-point 
Likert scale (range from 1 to 6). Goal orientation was measured twice using the same 
items - at the beginning of Session 1 using the pre-survey and at the end of Session 3 
using the post-survey. All surveys in Study 1 were measured based on a 6-point Likert 
scale (range from 1 to 6) unless otherwise stated. 
Intrinsic motivation. Three items evaluating enjoyment, relevance, and utility 
value of the task measured intrinsic motivation. Intrinsic motivation was measured twice 
using the same measure - at the beginning of Session 1 using the pre-survey and at the 
end of Session 3 using the post-survey.  
Task choice. At the end of the modeling session survey, students were asked to 





multiple-choice question with three options of difficulty level ─ easier than, similar to, or 
harder than the difficulty level of the Session 1 task. 
Perceptions about the model. The modeling session survey included 6 items that 
assessed how participants perceived the model. Observational learning is most effective 
when the observer perceives the model as similar to himself in terms of competence (Kim 
& Baylor, 2006; Braaksma et al., 2002). Therefore, one multiple-choice item asked the 
students to evaluate the model’s competence in comparison with their own. The choices 
included “similar,” “the model was more competent than me,” and “I was more 
competent than the model.” 
To understand how students perceived the model’s behavior in the video and 
whether such perceptions differed by condition, students evaluated the extent to which 
the model: (a) struggled, (b) put forth effort, (c) was smart4, (d) understood the topic, and 
(e) helped their understanding of the topic. The first two items were included because the 
coping model is supposed to be seen as having struggles but overcoming them by making 
effort. The latter three items intended to measure if students perceived the model 
differently in terms of the model’s overall competency.   
Results 
Of the 103 students who participated in the study, 13 were excluded from the 
analysis. Four students had partial data due to technical glitches or absence. Seven 
students did not properly receive the treatment. Two students had a substantially lower 
                                                      





amount of on-task time (below 30% of the average). Analyses were conducted on the 
data from the remaining 90 students (nCM = 47, nMM = 43)  
Learning 
Students in both conditions demonstrated equivalent understanding of the topic. 
An ANOVA test did not find a significant condition difference on the pre-test, F(1,88) 
= .026, p = .871. A mixed ANOVA test was implemented with time as a within-subject 
factor and condition as a between-subject factor. The test revealed a significant effect of 
time, F (2, 86) = 193.44, p < .001, but the interaction between time and condition was not 
significant, F(1, 88) = 3.444, p = .067. Participants in both conditions learned, but the 
learning gains in the CM condition tended to be higher than those in the MM condition 
(Figure 3).  
 
Figure 3. Estimated marginal means(+/-1SE) of pre-test and post-test scores by condition 
Transfer  
A cumulative odds ordinal logistic regression with proportional odds was 

























assumption for ANOVA test did not hold. The model included condition and pre-test 
score as predictors and transfer test score as an outcome. The interaction between 
condition and pre-test was not significant, therefore, was excluded from the model. The 
model statistically significantly predicted the outcome variable over the intercept-only 
model, χ2(2) = 19.098, p < .001. The condition had a significant effect on the prediction 
of performing better on the transfer test when controlling for the pre-test score, χ2(1) = 
6.202, p = .013. The odds of students who observed the coping model getting a higher 
score on the transfer test was 2.683 times that for students who observed the mastery 
model, Wald χ2(1) = 6.202, p = .013 (see Table 4).  
Table 4 
Parameter Estimates for Ordinal Regression on Transfer Test Scores  
   Wald  95% CI for Exp (B) 
 Chi-sq df sig Exp (B) Lower bound Upper bound 
Condition (CM)* 6.202 1 .013 2.683 1.234 5.832 
Pre-test 12.865 1 .000 1.560 1.224 1.990 
*Reference condition is Mastery Model (MM).  
Self-efficacy  
Initial level of self-efficacy did not differ by condition, F(1, 88) = 0.124, p = .726. 
However, a trend was found for post self-efficacy, where students in the CM condition 
tended to show higher post self-efficacy than those in the MM condition controlling for 
baseline self-efficacy, F(1, 87)=3.806, p = .053 (Table 5). In order to see the within-
subject changes in self-efficacy over time, a mixed-ANOVA test was performed with 
time as a within-subject factor using the Greenhouse-Geisser correction (ε = 0.725). The 
result indicated that self-efficacy did not change over time, F(2,88) = 0.757, p = .432, nor 
did the change differ by condition, F(2,88) = 1.75, p = .187 (See Figure 4). Self-efficacy 






Estimated Means and Standard Errors for Post-self-efficacy (SE3) Controlling for  
Baseline Self-efficacy (SE1) 
 CM MM 
F p 
 M SE M SE 
Self-efficacy 3 5.481 .196 4.924 .205 3.806 .053 
Note. Covariates appearing in the model are evaluated at: SE1 = 5.15 
 
 
Figure 4. Estimated marginal means of self-efficacy at baseline (SE1),  
pre-intervention (SE2), and post-intervention (SE3) by condition.  
Goal Orientation 
Overall, students had fairly high mastery orientation (M = 4.22, SD = .80), neutral 
performance approach orientation (M = 3.34, SD = .96), and performance avoidance 
orientation (M = 3.38, SD = .91). Three individual ANCOVA tests were implemented 
with pre-survey scores of each goal orientation as a covariate. The tests did not find any 
significant effect of condition, p’s >.066 (See Table 6). Among the three types of goal 
orientation, only mastery orientation was significantly correlated with the learning 
























Estimated Means and Standard Errors of Goal Orientation 
 CM MM 
F p 
 M SE M SE 
Mastery 4.19 .072 4.26 .075 .507 .478 
Performance Approach 3.24 .086 3.46 .090 3.11 .081 
Performance Avoidance 3.26 .098 3.52 .102 3.47 .066 
Note. Covariates appearing in the model are evaluated at Mastery-pre = 4.17, Performance-Approach-pre 
= 3.40, Performance-Avoidance-pre = 3.79. 
Intrinsic Motivation  
Students had a moderately high level of intrinsic motivation (Mpre = 4.04, SDpre = 
1.19, Mpost = 4.16, SDpost = .96), but the intervention did not have an impact on the 
students’ intrinsic motivation. An ANOVA test with the pre-intervention intrinsic 
motivation as a covariate failed to detect a significant effect of condition, F(1,88) = 
2.517, p = .116 (Table 7). Average intrinsic motivation was positively related to the 
learning assessment, r = .29, p<.01, and transfer, r = .41, p< .001. 
Table 7  
Estimated Means and Standard Errors of Intrinsic Motivation 
 CM MM 
F p 
 M SE M SE 
Intrinsic motivation 4.25 .084 4.06 .088 2.517 .116 
Note. Covariates appearing in the model are evaluated at intrinsic motivation – pre=4.04 
Task Choice 
When students were asked to choose what they wanted to work on for the last day 
of the study, 32 (35.6%) students responded that they wanted to do something they 
already learned, 27 (30%) selected a task similar in difficulty to the task in Session 1, and 
29 students (22%) chose an easier task. Only two students (2.2%) wanted to work on a 





association between condition and task choice, a chi-square test was conducted. The 
result was not significant, X2(3, N = 90) = 6.464, p = .091.  
Perceptions about the Model 
Overall, 22% of the students (10 per condition) found the model was similar to 
themselves in competence, 71% thought the model was more competent than themselves, 
whereas only 7% (6 students) considered themselves more competent than the model. A 
chi-square test did not find any significant relationship between condition and perceived 
similarity to the model, X2(2, N = 90) = 0.552, p = .759. To examine whether perceived 
similarity to the model moderated the effect of the intervention on self-efficacy, a mixed-
ANOVA test was performed on self-efficacy with two between subject factors (condition 
and perceived similarity in competence) and time as a within subject factor. The 
condition effect on post self-efficacy did not vary by perceived similarity to the model. 
The ANOVA model was not significant, F(5, 84) = 1.834, p = .115. Additional ANOVA 
tests with the same two factors were performed on learning assessment and on transfer 
test scores, but perceived similarity did not influence test scores or interact with the 
condition, p’s = .35.  
A MANOVA test yielded that the condition did not have a significant effect on 
perceptions about the model in the video, Wilks’ = .943, F(5, 84) = 1.011, p = .416 
(Table 8). Unlike the expectation that students in the CM condition would find the model 
struggled more than those in the MM condition, students in both conditions equally found 
that the model struggled. Although the CM condition had a higher mean (M = 3.11, SD = 
1.05) on how much the model struggled than the MM condition (M = 2.77, SD = 1.13), 





exerted effort, was smart, possessed good understanding of the topic, and helped them 
learn. Among these perceptions, the effort had significant correlations with the post-test 
score (r = 366, p <.001), but none of these were correlated with transfer score.  
Table 8 
Means and Standard Deviations of Perceptions about the Model   
Struggle Effort Smart Understand Helpful 
Condition M SD M SD M SD M SD M SD 
mastery 2.77 1.13 4.98 0.80 4.65 1.07 4.58 1.05 4.65 1.09 
coping 3.11 1.05 5.11 0.76 4.51 1.08 4.47 0.95 4.40 1.15 
Total 2.94 1.10 5.04 0.78 4.58 1.07 4.52 1.00 4.52 1.12 
Note. Scale: 1-6  
Discussion 
Findings partially supported the hypotheses. A favorable effect for a coping 
model on self-efficacy and transfer was expected, and results showed that students in the 
CM condition transferred better than peers in the MM condition. The condition effect on 
post self-efficacy was marginal, but revealed a convincing trend that the students in the 
CM condition tended to have higher post self-efficacy than those in the MM condition. 
There was also a trend of CM students having higher learning gains than MM students. 
What made the students in the CM condition perform better in transfer? One 
possibility is that the model in the CM condition demonstrated and corrected errors, thus, 
led these students to learn more from that process. Students often have strong 
misconceptions in science that hinder deep learning, and such misconceptions are 
difficult to correct unless explicitly presented to them (Chi & Roscoe, 2002). The coping 
model in this study introduced misunderstandings about the concept and corrected them. 
Therefore, students who had similar misunderstandings during their initial use of the 





information that both models equally presented. Some studies reporting a favorable effect 
of a coping model explicitly asked students to identify errors from the model’s 
performance, as these skills are directly related to self-regulatory and metacognitive skills 
(e.g. Kitsansas, Zimmerman, & Cleary, 2000). The current participants in both conditions 
were not asked to identify or correct errors. Rather, they were asked to write about the 
aspects in which the model in the video did well on and what she needed to improve 
upon. The purpose of this activity was to help learners better concentrate on the video 
session; yet, this activity may have led them to reflect upon the coping model’s skills and 
enhanced their post-intervention performance. Although the current study did not contain 
a measure of what participants attended to while watching the model, results of the 
exploratory analyses of the Session 2 video worksheet supported this possibility. Students 
in the CM condition tended to discuss more about error-correction strategies presented by 
the model compared to those in the MM condition, whereas the majority of participants 
in the MM condition commented on the competence of the model. 
Existing research has resulted in contradictory findings with regard to whether 
studying with errors works for learners with differing levels of prior knowledge. Some 
modeling studies have found that coping models are most effective for novice learners or 
learners who have already experienced struggles and, thus, have low self-efficacy 
(Bandura, 1997). However, other studies with incorrect examples have revealed that 
learning with erroneous examples is only effective for students with high prior 
knowledge, given that processing errors overload the cognitive capacity of novice 
learners. For instance, learning with errors led to better transfer if students had a certain 





suggest that the coping model was as effective as the mastery model for learning and was 
more effective for transfer for students who did not have prior knowledge. Also, the 
interaction between the condition and the pre-test score was not significant, suggesting 
that participants benefited more from the coping model regardless of their level of 
existing knowledge. 
The post self-efficacy in the CM condition tended to be higher than in the MM 
condition. Given that the current study found a trend for higher post self-efficacy for 
students in the CM condition, the coping model has better potential to enhance self-
efficacy than the mastery model, but was insufficient to bring about an increase across 
the intervention. This could be related to the fact that students did not perceive the model 
as struggling in general, and such perception did not differ by condition (M = 2.94, scale 
from 1 to 6). Regardless of whether the model’s performance included initial difficulties 
or not, the majority of students found the model more competent than themselves and, 
consequently, they may have felt that they were not competent enough to increase their 
self-efficacy. 
Another plausible explanation for not seeing an increase in self-efficacy is that the 
absence of explicit motivational or affective statements in both conditions may have 
weakened the model’s differential impact on self-efficacy. It is not just skills 
demonstration that illustrates progress from incompetence to competence of a coping 
model. Statements indicating changes in self-efficacy or attitude were often presented in 
modeling studies that aimed to improve self-efficacy or persistence (e.g., Schunk & 
Hanson, 1985; Zimmerman & Ringle, 1981). For instance, a mastery model consistently 





while a coping model demonstrates changes from negative to positive attitude as the 
model copes with struggles (e.g., from “I’m not very good at this” to “I’ll have to work 
hard on this one” and, ultimately, to positive statements as those of a mastery model; 
Schunk & Hanson, 1985, p. 316). Moreover, even models delivering motivational 
messages without presenting content information have shown positive influence on 
motivational outcomes such as self-efficacy or persistence (e.g., Zimmerman & Ringle, 
1981). Although the coping model in the present study verbally expressed negative 
emotions such as frustration, such occurrences were very rare. It was intended to describe 
the difficulties the model experienced (e.g., “This is frustrating. It looks different every 
time I observe it.”) and did not verbally portray a positive attitude to overcome such 
frustrations. Without expressing a positive attitude to overcome such difficulties (e.g., 
“This looks difficult, but I’ll try hard.”), such statements indicating task difficulty may 
have negatively influenced motivation by suggesting that the task was difficult (Bandura, 
1997; Schunk, 1987). As a result, effects of such expressions on motivational outcomes 
need further examination. 
The second hypothesis that perceived similarity would increase the effects of 
modeling was not met. Perceived similarity did not differ by condition, nor did it have an 
impact on the study outcomes. Only 22% of the participants considered the model as 
competent as themselves and an equal number of participants from each condition found 
the model similar to themselves.  
Taken together, these findings suggest that a coping model led to a better learning 
outcome and transfer, possibly because of the model’s demonstration and correction of 





increase in self-efficacy. One mechanism that a coping model helps novice learners is to 
deliver a message that persistent effort despite difficulties brings out success (Bandura, 
1997). However, the current study participants equally perceived that both models 
equally exerted the effort and that they equally did not struggle. Will having motivational 
messages and changes in affective states as illustrated in the literature make coping more 
conspicuous? The current study findings did not give a clear explanation as to why 
students who learned with a coping model transferred better, but did not increase self-
efficacy. Based on these findings and questions, Study 2 focuses on disentangling the 
effect of the motivational and affective messages from the content and skills presented by 










STUDY 2  
 
 
This dissertation study was initiated with the purpose of designing an instructional 
support that makes novice learners feel more competent as well as improve learning 
outcomes. In Study 1, a coping model, who initially made errors but corrected them to 
demonstrate mastery, improved learning and transfer for novice learners compared to a 
mastery model who demonstrated an error-free process of learning from the simulation. 
However, the impact of a coping model on self-efficacy was marginal. Self-efficacy 
generally increases when learning occurs, but the anticipated outcome in self-efficacy 
was not seen with participants in Study 1. Thus, Study 2 was designed to test whether 
changes in affective states – emotions and achievement beliefs – of a coping model result 
in different outcomes compared to a coping model without them.  
Chapter III discussed two possible explanations for the positive influence of a 
coping model on transfer without increasing self-efficacy in Study 1. First, the additional 
information that the coping model presented – erroneous information and how to correct 
it – brought out better transfer outcomes without affecting self-efficacy. Second, the 
coping model did not have sufficient affective components as other models show in 
existing modeling studies. Explicit statements that indicate emotions, self-efficacy, 
attitude, and confidence illustrate changes of a coping model from low competence to 
high competence and deliver the message that “perseverance eventually brings success” 





components. Most of her emotions described the difficulties she experienced (e.g., “This 
is frustrating. It looks different every time I observe it.”). Without expressing a positive 
attitude to overcome such difficulties (e.g., “This looks difficult, but I’ll try hard.”), the 
coping model in Study 1 may have negatively influenced motivation by suggesting that 
the task is difficult (Bandura, 1997; Schunk, 1987). Thus, Study 2 intended to investigate 
if the addition of affective components to the coping model would influence motivational 
and learning outcomes differently. Study 2 also aimed to replicate the favorable effect of 
a coping model in Study 1 with more refined study measures. By using another sample of 
high school students who have limited knowledge in the topic and testing the affective 
components of a coping model, we can better understand the effect of a coping model on 
novice learners.  
Study 2 examined how learning with a coping model influences a series of 
motivational outcomes – self-efficacy, attitude to failure, goal orientation, and effort. I 
expected that attitude to failure and effort expenditure would be enhanced if a coping 
model, either by demonstrating regulation of the learning process or by expressing her 
motivational beliefs, successfully delivers the message that effort can help in overcoming 
difficulty.   
 Research Questions and Hypotheses 
A coping model consists of several aspects. Admittedly, a coping and mastery 
model share the instructional component that demonstrates a mastery level of knowledge 
and skills for learners to learn. Yet, they differ in that a coping model presents additional 
information that a mastery model does not: erroneous information to demonstrate initial 





achieve mastery (Schunk, 1987). In addition, a coping model has affective components. 
By explicitly stating emotions, self-efficacy, attitude, and confidence associated with the 
process of coping, a coping model directly expresses the value of effort in face of 
obstacles. Thus, this study compared the effectiveness of three types of a model (see 
Table 9): (1) a coping model with affect (CMA) that illustrates emotions and achievement 
beliefs and demonstrates errors and how to correct them to eventually present correct 
learning strategies and mastery, (2) a coping model (CM) that demonstrates coping 
similar to model (1) but without revealing emotions and achievement beliefs, and (3) a 
mastery model (MM) that demonstrates correct learning strategies without errors. Study 2 
sought to answer the following research question. 
Table 9 
What the Model Presents in Each Condition  
 What the model presents 
 
A. Correct information 
B. Incorrect 
information and 
correction of it  
C. Affective Component 
(Model’s emotions  
and motivations) 
Condition 
(1) Mastery model (A)   
(2) Coping model (A+B)  
(3) Coping model with affect component (A+B+C) 
 
Research question: 
Does a peer model who presents initial difficulties but overcomes them while 
demonstrating changes in emotions and achievement beliefs (CMA condition) lead to 
better outcomes in the following than a model who does not demonstrate changes in 
emotions and achievement beliefs but still represents coping with initial difficulties (CM 






1) learning  
2) transfer  
3) self-efficacy 
4) attitudes toward failure 
5) task choice 
6) goal-orientation 
7) effort  
H1-1: Based on findings from Study 1, I hypothesized that all participants would 
learn from pre-test to post-test, and the learning gains would not differ by condition given 
that the models in all three conditions present same correct information about the content.  
H1-2: I hypothesized that CMA participants would have higher transfer outcomes 
than CM participants. Although the CMA and CM present exactly same information 
except for affective states and motivational statements, additional affect will benefit self-
efficacy, which will lead to better transfer outcomes. MM participants will demonstrate 
the lowest performance on transfer. 
H1-3: CMA participants will have the highest post-self-efficacy, followed by CM 
participants, given that demonstration of positive attitudes highlighting effort may 
function as vicarious persuasive messages to CMA participants. MM participants will 
have the lowest post-self-efficacy. The CM demonstrates task difficulty without 
emotional changes or a positive attitude, therefore, the message may not be as strong as 
the CMA, but still be stronger than the MM.   
H1-4, 5, 6: I expect that both CMA and CM participants to demonstrate more 





models in CM and CMA conditions represent positive attitudes when the model 
encounters difficulties by reflecting upon errors and correcting them. They will be more 
likely to choose difficult tasks than the MM students. The demonstration of the MM does 
not pertain to failure; thus, the MM will have less impact on its participants’ attitude, task 
choice, and mastery.   
H1-7: CMA participants will make the greatest amount of effort, followed by 
MM participants, given that the CMA has explicit statements revealing willingness to 
persist and put forth more effort that the CM does not have. MM participants will put the 
least amount of effort. 
Methods 
Participants 
A total of 147 1st grade high school students were recruited from the same all-girls 
high school in South Korea where Study 1 took place. The study was conducted during 
the last week of the academic year. Study sessions took place during regular classes of 
mixed subjects. A technology teacher was present during the session as the study took 
place in a computer lab. Beginning in 2017, the national achievement test is not 
mandatory, thus the test results at an individual school level are not publicly available. 
With a one-year gap between Studies 1 and 2, it was assumed that that there was no 
notable change in the school’s achievement level from 2016, where 97.6% of the student 
body scored above the average (see Chapter III).       
Study design and experimental conditions 
The study employed a pre-test/post-test design with one between subject factor – 





the three experimental conditions within each class: (a) Coping Model with Affect 
(CMA) condition where a model demonstrates coping with affective states such as 
emotions and attitudes; (b) a Coping Model (CM) condition where a model demonstrates 
coping, demonstrating initial difficulties and making errors but overcoming them, without 
expressing any affective states; and (c) a Mastery Model condition (MM) where a model 
demonstrates exemplary exploration and interpretation without any difficulty. Seats in the 
computer lab were pre-assigned to each participant and videos were downloaded to each 
computer according to the student’s condition. Students watched one of the three 
modeling videos during the modeling session in Session 2. 
Coping Model with Affective statement (CMA) condition. The model in the 
CMA condition delivered the same instructional information that the model in the CM 
condition presented. In addition, the model expressed her emotions and motivational 
beliefs such as self-efficacy, attitude, and confidence to illustrate changes in affective 
states that are associated with different stages of coping. For instance, statements 
expressed negative emotional reactions to initial difficulties (e.g., “This is 
discouraging.”), as well as positive emotions when she finally understood the concepts 
(e.g., “I’m so glad that I finally understand what this graph implies.”). While the model’s 
emotion and confidence changed from negative to positive, the model consistently 
presented a positive attitude (e.g., “This looks difficult, but I can try one more time and I 
will be able to understand.”) throughout the video.  
Coping Model (MM) condition. Participants in the CM condition watched a 
model who demonstrated coping without an affective component. Like the mastery 





associated with coping (e.g., “I am confused.”). The coping model still exhibited task 
difficulties, by verbalizing which part was not understandable or by stating failure to 
understand despite repeated manipulation in the simulation. Statements indicating task 
difficulty were made at the beginning part of the video and gradually decreased as the 
model demonstrated competence in the latter part of the video. The coping model in 
Study 1 included a few statements indicating emotions to signify task difficulty, but those 
statements were all removed from the coping model in Study 2. The current coping 
model never stated affective states. What was presented on the screen did not differ from 
the CMA condition.  
Mastery Model (MM) condition. Similar to the mastery model in Study 1, the 
model demonstrated an error-free process of manipulating the simulation and interpreting 
observations. The model did not have a coping component, as she did not experience any 
difficulty throughout the demonstration. Also, the model did not indicate any task 
difficulty (e.g. “This is easy”) or affective states such as emotions (e.g., “I like doing 
these.”) or high confidence (e.g., “I know how to do this.”). How each video was created 
is detailed in the following section. 
Design of the Modeling Session 
Modeling Video. Videos in all three conditions had the instructional component, 
which contained 1) procedural information on how to manipulate the simulation and 2) 
conceptual information of what radioactive decay means. The CMA and CM conditions 
present incorrect and correct information, by showing how to correct incorrect 





illustrates 1) the model’s emotions and 2) achievement beliefs (See Table 10 for 
examples). However, the MM condition includes correct information only. 
Table 10  
Example Statements from Video Script1  
Content Example 
Condition 
CMA CM MM 
Correct 
interpretation 
After the 4.5 billion, I see less frequent formation 
of Lead, and far less frequent after 9 billion years. 
Y Y Y 
Incorrect 
interpretation 
So, the change in speed is always changing?  Y Y N 
Task 
difficulty 
 I tried multiple times, but I still don’t get it. Y Y N 
Emotional 
reactions 
This is so discouraging!  
(negative ones at the beginning, positive ones at 
the end)  
Y N N 
Motivational 
messages  
Maybe I should try to see more atoms and I’ll be 
able to understand what this means this time.  
Y N N 
 
Creation of video. Adam et al. (2008a) emphasized “engaged exploration,” a set 
of behaviors that students try to understand what they observed and manipulated in the 
simulation, such as posing questions and answering those questions. These behaviors 
were also observed in students who were actively engaged with the simulation in the pilot 
studies. Therefore, the current videos were designed to demonstrate “engaged 
exploration” as a basis of presenting content information across all conditions.  
 The final scripts for Study 2 were revised from the scripts used in Study 1 using a 
small number of observations from 9-11th grade students. Students used the simulation 
along with the worksheet and solved the learning assessment questions to understand the 
goal of using the simulation. They were asked to think-aloud while using the simulation 
and a short semi-structured interview was conducted to discuss their overall experiences. 
                                                      





The purpose of this observation was not only to capture what they could do easily and 
where they experienced difficulties, but also to note their spontaneous emotions so that 
they were reflected in the video scripts.  
Changes in affective states as well as motivational messages were created based 
on the above observations and from the literature. As discussed in Chapter II, certain 
negative emotions are known to have a positive impact on learning. For instance, Pekrun 
(2006) suggested that negative but activating emotions (e.g. anger) have a more positive 
impact than negative and deactivating emotions (e.g. boredom) on learning because 
activating status indicates a status of cognitive engagement. Also, negative emotions that 
are directly related to information processing (e.g. confusion, frustration) can quickly 
change to positive emotion depending on support or the result of information processing 
(Baker et al., 2012; D’mello, 2013). Thus, these emotions were initially selected in the 
scripts and later adjusted to reflect the words that high school students actually use. The 
same process was applied to create the motivational messages. Messages indicating 
changes in self-efficacy and confidence as well as positive attitude were written based on 
literature and then re-phrased to reflect the usage of high school students.  
A female high school student (different from the one who recorded the audio for 
the Study 1 videos) recorded the audio for all three versions of the video to maintain 
consistency across conditions. The content information contained in the Study 2 videos 
did not differ from the ones in Study 1. Final scripts were reviewed by a science teacher 
for content validity.  
Structure of the modeling session. Videos for the CMA and CM conditions can 





struggle phase, where the model demonstrates erroneous interpretations and incompetent 
manipulation of the simulation. Most of the negative emotions as well as incorrect 
interpretations are presented here. Part 2 is a coping phase, where the model identifies 
and corrects errors. Positive attitudes despite initial difficulties as well as perseverant 
effort are mainly displayed here. Part 3 is a mastery phase, where the model presents 
competent manipulation of the simulation and correctly interprets observations from the 
simulation. The mastery model consistently presents the correct interpretations and, 
therefore, the MM video is not structured in the same way as the CMA and CM 
conditions are.  
Table 11 
Structure of Modeling Session – Comparisons between CM and CMA conditions  
 CMA and CM CMA only 
Phase Instructional Component Affect Component 
Struggle 
Incorrect interpretation  
Lack of understanding  
Low confidence  
Negative affect  
Coping 
Identifying and correcting 
incorrect interpretations  
Achievement beliefs  
Positive attitude 
Mastery Correct interpretations * 
High confidence  
Positive affect 
Submit worksheet 
*MM condition is not included in the table. It demonstrates correct interpretations only throughout the 
video.  
Procedure 
The study was conducted in four 50-minute sessions over four days (see Figure 
5). All surveys were administered online using Qualtrics. All test materials and 





Session 1 – Pre-test. Participants completed a pre-survey that measures the 
baseline level of self-efficacy (SE1), response to failure, and goal orientation. After a 
researcher explained the basic interface of the simulation, the participants used the 
simulation for 20 minutes guided by the simulation worksheet. They completed the pre-
test using the simulation.  
Session 2 – Modeling intervention. Students completed the self-efficacy survey 
(SE2). Next, they watched a video, where another high school student used the same 
simulation to solve the same questions, and provided written feedback about her 
performance. Students watched one of the three different versions of the video depending 
on the experimental condition they were assigned. Students wrote feedback while 
watching the video and had an additional 10 minutes after the video to complete their 
responses. They answered the modeling session survey about perceptions about the 
model and task choice.  
Session 3 – Simulation and post-test. Students completed the self-efficacy 
survey (SE3). They used the same simulation as what was used in Session 1 for 20 
minutes followed by a 15-minute post-test. They were allowed to quit exploring the 
simulation early once they completed and submitted the post-test.  
Session 4 – Transfer test and post-survey. Students completed the self-efficacy 
survey (SE4) and solved the transfer test for 15 minutes without access to the simulation 
or the modeling video they watched in Session 2. Lastly, they filled out the post-survey 
about response to failure, goal orientation, and demographic information. After all 






Figure 5. Procedure of Study 2. 
 
Materials 
Simulation and worksheet. Study 2 used the same simulation and worksheet that 
were used in Study 1 (see Chapter III). Students had 20 minutes to explore the simulation 
guided by the worksheet. They received a simulation worksheet, which consists of 
behavioral prompts (e.g. “Let’s move 10 atoms”) and reflective prompts (e.g. “How is it 
different from when you observed 1 atom?”). In Study 1, the prompts and test items (pre-
/post-test) were presented in the same handout. However, in Study 2, the prompts and test 
items were distributed separately.  
Modeling video and worksheet. Three types of a modeling video, as described 
above, were used as the experimental condition of this study. A video worksheet was 
distributed to the participants before they watched the video. The Study 1 video 
worksheet was modified for Study 2. The Study 1 worksheet provided a general 
instruction that participants need to write about what the student in the video needs to do 
in order to improve her performance, including at least one aspect that the model did well 
and one aspect that the model needs to improve. Study 2 provided the same general 
instruction that participants need to write about the girl’s performance in the video, but 





difficulties in initial understanding? (b) What did the student do well? and (c) What 
advice would you give the student to improve her understanding? (See Appendix C-2).  
Measures 
Learning and transfer. The learning measure has 10 questions that were used in 
Study 1. However, the learning questions were rearranged in a way that all the 
instructional goals and behavioral prompts to use the simulation are given prior to the 
learning questions. One item in Study 1 asked to explain if we can estimate the age of a 
buried body using one of isotopes they studied in the simulation. This item was rewritten 
into two questions to get a more specific response. One new item explicitly asks if we can 
or cannot estimate the age of a buried body using one of the isotopes in the given 
simulation, and, if it can be done, to list the isotope. The existing item was rephrased to 
specifically explain why they think it is possible or not. Transfer was measured using one 
question that was used in Study 1.  
Self-Efficacy. Self-efficacy was measured four times: at the beginning of the 
study in Session 1 (SE1, =.887), after the initial use of simulation but before the 
modeling session in Session 2 (SE2, =.925), after the modeling session but before the 
post-test in Session3 (SE3, =.942), and after the post-test but before the transfer-test in 
Session4 (SE4, =.956). Students completed the same self-efficacy survey at the 
beginning of each session. The survey included a total of nine items. Six items that 
describe inquiry behaviors students do with the simulations (e.g., “I can interpret the 
findings from the graph”) were used in Study 1. Three items that are specific to the 





to the survey. All items are rated on a scale from 0 (“cannot do at all”) to 10 (“highly 
certain can do”). 
Attitudes to Failure. Twelve survey items were created to measure how 
participants perceive and react to failure. The survey has four items in each of three sub-
sections that measure (a) “affect” – affective reactions to failure, (b) “risk-taking” – 
willingness to take the risk of failure for learning, and (c) “action” – behavioral reactions 
to failure. Higher ratings indicate that students have constructive reaction to failure. This 
survey was administered twice: before and after the modeling session. The pre-survey 
consisted of general statements about failure in academic settings. The post-survey 
included items that were specific to the simulation-based learning activity in the current 
study. Both pre- and post-surveys were reliable as a whole (Cronbach’s pre = .774, post 
= .710) and as three sub-tests, but the “Action” sub-test was relatively less reliable than 
the other two (“Affect” pre = .833, post = .822, “risk-taking” pre = .696, post = .705, 
“Action” pre = .600, post = .619). 
Most items were adopted from the School Failure Tolerance scale (Clifford, 
1998), developed for students ages 7 to 17. The SFT scale includes 10 items, each in 
three subsets of affect, preferred difficulty, and action. Eight items were adopted from the 
subsets of “affect” to measure emotional reactions to failure and “action” to measure 
behavioral reactions to failure (four from each). For the subset of “risk-taking,” two items 
were drawn from “preferred difficulty” in the SFT scale and combined with two items 
that were adopted from the Error Orientation Questionnaire (ECQ, Rybowiac, Garst, 
Frese & Batinic, 1999) that measures attitude toward errors in work settings. Among the 





This section measures how much they are willing to take risks to make error and see 
errors as an opportunity for growth. All survey measures were based on a 6-point Likert 
scale, unless otherwise indicated. 
Task choice. At the end of the modeling session survey in Session 2, one question 
asked students to choose the difficulty level of the task they would like to do in Session 3. 
This multiple-choice question has three options for the difficulty level ─ easier than, 
similar to, or harder than the difficulty level of the Session 1 task. The question was 
adapted from Dweck (2000) to see if modeling type affects students’ tendency to avoid 
more difficult tasks.   
Goal orientation. Participants’ goal orientation was evaluated using 13 items 
from the Patterns of Adaptive Learning Scale (PALS) (Midgely et al., 2000) – 5 items for 
mastery orientation, 5 items for performance approach orientation, and 4 items for 
performance avoidance orientation. Goal orientation was measured twice. The pre-survey 
was administered at the beginning of the study to assess general goal orientations in 
science learning, using the items used in Study1. The post-survey items were modified 
from the general goal orientations in the pre-survey to reflect the specific tasks that 
participants were involved with during the intervention (e.g. “While I was using this 
simulation, my goal was to master new skills”). Research suggests the possibility that 
individuals apply task-specific goals that are not the same as their general goal 
orientation, and that task goals are more predictive of learning (e.g. Belenky et al., 2012). 
The post-survey was implemented after the modeling session. Goal orientation measures 
were reliable (Mastery pre=.881, post=.892, Performance approach pre=.910, 





Effort. Amount of effort was measured using the following in-simulation 
behaviors coded from the video recordings during the two simulation sessions in Session 
1 and Session 3. Both simulation sessions were recorded using Camtasia, a screen 
recording software, and used to code the following behaviors.  
Time on task. The total time that each student spends on manipulating the 
simulation was recorded and compared across sessions within each student.    
.     
Figure 6. “Dating Game” used to measure effort 
Number of additional objects probed. The “Dating Game” section in the 
simulation (Figure 6) has 18 objects that users can estimate the age of each object using 
three different isotopes and check whether their estimate is correct. The game section is 
the only part where students could check what they did was correct or incorrect. 
Depending on the isotopes they have to use, the level of difficulty can be divided into 
easy and difficult (9 objects each, see Table 12). Students have to probe three items as 
part of the learning assessment, but many students in Study 1 probed more objects than 
they were required by the test. Three behaviors were coded: (a) the number of objects 
probed on the additional objects, (b) the number of attempts made on the additional 





items. The number of attempts indicate the number of times the student checked whether 
the estimate of an object’s age is correct. Study 1 did not find any condition effect on 
these behaviors, but these behaviors were positively correlated with motivational 
variables. This suggests that students who are more motivated to learn are likely to spend 
more time on these behaviors even though they were not required to so.  
Table 12 
Number of Objects according to Difficulty and Inclusion in the Learning Assessment  
 
 Perceptions about the model. As in Study 1, one item measured perceived 
competence of the model in relation to the participant’s own. The three choice items 
were: “The model was as competent as me,” “model more competent than me,” and 
“model less competent than me.” The remaining items used a 6-point Likert scale. Two 
multiple-choice items were added to ensure that the intervention was properly 
implemented. Participants evaluated the model’s affective state as well as confidence. 
Five remaining items asked participants to assess how much the model (a) experienced 
difficulties, (b) put forth effort, (c) was competent, (d) was helpful, and (e) was relatable. 
Studies suggest that modeling is effective when the model is reflective to observers (e.g. 
Schunk, 1987; Lin-Siegler et al., 2016), so the last item was added to the current 
questionnaire in addition to the item that asks about perceived similarity in competence to 
the model.   
Difficulty 





Easy 9 1 8 
Difficult 9 2 7 





Post-intervention survey. The post-intervention survey asked students to report 
demographic information as well as their prior knowledge and experience using 
simulations. 
Results 
The final analysis included 130 students with full data available and who properly 
received the treatment. Fifteen students were excluded from the final analysis because of 
data loss due to absence, technical glitches, or improper treatment. Two students who did 
not use the simulation for the required amount of time in Session 1 (+/- 2SD) were also 
removed from the final analysis. All analyses in the following section include data from 
130 students except for the analysis of effort that used in-simulation behaviors. Due to 
technical issues, only 92 videos (70% of the entire sample) were available for both 
simulation sessions in Session 1 and Session 3.   
The majority of the analyses in this section were conducted using either 
ANCOVA or mixed-ANOVA models with time as a within-subject factor. If identical 
measures were used for both pre- and post-test, a mixed-ANOVA was used. For 
measures that were different at pre- and post-test, ANCOVA was implemented with the 
pre-test score as a covariate. For constructs that are closely related, a multivariate 
equivalent test was used. Post-hoc adjustments for multiple comparisons were made 
using Tukey’s HSD to control for family-wise error.   
Two coders independently coded all open-ended responses in the learning 
assessment and the transfer test of 30% of the participants without knowing their 
experimental condition. All items had kappa higher than .8 (kappa for learning 





coders split the remaining data and coded them independently.  
Participants 
Most participants (96.1%) did not have prior experience in using educational 
simulations (See Table 13). Fifteen percent of the participants reported they had studied 
radioactive isotopes. The distribution of participants with prior experience in using 
simulations or studying radioactive isotopes was equivalent across conditions, p’s >.197. 
There was no significant effect of class on the primary study outcomes. Just over half 
(53.8%) of the participants were in the sciences major track. This is consistent with the 
school’s profile. The distribution of major was equal across conditions, p = .665. Korean 
high school students choose their major track (either “Arts” or “Sciences”) at the end of 
their 1st year. From the 2nd year, students study different curriculum based on their track. 
Students who choose the sciences track study advanced math and science courses, 
whereas students who choose the arts track study more in-depth social science courses. 
This information was only available for Study 2 participants because it was conducted at 
the end of the school year, whereas Study 1 was conducted at the beginning of the second 
semester when this information was unavailable.  
Table 13  
Distribution of Participants 
  Experimental Condition 
Total 
  CMA 
(n = 41) 
CM 
(n = 46) 
MM 
(n = 43) 
Major 
Sciences 24 24 22 70 (53.8%) 
Arts 17 22 21 60 (46.2%) 
Prior experience - Simulation 3 0 2 5 (3.8%) 






Students had equivalent pre-test scores across the three conditions (p = .578). 
Random assignment was successful. However, depending on the major track, students 
had significantly different pre-test scores, base-line self-efficacy, mastery goal 
orientation, performance approach orientation, and “risk-taking” and “actions” of the 
attitudes to failure. The sciences students had higher scores in all of the aforementioned 
tests and surveys compared to the arts students (p’s <.018). Also, students with prior 
knowledge demonstrated higher mastery goal orientation and more positive attitudes 
toward failure (in “risk-taking”, “actions”, and the average scores) than those without 
prior knowledge (p’s <.034). Therefore, major and prior knowledge were included either 
as a covariate or a between-subject factor in relevant analyses, but only reported in the 
following section when they had a significant main effect or interaction with other factors 
included in the test.  
Learning 
 A mixed-ANOVA test was implemented to see how modeling type affected 
learning gains. All students learned from the modeling session. There was a significant 
main effect of time, F(1, 127) = 141.56, p <.001, but the interaction between time by 
condition was not significant, F(2, 127) = .083, p = .920. Students in all three conditions 






Figure 7. Estimated marginal means (+/- 1SE) of pre-test and post-test scores by 
condition. 
Transfer 
A cumulative odds ordinal logistic regression with proportional odds was 
performed to determine the effect of condition on transfer because the normality 
assumption for ANOVA was violated. The model included condition and pre-test score 
as predictors and transfer test score as the outcome. Major was not a significant predictor 
and did not interact with other variables in the model, so it was removed from the 
analysis. Condition had a significant effect on the prediction of performing better on the 
transfer test when controlling for the pre-test score, χ2(2) = 6.236, p = .044. For CMA 
students, the odds of getting a higher score on the transfer test was 2.731 times that for 
MM students, χ2 (1) = 5.837, p = .016. The odds of scoring higher on the transfer test for 
CM students was not different from that of MM students, χ2 (1) = 3.428, p = .064, or that 
of  CMA students, χ2 (1) = .417, p = .518. The pre-test score was a significant predictor, 




























Parameter Estimates for Ordinal Regression on Transfer Test Scores  
    95% CI for Exp (B) 
 Exp (B) Wald Chi-sq df Sig Lower bound Upper bound 
Condition (CMA) a 2.731 5.837 1 .016 1.209 6.169 
Condition (CM) a 2.121 3.428 1 .064 .957 4.702 
Condition (CM) b .777 .417 1 .518 .361 1.672 
Pre-test 1.302 13.390 1 .000 1.130 1.499 
a Reference condition is Mastery Model (MM).  
b Reference condition is Coping Model with Affect (CMA).  
 
Self-efficacy 
 Students in all conditions had an equivalent level of baseline self-efficacy (SE1), 
F(2, 127) = 2.675, p = .073, but CM students tended to have lower initial self-efficacy 
than CMA students. An ANCOVA test on post-self-efficacy (SE3) with SE1 as a 
covariate found a significant effect of condition, F(2, 126) = 3.939, p = .022. The MM 
students had a lower SE3 score than the CMA students and CM students (p’s< .019). 
However, this favorable effect of the CMA and CM condition was not found in Session 4 
(Table 15). An ANCOVA test on SE4 with SE1 as a covariate did not yield a significant 
effect of condition, F(2, 126) = 2.593, p = .079. To analyze the within-subjects change in 
self-efficacy, a mixed-ANOVA was implemented with time as a within-subject factor 
using the Greenhouse-Geisser correction (ε = 0.731). The test was run with four-time 
points and found a significant effect of time, F = 50.581, p < .001. Pairwise comparisons 
revealed that self-efficacy increased between all measurement points, p’s <.001. The 
interaction between time and condition was significant, p = .047 (Table 16). For CMA 
students, self-efficacy increased at post-intervention compared to baseline (M = .824, SE 
= .168, p <.001) and at post-intervention compared to pre-intervention (M = .347, SE 





to baseline (M = .872, SE = .179, p <.001) and at post-intervention compared to pre-
intervention (M = .498, SE = .112, p <.001). For MM students, self-efficacy did not 
increase at post-intervention compared to baseline or at pre-intervention (p’s >1.0). 
Table 15  
Estimated Means and Standard Errors of SE3 and SE4 Controlling for SE1  
 CMA CM MM 
F p 
 M SE M SE M SE 
Self-efficacy (SE3) 4.295 .18 4.257 .17 3.679 .17 3.939 .022 
Self-efficacy (SE4) 4.850 .22 4.477 .20 4.170 .21 2.593 .079 
Note. Covariates appearing in the model are evaluated at: SE1=3.43 
Table 16  
Results of Within-Subjects Effects on Self-Efficacy by Time and Condition (Corrected by 
Greenhouse-Geiser) 
Source SS df MS F sig 
Time 81.564 2.194 37.183 50.581 .000 




Figure 8. Estimated marginal means of self-efficacy at baseline (SE1),  





































To test if SE3 predicts transfer, a cumulative odds ordinal logistic regression with 
proportional odds was conducted with condition, pre-test, and SE3 as predictors and 
transfer test score as the outcome. SE3 was a significant predictor of self-efficacy after 
controlling for condition and pre-test score, p = .039. When controlling for SE3 and pre-
test score, the effect of condition was not significant, p = .100. 
Attitudes toward Failure   
The attitudes toward failure survey was designed with three sub-categories. The 
“affect” category scores were not correlated with scores in the other two categories and 
the factor analysis did not identify the sub-categories as designed. This issue will be 
further discussed in the study limitations. The present analysis reports both the average 
score and each of the sub-scores.  
Students initially presented neutral attitudes to failure (M = 3.51, SD = .635). 
More specifically, students showed moderately negative affective reactions to failure (M 
= 2.84, SD = 1.07), moderately positive attitudes to risk-taking (M = 4.07, SD = .81) and 
neutral behavioral reactions to failure (M = 3.60, SD = .76). An ANOVA test on the 
baseline attitudes toward failure confirmed that the participants had equivalent attitudes 
across conditions, F(2, 127) = 2.005, p = .139. To test the effect of condition on attitudes 
toward failure, an ANCOVA test was conducted with the baseline score as a covariate. 
The test did not find a significant effect of condition, F(2, 126) = 2.931, p = .057, but 
showed a trend that  CM students tended to have a more positive attitude to failure than 
CMA students. In order to see how modeling influenced affect, risk-taking, and action, 





The modeling type did not have any significant impact on any of the three sub-tests, p’s 
>.123 (See Table 17). 
Table 17 
Estimated Means and Standard Errors of Attitudes to Failure Survey Scores 
 
 CMA CM MM 
F p 
 M SE M SE M SE 
Affect 3.261 .131 3.617 .124 3.544 .124 2.13 .123 
Risk taking 3.899 .104 4.127 .098 3.943 .101 1.44 .241 
Action 3.897 .097 4.023 .091 3.905 .094 .580 .561 
Average 3.684 .071 3.923 .067 3.799 .069 2.93 .057 
Note. Scale 0-6. Covariates appearing in the model are evaluated at Affect-pre = 2.84, Risk-taking-pre = 
4.07, Action-pre = 3.60, Average-pre = 3.50. 
Task Choice   
After the modeling session survey, students were asked to indicate the difficulty 
level of the tasks that they would like to do in Session 3. A chi-squared test did not find a 
significant difference in task choice by condition, χ2 (4) = 6.083, p = .193. The majority 
(69%) of students wanted to do an easier task in Session 3 (Figure 9). Only five students 
chose to work on a more difficult task. Correlational analyses showed negative 
correlations with the choice of an easier task and the post-survey scores of attitudes to 
failure – risk-taking, action, and the average score, p’s < .005.  
 
































Goal Orientation  
Factor analysis identified three goal orientations. Students initially had 
moderately high mastery orientation (M = 3.94, SD =1.01), moderately low performance 
approach motivation (M = 2.80, SD = 1.11), and neutral performance avoidance 
motivation (M = 3.31, SD = .90). None of these initial goal orientations were different by 
condition, p’s > .331. Univariate ANCOVAs with each of initial goal orientations as a 
covariate did not find a significant effect of condition. The condition did not have a 
significant impact on any of the goal orientations, p’s > .743 (Table 18). 
Table 18 
Estimated Means and Standard Errors of Goal Orientation Scores 
 
 CMA CM MM 
F p 
 M SE M SE M SE 
Mastery 3.76 .125 3.85 .118 3.89 .122 .262 .770 
Performance Approach 3.15 .146 3.00 .137 3.04 .142 .297 .743 
Performance Avoidance 3.06 .150 3.04 .141 3.07 .146 .016 .984 
Note. Scale 0-6. Covariates appearing in the model are evaluated at Mastery-pre =3.94, Performance 
Approach-pre = 2.80, and Performance Avoidance-pre=3.31. 
Effort  
The current analysis includes 92 participants whose video recordings were 
available for the two simulation sessions. The distribution of the participants across 
conditions are slightly different from the entire sample (See Table 19), but major and 
prior knowledge were equally distributed across the conditions (p’s > .218). None of the 
pre-intervention study measures were different by condition in this subset of data, p’s 
> .11. Also, none of the pre-intervention study measures were different when this subset 







Distribution of Participants Included in the Video Analysis  
  Experimental Condition 
Total 
  CMA 
(n = 31) 
CM 
(n = 23) 
MM 
(n = 38) 
Major 
Sciences 19 9 17 47 (51%) 
Arts 12 14 21 45 (49%) 
Prior experience - Simulation 3 0 2 5 (5%) 
Prior knowledge - Radioactive isotopes 6 2 7 15 (16%) 
 
Time. Participants overall spent 30 minutes on the simulation (including the time 
during the test) in Session 1 and 23 minutes in Session 3. Students in all conditions spent 
an equal amount of time using the simulation in Session 1, F(2, 89) = .708, p = . 495. An 
ANOVA, instead of a mixed-ANOVA, was conducted to see whether condition had an 
impact on time spent on using the simulation in Session 3, because Session 1 simulation 
time was not correlated with Session 3 simulation time. Time spent on the simulation in 
Session 3 was not different by condition, F(2, 89) = .233, p = .792. The amount of time 
spent on using the simulation in either session was not correlated with pre-test or post-test 
scores, but Session 3 simulation time was positively correlated with transfer scores, p 
= .018. Also, it had positive correlations with post-intervention mastery orientation, and 
the sub-test scores of risk-taking and action, p’s < .004. 
Number of additional objects probed.  Participants probed an equal number of 
additional difficult objects in Session 1 and made an equal number of attempts on those 
objects, F(6, 174) = .662, Wilks’ Λ = .956, p = .680 (See Table 20). A MANOVA, 
instead of a mixed-MANOVA, was run on Session 3 simulation behaviors – the number 
of additional difficult objects probed, the number of attempts made on the additional 





objects – because these were not correlated with Session 1 behaviors. The test did not 
find a significant effect of condition, F(6, 174) = .728, Wilks’ Λ = .952, p = .682.  
Table 20 
Means and Standard Deviations of In-Simulation Behaviors 
 CMA CM MM 
 M SD M SD M SD 
Objects Session 1 .55 .85 .30 .56 .58 1.06 
             Session 3 2.29 .51 1.78 .60 1.90 .46 
Attempts  Session 1  1.23 2.32 .57 1.08 1.53 3.88 
                Session 3 3.56 .82 3.00 .95 2.68 .74 
Average Session 1 .93 1.81 .52 1.04 .75 1.47 
 Session 3 .89 .17 .72 .20 .55 .16 
 
Correlational analyses were performed to see if these behaviors were related to 
other study measures. The number of objects probed and the number of attempts in 
Session 3 were positively correlated with pre-test and post-test scores, p’s < .020, but not 
with transfer scores. The number of objects probed also positively correlated with self-
efficacy at all measurement points, p’s < .025. None of these behaviors in Session 1 had 
significant correlations with test scores or self-efficacy scores. However, when looking at 
the relationship between these behaviors with the attitude to survey measures, only 
Session 1 behavior had a significant correlation. The average number of attempts made 
on the additional difficult objects in Session 1 was positively correlated with the “affect” 
sub-score as well as the average score of the attitude to failure pre-survey, p’s < .047. 
This correlation was not significant with Session 3 average number of attempts on the 
additional difficult objects.  
Perceptions about the Model  
One key aspect that determines effectiveness of modeling is perceived similarity 





condition, χ2(4) = 4.310, p = .366. Only one student found she was more competent than 
the model. The majority (80%) of students found the model was more competent than 
themselves.  
In order to determine if students perceived the model differently according to the 
modeling type, a MANOVA test was conducted on the 5-item modeling session survey. 
The test found a significant multivariate effect for condition, F(10, 246) = 11.910, Wilks’ 
Λ = .454, p <.001. The follow-up univariate ANOVA tests indicated that students 
considered the model differently on two aspects: to the extent the model experienced 
difficulties, F(2, 127 = 52.19, p <.001 and put forth effort, F(2, 127) = 6.33, p = .002. 
Post-hoc tests revealed that students in the CMA condition found the model struggled 
more than those in the CM condition, p = .001, and the MM condition, p <.001. CM 
students considered the model struggled more than MM students, p <.001. Also, students 
in the CM condition perceived the model made more effort than those in the MM 
condition, p = .002, but their perception did not differ between students in the CMA and 
CM condition, or between those in the CMA and MM condition, p’s >.089. None of 
these perceptions varied by student major nor interacted with condition. No other aspects 
were perceived differently by condition, p’s > .214. Regardless of their condition, 
students found the model equally competent, helpful, and relatable despite differences in 






Figure 10. Estimated marginal means (+/- 1SE) of perceptions about the model by 
condition.  
Next, correlational analyses were performed to see whether such differences in 
perception are related to self-efficacy, learning, and transfer (Table 21). The perception 
of how much effort the model put forth and how much the model was relatable was 
significantly correlated, r = .287, p = .001. How much the model put forth effort was 
positively correlated with the post-test scores, but not with post-self-efficacy or transfer 
test scores. How much students found the model relatable significantly correlated with 
post-self-efficacy as well as transfer test scores, but not with post-test scores.  
Table 21  
Correlations between Perceptions about the Model and Study Outcomes  
 Pre-test Post-test Transfer Post-self-efficacy (SE3) 
Effort  .065 .204* .136 .103 
Relatable .137 .152 .265** .236** 






















Relationship between Motivational Variables, Attitude to Failure, Learning, and 
Transfer  
To examine the effect of baseline knowledge, self-efficacy, attitudes toward 
failure, mastery goal orientation, and condition on post-test score, a linear regression was 
run on post-test score with all the other variables as predictors. The model was 
significant, F(6, 123) = 10.74, p <.001, Ra2 = .312. The result showed that the pre-test was 
the only significant predictor to the post-test score (Table 22). To examine the effect of 
baseline knowledge, self-efficacy, attitudes toward failure, mastery goal orientation, and 
condition on transfer, a cumulative odds ordinal logistic regression with proportional 
odds was conducted. The linear regression model could not be tested because of an unmet 
assumption. The result identified three significant predictors: condition, pre-test, and self-
efficacy (Table 23). Because of differences in the two models (linear and logistic 
regression), direct comparisons between the predictors in the two models were not 
possible. However, the results showed that self-efficacy, condition, and pre-test were 
significant predictors of transfer while the pre-test score was the only significant 
predictor of learning outcomes.  
Table 22 
Coefficients for Linear Regression on Post-Test Scores  
  Std.  
Error 
 95% CI for (B) 
 Beta Sig Lower bound Upper bound 
Condition (CMA) a .312 .416 .455 -.512 1.135 
Condition (CM) a .103 .412 .804 -.713 .918 
Pre-test* .475 .074 .000 .330 .621 
Self-efficacy .177 .151 .241 -.121 .475 
Attitudes toward failure .143 .284 .616 -.417 .705 
Mastery orientation .181 .204 .376 -.223 .586 
a Reference condition is Mastery Model (MM).  







Parameter Estimates for Ordinal Regression on Transfer Test Scores  
  Wald 
Chi-sq 
  95% CI for Exp (B) 
 Exp (B) df sig Lower bound Upper bound 
Condition (CMA)* a 2.721 5.547 1 .019 1.252 6.521 
Condition (CM)* a 2.593 5.038 1 .025 1.121 5.812 
Pre-test* 1.254 9.039 1 .003 1.082 1.453 
Self-efficacy* 1.424 5.356 1 .021 1.056 1.921 
Attitudes toward failure 1.189 .380 1 .537 .686 2.059 
Mastery orientation 1.105 .226 1 .635 .732 1.666 
a Reference condition is Mastery Model (MM).  
*significant at a<.05 
Discussion 
Learning  
Students in all conditions had significant learning gains, but Study 2 did not find a 
significant interaction between time and condition on the learning outcomes. Given that 
both models presented the same correct information, this result is not surprising. Despite 
the higher pre-test score of students on the Sciences track, their post-test score and the 
learning gains did not differ by major. The modeling intervention equally increased 
learning outcomes despite students’ prior knowledge. Compared to Study 1, Study 2 
participants had slightly higher mean scores in the pre-test, but their post-test scores were 
similar.  
Transfer 
Even if the learning outcomes did not differ across conditions, condition had a 
significant effect on transfer. The hypothesis that the CMA condition would promote 
transfer the most, followed by the CM condition and the MM condition was partially met. 





compared to the MM students. However, the odds of the CMA students performing 
higher on transfer did not differ from that of the CM students. In addition, the difference 
between the CM and MM was not significant (p = .06) in Study 2, which is different from 
Study 1 where the CM students demonstrated better transfer outcomes than the MM 
students. Nevertheless, Study 2 showed a trend that the CM students tended to have 
higher odds of performing better on transfer than the MM students.  
The fact that the CM students had the numerically lowest pre-test score and 
baseline self-efficacy may explain why the difference between the CM and MM students 
(p = .064) were not as significant as the difference between the CMA and MM students 
(p = .016). Although the mean scores of post-self-efficacy were not significantly different 
between the CM and CMA condition, the CM students had numerically lower self-
efficacy at all measurement points than the CMA students. The regression analysis also 
supported this explanation by revealing that pre-test scores and baseline self-efficacy 
scores were significant predictors of transfer performance.  
Self-efficacy  
Study 2 found that self-efficacy of students increased in the CMA and CM 
conditions over time, but that self-efficacy of the MM students did not. The CM students 
showed a larger increase than the CMA students in self-efficacy from pre- to post-
intervention. Although the CM students had a larger increase in self-efficacy, the post-
self-efficacy scores (SE3) of the CMA and CM students were statistically equivalent 
when controlling for baseline self-efficacy (SE1) or pre-intervention self-efficacy (SE2). 
This result partially supported the hypothesis in that both self-efficacy of the CMA and 





students would have larger increases than the CMA students. This may be related to 
differences in how students perceived the model, which will be discussed in “Perception 
of the model” below. 
This result also differs from Study 1 where students’ self-efficacy did not change 
over time. This difference may have resulted from the way coping models in Study 2 
expressed affective states in relation to coping behaviors. Study 1 discussed the 
possibility that the CM’s negative emotions demoted self-efficacy by emphasizing task 
difficulty. Thus, Study 2 had two versions of a coping model – (a) CM that did not 
express any affective states, and (b) CMA that verbalized both negative and positive 
emotions while demonstrating coping behaviors. The coping models (both CM and 
CMA) in Study 2 were less likely to emphasize that the task was difficult to achieve and, 
thereby, led to increased self-efficacy. Another reason for this difference may be that 
Study 2 participants had a lower self-efficacy than Study 1 participants at all three 
measurement points: Baseline (SE1), pre-intervention (SE2), and post-intervention (SE3; 
SE1: MS1= 5.14, MS2 = 3.43, SE3: MS1 = 5.22, MS2 = 4.08, p’s <.001). Coping models are 
known to have more benefits for students with low-self-efficacy than those with high-
self-efficacy (Bandura, 1997; Schunk, 1987). Thus, the modeling intervention may have 
influenced Study 2 participants more than Study 1 participants in terms of self-efficacy 
change. It could be also due to changes in the measurement items. The Study 2 self-
efficacy measure specified the context; therefore, the items were more reflective to what 
students did during the study.  
Study 2 had one additional measurement point than Study 1. Self-efficacy was 





before taking the transfer test in order to see if the effect of condition would continue 
after students used the simulation again and solved the post-test. Participants in all 
conditions demonstrated an equal level of self-efficacy at SE4 when controlling for 
baseline self-efficacy. Taken together, the coping models (CMA and CM) compared to a 
mastery model (MM) increased students’ self-efficacy from pre- to post-intervention but 
the effect was not strong enough to sustain after the students re-did the simulation and 
solved the post-test problems, where no effect of condition was observed. 
Attitudes toward Failure and Task Choice  
The attitudes toward failure survey did not find any significant condition effect on 
each individual test except for a trend that the CM students tended to have constructive 
attitude to failure (p = .06), as measured by the average score, than the CMA students 
when controlling for their baseline attitudes. Unlike the hypothesis that the MM students 
would demonstrate fewer positive attitudes toward failure than the CMA and CM 
students, the MM students’ attitudes did not differ either from CMA students or CM 
students. This result is unexpected given that the CMA and CM students observed the 
model whose behaviors in the video were identical except for the affective statements of 
the CMA. This result may be due to the CM students’ numerically lower baseline 
attitudes toward failure than the CMA and MM students. Also, the findings in the 
perceptions of the model implied that the CMA’s initially negative emotions and 
struggles were more prominent than the positive emotions and confidence the model 
demonstrated later. This indicates the possibility that the CMA was less likely to promote 





attitudes than they did to the negative emotions demonstrated in the earlier part of the 
video.   
Unlike the hypothesis, the modeling intervention did not have an impact on the 
level of difficulty for a task they would like to do in Session 3. The negative correlations 
between who selected an easier task and the post-survey scores of failure attitudes 
indicated that students with more positive attitudes to failure are less likely to engage 
with an easier task. 
Grant and Dweck (2001) noted a tendency that Korean students demonstrated 
strong effort attribution while pursuing performance goals. That is, they are likely to 
avoid challenges and failure although they value the effort. This is different from the 
common association between strong effort attribution, mastery goals, and tendency to 
pursue challenges. Together, these results suggest that the coping models, which 
emphasized the value of effort, may have had less direct impact on how the current 
students perceive failure or how they pursue challenges.  
Effort  
 Unlike the hypothesis, time spent on using the simulation or behaviors in the 
game section of the simulation did not vary by condition. It is possible that we did not see 
condition differences because these behaviors had stronger correlations with post-test 
scores, where no condition effect was observed, than with the self-efficacy scores. Also, 
the analysis aimed at examining whether students were willing to spend extra effort on 
learning by probing additional difficult objects that they were not asked to do. At the 





there were large variances with the number of objects they probed or number of attempts 
they made on those objects. 
Correlational analyses indicated that students who probed more objects and made 
more attempts in Session 3 had higher pre-test, post-test and self-efficacy scores, but 
these correlations were not found for Session 1. On the contrary, the average number of 
attempt made on the additional objects was correlated with the attitudes to failure in 
Session 1 only. This may suggest that additional probing in the game section of the 
simulation was related to the overall positive and constructive attitude to failure before 
they receive any instructional support. However, students may have felt more competent 
to explore the game section after they learned from the modeling session, and therefore, 
the value of having a positive attitude to failure fades after they receive instruction.  
Perception of the Model  
Analysis of how participants perceived the model can explain the differences 
across conditions as well as differences between Study 1 and Study 2. The modeling 
session survey found that students in all three conditions demonstrated differences in how 
they thought the model experienced difficulties in grasping the concepts while 
manipulating the simulation. The CMA students perceived the model struggled the most. 
The CM students reported the next higher rating and the MM students reported the 
lowest. Given that the CMA and CM equally articulated the part they could not 
understand, this result suggests that adding statements indicating the model’s affective 
states with achievement beliefs made the CMA students feel that their model struggled 
more than the CM students did. However, the CMA and MM students did not see the 





observed was between the CM and MM students. The CM students found the model tried 
harder than the MM students. This difference, although not observed in Study 1, is not 
surprising given that behaviors of a coping model demonstrate a certain extent of effort as 
the model overcomes the initial incompetence and gradually improves performance. 
However, the expectation that the positive attitudes and achievement beliefs expressed by 
the CMA would highlight the importance of effort more than the coping behaviors alone 
was not met.  
This difference between the CM and MM participants in perceived effort and 
difficulties of the model was not observed in Study 1. The scripts of Study 1 and Study 2 
were largely identical except for the language uses and the person who recorded the audio 
that were changed in all conditions of Study 2 to make them more relevant to high school 
students. Thus, it is possible that such changes made the overall modeling session more 
relevant to the Study 2 participants, resulting in differences in their perceptions of the 
model. In addition, the lower baseline self-efficacy scores of the Study2 participants 
could have brought differences in perception. Despite the differences in perceived effort 
and difficulties, students found the model equally competent and relatable regardless of 
the condition. Overall, the students considered the model fairly competent and relatable.  
Relationship between Motivational Variables, Attitude to Failure, Learning, and 
Transfer.  
 The regression analysis showed that the pre-test was the only significant predictor 
of post-test performance. When controlling for the pre-test scores and condition, self-
efficacy, mastery orientation, and positive attitude to failure did not predict the post-test 





pre-test were significant predictors. Higher self-efficacy and mastery goals are frequently 
studied variables in relation to transfer (Pugh & Bergin, 2006) because they are 
associated with deeper processing of knowledge, which is necessary for transfer to occur 
(Perkins & Salomon, 2012). Yet, mastery orientation and attitude toward failure did not 
predict post-test or transfer, despite their high correlations with the test scores. Due to the 
test assumptions, two different regression analyses were run (linear and ordinal) to 
explore how motivational variables predicted the post-test scores and transfer, 
respectively, when controlling for pre-test scores. This makes a direct comparison of the 
two models difficult, but the results imply that self-efficacy plays a greater role for 
transfer than it does for learning outcomes. Results imply that when students have the 
same level of knowledge, perceived capability may result in differences in using the 
knowledge in a new context. 
Chapter III discussed that coping model promotes transfer by presenting both 
correct and incorrect conceptual understandings, which consequently facilitates deeper 
processing of knowledge. In addition, study 2 findings showed that coping models 
enhanced self-efficacy, by demonstrating coping behaviors with initial difficulties. The 
regression analysis in the current chapter showed that both of conditions and self-efficacy 
were significant predictors of transfer outcomes. Taken together, the findings suggested 













This study demonstrated that learning from a peer model who copes with initial 
difficulties to achieve mastery (i.e. coping model) has benefits for novice learners in a 
simulation-based science learning environment. More specifically, a coping model was 
found to have a short-term improvement in self-efficacy and to promote transfer. Study 
findings also imply that the coping model’s affective states, expressed by changes in the 
model’s emotions and motivations, did not provide additional benefits for students. Also, 
the modeling session was equally effective for students regardless of their initial 
differences in motivation or knowledge, given that differences in the pre-intervention 
measures caused by student major was not observed in any of the post-intervention 
outcomes. Despite these findings, this study had several limitations. In the following, I 
address limitations in the study design and measures and suggest directions for future 
research.  
Limitations and Future Directions 
One limitation of the study is the potential impact of design factors that were not 
controlled equally between the two studies. Study 2 found significant condition 
differences with regard to the participants’ perceptions of how much the model struggled 
and how much she made effort. However, such differences were not observed in Study 1. 
Although the scripts for the CM and MM largely remained unchanged between the two 





changes led to changes in participants’ perceptions of the model. The modeling session 
survey in Study 2 showed that students found fairly high level of relevance to the model, 
but Study 1 lacked this measure. It is not clear whether it was due to the Study 2 
participants’ overall low self-efficacy or the changes in the model’s voice and language.  
Another limitation concerns the characteristics of the participants and its 
generalizability. The current intervention targeted students with no experience in using 
the simulation or studying the concept. The intervention may have different outcomes for 
students who do not have prior knowledge but are familiar with exploring science 
simulations. Also, this study used a convenience sample of female high school students in 
Korea. It is known that female students, compared to males, and non-Western students 
compared to Western students, tend to be modest at efficacy appraisal. Klassen’s (2004) 
review of 20 cross-cultural studies on self-efficacy found that students from non-Western 
cultures tended to be more modest at self-efficacy appraisal compared to those in 
Western cultures. Recent PISA data (Programme for International Student Assessment 
[PISA], 2015) illustrate that science self-efficacy of Korean students is significantly 
lower than the average of OECD (Organisation for Economic Co-operation and 
Development [OECD]) countries,1 while their science performance is significantly higher 
than the OCED average. Also, girls tend to report lower self-efficacy than boys, even if 
they do not actually differ in academic performance (Wigfield, Eccles, & Pintrich, 1996). 
Considering these trends, future studies should compare if this intervention affects novice 
male students or novice learners in other cultures differently. 
                                                      





 Also, interpretation of some study measures is limited. Study 2 suggests that the 
CM promotes more positive attitudes toward failure over the CMA, possibly by 
promoting constructive emotions to failure, but the interpretation of this result is rather 
limited. The survey was modified from two validated measures (Clifford, 1990; 
Rybowiac et al., 1999), but the measure was not piloted and the factor analysis did not 
confirm the three sub-constructs that the survey intended to measure. Moreover, the 
analysis of in-simulation behaviors only contained partial data from the study participants 
and, therefore, may not properly represent all study participants. Future studies with 
refined survey measures as well as additional behavior measures to support the survey 
result can better explain the effect of modeling type on attitudes toward failure as well as 
student behaviors while using the simulation. 
Conclusion 
 This study sought to examine whether and how coping modeling improves novice 
learners’ learning with a science simulation. Both Study 1 and Study 2 demonstrated that 
the coping model was as effective as the mastery model for learning gains and that the 
coping model was more effective for transfer. The two studies also showed a favorable 
effect of coping modeling on self-efficacy, although their outcomes slightly differed. 
Study 1 found a favorable effect of the coping model over the mastery model on post 
self-efficacy, but it did not find any increases in self-efficacy from pre- to post-
intervention. Study 2 showed increases in self-efficacy of the participants who observed 
the two coping models, although it did not last long.  
 The current study adds to the existing modeling research by suggesting that the 





promotes transfer. The current study modeled manipulating a simulation to understand 
science concepts and rules. Adam et al. (2008a) noted that learners may think that they 
learned the concept and leave the simulation with only surface level knowledge when 
learners do not have metacognitive knowledge. Given that novice learners are unlikely to 
possess sufficient metacognitive knowledge, a coping model exhibiting both standards of 
correct and incorrect interpretations of in-simulation observations may have resulted in 
better transfer outcomes. Moreover, unlike most modeling studies where modeling 
precedes practice sessions, the current participants solved the problem prior to the 
modeling session without any instruction. That is, the students could compare the 
model’s performance during the modeling session to their initial experience of 
manipulating the simulation. Thus, a coping model, by providing students with more 
standards for comparison than a mastery model, could have lent more fruitful transfer 
outcomes. Perkins and Salomon (2012) proposed a framework that transfer occurs 
through (a) detect – recognition of a link between existing knowledge and the new 
situation to use the knowledge, (b) elect – decision on whether to explore the possible 
link, and (c) connect – applying the knowledge to the new context. They argued that 
deep-learning, which is often identified as a condition precedent to transfer, may not 
suffice to bridge those steps. The present findings support that students with higher self-
efficacy are likely to have better transfer outcomes when they have the same pre-test 
scores.  
This study also provides practical implications for instructional designers and 
educators because coping-modeling can be combined with existing stand-alone learning 





modeling is widely used in business training where it is often combined with other 
instructional components to increase the effectiveness of the entire training session. In 
Behavioral Management Training (e.g. Taylor, Russ-Eft, & Chan, 2005), trainees have a 
practice session with performance feedback after the modeling session to refine their 
performance. In Coping-Modeling, Problem-Solving (CMPS; Cunningham, 2006), 
trainees discuss the errors demonstrated by the coping model and solutions to fix the 
errors. Discussing the model’s errors and correcting solutions may increase applicability 
of the learned skills to the work setting. CMPS was more effective for transfer than 
coping-modeling without the problem-solving portion (Cunningham, 2006). These 
combinations can be easily applied to classrooms as well as online learning 
environments. Coping-modeling can be seen in various formats, such as instructional 
videos in the current study, but also in actual students’ performance in classrooms or 
applied to scripts for pedagogical agents. Teachers may create and share videos by 
capturing novice students or struggling students making errors and correcting them and 
use the videos as modeling examples in the classroom. The current study was designed 
for one topic of high school level chemistry, but coping models can be applied to other 
subjects as long as the model incorporates students’ common errors and misconceptions 
of the given topic and articulates how to correct them. Furthermore, the findings suggest 
that the modeling intervention works with instructional sequences that promote learners’ 
initial exploration before receiving instructional support. In extant modeling studies, the 
modeling session precedes the student practice session, but the current participants tried 
to learn on their own using the simulation before they observed the model’s performance. 





be more accurate unlike prior studies that reported falsely inflated self-efficacy from 
observing the model completing the task before students had a chance to perform (e.g. 
Schunk & Hanson, 1989; Kitsantas et al., 2002). Educators can consider offering students 
to explore the simulation and problems before the modeling session and providing 
feedback on students’ performance for a long-term effect of modeling on self-efficacy 
(Zimmerman et al., 2002).  
The study also implies that exhibiting affective states of a coping model such as 
emotions and motivations should be employed with caution. A coping model’s affective 
states can involve negative ones that are associated with earlier incompetence as well as 
positive ones that are associated with later mastery. These are supposed to promote 
expectancy for success along with the model’s cognitive coping strategies (Bandura, 
1989; Belland et al., 2012). However, the coping model’s earlier negative emotions may 
de-motivate students by depicting that the task is difficult to achieve, as hinted in Study 
1. Moreover, demonstrating constructive responses to failure was one of the design 
suggestions to enhance learners’ emotional regulation and overall motivation (Belland et 
al., 2012). However, Study 2 showed a trend that demonstrating coping behaviors without 
revealing affective states promoted more positive attitudes to failure compared to those 
with expressive emotions and motivations. Future studies can explore if a coping model 
with affective states produce different outcomes when affective states are depicted more 
frequently or in more detail. Also, educators can consider combining coping-modeling 
with prompts to focus on the model’s emotions and attitudes to have more direct impact 





In conclusion, these findings help us better understand how learning from a peer’s 
coping with initial difficulties assists novice learners’ science learning in a simulation-
based environment, where iterative manipulation and observations are necessary to make 
sense of what students do with the simulation. Future research can explore maintaining a 
long-term effect on self-efficacy as well as the impact on the attitude to failure or in-
simulation behaviors, but it is promising that a model who demonstrates difficulty in 
understanding but gradual progress to reach full understanding, which is the initial 
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Video Script – Study 1 Coping Model (CM)  
 
Color Content 
Green Incorrect interpretation 




So, we use radioactive isotopes to measure age of different objects.  
How do we choose the radioactive isotopes and how do we use them?  
Here I see the line indicating a half-life, so I’ll go to the half-life tab and see how half-life is related to 
radioactive isotopes.  
 
Simulation screen  Voice 
Tab> Half life Let’s see what kinds of isotopes are here – so I have three, carbon, 
uranium, and custom. I’m not sure if I can do this well. I haven’t 
studied radioactive isotopes before, and this is my first time using a 
simulation. Well, I can start with Carbon – it’s already selected.  
Drag one atom out of the 
basket 
So let me add 1 atom.. and 1 more. 
 
[Add 1], [Add 1] 
the red dot was disappeared and blue dot was appeared. What does this 
mean? Red is Carbon, and Blue is Nitrogen. Is Carbon changed to 
Nitrogen? Hm.. I’ll add one more. 
 
[Add 1]  
This time again carbon changes to nitrogen, but at different time.. and 
I see a half-life on this graph but I have no idea what this means. Is 
this possibly the point where the change occurs? 
 
[Add 1]  
If I add one more, carbon change into nitrogen before the half-life.  
[Add 1]  
And this time, after the half-life.  
Well, they said finding rules from multiple observations are important 
and I have watched 5 atoms, but I don’t see anything common  
Click on “add 10” and “play” I can add 10 atoms this time, so there are lots of atoms here.   
 
So, all the Carbon atoms disappeared and Nitrogen appeared again. So 
now I see that Carbon changed to Nitrogen and they are isotopes so I 
guess this shows changes of isotopes. 
 
Why does the same atom change at a different point? This is 
frustrating.  
Click on “add 10” Let’s add 10 more.  
It is different this time again. If there’s a rule, then aren’t they 
supposed to change at regular times or follow some patterns? I don’t 
see any!   
 
And I guess there is a line saying half-life, so this should mean 





graph here is very different from what I usually see – it’s all dots, so 
I’m not sure how to interpret this. It is annoying that I try several times 
and still don’t get it.   
 
Click on “reset nuclei” Let’s reset and see how they change again.    
Are the number of atoms the same before and after the first half-life 
point? It seems that I see more before the half life now, but it was the 
opposite just before.  
 
It’s confusing that it changes every time I try.  I wanna see if this is 
different for Uranium. 
Click on “Uranium” I’m clicking Uranium. 
Click on “add 10” twice If I add 20 like what I did for Carbon, how are they gonna change? 
So, now I see a lot more atoms before the half life than after and they 
become less frequent after the half-life. This is similar to the Carbon 
case. 
Reset the atoms and stop at the 
second half life 
Well I can count the number of drops here.  
[include the number] [Do this until irregular patterns appear]. Here I 
see almost half before the half-life.  
 
Hmm but I don’t understand when atoms change, and what patterns 
exist in these intervals. It also looks slightly different from what I saw 
before. There should be some patterns. 
Click on “custom” What’s this custom about? Let’s try this one. 
For the other two isotopes, half-life was in the graph as a line, but why 
are they moving now?  
Move the “arrow” indicating 
half Life (set arrow at 1) 
[add 1] [add1] 
[add 10] [add10] 
[Reset AN]  
 
I can leave it at 1. 
 
Oh, so they are spreading at a different speed? Does it mean that the 
speed of atom change is always changing? 
Let’s move it to another time period.  
Move the “arrow” indicating 
half Life (set arrow at 2) 
 
If I move the arrow to 2, do atoms change two times more slowly? Or 
more quickly? I still don’t understand what these intervals mean. 
Let’s move the arrow to 1 again.  
Move the “arrow” back to 1 When the half-life is at 1, I see that here all the atoms change before 
they reach 4 seconds. 
Move the “arrow” back to 2 However, when I switch it back to the 2 seconds, I see not all the 
atoms are spread before 4 seconds. Why is that? It’s discouraging that 
it randomly changes every time, but I think I know that they change at 
different rates and finally turn into different atoms, and half-life has 
something to do with it. What’s different might be the speed of 
change. 
Drag one atom to the outside 
of the basket. Repeat 4 times 
(until it shows inconsistency) 
I’m confused because in most cases one atom changes into another 
atom before the half life, but sometimes they do not. Let’s hit “reset all 
nuclei” again. Why do they appear at different times? Different rates?   
 
Decay Rates 
Simulation screen  Voice 
Tab> Decay Rates  The second tab is decay rates, so I might get additional information 







Move the slider in the bucket 
 
 
Move the slider to the right 
So, the half-life of Carbon is slightly longer than 5,000 years, but the 
graph here looks different from the previous one. There was only one 
half-life, but now I see three lines and two different graphs that seem 
complicated to me.  
 
I put lots of atoms here… and I see they change gradually. So, the 
upper graph looks similar to what I saw in the other tab, showing 
changes of the atoms, but I don’t know exactly what this describes.  
Oh, the lower graph looks more familiar to me – I think I can try that 
one first. I know how to read a line-graph. I see a line being generated. 
It looks more like a pattern. 
 
What does the number next to the circle indicate? They change 
together, so they should be related but I haven’t got it yet.  
(reset all nuclei) 
 
The graph keeps changing, but the size of this circle doesn’t change… 
only the ratio of the red and blue changes. So, this indicates the ratios 
of Carbon to Nitrogen while the sum of Carbon and Nitrogen remains 
constant across time. Oh, it’s a pie graph. Comparing this to the line 
graph, Nitrogen increases while Carbon decreases, following the 
changes in the pie graph.  
Chose Uranium 
Move the slider in the bucket 
So, Uranium changes in a similar fashion, but it takes longer. What’s 
the half-life? More than 4 billion years  
Stop graph at each point  Let’s see how they are different at 1, 2, and 3  
 
[1st Stop]  
If I stop the graph at 1, two lines have not crossed yet.  
[Read the numbers where two lines meet] 
116:92 (At the line of 1st half life) 
104:104 (when two lines overlap)  
 
So, the number of remaining Uranium is decreasing whereas that of 
Lead is increasing in the graph at the bottom, and this happens in the 
upper graph as well. At this red dotted line, I guess this indicates the 
half-life, Uranium is [Read the number] and Lead is [Read the 
number]. They are not equal. 
 
[resume]  
However, Lead keeps increasing and Uranium keeps decreasing. This 





So, this is the second half life, and Uranium is [Read the number] and 
Lead is [Read the number].  
This number for Uranium is approximately half of what I saw at the 
first half life. But the number for Lead is not twice of what I saw at the 
first half life. Why is that? 
 
[Resume] 
Oh wait, in the graph, Uranium is reduced to 50%, and Lead is 
increased to 50%, and in the subsequent stage, Lead is increased by 





stays at 100, and that’s why the sum of the two values on y-axis 
doesn’t change over time. Now I can relate this all together and finally 
understand this. 
GO BACK TO THE FIRST 
TAB And make connection. 
Well now I think I can go back to the first tab and see how the concept 
of half-life is related to this tab.  
Half Life tab (REDO) So, I did not understand what half-life was or what decay was. Just did 
not understand why the atoms change at different speeds. After I saw 
the decay rates tab, I realized that they change by rates. I want to go 
back to the first tab and check if my understanding is correct.  
Click Add 10 atoms – 5 times Now I know what I can do with this graph, because I understand what 
half life means. I can add 50 more, and imagine there’s a virtual line of 
1 half-life, 2 half-life, 3 half-life, like what I saw in decay rates, then it 
should be similar to the decay rates tab.  
 
I see that before the half-life the number of Nitrogen atoms is the 
largest, then slightly reduced in the second half life, and reduced again 
in the third half-life, almost by half.  
Click Uranium, Add 10 atoms 
– 5 times 
This should be the same for Uranium or Custom.  
  
Here the 50% of Uranium changes by the first half-life, and it reduced 
by 1/2 by the second half-life.  
Click Custom, Add 10 atoms 
– 5 times 
I can set the half-life as 1 for this Custom atom to see the proportional 
changes more easily.  
 
Let’s move this to 1. I could check how much of the atom is remaining 












Video Script – Study 2 Coping Model (CM) and Coping Model with Affect (CMA) 
 
Color Content Condition 
CM CMA 
Green Incorrect interpretation X X 
Blue Direct expression of facing difficulties X X 
Purple Emotional expression: frustration, low confidence, etc.  X 




So, we use radioactive isotopes to measure age of different objects.  
How do we choose the radioactive isotopes and how do we use them?  
Here I see the line indicating a half-life, so I’ll go to the half-life tab and see how half-life is related to 
radioactive isotopes.  
 
Simulation screen  Voice 
Tab> Half life Let’s see what kinds of isotopes are here – so I have three, carbon, 
uranium, and custom. I’m not very confident if I can do this well, I 
haven’t studied radioactive isotopes before, and this is my first time 
using a simulation. Well, I can start with Carbon – it’s already 
selected.  
Drag one atom out of the 
basket 
So let me add 1 atom.. and 1 more. 
 
[Add 1], [Add 1] 
the red dot was disappeared and blue dot was appeared. What does this 
mean? Red is Carbon, and Blue is Nitrogen. Is Carbon changed to 
Nitrogen? Hm.. I’ll add one more. 
 
[Add 1]  
This time again carbon changes to nitrogen, but at different time.. and 
I see a half-life on this graph but I have no idea what this means. Is 
this possibly the point where the change occurs? 
 
[Add 1]  
If I add one more, carbon change into nitrogen before the half-life.  
[Add 1]  
And this time, after the half-life.  
Well, they said finding rules from multiple observations are important 
and I have watched 5 atoms, but I don’t see anything common  
I should try more and I’ll be able to see what this means.  
Click on “add 10” and “play” I can add 10 atoms this time, so there are lots of atoms here.   
 
So, all the Carbon atoms disappeared and Nitrogen appeared again. So 
now I see that Carbon changed to Nitrogen and they are isotopes so I 






Why does the same atom change at a different point? This is 
frustrating.  
Click on “add 10” Let’s add 10 more.  
It is different this time again. If there’s a rule, then aren’t they 
supposed to change at regular times or follow some patterns? I don’t 
see any!   
 
And I guess there is a line saying half-life, so this should mean 
something about atom changes, but I haven’t found it out yet. And this 
graph here is very different from what I usually see – it’s all dots, so 
I’m not sure how to interpret this.  
 
It is annoying that I try several times and still don’t get it.   
Let’s do it one more time see how they change again.    
Click on “reset nuclei” Let’s reset.  
Are the number of atoms the same before and after the first half-life 
point? It seems that I see more before the half life now, but it was the 
opposite just before.  
 
It’s confusing that it changes every time I try.   
I wanna see if this is different for Uranium. 
Click on “Uranium” I’m clicking Uranium. 
Click on “add 10” twice If I add 20 like what I did for Carbon, how are they gonna change? 
So, now I see a lot more atoms before the half life than after and they 
become less frequent after the half-life. This is similar to the Carbon 
case. 
Reset the atoms and stop at the 
second half life 
Well I can count the number of drops here.  
[include the number] [Do this until irregular patterns appear]. Here I 
see almost half before the half-life.  
 
Hmm but I don’t understand when atoms change, and what patterns 
exist in these intervals. It also looks slightly different from what I saw 
before. There should be some patterns. This is discouraging that I still 
don’t get it, and watching Uranium confuses me even more, but I think 
I’m still doing okay. At least the changes in carbon and uranium look 
similar.    
Click on “custom” What’s this custom about? Let’s try this one. 
For the other two isotopes, half-life was in the graph as a line, but why 
are they moving now?  
Move the “arrow” indicating 
half Life (set arrow at 1) 
[add 1] [add1] 
[add 10] [add10] 
[Reset AN]  
 
I can leave it at 1. 
 
Oh, so they are spreading at a different speed? Does it mean that the 
speed of atom change is always changing? 
Let’s move it to another time period.  
Move the “arrow” indicating 
half Life (set arrow at 2) 
 
If I move the arrow to 2, do atoms change two times more slowly? Or 
more quickly? I still don’t understand what these intervals mean. 
Let’s move the arrow to 1 again. I might be able to get it If I make one 
more observation.   
Move the “arrow” back to 1 When the half-life is at 1, I see that here all the atoms change before 





Move the “arrow” back to 2 However, when I switch it back to the 2 seconds, I see not all the 
atoms are spread before 4 seconds. Why is that? It’s annoying that it 
randomly changes every time, but I think I know that they change at 
different rates and finally turn into different atoms, and half-life has 
something to do with it. What’s different might be the speed of 
change. 
Drag one atom to the outside 
of the basket. Repeat 4 times 
(until it shows inconsistency) 
I’m confused because in most cases one atom changes into another 
atom before the half life, but sometimes they do not. Let’s hit “reset all 
nuclei” again. Why do they appear at different times? Different rates?   
 
Decay Rates 
Simulation screen  Voice 
Tab> Decay Rates  The second tab is decay rates, so I might get additional information 
about the rates that I got confused about. I see two isotopes that I saw 
previously.  
Choose Carbon 




Move the slider to the right 
So, the half-life of Carbon is slightly longer than 5,000 years, but the 
graph here looks different from the previous one. There was only one 
half-life, but now I see three lines and two different graphs that seem 
complicated to me. I’ll have to work hard on this one. 
 
I put lots of atoms here… and I see they change gradually. So, the 
upper graph looks similar to what I saw in the other tab, showing 
changes of the atoms, but I don’t know exactly what this describes.  
Oh, the lower graph looks more familiar to me – I think I can try that 
one first. I know how to read a line-graph. I see a line being generated. 
It looks more like a pattern. 
 
What does the number next to the circle indicate? They change 
together, so they should be related but I haven’t got it yet. But at least 
one graph looks familiar, so I could try couple more times to see how 
the two are related. I can do this.. I can do this…  
(reset all nuclei) 
 
The graph keeps changing, but the size of this circle doesn’t change… 
only the ratio of the red and blue changes. So, this indicates the ratios 
of Carbon to Nitrogen while the sum of Carbon and Nitrogen remains 
constant across time. Oh, it’s a pie graph. Comparing this to the line 
graph, Nitrogen increases while Carbon decreases, following the 
changes in the pie graph. Now I got a clue, and I know how to read 
them together. I think I’m getting better.  
Chose Uranium 
Move the slider in the bucket 
So, Uranium changes in a similar fashion, but it takes longer. What’s 
the half-life? More than 4 billion years  
Stop graph at each point  Let’s see how they are different at 1, 2, and 3  
 
[1st Stop]  
If I stop the graph at 1, two lines have not crossed yet.  
[Read the numbers where two lines meet] 
116:92 (At the line of 1st half life) 
104:104 (when two lines overlap)  
 
So, the number of remaining Uranium is decreasing whereas that of 
Lead is increasing in the graph at the bottom, and this happens in the 





half-life, Uranium is [Read the number] and Lead is [Read the 
number]. They are not equal. 
 
[resume]  
However, Lead keeps increasing and Uranium keeps decreasing. This 





So, this is the second half life, and Uranium is [Read the number] and 
Lead is [Read the number.  
This number for Uranium is approximately half of what I saw at the 
first half life. I think I’m getting close. But the number for Lead is not 
twice of what I saw at the first half life. Why is that? 
 
[Resume] 
Oh wait, in the graph, Uranium is reduced to 50%, and Lead is 
increased to 50%, and in the subsequent stage, Lead is increased by 
25%, not by 50% and Uranium is reduced by 25%, so sum of the two 
stays at 100, and that’s why the sum of the two values on y-axis 
doesn’t change over time. I’m so glad that I could relate this all 
together and finally understand this. 
GO BACK TO THE FIRST 
TAB And make connection. 
Well now I think I can go back to the first tab and see how the concept 
of half-life is related to this tab. I can definitely fix what I 
misunderstood in the beginning. 
Half Life tab (REDO) So, I did not understand what half-life was or what decay was. Just did 
not understand why the atoms change at different speeds. After I saw 
the decay rates tab, I realized that they change by rates. I tried really 
hard and didn’t give up. Now I finally understand this! I want to go 
back to the first tab and check if my understanding is correct.  
Click Add 10 atoms – 5 times Now I know what I can do with this graph, because I understand what 
half life means.  
I can add 50 more, and imagine there’s a virtual line of 1 half-life, 2 
half-life, 3 half-life, like what I saw in decay rates, then it should be 
similar to the decay rates tab.  
 
I see that before the half-life the number of Nitrogen atoms is the 
largest, then slightly reduced in the second half life, and reduced again 
in the third half-life, almost by half.  
Click Uranium, Add 10 atoms 
– 5 times 
This should be the same for Uranium or Custom.  
  
Here the 50% of Uranium changes by the first half-life, and it reduced 
by 1/2 by the second half-life.  
Click Custom, Add 10 atoms 
– 5 times 
I can set the half-life as 1 for this Custom atom to see the proportional 
changes more easily.  
 
Let’s move this to 1. I could check how much of the atom is remaining 
to measure the age of an object. I feel good that I finally understand 
what this graph illustrates.   
 
Ah, to be honest, I had no idea what these meant in the beginning, but I 
could figure it out after several tries. I was not confident at all in the 







Video Script – Mastery Model (MM)1 
 
So, we use radioactive isotopes to measure age of different objects.  
How do we choose the radioactive isotopes, and how do we use them?  
Here I see the line indicating a half-life, so I’ll go to the half-life tab and see how radioactive isotopes are 
related to the concept of half-life.  
 
[Half Life]  
 
Simulation screen  Voice 
Tab> Half Life  Let's see what kinds of Isotopes are here – so I have three, carbon, 
uranium, and custom. I will start with Carbon. 




















Let’s see what happens when I choose one atom. 
 
[Add 1]  
Okay, the red dot changes into a blue dot, so this means that 
Carbon changes into Nitrogen. 
 
[Add 1] 
This time the Carbon changes to Nitrogen after the half-life.  
 
[Add 1]  
This time the change occurs before the half life again. 
 
[Add 1]  
This time it changes [AFTER] before the half life.  
 
[ONE MORE AFTER]  
 
So, it’s clear that Carbon changes to Nitrogen, but sometimes it 
happens before the half life and sometimes it happens after the 
half-life.  
 
Let’s reset all nuclei. It’ll make it easier to see the pattern of 
changes.  
Reset All Nuclei 
 
How is this different from what I just saw in individual change? 
 
Here, about half of the Carbon atom changes before the half life, 
so this looks similar to what I saw in individual changes. 
 
Let’s see if I can see this pattern when I add more atoms. 
                                                      





Reset all  
“add 10” and “play” 
 
Here I reset all the atoms and add 10.  
 
I see all the carbon atoms changed to Nitrogen, but individual 
atom changes at different times.  
 
Overall, more than a half of the Carbon atom changes to Nitrogen 
before the half life, this is similar to what I saw from individual 
atom changes. 
Click on “add 10” 
 
Let’s add 10 more and look at the graph this time. Do I see any 
difference before and after the half life?  
 
The same atoms are spread at different times, but this time again, 
half of them changes before the half life and another half changes 
after the half-life. I think this pattern is quite consistent. 
 
Let’s play this graph again.  
Click on “Reset All Nuclei” 
 
The number of atoms before and after the half-life are almost 
equal. I see 9 Nitrogen has formed before the half life. If I reset 
this again, I should see the similar pattern. Approximately half of 
the Carbon atoms will change to Nitrogen before the half life.  
Click on “Reset All Nuclei” 
 
I see the same pattern here again. Here the half-life is about 6,000 
years. So, if I count the number of atom changes every 6,000 
years, I see that more Carbon atoms turn into Nitrogen atoms in 
the first 6,000 years than in the subsequent 6,000 years. Even after 
12,000 years we should still see Nitrogen atoms being formed, but 
still some carbons are yet to be changed into Nitrogen. 
 
Then, let’s see if Uranium changes in a same fashion. 
Click “Uranium” 
 
I can just add 20 atoms because it shows the average of 20 atom 
changes. It was easier to find a trend this way. 
Click on “add 10” twice 
 
So, I’m adding 20 atoms, and here Uranium turns into Lead. How 
are they different before and after the half life?   
 
Clearly, I see more frequent formation of Lead before the half life 
than after the half-life.  
“Reset All Nuclei” 






I need to watch this change again, so I reset all nuclei…  
And let’s pause here at the half-life.  
 
Before one half life, which is 4.5 billion years, half of Uranium 
has turned into Lead.  
 
After the 4.5 billion, I see less frequent formation of Lead, and far 
less frequent after 9 billion years.  
Click on “Custom” 
 
Let’s see if this is true when I choose a custom atom.  
Different isotopes have different half-lives, so I can play with 
different half-lives here. 
Move the “arrow” indicating half 
Life (set arrow at 1) 
 
I can change the half-life of this custom isotope to 1 second.  
I’ll start with 10 atoms. About five of Brown dots should change 






[Add 10 atoms] 
Here I see more frequent formation of Green atoms before the 
half life.  
 
[Reset all nuclei]  
Let’s play one more time – this time 6 atoms changed before the 
half life. So, it is getting closer. Also, I see the most frequent 
formation of Green atoms by one second, second frequent by two 
seconds, and the least by three seconds. 
 
Let’s move the arrow to another time period, and see how it 
moves. 
Move the “arrow” indicating half 
Life (set arrow at 2) 
 
So, I switched the half-life to 2 seconds.  
This time again, more than half of Green atoms has been formed 
before the half life. 
 
Let’s play one more time – I see almost half of Brown turned into 
Green but by the first two seconds I see the most changes and 
slightly fewer than the first one by the second two seconds.   
 
 Okay, so I think that these isotopes are half-decayed by the time 
half-life is reached. 
 
[Decay Rates]  
Simulation screen  Voice 
Tab> Decay Rates  
 
So, this tab is about decay rates. I see two atoms I saw previously 




Move the slider in the bucket  
Move the slider to the right 
Okay so what’s the half-life of carbon?  
It’s about 6,000 years – as I just saw in the half-life tab. 
 
If I increase the number of atoms here by moving the slider, I see 
all the red dots are gradually turning into blue.  
 
[Reset All Nuclei]  
Let’s reset all nuclei and see the graph at the bottom of the screen. 
I see that the amount of Nitrogen increases while the amount of 
Carbon decreases as time goes.  
 
“Reset All Nuclei” and 










“Resume the graph” 
I’ll pause here because this is around the first half-life.  
The number of red dots and blue dots looks almost equal at this 
point. Also, the two lines in the graph meet around the first half-
life line. This indicates that Carbon and Nitrogen have the same 
number of elements remaining at this point.  
 
Carbon decreased to 50% while Nitrogen increased to 50%. 
This means that another half of Carbon changed to Lead. Carbon 
should keep decreasing as much as Nitrogen increases. 
 
Almost all red dots are now turned to red. Most Carbon atoms are 






Chose Uranium  
Move the slider in the bucket 
Uranium should change in a similar fashion. Let’s add the 
maximum amount of Uranium.  
 
The half-life of Uranium is slightly longer than 4 billion, so, it 
takes a longer time to decay than the Carbon case.  
 
“Reset All Nuclei”   
















[Resume and Pause at 3rd HL]  
[1st Stop]  
So here at the first half life, the amount of remaining Uranium is 
494 and Lead is 506. They are almost same.  
 
Only half of the Carbon atoms remains unchanged after 5,000 
years. That means, half of Carbon has yet to change to Nitrogen.  
 
The amount of remaining Carbon should become one quarter of 
the original amount—one half of one half after another 4.5 billion 
years. It should take almost the same time to be reduced into half. 
 
So here, the remaining amount of Uranium is reduced to ¼ 
whereas Led is increased to 3/4 because Uranium reduced into 
half again, whereas Lead increased 50%. The ratio of Uranium 
and Led is 244 to 756. About 1 to 3.  
 
Then… after 12 billion years, which is the third half-life point, 
the remaining amount of Carbon is 1/8, but Nitrogen is 7/8. So, 
my previous assumption was correct. Reading the pie-graph 
helped me interpret the line-graph. 
 
So, as radioactive isotopes decay, the amount of remaining 
Carbon atoms is reduced by half after every half-life! Using this 
decay rates, we can measure how old an object is by looking at 






















Simulation Worksheet  
*same worksheet was used both for pre-test and post-test 
 
Please read the following instruction and use the simulation to complete this worksheet. Feel free to 
explore other parts of the simulation that is not included in this worksheet. [DO NOT use the 
“Measurement” tab] 
 
1. Select “Half Life” and answer the questions. 
 
• Radioactive decay is a process by which an unstable atom loses energy and becomes more 
stable by emitting radiation. A material that spontaneously emits such radiation including 
alpha and beta particles, gamma rays and conversion electrons is considered radioactive. You 





1) Drag a C-14 atom from the bucket to the play area. Observe changes by adding one atom at a 
time. What changes does C-14 undergo?  
 
2) Observe how the atom changes by clicking “add10.” Increase the number of atoms by adding 
10 atoms at a time. Compare it to the change you observed with individual atoms at step 1. 
How is it similar to or different from what you observed at step 1?   
 
3) Click “Reset all nuclei” and observe changes in the atom. Compare it to the changes you 
observed at step 1 or step 2. How is it similar to or different from what you observed at step 1 
or step2?  
 
4) Select U-238 and repeat steps 1 through 3. How is it like the change of C-14? and how is it 




















1) Select C-14 and drag the slider all the way to the right. Watch the graph and answer the 
questions. Press “pause” when the graph reaches 1 half-life.  
 
What is the half-life of C-14? _______________years  
After one half-life, how many of C-14s remain? ______________ 
After two half-lives, how many of C-14s remain? ______________  
After four half-lives, how many of C-14s remain? ______________  
 
2) Select U-238 and drag the slider all the way to the right.  
 
What is the half-life of C-14? _______________years  
After one half-life, how many of C-14s remain? ______________ 
After two half-lives, how many of C-14s remain? ______________  
After four half-lives, how many of C-14s remain? ______________  
 




How to do “radioactive dating game”: 
• Drag the probe to items you want to measure.  
• The probe tells you how much of the element is still remaining in the item.  
• The graph shows the radioactive decay of the selected atom.  
• You can move the green arrow on the graph right or left to see how much of the element is 
remaining at a given point.  
• Type the estimated number in the box and click “check estimate.” A green smiley face 
appears when your estimate is correct.  








Video worksheet – Study 1 
 
You will watch a video of another high school student using the simulation “radioactive dating 
game” and how the student explored the simulation to understand concepts of radioactive 
isotopes. In the video, the student explained how he/she understood/did not understand certain 
concepts while manipulating the simulation.  
 
After watching the video, please leave some feedback on how she did in the video to help her 
better understand the relevant concepts while using the simulation.  
 
Please include at least one aspect that the student did well, and one aspect that the student needs 
to improve.  
 
You will find it easier to write feedback if you watch the video while comparing it to your 

















Video worksheet – Study 2  
You will watch a video of another high school student using the simulation “radioactive dating 
game” and how the student explored the simulation to understand concepts of radioactive 
isotopes. In the video, the student explained how he/she understood/did not understand certain 
concepts while manipulating the simulation.  
 
After watching the video, please leave some feedback on how she did in the video to help her 
better understand the relevant concepts while using the simulation.  
 
You will find it easier to write feedback if you watch the video while comparing it to your 





















• Write briefly how she can improve her understanding of radioactive isotopes by using 













Pre-test / Post-test 
1. Indicate whether the following statement is true or false. 
 
i. The size of the radioactive samples affects half-life. T / F 
ii. We can predict when an individual radioactive atom will decay. T / F  
iii. If we have large number of radioactive isotopes, we can predict average decay rate. T / F 
 
2. Define “half-life” in one sentence.  
 
Go to the “Radioactive dating game” tab. Carefully read the instruction and answer the questions.  
 
How to do “radioactive dating game”: 
• Drag the probe to items you want to measure.  
• The probe tells you how much of the element is still remaining in the item.  
• The graph shows the radioactive decay of the selected atom.  
• You can move the green arrow on the graph right or left to see how much of the element is 
remaining at a given point.  
• Type the estimated number in the box and click “check estimate.” A green smiley face 
appears when your estimate is correct.  
• If you click on the time box again, the box will be erased and you have another opportunity.  
 
3. Record your estimated age for the following items and circle the atom you used. If you used 
Custom, circle custom and write the half-life you chose for custom.  
 
 
Object Age Atom used  
Human Skull   C14 / U / Custom (Half-life________________) 
Rock1  C14 / U /Custom (Half-life________________) 
Fish fossil  C14 / U / Custom (Half-life________________) 
 
4. Some objects cannot be dated with Carbon or Uranium. Explain why.  
 
5. If you were a forensic scientist and found a dead buried body, could you use one of the 
isotopes in the simulation to figure out how long ago the person died? If yes, which isotopes 
would you use? 
 







Transfer test  
Please read the following and follow the instruction to answer the question.   
 
U.S is one of top countries generating electricity by nuclear plants1. Nuclear plants use energy 
generated from nuclear fission, a process in which a nuclei of an atom splits into two, using 
uranium. A single fission event can yield over 200 million times the energy of the neutron which 
triggered it. Yet, it also produces highly unstable fission products, some of which can harm the 
environment as well as human body when released from nuclear reactor by accidents. Cesium-




Cesium137 (Cs-137) is highly soluble in water. It is readily distributed through the body in the 
muscle tissues and bones. The biological half-life is 70 days meaning that a half of the Cs-137 has 
been excreted again after 70 days. For the same reasons, however, Cs-137 also finds its way into 
foodstuffs that have been prepared in contaminated areas.  
 
*The biological half-life is the time a living organism takes to eliminate one half the amount of a 




                                                                                                 <Decay of Cesium-137> 
       
                                                                                                                                                                               







                                                      















The Japan nuclear accident occurred in 2011, but neighboring countries such as China and South 
Korea still bans fishery and agricultural products from Fukushima as of 2013. Countries such as 
U.S and Canada, however, loosened such restrictions in the same year. The image below 
illustrates the Cs-137 concentration (Bq/kg) in Japanese soil in 2011. The safety limit for Cs 
concentrations (as total of Cs-134 and Cs-137) in soil is 5,000 Bq/kg, and Cs-137 is considered to 
make up 50% of this amount.  
 
Based on the below image and the radioactive decay you studied in the simulation, please argue 
whether you agree with the idea that fishery and agricultural products from Japan should be 
banned or not.2 
 
In your response, be sure to include  
1) the concept of half-life of radioactive 
isotopes;   
2) the estimation of when the Cs concentration 
in Fukushima soil will become under the limit.  
 






















                                                      
2 Please note that calculating the effect of Cs-137 intake is determined by several factors, however it 






Self-efficacy survey 1 
 
 
For the following items, think about your current ability in science, and please identify how 
confident you are that you can the following right now using the scale given below.  
 
0---------1---------2---------3---------4---------5---------6---------7---------8---------9---------10 
        Cannot                                                       Moderately                                                    Highly certain 
       do at all                                                         can do                                                                can do 
 
 
1. I can interpret the relationship of the variables by analyzing data.          _________ 
2. I can explain core concepts and rules in science by examining models.  _________ 
3. I can use graphs and models to support my argument.                             _________ 
4. I can apply scientific models to solve a problem.                                     _________ 
5. I can explain everyday life using science concepts and rules.                  _________  
6. I can design an experiment to test my ideas.                                             _________ 
7. I can define half-life of radioactive isotopes.                                            _________ 
8. I can estimate the age of an object using radioactive isotopes.                 _________ 
9. I can list examples of radioactive dating.                                                _________ 
  
  
                                                      










Think about your science classroom and what you think about learning science. Circle one that 
best describes you using the scale below.  
 
            O-------------------O-------------------O-------------------O-------------------O-------------------O             
Strongly                  Disagree                  Somewhat                Somewhat           Agree             Strongly Disagree                                                    
Disagree                      Agree                                                           Agree 
 
1. It is fun to study science. 
2. Problems I learn in science class are relevant to my daily life.  
3. Learning science helps me to prepare for my future career.  
 
  
                                                      










Think about your science classroom and what you think about learning science. Circle one that 
best describes you using the scale below.  
 
            O-------------------O-------------------O-------------------O-------------------O-------------------O             
Strongly                  Disagree                  Somewhat                Somewhat           Agree             Strongly Disagree                                                    
Disagree                      Agree                                                           Agree 
 
1. I feel bad when I make a mistake in school. 
2. When I start something new in school, the first thing I think about is I might fail. 
3. I get very discouraged if I make errors on a task I am trying to learn. 
4. I really dislike school work on which I make mistakes. 
5. I'd prefer to err than to do nothing at all 
6. I would rather make mistakes on a difficult task than get a perfect score on an easy but boring 
task. 
7. Mistakes provide useful information for me to carry out my work 
8. I like to try difficult assignments even if I get some wrong. 
9. If I get a low grade in my school work, I study my errors and rework the problems I get wrong. 
10. I usually study and correct the errors I make on school work, even if I don't have to. 
11. If a school task is difficult, I try to get by without doing it.  




Think about what you think about in the last 4 days in this study. Circle one that best describes 
you using the scale below.  
 
            O-------------------O-------------------O-------------------O-------------------O-------------------O             
Strongly                  Disagree                  Somewhat                Somewhat           Agree             Strongly Disagree                                                    
Disagree                      Agree                                                           Agree 
 
1. I felt bad when I did not understand what I did in the simulation.  
2. When I started this simulation activity, the first thing I thought about was I might fail. 
3. I got very discouraged when I did not know how to make a meaning of what I did in the 
simulation. 
4. I disliked the part on which I did not do well during the simulation activity 
5. I preferred to explore the simulation while making errors than to do nothing at all during the 
simulation activity. 
6. I preferred to make mistakes on interpreting difficult parts than to interpret the parts that I 
could easily interpret.  
7. To study the parts that I did not understood well in the simulation activity gave me useful 
information for me to improve.  
8. I tried to interpret difficult parts in the simulation even if I made errors during this activity. 
                                                      





9. When I found something difficult in the simulation, I tried to repeat manipulating the parts that 
I did not understand.  
10 I tried to correct errors when I found what I misinterpreted in the simulation.  
11 When I found the parts that were too difficult to understand, I tried to get by without doing it.  






Goal Orientations Survey 
Pre-survey1 
 
Think about your science classroom and what you think about learning science. Circle one that 
best describes you using the scale below.  
 
            O-------------------O-------------------O-------------------O-------------------O-------------------O             
Strongly                  Disagree                  Somewhat                Somewhat           Agree             Strongly Disagree                                                    
Disagree                      Agree                                                           Agree 
 
1. One of my goals in science class is to avoid doing worse than other students in class.  
2. It’s important to me that other students in my class think I am good at science.  
3. One of my goals in science class is to learn a lot of new concepts.  
4. I want to show others that I’m good at science.  
5. I want to learn as much as I can in science class.  
6. One of my goals in science class is to master new skills and concepts.  
7. It’s important to me that I thoroughly understand what I learn in science class.  
8. I would like to show others that what we learn in science class is easy for me.  
9. It’s important to me that I don’t look stupid to other students in science class.  
10. I want to do better than other students in science class.  
11. It’s important to me that I look smart compared to others in science class.  
12. It’s important to me that I master what I learn in science class.  
13. I would like to avoid looking like I have trouble understanding what we learn in science class.  




Think about what you think about in the last 4 days in this study. Circle one that best describes 
you using the scale below.  
 
            O-------------------O-------------------O-------------------O-------------------O-------------------O             
Strongly                  Disagree                  Somewhat                Somewhat           Agree             Strongly Disagree                                                    
Disagree                      Agree                                                           Agree 
 
1. One of my goals during this simulation activity was to avoid doing worse than other students in 
class. 
2. It’s important to me that other students think I was good at this simulation activity.  
3. One of my goals during the simulation activity was to learn a lot of new concepts.  
4. I wanted to show other students that I was good at understanding what we did with the 
simulation. 
5. I wanted to learn as much as I can during the simulation activity.  
6. One of my goals during this activity was to master new skills and concepts.  
7. It’s important to me that I thoroughly understand what I did during the simulation activity.  
8. I would like to show others that finding rules using the simulation was easy for me.  
9. It’s important to me that I don’t look stupid to other students during the simulation activity. 
                                                      





10. I want to do better than other students in class during the simulation activity.  
11. It’s important to me that I look smart compared to others while doing the simulation activity.  
12. It’s important to me that I master what I learned from the simulation activity. 
13. I would like to avoid looking like I have trouble understanding what I did during the 
simulation activity.  
14. It’s important to me that others don’t think that I understood less than others during the 







Modeling Session Survey  
Think about the student in the video you just watched. Circle one that best describes you using the 
scale below1.  
            O-------------------O-------------------O-------------------O-------------------O-------------------O             
Strongly                  Disagree                  Somewhat                Somewhat           Agree             Strongly Disagree                                                    
Disagree                      Agree                                                           Agree 
 
 
1. The student in the video had a similar level of understanding of radioactive isotopes.  
 
a) Similar 
b) The student had better understanding than me  
c) I had better understanding than the student  
 
2. The student in the video had difficulties in understanding the concept.  
 
3. The student in the video tried hard to understand the given concept.   
 
4. The student in the video demonstrated good understanding of the given concept. 
 
5. Watching the video helped me understand the characteristics of radioactive isotopes.  
 
6. Overall, I could relate myself to the student in the video2.  
 
7. Please choose which one of the following you would like to work on tomorrow.  
 
a) Similar task to what we did on the first day  
b) Easier task than what we did on the first day 




                                                      
1 This scale was used for all the following questions except for question 1 and 7.  







1. Have you used any educational simulations BEFORE you participated in this study?  
•  Yes  
•  No  
 
1-1. If you chose “Y”, please specify the grade level and the subject.  
      1) grade:  
      2) subject:  
•  Science  
•  Other _________________(please specify) 
 
2. Have you studied radioactive isotopes BEFORE you participated in this study?  
•  Yes  
•  No  
 
3. Please indicate your major track for next academic year.  
•  Sciences  
•  Arts 
 
 
 
 
