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Abstract 
Researchers have used a wide range of explanatory variables in their water demand forecasting models. In reality, nature of the 
data used in these modelling techniques is not similar to each other. In fact, not enough attention has been paid to periodic or 
chaotic nature of the time series deployed in water demand forecasting techniques. The purpose of this study was to quantify 
chaos in weather information variables used in demand forecasting models. Using correlation dimension method to check the 
evidence of deterministic chaos, this research proved these explanatory variables can exhibit high dimensional chaos in stochastic 
systems.  
© 2015 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the Scientific Committee of CCWI 2015. 
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1. Introduction 
 The need for robust and accurate water demand forecasting models is becoming more critical with significant 
decrease in major water reserves around the world. In practice, engineers use “fixture unit” method in demand 
design of water distribution systems (WDS) prior to hydraulic design. This leads to a huge overestimation of actual 
peak demands [1]. Improved models can contribute to significant savings in water utilities both in management and 
operation-maintenance aspects.  Researchers have mainly used four main approaches in order to forecast municipal 
water demand. These well-known modelling techniques are 1) regression analysis 2) time series analysis 3) artificial 
neural network and 4) hybrid models.  Indeed, the approaches mentioned above forecast water demand based on the 
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available data for a set of explanatory variables without considering the dynamic nature of the data (i.e., black-box 
models). If the dynamic nature is considered, it will facilitate decision making on the number/type of the parameters 
that should be studied in the modeling. Moreover, it will improve the accuracy of the results while making the model 
more computationally efficient. Many studies have considered weather conditions like temperature, rainfall, relative 
humidity, and wind speed in their demand forecasting models [2-4]. Existence of chaos has been proved among 
hydrological factors [5], which are basically used as explanatory variables in water demand forecasting models. 
Therefore, the objective of this research is to investigate the use of chaotic approach in water demand forecasting 
models. For the first time, this research uses the correlation dimension method to quantify chaos among climatic 
variables of water demand forecasting models. This method has been used in other fields like river engineering [6, 
7]. The research outcome will assist the authorities with their planning, design, operation, asset management, and 
future financial planning and rate adjustment of their WDS. Indeed, an educated water demand forecasting model 
will be a basis for any strategic decision making for selecting water resources, upgrading the available water 
resources, designing for the future water demand management options. As such, water resources are not exhausted 
and competing users can adequately access to those resources.  
2. Methodology  
Correlation dimension method has been widely used as a proof for evidence of chaos. This method can be defined 
in four steps: 
 
1) The phase space reconstruction using Taken’s theorem [8] 
2) Calculation of Euclidian distances in between the points representing the reconstructed phase space in the 1st 
stage 
3) A plot which shows how Correlation function ( Log C(r) ) is changing over a certain range of r  
4) A plot of correlation exponent (slope of the curve plotted in logarithmic scale) corresponding to embedding 
dimensions 
Phase Space Reconstruction 
In order to identify the stochastic or dynamic nature of the data a phase space is reconstructed using the collected 
data with a proper lag time (τ) and minimum sufficient embedding dimension (m).  Taken’s theorem transforms a 
time-series data into the geometry of a single moving point along a trajectory, where each of its points corresponds 
to a data. This approach guarantees consideration of dynamics of the system in the m-dimensional space where state 
vectors ሬԦt can be represented through delay coordinates. Each one of these delay coordinates are a point in the 
reconstructed phase space.  
 
        (1) 
Lag Time  
Literature lists three methods for estimating lag time, average mutual information (AMI), autocorrelation function 
(ACF), and correlation integral (CI) [9-11]. AMI has been the most popular method in the recent literature since 
ACF reflects only linear properties and CI requires large set of data [7]. Average mutual information is calculated as:  
       
      
                  (2)
      
  
Where join probability of two successive time series ( ))(),(( WiXiXP and product of their individual 
marginal probability is used to find the optimum lag time. This delay can contribute to the maximum information 
added on )(iX by the successive time series, )( WiX . The prime objective of using this approach is to make sure 
»¼
º«¬
ª

 ¦
 ))(()((
))(),((log))(),(()( 2
)()( W
WWW
W iXPiXP
iXiXPiXiXPI
iXiX
783 S. Shabani and Gh. Naser /  Procedia Engineering  119 ( 2015 )  781 – 787 
these two time series are independent of each other to better represent the dynamics of the system in the phase space. 
On the other hand, this method also guarantees they are not that independent resulting in any connections between 
them. In other words, a balanced independency is of desire in this method to help us identify an optimum delay time.  
False Nearest Neighbors 
Kennel et al [12] proposed false nearest neighbor method (FNN) which has been widely used among researchers 
to find minimum sufficient embedding dimension (m) prior to building the phase space. This optimum embedding 
dimension can be also defined as number of determinant variables to represent the dynamics of the underlying 
system in the phase space. The embedding dimension at which the percentage of FNN drops to zero is the desired 
value in this method. This optimum value represents a status in which the orbit systems of the attractors do not 
intersect with each other. The idea behind this approach is examining if vectors are true neighbors.  
Correlation Dimension  
The correlation function and exponent are determined following the approach initially proposed by Grassberger 
and Procaccia [13] and later applied by others [14, 5]. For every embedding dimension, the correlation exponent will 
be found as the slope of the curve (plotted in logarithmic scale) for the correlation function corresponding to that 
embedding dimension. This curve indicates if chaos exists. In a stochastic scenario, any increase in embedding 
dimension would constantly increase the correlation exponent. For scenarios which exhibit low dimensional chaotic 
behavior, the correlation exponent initially increases by increasing the embedding dimension until it eventually 
remains unchanged. The correlation function is used as:  
 
             (3) 
 
 
Where it can be understood how correlation scales with r (radius of the sphere centered on the attractors). The 
advantage of this method is how trajectory points are directly used without a need to partition the state of phase 
space. C(r) is calculated for a certain range of r. The important feature of this equation is the 
heavy side function H(u). This function works as an argument which consider 1 for and 0 
for negative values of U.  
  
 
             (4) 
 
  
                                           (5) 
 
As mentioned earlier, D2 as correlation exponent is the slope of the curve plotted in logarithmic scale. If D2 
saturates, it is an indication of low dimensional chaos. Otherwise, system can be considered as purely stochastic. 
3. Study Area  
The studied area in this research was the City of Kelowna (British Columbia, Canada). Weather indices used in 
this study were limited to daily records of average temperature and average wind speed. These data were collected 
from the Environment Canada (http://kelowna.weatherstats.ca/). All data were obtained from the weather station A 
(Latitude: 49° 57' 13" N: Longitude: 119° 22' 29" W) located in the City of Kelowna’s airport. Relevant literature 
suggests maximum temperature as a potentially better determinant in water demand forecasting [15]. However, 
mean temperature is a better determinant for City of Kelowna.   
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Table 1. Statistics of the studied variables  
Statistic Average wind speed (km/h) Average temperature (°C) 
Number of data  2197 2197 
Mean  7.91 8.46 
Standard deviation  3.58 8.77 
Max  32 26.4 
Min  0.33 -18.7 
 
4. Results and Discussion 
Phase space reconstruction as the first step of correlation dimension method was accomplished using appropriate 
delay time and embedding dimension. Figure 1 shows the results of AMI method applied on a) average daily 
temperature and b) average daily wind speed. The first minimum value can be a good estimate of lag time. 
Therefore, 84 days has been used for daily temperature. Moreover, 2 days was the first minimum for average daily 
wind speed. False nearest neighbors (%) is plotted versus embedding dimension (figure 2) in order to find the 
optimal embedding dimension .Interestingly, the results of FNN were quite similar, both showing an embedding 
dimension of m=5 can be the minimum sufficient number of determinants in the reconstructed phase spaces.  
Figures 3 and 4 show how correlation function C(r) is changing over a certain region of the radius. Using the 
optimal desired lag time and embedding dimension, these graphs are plotted with different embedding dimensions to 
assess how correlation exponent is changing.  For average daily temperature, the correlation function is calculated 
for m=5-12 (figure 3a). This is due to the higher duration of lag time (84 days) for this variable. Any dimensions 
larger than 10 cannot give a good estimate of deterministic chaos as a much larger data set would be needed. 
However, for average daily wind speed with a lag time of 2 days, the correlation function is calculated for m= 5-18 
(figure 4a).  Figure 3b and 4 b show correlation exponent is increasing linearly with increase in embedding 
dimensions. Unlike the findings of previous studies in other engineering fields [5-7], this study showed some of the 
weather information might have stochastic nature in the whole system as correlation exponent is not reaching 
saturation in both cases.  
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    a)                                                                                       b)    
Fig. 1. Average mutual information (a) average daily temperature; (b) average daily wind speed.  
 
 
 
 
  
 
 
 
 
a) b)                                                          
Fig. 2. False nearest neighbors (a) average daily temperature; (b) average daily wind speed. 
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b) b)    
Fig. 3. Correlation function and exponent (a) average daily temperature; (b) average daily wind speed. 
 
 
                                           
 
 
 
 
 
 
 
 
 
a)                                                                                 b)    
Fig. 4. Correlation function and exponent (a) average daily temperature; (b) average daily wind speed. 
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5. Conclusion 
Chaos theory has attracted many researchers in the recent years as it could unfold the deterministic chaos within 
dynamic systems. Water demand forecasting can be related to a wide range of explanatory variables. Presumably 
water demand is not a simply predictable quantity since it couples to highly complex weather, climate, ecological, 
sociological, and political dynamics. Thus there is no reason to expect such a time series to exhibit low-dimensional 
chaos, although the models might. A dynamical model would predict future values of a single variable based on past 
values, and if it were nonlinear, it could be chaotic; we suggest this approach in water demand forecasting rather 
than looking for meaningful low dimensional deterministic chaos. Results of correlation dimension calculation in 
this study might be typical representation of colored noise. As a practical matter, colored noise is indistinguishable 
from high dimensional chaos, therefore more investigation is required to understand the real dynamic nature behind 
this complex system.  
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