Recently, an approach known as relaxation has been developed for preserving the correct evolution of a functional in the numerical solution of initial-value problems, using Runge-Kutta methods. We generalize this approach to multistep methods, including all general linear methods of order two or higher, and many other classes of schemes. We prove the existence of a valid relaxation parameter and high-order accuracy of the resulting method, in the context of general equations, including but not limited to conservative or dissipative systems. The theory is illustrated with several numerical examples.
Introduction
Consider an initial-value ordinary differential equation (ODE) in a Banach space:
Here and in the following, we use upper indices for t and u to denote the index of the corresponding time step. We say the problem (1) is dissipative with respect to a smooth functional η if d dt η(u(t)) ≤ 0 (2a) for all solutions u of (1), i.e. if
In the case of equality in (2) , we say the problem is conservative. In the numerical solution of dissipative or conservative problems, it is desirable to enforce the same property discretely. For a k-step method we thus require η(u n ) ≤ max{η(u n−1 ), η(u n−2 ), . . . , η(u n−k )}
for dissipative problems, or η(u n ) η(u n−1 )
for conservative problems. A numerical method satisfying this requirement is also said to be dissipative (also known as monotone) or conservative, respectively. For instance, initial-value problems for hyperbolic or parabolic PDEs usually have a conserved or dissipated quantity, but in the presence of boundary and/or source terms this quantity may sometimes increase. In that case, energy/entropy estimates are still important and the methods developed in this article are still applicable.
Outline of the Article
Firstly, we introduce the general relaxation approach for time integration methods in Section 2. The proofs of accuracy and existence of solutions for the relaxation parameter γ are divided into multiple steps and presented in Sections 2.1-2.3, where the latter section contains the most general result. Section 3 shows how to compute useful estimates for the evolution of η(u) for non-conservative problems. In Section 4, we study the accuracy of multistep relaxation methods in the case when the method coefficients are not adapted to account for the variable step size. Afterwards, we study stability and accuracy properties of relaxation methods in Section 5 and present numerical results supporting our analysis in Section 6. Finally, we summarize our findings and present some directions of future research in Section 7.
A General Relaxation Approach
To describe the general relaxation approach, we first write a k-step, order p (with p ≥ 2) time integration method for the ODE (1) in the form u new ψ( f , ∆t, u n−1 , u n−2 , . . . , u n−k ).
Here u new ≈ u(t new ) is the numerical solution that ordinarily would be used to continue marching in time, and t new t n−1 + ∆t is the corresponding time of approximation. But since u new might violate a desired dissipativity (3) or conservation (4) 
for a fixed m ≥ 1 with ν i ≥ 0 and i ν i 1, to find a conservative or dissipative solution:
As we will show, under quite general assumptions, there is always a positive value of γ that guarantees (3) or (4) and is very close to unity, so that u n γ approximates u(t n γ ), where
to the same order of accuracy as the original approximate solution u new . We will usually suppress the subscript γ unless there is a reason to emphasize this dependence. Additionally, the dependence of the relaxation parameter γ on the time step is also not written out explicitly. We now describe how γ is chosen at each step. Given an invariant η, γ is chosen such that
Obviously, if η is an invariant and the previous step values were computed in a conservative way, then
If η is not an invariant, a suitable estimate
has to be obtained first. In particular, this estimate η new should be obtained such that the correct sign of the discrete rate of change can be guaranteed. Then, γ has to be chosen such that η(u n γ ) H (t n γ ) : η old + γ(η new − η old ).
Obviously, a suitable choice for invariants is η new η old . Hence, this approach is a strict generalization of relaxation methods for invariants to general functionals η. In summary, at each time step the general relaxation algorithm consists of the following substeps: 
as base points of the secants in time, phase space, and "entropy" space. These old values are convex combinations, i.e. ν i ≥ 0 and i ν i 1. 3. Solve the system
for γ ≈ 1 and continue the integration with t n γ , u n γ instead of t new , u new .
Remark 2.1. Solving (13) means inserting the second equation into the third and solving the resulting scalar equation (11) for γ. Then, t n γ and u n γ are determined by the first and second equation, respectively. Remark 2.2. Throughout this article, the notation O(·) refers to the limit ∆t → 0. As mentioned above, superscripts of t and u denote the time step. Inside O(·), superscripts of ∆t and (γ − 1) denote exponents. Remark 2.3. The standard choice of the old values (12) is given by m 1 and ν 0 1, especially for one-step methods. For dissipative problems, if m 1 and the starting values satisfy η(u k−1 ) ≤ η(u k−2 ) ≤ · · · ≤ η(u 0 ), the relaxation approach described in the following will guarantee the slightly stronger inequality
instead of (3).
Remark 2.4. One could also consider the case t old t new , i.e. u old ≈ u(t new ). In that case, for Runge-Kutta methods the relaxation approach reduces to the projection method using an embedded pair studied in [9] , where less accuracy of u old is needed and the new time t new does not need to be adapted. Here, we focus on the case t old < t new .
General projection methods replace the numerical solution u new with
where Φ is a specified search direction and λ is chosen such that η(u n λ ) η new . Projection methods do not modify the new time t new t n . The projection method used most often in applications is orthogonal projection, where Φ is chosen to minimize the distance u new − u n λ . Often, simplified Newton iterations are used in such projection methods [25, Section IV.4] .
The orthogonal projection and relaxation modifications of time integration schemes are visualized in Figure 1 for m 1. For conservative problems, both relaxation and orthogonal projection yield results on the same level set of the invariant η. If η is convex and the baseline method is anti-dissipative, the relaxation approach decreases the actual time step γ∆t, i.e. γ < 1. If the baseline scheme is dissipative, relaxation yields larger effective time steps γ∆t, i.e. γ > 1.
For dissipative problems, the corrected numerical solutions of orthogonal projection and relaxation methods are in general on different level sets of η. For both anti-dissipative and dissipative baseline schemes, the value of η(u n γ ) is closer to η new than η(u new ). This is in accordance with the adaptation of the time (7b): While η new is an approximation at time t new , η(u n γ ) is an approximation at t n γ . Remark 2.5. Based on the sketches shown in Figure 1 , one can expect that it is also possible to choose γ such that η(u n γ ) η new for dissipative problems. At least for convex problems visualized there, there will be two solutions γ for sufficiently small time steps ∆t. One of these solutions is near unity and the other one is closer to zero.
In order to solve η(u n γ ) η new , γ must deviate more from unity than a solution γ of η(u n γ ) H (t n γ ), cf. (11) . Since γ 1 + O(∆t p−1 ) for a pth order baseline scheme as will be shown below, γ cannot be closer to unity than O(∆t p−1 ). In the following, we will prove 
Hence, η new is only an O(∆t p−1 ) approximation at t n γ and cannot be better at t n γ . Thus, solving η(u n γ ) η new will lead to some order reduction and is not pursued further. Following the development of the relaxation approach for Runge-Kutta methods [32, 53] , the accuracy and suitability of general relaxation time integration methods is studied in three steps. Firstly, accuracy of the relaxed approximation (13) is studied given assumptions on the relaxation parameter γ ≈ 1. Secondly, existence and accuracy of a suitable relaxation parameter γ satisfying (11) is studied at first for convex η and then for general η. Finally, methods for computing η new are given.
Accuracy of the Solution u for Relaxation Methods
Before proving the accuracy of u n γ , we introduce the following Lemma 2.6. For a smooth function ϕ, define
where ν i and m are as in (12) . Then, ϕ old ϕ(u old ) + O(∆t 2 ).
Proof. Consider the expansions
and
Because of i ν i 1, we have ϕ old − ϕ(u old ) O(∆t 2 ).
Note that in general
except for m 1 or similarly special choices of ν (ν i ) i . In general, u old u(t old ) + O(∆t 2 ). Lemma 2.7. If the method (5) is of order p ≥ 2 and γ 1 + O(∆t p−1 ), the relaxation solution (13) is also of order p.
Proof. Use the accuracy of the baseline method (5) and apply Lemma 2.6 to get the expansion
Subtracting the Taylor expansion
results in the estimate
Remark 2.8. This basic argument (for m 1, i.e. u old u n−1 ) proves also the accuracy of relaxation Runge-Kutta methods if γ 1 + O(∆t p−1 ); cf. [32, 53] . In particular, it simplifies the proof of [32, Theorem 2.7] by avoiding the usual Runge-Kutta order conditions. In addition, the result holds also for more general schemes such as the class of general linear methods [8] or (modified) Patankar-Runge-Kutta methods [5] .
Existence and Accuracy of γ for Relaxation Methods for Convex Entropies
Lemma 2.9. Consider a relaxation method (13) based on a time integration method of order p ≥ 2.
If η is a convex entropy for the ODE (1), ∆t is sufficiently small, and η (u old ) f (u old ), f (u old ) 0, then there is a unique γ > 0 that solves (13) . This γ satisfies γ 1 + O(∆t p−1 ).
Proof. The function r defined in a neighborhood of [0, 1] by
is convex, since η is convex. Moreover,
since u old is a convex combination and η is convex. Furthermore,
Because of
cf. Lemma 2.6, we have
for sufficiently small ∆t > 0. Here, the accuracy of the estimate (10) has been used in the second line. Similarly,
for sufficiently small ∆t > 0. Hence, r has a unique positive root γ.
Because of the accuracy of the baseline scheme, r(1) O(∆t p+1 ). Using (29), r (1) c∆t 2 +O(∆t 3 ) with c > 0. Hence, the root γ of r satisfies γ 1 + O(∆t p−1 ).
0, similar conditions using other step/stage values can be used by performing the Taylor expansions around them. Remark 2.11. As can be seen from Figure 1 , choosing γ slightly smaller than the root of r(γ) 0 is a way to introduce additional dissipation. Remark 2.12. If the convex entropy is a squared inner-product norm, i.e. if η(u) 1 2 u 2 in a Hilbert space, the relaxation parameter can be calculated explicitly as
where
Theorem 2.13. Consider a relaxation method (13) based on a time integration method of order p ≥ 2.
If η is a convex entropy for the ODE (1), ∆t is sufficiently small, and
then there is a unique γ > 0 that satisfies the relaxation condition (11) and the resulting relaxation method is of order p.
Proof. Combine Lemma 2.7 and Lemma 2.9.
Existence and Accuracy of γ for Relaxation Methods for General Functionals
Theorem 2.14. Consider a relaxation method (13) based on a time integration method of order p ≥ 2. If η is a general (i.e. not necessarily convex) smooth functional of (1), ∆t is sufficiently small, and
then there is a unique γ 1 + O(∆t p−1 ) that satisfies the relaxation condition (11) and the resulting relaxation method is of order p.
Proof. Following [10, Theorem 2], this proof is based on the implicit function theorem, e.g. the version of [54, Section VIII.2]. Given an initial condition u 0 and a time step ∆t, approximate solutions u n−k+i ≈ u(t n−k+i ) and u new ≈ u(t new ) are computed, e.g. via a (relaxation) LMM and a suitable starting procedure. In this setting, the proof of [10, Theorem 2] can be adapted, similarly to [53, Proposition 2.18], yielding a unique solution γ 1 + O(∆t p−1 ). Because of Lemma 2.7, the relaxation method is of order p. Remark 2.15. For one-step methods studied in [32, 51, 53] , the natural choice of m, ν in (12) is m 1 and ν i δ i,0 , where δ i,0 is the Kronecker delta. Then, r(0) 0 in (24).
Suitable Estimates of η for Relaxation Methods
For dissipative systems, the relaxation approach requires an estimate of the entropy at t new satisfying η new ≤ η old (33) in order to ensure that (3) is satisfied if m ≤ k. We first review the approach of [53] for Runge-Kutta methods with positive weights, showing how it fits naturally into the approach we have just described. We then discuss how to obtain a suitable estimate for multistep methods with positive coefficients, and for more general methods.
Runge-Kutta Methods with Positive Quadrature Weights
A Runge-Kutta method with s stages takes the form [8, 26] 
Given the Runge-Kutta stage values, a natural estimate η new is given by using the quadrature rule of the Runge-Kutta method itself:
This corresponds to the approach used in [9, 15, 32, 53] . The inequality (33) is guaranteed if the weights b i ≥ 0.
Remark 3.1. The adaptation of the time t n γ and this choice of the estimate appear to be very natural. Indeed, considering the augmented system
the update formula (with i b i 1)
is a natural discretization of (36), where the relaxation parameter γ is introduced to enforce the consistent evolution of η. 
Linear Multistep Methods with Positive Coefficients
A linear multistep method can be written in the form
The coefficients α n i , β n i have a time index because they depend on the sequence of step sizes. If all coefficients α n i , β n i are non-negative, the method itself can be used to obtain a suitable estimate η new . Indeed, considering again the augmented system (36), a high-order estimate is obtained as
Since i α n i 1 for any consistent method and β n i (η f )(u n−k+i ) ≤ 0, the dissipation condition (33) is guaranteed. Note in particular that strong stability preserving (SSP) LMMs have non-negative coefficients [22, Chapter 8] and can be used in this manner.
General Time Integration Methods
The approach of the previous two subsections relies on non-negativity of the coefficients b i and α i , β i , respectively. For methods with negative coefficients, we can follow the technique developed in [10] . In this approach, an estimate η new is obtained by interpolation (continuous/dense output) and a positive quadrature rule. Indeed, consider a quadrature rule of order at least p with nodes
and positive weights w i , e.g. a Gauß quadrature. Compute an interpolant y(τ i ) of order at least p − 1 at the nodes and use
Because w i > 0, the estimate is guaranteed to satisfy (33) for dissipative systems.
In contrast to the previous method, this approach requires additional evaluations of η and f at the intermediate values and is thus more costly. On the other hand, it can be applied to general time integration methods and does not require any special structure (besides a continuous output formula). In particular, it is not limited to Runge-Kutta or linear multistep methods. Remark 3.3. This approach is particularly interesting for linear multistep methods, since these schemes are often defined naturally in terms of (interpolating) polynomials [2, 40] .
Relaxation Linear Multistep Methods With Fixed Coefficients
Since orthogonal projection does not inherently involve any change in the step size, it can be used with a fixed step size. In contrast, relaxation methods necessarily introduce variation in the step size, due to the parameter γ, even if the intended ∆t at each step is constant. To make use of Theorems 2.13 and 2.14 to guarantee high-order accuracy, multistep relaxation methods must be implemented in a way that takes into account the variation in the step size. On the other hand, since γ is very close to unity, this step-size variation is quite small. Thus it is interesting to know what accuracy may be obtained by relaxation methods using the new time step (7b) but implemented with the coefficients of the corresponding fixed step size method. We will write simply α i , β i (without superscripts) to refer to the coefficients of a fixed step size LMM. Theorem 4.1. Given a k-step LMM (38) of order p ≥ 1 with coefficients (α, β), suppose that the method is used with step sizes ∆t n−k+j γ j ∆t n , where γ j − 1 O(∆t q ) but the coefficients are not adapted. Then the one-step error is O(∆t min(p+1,q+1) ). Furthermore, for Adams methods the one-step error is O(∆t min(p+1,q+2) ).
Proof. The one-step error takes the form [36, p. 133 
where C 0 j α j − 1 and for > 0
with
where δ j O(∆t q ). Since the LMM has order p, its coefficients satisfy the fixed step size order conditions C 0 0 and
Subtracting (44) from (42) shows that C O(∆t q ) for 1 ≤ ≤ p. Substitution into (41) gives the result stated in the first part of the theorem. For the second result, observe that
Since γ k 1, we have δ k δ k−1 . For Adams methods we have α k−1 1, while α j 0 for j k − 1, so C 1 (α, β, γ) 0.
Note that in the theorem we have analyzed the accuracy of u new rather than that of u n γ , but the proof of Lemma 2.7 shows that u n γ will have the same order of accuracy. According to Lemma 2.9, the assumption in the theorem is fulfilled for relaxation methods with q p − 1. This suggests that (for non-Adams methods) the local error in the first step will be one order worse than the design order of the method. But then for the next step Lemma 2.9 shows that γ − 1 will also be one order worse. In this manner, the local error can grow by one order at each step, until very quickly all accuracy is lost and/or a suitable solution γ > 0 cannot be found. We see that Adams methods are free from this problem. A cure for this problem for another classes of LMMs is discussed next.
Consider a linear multistep method (38) with non-negative coefficients α i and take the special choice ν i α i for computing the old values in (12) . This yields
Instead of scaling the time step, this relaxation method can be interpreted as scaling the right hand side of the augmented ODE (36) by introducing the pseudotime τ with constant time steps ∆τ and solving d dτ
where γ(τ) is the relaxation parameter. If Γ is continuous and bounded away from zero, this new augmented ODE (48) results from (36) by the variable transformation
Using this interpretation (and choice of ν i ), relaxation LMMs with α i ≥ 0 can also be used with fixed coefficients.
Theorem 4.2. Consider a fixed coefficient linear multistep method (38) of order p ≥ 2 with non-negative coefficients α i ≥ 0 and the corresponding relaxation method (13) with ν i α i . If η is a smooth functional of (1), ∆t is sufficiently small, and the non-degeneracy condition of Theorem 2.13 (if η is convex) or Theorem 2.14 (for general η) is satisfied, then there is a solution γ of (13) and the resulting relaxation method is of order p.
Proof. Since the fixed step size method is of order p ≥ 2, Theorem 2.13 (if η is convex) or Theorem 2.14 (for general η) can be applied. Hence, there is a solution γ(τ) 1 + O(∆τ p−1 ) of (13).
Because of the special choice of ν i α i , the sequence of the relaxation solutions is a pth order approximation to the solution of (48) . Hence, it is also a pth order approximation of the solution of (1). (13) with adapted coefficients is typically more accurate than the same relaxation LMM with fixed coefficients, in particular for second-order methods. Indeed, the factor Γ(τ) in the underlying ODE (48) grows as Γ(τ) 1 + O(∆τ p−2 ). Hence, it does not decrease in size if ∆τ is reduced for p 2. Since an increase of Γ(τ) results in an increase of the Lipschitz constant of the underlying ODE (48), it is reasonable to expect bigger errors compared to a relaxation method with adapted coefficients solving (36) .
The incremental direction technique (IDT) approach is basically the relaxation approach without adapting the new time to (7b). For Runge-Kutta methods, this results in a slight loss of the order of accuracy [9, 32, 53] , i.e. the IDT method is of order p − 1. For some LMMs and conservative/dissipative problems, IDT versions result in γ 1 + O(∆t p−2 ) and an order of accuracy p − 2. However, there are also dissipative problems where IDT versions fail because no solution for γ can be found.
Zero-Stability of Relaxation Linear Multistep Methods
In general, proving even zero-stability of LMMs with variable step sizes is not easy [62] . Typically, stability of variable step size LMMs is implied if the corresponding fixed step size method has certain stability properties and the step sizes do not vary too much, cf. e.g. [26, Theorems III.5.5 and III.5.7] or [2] . For relaxation LMMs, the step sizes are chosen via the relaxation coefficient
. Hence, the step sizes vary as
Thus, under the usual conditions, relaxation LMMs are stable if the time step is small enough.
Strong Stability Preserving Methods
SSP methods with SSP coefficient C > 0 guarantee a given convex stability property under a time step restriction ∆t ≤ C∆t FE whenever the explicit Euler method satisfies the same convex stability property under the time step restriction ∆t ≤ ∆t FE ; cf. [22] and the references cited therein. If the relaxation parameter γ ∈ [0, 1], then u n γ is a convex combination of u new and u old . Hence, all convex stability properties satisfied by these two values are retained. However, if γ > 1, u n γ is not a convex combination and the SSP property with the same SSP coefficient C can be lost, cf. [32, Theorem 3.3 and Table 1 ], where also more detailed investigations of the SSP property of relaxation Runge-Kutta methods can be found. Specifically, therein it was proved that the SSP coefficient of a relaxation RK method is not smaller than that of the original RK method if
where R is the stability function of the explicit SSP Runge-Kutta method (34) . We also have the following 
where 1 (1, . . . , 1) T ∈ R s . The stability function of the relaxation method is given by R γ (z) Let us turn now to linear multistep methods. To maintain the SSP property when the step size is not fixed, we require that any coefficients of the fixed step size method that are equal to zero remain exactly zero when the step size is varied:
This assumption is satisfied by the methods of [24, 40] :
Consider an explicit SSP LMM (38) with SSP coefficient C and satisfying (53) . If m and ν i are chosen such that ν i−m > 0 ⇒ α i−k > 0, then for small enough ∆t the relaxation LMM (13) is SSP with an SSP coefficient C γ C + O(∆t p−1 ) and C γ ≥ C if γ ∈ [0, 1]. Furthermore, if m k and ν i α n i then C γ C/γ.
Proof.
Here, we use the definition of the SSP coefficient given as C n in [24] , which can be written as
The relaxation LMM can be interpreted as an LMM with parameters
Using
. For small enough ∆t these coefficients are also non-negative. Hence, C γ C + O(∆t p−1 ). Meanwhile, if m k and ν i α i then the relaxation LMM can be written as a standard LMM but with coefficients (α, γβ). Hence the SSP coefficient is C/γ.
Choosing a variable step size method that does not satisfy the implication ν i−m > 0 ⇒ α i−k > 0 can lead to loss of the SSP property. For instance, the second-order three-step method with variable step size of [24] is given by
where Ω 2 (t n−1 − t n−3 )/∆t. Taking e.g. m 2 and ν 0 0 generates a term (1 − γ)u n−2 in the relaxation solution, which destroys the SSP property when γ > 1.
In general, orthogonal projection methods can violate SSP properties. Indeed, linear functionals are convex and linear invariants are preserved by the explicit Euler method (as well as by all Runge-Kutta, linear multistep, and general linear methods). Since projection methods do not conserve linear invariants in general, the corresponding convex stability property is lost. Example 5.3. Consider the two-step second-order SSP Runge-Kutta method SSPRK(2,2) given by y 1 u n−1 ,
Solutions u of the ODE
have a constant energy η(u) 1 2 u 2 and total mass M(u) i u i . The first step of the orthogonal projection SSPRK(2,2) method results in the total mass
Hence, the convex stability property related to the total mass is violated. In contrast, the relaxation SSPRK(2,2) method preserves the total mass.
Superconvergence for Euclidean Hamiltonian Problems
Here, we present a generalization of the superconvergence Theorem 4.1 of [51] to general energyconservative B-series [27] time integration methods, see e.g. [39] and the references cited therein. This general class of time integration schemes includes among others Runge-Kutta methods, linear multistep methods, Taylor series methods, and Rosenbrock methods. Consider a Hamiltonian H that is a smooth function of the squared Euclidean norm, i.e.
where G is a smooth function. The corresponding Hamiltonian system is
where g G . We refer to (61) as a Euclidean Hamiltonian problem. For this class of problems, nominally odd-order energy-conservative B-series time integration methods are superconvergent.
The proof relies on a special geometric structure of the error. As shown in [51, Lemma A.4], for (61) the local error can be divided into two parts. The part that is along the manifold of constant H includes all terms with even powers of ∆t, while the part orthogonal to the manifold of constant H includes all terms with odd powers of ∆t. Thus a solution that preserves H has no error terms with odd powers of ∆t. If the method conserves the Hamiltonian, the expansion of the local error contains only odd powers of ∆t. In particular, its order of accuracy for the system (61) is p + 1 if p is odd.
Proof. It suffices to consider the local error after one step, which can be written as
where e t are some coefficients of the local error, the second sum is a sum over all rooted trees t of order k, cf. [8, Chapter 3] , and F(t)(u n−1 ) is an elementary differential of f evaluated at u n−1 .
Since the method is energy-conservative, it conserves the Euclidean norm. Hence, for any k ≥ p + 1,
|t| k e t F(t)(u n−1 ), u n−1 .
(63)
For even k, F(t)(u n−1 ) u n−1 for |t | k because of [51, Lemma A.4] . Hence, |t| k e t F(t)(u n−1 ) 0 for even k.
An Example for Which Relaxation LMMs are Exact
Here we consider a problem from [53] :
The entropy η(u) exp(u 1 ) + exp(u 2 ) is conserved. The exact solution is given by
where η exp(u 1 ) + exp(u 2 ) and C e u 1 (0)−u 2 (0) .
Theorem 5.5. Let a relaxation LMM of order two or greater be applied to (64) , with ∆t small enough such that there exists a value of γ satisfying (8) . If the starting values are exact, then the numerical solution is (in the absence of rounding errors) exact at each step.
Proof. First observe that the equations
define a bĳection between (u 1 , u 2 ) ∈ R 2 and (w, η) ∈ R × R + . Thus (64) is equivalent to the system
with the solution w(t) η(0)t + w(0) and η(t) η(0). We will show that any relaxation LMM integrates the system (67) exactly. We can write any LMM as
Taking the difference of the formulas for u n 2 and u n 1 we obtain
Since the starting values are exact, w n−k+j w(t n−k+j ). Due to the consistency of the LMM, this means that the formula above is exact; i.e. w n w(t n−1 + ∆t). Next we take w n γ w n−m + γ(w n − w n−m ) w(t n + γ∆t),
since w(t) is linear. Thus the numerical solution given by the relaxation LMM gives the exact value for w. It also gives the exact value for η, since this is precisely what is enforced by relaxation.
Remark 5.6. Note that without the relaxation step, the solution is not exact since the equation for w(t) is solved exactly but that for η(t) is not. Projection methods do not solve (64) exactly, because the projection step does not preserve the exact solution of the linear ODE for w(t). Relaxation Runge-Kutta methods (and other multistage methods) also do not solve (64) exactly, because they involve iterated evaluation of the nonlinear RHS within a single step, so they do not effectively integrate the linear ODE for w(t) exactly.
Numerical Results
Here, the following classes of linear multistep methods (38) are considered. If not stated otherwise, the estimate η new is obtained using a dense output formula and Gauß quadrature using one (k 2) or two (k ∈ {3, 4}) nodes.
• Adams(k) The k-step explicit Adams methods (also known as Adams-Bashforth methods) are based on the formula u n u n−1 + ∫ t n t n−1 P f , where P f is the polynomial interpolating f (u n−1 ), . . . , f (u n−k ), see [3] and [26, Section III.1]. These methods can be used with variable step sizes. A natural dense output at an intermediate value τ i is generated by evaluating the integral with upper limit τ i instead of t n .
• Nyström(k)AS
The k-step Nyström methods are based on the formula u n u n−2 + ∫ t n t n−2 P f , where P f is again the polynomial interpolating f (u n−1 ), . . . , f (u n−k ), see [42] and [26, Section III.1] . Based on these constant step size Nyström methods, an extension to variable step sizes that is equipped with a dense output formula has been proposed by Arévalo and Söderlind [2] and will be denoted as Nyström(k)AS.
• eBDF(k), eBDF(k)AS
The family of extrapolated backward difference formula (eBDF) methods is based on the formula P u (t n ) P f (t n ), where P u and P f are polynomials that interpolate the previous step values u n−i and step derivatives f (u n−i ), respectively, cf. [55] . Based on the constant step size eBDF methods, an extension to variable step sizes that is equipped with a dense output formula has been proposed by Arévalo and Söderlind [2] and will be denoted as eBDF(k)AS.
• SSP(k, p), SSP(k, p)AS Second and third order accurate variable step size SSP LMMs have been proposed in [24] . The estimate of the evolution of η can either be based on the evolution predicted by the SSP method itself (39) or on the quadrature (40) using the dense output formula of [40] , which is based on the framework of [2] . If the latter option is chosen, the method is denoted as SSP(k, p)AS.
• EDC(i,j) The explicit difference correction (EDC) methods of [1] are extended to variable step sizes and equipped with a dense output using the approach of [2] .
• BDF(k) The family of backward difference formula (BDF) methods is based on the formula p u (t n ) f (P u (t n )), where P u is a polynomial that interpolates the step values u n , u n−1 , . . . , u n−k , cf. [12] and [26, Section III.1].
If not stated otherwise, relaxation LMMs have been adapted to the new step sizes using m 1 and ν i δ i,0 in (12). We have checked that the results using different choices of ν i are similar. Since Theorem 4.2 can be applied to Adams methods, Nyström methods, and SSP LMMs, we have also tested the corresponding fixed coefficient version of these schemes.
Remark 6.1. The modified leapfrog method of [56] is the relaxation Nyström(2)AS method for conservative inner-product norms with m 2 and ν i δ i,0 in (12) and fixed step sizes, cf. Theorem 4.2.
We have implemented the relaxation Runge-Kutta methods used in this article in Python, using SciPy [69] to solve the scalar non-quadratic equations for the relaxation parameter γ. Matplotlib [30] has been used to generate the plots. The source code for all numerical examples is available online [50].
Nonlinear Oscillator
For the nonlinear oscillator
of [46, 49] , the energy η(u) 1 2 u 2 is conserved. Results of a convergence study for this problem are visualized in Figure 2 . The Nyström(k)AS, k ∈ {3, 4}, methods result in a large error and are not completely in the asymptotic regime, which could be attributed to their lack of a reasonable stability region [28, Section V.1]. However, applying projection or relaxation results in the expected order of accuracy. The Adams methods do not have similar problems and work well. All other explicit methods described above behave similarly to the Adams methods. For this test problem and formally odd-order relaxation and projection methods, there is a certain superconvergence phenomenon, increasing the experimental order of accuracy by one in accordance with Theorem 5.4. The fixed coefficient versions of Adams(3) and Nyström(3)AS result in larger errors than the corresponding versions with adapted coefficients. For smaller time steps ∆t, they are even not in the asymptotic regime. This behavior is in accordance with the analysis of Section 4.
Kepler Problem
The Kepler problem
with eccentricity e 0.5 is a Hamiltonian system
with Hamiltonian
where the angular momentum L(q, p) q 1 p 2 − q 2 p 1
is an additional conserved functional, cf. [57, Section 1.2.4].
The baseline, projection, and relaxation variants of the explicit multistep methods described above converge with the expected order of accuracy for this problem if the energy or angular momentum is conserved by the projection/relaxation method. As examples, third-and fourthorder accurate eBDF methods yield the convergence results shown in Figure 3 . Clearly, both the projection and the relaxation methods reduce the error compared to the baseline schemes. The results for the other explicit methods described above are similar. 
Dissipated Exponential Entropy
with exponential entropy η(u) exp(u), which is dissipated for the analytical solution
Again, the explicit multistep methods described above with or without projection/relaxation converge with the expected order of accuracy for this problem. As examples, third-and fourthorder accurate multistep methods yield the convergence results shown in Figure 4 . There is no significant difference between the two different estimates (39) and (40) for SSP (4, 3) . Results of fixed step size SSP LMMs with ν i α i applied to the ODE (76) with dissipated exponential entropy are shown in Figure 5 . Because of the exact starting procedure, t τ for the first k steps of a k-step method. Thereafter, |t − τ| increases in time. As discussed in Section 4, max τ |t − τ| O(∆τ p−2 ). This can also be observed for SSP (3, 2) , where the final value of t − τ is independent of the time step, and SSP (4, 3) , where the final value of t − τ decreases proportionally to ∆τ. Since max τ |t − τ| O(1) for SSP (3, 2) , the maximal effective relaxation parameter Γ(τ)γ(τ) is also O(1). If ν i α i , e.g. if m 1 and ν i δ i,0 as usual for methods with adapted step sizes, no solution γ > 0 can be found for this problem and the SSP LMMs with fixed step sizes. The Adams(2) method with fixed step sizes applied to this problem works well if the final time is reduced to t 2.5. For larger final times, the error of the numerical solutions grows because of the growth of Γ(τ). Then, the time step ∆τ has to be reduced to get acceptable solutions. The Adams methods with adapted step sizes can be applied successfully to this problem with much larger values of the time step ∆t, in accordance with the analysis of Section 4.
Korteweg-de Vries Equation
The Korteweg-de Vries (KdV) equation
is well-known in the literature as a nonlinear PDE which admits soliton solutions of the form
where A ≥ 0 is the amplitude, c the wave speed, and µ an arbitrary constant. The KdV equation possesses an infinite hierarchy of conserved integral functionals, including the mass (with density u) and the energy (with density u 2 ). Numerical methods that conserve both the mass and the energy result in an asymptotic error growth that is only linear in time, while other methods will in general yield an asymptotically quadratic error growth [14] . If only the energy is conserved, the error is usually reduced at first and the quadratic error growth can be seen later than for methods that do not conserve the energy.
Here, we use the mass-and energy-conservative Fourier collocation semidiscretization described in [51] with N 64 modes in an interval of length L 80 for the amplitude A 2. Integrating the resulting stiff ODE in time with the BDF(2) method and a time step ∆t 0.1 yields the results shown in Figure 6 . The error for both the projection and the relaxation grows linearly in time at first. For the projection method not conserving the total mass, the error starts to grow quadratically shortly before it saturates (since there is no overlap of the numerical solution and the analytical solution anymore). 
Compressible Euler Equations
Here, we apply a second-order entropy-conservative finite difference method [67] using the entropy-conservative numerical flux of [45, Theorem 7.8] for the compressible Euler equations of an ideal gas in one space dimension. The initial condition
where is the density, v the velocity, and p the pressure, results in a smooth and entropyconservative solution in the periodic domain [0, 2]. Integrating the entropy-conservative semidiscretization with N 100 grid nodes in time with SSP(4, 3), where the starting values have been obtained with the relaxation version of the classical third-order, three-stage SSP Runge-Kutta method, yields the results shown in Figure 7 . Clearly, the baseline scheme is not entropy-conservative while the projection method does not conserve the total mass. In contrast, the relaxation method conserves both functionals. 
Burgers' Equation

Solutions of Burgers' equation
in the periodic domain [−1, 1] develop shocks in a finite time. Hence, energy-conservative methods are not appropriate. Here, we apply the same energy-dissipative semidiscretization used in [32] in the context of relaxation Runge-Kutta methods, which can be written as
The energy-dissipative numerical flux is obtained by adding some dissipation to the energyconservative flux, resulting in
These semidiscretizations are integrated in time with SSP(3, 2) and SSP(4, 3), where the starting values have been obtained with the relaxation version of the classical third order, three-stage SSP Runge-Kutta method.
The changes of the total energy and mass of the numerical solutions and a semidiscrete reference solution are visualized in Figure 8 . The baseline schemes are either anti-dissipative (for SSPRK(3, 2)) or too dissipative (for SSPRK(4, 3)) compared to the reference solution, similarly to results for Runge-Kutta methods shown in [32] . In contrast, the energy dissipation of both the relaxation and the projection versions agrees very well with the reference solution. However, the projection schemes change the total mass while the relaxation methods conserve this invariant of the PDE (81). Adding instead some dissipation to a semidiscretization based on the central numerical flux
does not yield a provably energy-dissipative semidiscretization in general. However, the relaxation methods still improve the energy evolution as visualized in Figure 9 .
Linear Advection with Inflow
Solutions of the linear advection equation 
do neither conserve nor dissipate the energy 1 2 u 2 L 2 because of the boundary condition. Instead, the energy of the analytical solution increases till t 3 to its final value 0.75 and stays constant thereafter.
Using the classical second-order summation-by-parts operator with simultaneous approximation terms to impose the boundary condition weakly [66] on N 200 uniformly spaced nodes yields an ODE with a similar behavior. As visualized in Figure 10 results in an increase of the energy that is slightly bigger than that of the reference solution obtained by SSP(4, 3) with much smaller time steps. Instead, the energy variation enforced by the projection and relaxation methods is visually indistinguishable from the reference value. The slight variations of the energy for t > 3 are caused by the spatial semidiscretizations using a weak imposition of the boundary condition. This example demonstrates that relaxation methods can also be useful for non-dissipative systems where energy or entropy estimates can still be obtained and are of interest. In [53] , a similar lid-driven cavity flow with a heated wall for the Navier-Stokes equations has been solved with relaxation Runge-Kutta methods.
Summary and Conclusions
We have extended the framework of relaxation methods for the numerical solution of initial-value problems from Runge-Kutta methods to general time integration schemes with order of accuracy p ≥ 2. By solving a single scalar algebraic equation per time step, the evolution in time of a given functional can be preserved. This includes functionals that are conserved or dissipated, as well as others for which estimates of the time evolution are available. For convex functionals, additional insights such as the possibility to add dissipation in time have been provided.
For certain classes of relaxation linear multistep methods, high-order accuracy is still attained even if a fixed-coefficient method is used. Nevertheless, we recommend the use of methods that correctly account for the step size variation, since such methods gave overall better results in numerical tests.
In contrast to orthogonal projection methods, relaxation methods preserve all linear invariants that are preserved by the baseline time integration scheme (which are all linear invariants of the ODE for general linear methods). This property can be very important, e.g. for conservation laws.
We have also studied the impact of the relaxation approach on other stability properties of time integration methods. In particular, zero stability and strong stability preserving properties of linear multistep and Runge-Kutta methods are not changed significantly.
While relaxation methods appear to provide good results in our numerical experiments, further practical experience on a wide range of problems is still needed to determine their general effectiveness. Other areas of ongoing research include the development of other means to estimate the change of a dissipated functional η and development of a spatially localized relaxation approach for conservation laws with convex entropies.
