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Abstract
With the explosion of information fuelled by the growth of the World Wide Web it 
is no longer feasible for a human observer to understand all the data coming in or 
even classify it into categories. With this growth of information and simultaneous 
growth of available computing power automatic classification of data, particularly 
textual data, gains increasingly high importance.
This paper provides a review of generic text classification process, phases of that 
process and methods being used at each phase. Examples from web page 
classification and spam classification are provided throughout the text. Principles of 
operation of four main text classification engines are described – Naïve Bayesian, k 
Nearest Neighbours, Support Vector Machines and Perceptron Neural Networks. This 
paper will look through the state of the art in all these phases, take note of methods 
and algorithms used and of different ways that researchers are trying to reduce 
computational complexity and improve the precision of text classification process as 
well as how the text classification is used in practice. The paper is written in a way to 
avoid extensive use of mathematical formulae in order to be more suited for readers 
with little or no background in theoretical mathematics.
Keywords: text classification, bayes, kNN, SVM, neural network, feature 
extraction, feature reduction, web page classification
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1. Terminology
● Internet – worldwide, publicly accessible network of interconnected computer 
networks two main parts of which are e-mail and Web;
● Web – system of interlinked, hypertext documents or web pages;
● web site – an organisational unit containing a set of web pages that have the 
same domain name part of their address;
● spam – unsolicited bulk electronic messages or other content that mimics 
useful content to attract users, but is in fact not useful (and usually machine 
generated) and usually incorporates some way to capitalise on the attracted users 
with methods ranging from advertisements to stock price manipulations;
● ham – useful content, opposite of spam;
● spamminess – property of a text describing the probability that the text is 
spam;
● conversion – a term in marketing describing an actual end result of an 
advertisement when a potential customer after seeing an advertisement does the 
purchase of the product advertised;
● true positive – situation in text classification when the classifier correctly 
classifies a positive test case into the positive class;
● true negative – situation in text classification when the classifier correctly 
classifies a negative test case into the negative class;
● false positive – situation in text classification when the classifier incorrectly 
classifies a negative test case into the positive class;
● false negative – situation in text classification when the classifier incorrectly 
classifies a positive test case into the negative class;
● cybersquatting – practise of a hostile takeover of an Internet domain name 
either by intercepting the domain registration at renewal or by registering a 
domain with the same or similar name as a popular product before the owners of 
the product do so.
2. Introduction and process
Text classification is the act of dividing a set of input documents into two or more 
classes where each document can be said to belong to one or multiple classes 
(Sebastiani, 2002). Huge growth of information flows and especially the explosive 
growth of Internet promoted growth of automated text classification. Development of 
computer hardware provided enough computing power to allow automated text 
classification to be used in practical applications. Text classification is commonly used 
to handle spam emails, classify large text collections into topical categories, manage 
knowledge and also to help Internet search engines.
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The process of text classification as seen from the point of view of automatic text 
classification systems can be clearly separated into two main phases:
1. information retrieval phase when numerical data is being extracted from the 
text;
2. main classification phase when an algorithm processes this data to make a 
decision on what category should the text belong to.
Additional phases are added (Pant & Srinivasan, 2005) to the classification process 
to reduce the amount of computation and train the algorithms with training data before 
the actual classification (Fig. 1).
This paper will look through the state of the art in all these phases, take note of 
methods and algorithms used for reducing computational complexity and improving the 
precision of text classification process. While many articles (Evgeniy Gabrilovich, 
2006) are written on these topic over the years, this paper aims to provide simple and 
practical overview of the main practical points of the process.
3. Industrial background
This review was sponsored by an Internet marketing company Merjis with an aim to 
find ways that artificial intelligence technologies and namely text classification could be 
used to help in the everyday problems in the Internet marketing domain. One of the 
problems that Merjis was facing was the large number of “spam” websites that place 
advertisements, from the Google AdSence network or other similar advertisement 
networks, on their pages. Most of the time on such pages the advertisements are only 
marginally related to the content of the page and people that click on such ads were 
observed to have a much lower probability of “converting”, that is of purchasing the 
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Figure 1: Text classification process diagram
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advertised goods or services. However, once a user clicks on the advertisement, the site 
that is being advertised must pay (via Google, in the case of Google AdSence) a fixed 
fee per click to the site where the advertisement is placed. Therefore, spam sites luring 
visitors to advertisements of products that these visitors are not intending to purchase 
are simply a waste of money for the advertiser. Merjis manages advertisement 
campaigns for many clients and thus is willing to create a system that would be able to 
identify such spam websites among the hundreds of thousands of websites that 
participate in the advertisement networks.
Usually text classification engines are tested with datasets where texts must be 
classified according to their topic. However in the case of the Merjis project, the 
classifier needed to ignore the topic and go beyond that by trying to evaluate 
“spaminess” of the site, where “spaminess” can only be defined as overall probability 
that visitors that get to this site, if they click on our advert, would be interested in 
purchasing the good or service that this advert is advertising. The measure in many 
cases is hard to evaluate even for a human expert, leading to fuzzy training data. Such 
measure can also be abstracted to a more generic “quality” scale.
In addition to an unusual target, the web spam problem exhibits many other 
complications that are know in the text classification domain. It is common for the 
available training data to have a high bias towards one end of the scale. In our test case 
spam websites outnumbered non-spam websites 4 to 1. In such conditions most tested 
classifiers showed performance that was lower then the baseline performance of a one-
way classifier or achieved performance equal to the one-way classifier by simply 
classifying all test cases into one class. Adjustments to the feature selection algorithms 
and over-sampling of the training data that were suggested by other researchers had 
little effect in this particular case. Another issue that had to be taken in consideration in 
the design of the classifier for the Merjis problem was that a there was a significant 
difference between the costs for different mistakes that the classifier could make. If 
classifier would classify a non-spam site as spam, then potential sales were lost, but if 
spam site was misclassified as non-spam then part of the advertisement budget would be 
wasted. In the conclusion of the project we could see that none of the used techniques 
could improve the classification performance enough to achieve break-even on the 
advertisement investment in the particular case.
If the system would be put further into the production, other challenges would arise – 
Internet is a very dynamic place. Where now is a thriving site with high quality content, 
in a couple month could be a spam site set up by a cybersquater. Thus both adding new 
sites to the existing data set and expiration or reverification of the old sites would 
present additional challenges.
However the most important problem that this researcher faced in the execution of 
this industrial project was the lack of a methodological approach guidelines to all the 
design decisions involved in the creating of a text classification system. While an 
overall structure of a text classification system is well defined the information on how 
to select a feature extraction, feature selection and classification engine algorithms 
based on the task at hand is scarce and is not systematically united in a methodology of 
text classification system design. For the most part the design of a text classification 
system is not a science, but more of an art with the results being evaluated by extensive 
experimentation. Therefore there is a missing link between gathering data for the 
training set, establishing the goal of the classification and specific recommendations on 
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the optimum choices of a feature reduction algorithm, classification engine and their 
respective settings. There are some very specific suggestions available for some very 
specific cases, such as the case of high bias data. However a more general and 
systematic methodological guidance would be highly useful.
Also, as it has been noted above, if the amount of data on a particular topic is 
overwhelming and also bad data (intentionally distorted data, spam or just low quality 
material) exist in plentiful supply then classification of texts by quality is a way to 
further filter down the amount of information for users of a text classification 
technology. There are problems in this research domain, such as subjective definitions 
of quality and noise in the training data that is related to such subjectivity, however 
much benefit can be extracted from creation of a high performance text quality 
evaluation system in multiple industrial applications
4. Feature extraction
When approaching the field of automatic text classification the first problem is that 
any mathematical methods that can be used for the task of classification only operate on 
numbers and not on long, unstructured passages of text. Therefore, before any 
mathematical operations can be done on the text, some algorithms must be used to 
extract (Fig. 2) some kind of numerical information (features) of the classifiable text 
that are relevant to the classification (Sebastiani, 2002).
The most common feature used is word frequency distribution. In preparation for the 
feature extraction the algorithm would look at all available texts (usually limited to the 
set of training documents) and create a dictionary of all words that occur in these texts. 
Each word in the dictionary is then allocated a place in the output feature vector (a 
dimension). When features of a document are extracted, this value in the feature vector 
will represent the number of times this word has occurred in the document. Minor 
modification of this method involves only putting “1” in the vector if the particular 
word is in the document and “0” if it is not, or dividing the number of times the word 
has occurred in this document by the average number of times it has occurred over the 
whole collection of documents (Haykin, 1998). Other methods (Wibowo & Williams, 
2002) recommend to only take in account word distribution in the beginning of the 
document.
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Figure 2: Feature extraction
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A relatively new development in generic text classification is the use of character or 
word sequence frequencies (Cancedda, Gaussier, Goutte & Renders, 2003) instead of 
the word frequencies. In character sequence distribution the frequency of a particular 
combination of characters is tracked through the texts. Word sequence distributions 
bring that to another level by tracking sequences of word stems. With this method 
occurrences of phrases “main body of text classification” and “main text body” would 
add no similarity to the texts as the word sequences are completely different 
(“main-body” + “body-text” + “text-classification” versus “main-text” + “text-body”).
If we can detect any kind of structure in the text being classified (for example HTML 
structure), features of that structure can be extracted and fed into the classification 
algorithm (Calado et al., 2003; Yi & Sundaresan, 2000)
Additional features can be extracted from the classifiable text, however nature of 
such features should be highly dependent on the nature of classification to be carried 
out. If web sites need to be separated into spam and non-spam websites, then the word 
frequency distribution or the ontology is of little use for the classification, because of 
widespread tactics by the spammers to copy and paste mixture of texts from legitimate 
web sites in creation of their spam web sites (Fetterly, Manasse & Najork, 2005).
In situations such as this, it is advisable to consult with the experts of such 
classification and extract some of their knowledge for use in the feature extraction 
phase. In the web spam example it is possible to detect advertisements on the page and 
compute how many pixels on a computer screen would be used by advertisements 
versus the content of the page when such page would be displayed normally in a 
browser. As can be seen above (Fig. 3) it is often possible to distinguish content oriented 
sites (likely to be non-spam) and advertisement oriented sites (likely to be spam) by just 
looking at the proportions of the content (dark, hatched), navigation (light) and 
advertisement (dark, clear) on the first screens of the page. Navigation and 
advertisement blocks can be detected (Shih & Karger, 2004; Song, Liu, Wen & Ma, 
2004) using linking structure. Other web related features can be extracted using special 
wrapper programs (Laender, Ribeiro-Neto, da Silva & Teixeira, 2002; Meng, Hu & Li, 
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Figure 3: Screenshots of regular and spammy web site (area-coded)
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2003) that mine web pages for specific data bits and are very useful in semi-controlled 
subsets of the web, such as multiuser blogging sites. For regular hypertext, other linking 
features (Furnkranz, 1999) can be extracted, but the gains can be low and unstable 
because the Web is very noisy.
While creating text classification applications one must keep in mind that the 
classification algorithm does not actually read the text – it only looks at the features that 
are extracted for the algorithm from the text. If a human expert can not classify a 
document only from its feature vector and its explanation, then it is probable that the 
classification algorithm will not be able to do that as well.
5. Natural language processing
Natural language processing approaches can be applied both to feature extraction and 
feature reduction phases of the text classification process. Linguistic features can be 
extracted from texts and used as part of their feature vectors (Hunnisett & Teahan, 
2004). For example (Stamatatos, Kokkinakis & Fakotakis, 2000) parts of the text that 
are written in direct speech, use of different types of declinations, length of sentences, 
proportions of different parts of speech in sentences (such as noun phrases, preposition 
phrases or verb phrases) can all be detected and used as a feature vector or in addition to 
word frequency feature vector.
Natural language processing can also be used in ways that encompass both feature 
extraction and reduction, for example, tools can be used to identify keywords (Zhang, 
Zincir-Heywood & Milios, 2005c) from a text document or even create a semi-
structured summary of the text. It can be shown (Ma, Shepherd & Nguyen, 2003) that 
feature extraction from such condensed forms of the original documents can reduce the 
dimensionality of the input vector without reducing the classification performance.
The word sequence feature extraction that was described above and also most of 
feature reduction methods described in the next section use knowledge from the field of 
linguistics and natural language processing. However still more cooperation between 
linguistics and text classification scientists could possibly bring news ways of 
incorporating linguistic knowledge into the design of feature extraction, feature 
reduction and even classifier parts of a text classification engine.
6. Feature reduction
In a typical text classification approach for the classification of text articles in 
English, the word frequency is used as the primary part of the feature vector. This 
typically produces feature vectors with dimensionality in the order of tens of thousands 
of dimensions (Sebastiani, 2002). The computational complexity of any operations with 
such feature vectors will be proportional to the size of the feature vector (Yang & 
Pedersen, 1997), so any methods that reduce the size of the feature vector while not 
significantly impacting the classification performance are very welcome in any practical 
application. Additionally, it has been shown that some specific words in specific 
languages only add noise to the data and removing them from the feature vector actually 
improves classification performance (Yang & Pedersen, 1997).
The set (Liu & Motoda, 1998; Sebastiani, 2002) of feature reduction operations 
involves a combination of three general approaches:
1. Stop words;
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2. Stemming;
3. Statistical filtering.
In any language there are many words that convey little or no meaning, but are 
required by the grammar structure of the language; these words are called “stop words”. 
As an example in the English language words like: “a”, “the”, “but” and many others 
are considered to be such stop words. It is common practice to exclude stop words from 
the feature vector. Stop word lists can be used or the stop word can be determined from 
their frequency, which is said to be more efficient and language independent (Ho, 1999; 
Wilbur & Sirotkin, 1992).
Second way of traditional feature reduction is the use of stemming to reduce 
frequencies of words with a common root to a single feature, for example, if the 
document would contain 7 instances of the word “house”, 3 instances of the word 
“houses” and 2 instances of the word “housing”, then after stemming reduction these 
three separate features would be reduced to only one that would describe that words 
with the root similar to “house” occurred in the document 12 times (7+3+2). 
Traditionally Porter's algorithm (Hull, 1996) is being used for stemming in English and 
other algorithms (Braschler & Ripplinger, 2004; Xu & Croft, 1998) are devised for 
other languages.
Statistical filtering practices are used to select those words that have higher statistical 
significance. Many different statistical methods are being researched and used for 
feature vector filtering, but the main difference between these methods is how much 
information about the source data is being used. It is possible to calculate generic 
statistical significance of a word in relation to how different its use frequency is in 
different documents, but more sophisticated algorithms also take into account the 
proposed classification of said documents and are essentially computing statistical 
significance of words in specific categories.
Most represented (Sebastiani, 2002) statistical filtering approaches are: odds ratio, 
mutual information, cross entropy, information gain, weight of evidence, χ2 test, 
correlation coefficient (Ng, Goh & Low, 1997), conditional mutual information 
maximin (Wang & Lochovsky, 2004), and conformity/uniformity criteria (Chen, Lee & 
Hwang, 2005). Yang (Yang & Pedersen, 1997) and Mladenic (Mladenic & Grobelnik, 
2003) compared some of those methods. In simple terms, most formulas give high 
scores to words that appear frequently within a category and less frequently outside of a 
category (conformity) or to the opposite (non-conformity). And additionally higher 
scores are given to words that appear in most documents of a particular category 
(uniformity).
Another way of reducing the feature vector is through the use of genetic computing 
(Zhang et al., 2005a). However, in most applications the use of genetic computing will 
use up more resources then the resulting feature reduction could spare during the 
production run of the system.
After a good application of feature reduction algorithms one can expect to bring the 
size of a typical feature vector down from hundreds of thousands of dimensions to a few 
thousands of dimensions (Chen et al., 2005). However some research (Riloff, 1995) 
shows that during feature reduction some subtle information is lost that could be useful 
for enhancing the precision of classification. So feature reduction in most cases is a 
speed versus precision tradeoff.
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7. Statistical classification
The most widely used type of classifier is Naïve Bayesian classifier. Among others 
statistical classifiers (Zhang, Zhu & Yao, 2004) Bayesian classifier is the simplest, but it 
is still very effective and the due to its simplicity is also the single most researched 
classifier – it appeared in almost all articles that the author has read on the text 
classification related topics. Naïve Bayesian classifier assumes (naively) that features of 
the input feature vector (usually word distribution) are statistically independent (Rish, 
2001; Sebastiani, 2002). In a basic form for two possible classes (for example, spam and 
non-spam texts), the Naïve Bayesian probability of a text being spam is equal to 
probability of finding its feature vector components in a spam text multiplied by the 
probability of any text being a spam text (i.e. the ratio of spam texts in the collection) 
divided by the general probability of a particular feature vector component occurring in 
a text. During training, features of each document of the training set are recorded 
directly – if the text is know to be spam, then its features are added both to spam text 
feature probabilities and to general text feature probabilities. Features of non-spam texts 
are added only to general text feature probabilities.
The probability of any text being a spam text is an estimated parameter of the 
algorithm – the larger this probability is the larger will be the number of texts classified 
as spam. Increasing this number will decrease the number of false negatives (i.e. spam 
texts classified as non-spam), but will also increase the number of false positives (i.e. 
non-spam texts classified as spam).
The structure of the Naïve Bayesian classifier makes it easy to encode some expert 
knowledge into the learning data set – for example, if experts agree that the word 
“Viagra” appears in spam much more frequently then in non-spam texts, then we can 
increase the spamminess probability of this word directly.
Large body of research (Nigam, McCallum, Thrun & Mitchell, 2000; Zheng & 
Webb, 2000) in text classification involves improving on the original Naïve Bayesian 
classification. Naïve Bayesian is also the canonical classifier (Rish, 2001) – every new 
text classification approach is tested against it first (Pant & Srinivasan, 2005).
8. Functional classification
If we think of every number in the feature vector as a coordinate in a dimension, then 
every document can be represented as a dot in a multidimensional space where the 
number of dimensions is equal to the number of features in the feature vector. Such 
interpretation allows to use geometrical ways of classification that can also be more 
easily presented visually.
One of the simplest geometrical (or functional) classifiers is the k Nearest 
Neighbours (kNN) classifier (Kwon & Lee, 2003). The idea of this classifier is very 
simple – in the multidimensional space we find the dot that represents the document 
being classified and look around to find out what other dots are nearby. Only k number 
of nearest neighbours are considered. If they all belong to the same category then the 
new document also will be categorised to that category. Otherwise the distribution of 
categories of the nearest neighbours determines the probability of the document 
belonging to the category. In other words, if, out of the 5 nearest neighbours, 4 belong to 
class A and 1 belongs to class B, then the new document is classified to class A with 
80% certainty. Modifications of this algorithm also take in account the distance to the 
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neighbours in determining the certainty and/or the category. While the classifier is very 
simple, it is surprisingly effective and has also received a lot of research (Sebastiani, 
2002).
Currently one of the most actively researched classifiers are the Support Vector 
Machines (SVM)  (Tresch & Luniewski, 1995; Zhang, Chen & Lee, 2005b). If we 
visualise two classification classes as two blobs of points and imagine a border area 
between the classification classes, then we can identify documents that are the boundary 
examples of each class. If we find a vector that goes through the points in space that 
represent those boundary documents so that all documents of the category are on one 
side of this vector, then this will be a support vector. Mathematically, by averaging two 
support vectors from two categories, we can determine a vector that will lie roughly in 
the middle between the categories and that can be used to categorise new documents 
based on that on which side of this vector the new document is.
A number of different methods exist for determining a good support vector for a 
category and for calculating to which class a document belongs to from a set of support 
vectors for multiple classes in multidimensional space, selecting the optimal kernel and 
setting appropriate parameters for the kernels is one of the biggest challenges in use of 
SVM. SVM classification (Greevy & Smeaton, 2004; Yu, Han & Chang, 2002)  receives 
the most attention in the text classification field among the theoretical research.
9. Neural classification
Neural network is a massively parallel distributed processor made up of simple 
processing units (neurons), which have a way for storing knowledge from experience 
and making it available for use. Knowledge is acquired by the network from its 
environment via a learning process and stored in interneuron connections (synaptic 
weights) (Haykin, 1998).
In principle use of the neural network for any classification task is straightforward: a 
neural network is taken, data of the feature vector is fed to the inputs of the network and 
categorisation comes from the outputs. Each output is directly assigned a category – if 
the strongest signal comes out of the neural network on the output number 3, for 
example, then the object being classified belongs to the third category. The difference in 
strength between the strongest output signal and other output signals indicate the 
confidence the network has in this classification (Sebastiani, 2002). If no output is 
strong enough, then the classification can be rejected (Fumera, Pillai & Roli, 2003) to 
improve reliability of the result.
However the fundamental problem in the use of a neural network is making the 
actual design of the network. Theoretically it is possible to construct neural networks of 
any complexity, but it is very hard to mathematically predict if a given neural network 
design will be able to excel in a particular classification task. Given this complexity the 
researchers have concentrated on simple and predictable neural network designs for 
most practical tasks in the field of text classification and only use more complex designs 
in the newer and more complex fields of image and speech recognition.
Standard models are used when there is little knowledge about the nature of the 
problem, but sometimes there is some expert knowledge about the documents being 
classified or about the structure of the classes that can be incorporated into the design of 
the classifier. For example, if we know that we need to classify a huge number of text 
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articles into a hierarchical topic structure, then the structure of the classifier can be 
adapted to that.
Research shows that for hierarchical topic classification a system of hierarchical 
perceptrons (Chen et al., 2005) achieves better performance (higher F measure) then a 
single (larger) perceptron or a Bayesian approach. In a hierarchical classifier the 
document is first classified by a top level classifier which classifies the document into 
one of the top level categories. After that the document is passed down to the next 
classifier that is specific for this category. In such a way the document travels down the 
classifier hierarchy until it reaches the bottom layer where its final category is 
determined. This structure works well because each of the classifiers only needs to 
know how to classify documents within its narrow field of knowledge – its category 
(Dumais & Chen, 2000; Ruiz & Srinivasan, 2002). Less processing power is used, 
because only one branch of classifiers is activated at a time. Additionally having 
separate classifiers at different levels allows to reduce features even further by allowing 
different features to be significant for categories, for example in the sports category 
words such as “puck”, “quarterback” or “offside” could be very valuable to determine 
the specific type of sport the article is about, but more generic sport terms such as 
“training” or “ball” could be less useful.
10. Learning and evaluation
A classifier by itself has no knowledge. Any knowledge that is required for 
classification must come to a classifier either by directly translating expert knowledge 
or from learning. Two major types of learning are supervised learning and unsupervised 
learning.
How many examples do we need and how long do we need to train the network with 
until it is good enough and what exactly “good enough” means in this sense? First of all, 
it is definite that the more examples we can get for the network to learn from, the better 
the results will be, just like with typical learning – practice makes the master. If we can 
provide all the possible input vectors and correct classifications for them, then that is the 
best possible scenario, but in that case much more effective ways of storing and 
recalling that information are available (memory based classification) and there is little 
or no need to use more complex classifiers. Where text classification shines is the 
ability of generalisation – a way to provide a classification result for an input that the 
classifier has not seen in training. To measure success in these areas, two basic measures 
are used: precision and recall (Haykin, 1998). First a confusion matrix is computed. For 
a simple case of two categories it is a 2x2 matrix where test cases are distributed as 
follows: first cell is the number of test cases that were correctly assigned to the first 
category (True Positive), the second is the number of test cases that should have been in 
the first category, but were classified as belonging to the second one (False Negative), 
and third and forth cell respectively for category one that should have been two and for 
correct category two test cases.
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The formulae for precision and recall are quite simplistic and more complex 
measures are often used, such a F1 measure and Maximal Figure-of-Merit (Gao, Wu, 
Lee & Chua, 2003).
In the simplest supervised learning case all the example data (pairs of input vectors 
and correct output vectors) is randomly divided into three parts – training,  testing and 
validation data sets. Then the training starts – the network is shown examples from the 
training set in random order and any errors are corrected by backpropagation. The 
process goes through all the training set data multiple times until the recall on the last 
iteration is higher than a predetermined minimum recall threshold. Sometimes a fixed 
number of iterations is used.
When the training is deemed to be finished, the testing process starts. In the testing 
process all examples from the testing data set are given to the classifier and the 
precision over the testing data is computed. If this precision is lower than a 
predetermined minimum generalisation threshold (usually around 70-80%), then the 
system goes back to the learning stage (usually for a fixed number of iterations).
The final stage is the verification stage. The process is similar to the testing stage – 
average error across the whole data set is computed. What is different about the 
verification stage is its outcome. The precision measure (often, the F1 measure) 
computed at the verification stage is the final precision of the classifier and is the 
canonical figure by which different classification systems can be compared. If the value 
is good then the network is ready to be used and the learning is complete. However if 
the verification precision of the network is unsatisfactory then no amount of learning 
will help it – to improve the result the structure of the classifier system must be 
changed.
Alternative ways to learning involve more effective use of the example data. This is 
important because even manually classifying a thousand examples (a low number for 
neural network training) is a very time consuming task. Also, only a qualified human 
expert can do this task, which can induce a heavy monetary cost on the procedure. 
Therefore getting maximum impact from relatively small number of examples is a 
critical problem. One way of doing this is to train several classifiers at the same time 
with different splits of the same training data and selecting the one with the best 
verification results.
In an unsupervised learning scenario there is no teacher and thus no direct feedback 
on the actions of a classifier. Instead the classifier tries to make a good representation of 
the input vector in the output and a task-independent measure is used to determine the 
quality of such representation. For example in Web clustering (Adami, Avesani & Sona, 
2003) if we have a large number of documents, but we do not strictly know the full 
classification structure we want to classify them into, unsupervised learning can be 
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used. What unsupervised learning would do is simply grouping together web pages with 
similar content or topic. The quality measure could be the confidence of classification 
given a fixed number of categories to use. However, unsupervised neural networks have 
been shown (Zhang, 2007) to extract patterns where there are none, so care must be 
given to problems of validation to avoid over-fitting.
Unsupervised learning can be combined with supervised learning (Chuan, Xianliang, 
Mengshu & Xu, 2005) for feature reduction purposes before the classification by a 
classical back-propagation neural network or to compensate the for lack of negative 
classification examples in a two-class classification scenario (Yu et al., 2002). Semi-
supervised learning combines known classifications and unknown classifications to 
expand on the range of possible classes (Carsten Lanquillon, 2000; Nigam et al., 2000).
Another way to make most of existing labelled examples is to use the boosting 
approach. The idea is to train multiple classifiers sequentially with each next classifier 
focussing on the examples that previous classifiers performed badly on. A committee of 
classifiers is formed this way with different classifiers supporting each other. AdaBoost 
(Schapire, Singer & Singhal, 1998) is a popular example of this approach.
11. Conclusions
Text classification is an mature area of research that has been revitalised in 1980s by 
the increase of information flow available. It has seen large attention especially due to 
the high growth rate of Internet and the importance of Internet search engines and 
generic classification of content on the Web. Process of text classification is well 
researched, but still many improvements can be made both to the feature preparation 
and to the classification engine itself to optimise the classification performance for a 
specific application. Research describing what adjustments should be made in specific 
situations is common, but a more generic framework is lacking. Effects of specific 
adjustments are also not well researched outside the original area of application. Due to 
these reasons, design of text classification systems is still more of an art than exact 
science.
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