We consider the opportunistic multiuser diversity in the multiuser two-way amplify-and-forward (AF) relay channel. The relay, which is equipped with multiple antennas and a simple zero-forcing beamforming (ZFBF) scheme, selects a set of two way relaying user pairs to enhance the degree of freedom (DoF) and, consequently, the sum throughput of the system. The proposed channel-aligned pair scheduling (CAPS) algorithm reduces the interpair interference and keeps the signal-to-interferenceplus-noise-power ratio (SINR) of user pairs that are interference-free when the number of user pairs becomes very large. When the number of user pairs grows fast enough with the system signal-to-noise ratio (SNR), a DoF equal to the number of relay antennas can be achieved. For a realistic number of user pairs, we propose an adaptive CAPS and an adaptive semi-orthogonal CAPS (SCAPS) to improve performance. Simulation results show that adaptive CAPS and adaptive SCAPS provide throughput gain in the low-to-mid SNR region.
VI. CONCLUSION
In multilink one-tone spectrum-sharing networks, we proved that the α-fair PA problem is convex when 1 < α < ∞, which indicates that a standard convex solver can find global optimality with polynomial complexity. We also showed that the problem is NP-hard when 0 < α < 1. To deal with this difficult case, based on the D.C. formulation of the objective function, we designed an iterative algorithm that can efficiently converge to a local optimal point. Simulation results showed that global optimality is achieved in two-link cases. In addition, a smooth tradeoff between sum-rate and Jain's index is obtained by varying α from zero to infinity.
I. INTRODUCTION
Two-way amplify-and-forward (AF) relaying [1] , [2] is an attractive technique to enhance the spectral efficiency of AF relaying systems, where a pair of users exchanges bidirectional messages in two phases. The two transmissions from the users overlap in the first phase, and the AF relay simply broadcasts the received signal toward the two users in the second phase. Each user subtracts out the reflected self-interference and can decode the message signal from the other user. Space-division multiple-access techniques at the multiple-antenna AF relay enable a set of user pairs to exchange the two-way traffic using the same spectral resource [3] - [6] . Since the reflected self-interference of a user can be subtracted out, the handling of the interpair interference is the key challenge. A base station and a set of users form two-way traffic through a multiantenna relay in [5] . Here, the interpair interference is jointly handled by the base station and the relay, and the achievable degree of freedom (DoF) is the minimum of the numbers of the basestation antennas and the relay antennas. Multiple pairs of two-way users through a multiantenna relay are considered in [3] , [4] , [6] , and [7] . When users have a single antenna, the relay only handles the interpair interference [3] , [4] , [8] , and a DoF up to the integer floor of (M + 1)/2 is achievable. Alternatively, the relay and the users collaborate to suppress the interpair interference [6] with multiantenna relay and users, where a DoF of M is achieved when M is the number of relay antennas, N is the number of user antennas, and they satisfy N ≥ (M + 1)/2. When there are multiple users as in the cellular network, the independent fading of user channels can be exploited to provide the system with various performance gains [9] - [11] . This opportunistic multiuser diversity is utilized to schedule semi-orthogonal user channels in the conventional multiuser multiple-input-multiple-output zero-forcing beamforming (ZFBF) system [9] . Moreover, it can be used for interference alignment in the cellular networks [10] or in the interference channels [11] . For the two-way relay channel with single-antenna users and an AF relay with M antennas, we propose an opportunistic channel aligned pair scheduling (CAPS) scheme and the DoF is guaranteed to be M (M pairs of two-way traffic can be served in two phases) if the number of pair users K scales fast enough according to the SNR. The DoF is improved compared with those of [3] and [4] but remains the same as that in [6] . Instead, the requirement for multiple-antenna users is replaced by the opportunistic multiuser diversity from a large number of user pairs compared with the schemes in [6] . For realistic values of K, we propose an adaptive version of CAPS where the number of scheduled user pairs is adapted depending on the channel realizations. A semi-orthogonal scheduling as in [9] can be embedded into the CAPS, and the resulting semiorthogonal channel-aligned scheduling (SCAPS) further enhances the system sum-rate performance in the low-to-mid SNR regime when the adaptive version is applied to finite K cases.
This paper is organized as follows. The system model appears in Section II. The presentation of CAPS algorithm and its properties appear in Section III. Two adaptive scheduling schemes, adaptive CAPS and adaptive SCAPS, are introduced in Section IV with numerical results. Section V concludes this paper.
Notations: The bold lowercase letter represents a vector and the bold uppercase letter represents a matrix. E[a] denotes the average of a random variable a. The notations A T , A H , A † , and Tr[A] are the transpose, the Hermitian transpose, the pseudoinverse, and the trace of matrix A, respectively. A ⊥ and a denote the projection onto the space orthogonal to the columns of A and the norm of a vector a, respectively. |A| denotes the cardinality of set A. I k denotes the identity matrix with k × k dimensions. CN (0, C) denotes the complex white Gaussian random vector with zero mean vector 0 and the covariance matrix C. The integer floor function a returns the largest integer less than or equal to a.
II. SYSTEM MODEL
In Fig. 1 , the multiuser two-way relay channel is shown, where the half-duplex AF relay has M (M ≥ 2) antennas and the 2K singleantenna user terminals make K two way pairs, where two users in a pair exchange bidirectional information through the relay. The M × 1 channel vector between the user i and the relay is denoted by h i . The elements of these channel vectors are independent and identically distributed (i.i.d.) CN (0, I). We assume that the ith user (i = 1, . . . , K) is paired with the (i + K)th user without loss of generality. Each user sends a pilot signal so that the relay can learn the channels for all users (h i , i = 1, . . . , 2K), based on which m (m ≤ M ) two-way pairs are selected by the relay.
The transmission of two-way relaying is composed of two phases. The 2m users in the selected pairs transmit their messages toward the relay in the first phase, and the relay broadcasts the beamformed signal toward the 2m users in the second phase. All the channel vectors do not change during the two transmission phases. The ith user sends the message symbol x i , (E[|x i | 2 ] = P s ) through the antenna in the first phase. The received signal at the relay is given as
where the M × 1 vector n r is CN (0, I M ). The relay applies a M × M beamformer W r to the received signal (1) and transmits the product vector W r y r in the second phase. Then, the signal received at the jth user in the second phase is given as
where n j is CN (0, 1) again. If h T j W r h j is known to the jth user from the embedded pilots, it can subtract out the self-interference term h T j W r h j x j . Then, (2) becomes
where n r,j = h T j W r n r and the interpair interference term
The signal-to-interference-plusnoise-power ratio (SINR) of the jth user is given as
A. Relay Beamformer Design
To limit the transmit power at the relay, the relay beamformer W r should meet
where the columns of H are 2m channel vectors (h j ) of the selected user pairs, and P r is the relay power constraint. If we let β be the power control parameter so that (5) is to be satisfied, then we have W r = βW H rWr , where the jth row of the m × M matrixW r is denoted as 1 × M vector w j , ( w j = 1) and has the property that the angular distance toward the user channels of the other pairs are bounded. Moreover, let the selected user pair set S = {1, . . . , m, K + 1, . . . , K + m}. Mathematically, we can write the property of the jth row as where S j = S \ {j, j + K}. When δ can be made equal to zero, the interpair interference can be forced to zero by the relay beamformer W r . It is well known that the beamformer with M antennas has the capability to suppress the interference among the M channel vectors by satisfying (6) . If m(> M/2) two-way pairs are scheduled, there are more than M channel vectors from these overloaded user pairs, and W r suffers from handling the interpair interference (δ in (6) becomes large). By aligning the channels within a user pair, we can keep δ small enough and thus maintain the interpair interference within a certain level.
With the aid of the property in (6), the following Lemma 1, the proof of which is provided in Appendix A, shows that the interpair interference power can be bounded if m ≤ M .
Lemma 1: As long as m ≤ M , the interpair interference power is bounded as
Similarly, we can show that the relay noise power term delivered to the jth user receiver W H r h * j 2 is bounded as
Once the jth user pair beamformers w j satisfy the property in (6) , the power of the two-
Therefore, a reasonable choice of w j is to maximize |h T j w H j w j h j+K | within the constraint given in (6) .
III. CHANNEL-ALIGNED PAIR SCHEDULING
Here, we utilize the opportunistic diversity from a large number of user channels to align the channels of users in a pair so that the wellknown beamformers such as ZFBF, applied at the relay, can handle the interpair interference easily by satisfying (6) . The CAPS algorithm in Table I picks up m(≤ M ) user pairs whose channels within a pair are mostly aligned. Starting from the largest correlation, reorder the selected pairs in decreasing order. Let i = ϕ(k) denote this reordering, where i runs from 1 to m. Find the mean direction vector 1 between the two vectors in each selected pair and construct the relay precoder W r 1 The mean direction vector is the one that halves the angle between two vectors. Simple interference power analysis with trigonometry reveals that, if we pick vectors, each of them is a vector from a pair vectors that form a ZFBF from these vectors, and then, we have about twice as much interference than the mean direction vector approach. Note that (6) is satisfied by ZFBF. based on these mean direction vectors. From the SINR expression in (4), it is easy to see that the interpair interference power |I j | 2 becomes the bottleneck to the jth user throughput at high SNR if the alignment of the channels within a pair is imperfect so that the relay beamformer W r fails to reduce this quantity. Therefore, we will see here that the CAPS algorithm reduces this interference power and achieves a DoF of M through the opportunistic multiuser diversity if K goes to the infinity.
First, we are interested in the distribution of the worst-case correlation ν ϕ −1 (m) since we will use the upper bound of the interference power. Lemma 2, proved in Appendix B, presents the probability density function (pdf) of ν ϕ −1 (m) selected by the CAPS algorithm.
Lemma 2: The pdf of μ = ν 2 ϕ −1 (m) is given as in
Let us define θ k = cos −1 ν k as the angle between the two channel vectors of the kth pair. Since the relay beamformerW r of CAPS is constructed to zero-force the mean channel vectors of other pairs, the δ in (6) The convergence speed slows down as M increases, whereas the scale increases with m. This results suggest that opportunistic multiuser diversity provides an opportunity to schedule more than M/2 pairs at the same time when K is sufficiently large. For a large M , the convergence of (K, M, m) becomes slow. In this case, we can lower the scale by taking a small m (schedule less pairs) since the overall scale Γ(m + (1/(M − 1)))/2Γ(m) decreases with a smaller m.
Second, the upper bound of the interpair interference power |I j | 2 that the CAPS algorithm produces is presented in Lemma 3.
Lemma 3: With the CAPS algorithm, the interpair interference power |I j | 2 can be upper bounded in large Ks as in
Proof: By combining the results of Lemmas 1 and 2 by inserting (K, M, m) into δ 2 in (11), we can arrive at the upper bound in (9) .
Finally, Lemma 4 with the proof in Appendix D gives the DoF convergence property of CAPS.
Lemma 4: The CAPS algorithm can achieve the DoF of M as K goes to the infinity.
However, the DoF result of Lemma 4 should not be over stressed since the property holds in the infinite K and the convergence speed of the interference power becomes slower as M increases. For a finite K, |I j | 2 cannot be nulled out so that the CAPS suffers from ceiling effect in the high SNR region, although a smaller m or a large K raises the ceiling upward. Hence, the DoF values more than M/2 can be hardly achieved for a finite K. In the following, we provide adaptive scheduling approaches for realistic K, which enhance the low-to-mid SNR performance rather than the DoF.
IV. ADAPTIVE SEMI-ORTHOGONAL CHANNEL-ALIGNED PAIR SCHEDULING ALGORITHMS AND NUMERICAL RESULTS
When K is finite, it is thus hard to reduce (K, M, m) . Here, we will show how to implement the idea of CAPS in realistic K cases by first decreasing the scale of (K, M, m) (choosing m(< M) pairs) and then embedding the semi-orthogonal scheduling of [9] . If the CAPS chooses only m(< M) pairs, the relay ZFBF has a room to handle additional interference of up to M − m dimensions if we assume that the aligned pair channel vectors take up only m spatial dimensions. Therefore, we can modify the CAPS by scheduling additional J arbitrary pairs at the same time, where J ≤ (M − m)/2 . The total number of channels in the system is given as 2(m + J). Then, the total spatial dimension of the channel vectors that the relay ZFBF deals with becomes m + 2J(≤ M ). The ZFBF handles weaker interpair interference than the M pair scheduling case, and a better sum rate is expected at low-to-mid SNR due to the additional J pair channels. The relay beamformer is constructed as follows:
Here, h j , h K+j , (j = 1, . . . , J) denote the channel vectors of additionally scheduled pairs, andh ϕ −1 (1) , . . . ,h ϕ −1 (m) are the mean vectors of the pair channels selected by CAPS. Now, for each channel realization, the CAPS is given a choice between different combinations of m and J for the best sum-rate performance. We call this scheduling approach adaptive CAPS. We define the system sum rate as
The i.i.d. CN (0, I) distributed channel vectors of K user pairs are generated so that the CAPS algorithm can select m pairs and form W r . The user terminals are assumed to be the same distance apart from the relay and use the same power (P s ), whereas the relay power is P r = P s , which includes the path-loss effect. Fig. 2 compares the system sum rate of adaptive CAPS scheme with that of the ZFBF scheme without scheduling. Moreover, plotted are the system sum rates of three combinations (m, J) of modified CAPS. As we increases m, the system sum rate saturates faster at high SNR, whereas the gain in the low SNR region increases. The adaptive CAPS harvests the benefits of the modified CAPS schemes throughout the SNR region, although most of the gain is observed in the low SNR region. For a finite K, the gain from opportunistic channel alignment is limited. Further improvement in this case is expected if we embed the semi-orthogonal channel selection of [9] into CAPS. The SCAPS algorithm summarized in Table II first selects a set of user pairs whose pair channel alignments are greater than a threshold. Then, it sequentially chooses pairs; the minimum magnitude of the pair channel vectors after the projection onto the space of H ⊥ S is the strongest, where the columns of H S are composed of the already selected pair channel vectors. 2 It is better to make small to keep the channels of a pair well aligned, which forces the cardinality of the set S 0 to be small as well. On the other hand, |S 0 | needs to be large enough to reap the benefit of semi-orthogonal channel scheduling. Similar with adaptive CAPS, the adaptive scheduling through the modification of SCAPS is implemented for a practical K, and we named this scheduling as adaptive SCAPS. In Fig. 3(a) and (b), the system sum rates of SCAPS are compared for M = 2 and M = 4, respectively. In simulations, we control so that 2M user pairs are selected for
Step 2 of the SCAPS algorithm. It is shown that adaptive SCAPS, by introducing semi-orthogonal channel selection, further enhances the sum-rate performance of adaptive CAPS in the low-to-mid SNR region.
V. CONCLUSION
We have shown that the opportunistic multiuser diversity can be utilized to enhance the sum-rate performance of the multiuser twoway AF relay channel. Simple zero-forcing-based beamforming and an efficient scheduling algorithm implemented at the multiantenna relay enhance the DoF and the sum throughput of the system. To keep the SINR of user pairs interference free when the number of user pairs becomes very large, we propose the CAPS algorithm. The SCAPS algorithm not only aligns the pair channels but forms the interpair channels semi-orthogonal to enhance CAPS as well. In practice, where the number of pairs K is limited, adaptive CAPS and adaptive SCAPS provide scheduling gain in the low-to-mid SNR region.
APPENDIX A PROOF OF LEMMA 1
Let H j be the M × (M − 2) matrix, where the columns corresponding to the jth user pair are struck out from the matrix H, and let the 1 × m vector υ = [δ, . . . , δ, 1, δ, . . . , δ] , where one is on the jth entry of υ. Moreover, let the m × (2m − 2) matrix Ξ be the matrix whose elements are all δ, except for ones on the entries of (k, k), k = j and (k, k + K), where (i, k) denotes the entry on the ith row and the jth column. By applying the property in (6) repeatedly, we get (11), shown below, which is certainly less than or equal to
Here, Λ is the (2m − 2) × (2m − 2) diagonal matrix with h 1 2 , h 2 2 , . . . , h K+m 2 on its diagonal entries.
APPENDIX B PROOF OF LEMMA 2
The cumulative density function (cdf) of the angular distance ν of two complex random vectors is derived in [12] through a reinterpretation of [13, Th. 1] . It is given as
over the set ν ∈ [0, 1]. Let us define a new random variable t = 1 − ν, then it is easy to see that the pdf and the cdf of t are f t (t) = (M − 1)t M −2 and F t (t) = t M −1 , respectively. Note that choosing the m largest members among K realizations of ν is statistically equivalent to choosing the m smallest members among the same number of realizations of t. Using the property of order statistics [14] , the pdf of μ can be found as in (12) , which can be rewritten as (7) .
APPENDIX C PROOF OF PROPOSITION 1
From a different form of E(μ) derivation, we can see the behavior of (K, M, m) in a large K. By starting from (12) Now, (14) can be rewritten as the two simple integral expressions in
By the definition of [15, (3.191. 3)], the first and the second inner integrals in (15) can be rewritten as the following closed-form expressions in 
where B(·, ·) is the beta function [16, (6.2)].
