At Fukuoka University, we are promoting the transition of information systems centered on administrative systems to the cloud environment. Existing systems are composed of on-premises, and migration over 100 servers to the cloud environment including Azure is our task. Our main missions are two. One is to unify the complex system infrastructure by utilizing virtualization technology and the cloud. The second is to reduce the operating costs of those system infrastructures for the future. In this transition, we aimed to standardize the system environment by establishing a new server infrastructure utilizing the cloud, from silo type system construction. As an actual effort, we created standard service specifications to present to each system construction vendor, unified support windows, and routinely apply server patches. As a result of this standardization, centralized management operation of the system infrastructure was achieved. Moreover, we were able to contribute to a reduction in human cost and operation cost associated with system operation. In this report, we will introduce our approach and report the position of each step. In particular, we would like to share our approach and experiences with the vendors and departments that build and operate each system as an information infrastructure department and how we organized the structure and operation of the campus information system.
INTRODUCTION
Fukuoka University is a private university located in the west of Japan, Kyushu Island. There are nine faculties, 31 departments, ten graduate schools, and 34 programs, three affiliated hospitals, and two middle and high schools. The core information system in the university division is roughly divided into two broad areas: education research system and administrative work systems. The educational research system we call FUTURE provides essential communication services such as campus network and PC classroom [4] and other essential services like e-mail for members. Also, a library information system is added to this. The administrative work systems consist of business systems of university management such as human resources, financial affairs and facilities, and administrative tasks of education and research activities, student education support and researcher support. About 30 large and small departments manage and operate the departmental system necessary for each work. The servers for these systems are all operated at the Information Technology Center(We will refer to this as "ITC" from here on.) to which the authors belong. Currently, few systems are using the cloud environment, and almost all of them are on-premises type except for some services such as e-mail.
Regarding these update periods, all hardware platform and software of the FUTURE and the library system have been renewed every five years over the past 20 years. Meanwhile, most of the administrative work systems are developed with full scratched or customized products for our university in packaged products. From the cost point of view, after 7 to 10 years of operation after construction, when hardware deterioration occurs, only reform of the operation platform (hardware, OS, middleware) is implemented, and a method to migrate the system and make it operate on the new platform. For this reason, even for new systems, around 2000, in old systems it was designed and developed around 1990 and continue to use in 2019.
The operational platform of the currently operating administrative work systems have EOL (End of Life) from 2018 to 2019. Furthermore, the FUTURE and the library system were refreshed in 2015 and they will reach EOL in 2020. For these reason, in this update, we are constructing a new server integration infrastructure that newly uses the cloud, and we are working on shifting the administrative work systems and others to the cloud environment. This paper describes an effort to migrate many information systems, which have been on-premises on campus, to a new infrastructure using the cloud. 
Configuration and operation style
When we started considering the introduction of a new server integration infrastructure in 2016, the primary information systems in the university mentioned above were operating on premises. Server devices of each system were installed and performed in rack units in a server room on campus. The information systems had different departments in charge of the system and were introduced and updated at independent timings. Therefore, a separate server environment was prepared as the configuration of the on-campus information system.
About the FUTURE, which is a single installation vendor, server virtualization technology has already been used to consolidate servers and optimize resources within the same system. In contrast, the administrative work system is composed of about 30 large and small independent systems, and different vendors build the individual systems. As a result, each system has a silo configuration. In an extreme case, one server rack is installed for each business system, and such racks are connected. Due to this situation, the major systems as a whole require the number of physical servers shown in Table 1 .
Also, we describe the operation and maintenance of these systems. FUTURE and the library system, there is only one introductory vendor, and it has a simple style of coordinating with each department in charge. It is a system that vendors deal with from failure handling to software maintenance. The Table 2 shows the division of roles between the vendor and the department in charge. As shown in Table 2 , the stakeholders are divided into four parts: the department in charge of each system, the application implementation vendor, the ITC, and the server hardware vendor.
Issues
The representative issues resulting from the on-premises type and the silo type mentioned in the previous section are summarized below.
(1) Information strategic issues as a university First, strategically, it is an issue to operate a business system that handles particularly important data for university management in an on-premises environment. In Japan where there are many earthquakes, it is necessary to realistically estimate the damage caused by earthquakes and tsunamis such as the 1995 Kobe Awaji Earthquake (Mj 7.3) and the 2011 East Japan Earthquake (Mw 9.0). It is a heavy burden for the university to maintain a secure server environment that can handle these independently. As a result, even in Japan's higher education institutions, which had been lagging in BCP(Business Continuity Plan) measures, there has been an increase in the response by utilizing external data centers in Japan and cloud environments. In addition, the degree of reliance on information systems will increase in the future, and the area of utilization is expected to expand, but building a system by purchasing hardware devices such as servers will fix the life cycle of the system, and it has been a drag on how to respond flexibly to changes in strategy. Specifically, from the viewpoint of cost-effectiveness, while it is necessary to secure a time for updating the system for a certain period or more, the hardware life brings about a situation where it is difficult to use for a long time.
In Japan, the declining birthrate and aging population are expected to reduce income due to a decrease in the number of enrollments, making it imperative to minimize information investment. Therefore, it is a situation where the reduction of TCO(Total Cost of Ownership) is strictly demanded also in the introduction and maintenance of information system. Under these circumstances, if Fukuoka University misses reviewing the information infrastructure at the time of system update in 2018-2020, the on-premise operation will continue until 2025-2030. As a result, we will miss strategic opportunities for system environment such as BCP.
Next, we will describe the operational issues. In particular, the current configuration of the administrative work system is that each one is operated on premises and in silo type, and the division of roles in system operation is also complicated. There are many unclear parts in the division of roles between the application implementation vendor and the server hardware vendor, and the service standards differ from system to system, resulting in complex operations. For this reason, there is a variation in security measures, such as the patch application to cope with the vulnerability of the OS and software of the server of each system is not implemented on a specific basis. Besides, since the server hardware introduced is also composed of multiple vendors, handling and adjustment of the failure requires the person in charge of the ITC, increasing operational costs.
Also, many of the applications of the administrative work system are not packaged products, but those customized and scratch developed. Scratch development means a method of developing an application individually according to a customer's business without diverting other products. As a result, other issues require modification and maintenance of software as the hardware environment is updated. As for the improvement of this problem, we have taken action from the viewpoint of human resource development involved in the examination of each system [3] . After that, we have started new efforts and would like to introduce improvements on other occasions. 
OUR CHALLENGE AND GOALS
As the primary information system reaches the time of system update from 2018 to 2020, the ITC, which is in charge of two information systems, the FUTURE, and the administrative work system, aimed to solve those mentioned above strategic and operational issues. The examination started in 2016. At the time of the study, we obtained an agreement from the library, and decided to establish a new server integration infrastructure that integrates server resources for the on-campus information system as the next introduction platform for each system, and provides an integrated server platform. In this way, we standardized resources and services and provided them centrally. We show the goals of the new server integration infrastructure that went into operation in 2018 below.
(1) Improving strategic issues (a) Standardization of server environment (b) Centralized sever environment (c) Flexible server environment (d) Use of cloud environment such as IaaS and PaaS (2) Improving Operational issues (a) Centralized operation system (b) Thorough Security measures (c) Operation cost reduction
We understand that the times are cloud-heavy and switching to cloud-first services is a shortcut for solving problems. However, since there are existing information system assets, it is necessary to make a drastic review of the software configuration. To cope with the aging of hardware and the EOL of OS and middleware, we decided to take measures to solve existing problems on the premise of effectively utilizing existing assets. The first goal was to switch the execution environment of the system from on-premises type to cloud utilization and smoothly transfer the existing system to it, instead of actively making each service cloud. Based on that, the second goal was to work on the improvement of operational issues, and we aimed to provide as one integrated service. Therefore, the server execution environment itself used the widely used PaaS and IaaS services. 2 
Information Technology Center
In the future, we provide the server resources required for the introduction of the university information system from the server integration infrastructure, and in principle, the policy is not to perform the on-premise operation that prepares the equipment uniquely like the conventional silo configuration. By providing server resources centrally, we provide server resources with standard configurations and service levels guaranteed for each department, and the infrastructure is simplified. At the same time, we aim to reduce the operational cost by operating it centrally. In particular, by unifying the provision of server resources to a single vendor and by unifying support windows for each department within the university, we aim to standardize integrated server operation and speed up the handling of failures.
It is our challenge to shift from a silo type to a horizontal type structure by unifying the infrastructure environment and standardizing the operation management flow.
SYSTEM OVERVIEW OF NEW INTEGRATED SERVER INFRASTRUCTURE 4.1 System Overview
The server integration infrastructure(after this called "SII") of Fukuoka University has a hybrid configuration that utilizes Microsoft Azure [2] and Fujitsu Cloud Service for OSS and DB powered by Oracle Cloud [1] . The university and each cloud are connected via an academic research network called SINET5 [5] . SINET5 is a dedicated academic network that links higher education institutions and research institutes in Japan and connects high-speed, high-quality dedicated lines between universities and various cloud services. Azure and Fujitsu Cloud are connected at the L2 level within the university through the connection point with SINET5. In this way, the network can be accessed as an on-premises network while being at a remote location. In addition, each cloud environment uses the East Japan region as the main site. The server backup images acquired regularly are stored as part of the West Japan Region storage as part of BCP measures.
Stakeholders and their roles
With the introduction of the SII, we have standardized and unified the execution environment of the previous campus information system. Therefore, we decided to redefine the division of duties in using this environment and the contents of services and clarify each one. An information system provided using the SII is called a tenant, and stakeholders such as related users and administrators are organized into four parties to clarify the division of roles. The names and functions of stakeholders are shown below and summarized in Table 3 .
• Tenant Administrator
-It is the department in charge of each information system, such as the library, the personnel department, the finance department. 
OPERATION MANAGEMENT 5.1 Standardization and documentation of procedures and service contents
In order to facilitate the system construction on the SII, we standardized and documented the procedures for building and operating the tenant on the SII, and the service contents to be provided. By distributing these materials in advance to tenant administrators and tenant provider who wish to build a tenant, we decided to prevent the occurrence of problems by understanding the service content.
The following describes the role of the newly created document.
• Tenant Implementation Guide -This document is a guidebook that shows the necessary work-flow from system proposal to construction for tenant provider. -We provide information so that tenant provider can understand what kind of work is required at what timing, such as the work contents in each process and the necessary procedure. -It is a document of about 10 pages.
• Integrated Server Infrastructure Service Specifications
-This document describes all the service items required for system construction and operation on the SII for tenant provider.
-The system configuration includes virtual server configurations and network specifications, and the operation consists of monitoring, backup, and troubleshooting procedures. -By clarifying the division of roles among stakeholders and presenting them with various flows, we standardized operations. -It is a document of about 40 pages.
• Resource Hearing Sheet -This sheet is a planning document for server resources required for the tenant system based on the service specification and is submitted by the tenant provider to the SII administrator. -The tenant company fills in the number of servers desired, the type of OS, the number of resources for each virtual server, the network configuration of the tenant, etc. in this sheet.
• Assessment Report
-This document shows the results of monitoring server resource usage over one month for each system running in the on-premises environment. Specifically, it is observation data such as average and peak values of usage conditions of CPU, memory, storage and the like. -When migrating an existing system to the cloud, this document is used as a reference for tenant companies to optimize the number of resources. • ReadMeFirst! -This document describes initial work and precautions that should be performed by the tenant provider who has received the resource on the SII. -It is a manual of how to access the portal screen of each cloud, how to start and stop the virtual server, and the setting contents to be performed on the server.
Tenant deployment
The procedure from the start of tenant construction to the deployment of the virtual server environment is roughly performed in three steps. In STEP 1, based on the information such as the introduction guide and the service specification, the tenant provider designs a server and a network configuration necessary for the construction of its system. The results of these designs are described in a resource hearing sheet and submitted to the SII administrator. In STEP 2, the SII administrator confirms the feasibility based on the proposed hearing sheet. Then, adjust resource allocation. We describe the details of the resource allocation examination later. In STEP 3, based on the determined hearing sheet, the SII provider configures virtual servers and networks on the cloud service and deploys an execution environment for each tenant. After deployment, deliver to the tenant provider along with the ReadMeFirst! document.
Resource allocation
In the on-premises environment, tenant provider that have mainly used physical servers often request excessive resources when constructing utilizing a cloud or virtual server. Since resource use on the cloud such as Azure is in principle a pay-as-you-go charge based (Virtual Sever) -
on the number of resources, more resources than necessary cause an increase in operating costs. Therefore, as a provider, we want to optimize resources as much as possible. To prevent excessive resource allocation at the time of initial deployment of each tenant, we decided to set a specific rule. If there is an existing system, we conducted an assessment survey of resource usage in advance. Then, based on the result, the estimated amount of resources was calculated. In addition, there is no past operation information about the system to be newly introduced. Therefore, the tenant provider is obliged to provide the data which can confirm the necessity such as the assumption basis of the necessary server resource. Based on this basic information, the SII administrator decides to allocate resources at the time of initial deployment of the tenant. After the operation of each tenant, to confirm the appropriateness of resources, we decided to monitor the resource usage status using the monitoring function described later. Each tenant built on the server consolidation infrastructure assumes a five-year operation period. Therefore, while referring to the monitoring results, we decided to retune resources according to the performance and usage conditions periodically. Through such tuning, we deploy the appropriate amount of resources for each system and aim to reduce the operation cost.
Monitoring
The tenant administrator and the tenant provider do not directly own the environment for executing the system in charge. Instead, build and execute a tenant using resources provided by the SII. Therefore, the SII provides the tenant provider with a minimum monitoring function to notify early of the abnormality of the execution environment. Specific monitoring contents are alive monitoring, process monitoring, event log monitoring, resource monitoring such as CPU, memory, storage and the like. A threshold is set in advance for the monitoring item, and an alert mail is sent to the tenant vendor if the threshold is exceeded.
Backup
To prevent system failures and BCPs, each virtual server is operated to backup at regular intervals. The SII back up the virtual machines of each tenant weekly. Also, these backup images hold at least four weeks. Furthermore, to prevent damage at the time of a large-scale disaster, the main site will be stored at remote sites several hundred kilometers away. Since this backup is an image of the entire virtual machine including the OS, applications, data, etc., when it is desired to back up only data individually, each tenant provider needs to provide the mechanism. Similar generation management backup functionality is provided for Oracle databases.
Inquiry and failure handling
In the on-premises operation so far, the burden on the ITC, which was in charge of server operation of the clerical work system, was unusually large. A help desk has been set up to act as a dedicated contact point for the SII inquiries and failures from tenant administrators and tenant provider. Procedures for dealing with inquiries and failures are pre-arranged, and the help desk works with the SII provider and SII administrator along with the flow. By reviewing this kind of system, we aimed to reduce the burden and improve the response to cases. Such a policy or response procedure is described in the SII service specification presented to the tenant provider in advance, and it is one of the standardized operation services.
Software update
In the conventional on-premises type operation, the standard of software maintenance of each system is unclear, and there have been cases where vulnerability measures have been left for a long time. To improve this situation, the SII clarified software maintenance standards. OS updates for virtual servers such as Windows and Linux are regularly performed on all virtual servers by the SII provider, and it is decided to keep the latest status as much as possible. On the other hand, updating software specific to each tenant was the role of the tenant provider, and clarified the scope of maintenance and strengthened the system for dealing with vulnerabilities. Since the patch application involves backup of each tenant system and restarts after updating, the frequency is set to 3 times a year. We formulated an annual maintenance plan in advance and made it easy for each tenant administrator and tenant provider to consider schedule adjustments. The implementation will take a couple of days, but the schedule is considered so as not to affect the services, as a general rule, it is a policy to apply all the updates at the time of maintenance, but if there is an item that needs to be excluded, the tenant provider can designate in advance.
CONCLUSION
Fukuoka University has started to operate a new server integration platform using cloud services in order to improve the operation platform of information systems. Although the cloud environment itself is general, we strived to provide it as a uniform and standard service to departments and tenant providers. Instead of conclusions, we describe the current situation, effects, and future tasks.
Current situation
Fukuoka University started operation of a new SII from May 2018 and started service for tenants using Azure first. Then, in September 2018, Fujitsu cloud also started service. As of May 2019, the number of tenants and servers operating on the SII is as shown in Table 4 . About half of the servers running in the on-premises environment shown in Table 1 are in transition to the cloud environment. Through the first year of operation, we updated the role of stakeholders, the operation flow, and the necessary documents, and brushed up these. At present, the deployment of resources for tenants has been carried out in approximately two months from the submission of the hearing sheet from the tenant provider to the deployment of resources. Besides, regular meetings are held between the SII administrator and its provider to try to solve operational issues and implement improvement cycles for resource usage of each tenant.
Effect after introduction
After the SII is up and running, we have realized several benefits. About the information strategic issues in Section2.2, SII achieved the realization of measures for BCP and flexible operation infrastructure. In the past, on-premises systems used to hold and operate information assets. Information and systems can be transferred to multiple physically secure sites by SII using the cloud, and prepared for natural disasters such as earthquakes. In addition, system outages due to planned blackouts and unplanned blackouts and their corresponding efforts have become almost unnecessary. Next, from the viewpoint of flexibility, the use of virtualization technology such as Azure has eliminated the need to purchase physical servers and has the flexibility to secure server resources as needed.
About the operation cost and TCO, it is difficult to judge the overall effect as all systems have not been migrated yet and it is not permitted to reveal the cost on paper. However, for example, the development environment and verification environment, which had previously required the purchase of equipment on-premises, can be used as an on-demand system that operates only for a necessary period, making it possible to keep the operation cost low. In addition, for systems with low operation load through resource monitoring, it has become possible to optimize virtual machine resources after system operation. As a result, it helps prevent the purchase of excessive specs of equipment as in the past.
Also, standardization of the operation flow and release from physical server management alleviated the burden on the SII administrator. More specifically, workload caused by a failure of physical servers and environmental factors, such as response to a hardware failure and response at the time of power failure, is almost eliminated. As a result, the effect appears on the decrease of staff working on holidays and overtime work. Currently, two staff in charge are mainly involved between the tenant and SII provider and can operate the SII by only supporting tenant deployment and adjusting resource allocation. Of course, they share other duties, such as network management.
Improvements were also made in terms of quality than at the on-premise time. The stable infrastructure operation of the cloud environment minimizes the impact on the system users and also leads to the satisfaction of the tenant administrator as the service quality improves. For example, it is measured by the following index, the number of times user service is stopped due to server related failure reduction. Also, in terms of security management, regular application of vulnerabilities made it more secure.
Future Tasks
At present, the issues we are aware of are the following three. The first is to migrate the remaining target systems to the SII. With the exception of some on-premises systems, we will complete the remaining education and research system and library system by 2020 according to the schedule. The second is the support of the tenant provider. From experience so far, there are cases where tenants are unfamiliar with system construction using a cloud environment like Azure, and we feel that it is necessary to strengthen advance information provision and last is the reduction of the operation cost over the medium to long term. Because we use servers on the cloud on a pay-as-you-go basis, we need to continually optimize both the number of resources and the optimization of operating time to reduce costs. In particular, optimization of the operation time has a significant effect, so we would like to carry out a study that includes degeneracy operations, such as stopping the server at night, as long as there is no impact on the service users.
