An important factor in increasing the efficiency of decisions made on the results of agricultural research is the use of advanced digital economy technologies. However, in practice, the analysis of empirical results is often limited to a pairwise comparison of means on impact options, without taking into account the realities of the plan of laboratory or field experiments. The possibility of obtaining new knowledge using information technologies for the analysis of empirical data that support algorithms for multiple comparison of means and multivariate analysis of variance is discussed. To implement these algorithms, you do not need to access expensive software products of the Data Mining class (DM); it is enough to have relatively inexpensive statistical data analysis packages such as early versions of SPSS (Statistical Package for the Social Sciences) starting from version 8.0. An example is given to illustrate the effectiveness of using information systems of the Knowledge Discovery class, focused on the data knowledge search.
I. INTRODUCTION
One of the high-impact directions of the development of Russia in the nearest future should be the formation of digital economy [1, 2] , an important component of which is data mining (DM). Two directions of software evolution are closely associated with data mining, known as Knowledge Discovery in Databases (KDD) and Data Mining. The first one of them suggests an analytical approach to the problem of knowledge search "from the data", due to which it is characterized by mathematical correctness and reliability of results, while the second direction is more focused on the practical significance of the conclusions and judgments made [3, 4] . However, it is necessary to admit reluctance of agricultural specialists to the widespread usage of data mining technologies: in the first direction due to the insufficient level of mathematical and statistical training, in the second one because of the high cost of software products that support Data Mining technologies.
II. LITERARY REVIEW Various authors pointed out disadvantages in the use of new data analysis technologies in the practice of agricultural research [5, 6] . For example, V.M. Kuznetsov noted that "most of the works of Russian researchers in livestock breeding contain the analysis of experimental and "field" data ... limited to calculating mean values and their standard errors at the best case. Only a small number of studies use single-factor analysis of variance and very rarely multifactor generalized linear models" [5, p. 27 ]. The situation in crop production is not better [7] .
A number of agrarian researchers see the resolution of this problem in the transition from software products of the KDD class to Data Mining technologies [3, 8] . However, it is obvious that both areas of the digital economy need to be developed in parallel, since not entirely well-formed mathematical and statistical setting of the problems can lead to incorrect conclusions. Let's see an example from the work [9] on the effect of microbiological preparations on the hemoglobin contents in the blood of chickens.
III. RESULTS AND DISCUSSION
The object of the study was broilers of the cross "ROSS-308". For each experiment two experimental and one control groups of broiler chickens with 100 birds in each group were formed. The chickens of the experimental groups received microbiological preparations in addition to the basic ration: experimental group 1 received preparation "URGA", experimental group 2 received preparation "Baikal EM-1". Each experiment lasted 39 days; blood for the research was collected from three chickens of each group on the 14 th , 28 th and 38 th days.
The results of the hemoglobin measurements in the blood of chickens are presented in Table I and Figure 1 shows the mean difference by the factor "age", whereas the distribution of the indicator over the groups is overlapped and more sophisticated analytical tools are required.
The analysis of the mean difference of the indicator "hemoglobin contents" in the "Generalized linear model" procedure of one of the early versions of the statistical software package for analyzing social science data SPSS Base 8.0 [10] showed the significance of the influence of the chicken age on the hemoglobin contents, but the plevel value for the "group" factor exceeded the norm of 0.05, and this factor cannot be considered statistically significant. The latter fails in agree with the author's conclusions [9] about the statistical significance of the means differences in the factor "group", drawn under the assumption of three replications of each experiment. The reason for this contradiction is fallible interpretation of the notion "replication": in the work cited three replications does not refer to the true experimental unit, which role in the experiment was represented by a group of chickens of 100 heads, but to the samples from the groups of three chickens, the dimensions of which were taken as "replications", which in reality are " pseudo-replications ".
Such errors are not rare, and in the opinion of Finnish ecologist M.V. Kozlov, they are associated with an unjustified generalization of the particular (for a given method of sampling action) results for the general population [11, p. 294 ]. The phenomenon of imaginary replication is also discussed in the work [12] , which is a compilation of several articles. One should agree with the authors of one of them -V.K. Shitikova, N.A. Tseitlina and V.N. Yakimov that "pseudoreplication should be considered only as a situation when nonstatistical argument is replaced by a statistical one. If the researcher clearly outlines the limits of his statistical analysis, there can be no complaints about it ... " [12, p. 109 ].
In the specific context described above, the way out is simple: taking into account that preparation "URGA" differs from preparation "Baikal EM-1" only in some supplements that have little effect on the hematological parameters of the blood of the chickens, experimental groups 1 and 2 should be combined. As a result, the factor "group": p-value for the Fisher criterion p = 0.041 is less than the critical value 0.05. At the same time, the model with one experimental group is quite informative -it explains 97.8% of the total variance, almost as much as the model with two experimental groups (97.9%). The results obtained make it possible to recognize a two-factor model of analysis of variance with one experimental group as adequate.
and evaluate its parameters (Table IV) , where Yij is the observed value of the output signal Y at the i-th level of the factor "group" and the j-th level of the factor "age"; 0 -estimation of the free coefficient of the model; i and jassessments of the main effects; ij is a random error. We will explain Table IV. In it, the constant 0= 103.7 g/l, the effects of group 2 (control) and the age of 38 days are taken as zero. The effects of the experimental group 1 (combined) and age are counted from this level; thus, the hemoglobin contents in the blood of chickens of the combined experimental group at the age of 28 days is characterized by additives 1= 5.29 g/l and 28 = 7.01 g/l. The values of the 95% confidence interval of all effects does not include zero, which indicates the statistical significance of all the parameters of the model. In column 3 of Table V the mean differences are given, that is"effects" caused by the age of chickens, and in column 5 p-values of differences are given. These values exceed the critical level only for the difference in hemoglobin contents by 28 and 38 day-old chickens, 95% confidence interval for the difference in these subgroups include zero. Therefore, the null hypothesis is accepted that there is no difference in the index for these chicken subgroups. On the contrary, p-values of hemoglobin differences by 14 day-old chickens, on the one hand, and 28 and 38 day-old chickens on the other hand, are less than the critical level (not worse than 0.005), 95% confidence interval of the difference between these subgroups does not include zero, therefore, the null hypothesis of the absence of a difference in the indicator for these subgroups of chickens is rejected in favour of the alternative, i.e. with a probability of 95%, it can be stated that there is a difference in the hemoglobin contents in the blood of "young" chickens in comparison with the older ones.
Additional information about the significance of the mean difference is presented in the
From Table VI of homogeneous subgroups it also follows that groups 28 and 38 day-old chickens are statistically indistinguishable: they form a homogeneous subgroup 2. At the same time, the two-sided significance level of the criterion for differences in subgroup 2 is only slightly higher than the standard value of 0.05; by the transition to one-sided p-level it can be stated that the maximum hemoglobin contents is observed by the 28 dayold chickens.
The visual result of the generalized linear model procedure is the graphical representation of the influence of factors on the studied indicator generated by the program - Figure 3 . It is seen that the age of chickens affects the hemoglobin contents more strongly than the addition of microbiological preparations to the basic diet, and the "symbathical" graphs -polygonal lines for the experimental and control groups of chickens are parallel to each other. This is the result of the linearity of the model: the real dependencies look different (Figure 4 ). Comparing Figures 3 and 4 , it can be concluded that the model reflects the patterns in the observed data "more accurately", since its parameters are determined by the least squares method and thus "cleared" from random fluctuations.
A combination of two experimental groups into one common group looks logical against the background of fluctuations: according to the empirical data in Figure 4 the polygonal lines are not simbathical to each other and even intersect. But as for the maximum at the 28-week mark, this fact is most likely not accidental, but rather logical, since the local maximum manifests itself on both empirical and model data.
IV. CONCLUSION
We gave only one example, but it is already clear from it that the use of intelligent technologies oriented towards the search for knowledge in data allows us to expand and deepen the analytical capabilities of the researcher. In particular, the use of the generalized linear model procedure makes it possible to estimate the statistical significance of the effects of factors and their confidence limits, which ensures the reliability of the findings from the experimental data. It is also essential that for the construction of factor models it is possible to limit oneself to the analysis not of all the measurements, but only averages over their subgroups. This allows you to build models based on the materials of publications, which, as a rule, contain only the average experimental data, while the measurement results for replicates are not available.
