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Abstract
In this work, an eddy breakup model for chemical reactions is implemented to an
existing multi-block Navier–Stokes solver, which is then used to solve the flow
past a supersonic long-range base-bleed projectile. The new scheme is validated by
simulating an axisymmetric bluff-body stabilized flame, which has been measured
in a wind tunnel and simulated numerically by other work groups.
Comparison of the numerical results for the projectile shows the importance of
the chemistry modelling for accurate numerical predictions. The final combustion
of the fuel-rich propellant simulated in this work makes a dramatic difference in the
predicted aerodynamic drag of the projectile. The drag reduction due to base bleed
is more than doubled when the chemical reactions are accounted for, and the drag
prediction based on the simulations including chemical reactions is excellent.
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d laminar and turbulent conditions, respectively
b base-region value
burn burning surface value
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&
 grid coordinate directions
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st stoichiometric conditions
v viscous
w wall
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1 Introduction
The development of computer technology during the 1980’s and 1990’s has brought
a radical change in the way new products are developed nowadays. Numerical sim-
ulations and computer animations are utilized as an integral part of the develop-
ment cycle, as the desktop computer power seems to increase without end. Also,
techniques to utilize clusters of workstations as local massively parallel computers
enchance the capacity available at most research institutes. So far, however, all the
computing power available has been immediately harnessed to solve more and more
complex problems.
The on-going development towards ever increasing complexity in numerical
modelling of fluid flow actually started before any computers existed. The first
numerical models were intended for manual calculation of boundary layers and
straight wings, the latter being based on the lifting line theory and the potential
flow assumption. From that point on, the physical realism and the geometrical com-
plexity of numerical simulations have increased, little by little, to reach the current
state of the art. On a conceptual level, the product of the complexity of the phys-
ical model and the size of the numerical model is a measure for the requirement
of computational resources for a given problem. With given computing resources,
a balance has to be found between the size of the model and the physical details
included in the computation.
This work is focused on numerical simulations of a long-range base-bleed pro-
jectile. The whole process of investigating a real-life situation with numerical sim-
ulations is described, and the different assumptions made to obtain the numerical
model are reviewed. Since the physical model itself is quite complicated, the com-
plexity of the computational domain is reduced by studying only axisymmetric flow
cases, although the method is by no means limited to that.
Over the past decades, flows past artillery shells or fin-stabilized projectiles have
been studied extensively both numerically [1–7] and experimentally [8, 9]. Most of
the work has concentrated on the basic fluid dynamic phenomena occurring near
the base of a blunt-based object. Base bleed as a method of reducing aerodynamic
drag has been discussed in several papers [10, 11], but little work has concentrated
on the effects of chemical reactions in conjunction with base bleed [12, 13].
The increase in the available computer capacity is seen in the employed model-
ling techniques. In the early work, the simulations were for axisymmetric flow situ-
ations, and turbulence was modelled with the algebraic Baldwin–Lomax model [1]
or the two-equation 
*ª
model [2]. Later, 3-D simulations with non-zero angle
of attack [3] and simulations of complex geometries [4–7] as well as chemically
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Fig. 1.1: The basic structure of the flow field right behind the base of a base-bleed projectile at a low
base-bleed rate.
reacting flow fields [6, 7] could be carried out. Gibeling and Buggeln [12] as well
as Nietubicz and Gibeling [13] simulated the afterbody of base-bleed projectiles
with chemical reactions in a semi-parabolic manner. In most of these studies, the
Baldwin–Lomax model was used exclusively, and in none of them was the projectile
rotating.
The idea behind base bleed is to modify the base pressure, and thus the base
pressure drag, of a supersonic projectile by injecting small amounts of gas into the
flow field behind the base of the projectile. The originally large recirculation zone
is split into two halves; one recirculation region remains at the symmetry axis, and
the other one right behind the base corner [9]. This situation is illustrated in Figure
1.1. As the mass flow rate is increased, the recirculation zone at the axis is pushed
further out, and the other one at the base corner becomes larger. The main flow
separates from the base corner, and the wake turns with the expanding flow, and
eventually compresses back to be aligned with the axis of symmetry. If the mass
flow rate is further increased, the recirculation region near the axis disappears, and
the base-bleed flow follows a straight path.
This research effort is a part of a long-term research campaign to develop a
flexible flow solver, FINFLO [14–19]. The new feature developed in this work is
the ability to simulate reactive flows, and it is a follow-up to several years of work
on simulating fin-stabilized projectiles [20, 21] and artillery shells [22].
The eddy breakup model (EBU) implemented in this work was first published by
Magnussen [23], and it is based on Spalding’s [24] earlier work. Later on, it has be-
come very popular in simulation of turbulent premixed flows [25–28]. Details of the
model and its implementation are presented in this work, and the implementation is
validated with a case for which both experimental [29] and numerical [30] results
exist. Finally, the flow past a long-range artillery projectile is simulated without
base bleed, with base bleed, and with reactive base bleed. All of the simulations are
carried out for both a rotating and a non-rotating projectile.
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Besides enlarging the capability of the employed solver, the simulations in this
work demonstrate the dramatic effect the reaction model has on the accuracy of the
drag predictions of a long-range base-bleed projectile. So far, the importance of the
reactions has not been widely known. Also, the issue of determining the base-bleed
inlet conditions is treated by extending the computational domain inside the unit,
and thus solving the conditions at the base-bleed nozzle exit instead of specifying
them. This allows for determining the effects of rotation on base bleed in a more
realistic manner.
14 Introduction
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2 Modelling of a Reactive Flow
Field
2.1 General Thoughts
In any simulation of fluid flow it is essential to identify the approximations asso-
ciated with the selected models and numerical methods. The underlying physics
should be understood in order to have a base knowledge of the phenomenon present
in the flow field and to select appropriate modelling schemes for them. It is clear
that any assumptions made while modelling the physics, or even before that, when
defining the physical environment, will limit the range of applicability of the simu-
lation method.
In this chapter, the procedure of simulating fluid flow is reviewed with emphasis
on reactive flows. The various assumptions made are mentioned, and the limitations
so introduced are also discussed. Although most of this text is written with a general
perspective, some issues related to the present implementation in the flow solver
employed in this work are also described in this chapter.
2.2 Basic Physics of Fluid Flow
2.2.1 Continuum Assumption
The common assumption made while simulating fluid flow is to assume the fluid
to be a continuum, a continuous medium. This assumption is valid for most aero-
dynamic flows, since the mean free path
 
of molecules in air at standard sea-level
conditions is of the order of ­/®°¯²± ¨ ­³´ m, which is several orders of magnitude
smaller than any characteristic length
N
in most aerodynamics studies. The ratio of
those lengths defines the Knudsen number KML l
 
6N
, which determines whether
the continuum assumption holds or not. The limit K2L¶µ ­/®·­ j can be used as an
upper limit for the standard continuum assumption with no-slip surfaces [31].
2.2.2 Conservation Equations for Mass, Momentum and Energy
The physical modelling of fluid flow is based on a number of conservation equa-
tions. The conservation equation for mass, the continuity equation, is written using
a tensor notation as
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where
ﬁ
is the density and e-: is the velocity in the A : -direction. The conservation
equations for momentum, the Navier–Stokes equations, are actually a form of New-
ton’s second law, ¸  lº¹  ¹     2' , written for a fluid element travelling with the
flow. Ignoring gravity and other body forces, the Navier–Stokes equations are
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where pressure is denoted with ( , and v is the viscous stress tensor. In these equa-
tions, the left-hand side represents the time rate of change of momentum of a fluid
element, and the right-hand side is the force imposed on the fluid element. The
stress tensor v is symmetric, which follows from the requirement of finite angular
acceleration of a fluid element [32].
The energy equation is again just a balance equation stating that the total energy
is conserved, i.e.
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where ﬁ> denotes the total internal energy per unit volume. Also,  : represents the
energy flux due to diffusion in the A : -direction.
Eqs. (2.1)–(2.3) are the basic field equations governing the flow of a homo-
geneous fluid, and nowadays they are often all together called the Navier–Stokes
equations. We should note here that, in the form presented above, we have neither
assumed anything about the viscous stress tensor v nor the heat flux  . For the
stress tensor, a common assumption is to adopt the linear stress–strain relationship
together with Stokes’ assumption, and the expression for the viscous stress tensor is
v
:Âa
l
ZÄÃﬂ%
#
:baÁ*
%
j

:ba
	
e
1
	iA
1¼Å (2.4)
where #
:Âa
is the strain-rate tensor
#
:ba
l
¨
%Æ
	
ei:
	ﬀA
a
©
	
e¼a
	ﬀA
:ÈÇ
(2.5)
In Eq. (2.4), Z is the viscosity of the fluid, and  :ba is Kronecker’s delta. The heat
flux is usually approximated with Fourier’s gradient diffusion formula

:
l
*

	
	ﬀA
:
d (2.6)
where  is the thermal conductivity of the fluid. In the above, ( , d , Z and  are
assumed to be known functions of two state variables, e.g. specific internal energy
Basic Physics of Fluid Flow 17
W
and density ﬁ . The specific internal energy is also a state variable, i.e. formally
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, and the connection between ﬁ> and W is
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The majority of fluid flow problems studied in aerodynamics is governed by the
equations given above. The expressions for ( , d , Z and  in terms of ﬁ and W are
not given here, since they involve modelling assumptions and are not fundamental
in that sense.
If the fluid consists of several species, conservation equations must be written
for all the components. Defining
¢ :
l
ﬁ&:x[ﬁ
as the mass fraction of species  , we
may write for each species
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where
9;:=<
is the multicomponent diffusion coefficient of species  and 7 : denotes
the production or destruction of species  due to chemical reactions. Since the total
mass is the sum of the masses of the species, we may write for a mixture of
L
species
Ê
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:¿Ì^D
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ﬁ (2.9)
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¨ (2.10)
which can be used to eliminate the L :th species continuity equation. We might
note here that the species continuity equation (2.8) has a diffusion term, which is
not present in the equation for total mass. If the different species have different
thermodynamic properties, the energy equation has to be completed with a term
representing the diffusion of energy due to diffusion of mass
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where y
1
is the specific enthalpy of species  , and ¤i¦ Ð l Zfﬀxﬁ&9
1
<Ñ'
is the Schmidt
number of species  . The mass fractions
¢
:
introduced in Eq. (2.8) also have to be
accounted for when formulating the thermodynamic relationships for d and ( , as
well as for
Z
and  .
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2.2.3 Equations for Turbulent Flow
Although Eqs. (2.1)–(2.3) together with Eq. (2.8) are general and valid for all kinds
of aerodynamic flows, they are not suitable for turbulent flows — unless, of course,
direct numerical simulation is carried out. The reason is simply that many flows
are turbulent in nature, which means they include unsteady details with very small
time-scales. Therefore, for the simulation of turbulent flows, it is customary to ex-
press the flow variables as a sum of their time-averaged value and fluctuating value.
The standard procedure leading to Reynolds-averaged Navier–Stokes equations for
incompressible flows involves ordinary time-averaging as
e-:
lÓÒ
e-:
©
e
h
:
Ò
ei:
l
¨
dÉÔ
Õ
Ö
Ô
ei:
v
'
¹
v (2.12)
where the Reynolds-averaged value is denoted by an overbar. For compressible
flows this treatment is cumbersome, since the equations contain several terms in-
volving products of three decomposed variables. A better approach is to utilize
density-weighted [33] averaging suggested by Favre. Introducing Favre-averages
defined by
ei:
lØ×
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h h
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×
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Ò
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where the Favre-averaged value is denoted by a tilde. The advantage of the Favre-
average is that the time-average of the product of density and any other variable is
the product of the average density and the Favre-averaged variable. Therefore, the
following equation holds
ﬁkei:
lÚÒ
ﬁ
Ò
ei:
©
ﬁ
h
e
h
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l Ò
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×
ei:
©
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h h
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lÛÒ
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(2.15)
In other words, the time-average of ﬁke
h h
: is identically zero. This follows from the
definition of the Favre-average in Eq. (2.13). The employed decompositions are
then
ﬁ
lÜÒ
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ﬁ
h
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lÛÒ
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h

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©

h
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©
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h h
:
>
l
×
>
©
>
h h (2.16)
where, for example, ×
ei:
and e h h: are the Favre-average and fluctuating value of ei: ,
respectively. Replacing the variables with the above decompositions and taking a
time-average of the equations, we arrive at equations resembling the original equa-
tions, but some extra terms have also been formed, since in a general case the av-
erage value of the product of two fluctuating values is not identically zero. The
Favre-averaged Navier–Stokes equations [34] are
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These equations are similar in form to the original conservation equations (2.1)–
(2.3) and (2.8), but there are some new terms, averages of products of fluctuations
which cannot be assumed to vanish. The continuity equation retains its original
form, but the momentum equation has a new term, the Favre-averaged Reynolds-
stress tensor
* ﬁke
h h
:
e
h h
a
. It represents turbulent momentum transport, and appears in
the equations as an additive term for the viscous stresses. The same term appears
also in the energy equation, and again as an apparent turbulent shear stress.
Also the energy equation contains some new terms, which can be interpreted in
a similar manner to the Reynolds-stress tensor. The term  ¨ &%&' ﬁke h h: e h h: represents the
turbulent kinetic energy per unit volume, and is usually denoted by Òﬁ  . The term
ﬁke
h h
a
y
h h is the turbulent conduction of heat, and v :bae h h: is the turbulent work of mo-
lecular stresses. The term
ﬁke
h h
a
D
"
e
h h
:
e
h h
:
represents the turbulent transport of turbulent
kinetic energy. The term Ò ¦.Í represents the diffusion of energy due to diffusion of
mass, and it is used to denote the contributions of both the molecular and turbulent
diffusion of mass.
So far, the operations performed on the conservation equations have been purely
mathematical. Equations (2.17)–(2.20) are basically filtered versions of the original
ones, with all fluctuations with a period less than d filtered out, as is obvious from
Eqs. (2.12) and (2.13). The problem is that the correlations mentioned above have
to be modelled with a turbulence model.
There is another fundamental problem with both Reynolds-averaging and Favre-
averaging: the time-scale d employed in the averaging is present only in the de-
rivation procedure, but so far the majority of all the existing turbulence models
are independent of d . The idea behind the the time-averaging is, however, that
a time-scale larger than the turbulent time-scales but smaller than the mean flow
time-scales would exist, thus justifying the filtering procedure. Unfortunately, there
is no law forcing this to happen. In addition, most models carry out this filtering
by diffusive damping, and therefore the simulation of time-dependent flows with
Reynolds-averaged or Favre-averaged equations is a little bit questionable. Since
this is currently the only practical method available, the so introduced errors are
hoped to be small.
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2.2.4 Thermodynamics of a Mixture of Gases
When dealing with thermodynamics, this text will consider only perfect gases, i.e.
gases where intermolecular forces are negligible. This is a good approximation for
gases at low pressures ((ãµ ¨ ­&­6­ bar) and all but low temperatures ( dÉäÛj ­ K),
which is the case in most aerodynamic flows [31]. For a perfect gas, the equation
of state is
(
l
ﬁV{d (2.21)
Here, however, the specific gas constant
V
is a function of the chemical composition
of the mixture, which in turn is a function of the solution of the flow field. For a
mixture,
V
is calculated from
V
l
U
O (2.22)
where
U
is the universal gas constant å/®
j
¨æ J/mol K and
O
is the molecular weight
of the mixture.
The thermodynamic properties of a mixture of gases can be determined by ana-
lyzing the thermodynamics of the components of the mixture. Each component in
turn is a thermally perfect gas, and we can write for each species 
VÀ:
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: (2.23)
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where
(ﬀ:
is the partial pressure and VÎ: is the specific gas constant of species  . s|ç
and s

ç are the specific heats of species  at constant density and pressure, respect-
ively. For a mixture of L species we have
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For a calorically perfect gas, the specific heat capacity s| is constant, which is a valid
approximation for air up to å6­&­ K [31, p. 373]. When the temperature is increased
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enough, the gas becomes vibrationally excited and some of its internal energy is
occupied by the vibrational energy of the molecules. Therefore, the specific heat
capacity s| is not constant but a function of d , and the gas is by definition thermally
perfect. From quantum mechanics [31, pp. 435–440], we have for the vibrational
energy of a single species
W
|
:)è
the result
W
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where y denotes Planck’s constant,  is the Boltzmann constant, and  is the funda-
mental vibrational frequency of the molecule. This equation is tricky to solve for d
and therefore it is not straightforward to apply to computations — not to mention a
mixture of several species.
In light of the above, for a given gas composition, the internal energy W líì xd{'
and enthalpy y lïî qdX' of the gas are functions of temperature d only. Due to the
complicated form of the expression for vibrational energy in Eq. (2.33), some ap-
proximate expressions are usually employed for s|ç and s

ç to facilitate streamlined
computation of the functional relationships d líì ³
D
ðW}'
lªî
³
D

y
'
.
2.2.5 Transport Properties of a Mixture
The transport properties of a mixture are determined employing Sutherland’s for-
mula for viscosity and thermal conductivity for each species, and the mixture prop-
erties are obtained with Wilke’s rule [35]
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In Eq. (2.36) p+: and R$: are the mole fraction and the number of particles, respect-
ively, of species  in a given system. An exactly similar formula holds for thermal
conductivity. Each occurrence of Z: is simply replaced by  : .
2.2.6 Chemical Reactions in a Mixture of Gases
Under suitable conditions, chemical reactions may take place and the chemical
composition of the gas mixture is changed. These reactions may be unidirectional,
22 Modelling of a Reactive Flow Field
where reactions only take place in one direction, or bidirectional, when a backward
reaction may also occur.
A unidirectional reaction is one in which, from a macroscopic point of view, a
fuel and an oxidant react and produce some product. For example, in the following
schematic reaction,

and

will produce


©
 ö  (2.37)
The reaction takes place as long as there is enough fuel and oxidant present and
some other conditions are fulfilled, e.g. the temperature is high enough.
A bidirectional reaction consists of two elementary reactions in which the reac-
tion products may react in a backward direction and produce more of the original
reactants. An elementary reaction is such that takes place in a single step. One
example of such a reaction is the dissociation–recombination of oxygen
÷
"
©
P ø %
÷
©
P (2.38)
where
P
is a collision partner. The forward and backward specific reaction rates are
denoted by  t and  è , respectively, both of which are functions of temperature only.
The rates of production and consumption of
÷
" and
÷
are functions of the respective
concentrations, and in equilibrium production and consumption balance each other.
This type of equation is one which tries to reach an equilibrium state, and, for
given initial concentrations, the equilibrium concentrations of the components are
functions of temperature only.
In reality, many reactions, which may seem to be elementary reactions, actually
consist of several elementary reactions, which, from a macroscopic point of view,
are reacting all together in one single step. Strictly speaking, the previous formalism
about reaction rates applies only to elementary reactions [31, p. 495].
Another thing associated with reactions is the concept of heat of reaction. When
a reaction proceeds, a certain amount of heat may be released (exothermic reaction)
or consumed (endothermic reaction). The dissociation reaction described above is
endothermic because it takes energy to dissociate an
÷
" molecule. Consequently,
the recombination reaction is exothermic since then the same amount of energy is
released as is required for the dissociation reaction to take place.
2.3 Modelling of the Physics of Fluid Flow
Some theoretical aspects of the underlying physics of fluid flow were described
in the previous section. Many details remained open in the sense that an equation
could not be derived from first principles, or the resulting system of equations would
become far too complex to solve for any practical flow case. To overcome these
problems, simplified models are employed to close the system of equations.
Modelling of the Physics of Fluid Flow 23
2.3.1 Turbulence Modelling
Reynolds Stress Modelling
The main problem with turbulence modelling is to obtain expressions for the new
terms in Eqs. (2.17)–(2.20) produced by time-averaging, above all the Reynolds
stresses
* ﬁkeih h
:
eih h
a
. Differential equations for the Reynolds stresses can be derived,
but they involve a number of new terms, which again require modelling. How-
ever, if this kind of a modelling is conducted, the turbulence-modelling approach is
called Reynolds stress modelling (RSM). The main problem in that particular area
is to generate satisfactory models for the unknown source terms appearing in the
equations for the Reynolds stresses.
The class of Reynolds stress models includes a simplifying sub-class, the Al-
gebraic Reynolds stress models (ARSM), in which a two-equation model, like the

*
or 
*M5
model, is combined with a model for the anisotropies of the Reynolds
stresses. The convection and diffusion terms of the differential equations for the
anisotropies are assumed to be negligible in comparison with the source terms. As
a result, a set of implicit nonlinear algebraic equations for the stresses is obtained.
A further simplification is to express the individual stresses as explicit algebraic
functions of the flow properties. This allows for straightforward calculation of the
stresses without limiting assumptions about the properties of the turbulent fluctu-
ations. These types of models are called Explicit Algebraic Reynolds Stress models
(EARSM), and because the ARSM and EARSM models are normally combined
with a two-equation turbulence model, they are also called nonlinear two-equation
models.
Two-Equation Turbulence Models
In two-equation turbulence models, the equations for the Reynolds stresses are re-
placed with two transport equations for the turbulent kinetic energy  and a length-
scale variable
£
, like

or
5
. The Reynolds stresses are then obtained with some
assumed relationship between * ﬁke-h h: eih ha ,  ,
£
and the mean flow strain-rate tensor.
Usually, the Boussinesq’s approximation is employed as
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where
Z
Õ
is a turbulent viscosity coefficient obtained from  and
£
. The basic
equations for  and
£
written in conservative form are
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where 7
1
and 7 ù are the source terms for ﬁ  and ﬁ
£
, respectively.
Z
1
and Zù are
the corresponding viscosities often approximated with
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where ¤
1
and ¤ ù are the appropriate Schmidt numbers for  and
£
, respectively.
Although not required, ¤
1
and ¤ ù are usually assumed to have constant values.
With the above equations, we have implicitly assumed the gradient-diffusion model
to be valid for  and
£
.
The two-equation models are classed based on the choice of the turbulence vari-
ables to be solved. In this text, only  *¾ and  *H5 models are considered.
ûüþý
Turbulence Models The source terms for the  * model are
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where s D l ¨ ® æ&æ and s " l ¨ ®·ß % are model constants. S is the production of turbulent
kinetic energy, which, employing Boussinesq approximation, is written as
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In the 
*
model the turbulent viscosity is calculated from
Z
Õ
l
s
ﬁ

"
 (2.46)
where s l ­/®·­&ß is a constant. Also, ¤
1
l
¨
®·­ and ¤i¥ l ¨ ® j are kept as constants.
As such, the 
*Ä
model is not suitable for boundary layer calculations due to the
lack of sufficient viscous damping in the near-wall region. There are two differ-
ent approaches for using the 
*í
model in such cases. One can either use the
wall-function approach, or one can use a low-Reynolds number  *Ä model. The
subsequent effects are described below.
When using a wall-function approach, the solution of all the conservation equa-
tions is not extended to the wall. Instead, the grid point closest to the wall is located
into the log-law layer. The region between the first point and the wall is modelled
by fitting the log-law velocity profile to the solution at the first point and solving
for the friction velocity
ei
l
m
vuw
[ﬁ
, where vw is the shear stress on the wall.
Boundary values for  and  are obtained as functions of ei and B .
In a low-Reynolds number model, viscous damping is enchanced with addi-
tional wall-damping functions, and the standard solution procedure is extended to
the wall. The wall-damping functions are usually functions of some of the following
parameters
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where B is the normal distance from the wall. For example, the low-Reynolds
number model of Chien [36] has source terms with the following form
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We might note here that Chien’s original model has slightly different constant coef-
ficients in the expressions for s
D
and s " , namely ¨ ® j and ¨ ®°å&­ . In the present im-
plementation [17], however, the coefficients from the standard model are used in
Eqs. (2.50)–(2.52).
The dissipation of ﬁ  has an extra term, %[Z   B "

, which, in effect, redefines

in Chien’s model. Likewise, the dissipation of ﬁ also has an additional term,
%[Z\
B
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, which is a direct consequence of the redefinition of  . Chien’s  is
often denoted by × , but from now on in this text, it will be denoted simply by  , and
the “standard” dissipation in Eq. (2.44) will be denoted with  , where necessary.
The relation between these is
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This type of modelling allows for integration of the equations up to the wall.
The boundary values of both ﬁ  and ﬁ are conveniently set to zero. The additional
multipliers in the Eqs. (2.50)–(2.52) are supposed to provide sufficient additional
damping to model the effects of a solid wall.
The parameter B has an undesirable property in that it depends on the friction
velocity
ei
. This may cause severe problems near separation points because at those
points vw
ö
­ and consequently ei
ö
­ and B 
ö
­ . Also, the presence of ¨

B
"

in the source terms causes some non-uniqueness to the equations in the vicinity of
several walls.
In the implementation employed in this work, the expression for B is modified
to contain the absolute value of vorticity instead of the velocity gradient on the wall
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defined by

:ba
l
¨
% Æ
	
e-:
	iA
a
*
	
e¼a
	iA
: Ç (2.55)
This way, most of the problems caused by zero friction velocity near separation
points are avoided. Also, in the presence of several walls, the contributions of all
the walls are summed to obtain the final additional wall damping to the source
terms [19]. In a similar manner, the damping terms in Eq. (2.52) are multiplied by
each other.
û ü
Turbulence Models The  *H5 model was first proposed by Kolmogorov
in 1942 [34]. Since then, a few scientists have developed the model, but only lately
has the model gained wider popularity in the form known as the  * 5 SST model
[37, 38].
Wilcox’s 
*ã5
model [39] is the basis for most modern  *º5 models. In
Wilcox’s model, the source terms for ﬁ  and ﬁ65 are
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­/®·­&ß are model constants. The Schmidt
numbers have constant values ¤
1
l
%
®°­ and ¤
3
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®·­ . The production of turbulent
kinetic energy
S
is modelled as in the  *Ä model using Eq. (2.45). The turbulent
viscosity is obtained from
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As is obvious, the formal relationship between  and 5 is
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The “standard”  * 5 model presented above is known to be sensitive to the
free-stream value of
5 [38]. To overcome these problems, Menter decided to blend
the 
* 5
model and the  *ª model transformed to the  * 5 form so that the
model would reduce to the standard  *¾5 near solid surfaces, and switch to  *¬
elsewhere. A blending function ÑD is employed for mixing the  *H5 and the  *
models. In Menter’s model, known as the new baseline model (BSL), the source
terms are
7
~
1
l
Sã*


ﬁ

5 (2.60)
7
~
3
l

ﬁ
Z
Õ
Sí*

ﬁ65
"
©

¨
*ED4'
%[ﬁ
¤
3
"
5
	^
	ﬀA
a
	
5
	ﬀA
a (2.61)
Modelling of the Physics of Fluid Flow 27
The new term in the source term for ﬁ65 is known as the cross-diffusion term, de-
noted here with
f2143
. It originates from the transformed  *¬ equations, and it is
present only when EDÁµ ¨ . ED is defined by
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where

is the distance to the nearest wall point. The model constants are also
blended as
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where subscripts ¨ and % refer to constants in Wilcox’s model and the transformed

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model, respectively. The model constants of the transformed  *  model are
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and, with  l ­/® æﬀ¨ kept as constant,  is defined by
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The above equations describe the  * 5 BSL model. The  * 5 SST model
presented by Menter [38] is a further developed version of the  *Ä5 BSL model.
The idea is to set an upper limit for the turbulent shear stress in boundary layers. In
the SST model the eddy viscosity Z
Õ
is defined as
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where
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. The lower limit of the denominator of Eq. (2.67) is based on
Bradshaw’s assumption that in boundary-layer flows the principal turbulent shear
stress, denoted here by ﬁke h h
Ł
h h
, depends on  as follows
2
2
ﬁke
h h
Ł
h h
2
2
l
QﬀDÙﬁ
 (2.68)
The conventional Kolmogorov-Prandtl expression in Eq. (2.58) is used as far as it
does not exceed the value
Z
Õ
l
2
2
ﬁke
h h
Ł
h h
2
2



l
Q/Dâﬁ



 (2.69)
This is called the SST limitation for Z
Õ
and it significantly improves the model
performance for adverse pressure-gradient boundary layers, since the conventional
formulation clearly overestimates
Z
Õ
in the presence of adverse pressure gradients
[37, 38]. The same values for the model constants apply for both the BSL and the
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SST models except that the Schmidt number ¤
1
D has the value of ¨ ® ¨ ¯ / in the SST
model. The SST limitation is suitable only for wall-bounded flows. The purpose of
the function  " in Eq. (2.67) is to prevent the activation of the SST limitation in free
shear flows.

" behaves otherwise like ED except that it remains at unity further out
in the defect layer and it is given by
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In the implementation employed in the present computations, the SST limitation
is further developed by Hellsten [40] from its original form, and Z
Õ
is obtained from
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The  F function is designed to prevent the SST limitation from being activated in
the roughness layer in rough-wall flows, i.e. the layer very close to the rough wall.
This is necessary because Bradshaw’s assumption is not valid there. The function
0F
is given by
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In general, the 
* 5
model tends to produce better results than the  * model
in adverse pressure-gradient flows [34]. A clear advantage of the  *Ä5 model is
the freedom of wall-damping functions. On the other hand, the solid wall bound-
ary condition for 5 is theoretically infinite, and therefore the boundary conditions
have to be specified with extreme care. The methods employed in the present com-
putations to specify the boundary conditions for ﬁ65 were developed and tested by
Hellsten [41, 42].
Weaknesses of the Two-Equation Turbulence Models A common weakness in
both the  *¾ and  *5 models is related to the use of Boussinesq approximation.
As such, it is actually not a weakness of the 
* 
or the 
*5
model, but since the
Boussinesq approximation is almost regularly employed with them, the associated
problems should also be identified. The alternative would be to use a nonlinear
stress–strain relationship for the turbulent stresses, and that is actually what was
previously denoted with EARSM.
The main weakness of Eq. (2.39) is the assumption that the turbulent stress
tensor is aligned with the main strain-rate tensor. This assumption works quite well
in plain shear flow, but fails totally in impinging flows and in flows with strong
streamline curvature and swirl [43].
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The problems with the impinging flow were encountered by Kaurinkoski and
Hellsten [18] in front of the stagnation point of an artillery projectile. Following
Menter [37], an ad-hoc fix was developed to limit the production of turbulent kinetic
energy with
S0< ; ò
l>=
%
©
¨
å
3ﬀ4ﬁ
Ã
Æ



@?BADC
Ç
ÊFE
ÅHG
ﬁ
 (2.74)
Here,
JI
is a model parameter set to ­/®·­ j and the exponent L
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æ is also a selected
model parameter. In Eq. (2.74), @?BADC is given by
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where

is an estimate for the boundary-layer thickness based on the Blasius solu-
tion for the flat plate boundary layer. N is a characteristic length for the flow case,
and  -ﬃ is the free-stream velocity.
Eq. (2.74) is called the Vorticity-Based Production Limit (VBPL), and is em-
ployed in all the subsequent computations presented in this work, unless stated oth-
erwise. In addition, a rotation and curvature correction presented by Hellsten [42]
is employed in all the computations with the  * 5 model in this work. The basic
idea with the correction is to modify the turbulent length-scale by multiplying
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in Eq. (2.61) by a function 0G defined by
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 is the Richardson number defined by
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Later on in this work, the model will be called the  * 5 RCSST model.
Algebraic Turbulence Models
The simplest class of turbulence models is known as zero-equation turbulence mod-
els, or algebraic turbulence models. They are such that no separate conservation
equation is solved for a turbulence variable. Instead, the turbulent stresses are
evaluated based on Boussinesq approximation with a Z
Õ
obtained from the model.
Therefore, the models are actually models for Z
Õ
in terms of the local flow field
properties. The underlying theory is based on the analogy between turbulent fluctu-
ations and random molecular movement. The conceptual expression for the turbu-
lent stress in a simple shear flow is
* ﬁke
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where
Ł
<\ñ ò
is the mixing velocity and O <\ñ ò is the mixing length, both determined
based on local flow properties, and the distance to the wall or the wake centreline.
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Prandtl postulated that the mixing velocity can be expressed in terms of the mixing
length [34]
Ł
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¹
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¹
B
2
2
2
2
(2.79)
which leaves us only with one unknown, the mixing length
O <\ñ ò
. There are vari-
ous models based on the mixing length concept [44, 45], and basically they all
share the same weaknesses. They do not model history effects in any way, and
they have problems with separation points due to the vanishing friction velocity ei ,
since they usually employ B  in one way or another. Also, since the models are of-
ten developed for aerodynamic boundary layer type flows, they explicitly need the
boundary-layer thickness, which may be tricky to determine in complicated flow
cases.
Turbulent Scalar–Equations
The time-averaging procedure described earlier produced a species conservation
equation (2.20) with an additional term representing turbulent diffusion of mass.
The whole diffusion term of Eq. (2.20) is often modelled with
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Here ¤i¦½çXW and ¤i¦uç  are the laminar and turbulent Schmidt numbers for ¢ : , respect-
ively. This type of gradient diffusion modelling is consistent with the modelling
of the diffusion of ﬁ  and ﬁ
£
in Eqs. (2.40) and (2.41). Just like ¤ 1 and ¤ ù , the
Schmidt numbers ¤i¦½çXW and ¤i¦uç  are not required to have constant values, although
this is usually the case.
The turbulent conduction of heat in the energy equation (2.19) is usually mod-
elled employing the eddy viscosity model. Also, the energy diffusion due to the
diffusion of mass is modelled in this work by simply multiplying the total diffusion
of species  by y : and thus the whole energy diffusion is modelled as
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where

Õ
l
Z
Õ
s

ST
Õ
(2.83)
Here
ST
Õ
is the turbulent Prandtl number, and s

is the specific heat of the gas.
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2.3.2 Modelling of the Thermo-Chemical Details
When analyzing reactive flows, there are several new issues that have to be mod-
elled. As temperatures rise, the thermodynamic properties of the gases change, as
explained in Section 2.2.4. One possibility is, of course, to ignore the changes,
but in order to model these changes, the basic problem is to model the depend-
ency between W and d . Another thing is to account for the changes caused by the
changes in the composition, may they be caused by reactions or mixing. This issue
is coupled to the concept of heat of reaction.
Thermodynamic Model
For the thermodynamic details, the model selected in this work is based on curve-fit
equations for the properties of individual gases. Knacke [46] gives an interpolation
equation for
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where the second and third term account for vibrational energy and the fourth term
covers the contribution of electronic energy. With Eq.(2.84) the equation of state is
closed and the remaining problem is to solve for d with a given W and ﬁ . The details
are shown in Ref. [22]. In order to be able to model the heat release associated
with chemical reactions, the heat of formation is included in the expression of total
internal energy, i.e. energies are treated as absolute energies as
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where y/Õ
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ç is the heat of formation of the mixture at
d
l
­ K.
Changes in the local mixture composition will then immediately be seen as changes
in the heat of formation, which is subtracted from the absolute energy to get the
sensible energy. For a given mixture composition, the sensible energy is a func-
tion of the temperature only, and consequently, the temperatures will change if the
sensible energies are changed.
There is also another possibility to model the heat release, which would in-
volve treatment of the energies as sensible energies. Then, the energy equation
(2.3) would have to be completed with a source term accounting for the chemical
energy exchange [31, p. 617]. The choice is free, but once either one is selected,
the whole treatment of energies has to be consistent throughout the solver. In the
end, it is a matter of taste which one is more convenient.
One point worth mentioning here is the way y Õ
Ì


ç is obtained. The tables given
by Knacke [46] contain a reference enthalpy at d l %.

C. Also, as explained in Ref.
[22], the employed model for s  ç xd{' at temperatures below d l %.

C approximates
s

ç with constant values evaluated at d l %.  C. The values for yÕ
Ì


ç are obtained
consistently from
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The value of s Õ
Ì
"
ZY\[

ç is calculated with Eq. (2.84).
Reaction Model
An arbitrary single-step chemical reaction can be expressed as
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where 
h
: is the stoichiometric coefficient of reactant  , and 
h h
: is the stoichiometric
coefficient of product  . P : is an arbitrary specification of the chemical species  ,
and R is the total number of species involved.
The law of mass action [27], which is confirmed by experimental results, states
that the reaction rate depends on the concentrations of the reactants raised to the
power equal to the corresponding stoichiometric coefficient as
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where
a`
ç is the concentration of species  , and È: is the corresponding stoichiomet-
ric coefficient of the reactant.  is the specific reaction rate coefficient, which is a
function of the temperature and the reaction under consideration. A widely used
empirical model for the specific reaction rates of elementary reactions is the Arrhe-
nius equation

l
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d
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where >g; is the activation energy of the reaction, and

is a reaction-dependent
coefficient. It may be approximated with a pre-exponential factor, and the Arrhenius
equation is written as
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where
Q/D
,
 and >-;.D are found from experiments. As explained in Subsection 2.2.6,
this type of a formalism is unfortunately valid only for elementary reactions. For
a small set of reactions, like the dissociation-recombination of oxygen, the above
approach is useful, but for a detailed description of the combustion of a base-bleed
propellant, the whole concept of solving the mass fractions of every single species
present in the complicated chain of reactions is not feasible. Therefore, in this work,
a different kind of approach has been selected.
First of all, all the fine details of the reaction mechanism are dropped. The
combustion reaction of the partially burned propellant (or fuel in the test case of
Chapter 4) is modelled with the conceptual form of Eq. (2.37) as
¨ kg Fuel © T
CXj
kg Air
ö

¨
©
T
CXj
'
kg Products (2.91)
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where k
CXj
is the oxidant-to-fuel mass ratio. As is obvious, this kind of reaction is
not an elementary reaction and an expression like Eq. (2.89) is not valid.
Assuming temperatures are high enough for the reactions to take place, the re-
actions themselves are, in reality, usually very fast. Under such conditions, the
rate-limiting phenomenon is the mixing of the reactants, not the reaction kinetics.
Actually, as Spalding points out in Ref. [24], a reaction model based solely on the
average concentrations of the reactants gives results which are not even qualitat-
ively correct. Therefore, he deduced that a proper model would utilize a time-scale
based on the local turbulence conditions. Originally, a model based on the mixing-
length concept was proposed [24], but after a some more development [27], the
eddy breakup model of combustion (EBU) was introduced by Spalding as
lnmoLpq@rﬀstgu
v+w
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|~}F (2.92)
where
lnmo
is the rate of product formation,
¢
z
|~} is the fuel mass fraction fluctuation,
and
q@r.st
is a model constant. The drawback of this model is that it requires explicit
knowledge of the mass fraction fluctuations. To remove this problem, Magnussen
and Hjertager [23] proposed a model based on only the time-average values accord-
ing to which the time-rate of the consumption of fuel is
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where
qapﬂX
and
qagp4~
are model constants. All the values present in the
above equation are time-averages, and the overbars have been dropped. As can be
seen, the reaction rate is also a function of the mass fraction of the reaction product.
In the present implementation of the EBU model, Eq. (2.93) has been modified
somewhat. First, we identify the turbulence time-scale  defined based on
x
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w
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x
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x
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According to Eq. (2.59),
wﬀ
x
may be replaced with  ¢¡\ . Also, the dependency
of the reaction rate on the mass fraction of the reaction product is undesirable in the
sense that with a zero initial reaction product mass fraction, the reaction will never
start. Therefore, in the present implementation,
¢
mo
in Eq. (2.93) has been changed
to 7£1¤

¢
mo
Ł
¢
mo¦¥§ ¨

. Also, the time-scale is expressed in terms of x and  , because
with this formulation the expression for the reaction rate becomes simpler. The final
form of the implemented EBU model is
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where
¢
mo¦¥§ ¨pª4X.

is employed to ensure the starting of the reaction under oth-
erwise favourable conditions. The source terms for the reaction product and air are
obtained easily from
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Setting a lower limit
¢ mo¦¥§ ¨
is a relatively safe operation, because the reaction
still needs both fuel and oxidant to start, and the true mass fraction exceeds that of
the lower limit almost immediately. The other alternative would be to employ an
initial small value for the reaction product mass fraction either in the fuel stream
or in the oxidant stream. This approach, however, does not sound too attractive,
because it would actually require modified boundary conditions.
2.4 Discretization of the Physical Model
So far, we have examined the governing equations for the flow of a reactive mixture
of gases, i.e. Eqs. (2.1)–(2.8), and we have investigated some models for the un-
known terms in the equations. Since no general solution exists, there are basically
two different ways from which to choose. One can investigate a sufficiently simpli-
fied problem for which an analytic solution might exist, or one has to discretize the
equations and try to solve the resulting system of equations. In this work, the latter
approach is followed.
When discretizing the conservation equations, the basic idea is to obtain nu-
merical expressions for the derivatives and other terms in the equations. There are
several ways to discretize the equations, and in computational fluid dynamics (CFD)
the most common ways are the finite volume method (FVM), the finite difference
method (FDM), and the finite element method (FEM).
In the finite element method, the unknown variables are expressed as a weighted
sum of all the values at the grid nodes. For a fixed geometry, ¬
®­
Ł¯°Ł3±4Ł²T is obtained
from
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where ¬ represents any general variable,
¼¿½
®­
Ł¯°Ł3± and ¬
½

²T are the shape function
and general variable value associated with node À , respectively. The form of the
shape functions is not predetermined from a methodological point of view, except
that the value of
¼¿½
has to be unity at node À , and it has to vanish at any other node.
When constructing the system of equations in the finite element method, the
differential equations are multiplied by arbitrary weight functions Á , and integrated
over the whole domain. Then the approximation for ¬ is inserted into the integrated
equations, and a system of algebraic equations is obtained. The idea is to search for
a solution that satisfies the differential equations in an integral sense, thus posing
weaker differentiability conditions on the solution. Therefore, this formulation is
also known as the weak formulation, as opposed to the strong formulation, which is
based on the differential equations. Since the finite element method is not employed
in this work, it will not be discussed any further.
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The finite difference method is based on the idea of replacing all the derivatives
in the differential equations with difference expressions in terms of the values of
¬ at the nodes. The difference formulas are derived from Taylor series expansions
of ¬ around the point under investigation. FDM was at first the most popular one
in CFD, and as a consequence, a lot of the terminology employed in the FVM is
inherited from the FDM community. The final equations solved with FDM are
actually almost exactly the same as those solved with FVM.
Because the solver employed in this work is based on the finite volume method,
FDM will not be discussed any further. Some finite difference terminology, how-
ever, will appear in the text. The following discussion describes both the present
implementation, and FVM in general.
2.4.1 Finite Volume Form and Discretization of the Fluxes
In the finite volume method, the basic idea is to fulfil the principle of conservation
stated by the governing equations. Therefore, the conservation equations are first
cast in an integral form, sometimes also referred to as a weak form, and for an
arbitrary fixed region Â with a boundary Ã the equations are
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where
Ç
is the vector of conservative variables,
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Ë
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 is the flux vector, and
l
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the source term. Performing the integrations for a computational cell À yields
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where Ã is the area of the cell face, and the sum is taken over the faces of the
computational cell. Each face has a unit normal vector
Ê
Ò defined by
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where Ò°Ó , Ò°Ô , and Ò¾Ö are the
­
,
¯ and ± -components of
Ê
Ò
, respectively, and Ã Ó , Ã Ô
and Ã Ö are the respective components of the cell face area. The flux for each face is
defined by
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Here
Ë
,
Ë¸×
,
Ø
,
Ø
×
,
Ù
and
Ù
×
are the inviscid and viscous fluxes in the
­
,
¯ and ± -
directions, respectively. Using tensor notation with two-equation turbulence models
in mind, Ë
½
is given by
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and the corresponding viscous flux Ë¸×Ú is
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In the above,  and
ð
denote the sum of the molecular and turbulent diffusion defined
by Eqs. (2.4), (2.39) and (2.82). The total internal energy væé is now obtained from
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Eq. (2.100) illustrates the basic idea of the finite volume method: to fulfil con-
servation. Also, it is obvious that in a finite volume formulation, the important issue
is to obtain accurate expressions for the flux ÐË . We could note here that actually, as
defined by Eq. (2.100), ÐË is of type flux density, and the flux is Ã9ÐË . It is, however,
common practice to drop the attribute “density” from the name and simply use the
word flux for ÐË . From this point on, this practice is followed. Discretization of the
temporal derivative
Ä
Ç
½

Ä
² is discussed later.
Inviscid Fluxes
The solver employed in this study is designed for compressible flows. For such
solvers, proper upwinding is necessary to stabilize the scheme. In this case, a locally
one-dimensional Riemann problem is solved with Roe’s method [47] on each cell
face to determine the inviscid fluxes. The flux is calculated as
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where
÷
is a rotation matrix that transforms the dependent variables to a local co-
ordinate system normal to the cell surface. In this way, only the Cartesian form Ë
of the flux is needed. This is calculated from
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where
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µ
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o
are the solution vectors evaluated on the left and right sides of
the cell surface, k
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are evaluated with the MUSCL scheme together with the van Albada limiter.
Details of the implementation are found from Refs. [14, 17].
Viscous Fluxes
Discretization of the viscous fluxes does not cause any special stability problems.
Instead, the viscous fluxes can be discretized in a very straightforward manner using
central differences. There are several ways of deriving expressions for the viscous
terms, and depending on the selected starting point, somewhat different expressions
may be derived. In the present solver, the gradient of any general variable ¢ on the
cell surface À


ö is approximated with
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where

½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
is the distance between the centre-points of the cells À and À
 
, and
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is the normal vector of the cell face between the cells À and À

defined by
Eq. (2.101).
Simulation of Rotational Flows
In the simulations of the flow past the rotating artillery projectile to be described
later in this work, the method developed by Siikonen and Pan [48] is employed
for the effects of a rotating system of coordinates. The implementation is practic-
ally unchanged from the original implementation, and therefore only the associated
theory is repeated here briefly.
The basic idea is to employ Cartesian velocity components in a fixed frame of
reference, and to let the grid rotate about the axis of rotation. The flow equations
need only small modifications for rotational geometries. Assuming rotation around
the
­
-axis, the Navier–Stokes equations need additional source terms for the ¯ and
±
-momentum equations, and also the convective speed associated with the fluxes
has to be rewritten. Denoting the angular velocity with
Ê

, the velocity of a point
in the grid is
Ê

Ê
k . The grid velocities have to be subtracted from the inertial
velocities when evaluating the convective speeds in the fluxes. In the energy flux,
however, the work done by pressure is pressure
â
multiplied by the inertial velocity
Ê
Â , not the relative velocity. As a result, the inviscid parts of the fluxes in the ¯ and
±
-directions are written as
38 Modelling of a Reactive Flow Field
Ø
p
ÛÜ
Ü
Ü
Ü
Ü
Ü
Ü
Ü
Ü
ÜÝ
v
Ð
å
vÞ
Ð
å
vå
Ð
å

â


ã
v
x
vç
Ð
å

væé

ã
v
x

Ð
å

â
å
v
x
Ð
å
vê
Ð
å
v
¢
Ð
å
ìFí
í
í
í
í
í
í
í
í
í
î
Ù
p
ÛÜ
Ü
Ü
Ü
Ü
Ü
Ü
Ü
Ü
ÜÝ
v
Ð
ç
vÞ
Ð
ç
vå
Ð
ç
vç
Ð
ç

â

ã
v
x

væé

ã
v
x

Ð
ç

â
ç
v
x
Ð
ç
vê
Ð
ç
v
¢
Ð
ç
ìFí
í
í
í
í
í
í
í
í
í
î
(2.109)
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. The contributions
of rotation to the flux terms depend only on the geometry and the angular velocity,
and they can therefore be precalculated and stored as separate arrays.
The source terms for the momentum equations due to rotation of the grid are
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The source term
lno 
º is a direct consequence of the rotation of the grid. The
time derivative of a vector
Ê
Â in an inertial frame of reference
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where
Ê

is the angular velocity of the rotating coordinate system.
Special Treatment of the Inviscid Fluxes in the Circumferential Direction
For the axially symmetric flows to be simulated later on in this work, a special sim-
plified flux-treatment for the circumferential direction was developed. Due to the
axisymmetric nature of the flows, the gradient of any scalar variable in the circum-
ferential direction vanishes. Therefore, assuming
­
-axis is the axis of rotation, it
is unnecessary to calculate the circumferential fluxes of v , vÞ , væé , v
x
,
vê and v
¢
.
The necessary terms for the inviscid fluxes of vå and vç are
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When considering the flows simulated in this work, there is only one compu-
tational cell in the circumferential direction, and
x
in Eqs. (2.112) through (2.114)
could be replaced with

.
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Ghost cells for
boundary values
Last rows of cells in the
computational domain
Fig. 2.1: The ghost cells located outside the computational domain are for the specification of the
boundary conditions.
2.4.2 Boundary Conditions
For the finite volume formulation of Eq. (2.100), we should note that the solution of
Ä
Ç
½

Ä
² depends on the fluxes over the surfaces Ã
½
&


, which in general also depend
on
Ç
½
&

. On the other hand, there is no requirement that ÐË
½


should always de-
pend on both
Ç
½
and
Ç
½3

. The flux just has to be determined somehow. Therefore,
it makes sense to argue that the boundary condition for a finite volume method is a
given flux at the boundary. For the practical implementation, however, usually two
extra rows of cells are allocated for the definition of the boundary conditions, as
shown in Figure 2.1. These ghost cells are utilized for storing block-to-block con-
nectivity in order to ensure continuous solutions over block boundaries, and they
are, at least in the present case, employed for specifying the free-stream boundary
conditions.
For a well posed problem, the boundary conditions need to be defined appro-
priately. In external flows, like flow past a wing, the obvious free-stream boundary
condition is to fix the flow variables. Nevertheless, this can also be a misleading
definition, because free stream is easily interpreted as the far-field boundary, which
again includes also the wake. In the wake, however, there is no justification for a
fixed boundary condition. Fortunately, the downstream boundary conditions tend
to have only a small effect on the solution of an external flow field, as far as the
boundary is sufficiently far away from the body.
For internal flows, like flows in a channel, there may exist detailed knowledge
of the flow conditions at the inflow boundaries, but very often the available data
is limited to some integrated information, like mass flow rate, average temperature
etc. Even if the mean flow characteristics are fairly well known, for practical flow
cases, the details of turbulence are usually unknown. In internal flows, the specific-
ation of the outflow conditions is a contradictory matter: How could one know in
advance what is going to flow out from the flow field, when the whole problem is to
determine what happens inside the flow field?
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Free-Stream and Solid Surface Boundaries
In the present implementation, the boundary conditions are treated as follows: At
the free-stream boundary, as far as the specified free-stream velocity is directed
into the computational domain, the values of the dependent variables are kept as
constants. On the other hand, if the free-stream velocity is directed out from the
computational domain, the pressure
â
is fixed to its free-stream value and all the
other dependent variables are extrapolated.
In the calculation of the inviscid parts of the fluxes at the solid wall boundaries,
the flux-difference splitting is not used. Since the convective speed is equal to zero
on the solid surfaces, the only contribution to the inviscid surface fluxes arises from
the pressure terms in the momentum equations. A second-order extrapolation is
applied for the evaluation of the wall pressure as
â54
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(2.115)
where the subscript ç refers to conditions on the wall, and

and ö refer to the centre
of the first and second cell from the surface, respectively. A similar formula is used
for the diffusion coefficients on the wall.
The viscous fluxes on the solid surfaces are obtained by setting
Ê
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4
p 
, or
Ê
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4
p
Ê
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×87
¹9 if the wall is moving. At the walls, the central expression of the
viscous terms is replaced by a second-order one-sided formula.
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where

4
is the thickness of the first cell above the surface.
Inlet Boundaries
In numerical simulations, an inlet boundary is such from which the flow enters the
computational domain. An inlet boundary should be placed so that the flow con-
ditions at that boundary are as easy as possible to define reliably. For that reason,
the computational domain of the base-bleed projectile studied in this work is exten-
ded to the inside of the base-bleed unit, and the burning surface of the propellant is
treated as an inlet. In the bluff-body stabilized flame case only the fuel jet is treated
as an inlet.
For the surface of the base-bleed unit, a special treatment for the fluxes had to be
developed in this work. On the burning surface of the unit, hot gas enters the flow
field from a solid surface, which may be rotating. The basic specification of the flow
conditions is carried out as explained in Ref. [50]. The mass flow rate per area "#%$ ,
the stagnation temperature
÷?>
, turbulence level
÷
Þ and turbulent viscosity ñ


ñ are
fixed by the user, and for a subsonic inlet the static pressure is extrapolated from
the flow field. The stagnation temperature is converted to specific total enthalpy
Ù
,
and the boundary conditions become
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In order to differentiate between a subsonic or supersonic inlet, the following con-
dition is applied:
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For a calorically perfect gas, the solution of Eq. (2.117) with respect to the primitive
variables is
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If the gas is not perfect, the iterative scheme presented in Ref. [50] is employed with
the above solution as a starting point.
Improved Method for the Inlet Boundaries
So far, the above discussion has nothing to do with rotation. When the inlet surface
is rotating, as in the case of the rotating base-bleed unit, Eqs. (2.119)–(2.124) are
employed as such, but the velocity is corrected with an additional velocity due to
rotation
Ê

Ê
k . This way, the boundary condition specification is interpreted as
specified in the coordinate system fixed to the rotating surface.
The interesting part is that, except for the rotation of the base-bleed unit, the
above scheme has been successfully employed in several studies [18, 22, 50] for
determining the boundary values in the ghost cells of a base-bleed unit. In those
studies, the standard flux-difference splitting scheme was employed on the inlet
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surfaces together with the appropriately defined boundary values. This time, when
employed for a grid clustered for boundary-layer modelling purposes, the numerical
algorithm became unstable. The solution to this stability problem was to explicitly
specify the fluxes based on Eqs. (2.119)–(2.124) together with the viscous terms as
usual on a solid surface, except for the contributions of the pressure. The changes of
pressure due to the multigrid method were accounted for when evaluating the fluxes
on the solid surface inlets, and this way the scheme became stable.
These stability problems are quite evidently a problem tied to the employed
solution method with a multigrid scheme. Nevertheless, such problems have not
been encountered in any of the previous simulations employing the “standard”
ghost-cell value approach. The present scheme turned out to be more robust than
the previous standard approach, and, as suggested earlier, the boundary condition is
now set by defining the flux.
2.5 Solution of the Discretized Equations
2.5.1 Discretization of the Temporal Derivative
The derivative with respect to time in Eq. (2.100) can be discretized with a differ-
ence expression like
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which has second-order accuracy at time-level ²
O
 

ö
	
²
, but first-order at time-
levels ²
O
and ²
O


. The superscripts Ò and Ò
 
refer to the current (known) and the
next (unknown) time-levels, respectively. For a steady-state solution, the numerical
accuracy of this term is not important, and Eq.(2.125) may be employed without
worries. Even though the term could basically be left out when searching for a
steady-state solution, this approach is not practical, because, in a general case, the
nonlinearities in the equations to be solved make it impossible to obtain a direct
solution. Therefore, a time-marching approach is the normal way also for steady-
state solutions.
For an explicit method, the fluxes and source terms are evaluated on time-level
²
O
, and
ÇPO


can be calculated explicitly. For an implicit method, they are linearized
around time-level Ò with respect to
Ç
and the following equation is obtained
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where the subscript À has been dropped and  is used as shorthand for the right-hand
side of Eq. (2.100), i.e. the residual. Moving terms involving
	
Ç
to the left-hand
side and all the rest to the other side, an equation for
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is obtained
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where
	
Ç
´ is shorthand for the explicit change of
Ç
. Eq. (2.127) is a matrix equa-
tion for
	
Ç
. For a steady-state solution, assuming one exists, Eq. (2.127) may be
used as a basis for a time-marching solution method. The solution procedure for	
Ç
may involve any numerical convergence acceleration techniques available, be-
cause when a steady state is reached, the residuals vanish, and consequently also	
Ç
vanishes.
2.5.2 Solution Algorithm
As mentioned before, direct inversion of the matrix T


	
²

Â
VU
ò


ò
ÇXW
is not
feasible due to the huge size of the matrix in any practical case. However, with
approximate factorization the matrix inversion can be replaced with three success-
ive inversions of a block-tridiagonal matrix. Even though the factorization reduces
the numerical accuracy of the temporal discretization, it facilitates a relatively fast
solution method. The solution algorithm may be further enchanced by local time-
stepping, which means that the time-step sizes vary locally based on stability cri-
teria. Such a method is called pseudo-time integration due to the varying time-step
sizes.
The solution method employed in this work was developed by Siikonen [14,
15, 51, 52], and it is briefly described here. Only the changes caused by the newly
implemented reaction model are explained in detail. The basic solution algorithm is
implicit pseudo-time integration applying the Diagonally Dominant ADI-factoriza-
tion (DDADI) [53]. It is based on approximate factorization and on the splitting of
the Jacobians of the flux terms. The resulting implicit stage consists of a backward
and forward bidiagonal sweep in every computational coordinate direction plus a
matrix multiplication. The sweeps are based on a first-order upwind differencing.
In addition, the linearization of the source term is factored out of the spatial sweeps.
The boundary conditions for the implicit sweeps are set explicitly to zero. After
factorization, the implicit stage can be written as
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where T is an identity matrix,
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ï are first-order spatial difference op-
erators in the À , Õ and
x
-directions,  ,
Z
and
q
are the corresponding Jacobian
matrices,
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is the right-hand side of Eq. (2.100). The Jacobians
are calculated as
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where  is the eigenvector matrix of  , and 
&
are diagonal matrices containing
the positive and negative eigenvalues, and x is a factor to ensure the stability of the
viscous term. More details about the basic implicit solution method can be found in
Refs. [15, 19].
In order to accelerate convergence, a multigrid method is employed. The multi-
grid cycling employs a V-cycle and is based on the method by Jameson [54]. The
details of the implementation are found in Ref. [55]. The details have not changed
notably since the original implementation, as explained in Ref. [19].
Changes Caused by the Reaction Model
As explained above, the implicit sweeps invert a block-tridiagonal matrix. In detail,
the changes in the conservative variables
	
Ç
are first transformed to changes in
primitive variables
	
Â , which are further converted to changes in contravariant
characteristic variables
ß
Á . In the first transformation, it is implicitly assumed that
the total internal energy is væé treated as sensible energy. Therefore, to make the old
scheme work, væé and
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væé
 are modified with
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where the subscript e stands for sensible. With these formulas, the change in pres-
sure is obtained from
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as usual. As explained in Subsection 2.3.2, the whole implementation could have
been built on sensible energies. In that case the above problems would never have
appeared. On the other hand, the source terms in the energy equations would require
special treatment at least comparable in complexity to Eqs. (2.130) and (2.131).
Therefore, the present approach was chosen.
The implicit treatment of the chemical source terms is factored out from the
spatial sweeps and treated in a separate routine. It is based on linearization of the
production of v ¢
½
with respect to v
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½
only, and the result is
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After the implicit sweeps, væé » and
	

væé
»
 are converted back to absolute energies.
Also, in order to ensure stability of the time-integration scheme, the time-step
size was further limited with the expression
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where
w
is a small number to avoid possible division by zero.
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2.5.3 Time-Accurate Time-Integration Scheme
The basic time-integration scheme employed for steady-state problems is not ac-
curate in time for several reasons. First of all, the spatially varying time-steps spoil
time-accuracy. Secondly, the Jacobians in Eq. (2.128) should be calculated exactly,
but still the factorized scheme would remain a first-order scheme. Thirdly, the im-
plicit Euler scheme employed for steady-state problems is of first order accuracy
due to the truncation error of Eq. (2.125).
For time-accurate simulations, the idea is to employ second-order one-sided dif-
ferences for the temporal derivatives, and to express  at time-level ²
O


. Following
Hoffren’s work [56], a time-accurate time-integration scheme was implemented into
the present solver by Kaurinkoski et al. [57]. In short, the method is based on cast-
ing the equations to a form resembling the form of the original steady-state solver
as
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where the superscripts Ò

,
Ò and Ò


refer to the next, current and previous
time-levels, respectively. Again, the direct solution of
ÇPO


from Eq.(2.135) is in
practice impossible, and therefore an iterative solution method based on calculating
successive corrections to the previous estimate for
Ç
O
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is employed. As a result,
the solution on the next time-level is obtained after iteration inside a time-step. The
equation solved is
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where  is a local time-step based on stability criteria for the steady-state pseudo-
time integration method, and
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J
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 is a modified time-step.
We can see that Eq. (2.136) is exactly of the same form as Eq. (2.127) solved with
the steady-state pseudo-time integration method. Only the time-step is modified
and the right-hand side is multiplied by the factor
	

·

J

	
²
. Hence, the existing
steady-state solver with all the modifications presented in this text may be employed
for obtaining the solutions, as far as the necessary changes to the time-integration
scheme are made.
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47
3 Application of the Chemical
Reaction Model
The reaction model employed in this work was outlined in the previous chapter. The
thermo-chemical details of the investigated problems are described here, and all the
employed model constants are given. The model is first validated by simulating an
axisymmetric bluff-body stabilized flame, which has been investigated both exper-
imentally [29] and numerically [29, 30] by other groups. After that, the model is
employed for the final combustion of a fuel-rich base-bleed propellant.
3.1 Axisymmetric Bluff-Body Stabilized Flame
In the experiments carried out by Correa and Gulati [29], the fuel in the reaction
was a mixture consisting of ö.j
~.k
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. Modelling air with
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ö is the molar stoichiometric coefficient, the value of which is
determined based on the oxygen consumption. The composition and model para-
meters of the fuel for Eq. (2.84) are shown in Table 3.1. The same data for the
reaction product is found from Table 3.2.
Table 3.3 shows the composition and model parameters for air, and the actual
model parameters employed in the simulations. As can be seen, air is modelled
as a calorically perfect gas to allow smooth transition between initial computations
without any reactions and the reactive flow field simulations. The model parameters
are chosen to represent air with K
p

X
and 
p
ö
:
j
X
J/kg. This same selec-
tion concerning the modelling of air was also adopted when simulating the artillery
projectile.
For the same initialization reason, the heats of formation were tailored to pro-
duce the same net change in the heat of formation as with the original values, but
with zero heats of formation for the reactants. In other words, regardless of the
origin of the heat of reaction, it is faked to be completely built from the product’s
contribution. Therefore, after transforming the data given for
Ù

ý
nop
> in Tables
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Table 3.1: The composition and model parameters of the fuel in the bluff-body stabilized flame.
qsr0tﬂuvwﬀx
y is the heat of formation per mole at z,{}|~ . Values for  ,  ,  and  are given on a
per mole basis.  
h

Z
q
\
Ù

ý
n o p
>
CO 28.010 0.275 0.393 30.962 2.439 -0.280 0.0 -110528
H

2.020 0.323 0.033 26.882 3.586 1.050 0.0 0.0
N

28.020 0.402 0.574 30.418 2.544 -0.238 0.0 0.0
Mix 19.619 1.000 1.000 29.425 2.852 0.166 0.0 -30395
Table 3.2: The composition and model parameters of the reaction product in the bluff-body stabil-
ized flame. qsr0tﬂuvwxy is the heat of formation per mole at z,{,|~ . Values for  ,  ,  and  are
given on a per mole basis.
 
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q
\
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>
CO

44.010 0.130 0.200 51.128 4.368 -1.469 0.0 -393521
H

O 18.020 0.153 0.096 34.376 7.841 -0.423 0.0 -241856
N

28.020 0.718 0.704 30.418 2.544 -0.238 0.0 0.0
Mix 28.571 1.000 1.000 33.711 3.589 -0.426 0.0 -87978
3.1, 3.2 and 3.3 with Eq.(2.86), we can write the modified heat of formation of the
product as
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where

z
½
is the stoichiometric coefficient of reactant À , and

z z
mo is the stoichiomet-
ric coefficient of the product. The final value of
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employed for the reaction
described by Eq.(3.1) is  j.ö ö : < J/mol. As mentioned earlier, the mole-based coef-
ficients are transformed to mass-based values simply by division by the respective
molar masses.
The stoichiometric coefficient
l
|X} employed in the mass-based global reaction
Eq.(2.91) is obtained by multiplying the molar stoichiometric coefficients by the
respective molar masses and then dividing the mass-based coefficients by the mass-
based coefficient of the fuel mixture. As a result, the final value
l
|X}
p
ö
~
<

is
obtained.
3.2 Partially Burned Base-Bleed Propellant
When modelling the chemical reactions of the base-bleed gas, a number of simpli-
fications are made. First of all, the bled gas, which is partially burned when flowing
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Table 3.3: The composition and model parameters of air according to the selected thermodynamics
model, and the way it was approximated. qsr0tﬂuvwﬀxy is the heat of formation per mole at z,{|~8 .
Values for  ,  ,  and  are given on a per mole basis. 
h

Z
q
\
Ù
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ý
n o p
>
O

31.999 0.210 0.233 29.154 6.477 -0.184 -1.017 0.0
N

28.020 0.790 0.767 30.418 2.544 -0.238 0.0 0.0
Mix 28.856 1.000 1.000 30.153 3.370 -0.227 -0.214 0.0
Model 28.965 1.000 1.000 29.100 0.0 0.0 0.0 0.0
Table 3.4: The composition and model parameters of the bled partially burned propellant [58].
qrtﬂuﬀvw!x
y is the heat of formation per mole at z{}|~8 . Values for  ,  ,  and  are given on a
per mole basis.
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CO 28.010 0.260 0.337 30.962 2.439 -0.280 0.0 -110528
H

O 18.020 0.232 0.194 34.376 7.841 -0.423 0.0 -241856
H

2.020 0.230 0.021 26.882 3.586 1.050 0.0 0
HCl 36.461 0.145 0.244 26.527 4.602 0.109 0.0 -92307
N

28.020 0.076 0.098 30.418 2.544 -0.238 0.0 0
CO

44.010 0.050 0.101 51.128 4.368 -1.469 0.0 -393521
H 1.010 0.005 0.000 20.786 0.000 0.000 0.0 217965
Cl 35.453 0.002 0.004 23.736 -1.284 -0.126 0.0 121294
OH 17.010 0.001 0.001 27.984 3.301 250.0 -0.09 39042
Mix 21.606 1.000 1.000 31.069 4.356 0.211 -0.0001 -116474
out from the base-bleed unit, is in reality composed of several species. In this work,
however, it is treated as a single species, the properties of which are based on the
composition given in Ref. [58]. The composition is shown in Table 3.4.
The details of the reaction are also dropped, and the reaction is modelled as
an artificial single-step reaction producing the final reaction product of the burning
reaction. The composition of the final product is based on data from Ref. [59] at a
final temperature of
÷p.ﬀ
K.
The investigated problem in Ref. [59] is to determine the final outcome of the
reacting base-bleed gas when the reaction progress is not limited by the amount
of oxygen present during the reaction. In these simulations, air is modelled with
ö

k
O


j
<
k
N

, and from the composition of the products it is obvious that the
nitrogen N

is an inert component in the global reaction. Also, according to the res-
ults of Ref. [59], the amount of oxygen consumed is independent of the prescribed
final temperature of the reaction environment. Therefore, the global reaction is
modelled in this work with a single-step reaction, where the inert part of air ( N

)
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Table 3.5: The composition and model parameters of the mixture of totally burned propellant [59]
and inert components of air. qrtﬂuﬀvwﬀxy is the heat of formation per mole at z{|~8 . Values for
 ,  ,  and  are given on a per mole basis. 
h

Z
q
\
Ù

ý
n o p
>
N

28.020 0.544 0.522 30.418 2.544 -0.238 0.0 0.0
H

O 18.020 0.256 0.158 34.376 7.841 -0.423 0.0 -241856
CO

44.010 0.153 0.231 51.128 4.368 -1.469 0.0 -393521
Cl

35.453 0.026 0.063 36.610 1.079 -0.272 0.0 0
HCl 36.461 0.021 0.027 26.527 4.602 0.109 0.0 -92307
Mix 29.201 1.000 1.000 34.685 4.185 -0.468 0.0 -124207
is transferred to the product side of the reaction without any changes, and all the
oxygen in the air is consumed. The composition of the reaction products formed
based on these approximations is shown in Table 3.5. The so formed reaction is
expressed as

mol Fuel
5

ö
<
ö
mol Air

a
ö
~

j
mol Product (3.3)
or as a mass-based reaction equation

kg Fuel


j.ö

kg Air

a
ö

j.ö

kg Product (3.4)
Hence, the stoichiometric coefficient to be employed in the EBU model is
l
|~}
p


j.ö

. The heats of formation are manipulated in a similar manner as in the previous
section describing the bluff-body stabilized flame. The resulting heat of formation
of the reaction product is
Ù

ý
>
>
Ł(
¥1!
p;ﬀ
<
.:
J/mol.
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4 Axisymmetric Bluff-Body
Stabilized Flame
In order to validate the implementation of the EBU-reaction model, a test case with
a bluff-body stabilized flame is simulated. For the selected test case both experi-
mental [29] and numerical [29, 30] results exist. The case is simulated employing
both the
x 
 RCSST and Chien’s
x 
F turbulence models.
4.1 Experimental Setup and Computational Grid
In the experiments, an axisymmetric flame holder with an outer diameter of
\
p
6
:4

mm was placed in a stream of air at a velocity of Â
p 4~
m/s. At the
centreline was a concentric fuel jet of diameter  p 6   : mm at an average velocity
of
:ﬀ
m/s. The blockage ratio of the bluff body in the tunnel was approximately
.k
, based on which we can approximate the outer diameter of the test section with

j
4 
mm. Figure 4.1 shows the experimental setup and the main dimensions of
the problem. Both the fuel-jet inlet stream and the wind tunnel flow were at a
temperature of
÷p
6
.
K and pressure of
â
p

atm
p



kPa.
For the numerical simulations, an orthogonal grid with
:.

:.


cells in the
axial, radial and circumferential directions, respectively, was employed. The fuel-
jet inlet was discretized with   cells, the bluff-body surface with 6 ö cells, and the
wind tunnel air flow inlet was modelled with 6 ö cells. The grid is depicted in Fig-
ure 4.2. The top-wall of the wind tunnel was treated as an inviscid wall, since it was
assumed to have little effect on the jet properties. The boundary conditions for the
wind tunnel air flow inlet as well as the outlet from the test-section were specified
as free-stream boundaries, i.e. fixed values on the upstream side and extrapolated
values with fixed pressure on the downstream side, as explained earlier.
Since the fuel-jet inlet conditions are not described in detail in Ref. [29], the
fuel jet was modelled in two different ways: the flow was either assumed to be a
bulk flow with constant axial velocity Þ
p:.
m/s, or the flow was assumed to be
a fully developed pipe flow with an average velocity of
u
Þ
p:.
m/s. In the figures
shown later, the two fuel-jet types are labelled with “Bulk” and “FD”, denoting the
constant velocity fuel jet and the fully developed fuel jet, respectively. In order
to specify the mass flow rate per unit area, as in Eq. (2.117), the velocities were
multiplied by the assumed density v
p
â


÷
, where
÷p
6
ﬀ
K and
â
p



kPa.
The gas constant was obtained from Eq. (2.22). The average mass flow rate per unit
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Wind tunnel
air flow 6.5 m/s
Fuel jet 80 m/s
R19.05 mmR1.59 mm
R85.19 mm
Fig. 4.1: The geometry of the experimental setup.
area was thus set to
"
#%$
p
6

j

kg/(m  s).
With the bulk flow fuel inlet, following the convention of the simulations of
Ref. [29], the inlet turbulence kinetic energy was fixed to x p«4~ﬀ Â  , and the
turbulence length-scale 
p
x

n

F was set to
4~
6

. For the inlet definition scheme
presented by Eq. (2.117), the fuel-jet turbulence level was set to 4X j , and the
turbulent viscosity was fixed to ñ


ñ
p
ö

<
.
Both the fully developed inlet and the bulk inlet cases were simulated employing
both the
x

 RCSST and Chien’s
x

F turbulence models. The so defined four
cases were also simulated as the flow of a non-reacting fuel jet, i.e. inert fuel with
unchanged thermodynamic properties, to make comparisons of the jet spreading
rates. In all the computed cases, the outflow boundary was treated with a fixed
pressure, and a first-order extrapolation for v and v
Ê
Â .
When comparing the results, a frequently used quantity is the conservative
scalar, denoted here with  , which is defined as the mass fraction of fuel, both
burned and unburned. Therefore, it is obtained from
 
v
|X}


\Vdl
|X}(
v
mo
v
p
h
|~}


Vdl
|X}
h
mo (4.1)
With the above definition,  is a truly conservative scalar, i.e. there is no net
change for  due to the source terms. For the reaction under investigation, the
stoichiometric value of  is
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Fig. 4.2: The ¡¢¤£¥¡¢£ ¦ grid employed to model the geometry of the experimental setup.

»Bº
p

@ml
|X}
p 4
6
ö
6
ö (4.2)
The jet spreading rates are analyzed by monitoring the scaled velocity profiles
of Þ ¡ versus
l
¡
§ defined by
Þ
¡
p
Þ

Þ

Þ¨ª©

Þ

(4.3)
l
¡§
p
l
l
§V«
ý
>8
n
(4.4)
where
l
§
«
ý
>8
n
is the distance from the
­
-axis at which Þ ¡
p 
,
Þ
 is the velocity
on the inviscid top-wall, and Þ¨ª© is the velocity at the centreline. In all the figures,
­
is scaled with the diameter of the fuel jet  . Another measure of the jet spreading
rate is obtained from the half-width based on the conservative scalar  , which gives
rise to another definition for
l
¡
¬

¡
p




¨ª©


(4.5)
l
¡
¬
p
l
l
¬
«
ý
>8
n
(4.6)
where
l
¬
«
ý
>8
n
is the distance from the
­
-axis at which  ¡
p 4~
, and  is the value
of  on the top-wall.
4.2 Simulations with the Reacting Fuel Jet
The simulations with the EBU model converged quite slowly. This is most probably
due to the thin cells in the circumferential direction near the symmetry axis and the
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Fig. 4.3: The conservative scalar ­ along the symmetry axis according to the ®;¯±° model (solid
line) and the ®¯³² model (broken line) with a constant velocity fuel jet, as well as according to the
®g¯° model (dotted line) and the ®´¯s² model (dash-dotted line) with a fully developed fuel jet. All
these with the EBU-reaction model. µ Experiments from Ref. [29].
high speeds of sound due to the high temperatures. Nevertheless, after completing
all the necessary modifications to the solver, there were no special problems with
the simulations. One noteworthy thing was that the flux limiter had to be employed
in all the simulations with the reaction model. Therefore, the discretization scheme
was second-order upwind with the van Albada limiter. The reason is obviously the
strong gradients caused by the reaction zones in the flow field.
Figure 4.3 shows the conservative scalar distributions along the symmetry axis
according to all the reactive simulations carried out in this work together with the
experimental results. As can be seen, the inlet conditions have a strong effect on
the initial mixing properties of the jet, whereas the final distribution closer to the
outflow edge seems to depend more on the employed turbulence model. According
to the
x

 model, the conservative scalar  diffuses faster than according to the
x

F model.
Figure 4.4 shows the temperature distributions along the symmetry axis accord-
ing to the different solutions. Again, the inlet conditions of the fuel jet affect the
initial mixing properties, and the overall behaviour is governed by the employed
turbulence model. The peak temperature on the axis is somewhat lower according
to the
x

 model than according to the
x

F model. According to Ref. [29],
the stoichiometric equilibrium temperature for this mixture is ö

j

K, whereas in
Ref. [30] a value of ö  : 6 K is given. Both of these are higher than those seen in
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Figure 4.4.
The radial temperature distribution at
­

 p


according to the simulations
and experiments is shown in Figure 4.5. These results also conform to the previous
statement about the different diffusion rates due to different turbulence models. Ac-
cording to this figure, all the simulations overpredict the maximum temperature by
over
ö
..¶
. This is probably due to overpredicted reaction rates.
The radial distributions of the conservative scalar  at cross-sections
­

 p


and
­

 p
ö

according to all the simulations are shown in Figures 4.6 and 4.7. As
can be seen, there are differences between the computed and measured distributions,
especially near the axis, but in general the agreement is quite good.
Based on Figures 4.3 – 4.7, the solution according to the
x 
F model with the
fully developed fuel jet gives the best prediction for the conservative scalar  in the
flow field. According to Figures 4.6 and 4.7, all but the solution according to the
x 
F model with the bulk fuel jet predict the  -distribution very well except right
at the axis of symmetry. These results demonstrate the importance of the inlet con-
ditions for the solution details near the axis of symmetry. With the bulk inlet, the
conservative scalar  remains unchanged considerably further downstream along
the
­
-axis, and the steepness of the gradient in the radial direction is clearly over-
predicted by the constant velocity fuel-jet simulation employing the x  F model.
Nevertheless, all of the presented results are promising, and the basic implementa-
tion can be regarded as validated.
We should keep in mind that the EBU-reaction model is employed with the
model coefficients presented for the
x

F turbulence model. The transformation to
the  -based formulation of Eq. (2.95) is merely a change of variables — no efforts
to account for the different properties of the
x

 model with respect to the
x

F
model are made. Only one test case is not enough to justify general adjustments of
the model parameters. For that purpose, a wider selection of test cases should be
studied. The presented results demonstrate that there is no urgent need to tune the
parameters.
Although not shown here, the results with a low-Reynolds number x

F model
presented by Gran et al. [30] are very similar to those obtained here with the fully
developed inlet using the
x

F model. The axial distribution of  obtained by Gran
et al. is as accurate as the present result from
­


p
6

downstream, but before
that they predicted somewhat higher values for  . They employed three combustion
models in their work, namely the assumed-PDF method [60], the Eddy-Dissipation
Concept (EDC) by Magnussen, with a fast chemistry assumption, and the EDC with
detailed chemistry. Gran et al. also utilized four turbulence models: the standard
x

F model, RSM, the low-Reynolds number
x

F model by Launder and Sharma,
and the low-Reynolds number RSM by Kebede et al. Their conclusion was that the
important issue was proper turbulence modelling. The results obtained by Correa
and Gulati [29] differ somewhat more from the present results probably because
they used the standard x

F model. Correa and Pope [61], on the other hand,
obtained very good results with a hybrid Monte Carlo PDF/finite-volume mean flow
model.
Figures 4.8 through 4.11 show the scaled excess velocity Þ ¡ as a function of the
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Fig. 4.4: The temperature along the symmetry axis according to the different turbulence models with
the EBU-reaction model.
Fig. 4.5: The temperature distribution at section ·.¸[¹º{N¦¢ according to the different turbulence
models with the EBU-reaction model. µ Experiments from Ref. [29].
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Fig. 4.6: The conservative scalar ­ at section ·.¸[¹»{H¦8¢ according to the different turbulence models
with the EBU-reaction model. µ Experiments from Ref. [29].
Fig. 4.7: The conservative scalar ­ at section ·.¸[¹»{|¢ according to the different turbulence models
with the EBU-reaction model. µ Experiments from Ref. [30].
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distance from the
­
-axis scaled with the velocity-based jet half-width. Results are
given for all the computed cases at cross-sections
­

 p 
,
­

 p


,
­

 p
ö

,
and
­

 p .
. Figures 4.8 and 4.9 show clearly that the fully developed fuel-jet
simulations tend to approach a self-similar solution almost as early as at
­

 p


,
whereas Figure 4.10 shows that, with the
x 
F model and constant velocity fuel
jet, self-similarity is reached at ­

 p
ö

. According to Figure 4.11, the
x 

simulation does not reach a self-similar state near the
­
-axis, but as of
­

 p


and moving downstream from that section, the Þ ¡ -profiles seem to converge towards
a self-similar solution, especially further away from the axis, when
l
¡
§¼

~
.
Figure 4.12 shows the jet half-width based on the conservative scalar as a func-
tion of
­


according to all the reactive flow simulations. First and foremost, this
figure gives an idea of how quickly the conservative scalar is mixed. The spreading
rate is largest according to the x

 simulation with the fully developed jet, but in
general the trends are pretty much alike with all the simulations.
Figure 4.13 shows the jet half-width based on the axial excess velocity Þ ¡ as
a function of
­
according to all the reactive flow simulations. Up to the section
­


M
ﬀ
the results are relatively similar, but after that there is a similar type of
scatter in the results as with the conservative scalar  .
An interesting property of the solutions is that, from
­


p ﬀ
on to the exit, the
jet spreading rate becomes zero, or even slightly negative. This is probably partly
due to the outflow boundary conditions, but also due to the effects of the recircu-
lation zone behind the bluff body. It creates a region of flow with lower velocities
than at the wind tunnel main stream inlet. The slow-velocity region extends to the
exit boundary, and its existence is evident from Figures 4.8 through 4.11. The exist-
ence of an axial velocity minimum lower than the main flow velocity makes formula
(4.3) somewhat questionable. On the other hand, the existence of the recirculation
zone does not support the idea of employing the minimum axial velocity instead of
the top-wall velocity in Eq. (4.3). Nevertheless, this slow-velocity region explains
why the excess-velocity-based jet width suddenly seems to decrease.
Both the  -based and the Þ ¡ -based jet half-width results show an approximate
jet spreading rate of 4~ j – 4X.: , which is a little bit smaller than the experimental
value
4~0:.
–
4X
<

given for a round non-reacting jet in Ref. [34]. The  -based jet
width values are a little higher than those based on Þ ¡ .
When comparing the spreading rate figures with experimental values, we should
remember that the experimental setup and theoretical treatment of round jets do not
cover the bluff-body stabilized mixing of jets, not to mention the reactive mixing of
a fuel and an oxidant. Therefore, the spreading rate comparison is not supposed to
give a perfect agreement.
Figure 4.14 shows the axial velocity profiles along the
­
-axis according to the
different turbulence models and fuel-jet velocity profiles. It is interesting to see how
the velocity profiles according to the fully developed jet and the constant velocity
jet converge towards almost the same solution. Also, the x   model predicts a
clearly faster velocity decay than the
x

F model. The reason for the velocity not
being exactly
:ﬀ
m/s at
­
p«
for the constant velocity jet is that the pressure at
the jet inlet is not precisely what was assumed when defining the inlet boundary
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Fig. 4.8: The scaled axial excess velocity ½ﬂ¾ as a function of ¿¾À at different cross-sections according
to the ®»¯Á² turbulence model with the reacting fully developed fuel jet.
Fig. 4.9: The scaled axial excess velocity ½
¾
as a function of ¿
¾
À at different cross-sections according
to the ®»¯° RCSST turbulence model with the reacting fully developed fuel jet.
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Fig. 4.10: The scaled axial excess velocity ½1¾ as a function of ¿[¾À at different cross-sections according
to the ®»¯² turbulence model with the reacting constant velocity fuel jet.
Fig. 4.11: The scaled axial excess velocity ½
¾
as a function of ¿
¾
À at different cross-sections according
to the ®»¯ ° RCSST turbulence model with the reacting constant velocity fuel jet.
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Fig. 4.12: The jet half-width distribution based on the conservative scalar ­ as a function of ·1¸'¹
according to the different turbulence models with the EBU-reaction model.
Fig. 4.13: The jet half-width distribution based on the axial velocity ½ as a function of ·1¸'¹ according
to the different turbulence models with the EBU-reaction model.
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Fig. 4.14: The axial velocity ½ along the symmetry axis according to the different turbulence models
with the EBU-reaction model.
conditions.
Figures 4.15 and 4.16 show the temperature distribution and streamlines for the
constant velocity fuel-jet simulations according to the x   and x  F models, re-
spectively. Figures 4.17 and 4.18 show the same information for the fully developed
fuel-jet simulations according to the x   and x  F models, respectively. These
figures show how the
x

 model predicts a wider, but shorter region of high tem-
peratures than the
x

F model. The streamline patterns are qualitatively very similar
to each other, although differences in the details can be seen.
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Fig. 4.15: The temperature distribution and streamlines according to the ®X¯,° model with the
reacting constant velocity fuel jet.
Fig. 4.16: The temperature distribution and streamlines according to the ®ﬂ¯Â² model with the reacting
constant velocity fuel jet.
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Fig. 4.17: The temperature distribution and streamlines according to the ®s¯,° model with the
reacting fully developed fuel jet.
Fig. 4.18: The temperature distribution and streamlines according to the ®1¯Ã² model with the reacting
fully developed fuel jet.
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4.3 Simulations with the Non-Reacting Fuel Jet
The same flow cases as described in the previous section were also simulated with
the reaction model deactivated, i.e. simulating non-reactive flow. The main idea was
to gain more insight into which differences were caused by the differences between
the turbulence models, and which ones were caused by the reaction model.
Figures 4.19 and 4.20 show the scaled excess velocity Þ ¡ as a function of the
distance from the
­
-axis scaled with the velocity-based jet half-width according to
the simulations with the fully developed fuel jet employing the x  F model and the
x 
 RCSST model, respectively. Figures 4.21 and 4.22 show the same information
for the cases with the constant velocity jet. According to these figures, the simu-
lations with the fully developed fuel jet start to reach self-similarity at ­

 p
ö

,
whereas according to the constant velocity jet, self-similarity is not reached at all.
Figure 4.23 shows the  -based and Figure 4.24 shows the Þ ¡ -based jet half-
width as a function of
­


. As a whole, the different simulations predict quite
similar spreading rates to each other. However, it is interesting to see, how the  -
based data and Þ ¡ -based data cross each other. Based on  , the
x 
 model predicts
systematically faster spreading of the jet than the x  F model, while based on Þ ¡ ,
towards the end of the computational domain, the constant velocity jet simulations
with both of the employed turbulence models predict faster spreading than the fully
developed jet simulations. The constant velocity jet simulations predict an almost
linear growth of the Þ ¡ -based jet half-width between ­


pÄ:
and
­


p
.
After
­


M
ﬀ
, the Þ ¡ -based jet half-width starts to decrease, which is a con-
sequence of the low-velocity region due to the recirculation zone. This confirms
that the similar behaviour seen in the results for the reactive flow field was not an
anomaly caused by the reaction model.
The conservative scalar behaves qualitatively in a similar fashion as in the react-
ive flow simulations. The details are, however, completely different, as seen from
the radial  -profiles at
­


p


and at
­


p
ö

shown in Figures 4.25 and 4.26.
The rapid mixing of the conservative scalar is also seen as a fast decay of  in the
axial  -profile shown in Figure 4.27.
Figure 4.28 shows the axial velocity profiles as predicted by the non-reacting
simulations. Again, we can see that, the
x

 model predicts a more rapid velocity
decay than the x

F model.
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Fig. 4.19: The scaled axial excess velocity ½1¾ as a function of ¿[¾À at different cross-sections according
to the ®»¯² turbulence model with the non-reacting fully developed jet.
Fig. 4.20: The scaled axial excess velocity ½
¾
as a function of ¿
¾
À at different cross-sections according
to the ®»¯ ° RCSST turbulence model with the non-reacting fully developed jet.
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Fig. 4.21: The scaled axial excess velocity ½ﬂ¾ as a function of ¿¾À at different cross-sections according
to the ®»¯Á² turbulence model with the non-reacting constant velocity jet.
Fig. 4.22: The scaled axial excess velocity ½
¾
as a function of ¿
¾
À at different cross-sections according
to the ®»¯° RCSST turbulence model with the non-reacting constant velocity jet.
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Fig. 4.23: The jet half-width distribution based on the conservative scalar ­ as a function of ·.¸[¹
according to the different turbulence models with the non-reacting jet.
Fig. 4.24: The jet half-width distribution based on the axial velocity ½ as a function of ·.¸[¹ according
to the different turbulence models with the non-reacting jet.
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Fig. 4.25: The conservative scalar ­ at section ·1¸'¹»{Å¦¢ according to the different turbulence models
with the non-reacting jet.
Fig. 4.26: The conservative scalar ­ at section ·1¸'¹»{|[¢ according to the different turbulence models
with the non-reacting jet.
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Fig. 4.27: The conservative scalar ­ along the symmetry axis according to the different turbulence
models with the non-reacting jet.
Fig. 4.28: The axial velocity ½ along the symmetry axis according to the different turbulence models
with the non-reacting jet.
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4.4 Grid Independence Study
In order to verify that the grid density employed in the previous simulations was
sufficient, a grid independence study was carried out. A grid with twice as many
cells in the axial and radial directions, respectively, was employed for the simulation
of the reactive flow case with a fully developed inlet using the
x 
 RCSST model.
Figure 4.29 shows a comparison of the  -distributions along the
­
-axis accord-
ing to the simulation with the standard grid and according to the simulation with
the dense grid. As can be seen, there are small differences between the results in
the area

:ÇÆ
­

 Æ
6
:
. The differences are, however, much smaller than those
seen between the different turbulence models. Therefore, the standard resolution
employed in the simulations can be regarded as sufficient.
Figures 4.30 and 4.31 show the conservative scalar  at sections
­

 p


and
­

 p
ö

, respectively, and Figure 4.32 shows the temperature comparison at
­

 p


. These figures confirm that the standard resolution is sufficient for the
conducted simulations.
4.5 General Remarks
Based on the simulations described in the previous sections, the implementation
of the EBU-reaction model can be regarded as validated. There are differences
between the computational and experimental results, of course, but qualitatively
the numerical results are consistent with the experimental ones, and in general the
agreement with the experiments is good.
The implementation with the
x

 model could be reviewed, and the EBU-
model coefficients might be fine-tuned. However, there is nothing fundamentally
wrong in the present results, and modification of the model coefficients based on
one single test case only is not what should be done.
The comparison between the reactive and the non-reactive flow simulations
shows that the jet spreading behaviour is completely changed when the reactions
are accounted for. The main reason for this is the slower decay of the jet velocity,
which, in effect, stretches the region with high values of  further downstream.
The effects of the employed thermodynamic model were also investigated by
simulating the constant velocity jet cases with a thermodynamic model for a mix-
ture of calorically perfect gases. The properties of the components were frozen to
the conditions at
÷p
ö
0¶
C. Although not shown here, the maximum temperatures
according to those simulations were over ö
..¶
higher than those obtained with the
model for a mixture of thermally perfect gases, thus exceeding the value of stoi-
chiometric equilibrium temperature. Therefore, it is justified to say that the selected
thermodynamic model may have an all but non-negligible effect on the results. This
applies, naturally, to the thermodynamic model parameters as well.
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Fig. 4.29: The conservative scalar ­ along the symmetry axis according to the ®¤¯ ° RCSST model
with the EBU-reaction model employing the standard grid and the dense grid. µ Ref. [29].
Fig. 4.30: The conservative scalar ­ at section ·1¸'¹»{Å¦¢ according to the ®g¯s° RCSST model with
the EBU-reaction model employing the standard grid and the dense grid. µ Ref. [29].
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Fig. 4.31: The conservative scalar ­ at section ·.¸'¹¤{|¢ according to the ®È¯X° RCSST model with
the EBU-reaction model employing the standard grid and the dense grid. µ Ref. [30].
Fig. 4.32: The temperature distribution at section ·1¸'¹P{É¦8¢ according to the ®¯° RCSST model
with the EBU-reaction model employing the standard grid and the dense grid. µ Ref. [29].
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75
5 Long-Range Artillery Projectile
with a Base-Bleed Unit
The practical application of the reaction model described and validated in the previ-
ous chapters is to simulate the flow past a supersonic

.
mm-diameter long-range
artillery projectile with base bleed. The same projectile has been simulated pre-
viously with base bleed, but the projectile was non-rotating [18]. Another major
difference is that now the flow field inside the base-bleed unit is also included in the
computational domain, not to mention the simulations including chemical reactions.
The grid for the projectile under investigation is shown in Figure 5.1, and a
detailed view of the base-bleed unit is shown in Figure 5.2. The computational
domain is discretized with a two-block

ö
:

ﬀ


ﬀ


ö
:


grid. One
of the blocks describes the surface of the projectile, and the other one describes the
inside of the base-bleed unit as well as the wake behind the unit. Based on previous
studies [18, 20–22] the employed grid density is expected to be sufficient for these
simulations. The origin of the coordinate system with the
­
-axis aligned with the
axis of rotation is placed at the design origin, which is located
ﬀ
mm aft of the nose
of the fuze. The length of the body is
<4
ö
mm and therefore the
­
-coordinate of the
base is
4Ê:.
ö
m. The approximations made in the modelling of the geometry of the
nozzle are shown in Figure 5.3.
The simulations are for the projectile flying at Ë}Ìﬂ p   ö ,  õÍ p  X Ì  Î and

pÍ.¶
, which describes approximately the flow conditions just before the burning
of the base-bleed unit comes to an end. At this point in the trajectory some problems
were encountered with the base-bleed unit in the test firings [62], and therefore this
work is focused on that specific point. Since the simulations are for a zero angle of
attack case and the geometry is axisymmetric, only a ö -degree slice of the projectile
is modelled with one cell in the circumferential direction. This way, the flow is
forced to remain 2-D axisymmetric, which is not necessarily the case behind the
base of the projectile. The so introduced errors are hoped to be small.
This flow case is simulated in six different ways: without base bleed, with non-
reacting base bleed, and with reacting base bleed. These three cases are simulated
assuming the projectile is either non-rotating or rotating at  : .. rpm, which is an
estimate for the angular velocity of the projectile under the described conditions. In
all the simulations, the
x

 RCSST model is employed for turbulence modelling.
The reaction model and the thermodynamic model parameters employed in the
simulations are those described in Section 3.2. In the simulations with base bleed,
the mass flow rate is estimated based on the ambient pressure
â
p
6
4Ê:
kPa at an
76 Long-Range Artillery Projectile with a Base-Bleed Unit
Fig. 5.1: The |¤£Á¦8|¡»£Á¦8|¡¤£ ¦ grid used to model the geometry of the long-range projectile.
Fig. 5.2: Detail view of the grid near the base of the long-range projectile.
77
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï»Ï
Se =
1909 mm2 Dmin = 44.5 mm
Base plane of
the projectile
Surface of the propellant
Fig. 5.3: The approximated geometry of the nozzle of the base-bleed unit.
altitude of
<
km, and the propellant properties reported in Ref. [63]. According to
Ref. [63] the burning rate of the propellant can be approximated with
l
p
l
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
â
â
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O
(5.1)
where
l
>Jp
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


mm/s and Ò
p4Ð
are experimentally determined model constants
for the propellant. In Eq. (5.1) the reference pressure is
â
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´
|
p

ﬀ
kPa. Multiplying
l
with the density of the propellant v
p

~
ö

g/cm
ã
yields the mass flow rate per
unit area
"
#%$
pÈ4Ê:
ö.j

kg/(m  s). In the simulations, the diameter of the surface
of the base-bleed propellant is
.
6

j

mm, which is just slightly less than the outer
diameter of the propellant. The area of the burning surface of the propellant under
these conditions is ÃÒÑ }
o
¹
p4X
ö
<

<
m  , and consequently the mass flow rate is
"
#
p
4~
ö
.
kg/s. The mass flow rate is commonly expressed with the non-dimensional
quantity T defined by
T
p
"
#
v
ÂÃÒÑ
(5.2)
where v 
p4
6

ö kg/m
ã
and Â
p
6

m/s are the free-stream density and velo-
city, respectively, and ÃÒÑ
p4~

0
m  is the area of the shell base. Consequently,
in all the simulations with base bleed in this work, the non-dimensional mass flow
rate is T
p ~

ö.ö
. To close the inlet definition scheme presented by Eq. (2.117),
the turbulence level was set to

Ì


ø
)
, and the turbulent viscosity was fixed to
ñ


ñ
p 4X.

. These values were chosen to represent laminar conditions.
The idea is to determine whether the reaction model improves the accuracy of
the drag predictions of the numerical simulations. The cases without base bleed are
also simulated with the same grid as the other cases in order to avoid any doubts
about grid difference effects. Since there are no wind tunnel measurements available
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Table 5.1: The drag coefficient ?Ó of the projectile. ÔÕ×Ö{=¦Ø| , Ù5ÚÓ{=¦Ø Û»Ü×¦8¢Ý and Þ{Ç¢V .
The cases marked with a ß required time-accurate time-integration.
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Test firings [62]  6 ö  4 ö 
for this projectile, the only data for comparison is obtained with a radar from test
firings [62]. The drag predictions are presented as non-dimensional drag coefficient
values defined by
q
Í
p
\


v
Â


Ã
(5.3)
where
\
is the drag force on the projectile, and Ã pâá
\



is the reference area
based on the nominal diameter of the projectile
\
p

.
mm. The
q
Í
-predictions
according to all the simulations, as well as the test firings, are presented in Table
5.1. Based on these results, inclusion of the modelling of the chemical reactions
makes a dramatic difference in the
q
Í
-predictions, and, in addition, the predicted
drag coefficient is astonishingly close to the experimental value. In the following
discussion, the term “base combustion” will be used to denote such combustion
that takes place behind the base of a projectile. In all the reactive simulations for
the present base-bleed projectile, all the final combustion of the fuel-rich propellant
will fall into that category, because the combustion takes place right behind the base,
since that is where the fuel and oxidant meet.
5.1 Non-rotating Projectile
According to the simulations with the non-rotating projectile, the base bleed has
almost no effect on the pressure and the skin-friction distribution on the surface of
the shell. Figure 5.4 shows the
qÈã
-distribution on the surface of the non-rotating
shell according to the simulations without base bleed, with inert base bleed, and
reactive base bleed. Figure 5.5 shows the äå -distribution for the same cases. Here,
qÈã
and äå are defined by
qÈã p
â

â



v
Â


(5.4)
äå
p

4


v
Â


(5.5)
In Figures 5.4 and 5.5 the results according to the simulation without base bleed
and with non-reacting base bleed are indistinguishable from each other, and they
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Fig. 5.4: Pressure coefficient distribution on the surface of the projectile. ÔÕ Ö {N¦Ø| , ÙæÚ Ó {
¦Ø ÛÈÜ¦¢Ý , ÞÁ{¢ , ç»{,¢èØ ¢è¦8|| and é{¢ rpm.
Fig. 5.5: Skin-friction coefficient ê
ë on the surface of the projectile. ÔÕ×ÖÉ{¦Ø| , Ù5ÚÓì{¦Ø ÛgÜ¦¢Ý ,
ÞÁ{,¢V , ç¤{,¢íØ ¢í¦8|| and é{%¢ rpm.
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both differ slightly from the results from the reacting base-bleed simulations on the
boattail of the projectile. This is obviously a consequence of the increased base
pressure as seen in Figure 5.6.
Figure 5.6 shows the qÈã -distribution on the plane of the base of the projectile ac-
cording to all the non-rotating simulations, and Figure 5.7 shows the qÈã -distribution
inside the base-bleed unit for the same cases. According to Figures 5.6 and 5.7, the
reaction model increases the pressure coefficient level inside the unit by approxim-
ately a constant value of
4X
, and at the base plane by
4~
<
. This explains the huge
difference seen in
q
Í between the inert and reactive base-bleed flows.
It should be kept in mind here that, since the forces acting on the projectile are
determined by integrating the momentum flux over the solid surface boundaries as
well as the inlet boundary on the burning surface, the
qÈã
-values in Figure 5.6 in the
area
mî
l
î 4X
ö

j
m do not directly contribute anything to the drag. Instead,
it is the pressure on the base surface together with the pressure on the bottom of
the base-bleed unit, as well as the pressure difference between the bottom and top
surfaces of the unit, that constitute the base drag of this projectile. This, of course,
is a matter of definition.
Figure 5.8 shows the axial velocity distribution at the base plane of the base-
bleed nozzle exit. A small region of recirculating flow is present near the kink of
the surface, but otherwise the velocity distribution is plain outflow from the unit.
The velocities are lower for the reacting jet case, which is in harmony with the
observed higher pressures at the base plane.
Figure 5.9 shows the Mach number distributions at the base plane of the base-
bleed nozzle exit. According to this figure, the flow velocities are well below choked
conditions.
Figure 5.10 shows the Mach number distribution together with the streamlines
near the non-rotating projectile without base bleed. Figure 5.11 shows the qÈã -
distribution under the same circumstances. The scales of Ë}Ì and
qÈã
are chosen
to allow identical scales to be employed in the subsequent figures for other cases.
Figures 5.12 and 5.13 show the Mach number and
qÈã
-distributions, respectively,
for the non-rotating projectile with inert base bleed, and Figures 5.14 and 5.15 show
the Mach number and
qÈã
-distributions for the non-rotating projectile with reacting
base bleed, respectively. As the Mach number figures show, the external flow field is
unaffected by the base bleed and the base combustion. The shock wave patterns are
practically identical with each other, and therefore all the other figures are focused
on the base region.
Figures 5.13 and 5.15 show clearly how the main effect of the base combustion
is to increase the pressure behind the base of the projectile, and thus reduce the aero-
dynamic drag. The streamlines also show some differences, especially the shape of
the large recirculation region behind the base corner is changed, and the streamlines
are displaced away from the symmetry axis. The primary recirculation zone is only
slightly stretched downstream by the base combustion, and in both the inert and re-
active base-bleed simulations the primary recirculation zone extends approximately
ö

6
\
Ñ
Î
»"´ aft of the base plane.
The temperature distributions for these cases shown in Figures 5.16 and 5.17
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Fig. 5.6: Pressure coefficient distribution on the surface of the base of the projectile and at the base
plane in the exit of the nozzle. ÔÕ Ö {H¦Ø| , Ù5Ú Ó {H¦Ø ÛgÜ[¦¢Ý , Þ{%¢ , ç¤{%¢èØ ¢è¦|| and éÇ{,¢ rpm.
Fig. 5.7: Pressure coefficient distribution on the surface inside the base bleed unit. ÔÕÖï{¦Ø | ,
Ù5ÚÓì{H¦Ø ÛgÜ[¦¢Ý , ÞÁ{,¢V , ç¤{,¢íØ ¢í¦8|| and é{¢ rpm.
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Fig. 5.8: Axial velocity distribution at the base plane in the exit of the nozzle. ÔÕ Ö {Å¦Ø | , Ù5Ú Ó {
¦Ø ÛgÜ¦8¢Ý , Þ{%¢V , ç»{%¢íØ ¢í¦8|| and é{¢ rpm.
Fig. 5.9: Mach number distribution at the base plane in the exit of the nozzle. ÔÕ×Öð{¦Ø | , Ù5Ú8Ó{
¦Ø ÛgÜ¦8¢Ý , Þ{%¢V , ç»{%¢íØ ¢í¦8|| and é{¢ rpm.
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Fig. 5.10: The Mach number distribution and streamlines according to the non-rotating and inert
flow field simulation without base bleed. ÔÕ Ö {ñ¦Ø | , Ù5Ú Ó {ñ¦Ø ÛòÜ.¦¢Ý , Þð{ï¢V , ç%{Ä¢ and
éÇ{%¢ rpm.
Fig. 5.11: The ôó distribution and streamlines according to the non-rotating and inert flow field
simulation without base bleed. ÔÕ Ö {õ¦Ø | , ÙæÚ Ó {õ¦Ø ÛgÜ[¦8¢Ý , ÞÁ{,¢ , ç¤{,¢ and éÇ{,¢ rpm.
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Fig. 5.12: The Mach number distribution and streamlines according to the non-rotating and inert
flow field simulation. ÔÕ Ö {õ¦Ø| , ÙæÚ Ó {H¦Ø ÛÈÜ¦8¢Ý , ÞÁ{¢ , ç»{%¢íØ ¢í¦8|| and é{¢ rpm.
Fig. 5.13: The ôó distribution and streamlines according to the non-rotating and inert flow field
simulation. ÔÕ Ö {H¦Ø | , ÙæÚ Ó {H¦Ø ÛÈÜ¦8¢Ý , Þ {¢ , ç»{¢èØ ¢è¦8|| and é{,¢ rpm.
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Fig. 5.14: The Mach number distribution and streamlines according to the non-rotating and reacting
flow field simulation. ÔÕ Ö {õ¦Ø | , Ù5Ú Ó {Å¦Ø ÛÃÜ¦¢Ý , Þ {¢ , ç»{¢èØ ¢è¦|| and éÇ{%¢ rpm.
Fig. 5.15: The ôó distribution and streamlines according to the non-rotating and reacting flow field
simulation. ÔÕ Ö {Å¦Ø| , Ù5Ú Ó {Å¦Ø ÛgÜ[¦¢Ý , Þ {¢ , ç»{¢èØ ¢è¦|| and éÇ{,¢ rpm.
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demonstrate the temperature increase caused by the base combustion. The reaction
product mass fraction distribution, h
mo
for the non-rotating projectile is shown in
Figure 5.18, and the corresponding reaction rate distribution is shown in Figure
5.19 using a logarithmic scale. When comparing these figures with each other, it
can be seen that the highest temperatures occur in the secondary recirculation zone
just behind the base-bleed nozzle exit. The reaction rate is highest at the outer edge
of the secondary recirculation zone, which is understandable, because that is where
the free-stream flow first meets the base-bleed jet.
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Fig. 5.16: The temperature distribution [K] and streamlines according to the non-rotating and inert
flow field simulation. ÔÕ Ö {õ¦Ø | , Ù5Ú Ó {Å¦Ø ÛÃÜ¦¢Ý , Þ {¢ , ç»{¢èØ ¢è¦|| and éÇ{%¢ rpm.
Fig. 5.17: The temperature distribution [K] and streamlines according to the non-rotating and react-
ing flow field simulation. ÔÕ Ö {H¦Ø| , Ù5Ú Ó {Å¦Ø ÛÈÜ¦8¢Ý , Þ{%¢V , ç»{%¢íØ ¢í¦8|| and é{¢ rpm.
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Fig. 5.18: The reaction product mass fraction ö÷
ø distribution and streamlines. ÔÕ Ö {õ¦Ø| , Ù5Ú Ó {
¦Ø ÛgÜ¦8¢Ý , Þ{%¢V , ç»{%¢íØ ¢í¦8|| and é{¢ rpm.
Fig. 5.19: The reaction rate ù ÷ø distribution ú kg/(m û s) ü and streamlines. ÔÕÖ{ý¦Ø | , ÙæÚÓÄ{
¦Ø ÛgÜ¦8¢Ý , Þ{%¢V , ç»{%¢íØ ¢í¦8|| and é{¢ rpm.
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5.2 Rotating Projectile
The simulations with the rotating projectile add one step more realism to the sim-
ulations described in the previous section. As the
q
Í
-results in Table 5.1 show, no
dramatic changes are introduced to the drag predictions by the rotation of the pro-
jectile. The þ ã -distributions on the surface of the projectile according to the rotating
and non-rotating projectile simulations without base bleed are shown in Figure 5.20,
and a comparison between the äå -values for the rotating and non-rotating baseline
projectile is shown in Figure 5.21.
The clearest difference is that the þ
ã
-values of the rotating projectile are higher
than those of the non-rotating projectile. The äå -values show a similar change,
and as a consequence these changes increase the drag of the rotating projectile.
The þ
ã
-values on the base plane presented in Figure 5.22 show, however, a similar
difference in favour of the rotating projectile, and therefore equal þ Í -values are
obtained for both of the cases. The difference is explained by the larger turbulent
viscosities in the rotating case, as demonstrated by Figure 5.23, which shows ñ
?ß
ñ
at  

6 m. The higher turbulent viscosities of the rotating case increase the total
shear stress, and consequently also the wall shear stress. The higher stresses make
the boundary layer thicker, which in turn changes the pressure coefficient.
According to the simulations with the rotating projectile, the base bleed has a
small effect on the pressure and the skin-friction distribution on the surface of the
shell. Figure 5.24 shows the þ
ã
-distribution on the surface of the rotating shell
according to the simulations without base bleed, with inert base bleed, and with
reactive base bleed. Figure 5.25 shows the äå -distribution for the same cases.
In both of these figures, both of the results from simulations with base bleed are
indistinguishable from each other, and they both differ slightly from the no-base-
bleed simulations labelled as “Baseline”. Clearly, this effect has nothing to do with
the chemistry modelling, but it is a phenomenon caused by the rotating base-bleed
jet. On the boattail of the projectile, however, there is a similar difference between
the results from the reacting base-bleed simulations and the other simulations as
observed with the non-rotating projectile.
The interesting detail in Figure 5.24 is how the pressure is affected in the up-
stream direction by the changes of the flow field near the base. Even though the
difference is small, it is clear and distinct. This information has to be transferred
via the boundary layer, because elsewhere the flow is supersonic, and information
cannot travel in the upstream direction.
Figure 5.26 shows the þ
ã
-distribution on the surface of the base of the rotating
projectile according to the simulations without base bleed, with inert base bleed, and
reactive base bleed. Figure 5.27 shows the þ
ã
-distribution inside the base-bleed unit
for the same cases. The same trend of increasing the pressure levels by the chemical
reactions as was observed with the non-rotating case is seen again with the rotating
case. Again, the pressure contributions of the front and back wall of the inside of
the base-bleed unit almost cancel each other, and the net contribution to þ Í comes
from the pressure in the middle of the bottom of the unit as well as the base plane
of the projectile.
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Fig. 5.20: Comparison of the effects of rotation on the pressure coefficient distribution on the surface
of the projectile. ÔÕ Ö ¦Ø  , ÙæÚ Ó ¦Ø ÛgÜ[¦8¢Ý , Þ  ¢
	 and ç  ¢ .
Fig. 5.21: Comparison of the effects of rotation on the skin-friction coefficient ê
ë on the surface of
the projectile. ÔÕÖ

¦Ø  , ÙæÚÓ

¦Ø ÛgÜ[¦8¢Ý , Þ

¢
	 and ç

¢ .
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Fig. 5.22: Comparison of the effects of rotation on the pressure coefficient distribution on the surface
of the base of the projectile and the base plane in the exit of the nozzle. ÔÕÖ

Ø , ÙæÚÓ

Ø ÛﬂÜ

Ý ,
Þ

	 and ç

.
Fig. 5.23: Comparison of the effects of rotation on the turbulent viscosity at 

Ø  m. ÔÕ×Ö

Ø  ,
Ù5ÚÓ

Ø ÛgÜ

Ý , Þ

	 and ç

.
92 Long-Range Artillery Projectile with a Base-Bleed Unit
Fig. 5.24: Pressure coefficient distribution on the surface of the projectile.  ﬀ  , ﬁﬂﬃ 
ﬀ  "!ﬀﬀ# , $  	 , % & & ﬀ and ' ()*
ﬀ rpm.
Fig. 5.25: Skin-friction coefficient +, on the surface of the projectile.  
ﬀ
 , ﬁ-ﬂ ﬃ

  .!/ﬀ#
,
$
0
	 , %
1 1

 and '
)2ﬀﬀ
rpm.
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Fig. 5.26: Pressure coefficient distribution on the surface of the base of the projectile and at the
base plane in the exit of the nozzle.  3ﬀ  , ﬁﬂ4ﬃ 3ﬀ  5!6
# , $ 7 	 , % 81 1 ﬀ and
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Fig. 5.27: Pressure coefficient distribution on the surface inside the base-bleed unit.  
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Figure 5.28 shows the axial velocity profiles at the base plane of the base-bleed
nozzle exit. The velocities of the base-bleed cases are higher than those seen from
the results of the non-rotating simulations.
Figure 5.29 shows the tangential velocity component at the base plane of the
base-bleed nozzle exit, and Figure 5.30 shows the swirl angle of the flow at the
same cross-section. The swirl angle is defined here by
;
8<6=>ﬀ?@<6A
BDCFE
GIH
(5.6)
where G is the axial velocity component. The angles higher than J 6K are caused by
the reverse flow
Figure 5.31 shows the Mach number distribution in the exit plane. The highest
values in the non-reacting case are just below L , which means the flow might be
close to choking. The large swirl component of the velocity, however, makes the
Mach number normal to the exit plane clearly below unity, which removes the prob-
lems of choked flow. Close to the centreline, however,
;
is small, and the Mach
number shown in Figure 5.31 is only slightly higher than the Mach number normal
to the exit plane.
Figure 5.32 shows the Mach number distribution together with the streamlines
near the rotating projectile without base bleed. The þNM -distribution is depicted in
Figure 5.33 under the same circumstances. The scales of OQP and þNM are the same as
employed in the figures describing the non-rotating projectile. In these and all the
subsequent figures, the plotted streamlines are constrained to remain in the plane of
visualization, so that the swirl velocity is suppressed when integrating the stream-
lines. Since the cases are axisymmetric, this causes no direct errors to the figures,
but the streamlines are still false streamlines.
Figures 5.34 and 5.35 show the Mach number and þNM -distributions, respectively,
for the rotating projectile with inert base bleed, and Figures 5.36 and 5.37 depict
the Mach number and þNM -distributions for the rotating projectile with reacting base
bleed, respectively. The radial pressure gradient inside the base-bleed unit caused
by rotation is clearly seen from these figures.
Figures 5.35 and 5.37 show again how the main effect of the base combustion is
to increase the pressure behind the base of the projectile. The streamlines show only
some minor differences, but in comparison with the non-rotating flow cases, there
are major differences. The recirculation zones are much shorter, and the jet spread-
ing due to rotation is evident from the angle between the secondary recirculation
region and the symmetry axis.
The temperature distributions for these cases shown in Figures 5.38 and 5.39
demonstrate the temperature increase caused by the base combustion. The reaction
product mass fraction distribution, R*S4T for the rotating projectile is shown in Fig-
ure 5.40, and the corresponding reaction rate distribution is shown in Figure 5.41
using again a logarithmic scale. As with the non-rotating projectile, the highest
temperatures occur in the secondary recirculation zone just behind the base-bleed
nozzle exit. The temperature decrease occurs now in a shorter region than in the
non-rotating simulations, which is a consequence of the shorter recirculation zones.
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Fig. 5.28: Axial velocity distribution at the base plane in the exit of the nozzle.  U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Fig. 5.29: Tangential velocity distribution at the base plane in the exit of the nozzle.  
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Fig. 5.30: Flow swirl angle W at the base plane in the exit of the nozzle.  (ﬀ  , ﬁ-ﬂ4ﬃ 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 # ,
$
0
	 , % 1 1 
 and ' )2ﬀﬀ rpm.
Fig. 5.31: Mach number distribution at the base plane in the exit of the nozzle.  
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Fig. 5.32: The Mach number distribution and streamlines according to the rotating and inert flow
field simulation without base bleed.  3ﬀ  , ﬁ-ﬂ4ﬃ [ﬀ  5!&ﬀ# , $ 8 	 , % 7 and ' 
)*ﬀ
 rpm.
Fig. 5.33: The \*] distribution and streamlines according to the rotating and inert flow field simula-
tion without base bleed.  (ﬀ  , ﬁﬂ4ﬃ (ﬀ  N!ﬀﬀ# , $  	 , %  and ' )*
ﬀ rpm.
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Fig. 5.34: The Mach number distribution and streamlines according to the rotating and inert flow
field simulation.  (ﬀ  , ﬁﬂ4ﬃ ﬀ  "!:
# , $  	 , % & & ﬀ and ' ()*
ﬀ rpm.
Fig. 5.35: The \^] distribution and streamlines according to the rotating and inert flow field simula-
tion.  ﬀ  , ﬁﬂ4ﬃ (ﬀ  N!ﬀﬀ# , $  	 , % & & ﬀ and ' ()*
ﬀ rpm.
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Fig. 5.36: The Mach number distribution and streamlines according to the rotating and reacting flow
field simulation.  
  , ﬁ-ﬂ4ﬃ 
  "!:ﬀ# , $  	 , % 1 1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 and ' (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Fig. 5.37: The \*] distribution and streamlines according to the rotating and reacting flow field
simulation.  (ﬀ  , ﬁﬂﬃ (ﬀ  "!:
# , $ 0 	 , % 01 1 ﬀ and ' )*ﬀ
 rpm.
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The reaction rate is highest at the outer edge of the secondary recirculation zone,
just as in the non-rotating flow case.
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Fig. 5.38: The temperature distribution [K] and streamlines according to the rotating and inert flow
field simulation.  
  , ﬁ-ﬂ4ﬃ 
  "!:ﬀ# , $  	 , % 1 1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Fig. 5.39: The temperature distribution [K] and streamlines according to the rotating and reacting
flow field simulation. _ 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Fig. 5.40: The reaction product mass fraction acbed distribution and streamlines.  ﬀ  , ﬁﬂ4ﬃ 
ﬀ  "!ﬀﬀ# , $  	 , % & & ﬀ and ' ()*
ﬀ rpm.
Fig. 5.41: The reaction rate f bd distribution g kg/(m h s) i and streamlines.  
j

 , ﬁ-ﬂ ﬃ
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 ﬀ and ' ()*
ﬀ rpm.
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Fig. 5.42: The basic effects caused by base combustion on the flow field behind the base of a base-
bleed projectile.
5.3 Discussion of the Results
The results presented demonstrate how the reactions caused by the fuel-rich pro-
pellant produce a significant reduction in the aerodynamic drag of a base-bleed
projectile. This conclusion is supported by the experiments of Ding et al. [8], and
the numerical simulations of Gibeling and Buggeln [12] and Nietubicz and Gibel-
ing [13]. The excellent agreement with test firings obtained in the current work
demonstrates that a simple reaction model is sufficient to produce the main effects
of base combustion.
The essential factor leading to the advantages gained by utilizing a fuel-rich
propellant is the location of where the final combustion takes place. The base com-
bustion increases the pressure behind the base of the projectile, which decreases
the base drag and slightly displaces the streamlines coming from upstream of the
base corner. This situation is illustrated in Figure 5.42. By delaying a part of the
combustion of the propellant the pressure outside the unit increases, which is seen
as a direct decrease in the base drag. According to Figures 5.13 and 5.15, as well
as Figures 5.35 and 5.37, this is precisely what happens, since the base combustion
takes place in the recirculation zone right behind the base surface.
The validity of the predicted reaction rates cannot be directly evaluated due
to the lack of a global reaction rate equation. However, since the combustion of
carbon monoxide is one of the reactions present in the current problem, the global
rate equation for the combustion of CO [28] could be used as a check for the figures
obtained with the EBU model. Employing mass fraction values taken from the high
reaction rate regions, an estimate for the rate of consumption of carbon monoxide
non5prq
is obtained. Based on the rates obtained from reaction kinetics and the rates
from the EBU model, we can define time-scales based on reaction kinetics s/tvu4wyx and
the EBU model s/z|{X} as
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s/t~u4wyx3
nnprq

pq s/z|{X}0[Ł


(5.7)
These figures give a crude estimate for the time required for the reactions to com-
plete. With the data from the rotating projectile simulations with reacting base
bleed, the time-scales defined by Eq. (5.7) obtained values of s/tvu4wyxZ2Lr s
and s/z|{X}7L*Lr s, respectively. Since these figures are of the same order of
magnitude, there is hope that the EBU model does not dramatically overestimate
the reaction rate anywhere in the flow field, which gives confidence to the whole
solution.
For the flows with base bleed, rotation of the projectile introduces one funda-
mental difference. Because the bled gas has a tangential velocity component equal
to the tangential velocity of the surface of the base-bleed unit, the flow out from the
nozzle of the base-bleed unit has a large swirl angle. This is a consequence of the
conservation of angular momentum, which, for a 2-D analysis ignoring viscosity,
gives
C^E&
 constant (5.8)
where
C^E
is the tangential velocity and

is the distance to the axis of rotation. On
the other hand, in a streamline-based coordinate system, the momentum equation
normal to the streamline [31] states |
^


C
 (5.9)
where  is the local radius of curvature of the streamline, and
C
is the velocity
magnitude. Therefore, a radial pressure gradient is built up inside the base-bleed
unit to maintain the balance in the radial direction. When the flow exits the unit,
however, there is no mechanism to maintain a matching pressure gradient in the
radial direction, and as a consequence, the jet is spread out in the radial direction
very quickly. This, of course, has an effect on the properties of the flow field behind
the base of the projectile.
The pressure gradient inside the unit has an effect on the detailed operation of
the base-bleed unit, since the reaction rate of the propellant depends on the surface
pressure. Based on Eq. (5.1) and the NM values obtained from the simulations,
the reaction rate of the propellant is underestimated by LX with the non-rotating
projectile, and by L1| with the rotating projectile. Therefore, for very detailed
modelling, the boundary condition could be defined dynamically employing the
known reaction rate of the propellant as a function of pressure from Eq. (5.1). This,
however, is left for future work.
Rotation, on the other hand, does not seem to have too much of an influence
on the integrated drag force of a projectile, but from a fluid dynamic point of view,
it has a tremendous effect on the flow properties. The rotation-augmented mixing
of the base-bleed jet changes the flow pattern behind the base of the projectile, and
the details of the turbulence predictions are very different, but the changes in the
pressure distribution are seen to be quite small.
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All the present simulations share a weakness in that the time-averaged flow is
assumed and forced to remain axially symmetric. This is probably a good assump-
tion upstream of the base corner, but from that point on the wake flow is separated
turbulent shear flow, which in reality is hardly axisymmetric. Fortunately, based on
the good agreement with the test firings, it seems that this modelling constraint does
not spoil the results.
As indicated by Table 5.1, three of the conducted simulations had to be carried
out employing time-accurate time-integration. Only one of those three, however,
produced a time-dependent solution — the rotating projectile with reactive base
bleed. Fortunately, the amplitude of the oscillation of   was only ¡Ł6¢X of the
average value of   , and therefore, the results presented in this work are taken from
the time of finishing the simulations.
The reason for the need to employ time-accurate time-integration in the two
stationary cases is not completely clear. Ying et al. [64] reported similar beha-
viour when simulating multi-element airfoils under high-lift conditions, and they
concluded that the oscillations seen in the “steady-state” simulations do not repres-
ent the true numerical simulations. In the present case, the oscillations seen in the
“steady-state” simulations are probably caused by the employed convergence accel-
eration methods like local time-stepping and the multigrid scheme. They produce
artificial unsteady phenomena, which are damped by the time-accurate scheme. On
the other hand, time-accurate simulations with time-averaged equations are some-
what questionable, and contain some risks, as pointed out in Refs. [57, 64], and
previously in this text.
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6 Conclusions
The flow field near a supersonic base-bleed projectile was investigated in this work.
In order to model the reactions associated with fuel-rich solid propellant combustion
of the base-bleed unit, an eddy breakup model for the reactions was implemented
into the employed solver, and tested with a suitable test case. The model was ori-
ginally tuned for the £¤¦¥ model, and in this work it was also employed with the
£§©¨ model. The £ª¨ realization was validated, but based on the conducted tests
it is not possible to determine how the model should be fine-tuned. This is left for
future work.
While simulating the flow field inside the base-bleed unit, the previous stand-
ard method of specifying the boundary conditions at an inlet had to be revisited.
The enchanced method directly specifies the boundary flux instead of the boundary
values, and thus stabilizes the employed solution method. Also, a generalized fast
method of specifying the inviscid fluxes in the third computational direction allows
the 3-D solver to be efficiently employed for 2-D and axisymmetric simulations.
This facilitates a relatively fast validation against a purely 2-D solver.
The main new discovery of this work is the dramatic effect the chemical reac-
tions have on the aerodynamic drag of a base-bleed projectile. The drag reduction
is more than doubled by the final combustion of the partially burned fuel-rich pro-
pellant, and the drag predictions based on the simulations employing the reaction
model agree extremely well with the radar measurements from test firings. The ro-
tation, on the other hand, is seen to cause qualitatively large differences in the flow
field, but those effects are hardly seen in the integrated drag force. Another conclu-
sion from this work is that a simple reaction model like the eddy breakup model is
sufficient to capture the main fluid dynamic effects of base combustion.
The details of the flow field at the exit of the base-bleed unit are hard, if not
impossible, to measure under operational conditions, when the projectile rotates.
The simulations of this work provide detailed information of the flow conditions in
this region, thus facilitating further analysis of the flow physics. As it turned out in
the simulations, the flow field in the exit nozzle of the base-bleed unit is unsteady,
but the resulting amplitude of the drag oscillation is small in comparison with the
mean value.
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