We consider the problem of deciding whether a given network with integer capacities has two 5 feasible flows x and y with prescribed balance vectors such that the arcs that carry flow in x are 6 arc-disjoint from the arcs that carry flow in y. This generalizes a number of well-studied problems 7 such as the existence of arc-disjoint out-branchings B vertex, existence of arc-disjoint spanning subdigraphs D1, D2 with prescribed degree sequences 9 in a digraph (e.g. arc-disjoint cycle factors), the weak-2-linkage problem, the number partitioning 10 problem etc. Hence the problem is NP-complete in general. We show that the problem remains 11 hard even for very restricted cases such as two arc-disjoint (s, t)-flows each of value 2 in a network 12 with capacities 1 and 2 on the arcs. On the positive side, we prove that the above problem is Notation not given below is consistent with [3]. We denote the vertex set and arc set of a digraph specified. We will use the notation [k] for the set of integers {1, 2, . . . , k}. 
Introduction

27
Notation not given below is consistent with [3] . We denote the vertex set and arc set of a digraph An (s, t)-flow is a flow x whose balance-vector is zero for all v ∈ {s, t} and 0 ≤ b x (s) = −b x (t).
23
The number b x (s) is called the value of x. By the flow decomposition theorem, for every (s, t)-flow in N .
28
Two flows x, y in a network N are disjoint, respectively, arc-disjoint if x ij · y i j = 0 whenever 29 {i, j} ∩ {i , j } = ∅ respectively, whenever ij = i j .
31
The concept of flows in networks constitutes a very useful modelling tool and a large number of 32 important problems can be formulated as (minimum cost) flow problems and hence solved in poly-33 nomial time. For a wast collection of results on flows see [1] (see also [3] for some other applications 34 of flows to digraph problems). There are, however, a number of natural optimization problems that 35 cannot be solved in polynomial time using the standard flow machinery, even though, the problems 36 have a 'flow flavour' in that they deal with paths and cycles in digraphs. One such example is the 37 weak-k-linkage problem, where we are given vertices s 1 , s 2 , . . . , s k , t 1 , t 2 , . . . , t k and wish to decide the 38 existence of k arc-disjoint paths P 1 , . . . , P k such that P i is an (s i , t i )-path for i ∈ [k]. A classical 39 result by Fortune, Hopcroft and Wyllie [11] asserts that the weak-k-linkage problem is NP-complete 40 for all k ≥ 2. Another example not solved by the flow theory is given by the problem of finding three
41
(s, t)-paths in a digraph D = (V, A) so that the first two may share arcs from a prescribed subset A
42
of A, but the third cannot share any arc with the other two.
44
In this paper, to obtain a more general framework including both the classical flow problems and 45 also the problems mentioned above, we consider the question of deciding whether a given network with 46 integer capacities has two feasible flows x and y with prescribed balance vectors such that the arcs that carry flow in x are (arc-)disjoint from the arcs that carry flow in y. This generalizes a number 48 of well-studied problems such as the existence of arc-disjoint out-branchings B We start with a complexity result which is of independent interest (the corresponding result for 24 undirected graphs was shown in [15] ) and which will be used in the following section.
25
It is a classical application of flows to decide in polynomial time if digraph has a spanning (i.e. every 26 vertex has non-zero degree) Eulerian subdigraph. For sake of completeness we briefly indicate the 27 proof.
28
Theorem 2.1 (Classical) There exists a polynomial time algorithm to decide if a digraph has span-29 ning Eulerian subdigraph.
30
Proof: Starting from a digraph D = (V, A), we construct the network N = (V , A , u) as follows.
31
The set V contains vertices s and t and for each vertex v of V , we add to V two vertices v 1 and v 2 . equal to the union of the arcs of the two (u, v)-paths u i y i,1 y i,2 . . .
45
Let F be an instance of 3-SAT with variables x 1 , x 2 , . . . , x n and clauses C 1 , C 2 , . . . , C m . We may 46 assume that each variable x occurs at least once either in the negated form or non-negated in F. The ordering of the clauses C 1 , C 2 , . . . , C m induces an ordering of the occurrences of a variable x and its Using similar arguments, we can also prove the following. Proof: In the proof above, we replace each 6-cycle corresponding to a clause by a directed 9-cycle Finally we state the following observation which will be used in the next section. 3 That is, the capacity of each arc ij is |V | − 1
Note that when we consider branching flows below, we are only interested in the acyclic part of 1 such a flow, that is, the collection of paths from the root to all other vertices that we obtain by flow 2 decomposition (we leave out flow along cycles since that does not contribute to the balance of the flow). n − 1 that have k arc-disjoint branching flows:
all from s, if and only if there are
there is a polynomial algorithm for constructing such flows x 1 , x 2 , . . . , x k when they exist. However, despite the simple structure of branching flows, we obtain the following result concerning 27 arc-disjoint branching flows in networks with maximum capacity 2,
28
Theorem 3.4 It is NP-complete to decide whether a network N = (V, A, u), where u ij ∈ {1, 2} for 29 all ij ∈ A, has two arc-disjoint branching flows from s 30 saturate the arcs from s to
and send flow one on all of the paths the claim follows from the NP-completeness of the weak-2-linkage problem [11] .
36
Next we consider the case when the two flows must have the same balance at every vertex and 37
show that this problem is tractable in unit capacity networks, whereas it becomes NP-complete if we 38 allow arcs with capacity 1 and 2.
39
We need the following lemma, which is generalized by Lemma 4.4, but of the proof given here is more 40 natural in some sense.
41
Lemma 4.2 The edge set of every Eulerian bipartite graph G = (V, E) can be split into two sets
Furthermore, this partition can be computed in 43 polynomial time.
44
Proof: Since G is Eulerian and bipartite we can decompose E into cycles of even length. Now 45 taking every second edge on each of those cycles in E 1 and the others in E 2 , we obtain the desired 46 partition. As the decomposition of E into cycles can be computed in polynomial time (greedily for instance), we obtain the claimed partition in polynomial time also. is Eulerian and now we can apply Lemma 4.2 to partition P 1 , . . . , P 2k into two sets of k paths such 10 that the union of each of these sets gives a flow with balance b in N . As P 1 , . . . , P 2k are arc-disjoint 11 the theorem follows. It is possible to generalize this result to the problem of finding k arc-disjoint flows in a network 14 with unit capacities. First, we generalize the Lemma 4.2.
15
Lemma 4.4 Let k be an integer and G = (V, E) a bipartite graph in which the degree of every vertex is 16 a multiple of k for every vertex x. Then E can be split into sets
for all v ∈ V and all i ∈ {1, . . . , k}. This partition can be computed in polynomial time. Figure 3) .
45
In N , every arc has capacity 1, except s 3 t 3 which has capacity 2. We fix also the balance vector Conversely, assume that N admits two arc-disjoint flows x and y with balance vector b. As there are 9 only two arcs of capacity 1 going out of s, x has to saturate one of the two and y the other, so we 10 may assume that x(ss 1 ) = 1. Then, we have y(st ) = 1 and x(t 3 t ) = 1. As there are only two arcs
11
of capacity 1 entering in t , we have x(t 3 t ) = 1 or y(t 3 t ) = 1. In this later case, the arc s 3 t 3 would 12 carry 1 unit of both x and y, which is not possible as x and y are arc-disjoint. So, we have y(t 2 t ) = 1 13 and x(t 3 t ) = 1, and then, x(s 3 t 3 ) = 2, x(s s 3 ) = x(s s 3 ) = 1 and finally y(s t) = y(s s 2 ) = 1 and 14 x(t 1 t) = 1. So, in the copy of D, we have 1 unit of flow x arriving at s 1 and leaving at t 1 and 1 unit 15 of flow y arriving at s 2 and leaving at t 2 . As these two flows are arc-disjoint, it means that we have 16 arc-disjoint (s 1 , t 1 ) and (s 2 , t 2 ) paths in D.
18
To conclude this section, we focus on the problem of computing arc-disjoint (s, and all the other arcs get capacity 1 (see Figure 4) . Clearly the construction is polynomial in the size 
t).
Assume that D has a pair of arc-disjoint (s 1 , t 1 ), (s 2 , t 2 )-paths P 1 , P 2 . Then we can obtain two arc-9 disjoint (s, t)-flows x, y in N by letting x saturate all arcs in the paths ss 1 s 1 ∪ P 1 ∪ t 1 t 1 t and ss 1 t 1 t (so, 10 ss 1 and t 1 t carry 2 units of flow), and y saturate all arcs of the arc-disjoint paths ss 2,a s 2 s 2 ∪P 2 ∪t 2 t 2 t 2,a t 11 and ss 2,b s 2 t 2 t 2,b t. Thus, we obtain two arc-disjoint (s, t)-flows of value 2.
12
Conversely assume x and y are arc-disjoint (s, t)-flows of value 2 in N . Clearly, by flow preservation, Remark that in the above reduction, we fixed exactly two arcs with capacity 2, but if we want to 19 have more, we can put capacity 2 on any subset of the arcs of D. Indeed, we asked for two arc-disjoint 20 flows of value 1 in D and capacities greater than 1 on the arcs does not change the problem.
21
The proof above also shows that it is NP-complete to decide the existence of two arc-disjoint 22 (s, t)-flows x, y where x has value 2 and y has value 1. In particular (the set B below corresponds to 23 arcs of capacity 2, ss 1 and t 1 t) the following holds.
24
Theorem 4.8 It is NP-complete to decide whether a given digraph D = (V, A) contains three (s, t)-25 paths P 1 , P 2 , P 3 so that P 3 is arc-disjoint from both P 1 and P 2 and P 1 , P 2 may share arcs only from a 26 specified set B ⊆ A with |B| ≥ 2. 
(Arc-)disjoint (s, t)-flows in acyclic digraphs
29
We now turn our attention to acyclic digraphs. Motivated by the fact that the weak-k-linkage prob-30 lem is polynomially solvable for fixed k in acyclic digraphs [11] , we expect that we may find more 
35
• If p 1 is minimal in X and p 1 p 1 is an arc of N such that p 1 ∈ {q 1 , q 2 } then we add the arc
. If p 1 = p 2 and the capacity of p 1 p 1 is 2, then we also 24 add the arc (p 1 , p 2 , q 1 , q 2 )→(p 1 , p 1 , q 1 , q 2 ) to A(D N ).
25
• If p 2 is minimal in X and p 2 p 2 is an arc of N such that p 2 ∈ {q 1 , q 2 } then we add the arc
27
• If q 1 is minimal in X and q 1 q 1 is an arc of N such that q 1 ∈ {p 1 , p 2 } then we add the arc
. If q 1 = q 2 and the capacity of q 1 q 1 is 2, then we also
30
• If q 2 is minimal in X and q 2 q 2 is an arc of N such that q 2 ∈ {p 1 , p 2 } then we add the arc
32
By the flow decomposition theorem, N has the desired flows x 1 , x 2 if and only if N contains paths 33 P 1 , P 2 , Q 1 , Q 2 where P i is an (s 1 , t 1 )-path i = 1, 2 and Q j is an (s 2 , t 2 )-path j = 1, 2 such that P i and 34 Q j are vertex disjoint for i, j ∈ {1, 2}.
35
We claim that N has these paths if and only if there is a directed path from (s 1 , s 1 , s 2 , s 2 ) to 36 (t 1 , t 1 , t 2 , t 2 ) in D N . Suppose first that P 1 , P 2 , Q 1 , Q 2 are paths such P i and Q j are vertex disjoint 37 i, j ∈ {1, 2} and such that x 1 is the union of flows of value 1 on P 1 , P 2 and x 2 is the union of flows 38 of value 1 on Q 1 , Q 2 . Let O be an acyclic ordering 5 of N . Clearly P 1 , P 2 , Q 1 , Q 2 move consistently 39 with O. Hence we can find a path from (s 1 , s 1 , s 2 , s 2 ) to (t 1 , t 1 , t 2 , t 2 ) in D N by processing the 40 arcs of P 1 , P 2 , Q 1 , Q 2 one by one, always modifying (by following the corresponding arc from one 41 of P 1 , P 2 , Q 1 , Q 2 ) a coordinate of the current 4-tuple whose current vertex is not one of t 1 , t 2 and 42 which has the lowest number in O. Observe that such a vertex is minimal in the corresponding 4- 
45
(t 1 , h, e, e)(t 1 , h, e, f )(
Here we have fol- Figure 5 : A feasible solution to the flow problem where x (resp. y) follows the full (resp. dotted) arcs.
Suppose now that there is a directed path P from (s 1 , s 1 , s 2 , s 2 ) to (t 1 , t 1 , t 2 , t 2 ) in D N . We claim 1 that we can extract the desired paths P 1 , P 2 , Q 1 , Q 2 as above from P . We do this simply by following 2 the arcs of P and extending P 1 , P 2 , Q 1 or Q 2 in each step depending on which coordinate was changed
3
(it is possible that two cousin coordinates changed at the same time in which case
share the corresponding arc of N ). Clearly this gives two (s 1 , t 1 )-paths P 1 , P 2 and two (s 2 , t 2 )-paths 5 Q 1 , Q 2 so that an arc is used by both of P 1 , P 2 (resp. Q 1 , Q 2 ) only if it has capacity 2. It remains 6 to show that P i , Q j are vertex disjoint. Suppose this is not the case and that some vertex v belongs 7 to both P i and Q j . Without loss of generality, when we extract P i and Q j from P we add v to P i 
22
Similarly, we can mimic higher capacities as long as they are bounded above by some integer U . We can be shown using analogous arguments to those above. odd) if all the cycles of C have even (resp. odd) length. The even cycle factor problem (resp. the odd 37 cycle factor problem) consists in deciding whether or not a given digraph contain an even (resp. odd) 38 cycle factor.
39
Lemma 6.1 It is NP-complete to decide whether or not a digraph has an even cycle factor (resp. an 40 odd cycle factor). This also holds for digraphs without 2-cycles (oriented graphs).
41
Proof: First we reduce the 2-linkage problem to the even cycle factor problem in polynomial time.
42
Given an instance [D = (V, A), s 1 , s of the gadget H v , but it forces the cycle factor to contain digons.
18
We can also reduce the 2-linkage problem to the odd cycle factor problem in polynomial time. The 19 reduction is quite similar. Given an instance D of the 2-linkage problem (for which we may assume There are many more questions to study which are related to the questions which we dealt with in 2 the paper. Some of these are basic questions about flows in networks. The following problem is easy 3 to solve for k = 1 using a modification of Dijkstra's algorithm to find a maximum capacity (s, t)-path 4 (this idea was already used in the classical paper by Edmonds and Karp [10]). Already for k = 2 the 5 problem becomes NP-complete.
6
Theorem 7.1 [2] For every fixed natural number k ≥ 2 it is NP-hard to find, for a given network N 7 with source s and sink t, the maximum value of an (s, t)-flow which can be decomposed into at most 8 k paths in N .
9
The following seems closely related. Again we can decide in polynomial time whether p = 1.
10
Problem 7.2 What is the complexity of the following problem: Given network N with source s and 11 sink t which has an (s, t)-flow of value k; find the minimum natural number p so that N has an 12 (s, t)-flow of value k which can be decomposed (via flow decomposition) into p (s, t)-paths and some 13 cycles?
14
We can also ask for the complexity of finding a decomposition of a prescribed flow into as few 15 paths (and some cycles) as possible.
16
Problem 7.3 Is there a polynomial algorithm for finding, in a given network N and a given (s, t)- and u ij ∈ [f (n)] for all arcs ij ∈ A.
22
By the results in Section 3 we have 2 < f (n) ≤ n − 1. 
27
Problem 7.5 Is there a polynomial algorithm for deciding whether a digraph D has three arc-disjoint 28 cycle factors F 1 , F 2 , F 3 such that F 1 , F 3 and F 2 , F 3 are arc-disjoint and F 1 , F 2 share at most k arcs?
29
For k = 0 this can be solved by checking, via a maxflow algorithm, whether D contains a spanning 30 3-regular digraph.
