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1. INTRODUCTION 
Let F(x) be the distribution function of a normal random 
variable X with unknown mean and unknown variance and let x0 
be a given specification limit. The minimum variance unbiased 
es ti:::na te vf F (.:;~0 ) has appeared in the literature in two differ--
ent forms. In this ncte we show that the two are equivalent, 
comment on the relative merits of each, and discuss some methods 
of evaluating the estimate. (Yfe note that if we assume that all 
derivations have been ~ade without error, the equivalence is 
already established since the minimur::t variance unbiased esti-
mate is unique.) 
2, TWO EXPRESSIONS FOR THE ESTIMATE 
In 1952 Bowker and Goode [3] gave without derivation the 
estimete of F(x0 ) as 
1\ 
p = 0 kv ~ -1 
= Pr(Y< ~ +t kit) -1< kv <1 ( 2. 1) 
= 1 kv ~ 1 
where v = (x0-x)/s 
' 
r 
k = Vn /(n-1) , Y has the beta density 
function 
g(y) 
~-~-1 n-2 -1 
= 1 y~ ~-y) 2 
Q cn·-·2 n~2 ':\ 
1-' -2'-2-1 
O<y <1 ( 2. 2) 
and x s 2 are the usual nnbiased estinatet~ of the mean 
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and variance. In 1955 Liberman and Resnikoff [?] gave a deri-
vation yielding the same result and presented an extensive 
table giving ~ :i.f v < 0 , 1-~ for v >0 for lvl= 
.1(.1).3(.01)3.90 and n = 3,4,5,7,10(5)40,50,75,100,150,200. 
This table was later incorporated in Military Standard 414 [8] 
-:1:n.d. can also be found in a textbook by Bowker and Lieberman [4]. 
Of course, (2. 1) can also.· oe evaluated from the Pearson [11] 
table of the incomplete beta function which contains entries 
for n- 2 = 1(1)22(2)100 • However, linear interpolation with 
the latter table is not as satisfactory as with the former table 
wbich contains more entries fo~ each n • 
In 1961 Barton [1] derived the estimate in another form 
which was later reproduced in 1964 by Basu [2l and in 1965 by 
Folks, Pierce and Stewart [51. The latter authors showed that 
the Barton estimate may be evaluated from the cumulative 
t-distributiou. Their result may be written as 
kv ~ -1 
-1< kv< 1 (2.3) 
= 1 kv ? 1 
where T has a t-distribution with n-2 degrees of freedom. 
Apparently none of the authors of these three papers was aware 
of the results rr.entioned in the previous parag1aph. 
3. RELATIONSHIP BETWEEN THE t AND F DISTRIBUTIONS WHICH 
YIELDS EQUIVALENCE OF THE ESTI~!ATES 
If Y has the density (2.2) it is a routine exeroise to 
show that F = (1-Y)/Y has an F-distribution with n-2, n-2 
degrees of freedom and that the middle line of (2.1) can be 
written as 
0 = Pr(F > 1 -~) = Pr(F < 1+kv) 
· 1+kv 1--kv ( 3. 1 ) 
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If T has a t-distribution with n-2 degrees of freedom 
and F is defined b;y-
c-: 
T = 'v~J;tF) (3.2) 
2 F 
then F has an F-distribution with n-2, n-2 degrees of 
free~om. This follows by the change of variable tec~~ique and 
the relationship 
2r- 1 r(~)r(~) 
r(r~ = -~---­
r( ~) 
where in our problem r = n-2 . 
(3.3) 
Usint; the ·~rans.formation (3.2) on (3.1) yields the middle 
line of (2.3). Hence the equivalence of the two estimates is 
established. 
Incidently, we have shown how transformation (3.2) relates 
the t-distribution with r degrees of freedom and the F-dis-
tribution with r, r degrees of freedom. (It is a standard 
textbook problem to show how F = T2 relates the t-distribution 
and the F-distribution with 1, r degrees of freedom.) Hence, 
if we have a good cumulative t-table, we also have a good 
cumulative F-table for the o..ase :_f equal degrees of freedom. 
4-. SOME OBSERVATIONS AND COMPARISONS 
The obvious advantage of using (2.3) rather than (2.1)· is 
that tables of the t-distribution are readily available and 
appear in most textbooks. Two good tables of this type appear 
in publications by Owen [9, pp. 28-30] and Hald [6, p. 39]. 
These tables, designed for testing hypotheses and obtaining 
confidence intervals, are not well adapted to evaluating (2.3) 
since it is necessary to interoplate over relatively long 
intervals of probability levels. Consequently, estimates so 
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obtained are usually not accurate to more than two decimal 
places (if that). 
As an alternative to the standard type t-table we could 
use the Pearson and Hartley [10~ pp. 138-140] table of the 
cumulative t-distribution which contains entries for n-2 
:-:: 1 (1 )24,30,4-0,60, 120, or~. Then, however 9 we might ~ust as well 
use the Lieberman.,.Resnikoff [7] tabl8 (except for the small n 
missing from the table) since the latter table contains con-
siderably more entries. 
The Lieberman and Resnikoff table is actually a good table 
of the cumulative t-distribution (in that it has a large number 
of entries)"and the cumulative F-distribution with equal 
degrees of:.fbeedom. When· entered .with -··.n .and 
v = (n-1 ) I to l 
2 "'""'" ln(n-2+t0 )] 2 
the table gives for n-2 deg~ees of freedom 
Pr(T < to) if to < 0 
Pr(T > to) if to > 0 
~~en entered with n and 
v = 
\ 1-F0 1 (n-1) 
( 1 +F 0 )vn 
it gives for n-2,n-2 degrees of freedom 
5. 
Pr(F < F0 ) if F0 < 1 
Pr(F > F0 ) if F0 > 1 
A NUMERICAL EXAMPLE Exam121e 5. 1 
·.I': 
( 4. 1 ) 
(4.2) 
(4.3) 
(4.4) 
As a numerical example illustrating the evaluation of 
(\ 
will p we use the same one considered by Folks, Pierce, and 
[5,pA-5]. They had -- 111 18 ~ 5 9 2 1 0. Stewart X = xo = n = s = ' 9 
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(Like those authors we will ignore the problem of significant 
figures.) 
We enter the Lieberman and Resnikoff [7] table with 
r-
v = 4/., 10 = 1.2648 and n = 5 • We obtain with 
v = 1 . 2 6 1 /\ -p = .0921 
1.2648 1\ .0909 by linear interpolation v = 1-p = 
1 . 27 1\ .0896 v = 1-p = 
Hence 1\ .9091. p = 
To use a t-table we need (2.3) which becomes Pr(T < 1.732). 
With the standard type table we find (as the above authors did) 
Pr(T < 1.638) = .90 
B = Pr(T < 1.732) = .9066 
Pr(T < 2.353) = .95 
by linear interpolation 
From the Pearson and Hartley [10] table we find 
~P;(T ~·1;7) ~- ;~6~15 
B = Pr(T < 1.732) = .9090 
Pr(T < 1.8) = .91516 
by linear interpolation 
To use the incomplete beta table of Pearson [11] we need 
(2.1) which becomes Pr(Y <.8535). We get 
Pr(Y <.85) = .9059398 
1\ p = Pr(Y <.8535) = .9091 by linear interpolation 
Pr(Y <.86) = .9149054 
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