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THE SUM
∑q−1
k=0
(
2k
k
)
FOR q A POWER OF 3
S. MATTAREI
Abstract. We prove that
∑q−1
k=0
(
2k
k
) ≡ q2 (mod 3q2) if q > 1 is a power of 3,
as recently conjectured by Z.W. Sun and R. Tauraso. Our more precise result
actually implies that the value of (1/q2)
∑q−1
k=0
(
2k
k
)
modulo a fixed arbitrary
power of 3 is independent of q, for q a power of 3 large enough, and shows how
such value can be efficiently computed.
1. Introduction
The sum of central binomial coefficients
∑q−1
k=0
(
2k
k
)
, where q is a power of a
prime p, has recently received some attention. Because of the connection with the
combinatorially more interesting Catalan numbers Cn =
(
2n
n
)−( 2n
n+1
)
, its variation∑q−1
k=0
(
2k
k+d
)
has also been considered, where d is a fixed integer. In particular, the
congruence
(1)
q−1∑
k=0
(
2k
k + d
)
≡
(
q − d
3
)
(mod p)
was first noted and proved by H. Pan and Z.W. Sun in [PS06], in the special
case where q = p. Here
(
a
3
)
is a Legendre symbol, hence uniquely determined by(
a
3
) ∈ {0,±1} and (a
3
) ≡ a (mod p).
Congruence (1) has been extended in [ST] to a congruence modulo p2, which
generally involves additional terms. However, in the special case d = 0 (as well
as the case d = 1 if p 6= 3), congruence (1) remains true modulo p2 in the form
stated above. In particular, when p = 3 the sum
∑q−1
k=0
(
2k
k
)
is a multiple of 9. In
fact, Z.W. Sun and R. Tauraso have noted that it is actually a multiple of q2: they
conjecture in [ST] that
(2)
1
q2
q−1∑
k=0
(
2k
k
)
≡ 1 (mod 3)
if q > 1 is a power of 3. In this note we confirm this conjecture by proving the
following stronger result. We write Hk−1 =
∑
0<i<k 1/i for the harmonic numbers.
Theorem 1. Let q = 3f , and let e < f be an integer such that 4 ·3e−1+e ≥ 2f+2.
Then
1
q2
q−1∑
k=0
(
2k
k
)
≡ −β
(
2q
q
)
(mod 3f−2e+2),
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where β is the 3-adic integer
β =
∞∑
k=2
3k−1
k
(
2k
k
)−1
Hk−1 = 1 + 3 + 2 · 33 + 2 · 34 + 2 · 35 + 37 + 2 · 311 + · · · .
The condition 4 · 3e−1 + e ≥ 2f + 2 is quite close to optimal for the validity of
Theorem 1. It can be slightly weakened at the expense of a more tedious argument,
as we explain in Remark 5.
The following simple proposition gives an upper bound of the number of terms
required for the 3-adic evaluation of β with the precision needed in Theorem 1,
depending on f and e. In particular, it shows that the number of necessary terms
is O(log q). However, a number of terms independent of q will suffice if we choose
e at a fixed distance from f/2, as we will illustrate below.
Proposition 2. With notation as in Theorem 1 we have
β ≡
s∑
k=2
3k−1
k
(
2k
k
)−1
Hk−1 (mod 3
f−2e+2),
where s ≥ 2 is any integer such that 3s/(2s2) ≥ 3f−2e+1.
Theorem 1 provides the most precise 3-adic evaluation of our binomial sum when
e is chosen as small as possible, which means e =
⌊
log
(
(f + 1)/2
)
/ log 3
⌋
+ 2 in
most cases, and occasionally one less, namely, when 3e−1 < (f +1)/2 ≤ 3e−1+ e/4
for some integer e. However, other choices of e produce weaker but interesting
results.
In particular, to confirm the conjectured congruence (2) we may set e = ⌊(f +
1)/2⌋ in Theorem 1. This is allowed for f = 1 or f > 2, but for f = 2 as well if
we take Remark 5 into account. Then f − 2e+ 2 ≥ 1, and congruence (2) follows
because β ≡ 1 (mod 3) and (2q
q
) ≡ 2 (mod p) if q is a power of a prime p.
By applying Theorem 1 with e = ⌊(f − 3)/2⌋ and using a congruence of Jacob-
sthal we prove the following refinement of congruence (2).
Corollary 3. If q > 3 is a power of 3 we have
1
q2
q−1∑
k=0
(
2k
k
)
≡ 217 (mod 35).
Because 217 = 1+ 8 · 33, Corollary 3 implies that congruence (2) actually holds
modulo 33. Note that the congruence of Corollary 3 becomes an equality when
q = 9, while congruence (2) becomes an equality when q = 3. We summarize
further refinements in the following statement, which is obtained by applying
Theorem 1 with e = ⌊(f + 1)/2⌋ − a.
Corollary 4. If a is a positive integer then
1
q2
q−1∑
k=0
(
2k
k
)
= −βγ (mod 32a+1)
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for f ≥ 2a+ 2 log(4a)/ log 3 + 2, where γ is the 3-adic integer γ = lim
f→∞
(
2 · 3f
3f
)
.
Machine calculations and heuristics suggest that the congruence of Corollary 4
should hold for f ≥ a, but not for f ≥ a − 1. (This justifies our choice of
the modulus 32a+1.) However, our method falls short of proving this, by a finite
amount of computation for each value of a. A machine calculation shows that
−βγ = 1 + 2 · 33 + 2 · 34 + 2 · 35 + 36 + 37 + 310 + · · · .
In Section 2 we present the main arguments which prove the results stated
here. To avoid distracting the reader we postpone to Section 3 the statements
and proofs of some auxiliary results. These include elementary congruences for
binomial coefficients which we need in the course of the proofs. A less elementary
ingredient is Lemma 9, whose proof depends on the use of generating functions in
a p-adic context.
2. Proofs of the main results
Our proof of Theorem 1 starts with some direct manipulations of the sum∑n−1
k=0
(
2k
k
)
.
Proof of Theorem 1. Evaluating the polynomial identity
∑
k≤m
(
m+ r
k
)
xkym−k =
∑
k≤m
(−r
k
)
(−x)k(x+ y)m−k,
which is [GKP94, Equation (5.19)], on x = 4 and y = −3 and reading it from
right to left we obtain
n−1∑
k=0
(
2k
k
)
=
n−1∑
k=0
(−4)k
(−1/2
k
)
=
n−1∑
k=0
4k(−3)n−1−k
(
n− 1/2
k
)
=
n∑
k=1
4n−k(−3)k−1
(
n− 1/2
n− k
)
.
The advantage of this last sum over the original sum is that, because of the power
of 3 involved, its 3-adic order and leading term are determined by its initial terms.
A standard identity, which can be found in [GKP94, Equation (5.36)], shows that
the very first term of the sum, where k = 1, equals
4n−1
(
n− 1/2
n− 1
)
= 22n−1n
(
n− 1/2
n
)
=
n
2
(
2n
n
)
.
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We collect it from our sum using(
n− 1/2
n− k
)
= 2k−1
(n− 1)(n− 2) · · · (n− k + 1)
3 · 5 · · · (2k − 1)
(
n− 1/2
n− 1
)
= 2k−1
(n− 1)!
(n− k)! ·
2k k!
(2k)!
(
n− 1/2
n− 1
)
=
22k−1
k
(
n− 1
k − 1
)(
2k
k
)−1(
n− 1/2
n− 1
)
,
and hence obtain
(3)
n−1∑
k=0
(
2k
k
)
= n
(
2n
n
) n∑
k=1
(−3)k−1
k
(
2k
k
)−1(
n− 1
k − 1
)
.
Now set n = q, a power of p = 3. Because (−3)k−1k−1(2k
k
)−1
is a 3-adic integer
for all k ≥ 1, as follows from Lemma 6, for example, Equation (3) already shows
that
∑q−1
k=0
(
2k
k
)
is a multiple of q. To proceed further we need to consider 3-adic
estimates of the individual terms of the sum at the right-hand side of Equation 3.
For that purpose we split the summation range into two segments 0 < k ≤ 4 · 3e−1
and 4 · 3e−1 < k ≤ q, where e is a positive integer, hence satisfying e < f . The
choice of the splitting point is motivated by Lemma 7.
We start by noting that the restriction of the sum to the higher portion of the
range vanishes modulo a high power of 3. In fact, if e > 1 then Lemma 6 implies
(4)
3k−1
k
(
2k
k
)−1
≡ 0 (mod 34·3e−1−e) for k > 4 · 3e−1.
The exponent of 3 in the modulus is due the fact that 3e is the largest power of 3
not exceeding 2(4 ·3e−1+1)−1 if e > 1. This shows that the congruence holds for
k = 4 · 3e−1+1. Beyond that value of k we can proceed by induction: each time k
is incremented by one, the new factor 3k−1 would actually allow us to multiply the
modulus by 3, possibly except when the new 2k − 1 equals a power of 3. When
e = 1, congruence (4) only holds modulo 32, instead of 33 as the formula would
read, but we will see in the next paragraph that this difference is immaterial.
Now we deal with the lower part of the range. According to Lemma 7, we have(
q
k
)
≡ (−1)k−1q/k (mod 32f−2e+2)
for 0 < k < 4 · 3e−1, and hence
(5)
(
q − 1
k − 1
)
=
k−1∑
i=0
(−1)k+i−1
(
q
i
)
≡ (−1)k−1(1− qHk−1) (mod 32f−2e+2)
for 0 < k ≤ 4 · 3e−1. To be able to neglect the higher portion of the summation
range based on congruence (4), we now assume that 4 · 3e−1 − e ≥ 2f − 2e + 2,
which amounts to the hypothesis stated in Theorem 1. Note that when e = 1
we actually need to assume the strict inequality 5 > 2f + 2, but this makes no
difference as f is a positive integer.
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Under this assumption, and noting that qHk−1 ≡ 0 (mod p) for k ≤ q, Equa-
tions (3), (4) and (5) yield
q−1
(
2q
q
)−1 q−1∑
k=0
(
2k
k
)
=
q∑
k=1
(−3)k−1
k
(
2k
k
)−1(
q − 1
k − 1
)
≡
m∑
k=1
3k−1
k
(
2k
k
)−1
− q
m∑
k=2
3k−1
k
(
2k
k
)−1
Hk−1 (mod 3
2f−2e+2),
where m is any integer with m ≥ 4 · 3e−1. The crucial Lemma 9 shows that the
first sum in the last expression is congruent to zero, and the desired conclusion
follows. 
Remark 5. The modulus in congruence (4) is best possible when e = 2, but can
be increased to 34·3
e−1
when e > 2. This can be proved by adapting the proof of
Lemma 6 to the expression being evaluated in congruence (4), in the specific range
for k under consideration. However, it would only give a marginal improvement
to Theorem 1 for q large (relaxing the condition on e to 4 · 3e−1 + 2e ≥ 2f + 2 for
e > 2), at the expense of a tedious argument.
The proof of Theorem 1 already shows that the congruence in Proposition 2
holds for any s ≥ 4 · 3e−1. This bound is nearly optimal if e is chosen as small as
possible, but can be lowered otherwise, as we prove now.
Proof of Proposition 2. As we did for congruence (4) in the Proof of Theorem 1,
we prove by induction on k that
(6)
3k−1
k
(
2k
k
)−1
Hk−1 ≡ 0 (mod 3f−2e+2) for k > s,
where s satisfies an appropriate condition, to be determined in the course of the
proof.
According to Lemma 6, the factor 3
k−1
k
(
2k
k
)−1
is congruent to zero modulo 3k−1
divided by the largest power of 3 not exceeding 2k − 1. This remains true after
multiplying by the other factorHk−1 provided we further divide the modulus by the
largest power of 3 not exceeding k−1. Hence the case k = s+1 of congruence (6)
holds if s − ⌊log(2s2 + s)/ log(3)⌋ ≥ f − 2e + 2. Beyond that initial value of k,
each time k is incremented by one we can actually multiply by 3 the modulus in
congruence (6), possibly except when either k − 1 or 2k − 1 equals a power of 3
(for the new value of k), which will never occur simultaneously.
We can slightly weaken and simplify the condition found for s by arguing as fol-
lows. Taking into account the second statement in Lemma 6, the above argument
shows that if 2s + 1 is not a power of 3 then a sufficient condition for congru-
ence (6) to hold is s−⌊log(2s2)/ log 3⌋ ≥ f −2e+2. However, one easily sees that
if 2s + 1 is a power of 3 this condition on s is equivalent to the condition found
earlier. Finally, because 2s2 cannot be a power of 3 our condition is equivalent to
s− log(2s2)/ log 3 ≥ f − 2e+ 1, that is, 3s/(2s2) ≥ 3f−2e+1. 
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Proofs of Corollaries 3 and 4. We start with proving the more general Corollary 4.
We set e = ⌊(f + 1)/2⌋ − a in Theorem 1, so that f − 2e+ 2 equals 2a + 1 when
f is odd, and 2a + 2 when f is even. Then Theorem 1 can be applied as soon
as 4 · 3e−1 ≥ 3e + 4a when f is odd, and 4 · 3e−1 ≥ 3e + 4a + 2 when f is
even. These are satisfied for f sufficiently large, a rough sufficient condition being
f ≥ 2a + 2 log(4a)/ log 3 + 2. Now Lemma 11 shows that the 3-adic limit γ of(
2q
q
)
exists, for q = 3f tending to infinity, and also that
(
2q
q
) ≡ γ (mod 32a+1) if f
satisfies the above condition, because then 3f + 2 ≥ 2a + 1. This completes the
proof of Corollary 4. For even f , in the stated range, we have actually proved the
congruence modulo 32a+2.
To prove Corollary 3 we set a = 2. Because −βγ ≡ 217 (mod 35), the desired
conclusion follows from Corollary 4 for f sufficiently large, namely, for f ≥ 9
if we use the more precise sufficient conditions stated above. For the remaining
values 1 < f < 9 the congruence can be and has been checked by computer.
This is a matter of a few seconds for f ≤ 7, and a few minutes for f = 8.
However, the necessary calculations can also be speeded up by an appropriate use
of Equations (3) and (4). 
3. Some auxiliary results
Lemma 6. Let p be a prime and k a positive integer. Then the highest power of
p which divides k
(
2k
k
)
does not exceed 2k− 1 if p > 2, and k+1 if p = 2. Equality
in these bounds is attained exactly when 2k − 1 is a power of p > 2, or k + 1 is a
power of p = 2.
Proof. According to a well-known theorem of Kummer, the p-adic order ordp
((
n
k
))
of a binomial coefficient
(
n
k
)
, with 0 ≤ k ≤ n, equals the number of carries which
occur in adding up k and n− k written in base p. The smallest k which requires
a carries to add to itself in base p is k = (pa− 1)/2+ 1 if p is odd, and k = 2a− 1
if p = 2. For p > 2 it follows that the largest power of p dividing
(
2k
k
)
does not
exceed 2k−1. The same holds for k(2k
k
)
if k is prime to p. The general case follows
from this by noting that if k is a multiple of p then k
(
2k
k
)
has the same p-adic order
as p · (k/p)(2k/p
k/p
)
, again according to Kummer’s theorem. Similar arguments apply
for p = 2. The assertion about equality in the bounds follows as well. 
If q is a power of a prime p, it is well known and easy to see that
(
q
k
) ≡
(−1)k−1q/k (mod p2) for 0 < k < q. This actually holds modulo 8 when p = 2,
but for odd p one can prove that the modulus is best possible. However, the
modulus can be increased if one only requires the congruence to hold on a shorter
range, as in the following result.
Lemma 7. Let pe ≤ pf = q be powers of a prime p. Then(
q
k
)
≡ (−1)k−1q/k (mod p2f−2e+2)
for 0 < k < pe.
Furthermore, if p > 2 and e < f the congruence holds for 0 < k < pe + pe−1.
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Proof. We have
(7)
(
q
k
)
=
q
k
(
q − 1
k − 1
)
≡ 0 (mod pf−e+1)
for 0 < k < pe. It follows that
(8)
(
q − 1
k − 1
)
=
k−1∑
i=0
(−1)k+i−1
(
q
i
)
≡ (−1)k−1 (mod pf−e+1)
for 0 < k ≤ pe, and hence
(9)
(
q
k
)
=
q
k
(
q − 1
k − 1
)
≡ (−1)k−1q/k (mod p2f−2e+2)
for 0 < k < pe.
Now assume p > 2 and e < f . Then
∑p−1
i=1 1/i ≡ 0 (mod p), and hence∑pe−1
i=1 q/i ≡ 0 (mod pf−e+2). Using congruence (9) and this fact we can refine
the case k = pe of congruence (8) to
(
q − 1
pe − 1
)
=
pe−1∑
i=0
(−1)i
(
q
i
)
≡ 1−
pe−1∑
i=0
q
i
≡ 1 (mod pf−e+2),
which in turn allows us to extend congruence (9) to k = pe. In particular, we have(
q
pe
) ≡ q/pe (mod pf−e+1). Because congruence (7) holds also for pe < k < 2pe,
we have(
q − 1
k − 1
)
=
k−1∑
i=0
(−1)k+i−1
(
q
i
)
≡ (−1)k−1(1− q/pe) (mod pf−e+1)
for pe < k ≤ 2pe. This allows us to extend the range of congruence (9) to
0 < k < pe + pe−1, as desired. 
Remark 8. By continuing the above argument one sees that the congruence of
Lemma 7 does not extend to k = pe + pe−1, and hence the longer range given for
p > 2 is optimal.
When p = 2 the argument shows that the congruence fails to hold beyond the
shorter range. However, over that range its modulus can be slightly increased,
namely,
(10)
(
q
k
)
≡ (−1)k−1q/k (mod 22f−2e+3)
for 0 < k < 2e. In fact, this follows from congruence (8) with the only exception
of the case k = 2e−1. However, in the range 0 < k < 2e congruence (7) holds
modulo 2f−e+2, and hence so does congruence (8), which implies the truth of
congruence (10) for k = 2e−1 as well.
In this paper we only need the case p = 3 of the following result, but it takes
no more effort to deal with an arbitrary odd prime p. In the following statement√−p is a root of x2 + p = 0 in an extension of Qp.
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Lemma 9. Let p be an odd prime. In the p-adic field Qp(
√−p) we have
∞∑
k=1
pk
k
(
2k
k
)−1
=
−√−p√
1− p/4 log
(√
1− p/4 +√−p/2
)
.
In particular, in Q3 we have
∞∑
k=1
3k
k
(
2k
k
)−1
= 0.
Proof. According to [Leh85], for real x with |x| < 1 we have
(11)
2 x arcsin x√
1− x2 =
∞∑
k=1
(2x)2k
k
(
2k
k
)−1
.
Hence this is also an identity of formal power series in C[[x]], which we prefer to
write in the equivalent form
(12)
−2 x√
1 + x2
log
(√
1 + x2 + x
)
=
∞∑
k=1
(−4x2)k
k
(
2k
k
)−1
,
obtained by replacing x with ix and using the fact that −i arcsin(ix) = arcsinh x =
log
(
x +
√
1 + x2
)
. Of course, in the formal setting, the logarithmic expression at
the left-hand side stands for the result f ◦g of composing the power series without
constant term
g(x) = −1 +
√
1 + x2 + x = x+
x2
2
∞∑
k=0
(−x2/4)k
k + 1
(
2k
k
)
with the logarithmic series f(x) = log(1 + x) = −∑∞k=1(−x)k/k.
Because of our assumption that p is odd, the series g(x) has radius of conver-
gence rg = 1. Hence it converges for x =
√−p/2, as |√−p/2|p = p−1/2 < 1. Fur-
thermore, the condition Mp−1/2(g) < rf = 1 of [Rob00, Theorem 6.1.5] is satisfied:
writing g(x) =
∑
n>0 anx
n we have Mp−1/2(g) = maxn>0
(|an|p ·p−n/2) = p−1/2 < 1.
Consequently, we have
(f ◦ g)(√−p/2) = f(g(√−p/2)) = log (√1− p/4 +√−p/2) ,
and the claimed formula follows.
When p = 3 the argument of the logarithm is (1+
√−3)/2, a cube root of unity.
The conclusion follows because the p-adic logarithm vanishes on all pa-th roots of
unity. 
Remark 10. The formula given in Lemma 9 is meaningful also when p = 2. In
fact, one can prove by a different method that the formula evaluates correctly
in the dyadic field Q2(
√−2), and hence ∑∞k=1 2k k−1(2kk )−1 = 0 in Q2, because
the argument of the logarithm is
√−1/2 +√1/2, an eight root of unity. How-
ever, our proof cannot cover that case, because the component series
√
1 + x2
and log
(√
1 + x2 + x
)
at the left-hand side of Equation (12) (as well as the se-
ries arcsin(x) at the left-hand side of Equation (11)) have convergence radius 1/2,
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and hence do not converge for x =
√−2/2. The series at the right-hand side of
Equation (12) has radius of convergence 2 in this case.
In this connection it may be worth noting that
∑∞
k=1 4
k k−1
(
2k
k
)−1
= −2 in Q2.
This is still not accessible to the argument in the proof of Lemma 9, but follows
from the fact that the partial sums of this special series admit a closed form, due
to the identity
n∑
k=1
4k
2k
(
2k
k
)−1
= 4n
(
2n
n
)−1
− 1.
This identity is [Gou72, Equation (2.9)], and can be easily proved by induction.
The final auxiliary result which we have used in Section 2 is essentially due to
Jacobsthal, and is a generalization of Wolstenholme’s congruence 1
2
(
2p
p
)
=
(
2p−1
p−1
) ≡
1 (mod p3), for a prime p > 3 (but only modulo 32 for p = 3).
Lemma 11. Let pe ≤ q = pf be powers of an odd prime p. If p > 3 then(
2q
q
)
≡
(
2pe
pe
)
(mod p3e+3).
If p = 3 the congruence holds modulo p3e+2.
Proof. The statement follows by induction on f , starting with f = e, using the
following more general fact, due to Jacobsthal (see Remark 12): if p is an odd
prime and 0 < k < n are integers, then
(13)
(
pn
pk
)/(
n
k
)
≡ 1 (mod r),
where r is the largest power of p which divides p3nk(n−k) if p > 3, and p2nk(n−k)
if p = 3. 
Remark 12. As mentioned in [Gra97], which contains a proof, congruence (13) goes
back to Jacobsthal in the early 1950’s. Because the original source is not easily
accessible, the result was rediscovered by various authors, including Kazandzidis
in the late 1960’s, to whom some later authors gave credit. Among the latter
authors are Robert and Zuber [RZ95] (see also [Rob00, Chapter 7, Section 1.6]),
who gave a proof based on properties of the Morita p-adic gamma function.
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