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Many problems of practical importance can be translated into the study of a real-valued objective function
of several continuous variables. The graph of such an objective function defines a surface that we term
“landscape”. Different aspects of the same landscape might be of interest, but attainable only through
independent means. For example, when the main objective is optimization, one can use Evolutionary
Algorithms (EAs) to generate a search path designed to be biased toward the set of optima of the landscape.
If the main purpose is to compute the global sensitivity [1] of the objective function with respect to its
parameters, sampling strategies tailored to this problem are available in order to avoid a bias in the estimate
due to bad sampling of the landscape. Nevertheless, when evaluations of the objective function are costly,
the ability to achieve such conflicting tasks at once becomes crucial. We present here a generic estimation
procedure for off-line global and local sensitivity indices from samples generated by an EA optimizer.
Sensitivity analysis (SA) quantifies the impact of variations in the input parameters on the objective
function using either local or global indices. Local indices (scaled partial derivatives, Morris’ method, etc.)
quantify the sensitivity around a nominal value, resulting in easy-to-compute quantities at the cost of
locality. Global indices are computed over a wide range of possible input values, which is computationally
harder. In the following, we focus on variance-based global sensitivity indices (GSIs) [1]. Let us denote
f : D ⊂ Rd → R the objective function and X = (Xi)i=1,··· ,d a d-dimensional random variable. The first
order GSIs (Sk)k=1,··· ,d read:
Sk =
V[E[f(X)|Xk]]
V[f(X)]
,
where V[·] and E[·] denote the variance and the expectation, respectively. Sk measures the ratio between
the output variance of the best (in a mean-square error sense) univariate predictor E[f(X) | Xk] of f and
the total output variance. It is clear that if f were a function of Xk only, Sk would be 1. Higher-order
indices, built by higher-order conditioning, lead to an ANOVA-like decomposition of the contributions of
the input parameters to the objective function. We restrict our presentation to first-order indices and to
a box domain D = [a1, b1]× · · · × [ai, bi]× · · · × [ad, bd].
One way of assessing the sensitivities of f only is to sample the domain D uniformly. If the samples are
produced by an EA, however, direct use of the above formula leads to wrong sensitivities, in the sense that
the indices would be computed with respect to the sampling generated by the EA search. Different searches
and different algorithms would hence return different estimates. In order to compute the sensitivities of
the objective function only, we need to “normalize” the biased sampling of the landscape in some sense.
To this end, we express the targeted moments under uniform sampling with respect to the sampling
probability distribution “used” by the EA. This is inspired by importance sampling. Let us denote by Eµ[·]
the expectation under probability law µ. The absence of a subscript indicates sampling with a uniform
probability distribution. We make use of the following equality:
E[f(X) | Xk] = Eµ−k|k [f(X)wk(X)|Xk]
with the importance weights
wk(X) :=
∏
i={1,··· ,d}\{k} uai,bi(Xi)
µ−k|k (X−k|Xk) ,
where uai,bi is the probability distribution function (p.d.f.) of a uniform continuous random variable in
[ai, bi], µ−k|k is the conditional p.d.f. of µ with respect to Xk, and X−k := (X1, · · · , Xk−1, Xk+1, · · · , Xd).
Suppose that a given EA has generated the data (f(Xj),Xj)j={1,··· ,N} and that we know how each datum
has been generated according to the p.d.f. µj. Estimation of the first order indices Sk := NkDk involves four
steps:
1. Weight each data point with its appropriate importance weight, such that we have for each dimension
k the new data set (Ykj = f(Xj)wk(Xj),Xj)j={1,··· ,N},k={1,··· ,d}.
2. Estimate at theNq query points (xk1, · · · , xkq, · · · , xkNq)k={1,··· ,d} the conditional expectationsmk(xkq) =
E[Yk|Xk = xkq] using local polynomial regression [3].
3. Compute the variance in the numerator using a numerical quadrature rule on the quadrature points
(xkq)q={1,··· ,Nq},k={1,··· ,d} to get N̂k ≈
∫ (
m̂k(x)−
∫
m̂k(x)uak,bk(x) dx
)2
uak,bk(x) dx.
4. Compute D̂k with the classical unbiased empirical variance estimate on the data (f(Xj)wD(Xj))j={1,··· ,N}
with the whole domain weight wD :=
∏
i={1,··· ,d} uai,bi (Xj)
µj(Xj)
.
The first step uses the known distributions µj that generated the data in order to build in the second
step an unbiased estimation of the conditional expectation under uniform sampling, in a way similar
to importance sampling. The computational efficiency of this step relies on the ability to compute the
conditional p.d.f. µj,−k|k(·). This is easily done if the EA used a multivariate Gaussian to generate the
samples at each generation, as is the case for example in the Covariance Matrix Adaptation Evolutionary
Strategy (CMA-ES) [2].
The second step uses a non-parametric procedure to estimate the conditional expectations. We could
have used any linear smoother to do so, but we chose local polynomials for their nice theoretical and
computational properties [3]. This technique approximates locally the regression function by a polynomial
of degree p:
Pp(u;β) =
p∑
l=0
βl
l!
ul .
The estimation of the conditional expectation at the query point xq involves solving the weighted least
squares problem
β̂(xq;hN) := argmin
β
N∑
j=1
1
hN
K
(
Xkj − xq
hN
)
(Ykj − Pp(Xkj − xq;β))2
with K(·) a kernel function and hN the so-called bandwidth, controlling the size of the local neighborhood.
From this estimate, derivative estimates up to order p are recovered via:
m̂
(ν)
k (xq;hN) := ν! β̂ν(xq) (1)
for ν ∈ {0, · · · , p}. It has been shown that such estimates have nice asymptotic properties well suited for
our task [3]. The method adapts to both fixed and random sampling designs, and it lacks boundary effects
in the sense that the bias is of the same order at both interior and boundary points, hence no boundary
handling is necessary. A third appealing property is the fact that the asymptotic bias of m̂(ν)· (·) is free of
the sampling density when p− ν is odd. Finally, even if this estimation procedure looks computationally
expensive, fast and efficient numerical methods exist to select the bandwidth and estimate β [3].
Each estimated conditional expectation m̂k(·) is a one-dimensional function. Hence, computing the variance
in the numerator can be efficiently done to arbitrary precision via numerical quadrature, instead of basing
the estimation on a Monte-Carlo strategy as proposed by Da-Veiga et al. [4]. The estimation of the
denominator Dk involves a d-dimensional integral, and hence any quadrature is forbidden if the dimension
d is large. Instead, we rely on a simple Monte-Carlo estimate.
We provide now a first asymptotic result for the estimate of the numerator in order to reveal the terms
involved. We do so by working conditionally on the search path generated by the EA and looking at the
samples as an i.i.d. realization of the joint p.d.f. that generated them. Combining results from Fan and
Gijbels [3] with the continuous mapping theorem, we can express the asymptotic behavior of the estimator
of Nk using local polynomials of degree p odd, provided hN → 0, NhN →∞, and mp+1k (·) is integrable:
N̂k(p, hN) = Nk + 2e
T
1 S
−1
p cp
1
(p+ 1)!
C(mk, p)h
p+1
N (1 + oP (1)) (2)
with
C(mk, p) :=
∫
mk(x)m
(p+1)
k (x)uak,bk(x) dx−
∫
mk(x)uak,bk(x) dx
∫
m
(p+1)
k (x)uak,bk(x) dx ,
where e1 is the (p+ 1)-dimensional unit vector with the first element equal to 1, Sp := (Kr+c)0≤r,c≤p is the
Hankel matrix of the kernel moments Kn :=
∫
unK(u) du, cp = (Kp+1, · · · , K2p+1)T , and oP (1) denotes a
random variable converging to zero in probability. We see that the nice properties of the local polynomial
estimator have been lifted to the estimator of the numerator, in particular that the asymptotic bias is free
of µ. Without any additional work, we can also recover local sensitivity indices from the fitted coefficients β
using formula (1). An indirect way of doing a local sensitivity analysis would be to integrate the conditional
expectations in step 3 only in a neighborhood around a nominal value of interest.
Numerical experiments with the present strategy allow assessing the finite-sample properties of the esti-
mator. We used f = x1 + x22 as a simple test case for which analytical global first-order sensitivity indices
are known. We find that the present estimator is able to recover the global sensitivity indices with relative
errors around 10% using 5 samples from each of 200 independently placed Gaussians with correlations of
the covariances uniformly in [−1.1]. This mimics the situation where the samples are produced by an EA
with a Gaussian proposal distribution performing a random walk over the landscape.
An alternative strategy to the one proposed here would be to first reconstruct the objective function f based
on the samples generated by the EA, and then compute the sensitivity indices using kriging or response-
surface methods. If the dimensionality of the problem is high, however, the curse of dimensionality disfavors
such a strategy. In our method, only low-dimensional quantities need to be estimated, namely d one-
dimensional non-parametric regressions, and d one-dimensional integrals. This is a significant advantage
compared to first estimating the whole landscape, which would require estimating a d-dimensional surface,
and then recovering sensitivity indices by integration. As a result, the computational complexity of our
algorithm scales linearly with the number of dimensions, for a fixed number of samples. Nevertheless, if
the conditional distributions needed to compute the importance weights are unknown or hard to access,
we face the same issue as we would then need to estimate a (d−1)-dimensional density from the data. For
the sake of conciseness, we only presented first order indices here, but there is no theoretical nor practical
limitation to computing also higher-order indices. These are of importance when assessing the effect of
interactions between the parameters on the objective function. In our setting, second order indices would
require the estimation of 2-dimensional regression functions, for which the local polynomial regression
methodology is still very efficient.
We could equally have used smoothing techniques other than local polynomials, such as splines or orthogo-
nal functions. One can show [3] that all linear smoothers can be unified and differ only by their smoothing
kernels. The choice of a given smoother relies on mainly two criteria: optimality properties with respect
to a given underlying function class, and spatial adaptivity. It has been shown that local polynomials are
nearly optimal in a linear minimax sense over the space of smooth functions, whereas wavelets are better
suited to spaces where this is not true. Adaptivity can artificially be achieved with local polynomials based
on selection schemes for the bandwidth parameter. Wavelets implement spatial adaptivity in a much more
natural way, via a multi-resolution decomposition of the state space.
From a theoretical point of view, the asymptotic analysis presented here could be improved in many
directions. The first one could be to compute also the asymptotic properties of the full estimator N̂k/D̂k.
Second, one could study the fluctuations of the proposed estimator, such as its convergence in distribution,
in order to derive asymptotic confidence bounds. Another research direction is to investigate the properties
of the estimator unconditionally on the path. This is more involved since it requires taking into account
the correlated way in which the samples are proposed by the EA. In the statistics literature, there exist
extensions of local polynomial regression to the case of correlated samples, such as in time-series analysis.
It is shown there that for stationary processes the form of the asymptotic bias does not change [3]. Such
a generalization is crucial if one wants to use our framework in an on-line setting, where the EA uses
previous samples to learn landscape features and accordingly adapt the search proposal.
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