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We provide a systematic and self-consistent method to calculate the generalized Brillouin Zone
(GBZ) analytically in one dimensional non-Hermitian systems. In general, a m-band non-Hermitian
Hamiltonian is constituted by m distinct sub-GBZs, each of which is a piecewise analytic closed
loop. Based on the concept of resultant, we can show that all the analytic properties of the GBZ
can be characterized by an algebraic equation, the solution of which in the complex plane is dubbed
as auxiliary GBZ (aGBZ). In general, the GBZ is a subset of aGBZ. On the other hand, the aGBZ is
the minimal analytic element containing all the informations of GBZ. We also provide a systematic
method to obtain the GBZ from aGBZ.
Introduction— Non-Hermitian Hamiltonians [1–49] are
known to have anomalous bulk-boundary correspon-
dence [24–31, 50–58], when their open boundary eigen-
states have non-Hermitian skin modes [24–31, 59–64]. In
this case, the “bulk” properties of the open boundary
Hamiltonian can never be characterized by the Bloch
Hamiltonian [24, 25, 30, 50]. It has been proposed that
many important informations of open boundary Hamil-
tonian can be encoded from the generalized Brillouin
zone (GBZ) [24, 25, 29, 30], including the energy spec-
tra [24, 29, 30], phase boundary [24], skin modes [24,
30, 31, 51, 52], topological “boundary” states [24, 25]
and bulk-boundary correspondence [24, 28–30, 52, 65].
Thus calculating the GBZ and understanding its proper-
ties draw extensive attentions in this field recently [9, 10,
17, 18, 24–31, 50–57, 66–72].
We first review the procedure of exactly solution in
an one-dimensional (1D) Hamiltonian under the open
boundary condition [24, 29, 73]. Consider a general
m−band 1D Hamiltonian without any symmetry in real
space
Hˆ =
N∑
i,j=1
m∑
µ,ν=1
tµνij cˆ
†
iµcˆjν , (1)
where tµνij 6= (tνµji )∗ and i, j and µ, ν label the lattice
sites and band indexes respectively. Since the discrete
translational symmetry is broken at the ends of the 1D
lattice, the eigenstates can no longer be described by a
single Bloch wave. Physically, this corresponds to the
boundary scattering between different Bloch waves with
the same energy. As a result, the linear superposition of
the scattered Bloch waves form the eigenstate of the open
boundary Hamiltonian if the boundary condition is sat-
isfied [74]. However, the algebraic equation determined
by the boundary condition is not easy to be carried out
analytically in general.
However, if one focuses on the asymptotic solutions
in the thermodynamic limit N → ∞, there exist a dif-
ferent procedure to determine the eigenvalues, which is
proposed by Ref [24], and extended by Ref [29, 30] and
this paper [74]. The procedure can be described as fol-
lows. Firstly, write down the characteristic equation of
Eq. 1
f(β,E) = det[H(β)− EIˆ] =
s∑
i=−p
m∑
j=0
cijβ
iEj = 0, (2)
where [H(β)]µν =
∑l2
l=−l1 t
µν
l β
l, tµνl = t
µν
ij δi+l,j , and β =
eik labeling the Bloch wave with the complex wave-vector
k [24]. Secondly, if f(β,E) is an irreducible algebraic
polynomial [74], we can solve the characteristic equation
for a given E, and order the solutions by the absolute
value as
|β1(E)| ≤ |β2(E)| ≤ ... ≤ |βp+s(E)|. (3)
Finally, if |βp(E)| = |βp+1(E)|, where p is the order of
the pole in Eq. 2, then, E is an eigenvalue of Hˆ in the
thermodynamic limit N → ∞. In the second step, if
f(β,E) is a reducible algebraic polynomial [74], which
can be written as the product of a set of irreducible poly-
nomials f(β,E) = f1(β,E)...fm(β,E), then, repeat the
above procedure for each fi(β,E) = 0, where i = 1, ...,m.
In the following contents, without of special emphasized,
f(β,E) is assumed to be irreducible algebraic polynomi-
als. In principle, by trying every E ∈ C, we can obtain
all the GBZ spectra (or continuous band spectra) [29],
EGBZ := {E ∈ C : |βp(E)| = |βp+1(E)|}, (4)
which corresponds to the bulk spectra in Hermitian case.
The corresponding GBZ can be obtained from EGBZ by
solving the characteristic equation
βGBZ := {β ∈ C : ∀E ∈ EGBZ , |βp(E)| = |βp+1(E)|}.
(5)
For the Hermitian case, since the characteristic equation
satisfying f∗(β∗, E) = f(1/β,E) [74], βGBZ is the unit
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2circle in the complex plane, which coincides with the con-
ventional Brillouin zone (BZ) defined under the periodic
boundary condition. Consequently, the Bloch Hamilto-
nian H(k) faithfully describes the physical properties in
Hermitian cases with open boundary condition. How-
ever, for the non-Hermitian Hamiltonian, βGBZ is not
restricted to be unit circle in general, which results in the
anomalous bulk-boundary correspondence as proposed in
Ref [24].
This paper is motivated by the following question: can
we express the 1D GBZ as some analytic functions of
(Reβ, Imβ)? The answer to this question is not only of
conceptual importance but also of practical significance.
On the one hand, a deeper understanding of GBZ re-
quires its analytic properties. On the other hand, the
calculation of the GBZ requires the numerical diagonal-
ization of the non-Hermitian Hamiltonian, whose com-
puting time and numerical errors are sensitive to the lat-
tice size [74], thus the results may not be faithful and
reliable [74, 75]. In this paper, we show that the GBZ
of Eq. 2 has m distinct sub-GBZs, corresponding to the
m distinct bands. Each sub-GBZ is a piecewise analytic
closed loop, and can be described by a common algebraic
equation, which is dubbed as auxiliary GBZ (aGBZ) and
can be calculated based on the concept of resultant of
polynomials [74, 76–78]. It should be emphasized that
the aGBZ contains redundant informations which do not
belong to the GBZ. We also provide a systematic method
to pick up the GBZ from aGBZ.
Auxiliary GBZ— As discussed in foregoing section, the
GBZ is determined uniquely by the characteristic equa-
tion f(β,E) = 0 and its root relation |βp(E)| = |βp+1(E)|
for any given E ∈ C, where p is the order of the pole
of f(β,E) = 0. Since it is hard to order the roots
of Eq. 2, we reasonably relax the root relation to be
|βj(E)| = |βj+1(E)| for arbitrary j = 1, ..., p + s − 1.
Combining the characteristic equation and the relaxed
root relation, one can obtain
f(β,E) = f(βeiθ, E) = 0. (6)
Since there exist five variables (Reβ, Imβ,ReE, ImE, θ)
and four constraint equations Re f = Im f = Re fθ =
Im fθ = 0 where fθ := f(βeiθ, E), the solution of Eq. 6
is 1D curve in the 5D parameter space. Therefore, all the
informations of GBZ are contained by the projection of
these curves in the complex β-plane. This is the aGBZ
and can be expressed formally as follows
FaGBZ(Reβ, Imβ) = 0. (7)
Next we show the method to derive Eq. 7 from Eq. 6
and provide a criterion to determine the GBZ from the
aGBZ.
From Eq. 6 to Eq. 7, one just need to eliminate E and
θ in the constraint equations. Mathematically, the re-
sultant [74, 76–79] of two polynomials provides a pow-
erful tool in the elimination theory. We first apply
the method to eliminate E from Eq. 6. Starting from
f =
∏p+s
µ=1[E − Eµ(β)], fθ =
∏p+s
ν=1[E − Eν(βeiθ)],
where Eµ(β) is the µ-th eigenenergy of the Hamilto-
nian H(β), their resultant with respect to E is defined
as Rf,f
θ
(β, θ) :=
∏p+s
µ,ν=1[Eµ(β) − Eν(βeiθ)]. Now sup-
pose that there exist some β0 and θ0 satisfying Eµ(β0) =
Eν(β0e
iθ0), their resultant Rf,f
θ
(β0, θ0) must be zero,
and f = 0 and fθ = 0 must have common root E =
Eµ(β0) = Eν(β0e
iθ0). It can be proved that f = 0 and
fθ = 0 have common roots if and only if their resultant
Rf,f
θ
is zero [74]. Although the resultant is defined by
the eigenvalues of H(β), it can be calculated from the
Sylvester matrix easily and systematically [74].
Next step is to eliminate θ from Rθr := ReR
f,fθ =
0 and Rθi := ImR
f,fθ = 0. Since Rθr/i are algebraic
polynomials of sin θ and cos θ, they can not be directly
eliminated by the resultant. The standard way is to use
the Weierstrass substitution cos θ = (1− t2)/(1 + t2) and
sin θ = 2t/(1 + t2). Combining them with the resultant
method, t can be eliminated and the constraint equation
of the aGBZ Eq. 7 can be finally obtained [74].
FaGBZ(Reβ, Imβ) = R
Rθr ,R
θ
i (Reβ, Imβ). (8)
The mathematical meaning of aGBZ is that for a given
point β0 on it with f(β0, E0) = 0, there must also exist
a conjugate point β˜0 = β0e
iθ0 satisfying f(β˜0, E0) = 0
on it. In general, β0 and β˜0 are different points on the
aGBZ.
Analytic arcs on the aGBZ— Through the above calcu-
lation, FaGBZ(Reβ, Imβ) must be a real algebraic poly-
nomial of Reβ and Imβ. It is analytic in the entire
Reβ-Imβ-plane except for the original point (pole) and
the bifurcation (or singularity) point, which is defined by
FaGBZ(Reβ, Imβ) = ∇FaGBZ(Reβ, Imβ) = 0, (9)
where ∇ = (∂Re β , ∂Im β). Intuitively, these bifurcation
points correspond to the self-intersection points on the
aGBZ. Hence the aGBZ is constituted by a set of ana-
lytic arcs Γ joined by the bifurcation points. Notice that
any point on the aGBZ can be labeled by its ordering
number, for example, (j, j + 1) represents |βj | = |βj+1|,
where j = 1, ..., p + s − 1. Furthermore, this number
can not be changed in each analytic arc in the aGBZ,
since the transition of the ordering can only occur at the
bifurcation points. Hence one can label the correspond-
ing ordering to each analytic arc. Finally, we obtain an
equivalent GBZ condition in the language of geometry
based on the aGBZ. For the real algebraic curve deter-
mined by the aGBZ equation FaGBZ(Reβ, Imβ) = 0, one
can first label the ordering for each analytic arc. Then,
the GBZ is constituted by all the arcs labeled by (p, p+1).
There exist a set of self-conjugate points on the aGBZ,
satisfying β˜ = β, which are equivalent to
f(β,E) = ∂βf(β,E) = 0. (10)
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FIG. 1. The aGBZ, GBZ, and a part of energy spectra for the
model E = −1/6−1/(2β3)+8/(5β2)+10/(3β)+4β+2β2+β3.
In (a), the color of the arcs on the aGBZ indicates the ordering
of the arcs. The GBZ is constituted by the red ones labeled
by (34) since the order of the pole in this model is 3.
A powerful statement about the self-conjugate point
is that any analytic arcs containing the self-conjugate
points satisfying βp = βp+1 must form the GBZ, where p
is the order of the pole. Through the above discussion,
one can notice that the aGBZ is a minimal analytic el-
ement containing all the informations of GBZ and the
GBZ is in general a subset of aGBZ.
Based on the concept of aGBZ and the correspond-
ing geometrical intuition, one can explain and under-
stand the following two perplexing facts: (i) why βp
and βp+1 play the special role, namely, determining the
GBZ; (ii) why the GBZ satisfying |βp| = |βp+1| must be
closed loops. Let’s take a single-band model as an ex-
ample, whose characteristic equation can be written as
E =
∑s
i=−p ciβ
i. If all the parameters are finite, the cor-
responding eigenvalues should also be finite. The GBZ
condition |βp| = |βp+1| can be understood as the forbid-
den of E tending to infinity for finite parameters. Now we
will explain this. From the characteristic equation, in the
E → ∞ limit, on the one hand |βi| → 0 for i = 1, ..., p,
one the other hand, βj →∞ for j = p+1, ..., p+s. Their
absolute values tend to be degenerate in the E → ∞
limit. However, it is impossible to have |βp| = |βp+1| in
the E → ∞ limit, since |βp| → 0 and |βp+1| → ∞. This
forbids the energy running to infinity with finite param-
eters. This explains why βp and βp+1 are so special. For
the second fact, we start from the analytic arcs on aGBZ.
The arcs satisfying |βp| = |βp+1| must form a continues
line for a single band model. This line either goes to in-
finity, or forms closed loops as shown in Fig. 1. Since E
is finite, βp/p+1 is also finite. Therefore the GBZ must
form a closed loop.
Single band— Now we use the above method to calcu-
late the GBZ for the following model
H(β) = −1/6−1/(2β3)+8/(5β2)+10/(3β)+4β+2β2+β3
(11)
Since the order of the pole of the characteristic polyno-
mial is 3, the GBZ is determined by |β3| = |β4|. Fig. 1
(a) shows the corresponding aGBZ, where different color
arcs are denoted by their respective orderings. The GBZ
is constituted by the red arcs with ordering (3, 4) since
the order of the pole is 3. A striking feature of this ex-
ample is that the GBZ can have self-intersection points,
as shown in Fig. 1 (a) with the path Γ2-Γ3-Γ4-Γ5. This
feature can be hardly verified by the numerical calcula-
tion [74]. The arcs Γ1/6/7 are self-conjugate arcs, which
means both β0 and β˜0 are one it. The other arcs Γ2/3/4/5
and their conjugate arcs Γ˜2/3/4/5 (which are not plotted
in Fig. 1) are symmetric along the Reβ-axes. Hence if
we goes along the GBZ as Γ1-Γ2-Γ3-Γ4-Γ5-Γ6-Γ7-Γ˜5-Γ˜4-
Γ˜3-Γ˜2-Γ1, all the points on the energy spectra will be
covered twice as shown in Fig. 1 [30]. The comparisons
with the numerical results are shown in the Supplemental
Material [74].
Multi-band— For the multi-band system, the charac-
teristic equation f(β,E) =
∏m
µ=1[E−Eµ(β)] = 0 defines
a Riemann surface in C2, whose Riemann sheets are de-
termined by its roots Eµ(β). The band structure with
different boundary conditions can be viewed as a set of
closed loops on the Riemann surface. For example, under
the periodic boundary condition, the BZs for each band
are degenerate to the unit circle βBZ,1 = ... = βBZ,m =
eik; and the Bloch band Eµ(βBZ,µ) maps the unit cir-
cle to a set of closed loops on each Riemann sheet if
the BZ does not wind around any branch point. From
the periodic boundary condition to the open boundary
condition, the loop on each Riemann sheet may change
dramatically from Eµ(βBZ,µ) to Eµ(βGBZ,µ). In general,
the sub-GBZs for each band can be non-degenerate in the
complex β-plane; and the GBZ band is a mapping from
{βGBZ,1, ..., βGBZ,m} to {E1(βGBZ,1), ..., Em(βGBZ,m)}
on each Riemann sheet determined by E − Eµ(β) = 0
with µ = 1, ...,m. Previously, we have mentioned that
the multi-band GBZ can be calculated from |βp| = |βp+1|.
Now we show how can we determine the sub-GBZs for
every band from the aGBZ. Notice that for a given E0,
the solution of f(β,E0) = 0 is equivalent to Eµ(β) = E0
for µ = 1, ..,m. Thus the solutions shown in Eq. 3 can be
further assigned to a band index µ. This means that all
the analytic arcs on the aGBZ can not only be labeled by
their orderings, but also by their band indexes. By pick-
ing up all the (p, p+1) arcs, the corresponding sub-GBZs
are also fixed.
Now we will show an example to illustrate the above
procedure with the following Hamiltonian
H(β) =
(
t0 + t−1/β + t1β c
c w0 + w−1/β + w1β
)
.
(12)
Without loss of generality, we can assume all the param-
eters are real. The eigenvalues of the Hamiltonian are
E±(β) = h0(β)±
√
c2 + h2z(β), (13)
where h0/z(β) = [h1(β)±h2(β)]/2, h1(β) = t0 + t−1/β+
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FIG. 2. The aGBZs of Eq. 12 with t0 = 4, t1 = t−1 = 1, w0 = −2, w1 = 3, w−1 = 1, c = −1 for (a) and (b); t0 = 1, t1 = 1, t−1 =
2, w0 = −1, w1 = 3, w−1 = 1, c = −1 for (c) and (d). In (a1) and (c1), all the analytic arcs on the aGBZ are labeled by their
orderings and band indexes. Only the arcs labeled by (2,3) constitute the GBZ. Here the red and blue colors represent E±
respectively. (a2) and (c2) show the corresponding energy spectra. As a comparison, the numerical results with N = 30 are
shown with gray points, whose size is proportional to | ImE|. Any arcs containing the degenerate points satisfying β2 = β3
(red points) must form the GBZ. In (b) and (d), we show that the GBZ band structure E±(βGBZ,±) can be viewed as different
loops on different Riemann sheets. Here the black lines and points represent the branch cut and points respectively.
t1β, h2(β) = w0 + w−1/β + w1β, and ti 6= −wi. If
c = 0, Eq. 12 describes two independent bands h1(β)
and h2(β). Under the open boundary condition, the
spectra for them are ε1(k) = t0 + 2
√
t1t−1 cos k and
ε2(k) = w0 + 2
√
w1w−1 cos k with different sub-GBZs
βGBZ,1 =
√
t−1/t1eik and βGBZ,2 =
√
w−1/w1eik [74].
Notice that in this case, the characteristic equation
f(β,E) = [E − h1(β)][E − h2(β)] is a reducible poly-
nomial with respect to E. The asymptotic solutions
are determined by the two separated irreducible poly-
nomials E − h1(β) and E − h2(β), which result two
independent sub-GBZs. If c 6= 0, these two bands
will be coupled together and the asymptotic solutions
are determined by the irreducible polynomial equation
f(β,E) = [E − h1(β)][E − h2(β)] − c2. Since the order
of the pole of f(β,E) is 2, the GBZ is constituted by
the arcs with ordering (2, 3) on the aGBZ. As shown in
Fig. 2 (a1) and (c1), all the arcs on the aGBZ can be
labeled by their orderings and band indexes (red for E+
and blue for E−). The (2, 3) arcs form two distinct closed
loops, which correspond two sub-GBZs βGBZ,±. Any arcs
containing the degenerate points satisfying β2 = β3 (red
points) must form the GBZ. The spectra determined by
E±(βGBZ,±) are shown in Fig. 2 (a2) and (c2). As a com-
parison, we also plot the numerical results (gray points)
in Fig. 2 (a) and (c), whose size is proportional to | ImE|.
The parameters for (a), (b) and (c), (d) are chosen to be
t0 = 4, t1 = t−1 = 1, w0 = −2, w1 = 3, w−1 = 1, c = −1
and t0 = 1, t1 = 1, t−1 = 2, w0 = −1, w1 = 3, w−1 =
1, c = −1 respectively.
In Fig. 2 (b) and (d), we plot the Riemann sur-
face determined by f(β,E) = 0 in (Reβ, Imβ,ReE)
space, where the black points/lines represent the branch
points/cuts. Different colors represent different Riemann
sheets (red for E+ and blue for E−). We also plot the
band structure of GBZ E±(βGBZ,±) on the Riemann sur-
face with red and blue lines. It can be realized that al-
though the two sub-GBZs in Fig. 2 (c1) have intersection
points, their GBZ bands are separated as shown in Fig. 2
(d), since the two sub-GBZs do not cross the branch cut,
they are separated bands. We finally note that for a given
E away from the ReE-axes in Fig. 2 (c2), the asymptotic
eigenstate is the superposition of the generalized Bloch
waves belonging to different bands.
Discussion and conclusion—The multi-band non-
Hermitian systems are slightly different from single-band
model, although they share the same GBZ condition
|βp| = |βp+1| if all the bands are coupled together. It
has been shown [31, 55] that the winding of E for single-
band model must be zero under the open boundary con-
dition. Here we conjecture that the total winding of E
for multi-band system should be zero as a direct gener-
alization of the single-band result. The existence of non-
degenerate sub-GBZs implies: (i) the winding number
of energy expressed by det[H(β) − EB ] can not be ap-
plied directly, since the integral path for different bands
are distinct; (ii) the β-dependent term h0(β)Im×m can
not be omitted for the non-Hermitian systems, since the
open boundary spectrum of H(β) and h0(β)Im×m+H(β)
can be totally different; (iii) the dispersion relation of
5non-Hermitian multi-band system is a mapping from
{βGBZ,1, ..., βGBZ,m} to {E1(βGBZ,1), ..., Em(βGBZ,m)},
which correspond to different loops on the Riemann sur-
face determined by the characteristic equation.
In summary, we have provided a systematic method
to calculate the GBZ analytically based on the concept
of aGBZ in non-Hermitian systems. For the multi-band
systems, we have shown that the GBZ can be several
non-degenerate piecewise analytic closed loops. The gen-
eralization of GBZ condition for other symmetry classes
is left for the further study.
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I. AN EXACT SOLVABLE MODEL
In this section, we will use an exact solvable model to illustrate the procedure of exact solution for a finite size
lattice system with open boundary condition. Consider the following Hamiltonian with arbitrary boundary condition
Hˆ(λ) = Hˆ0 + λHˆB ,
Hˆ0 =
N−1∑
i=1
(t1cˆ
†
i cˆi+1 + t−1cˆ
†
i+1cˆi),
HˆB = t−1cˆ
†
1cˆN + t1cˆ
†
N cˆ1,
(1)
where Hˆ0 is the open boundary Hamiltonian and N denotes the number of sites of the one dimensional chain. In order
to simplify the discussion, we can assume that t±1 are real positive numbers without loss of generality. If t1 = t∗−1
and λ ∈ R, Hˆ(λ) is Hermitian, otherwise, it is non-Hermitian. The eigenequation of the Hamiltonian in Eq. (1) can
∗These two authors contributed equally
†Electronic address: cfang@iphy.ac.cn
‡Electronic address: jphu@iphy.ac.cn
2be written as the following matrix form,
0 t1 0 . . . 0 λt−1
t−1 0 t1 . . . 0 0
0 t−1 0 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 0 t1
λt1 0 0 . . . t−1 0


φ1
φ2
φ3
...
φN−1
φN
 = E

φ1
φ2
φ3
...
φN−1
φN
 , (2)
where Φ = (φ1, ..., φN )
t represents the non-normalized eigenfunction of Hˆ(λ).
A. Open boundary(λ = 0) solution
If λ = 0, the Hamiltonian reduces to the case of open boundary. The procedure to obtain the solution is similar to
the case of solving the infinite square well problem, where we first solve the (bulk) Schro¨dinger equation −~2∂2xφ(x) =
2m(E − V0)φ(x) and eigenstates can be expressed as the superposition of (bulk) solutions φ(x) = e±ikx such as the
boundary condition is satisfied.
Based on the same method, the recursive bulk equation can be obtained from Eq. (2),
t−1φi−1 + t1φi+1 = Eφi, (3)
where i = 2, ..., N − 1. We first solve the bulk equation. Notice that Eq. (3) has discrete translational symmetry.
This implies the bulk solution can be written as Φ(β) = (β1, β2, ..., βN )t. Putting this solution into Eq. (3), the bulk
equation becomes
t1β
2 − Eβ + t−1 = 0. (4)
Hence, for a given E, there exist two bulk solutions, ΦE(β1) and ΦE(β2), where
β1/2 =
E ±√E2 − 4t1t−1
2t1
. (5)
Next, the discussion can be classified by the following two cases.
(a). β1 6= β2 case
If β1 6= β2, the solution of Eq. 2 with eigenvalue E can be written as the superposition of the above two bulk solutions,
namely,
ΦE = c1ΦE(β1) + c2ΦE(β2). (6)
Putting Eq. (6) into Eq. (2), one can obtain the following constraint of boundary condition
t1(c1β
2
1 + c2β
2
2) = E(c1β1 + c2β2),
t−1(c1βN−11 + c2β
N−1
2 ) = E(c1β
N
1 + c2β
N
2 ).
(7)
By solving this boundary condition, one can obtain a set of quantized β and E for a finite size system. Using the
bulk equation Eq. (4), the above boundary condition Eq. (7) can be rewritten as the following matrix form,(
t1β
2
1 − (t−1 + t1β21) t1β22 − (t−1 + t1β22)
t−1βN−11 − (t−1βN−11 + t1βN+11 ) t−1βN−12 − (t−1βN−12 + t1βN+12 )
)(
c1
c2
)
=
( −t−1 −t−1
−t1βN+11 −t1βN+12
)(
c1
c2
)
= 0.
(8)
The nontrivial solutions require the determinant of the coefficient matrix vanish, namely,
t1t−1(βN+12 − βN+11 ) = 0. (9)
Using the condition β1β2 = t−1/t1 from Eq. (4), one can obtain
(t−1/t1)N+1 − β2N+21/2 = 0, (10)
3where β1/2 represents β1 and β2. By solving the above equation, one can obtain the following quantized β1/2
β1/2 =
(
t−1
t1
)1/2
eik, β2/1 =
(
t−1
t1
)1/2
e−ik, (11)
and E,
E =t0 + 2
√
t1t−1 cos k, (12)
where
k =
pim
N + 1
, m = 1, ..., N (13)
Notice that m 6= 0,±(N + 1), since we forbid the case β1 = β2.
(b). β1 = β2 case
If β1 = β2, the solution can not be written as the form of Eq. (6). According to Eq. (5), β1 = β2 requires
Ec = t0 ± 2
√
t1t−1, (14)
and
βc = β1 = β2 = ±
√
t−1/t1 =
√
t−1/t1eikc , (15)
where kc = 0,±pi. If N is finite, this bulk wave function ΦEc(βc) do not satisfy the boundary condition Eq. (7).
However, if N → ∞, there exist two different cases: (i) |β| = 1, namely the Hermitian case (t−1 = t1 since we have
already assumed t±1 are real positive numbers), the bulk solution ΦEc(βc) = e
ikcx is the Bloch wave function, which
becomes the asymptotic solution in the N → ∞ limit; (ii) |β| 6= 1, which is the non-Hermitian case (t−1 6= t1),
the bulk solution ΦEc(βc) =
√
t−1/t1eikcx will be divergent at the infinity boundary. Hence, they can not be the
(bounded) asymptotic solutions.
By solving the coefficients c1 and c2 from Eq. (8), The eigenfunctions can be obtained
ΦE ∝ ΦE(β1)− ΦE(β2) ∝ (φ1, ..., φN )t, (16)
with
φm =
(
t−1
t1
)m/2
sin km, (17)
where k = mpi/(N + 1) and m = 1, ..., N . If t1 6= t−1, all the eigenstates of the Hamiltonian will be localized at one
of the boundary of the lattice chain. These eigenstates are dubbed as non-Hermitian skin modes [1].
B. Periodic boundary (λ = 1) solution
As a comparison, we use the same method to solve Eq. (2) with periodic boundary condition, namely, λ = 1. It
can be shown, the boundary condition in this case becomes
MB
(
c1
c2
)
=
(
1− βN1 1− βN2
β1(1− βN1 ) β2(1− βN2 )
)(
c1
c2
)
= 0. (18)
One can notice the boundary condition is independent of the parameter. The condition for the vanishing of the
determinant of the coefficient matrix can be written as
(β1 − β2)(1− βN1 )(1− βN2 ) = 0. (19)
This equation requires
β1/2 = e
ik, k =
2pim
N
, (20)
A little difference occurs between the Hermitian and non-Hermitian case.
4(a). t1 = t−1 case
In this Hermitian case, according to β1β2 = t−1/t1 = 1, both ΨE(β1) and ΨE(β2) are the solutions. And any linear
superposition of them is also the solution.
(b). t1 6= t−1 case
In this non-Hermitian case, according to β1β2 = t−1/t1 6= 1, either ΨE(β1) or ΨE(β2) is the solutions. Their linear
superposition c1ΨE(β1) + c2ΨE(β2) is not the solution. This means for a give energy, there only exist one eigenstates
in the case of periodic boundary condition. It has been shown that this implies the nontrivial winding of energy and
the failure of conventional bulk-boundary correspondence [2, 3].
II. GBZ CONDITION
The condition of GBZ has been first explored in Ref [1, 4] with chiral symmetry and in Ref [2] with general single
band models. Here we generalize the condition of GBZ to arbitrary multi-band models without any symmetry or with
chiral symmetry.
Consider a general m−band 1D Hamiltonian in real space
Hˆ =
N∑
i,j=1
m∑
µ,ν=1
tµνij cˆ
†
iµcˆjν , (21)
where tµνij 6= (tνµji )∗ and i, j and µ, ν label the lattice sites and band indexes respectively.
Firstly, the characteristic equation can be written as
f(β,E) = det[H(β)− EIˆ] =
s∑
i=−p
m∑
j=0
cijβ
iEj = 0, (22)
where [H(β)]µν =
∑l2
l=−l1 t
µν
l β
l, tµνl = t
µν
ij δi+l,j, and β = e
ik labeling the Bloch wave with the complex wave-vector k.
Secondly,
• if f(β,E) is an irreducible algebraic polynomial, we can solve the characteristic equation for a given E, and
order the solutions by the absolute value as
|β1(E)| ≤ |β2(E)| ≤ ... ≤ |βp+s(E)|. (23)
Finally, if |βp(E)| = |βp+1(E)|, where p is the order of the pole in Eq. (22), then, E is an eigenvalue of Hˆ in
the thermodynamic limit N →∞.
• if f(β,E) is an reducible algebraic polynomial, which can be written as
f(β,E) =
n∏
i=1
fn(β,E), (24)
where fi(β,E) is irreducible algebraic polynomial, then, for every i = 1, ..., n we can solve fi(β,E) = 0 for a
given E, and order the corresponding solutions by the absolute value as
|βi,1(E)| ≤ |βi,2(E)| ≤ ... ≤ |βi,pi+si(E)|. (25)
Finally, if |βi,pi(E)| = |βi,pi+1(E)|, where pi is the order of the pole in fi(β,E), then, E is an eigenvalue of Hˆ
in the thermodynamic limit N →∞.
The second case of the above discussion applies to the cases where several bands are independent and not be coupled
together. The proof for the first case can be found in the Ref [2, 4]. Here we complete the condition in second case,
which can be viewed as a generalization of the first case. The example can be found in the main text.
5III. CHARACTERISTIC EQUATION OF HERMITIAN CASE
For the Hamiltonian with open boundary condition defined in Eq. 1 in the main text, if the Hamiltonian is
Hermitian, it must satisfy
H∗ = Ht. (26)
Here we define
H1 := H
∗, H2 := Ht (27)
Then, the corresponding bulk Hamiltonians can be written as
[H1(β)]µν =
∑
〈i,j〉
(tµνij )
∗βj−i =
l2∑
l=−l1
(tµνl )
∗βl, (28)
and
[H2(β)]µν =
∑
〈i,j〉
tµνji β
j−i =
l2∑
l=−l1
tµνl β
−l. (29)
Now, the characteristic equation for the H1 and H2 becomes
det[H1(β)− EIˆ] =
s∑
i=−p
m∑
j=0
c∗ijβ
iEj = f∗(β∗, E) = 0, (30)
and
det[H2(β)− EIˆ] =
s∑
i=−p
m∑
j=0
cijβ
−iEj = f(β−1, E) = 0, (31)
Here we have used the fact that E ∈ R for the Hermitian case. As a result, we obtain
f∗(β∗, E) = f(1/β,E) (32)
for the Hermitian Hamiltonian. Notice we want to use the above equation to show that Cβ = e
ik in the Hermitian
case. It is necessary to assume β∗ 6= β−1 in the above derivation.
IV. RESULTANT OF TWO POLYNOMIALS
In the main text, we have mentioned that the aGBZ can be calculated from the resultant of two polynomials. Now
we show how can we calculate them.
Definition A.1 (Polynomial). A polynomial f(x) ∈ F [x] is defined as
f(x) =
n∏
i=1
(x− ξi) = anxn + an−1xn−1 + ...+ a1x+ a0, an 6= 0 (33)
where each coefficient ai belongs to the field F and each root ξi belongs to the extension of F . For example, if an, ..., a0
are real numbers, ξ1, ..., ξn are complex numbers.
Definition A.2 (Resultant). Given two polynomials f(x) = anx
n + ... + a0, g(x) = bmx
m + ... + b0 ∈ F [x], their
resultant relative to the variable x is a polynomial over the field of coefficients of f(x) and g(x), and is defined as
R(f, g) = amn b
n
m
∏
i,j
(ξi − ηj), (34)
where f(ξi) = 0 for 1 ≤ i ≤ n and g(ηj) = 0 for 1 ≤ j ≤ m.
Theorem A.3. Let f(x) = anx
n + ...+ a0, g(x) = bmx
m + ...+ b0 ∈ F [x],
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FIG. 1: The numerical results of Fig. 1 in the main text. Here the lattice size (N) and degrees of precision (P) is chosen to
be N = 2000 P = 800 for the left and N = 3000 P = 1800 for the right. The calculation time for the right side is 11 days.
Notice we still do not know whether there exist self-intersection points through the numerical calculation. Here βx := Reβ and
βy := Imβ.
1. Suppose that f has n roots ξ1, ..., ξn in some extension of F . Then
R(f, g) = amn
n∏
i=1
g(ξi). (35)
2. Suppose that g has m roots η1, ..., ηm in some extension of F . Then
R(f, g) = (−1)mnbnm
m∏
j=1
f(ηj). (36)
The proof can be found in Ref [5, 6].
Theorem A.4. Let f and g be two non-zero polynomials with coefficients in a field F . Then f and g have a common
root in some extension of F if and only if their resultant R(f, g) is equal to zero.
Proof: Suppose γ is their common root, R(f, g) ∝ (γ − γ) = 0. Conversely, If R(f, g) = 0, at least one of the factors
of R(f, g) must be zero, say ξi − ηj = 0, then, ξi = ηj is their common root.
From Theorem A.4, the resultant can be applied to make sure whether or not two polynomials share a common
root. However, from Definition A.2, the calculation of the resultant requires to know the roots of each polynomial.
The following theorem enables us to calculate the resultant directly according to the coefficients of f and g.
Definition A.5. The Sylvester matrix of two polynomials f(x) = anx
n + ... + a0, g(x) = bmx
m + ... + b0 ∈ F [x] is
7defined by
Syl(f, g) =

an an−1 an−2 . . . 0 0 0
0 an an−1 . . . 0 0 0
...
...
...
...
...
...
0 0 0 . . . a1 a0 0
0 0 0 · · · a2 a1 a0
bm bm−1 bm−2 . . . 0 0 0
0 bm bm−1 · · · 0 0 0
...
...
...
...
...
...
0 0 0 · · · b1 b0 0
0 0 0 · · · b2 b1 b0

, (37)
where an, ..., a0 are the coefficients of f and bm, ..., b0 are the coefficients of g.
Theorem A.6. The resultant of two polynomials f, g equals to the determinant of their Sylvester matrix, namely
R(f, g) = det[Syl(f, g)] (38)
For example, if n = 3,m = 2,
R(f, g) = det

a3 a2 a1 a0 0
0 a3 a2 a1 a0
b2 b1 b0 0 0
0 b2 b1 b0 0
0 0 b2 b1 b0
 . (39)
The proof the this theorem can be found in Ref [5, 6].
V. NUMERICAL RESULT OF FIG. 1
In this section, we show some additional numerical results of Fig. 1 in the main text. On the left side of Fig. 1, we
numerical solve the open boundary Hamiltonian with N = 2000 and 800 degrees of precision in Mathematica. The
calculation time is about 3 days. On the right side of Fig. 1, we numerical solve the open boundary Hamiltonian with
N = 3000 and 1800 degrees of precision in Mathematica. The calculation time is about 11 days. Even in the right
side of Fig .1, we still do not know whether there exist self-intersection points on the GBZ.
VI. SINGLE BAND MODEL
Here we will provide some additional examples for the single band model, where the characteristic equation is
f(β,E) = E −
s∑
m=−p
tmβ
m, j = 1, 2. (40)
To simplify the discussion, we assume that all the parameters are real. Fig. 2 shows some examples of aGBZ and GBZ.
The nonzero parameters are chosen to be t−2 = 1/5, t−1 = 3/2, t1 = 1 for (a); t−2 = 1/5, t−1 = 1, t1 = 1, t2 = 1/3
for (b); t−3 = −1/2, t−2 = 1/5, t−1 = 3/2, t1 = 1, t2 = 1/6 for (c); t−3 = −1/2, t−2 = 1/5, t−1 = 3/2, t1 = 1, t2 =
1/6, t3 = 1/2 for (d). As a comparison, we also plot the numerical calculation of the GBZ in (a1)-(d1) with the gray
points, whose size is proportional to | ImE|. Any arcs containing the degenerate points satisfying βp = βp+1 (red
points) must form the GBZ. The eigenvalues are shown in (a2)-(d2)
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FIG. 2: The GBZ, aGBZ and the corresponding open boundary energy spectra of the Hamiltonian determined by the charac-
teristic equation Eq. 40 . In (a1)-(d1), the red curves, gray points, and red points represent the aGBZ, numerical calculation
of GBZ with (N = 30), and degenerate points satisfying βp = βp+1. The size of the dots is proportional to | ImE|. The
analytic arcs containing the red points in the aGBZ must form the GBZ. The energy spectrum with N = 30 are plotted
in the second row. The model is shown in Eq. (40) and the parameters are chosen to be t−2 = 1/5, t−1 = 3/2, t1 = 1
for (a); t−2 = 1/5, t−1 = 1, t1 = 1, t2 = 1/3 for (b); t−3 = −1/2, t−2 = 1/5, t−1 = 3/2, t1 = 1, t2 = 1/6 for (c);
t−3 = −1/2, t−2 = 1/5, t−1 = 3/2, t1 = 1, t2 = 1/6, t3 = 1/2 for (d).
