We investigate the dependence induced among multiple Markov chains when they are simulated in parallel using a shared Poisson stream of potential event occurrences.
allel using a shared Poisson stream of potential event occurrences.
One expects this dependence to facilitate comparisons among systems; our results support this intuition. We give conditions on the transition structure of the individual chains implying that the coupled process is an associated Markov chain. Association implies that variance is reduced in comparing increasing functions of the chains, relative to independent simulations, through a routine argument. We also give an apparently new application of association to the problem of selecting the better of two systems from limited data. Under conditions, the probability y of incorrect selection is asymptotically smaller when the systems compared are associated than when they are independent. This suggests a further advantage to linking multiple systems through parallel simulation.
INTRODUCTION
Most work on parallel simulation stresses efficiency in evaluating the performance of a single system. The implications of parallelism for the comparison of several systems have received less attention (exceptions include Heidelberger and Nicol 1991 , Ho, Sreenivas, and Vakili 1992 , and Vakili 1992 . When multiple systems are simulated together, in parallel, their outputs often become dependent, and this dependence must be considered in the statistical evaluation of comparisons.
Our purpose here is to examine the dependence introduced among multiple Markov chains when they are coupled through parallel simulation.
One It is easy to show that a class of comparisons are stat istically more efficient when the different chains are associated than when they are independent. This is one sense in which the coupling induced by parallel simulation is advantageous. We outline another sense. Suppose the goal is to select the system with the best performance. Under reasonable assumptions, the probability y of failing to select the best system from finite simulation runs vanishes exponentially aa the number of runs grows. For pairwise comparisons, we argue that when the systems compared are associated, the exponential rate is at least as great as when they are independent.
Section 2 formalizes our model of parallel simulation. Section 3 reviews association and its connection The superposition of these processes is a Poisson process N* with rate A =~~=1~i, and the original processes can be recovered by thinning NA (with probability y~i 1A to recover N~'). This leads to the following model of the simulation clock.
Let (7, c) = {(rn, en), n~O} be a marked Poisson process, where {rn, n > O} k the sequence of arrival instances of N*, and {en, n > O} is an i.i.d.
sequence of discrete random variables, independent of the Poisson process N*, such that En c E and P(sn = e;) = Ai/A. A is the rate at which the clock ticks, rn is the n-th tick of the clock, and &n is the type of event that occurs at the n-th tick of the clock.
Given initial state Y. = X., the st ate of the system evolves as follows: 
He noted that a monotone Markov chain {Xn, n~O} is an associated sequence, in the sense that all finite subsets of {Xn, n~O} are associated. The condition in (2) could alternatively be written as P(X1 2 ZIXO = Z) S P(X1 z ZIXO = U) whenever x~y. An equivalent characterization is that on R and association on Rd, d~2, is that in higher dimensions the set consisting of a single random element may not be associated, as it is in R. To put it more generally, on totally ordered state spaces all probability y measures are associated, but not so on partially ordered spaces.
Condition
(2) has a natural generalization to Rd. A transition kernel P and the corresponding chain {Xn, n~O} are called monotone if z < y + P(z, A) < P(~, A), for all upper sets A.
It is still true that E[~(X1) IXO = z] increases in z for
all increasing~, and the sample-path characterization remains valid as well. However, on a partially ordered set a monotone Markov chain may not be associated -a stronger condition is needed. If P is monotone and if, in addition, every probability y measure P(cc, .), z E Rd is associated in the sense of(3), then the chain is associated as well as monotone. This is proved in Lindqvist (1988).
As before, conditions for continuous-time processes can be reduced to discrete time by considering transition operators from one fixed time to another. For our purposes, it is more convenient to restrict at t en- From Q(z, y) >0 it follows that z # y. Note that for z # y, P(z, y) = AQ(z, y) and Q(z, y) >0 implies P(z, y) >0.
Since P is up-down, P(z, y) >0 yields z~y or x~y. Therefore Q(z, y) >0 yields z > y or x~y and hence Q is up-down. This proves (i).
Assume that z s y, and A is an upper set that excludes both x and y. Then ., X") is associated for all associated initial distributions.
Proo&
Since the partial order on S is the componentwise order, it is trivial to verify that j~increasing for 1~j < M implies that Fe is increasing. Also if fjs are "up" ("down" ) for 1 < j~M then Fe is "up" ("down").
Hence by Lemma 4.2X is associated. u
We now point out an easy consequence of asso- The previous section showed that parallel simulation of Markov processes resulting in an associated coupled process reduces variance in making comparisons. We now consider a different setting and establish another consequence of association. Suppose that from the processes we simulate in parallel we wish to choose the one with best performance; e.g., the one maximizing some expectation. With finite simulation runs, there is typically some probability y that the process with the best sample performance is not the one with the best expected performance. In this case, picking the best observed system may result in an incorrect selection. We show for pairwise comparisons that if the systems compared are associated, then the probability y of incorrect selection is asymptotically smaller than if the simulations are carried out independently.
To develop this idea in more detail, we restrict attention to the case of two discrete-time processes X = {Xn, n~O} and Y = {Y., n~O}. We allow X and Y to be dependent and denote by~and~a pair of independent copies of X and Y. Suppose that n and n exist almost surely and are constants. Suppose that PX > PY ad that this makes system X preferable to system Y. After simulating the two systems for a finite time, we pick whichever has the greatest observed performance.
The events
are the events of incorrect selection using, respectively, coupled and independent simulations. Various decision rules have been proposed and extensively analyzed in the simulation literature, some with the explicit goal of maximizing the probability of correct selection;
for a recent survey, see Goldsman et al. (1991) . A different perspective on related issues is given in Ho et al. (1992) .
Ideally, we would like conditions on the dependence of X and Y under which P(G. )~~(~n ). Intuitively, positive dependence between the two processes would seem to support this inequality, but association by itself does not appear to imply it, in general. However, both P(Gn) and P(~n) vanish as n increases; in fact, under mild conditions both go to zero exponentially fast. We argue that, with association, the exponential rate for P(G~) is at least as great as that for P(Gn).
We consider only the case of an i.i,d. sequence {(X., Y.), n~O}; at the end of this section we comment on the Markov case. Define the moment generating functions
We lim sup n '1 log P(Fn)
The constants satisfy 6s c. The limits in the theorem essentially state that, using associated samples, P(error) z e-n', and using independent samples P(error) -e-ns, 
