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SQUAREFREE INTEGERS IN ARITHMETIC PROGRESSIONS TO
SMOOTH MODULI
ALEXANDER P. MANGEREL
Abstract. Let ε > 0 be sufficiently small and let 0 < η < 1/522. We show that if X is large
enough in terms of ε then for any squarefree integer q ≤ X196/261−ε that is Xη-smooth one
can obtain an asymptotic formula with power-saving error term for the number of squarefree
integers in an arithmetic progression a (mod q), with (a, q) = 1. In the case of squarefree,
smooth moduli this improves upon previous work of Nunes, in which 196/261 = 0.75096...
was replaced by 25/36 = 0.694. This also establishes a level of distribution for a positive
density set of moduli that improves upon a result of Hooley. We show more generally that
one can break the X3/4-barrier for a density 1 set of Xη-smooth moduli q (without the
squarefree condition).
Our proof appeals to the q-analogue of the van der Corput method of exponential sums, due
to Heath-Brown, to reduce the task to estimating correlations of certain Kloosterman-type
complete exponential sums modulo prime powers. In the prime case we obtain a power-
saving bound via a cohomological treatment of these complete sums, while in the higher
prime power case we establish savings of this kind using p-adic methods.
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1. Introduction
It is a classical problem in analytic number theory to study the distribution of well-known
sequences in arithmetic progressions. The example of interest to us here is the sequence of
square-free integers, i.e., integers n such that p2 ∤ n for all primes p. Writing the indicator
function for this sequence as µ2(n) for all n ∈ N, where µ denotes the Mo¨bius function1, it is
known that for a given modulus q, the asymptotic equidistribution estimate∑
n≤X
n≡a (mod q)
µ2(n) =
1
φ(q/(q, a))
∑
n≤X
(n,q)=(a,q)
µ2(n) + o(X/q)(1)
for the count of squarefree integers in a progression a (mod q) holds if X is sufficiently large
relative to q. It is a challenging question to determine the optimal constant θ ∈ [0, 1) such
that (1) holds as soon as q ≤ Xθ. It is widely believed that any θ < 1 should be admissible,
1Recall that the Mo¨bius function is the arithmetic function satisfying µ(n) = 0 if n is not squarefree, and
otherwise µ(p1 · · · pk) = (−1)
k if p1, . . . , pk are distinct primes.
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but this is far from proven in general. It has been known for some time (see [18]) that any
θ < 2/3 is admissible. At present, the best result that is available for all moduli q is that any
θ < 25/36 = 0.694 is admissible, which is a recent result of Nunes [15].
If we impose constraints on the modulus q then one might expect that it is possible to improve
this range of θ. For instance, Hooley [9] showed that θ can be taken in the interval [2/3, 3/4)
provided that q has a moderately large2 prime factor p, the size of which depends on θ. As a
consequence, he deduced that for a positive proportion of moduli q ≤ X3/4−ε the asymptotic
(1) holds (the proportion depends on ε and tends to 0 as ε→ 0+).
In this paper, we shall improve upon Nunes’ result for a different, natural collection of moduli,
specifically those q that are Xη-smooth, i.e., such that all prime factors p of q satisfy p ≤ Xη
for η > 0 small. For many such moduli, including all squarefree Xη-smooth moduli, we shall
in fact be able to improve upon the range of admissibility θ < 3/4.
More precisely, our first main result is as follows.
Theorem 1.1. Let ε > 0 be small and let 0 < η < 1/522. Let X be large in terms of η, ε,
and let q ≤ X196/261−ε be Xη-smooth and squarefree. Then there is a δ > 0, depending only
on η and ε, such that for any a (mod q) with (a, q) ≤ Xε,∑
n≤X
n≡a (mod q)
µ2(n) =
1
φ(q/(q, a))
∑
n≤X
(n,q/(q,a))=1
µ2(n) +Oε
(
X1−δ
q
)
.
Remark 1.2. Our proof actually shows that for q ≤ X3/4−ε one may take as the smoothness
exponent any η ≤ 6/25, whereas for X3/4−ε < q ≤ X196/261−ε the admissible range is
η < 1/522; it is probable that this range in η may be improved somewhat, though it was not
our primary objective to obtain an optimal such range.
Our result has the following trivial corollaries. The first improves upon the range3 of moduli
that is accessible in the density result of Hooley quoted earlier.
Corollary 1.3. For any ε > 0, a positive proportion of the moduli q ≤ X196/261−ε satisfy
max
(a,q)=1
∣∣∣∣∣∣∣
∑
n≤X
n≡a (mod q)
µ2(n)− 1
φ(q)
∑
n≤X
(n,q)=1
µ2(n)
∣∣∣∣∣∣∣ = oε(X/q).
Corollary 1.4. Let η, ε > 0 and let X be sufficiently large in terms of η and ε. Let q be
squarefree and Xη-smooth, and let a be a coprime residue class modulo q. Then provided
X ≥ q261/196+ε there is a squarefree integer in the set {n ≤ X : n ≡ a (mod q)}.
It is desirable to remove the assumption that q is squarefree, so that the above results
continue to hold in some form for q merely Xη-smooth. While we are not able to derive this
conclusion for all such moduli, we do show that almost all Xη-smooth moduli do have this
property.
Theorem 1.5. There is a δ > 0 such that the following is true. Let η > 0, and set
Qδ(X) := {q ≤ X3/4+δ : P+(q) ≤ Xη}.
Then for all but Oη(|Qδ(X)|/ logX) moduli q ∈ Qδ(X), we have
max
(a,q)=1
∣∣∣∣∣∣∣
∑
n≤X
n≡a (mod q)
µ2(n)− 1
φ(q)
∑
n≤X
(n,q)=1
µ2(n)
∣∣∣∣∣∣∣ = oη(X/q).
2For instance, when θ = 3/4− ε for ε > 0 small, p must have size X2/3−ε.
3We emphasize that 196/261 = 3/4 + 1/1044 > 3/4.
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Given y ≥ 2 we will say that a positive integer q is y-ultrasmooth if, whenever pn||q we have
pn ≤ y. What we will actually show is that the conclusion of Theorem 1.5 applies to all
elements of
Q′δ(X) := {q ∈ Qδ(X) : q is Xη-ultrasmooth}.
It is easy to see that by the union bound,
|Qδ(X)\Q′δ(X)| ≤
∑
p≤Xη
|{q ∈ Qδ(X) : pν ||q, pν > Xη}| ≤
∑
p≤Xη
∑
q≤X3/4+δ−η
1P+(q)≤Xη
≪η X
η
logX
|Qδ(X)|X−η ≪ |Qδ(X)|
logX
which implies the claimed bound on the exceptional set when X ≥ X0(η).
1.1. Proof Strategy. To prove Theorems 1.1 and 1.5, we will use a method of Heath-Brown
that was used by Irving [10] to study the distribution of the divisor function in arithmetic
progressions. To motivate our argument, it is useful to see where obstructions occur in the
classical treatment of counting squarefree integers in progressions, as found in [18].
Assume in what follows that (a, q) = 1, for convenience. Using the classical identity
µ2(n) =
∑
kl2=n
µ(l),
and decoupling the parameters k and l by localizing them in short intervals (as we do in
Section 2) it can be shown that the error term in (1) is controlled by averaged incomplete
exponential sums4
∑∗
k (mod q)
1
k
∣∣∣∣∣∣∣
∑
d∈I
(d,q)=1
eq
(
kad
2
)∣∣∣∣∣∣∣ ,(2)
where I is some interval of size < q. Using the completion method, one is led to bound
averages of “quadratic Kloosterman sums”
K2(A,B; q) :=
∑∗
x (mod q)
eq
(
Ax2 +Bx
)
,
where A ∈ (Z/qZ)× and B ∈ Z/qZ. Using the Chinese remainder theorem, we may of course
factor K2 as a product of complete sums modulo prime powers p
n||q. Each such factor can
be estimated pointwise by O(pn/2), either using:
(i) a trivial application of the Bombieri–Dwork–Weil bound (see Lemma 2.2) when n = 1,
or
(ii) the p-adic method of stationary phase for n ≥ 2 (see Lemma 2.1).
The resulting bound Oε(X
εq1/2) for the complete sum modulo q is of size o(X/q) as required,
as long as q ≤ X2/3−ε.
One way to go beyond the X2/3 barrier is to try to exploit the averaging in k in (2), rather
than employing a pointwise bound. Indeed, when q factors sufficiently nicely, Heath-Brown’s
q-analogue of the van der Corput method of exponential sums [8, Theorem 2] enables one
to reduce the problem above to estimating correlations of complete exponential sums (to be
discussed momentarily). Using (a variant of) a result of Fouvry–Ganguly–Kowalski–Michel
[5] to estimate such correlations, Irving is able to treat Xε-smooth and squarefree moduli
of size q ≤ X2/3+1/246−ε. Aside from the fact that the sums K2 entering the picture differ
in behaviour from genuine Kloosterman sums (so that the results of [5] do not apply), this
4Henceforth, given x ∈ R and q ∈ N we shall write e(x) := e2πix and eq(x) := e(x/q).
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strategy by itself is insufficient in the case of squarefree integers, even falling short of Nunes’
result (see Subsection 2.2.2 for further details).
To do better, we incorporate an additional idea. The key difficulty in understanding the
distribution of squarefree integers in progressions is to estimate the count of points on the
curve xy2 ≡ a (mod q), for x and y lying in certain ranges. Clearly, if I, J ⊂ Z/qZ are
intervals and q′ is any divisor of q then
|{(x, y) ∈ I × J : xy2 ≡ a (mod q)}| ≤ |{(x, y) ∈ I × J : xy2 ≡ a (mod q′)}|;
moreover, observe that the analogous bound for (2) with q′ (of suitable size) in place of q, i.e.,
O(Xε(q′)1/2), can be of size o(X/q) for larger choices of q than X2/3−ε. There is therefore an
advantage in working with exponential sums modulo a suitably sized divisor of q, whenever
such a divisor can be found. As we shall show below, the fact that q is Xη-smooth means
we can find divisors of q of any prescribed size (up to factors of size Xη), in particular
the size required to use the trick above. We therefore end up applying Irving’s method to
treat Kloosterman-type sums modulo q′ instead, which when combined with the analysis of
correlations described above results in a gain not over the range q ≤ X2/3−ε, but over a larger
range of q instead.
Let us describe more precisely a key feature of our argument. A crucial step in Irving’s method
(again for the divisor function) involves giving non-trivial estimates for the correlations∑
b∈I
Kl(a, b+ h1; p) · · ·Kl(a, b+ hk; p),
where p | q, h1, . . . , hk ∈ Fp, a ∈ F×p , I ⊂ Fp is an interval and
Kl(A,B; p) :=
∑
x∈F×p
ep (Ax+Bx) for A,B ∈ Fp
is the classical Kloosterman sum modulo p. In our circumstances, we treat K2 sums to both
prime and prime power moduli, each case of which requires a separate analysis.
In the prime case, the corresponding correlation sum that we need to treat is of the form5∑
b∈I
K2(a, b+ h1; p) · · ·K2(a, b+ hk; p)K2(a, b+ h′1; p) · · ·K2(a, b+ h′l; p),
where k + l ≥ 1. We treat (completions of) such sums, which are the subject of Theorem
3.1, in Section 3 of this paper, using cohomological methods, in particular the sheaf-theoretic
Fourier transform of Deligne, Brylinski and Laumon.
Specifically, we view K2 as the ℓ-adic Fourier transform of the trace function of an Artin–
Schreier sheaf (ℓ 6= p being an auxiliary prime), which is itself a trace function, pointwise pure
of weight 1. Treating its correlations amounts to identifying cases in which tensor products of
the underlying Galois representations are, or are not, geometrically trivial, a task facilitated
by the Goursat–Kolchin–Ribet criterion (see [6] for an array of example applications of this
method).
In the prime power case, our work is simplified (in terms of the required theoretical prelim-
inaries, but not in the amount of technical details) by the fact that these K2 sums can be
explicitly computed using the p-adic stationary phase method. For instance, when n ≥ 2 and
p > 3 is prime we have (see Lemma 2.1)
K2(A,B; p
n) = pn/2
(
3A
pn
)
εp,n
∑
y (mod p⌊n/2⌋)
y3≡2AB (mod p⌊n/2⌋)
epn(3Ay
2),
5We emphasize that unlike classical Kloosterman sums, the K2 sums are not real-valued in general.
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for any A ∈ (Z/pnZ)× and B ∈ Z/pnZ, where εp,n ∈ S1. The correlation problem then
revolves around bounding exponential sums over variables from a variety determined by the
polynomials {X3 − 2a(b+ hi)}i and {X3 − 2a(b+ h′j)}j , as b varies.
An important work treating such correlations, with K2 sums again replaced by Kloosterman
sums, was undertaken by Ricotta and Royer [20]. They used their estimates to establish
distribution theorems for Kloosterman sums modulo pn, as p → ∞. However, their method
is efficient mainly when n is fixed, as it relies on treating the correlation sum (via explicit
formulae for Kloosterman sums to prime powers) as an exponential sum whose phase function
turns out to be a polynomial modulo pn of degree essentially as large as n, and then applying
the standard van der Corput–Weyl method. We also employ this strategy, but instead use
Vinogradov’s method (and the recent solution to the Vinogradov main conjecture, due to
Bourgain–Demeter–Guth [2], and independently Wooley [24]) in place of van der Corput’s
method, which leads to a stronger result when n is of bounded size as p grows.
In our circumstances we will also require a treatment that is effective for moduli pn with
rather large values of n and p possibly fixed. Fortunately, very recent work of Milic´evic´ and
Zhang [14] introduced a method that suits this situation, in which one iteratively applies
the stationary phase method to recover from the correlation sum a sum over a “generically
trivial” variety, up to small error (at least when n is large enough), rather than using Weyl
sum estimates. A combination of the arguments6 in each of these regimes will suit our needs.
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2. Setting up the Key Estimate
2.1. First reductions. Let ε, η > 0 be sufficiently small, let X be large relative to ε and η,
and let X2/3−ε ≤ q ≤ X9/10−ε be Xη-smooth. Given a a residue class modulo q, an arithmetic
function g : N→ C and a set E ⊂ N, define
∆g(E; q, a) :=
∑
n∈E
n≡a (mod q)
g(n)− 1
φ(q/(a, q))
∑
n∈E
(n,q)=(a,q)
g(n).
We shall also use the shorthand ∆g(X; q, a) := ∆g([1,X] ∩N; q, a). For the remainder of this
section we will assume that (a, q) = 1.
Take g = µ2, the indicator function for the squarefree integers. Using the classical identity
µ2(n) =
∑
md2=n µ(d) we obtain
∆µ2(X; q, a) =
∑
d≤√X
(d,q)=1
µ(d)∆1(X/d
2; q, ad
2
),
6Unfortunately, the bounds for prime power moduli pn with n ≥ 2 are rather poorer than the bounds for
prime moduli. This is due, in part, to the lack of rigid algebraic data. As a result of these weaker conclusions,
we have chosen to leave the exponent δ in Theorem 1.5, which is necessarily weaker than what is obtainable
in Theorem 1.1, inexplicit.
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where d denotes the residue class modulo q with dd ≡ 1 (mod q). Let δ ∈ (0, 1/20) and let
Xδ+ε ≤ V0 ≤ X1−δ/q
be a parameter to be chosen. For m ≤ Y and 1 ≤ b ≤ m, note the trivial bound
∆1(Y ;m, b) =
⌊
Y − b
m
⌋
− 1
φ(m)
(
φ(m)
m
Y +O(τ(m))
)
= O(1),
whence it follows that
∆µ2(X; q, a) =
∑
V0<d≤
√
X
(d,q)=1
µ(d)∆1(X/d
2; q, ad
2
) +O (V0) .
It will be convenient in what follows later to remove the coefficient µ(d). Decomposing dyad-
ically the sum in d and applying the triangle inequality, we find that there is a V0 < V ≤
√
X
such that
∆µ2(X; q, a)≪ (logX)
∣∣∣∣∣∣∣
∑
d∼V
(d,q)=1
µ(d)∆1(X/d
2; q, ad
2
)
∣∣∣∣∣∣∣+ V0
≤ (logX)
∑
d∼V
(d,q)=1
∣∣∣∆1(X/d2; q, ad2)∣∣∣+ V0.
Next, we further subdivide the range of m ≤ X/d2 into dyadic subintervals, leading to the
existence of U satisfying UV 2 ≤ X, such that
∆µ2(X; q, a)≪ (logX)2
∑
d∼V
(d,q)=1
∣∣∣∣∣∣∣∣∣∣∣
∑
m∼U
md2≤X
m≡ad
2
(mod q)
1− 1
φ(q)
∑
m∼U
md2≤X
(m,q)=1
1
∣∣∣∣∣∣∣∣∣∣∣
+ V0.
To remove the condition md2 ≤ X we split (U, 2U ] and (V, 2V ] into subintervals of respective
lengths UV −10 and V V
−1
0 , of which there are ≪ V 20 in total. We thus find that there are
U1 ∈ (U, 2U ], V1 ∈ (V, 2V ] with U1V 21 ≤ 8X such that
∆µ2(X; q, a)≪ V 20 (logX)2
∑
d∈I(V1)
(d,q)=1
∣∣∣∆1(I(U1); q, ad2)∣∣∣+ V0 + E ,
where
I(U1) = (U1, U1 + UV
−1
0 ], and I(V1) = (V1, V1 + V V
−1
0 ]
and E counts the number of pairs (m,d) such that:
(i) md2 > X
(ii) md2 ≡ a (mod q) and
(iii) d ∈ I(V ′1), m ∈ I(U ′1) with U ′1 ∈ (U, 2U ], V ′1 ∈ (V, 2V ] satisfying U ′1(V ′1)2 ≤ X.
We easily see that
X < md2 ≤ (U ′1 + U ′V −10 )(V ′1 + V ′V −10 )2
≤ U ′1(V ′1)2 + U ′V ′1V −10 + 3U ′1V ′1V ′V −10 + 3U ′V ′V ′1V −20
≤ X +O(XV −10 ).
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As X/V0 ≥ q1+δ, by Shiu’s theorem [21] the contribution from these pairs is
E ≪
∑
X<n≤X+O(X/V0)
n≡a (mod q)
τ(n) +
1
φ(q)
∑
X<n≤X+O(X/V0)
(n,q)=1
τ(n)≪δ X logX
qV0
.
We thus find that
(3) ∆µ2(X; q, a)≪δ V 20 (logX)2
∑
d∈I(V1)
(d,q)=1
∣∣∣∆1(I(U1); q, ad2)∣∣∣+ V0 +X(logX)/(qV0),
again with U1V
2
1 ≤ 8X. Note that we may assume that V1 > X1−δ−ε/(qV0), since otherwise
we immediately obtain
∆µ2(X; q, a)≪ε,δ V 20 Xε|I(V1)|+ V0 +X(logX)/(qV0)≪ X1−δ/q.(4)
Let q˜ be a divisor of q to be chosen later (the smoothness assumption on q will be useful in
this selection). Using the fact that when U1V
2
1 ≤ 8X,∑
d∈I(V1)
1
φ(q′)
∑
m∈I(U1)
1(m,q′)=1 =
|I(V1)|
φ(q′)
(
φ(q′)
q′
|I(U1)|+O(τ(q′))
)
≪ X
q′V1V 20
+Xε
V1
q′V0
for q′ ∈ {q, q˜}, we obtain
∑
d∈I(V1)
(d,q)=1
∣∣∣∆1(I(U1); q, ad2)∣∣∣ ≤ ∑
d∈I(V1)
(d,q)=1
 ∑
m∈I(U1)
m≡ad2 (mod q)
1 +
1
φ(q)
∑
m∈I(U1)
(m,q)=1
1

≤
∑
d∈I(V1)
(d,q˜)=1
 ∑
m∈I(U1)
m≡ad2 (mod q˜)
1 +
1
φ(q˜)
∑
m∈I(U1)
(m,q˜)=1
1
+O( Xq˜V 20 V1 +Xε V1q˜V0
)
=
∑
d∈I(V1)
(d,q˜)=1
∆1(I(U1); q˜, ad
2
) +O
(
X
q˜V1V 20
+
XεV1
V0q˜
)
.
Hence, from (3) and V1 ≪ X1/2,
∆µ2(X; q, a) ≪ε V 20 (logX)2
∣∣∣∣∣∣∣
∑
d∈I(V1)
(d,q˜)=1
∆1(I(U1); q˜, ad
2
)
∣∣∣∣∣∣∣ + V0 +
X1+ε
qV0
+
X1+ε
q˜V1
+
V0X
1/2+ε
q˜
for q˜ | q, Xδ+ε ≤ V0 ≤ X1−δ/q and V1 ≥ max{V0,X1−δ−ε/(qV0)}.
Having decoupled the variables d and m and removed the weight µ(d), we now introduce
additive characters into the fold. By orthogonality, we have
∑
d∈I(V1)
(d,q˜)=1
 ∑
m∈I(U1)
m≡ad2 (mod q˜)
1− 1
φ(q˜)
∑
m∈I(U1)
(m,q˜)=1
1
 = 1q˜ ∑
k (mod q˜)
 ∑
d∈I(V1)
(d,q˜)=1
eq˜(−kad2)

 ∑
m∈I(U1)
eq˜(km)

− 1
φ(q˜)
∑
d∈I(V1)
(d,q˜)=1
∑
m∈I(U1)
(m,q˜)=1
1.
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By the sieve, ∑
m∈I(U1)
(m,q˜)=1
1 =
φ(q˜)
q˜
|I(U1)|+O(τ(q˜)),
the main term of which cancels the sum with k = 0 above, and so we obtain
∆µ2(X; q, a)≪ε
V 20 (logX)
2
q˜
∑
k (mod q˜)
k 6=0
∣∣∣∣∣∣∣
∑
d∈I(V1)
(d,q˜)=1
eq˜(−kad2)
∑
m∈I(U1)
eq˜(km)
∣∣∣∣∣∣∣
+ V0 +
X1+ε
qV0
+
X1+ε
q˜V1
+
V0X
1/2+ε
q˜
≪ε V
2
0 (logX)
2
q˜
∑
1≤|k|≤q˜/2
∣∣∣∣∣∣∣
∑
d∈I(V1)
(d,q˜)=1
eq˜(kad
2
)
∣∣∣∣∣∣∣
∣∣∣∣∣∣
∑
m∈I(U1)
eq˜(−km)
∣∣∣∣∣∣
+ V0
(
1 +
X1/2+ε
q˜
)
+
X1+ε
q˜V1
+
X1+ε
qV0
.
Applying the geometric series estimate∑
m∈I(U1)
eq˜(km)≪ min{|I(U1)|, ‖k/q˜‖−1} ≪ q˜/k
for 1 ≤ k ≤ q˜/2, we thus obtain
∆µ2(X; q, a)≪ε V 20 (logX)2
∑
1≤k≤q˜/2
1
k
∣∣∣∣∣∣∣
∑
d∈I(V1)
(d,q˜)=1
eq˜(kad
2
)
∣∣∣∣∣∣∣+
X1+ε
q˜V1
+
X logX
qV0
+ V0.
2.2. Bounding incomplete exponential sums on average. Our main objective from
here on is to get a suitable estimate on average over k for
Sq˜,a(k;V1) :=
∑
d∈I(V1)
(d,q˜)=1
eq˜
(
kad
2
)
.
To simplify matters further, we separate the range of k according to (k, q˜) = f , giving∑
1≤k≤q˜−1
|Sq˜,a(k;V1)|
k
=
∑
f |q˜
f<q˜
1
f
∑∗
k′ (mod q˜/f)
|Sq˜/f,a(k′;V1)|
k′
.(5)
Fix f | q˜ with f < q˜ for the moment, and put q′ := q˜/f . Completing the sum, we obtain
Sq′,a(k
′;V1) =
∑∗
l (mod q′)
eq′(k
′al
2
)
∑
d∈I(V1)
d≡l (mod q′)
1
=
1
q′
∑
r (mod q′)
∑∗
l (mod q′)
eq′(k
′al
2
+ rl)
∑
d∈I(V1)
eq′(−rd)
=
1
q′
q′∑
r=1
eq′(−rV1)K2(k′a, r; q′)gq′(r),(6)
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where for Q ≥ 2 we have set
K2(A,B;Q) :=
∑∗
x (mod Q)
eQ
(
Ax2 +Bx
)
(A ∈ (Z/QZ)×, B ∈ Z/QZ),
the complete exponential sum defined in the introduction, as well as
gq′(r) := eq′(rV1)
∑
d∈I(V1)
eq′(−rd) =
∑
1≤d≤V1/V0
eq′(−rd)≪ min{V1/V0, q′/r}.(7)
We would like to use partial summation to remove the weight gq′ in (6); however, the long
sum in r will make this inefficient in the sequel if we do not split the interval into shorter
segments. To this end, let 1 ≤ K ≤ q′ − 1 be a parameter that we will choose later. We split
Sq′,a(k
′;V1) =
1
q′
∑
1≤m≤q′/K
∑
K(m−1)<r≤Km
eq′(−rV1)K2(k′a, r; q′)gq′(r).
Given 1 ≤ m ≤ q′/K, set
κ(m; k′a, q′) := max
1≤R≤K
∣∣∣∣∣∣
K(m−1)+R∑
r=K(m−1)+1
eq′(−rV1)K2(k′a, r; q′)
∣∣∣∣∣∣ .
Applying partial summation to estimate the derivative g′q′ of gq′ , we get
|gq′(r + 1)− gq′(r)| =
∣∣∣∣∫ r+1
r
g′q′(t)dt
∣∣∣∣ ≤ maxr≤t<r+1 |g′q′(t)| ≪ V1q′V0 min{V1/V0, q′/r}.
Combining this, (7) and partial summation once again, we obtain
Sq′,a(k
′;V1)≪ 1
q′
∑
1≤m≤q′/K
κ(m; k′a, q′) ·K max
(m−1)K<r≤mK
|gq′(r + 1)− gq′(r)|
≪ V1
q′V0
∑
1≤m≤q′/K
κ(m; k′a, q′)
m
+K
(
V1
q′V0
)2
|K2(k′a, 0; q′)|.(8)
We may control the terms in (5) with large f directly using a square-root cancelling bound
for K2(A,B,Q), which we derive below.
2.2.1. Point-wise bounds.
Lemma 2.1 (p-adic stationary phase method). For any n ≥ 2, a ∈ (Z/pnZ)× and b ∈ Z/pnZ,
we have
K2(a, b; p
n) =
(
3a
pn
)
εp,np
n/2
∑∗
y (mod p⌊n/2⌋)
y3≡2ab (mod p⌊n/2⌋)
epn(3ay
2),(9)
where εp,n = 1 if n is even and εp,n = i
(p−1)2/4 if n is odd.
Proof. Applying Lemmas 12.2 and 12.3 of [11], we have that if A ∈ (Z/pnZ)× and B ∈ Z/pnZ
then
K2(A,B; p
n) = pn/2
∑∗
y (mod p⌊n/2⌋)
y3≡2AB (mod p⌊n/2⌋)
epn(Ay
2 +By)θpn(y;A,B),
where for y satisfying y3 ≡ 2AB (mod p⌊n/2⌋) we have set
θpn(y;A,B) :=
{
1 if 2 | n
p−1/2
∑
z (mod p) ep
(
3Az2 + z
(
(2Ay −By2)/p(n−1)/2)) if 2 ∤ n.
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A key point here is that the set of critical points, i.e., solutions to y3 ≡ 2AB (mod p⌊n/2⌋)
is invariant under translations by pn−⌊n/2⌋Z/pnZ (see e.g., [14, Lemma 1]); in particular, by
choosing a lift of such critical points to solutions to y3 ≡ 2AB (mod pn) via Hensel’s lemma,
we may rewrite
Ay2 +By ≡ 3Ay2 (mod pn).
When n = 2m, with m ≥ 1, we simply have (with A = a and B = b)
K2(a, b; p
2m) = pm
∑∗
y (mod pm)
y3≡2ab (mod pm)
ep2m(3ay
2),
which implies the claim in this case. On the other hand, completing the square and using the
explicit computation of Gauss sums modulo p when n = 2m+ 1, we get
θp2m+1(y;A,B) = p
−1/2
∑
z (mod p)
ep
(
3A
(
z + 6A
2Ay −By2
pm
)2
− 12A (2Ay −By
2)2
p2m
)
=
(
3A
p
)
i(p−1)
2/4ep2m+1
(−3Ay2(1− 2ABy3)2) .
Again, using the pm+1Z/p2m+1Z-translation invariance of the solutions to y3 ≡ 2AB (mod pm),
at critical points the exponential here is simply 1, and we obtain (when A = a and B = b)
K2(a, b; p
2m+1) =
(
3a
p
)
i(p−1)
2/4p(2m+1)/2
∑∗
y (mod pm)
y3≡2ab (mod pm)
ep2m+1(3ay
2).
The claim is proved. 
Lemma 2.2. Let Q ≥ 2. Then
max
A∈(Z/QZ)×
B∈Z/QZ
|K2(A,B;Q)| ≪ε Q1/2+ε.
Proof. We reduce to the case of prime power moduli using the Chinese remainder theorem.
Indeed, if Q = m1m2 where m1 and m2 are coprime, then selecting r1, r2 ∈ Z such that
m1r1 +m2r2 = 1, we have
K2(A,B;Q) = K2(r2A, r2B;m1)K2(r1A, r1B;m2).(10)
Applying this inductively over the prime power divisors of Q and taking maxima over A and
B, we obtain
max
A∈(Z/QZ)×
B∈Z/QZ
|K2(A,B;Q)| ≤
∏
pn||Q
max
A∈(Z/pnZ)×
B∈Z/pnZ
|K2(A,B; pn)|.
Now, observe that for each p||Q prime and A,B ∈ Z/pZ we can represent
K2(A,B; p) =
∑
x∈F×p
ep
(
Ax2 +Bx
)
=
∑
x∈F×p
ep(fA,B(x)),
where fA,B(x) = A/x
2 + Bx ∈ Fp(x). By the Bombieri–Dwork–Weil bound [1, Theorem 6]
(see also [3, Section 3.5]),
(11) max
A∈F×p ,B∈Fp
|K2(A,B; p)| ≤ C ′√p.
for C ′ > 0 an absolute constant. On the other hand, if pn||Q with n ≥ 2 then by Lemma 2.1
we have
|K2(A,B; pn)| ≤ pn/2|{y (mod p⌊n/2⌋) : y3 ≡ 2AB (mod p⌊n/2⌋)}|.
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The solutions to y3 ≡ 2AB (mod p) lift uniquely to solutions modulo p⌊n/2⌋ by Hensel’s
lemma, so the cardinality in the previous line is ≤ 3. In particular,
max
A∈(Z/pnZ)×
B∈Z/pnZ
|K2(A,B; pn)| ≤ Cpn/2
for C := max{C ′, 3}.
We therefore conclude that
max
A∈(Z/QZ)×
B∈Z/QZ
|K2(A,B;Q)| ≤ Cω(Q)Q1/2 ≪ε Q1/2+ε
as claimed. 
Combining Lemma 2.2 with (6) and V1 ≪ X1/2 gives
Sq′,a(k
′;V1)≪ε (log q) max
r (mod q′)
r 6=0
|K2(k′a, r; q′)|+ |gq
′(0)||K2(k′a, 0; q′)|
q′
≪ε (q′)1/2+ε +Xε(X/q′)1/2V −10 .
Let Z ≥ 2 be a parameter to be chosen later. Applying this with q′ = q˜/f with f > Z in
particular, it follows immediately that∑
f |q
f>Z
1
f
∑
1≤k≤q˜/(2f)
|Sq˜/f,a(k′;V1)|
k′
≪ε q˜ε
∑
f |q˜
f>Z
1
f
(
(q˜/f)1/2+ε +Xε(X/q˜)1/2f1/2V −10
)
≪ Xε
(
q˜1/2Z−3/2 + Z−1/2(X/q˜)1/2V −10
)
,
which, in combination with (8), thus gives
∆µ2(X; q, a) ≪ε Xε
V0V1
q˜
∑
f |q˜
f≤Z
∑
1≤k′≤q˜/(2f)
q˜/(fK)∑
m=1
κ(m; k′a, q˜/f)
k′m
(12)
+ V0
(
1 +Xε
(
X
Zq˜
)1/2)
+Xε
(
V 20 q˜
1/2
Z3/2
+
X
qV0
+
X
q˜V1
+KV 21
(
Z
q˜
)3/2)
,
provided K ≤ q˜/Z.
2.2.2. Bounds on average. It turns out (see Section 6.1) that merely applying Lemma 2.2
directly to K2 (after replacing q by q˜ as we have done above) results in a power-saving upper
bound for ∆µ2(X; q, a) for any q ≤ X3/4−ε, provided q˜ can be chosen with appropriate size.
This is independent of squarefreeness considerations.
Ignoring the effect of the sum over divisors f (which will have little influence in the sequel),
in order to do better we will need to find a power savings in X over the pointwise estimate
from Lemma 2.2, i.e.,
max
1≤m≤q˜/K−1
max
1≤k′≤q˜−1
|κ(m; k′a, q˜)| ≤ K max
A∈(Z/q˜Z)×
B∈Z/q˜Z
|K2(A,B; q˜)| ≪ε Kq˜1/2+ε,
by utilizing the averaging of K2 sums implicit in the definition of κ(m; k
′a, q˜). To this end,
we will apply the q-van der Corput method of Heath-Brown, as formulated by Irving in [10].
The following is proved mutatis mutandis by the arguments in [10].
12 ALEXANDER P. MANGEREL
Proposition 2.3 ([10, Lemma 4.3]). Let K,L ≥ 1, and M ∈ Z. Suppose Q ≥ 4 factors as
Q = Q0 · · ·QL, with Qj ≥ 2 for each 0 ≤ j ≤ L. Let J be an interval with |J | ≤ K, and set
T (b,M) :=
∑
k∈J
eQ(−Mk)K2(b, k;Q),
where b is a coprime residue class modulo Q. If K ≥ max{Q1, . . . , QL} then
|T (b,M)| ≪ε,L Q1/2+εK
 L∑
j=1
(
QL−j+1
K
)2L−j
+
Q
K(L+1)Q2
L−1+1
0
∑
1≤|h1|≤K/Q1
· · ·
∑
1≤|hL|≤K/QL
|T (h)|
2−L
where for each h ∈ ZL with 1 ≤ |hj | ≤ K/Qj there is an interval J(h) of size ≤ K and b′
coprime to q such that
T (h) :=
∑
k∈J(h)
∏
I⊆{1,...,L}
C|I|K2
(
b′, k +
∑
i∈I
Qihi, Q0
)
,
C(z) := z being the complex conjugation map.
Proposition 2.3 indicates that our main point of focus for the remainder of the argument
will be the estimation of |T (h)|, for h satisfying Qj|hj | ∈ [1,K] for all 1 ≤ j ≤ L. We will
estimate these terms pointwise in h, the key point being that, outside of a sparse set of h,
we will obtain significant cancellation. This will result in the following.
Proposition 2.4. Adopt the notation of Proposition 2.3.
i) Assume that Q = Q0 · · ·QL is squarefree. Then∑
1≤|h1|≤K/Q1
· · ·
∑
1≤|hL|≤K/QL
|T (h)| ≪ε,L K
L
Q
Q
2L−1+3/2+ε
0
(
K
Q0
+ 1
)
.
ii) Suppose Q = Q0 · · ·QL is such that (Qi, Qj) = 1 for all 0 ≤ i < j ≤ L, and (Q0, 6) = 1.
Then there is a δ′ = δ′(L) > 0 such that
∑
1≤|h1|≤K/Q1
· · ·
∑
1≤|hL|≤K/QL
|T (h)| ≪ε,L K
L
Q
Q2
L−1+2−δ′+ε
0 .
Proposition 2.4 will be proved in the next two sections. As a first step, we shall replace
T (h) by analogous complete sums (13) modulo prime powers with an additional additive
phase using the following.
Lemma 2.5. Let I ⊂ Z/Q0Z be an interval, and let A0 ∈ (Z/Q0Z)×, B0 ∈ Z/Q0Z. Let
N,M ≥ 0 with N +M ≥ 1, and let h ∈ ZN , h′ ∈ ZM . Write Q0 =
∏
1≤j≤k p
αj
j for distinct
primes pj and k = ω(Q0). Then there exist A,B ∈
∏
1≤j≤k Z/p
αj
j Z such that∑
B∈I
∏
1≤i≤N
K2(A0, B0 + hi;Q0)
∏
1≤j≤M
K2(A,B + h
′
j ;Q0)
≪
∑
C (mod Q0)
min
{ |I|
Q0
,
1
Q0‖C/Q0‖
} k∏
j=1
∣∣∣T (Aj , Bj , C,h,h′; pαjj )∣∣∣ ,
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where for each Q | Q0 we set
(13) T (A,B,C,h,h′;Q) :=
∑
b (mod Q)
eQ (CBb)
·
∏
1≤i≤N
K2(A, b+ hi;Q)
∏
1≤j≤M
K2(A, b+ h
′
j ;Q).
Proof. For B ∈ Z/Q0Z put
g(B) :=
∏
1≤i≤N
K2(A,B + hi;Q0)
∏
1≤j≤M
K2(A,B + h
′
j ;Q0).
Completing the sum over B modulo Q0, the left-hand side is
∑
B (mod Q0)
1I(B)g(B) =
1
Q0
∑
C (mod Q0)
(∑
D∈I
eQ0(−CD)
) ∑
B (mod Q0)
g(B)eQ0(CB)

≪ 1
Q0
∑
C (mod Q0)
min{|I|, ‖C/Q0‖−1}
∣∣T (A,B,C,h,h′;Q0)∣∣ .
It thus suffices to show the existence of Aj , Bj (mod p
αj
j ) for each 1 ≤ j ≤ k, such that
T (A,B,C,h,h′;Q0) =
∏
1≤j≤k
T (Aj , Bj, C,h,h
′; p
αj
j ).
We prove this by induction on k, the number of distinct prime factors of Q0. When k = 1 there
is nothing to prove. Assume this works for any Q0 having k distinct prime factors, and now
suppose that Q0 has k+1 such factors. Write Q0 = Q
′
0p
α, where p ∤ Q′0 and α ≥ 1. Let r, s ∈ Z
be chosen such that rQ′0 + sp
α = 1. By the Chinese remainder theorem, every B (mod Q0)
can be written uniquely as B = uQ′0+ vp
α, where 0 ≤ u ≤ pα− 1 and 0 ≤ v ≤ Q′0− 1. Thus,
T (A,B,C,h,h′;Q0) =
∑
u (mod pα)
epα (Cu)
∑
v (mod Q′0)
eQ′0 (Cv)
·
∏
1≤i≤N
K2(A, uQ
′
0 + vp
α + hi; p
αQ′0)
∏
1≤j≤M
K2(A, uQ
′
0 + vp
α + h′j ; p
αQ′0).
Applying (10) and the symmetry K2(α, γβ; q
′) = K2(γ
2α, β; q′) for any γ ∈ (Z/q′Z)×, we see
that the products are N∏
i=1
K2(s
3A, uQ′0 + hi; p
α)
M∏
j=1
K2(s
3A, uQ′0 + h
′
j ; p
α)

·
 N∏
i=1
K2(r
3A, vpα + hi;Q
′
0)
M∏
j=1
K2(r
3A, vpα + h′j ;Q
′
0)
 .
Making the change of variables u 7→ uQ′0 and v 7→ vpα, we thus get
T (A,B,C,h,h′;Q0) = T (s
3A,Q
′
0, C,h,h
′; pα) · T (r3A, pα, C,h,h′;Q′0),
where the inverses are taken modulo pα and Q′0 respectively.
By induction, we can factor the second bracketed term similarly into k products, and the
claim follows. 
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In Irving’s work [10], where squarefree moduli specifically are treated, an application of a
(variant of a) result of Fouvry, Ganguly, Kowalski and Michel on correlations of Kloosterman
sums ([5, Proposition 3.2]) is used to control the complete sums to prime moduli arising in
the factorization in Lemma 2.5. To achieve the same goal, we will prove in full detail a similar
result for correlations of the complete exponential sums K2 in the next section. In Section 4,
we treat the same problem for prime power moduli, using rather different techniques.
3. Correlations of K2 Sums to Prime Moduli: Cohomological Methods
The goal of this section is to provide an estimate for sums like (13). We will prove, in full
detail, the following analogue of [5, Proposition 3.2] and [10, Section 4.3] (the latter of which
cites private communications for the corresponding result for Kloosterman sums). This will
be the main input to the proof of Proposition 2.4 i).
Throughout this section, fix a prime p. Given N,M ≥ 1, and tuples h ∈ FNp and h′ ∈ FMp we
define
T = Th,h′ := {h1, . . . , hN , h′1, . . . , h′M},
and for each τ ∈ T define
µ(τ) = µh(τ) := |{1 ≤ j ≤ N : hj = τ}|
ν(τ) = νh′(τ) := |{1 ≤ j ≤M : h′j = τ}|.
Theorem 3.1. For A ∈ F×p , ψ ∈ F̂p a possibly trivial additive character, and h1, . . . , hN ,
h′1, . . . , h
′
M ∈ Fp (where N +M ≥ 1), we have
(14)
∑
B∈Fp
ψ(B)
N∏
i=1
K2(A,B + hi; p)
M∏
j=1
K2(A,B + h
′
j ; p)≪ (N +M)3N+Mp
N+M+1
2
unless ψ is trivial and µ(τ) = ν(τ) for all τ ∈ T .
Remark 3.2. We can rewrite the left-hand side of (14) as∑
B∈Fp
ψ(B)
∏
τ∈T
K2(A,B + τ ; p)
µ(τ)K2(A,B + τ ; p)
ν(τ).
Note that when ψ is trivial and µ(τ) = ν(τ) for all τ ∈ T , the summands are all non-negative.
We should therefore not expect to find any improvement over the trivial bound in general
(outside of the possibility that the absolute values of p−1/2K2(A,B + τ ; p) are small, which
is atypical given that these normalized sums satisfy the Sato-Tate distribution as B varies).
Thus, our characterization of when savings are available for the above correlation sums is
essentially sharp.
To prove Theorem 3.1 we will employ the method surveyed in [6]. Highlights of this method
include:
• the interpretation of K2 as the trace function of an ℓ-adic sheaf, pure of weight 1, and
the computation of its geometric monodromy group (following Katz [13]);
• the determination of geometric isomorphisms between shifts of these sheaves to find
the monodromy of a product sheaf via the Goursat–Kolchin–Ribet criterion; and
• the application of the Grothendieck–Lefschetz trace formula and the Grothendieck–
Ogg–Shafarevich Euler–Poincare´ formula.
We will use the statements from [17] that also track the dependencies in the number of factors
(i.e., N and M), for completeness. For the sake of concision, we refer the reader to these (and
the references therein) for additional definitions, notations and other details.
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3.1. Cohomological Interpretation of K2 and (14). In the language of [3], the pointwise
bound on K2 modulo primes from Lemma 2.2 (see (11)) can be seen as the outcome of
applying the Grothendieck–Lefschetz trace formula and Deligne’s Riemann hypothesis over
finite fields [4] to the one-dimensional Artin–Schreier ℓ-adic sheaf Le(fA,B/p) on Gm × Fp:∣∣∣∣∣∣
∑
x∈F×p
e(fA,B(x)/p)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
x∈F×p
ι tr
(
Frobx,p | Le(fA,B/p)
)∣∣∣∣∣∣
=
∣∣∣∣∣
2∑
i=0
(−1)iι tr
(
Frobp | H ic(Gm × Fp,Le(fA,B/p))
)∣∣∣∣∣
≤ √p · dimH1c
(
Gm × Fp,Le(fA,B/p)
)
,
where ℓ 6= p is an auxiliary prime, ι : Qℓ → C is an arbitrary embedding, Frobx,p ∈
πgeom1 (Gm, η) is the geometric Frobenius class at x ∈ Gm(Fp) for η a geometric generic point,
and Frobp ∈ Gal(Fp/Fp) is the geometric Frobenius (acting on the cohomology groups).
The dimension of the first cohomology group is bounded independently from p by the
Grothendieck–Ogg–Shafarevich formula, giving the constant C ′ in (11) above.
To handle sums of K2 sums in Theorem 3.1, we adopt a different perspective, and consider
K2 as an ℓ-adic trace function itself, using the ℓ-adic Fourier transform of Brylinski, Deligne
and Laumon. Some properties of the sheaf thus produced are given in the following lemma.
Lemma 3.3. Assume that p is an odd prime, fix an auxiliary prime ℓ 6= p, an embedding
ι : Qℓ → C, and let A ∈ F×p . There exists a middle-extension sheaf of Qℓ-modules GA that is
lisse on Gm × Fp and pointwise pure of weight 0, as well as α ∈ C of modulus one, such that
for every B ∈ Gm(Fp),
(15) ι tr (FrobB,p | GA) = −αK2(A,B; p)√
p
.
Moreover:
(1) GA has rank 3, with a unique ∞-break at 2/3;
(2) Swan∞(GA) = 2;
(3) GA is tamely ramified at 0, and its local monodromy is a unipotent pseudoreflection;
(4) if p ≥ 11, the arithmetic and geometric monodromy groups Garith, Ggeom (that is, the
images of the arithmetic/geometric fundamental groups by the corresponding repre-
sentation composed with ι) are equal and isomorphic to SL3(C).
Proof. A sheaf G′A satisfying all of the above properties but (4) is given by the ℓ-adic Fourier
transform of the Artin–Schreier sheaf Le(f(X)/p), where f(X) = A/X2 ∈ Fp(X). The resulting
trace function (the left-hand side of (15)) is indeed the discrete Fourier transform of e(f(x)/p),
namely K2. The statements of the lemma are all contained in [13, Section 7.3, Section 7.12
(SL-Example(3)), Theorem 7.12.3.1], with h = f , α = 0 and n0 = ord0(f) = 2. In particular,
the rank is 1 + n0 = 3.
Regarding the last property, since f(x)+f(−x) is nonconstant the geometric monodromy
group is isomorphic to SL3(C) for p ≥ 11 by the theorem from ibid. By [13, Section 7.12 (SL-
Example(3))], detG′A is geometrically trivial, whence arithmetically isomorphic to β ⊗ Qℓ,
where β is a p-Weil number of weight 0. Therefore, setting GA = β−1/3 ⊗ G′A yields
SL3(C) = Ggeom(GA) = Ggeom(G′A) ≤ Garith(GA) ≤ SL3(C),
with GA still verifying the previous properties. The theorem then holds with the twist α =
ιβ−1/3 ∈ C. 
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Note that the purity and dimensionality statements encompass the bound (11) from
Lemma 2.2:
K2(A,B; p) ≤ dim(GA)√p = 3√p(16)
(including at B = 0 by [4, (1.8.9)]).
The bound in (14) is trivial if p < 11, so we may assume in what follows that p ≥ 11.
Using Lemma 3.3, we may bound the modulus of the left-hand side of (14) as
≪ pN+M2
∣∣∣∣∣∣
∑
B∈U(Fp)
ι tr (FrobB,p | HA,h,ψ)
∣∣∣∣∣∣+ 3N+M (N +M)
 ,(17)
setting
HA,h,ψ := Lψ ⊗
 ⊗
τ∈Th,h′
[+τ ]∗G⊗µ(τ)A ⊗ [+τ ]∗D(GA)⊗ν(τ)
 , lisse on U,
where the tensor product⊗ and dualD are understood at the level of the corresponding ℓ-adic
representations (as in [12, 13]). The second term in brackets in (17) bounds the contribution
from ramification points of the tensor product (with the “artificial” one introduced at B = 0
by the Fourier transform), of which there are ≤ N +M , using (16).
The trace formula will now be applied to (17).
3.2. Applying the trace formula. By the Grothendieck–Lefschetz trace formula and the
Grothendieck–Ogg–Shafarevich formula (see the references in [17, Theorem 2.5]),
(18)
∑
B∈U(Fp)
tr (FrobB,p | HA,h,ψ) = p · tr
(
Frobp | (HA,h,ψ)πgeom1,p (U,η)
)
+O (E(HA,h,ψ)√p)
with an absolute implied constant, where
E(HA,h,ψ) = rank(HA,h,ψ)
|Sing(HA,h,ψ)|+ ∑
x∈Sing(HA,h,ψ)
Swanx(HA,h,ψ)

≤ 3N+M (N +M + (N +M) · 2 + 1) ≤ 4(N +M)3N+M ,
the inequality coming from Lemma 3.3 and the ramification properties of the tensor product
recalled in [12, Chapter 1]. Let
H+A,h,ψ = Lψ ⊕
 ⊕
τ∈Th,h′
[+τ ]∗GA

and note that
Ggeom
(
H+A,h,ψ
)
≤ Garith
(
H+A,h,ψ
)
∋ Frobp
≤ Ggeom(Lψ)×Ggeom(GA)H =
{
Z/p× SL3(C)H : ψ 6= 0
SL3(C)
H : ψ = 0,
where H := |Th,h′ |. A very convenient case arises when these inclusions are equalities: in this
event Frobp acts trivially on the coinvariant space in (18), and the right-hand side becomes
p · dim(HA,h,ψ)G +O (E(HA,h,ψ)√p)
= (2δψ=0 − 1)
∏
τ∈T
mult1
(
Std⊗µ(τ)⊗D(Std)⊗ν(τ)
)
+O((N +M)3N+Mp1/2),
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by Schur’s Lemma (see [16, Lemma 4.6, Proposition 4.8]), where mult1 is the multiplicity
of the trivial representation on the standard representation SL3(C)→ GL3(C). Finally, it is
well-known (see [7]) that the multiplicities are zero unless µ(τ) = ν(τ) for all τ ∈ Th,h′ .
Therefore, it only remains to prove:
Lemma 3.4. The arithmetic and geometric monodromy groups of HA,h,ψ coincide and are
isomorphic to Z/p× SL3(C)H if ψ is non trivial, and SL3(C)H otherwise, where H = |Th,h′ |.
Proof. Let us first consider the case where ψ is trivial. By the Goursat–Kolchin–Ribet crite-
rion [13, Section 1.8], since the pair (SL3(C),Std)i=1,2 is Goursat-adapted (in the language
given there), it suffices to show that there exists no geometric isomorphism of the form
[+h]∗GA ∼= [+h′]∗GA ⊗ L, h 6= h′,
for a one-dimensional sheaf L. Without loss of generality, we may assume that h′ = 0. Let us
assume by contradiction that h 6= 0. Since the left-hand side is ramified exactly at −h and
∞, L must be ramified at 0 and −h (and possibly at ∞). It follows that
GI0A ∼= ([+h]∗GA)I−h ∼= (GA ⊗ L)I−h ∼= GA ⊗LI−h = 0.
However, this contradicts the fact from Lemma 3.3 that the monodromy of 0 is a pseudore-
flection (i.e. 2 = dimGI0A = dim(GA)I0).
If ψ is non-trivial, let us write H+A,h,ψ = Lψ ⊕ F , where we may assume by the above
that the arithmetic and geometric monodromy groups of F coincide and are isomorphic to
SL3(C)
H . We have
Ggeom
(
H+A,h,ψ
)
≤ Garith
(
H+A,h,ψ
)
≤ Fp × SL3(C)H ,
and both Fp and SL3(C)
H surject into Ggeom. By the classical Goursat lemma [19, Lemma
5.2.1], either the inclusions above are equalities, or SL3(C)
H has a normal subgroup of index
p. The latter is excluded since SL3(C) is connected. 
This finishes altogether the proof of Theorem 3.1. 
4. Correlations of K2-sums to Prime Power Moduli: Stationary Phase
Methods
In this section, we complement the results of the previous section, which applied to corre-
lations of K2 sums to prime moduli, with a treatment of K2 sums to higher prime power
moduli.
Before stating Theorem 4.1 below, we need a few elements of notation. Fix n ≥ 2 and p > 3.
Let N,M ≥ 0 with K := N +M ≥ 1, and suppose h ∈ ZN and h′ ∈ ZM . Similarly to the
previous section, given τ ∈ Z/pnZ we define
µ(τ) = µh(τ) := |{1 ≤ j ≤ N : hj ≡ τ (mod pn)}|
ν(τ) = νh′(τ) := |{1 ≤ j ≤M : h′j ≡ τ (mod pn)}|,
and we define
T = Tµ,ν := {τ ∈ Z/pnZ : µ(τ) + ν(τ) ≥ 1}.
We will prove the following estimates.
Theorem 4.1. Let p > 3 be prime and let n ≥ 2. Let N,M ≥ 0 with N +M ≥ 1, and let
h ∈ ZN and h′ ∈ ZM . Let c ∈ Z/pnZ, a ∈ (Z/pnZ)×, and let µ = µh, ν = νh′ and T = Th,h′
be defined as above. Further, put
∆(T ) := min{|τ − τ ′|p : τ, τ ′ ∈ T, τ 6= τ ′},
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where |x|p denotes the p-adic absolute value of x ∈ Q, as well as
ρ = 1p≤3|T |/2−1 +
⌈
log(20(N +M)3)
log p
⌉
.
Then∑
b (mod pn)
epn(cb)
∏
1≤i≤N
K2(a, b+ hi; p
n)
∏
1≤j≤M
K2(a, b+ h
′
j ; p
n)
≪N,M,ε p(N+M+2)n/2
p
− 1
n2(n−1)2+ε if n ≤ (N +M)32N+M
p−n2
−N−M+1 + 1
∆(T )<p
−2|T |−2(⌊2|T |n⌋−ρ) if n > (N +M)32N+M ,
unless either:
(i) p ≡ 2 (mod 3), c = 0 and µ(τ) = ν(τ) for all τ ∈ T ,
(ii) p ≡ 1 (mod 3), c = 0 and 3|(µ(τ) − ν(τ)) for all τ ∈ T , or
(iii) p ≡ 1 (mod 3), pn−1||c and 3|(µ(τ)−ν(τ)); in this case, the bound is ON,M (p(N+M+2)n/2−1/2).
The remainder of the section is devoted to proving this theorem.
4.1. Preparation. Fix a ∈ (Z/pnZ)×, c ∈ Z/pnZ, h ∈ ZN and h′ ∈ ZM , and define µ, ν and
T as above. Set
Spn(h,h
′; c, a) :=
∑
b (mod pn)
epn(cb)
∏
1≤i≤N
K2(a, b+ hi; p
n)
∏
1≤j≤M
K2(a, b+ h
′
j ; p
n).
We can rewrite this expression as
Spn(h,h
′; c, a) =
∑
d (mod p)
∑
b (mod pn)
b≡d (mod p)
epn(cb)
∏
τ∈T
K2(a, b+ τ ; p
n)µ(τ)K2(a, b+ τ ; p
n)ν(τ)
=:
∑
d (mod p)
Spn(c, µ, ν; a, d).
We deduce from Lemma 2.1 that unless 4a2(b + τ) ≡ 4a2(d + τ) ∈ (Z/pZ)×3 (i.e., the
cube of a residue class prime to p) for all τ ∈ T we get that Spn(c, µ, ν; a, d) = 0. We will
henceforth assume the condition
(✸) : 4a2(d+ τ) ∈ (Z/pZ)×3 for all τ ∈ T ,
which, as T and a are fixed, depends only on d.
Now, depending on whether p ≡ 1 (mod 3) or p ≡ 2 (mod 3), if d satisfies (✸) then there
are either:
• exactly 3 critical points, when p ≡ 1 (mod 3), or
• exactly one critical point, when p ≡ 2 (mod 3).
Letting u0 be a primitive cube root modulo p
⌊n/2⌋ (by Hensel’s lemma, this is necessarily a lift
of a primitive cube root modulo p), we may define a fixed branch of the cube root r 7→ s(r)
such that s(r)3 ≡ r (mod p) whenever r ∈ (Z/pZ)×3, and lift this branch to a branch of cube
root modulo p⌊n/2⌋ as well; then, if x3 ≡ r (mod p⌊n/2⌋) we obtain that
x ≡ s(r)uj0 (mod pm) for some 0 ≤ j ≤ dp − 1,
setting dp = 1 if p ≡ 2 (mod 3) and dp = 3 if p ≡ 1 (mod 3). In this way, we can write (in
the notation of Lemma 2.1)
K2(a, b+ τ ; p
n) =
(
3a
pn
)
εp,np
n/2
∑
0≤j≤dp−1
epn(3as(2a(b+ τ))
2uj0).
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Fix d satisfying (✸). For ease of notation, in the sequel we will write
S∗pn(c, µ, ν; a, d) =
(
3a
pn
)N+M
εp,n
N+MSpn(c, µ, ν; a, d),
and study S∗pn as d varies.
For each τ ∈ T set
U(τ) := {0, . . . , dp − 1}µ(τ), V (τ) := {0, . . . , dp − 1}ν(τ),
as well as
U :=
∏
τ∈T
U(τ), V :=
∏
τ∈T
V (τ).
With these notations, we can write
S∗pn(c, µ, ν, a, d)
= p(N+M)n/2
∑
j=(j(τ))τ∈T∈U
j′=(j ′(τ))τ∈T∈V
∑
b (mod pn)
b≡d (mod p)
epn
bc+ 3a∑
τ∈T
s(2a(b+ τ))2
 ∑
1≤i≤µ(τ)
u
ji(τ)
0 −
∑
1≤i′≤ν(τ)
u
j′
i′(τ)
0
 .
For notational convenience, we simplify the above expression further as follows. Given ǫ =
(ǫτ )τ∈T ∈ (Z/pnZ)|T | and b ∈ Z/pnZ, define
fT,ǫ(b) := bc+ 3a
∑
τ∈T
ǫτs(2a(b+ τ))
2.(19)
Provided d satisfies (✸), we may thus write
S∗pn(c, µ, ν; a, d) = p(N+M)n/2
∑
ǫ∈(Z/pnZ)|T |
φ(ǫ)
∑
b (mod pn)
b≡d (mod p)
epn(fT,ǫ(b)),
where we have set
φ(ǫ) :=
∣∣∣∣∣
{
(j, j ′) ∈ U × V : ǫτ =
∑
i
u
ji(τ)
0 −
∑
i′
u
j′
i′(τ)
0 for all τ ∈ T
}∣∣∣∣∣ ≥ 0,
for each ǫ ∈ (Z/pnZ)|T |. Note that∑
ǫ∈(Z/pnZ)|T |
φ(ǫ) = |U||V| ≪ 3N+M ,
and if p ≡ 2 (mod 3) then φ(ǫ) = 1 if ǫτ = µ(τ)− ν(τ) for all τ ∈ T , and 0 otherwise.
We now separate the ǫ = 0 term from the remaining ǫ, so that7∑✸
d (mod p)
S∗pn(c, µ, ν; a, d) =
∑✸
d (mod p)
S∗, 6=0pn (c, µ, ν; a, d) + φ(0)p(N+M)/2
∑✸
d (mod p)
∑
b (mod pn)
b≡d (mod p)
epn(fT,0(b))
=:
∑✸
d (mod p)
S∗, 6=0pn (c, µ, ν; a, d) +
∑✸
d (mod p)
S∗,0pn (c, µ, ν; a, d).
7We use the notation
∑✸
d (mod p)
to denote a sum over d (mod p) satisfying (✸) (for a and T fixed).
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4.2. The ǫ = 0 Terms. The contribution to Spn(h,h
′; c, a) from ǫ = 0 can be estimated as
follows.
Proposition 4.2. With the above notation, we have∑✸
d (mod p)
S∗,0pn (c, µ, ν; a, d) = 0
unless pn−1|c and 3|(µ(τ)− ν(τ)) for all τ ∈ T . In this latter case, the following bounds hold:
∑✸
d (mod p)
S∗,0pn (c, µ, ν; a, d) ≪N,M p(N+M+2)n/2 ·

p−1/2 : p ≡ 1 (mod 3), c 6= 0, 3|(µ(τ) − ν(τ))∀τ ∈ T
p−1 : p ≡ 2 (mod 3), c 6= 0, µ(τ) = ν(τ)∀τ ∈ T
1 : p ≡ 1 (mod 3), c = 0, 3|(µ(τ) − ν(τ))∀τ ∈ T
1 : p ≡ 2 (mod 3), c = 0, µ(τ) = ν(τ)∀τ ∈ T.
To prove this result, we need several lemmas.
Lemma 4.3. Let p ≡ 1 (mod 3) be prime, and let n ≥ 2 and D ≥ 1. Let α1, α2, α3 ∈ Z
with max{|α1|, |α2|, |α3|} ≤ D. Assume that pn/2 > 20D3 and let 1 ≤ u0 ≤ p⌊n/2⌋ − 1 be a
primitive cube root modulo p⌊n/2⌋. Then either α1 = α2 = α3 or else
νp(α1 + α2u0 + α3u
2
0) ≤
⌈
log(20D3)
log p
⌉
.
Proof. Set r :=
⌈
log(20D3)
log p
⌉
≤ n/2. Assume the claim is false, so that pr|(α1 + α2u0 + α3u20)
and α1, α2, α3 are not all the same. As p ≡ 1 (mod 3) and u0 is a primitive cube root, we
must have u0 6≡ 1 (mod p⌊n/2⌋). By assumption at least one of α1, α2, α3 does not vanish,
and up to multiplication by uj0 for j ∈ {0, 1, 2} (which does not change the p-adic valuation),
we may suppose α3 does not. As u
3
0 ≡ 1 (mod pr), we have
α1 + α2u0 + α3u
2
0 = (α1 − α3) + (α2 − α3)u0 + α3(1 + u0 + u20)
≡ (α1 − α3) + (α2 − α3)u0 (mod pr).
Now, on one hand this implies that
(20) α1 − α3 ≡ −u0(α2 − α3) (mod pr).
On the other, taking cubes, we obtain that
(α1 − α3)3 + (α2 − α3)3 ≡ 0 (mod pr).
However, as
|(α1 − α3)3 + (α2 − α3)3| ≤ 2 · (2D)3 < 20D3 ≤ pr,
it follows that (α1 −α3)3 = −(α2−α3)3, and therefore that α1 −α3 = −(α2−α3). Plugging
this into the earlier congruence implies that either α1 − α3 = α2 − α3 = 0, or else u0 ≡ 1
(mod pr). Since the αj are not all the same by assumption, the first of these is impossible.
To see that the second fails as well, note that if u0 6≡ 1 (mod p⌊n/2⌋) but u0 = 1 +mpr for
some m ∈ Z, then of course p⌊n/2⌋−r ∤ m. On the other hand, since u0 is a cube root of unity
modulo p⌊n/2⌋,
u30 = (1 +mp
r)3 = 1 +mpr(3 + 3prm+m2p2r) ≡ 1 (mod p⌊n/2⌋),
which is only possible for p 6= 3 if νp(m) ≥ ⌊n/2⌋− r, a contradiction. The claim follows. 
Lemma 4.4. Let T ⊆ Z/pnZ, and suppose φ(0) 6= 0. Assume furthermore that pn > 20(N +
M)3.
a) If p ≡ 2 (mod 3) then µ(τ) = ν(τ) for all τ ∈ T .
b) If p ≡ 1 (mod 3) then µ(τ) ≡ ν(τ) (mod 3) for all τ ∈ T .
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Proof. In each case, φ(0) 6= 0 if, and only if, there exist tuples j ∈ U , j ′ ∈ V such that
0 =
∑
1≤i≤µ(τ)
u
ji(τ)
0 −
∑
1≤i′≤ν(τ)
u
j′
i′(τ)
0 for all τ ∈ T .
a) When p ≡ 2 (mod 3), we may (trivially) take u0 = 1 and ji(τ) = j′i′(τ) = 0 for all i, i′ and
τ , which leads immediately to the conclusion µ(τ) = ν(τ) for all τ ∈ T .
b) When p ≡ 1 (mod 3), we write the above expression as
0 =
(
mτ + nτu0 + pτu
2
0
)− (m′τ + n′τu0 + p′τu20) = (mτ −m′τ ) + (nτ − n′τ )u0 + (pτ − p′τ )u20,
where mτ , nτ , pτ and m
′
τ , n
′
τ , p
′
τ are non-negative integers satisying
mτ + nτ + pτ = µ(τ) m
′
τ + n
′
τ + p
′
τ = ν(τ),
for all τ ∈ T . By Lemma 4.3, it follows that mτ − m′τ = nτ − n′τ = pτ − p′τ = ℓ, say. We
conclude that
µ(τ)− ν(τ) = (mτ + nτ + pτ )−
(
m′τ + n
′
τ + p
′
τ
)
= 3ℓ,
which implies the claim. 
Lemma 4.5. Let p > 3 be prime, and let C ∈ Z/pZ. Let A ∈ (Z/pZ)× and let T˜ ⊆ Z/pZ.
a) If p ≡ 2 (mod 3) then ∑
d (mod p)
4A2(d+τ)∈(Z/pZ)×3
∀τ∈T˜
ep(dC) = p1C≡0 (mod p) +O(|T˜ |).
b) If p ≡ 1 (mod 3) then∑
d (mod p)
4A2(d+τ)∈(Z/pZ)×3
∀τ∈T˜
ep(dC) = 3
−|T˜ |p1C≡0 (mod p) +O
(
|T˜ |2p1/2
)
.
Proof. a) When p ≡ 2 (mod 3) every residue class modulo p is a cube. Thus, if d satisfies the
condition in the sum on the left-hand side then as p > 3 this is equivalent to
∏
τ∈T˜ (d+ τ) ∈
(Z/pZ)×, which is satisfied for all but O(|T˜ |) residue classes d modulo p. Thus, the sum in
question is simply ∑
d (mod p)
ep(dC) +O(|T˜ |) = p1C≡0 (mod p) +O(|T˜ |),
as required.
b) Let Ξ3(p) := {χ (mod p) : χ3 = χ0}, where χ0 denotes the trivial multiplicative character
modulo p. Since the set of multiplicative characters modulo p is a cyclic group of order p− 1
and 3|(p − 1), we can write
Ξ3(p) = {ξj : j ∈ {−1, 0, 1}}, where ξ := χ(p−1)/31
for some fixed generator χ1 for the group of characters mod p. We note that for any b ∈ Z/pZ,∑
−1≤j≤1
ξj(b) =
{
3 if b ∈ (Z/pZ)×3
0 otherwise
,
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and so the exponential sum in question is∑
d (mod p)
ep(dC)
∏
τ∈T˜
14A2(d+τ)∈(Z/pZ)×3
= 3−|T˜ |
∑
j∈{−1,0,1}|T˜ |
ξ(4A2)t(j)
∑
d (mod p)
ξ
∏
τ∈T˜
(d+ τ)jτ
 ep(dC),(21)
where we have written t(j) :=
∑
τ∈T˜ jτ .
When j = 0 we get
3−|T˜ |
∑
d (mod p)
χ0
∏
τ∈T˜
(d+ τ)
 ep(dC)
= 3−|T˜ |
∑
d (mod p)
ep(dC) +O(|T˜ |3−|T˜ |) = 3−|T˜ |
(
p1C≡0 (mod p) +O(|T˜ |)
)
.(22)
For j 6= 0, we define
gj(d) :=
∏
τ∈T˜
jτ=1
(d+ τ), hj(d) :=
∏
τ∈T˜
jτ=−1
(d+ τ),
and what remains to be estimated is the expression
3−|T˜ |
∑
j∈{−1,0,1}|T˜ |
j 6=0
∑
d (mod p)
p∤gj(d)hj(d)
p∤(d+τ)∀τ∈T
ξ(gj(d)hj(d))ep(dC)≪ max
j 6=0
∣∣∣∣∣∣∣∣∣∣∣
∑
d (mod p)
p∤gj(d)hj(d)
p∤(d+τ)∀τ∈T
ξ(gj(d)hj(d))ep(dC)
∣∣∣∣∣∣∣∣∣∣∣
.
We interpret the latter sum as a sum over Fp, and estimate the sum using the language of
ℓ-adic trace functions, for an auxiliary prime ℓ 6= p. For each j 6= 0 let Kj denote the Kummer
sheaf attached to ξ ◦ (gj/hj), and let LC be the Artin–Schreier sheaf attached d 7→ ep(dC).
Then the sum we must estimate is∑
d∈Uj(Fp)
tKj (d)tLC (d) =
∑
d∈Uj(Fp)
tF (d),
where F := Kj ⊗ LC and Uj(Fp) := {d ∈ Fp : d 6= −τ ∀τ ∈ T}. By Corollary 2.31 of [16],
this is
p1F geom. trivial +O(cond(F)2p1/2).
When j 6= 0 we claim that F is not geometrically trivial, i.e., that Kj and D(LC) are not
geometrically isomorphic. Indeed, on one hand if C 6= 0 then LC (and thus D(LC)) has a
lone wild ramification point at ∞ (with Swan∞(LC) = 1), while in contrast Kj has only
tame ramification points at the zeros of gjhj (and in particular, Swan∞(Kj) = 0). If C = 0
then because gj(d)hj(d) has only distinct roots and is non-constant, it is not the cube of a
polynomial. Thus, Kj is ramified in at least one point and hence not geometrically trivial in
this case as well. Finally,
cond(F) = cond(Kj)cond(LC) ≤ 3(deg gj + deghj + 1)≪ |T˜ |,
so that indeed ∑
d (mod p)
p∤gj(d)hj(d)
p∤(d+τ)∀τ∈T
ξ(gj(d)hj(d))ep(dC)≪ |T˜ |2p1/2,
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for all j 6= 0. Inserting this and (22) into (21) and summing over j, we reach the claim. 
Proof of Proposition 4.2. Suppose ǫ = 0. Since fT,0(b) = cb, we have∑✸
d (mod p)
S∗,0pn (c, µ, ν; a, d) = φ(0)p(N+M)n/2
∑✸
d (mod p)
∑
t (mod pn−1)
epn(c(pt+ d))
= φ(0)p(N+M+2)n/2−11pn−1|c
∑✸
d (mod p)
ep(dc
′),
where c′ = 0 if pn−1 ∤ c, and otherwise c ≡ c′pn−1 (mod pn). By Lemma 4.5, we have∑✸
d (mod p)
ep(dc
′) = 3−|T˜ |1p≡1 (mod 3)p1c′≡0 (mod p) +O|T˜ |(p
1/21p≡1 (mod 3) + 1p≡2 (mod 3)),
where T˜ := {τ (mod p) : τ ∈ T}. As |T˜ | ≤ |T | ≤ N +M , the above expression is thus
≪N,M p(N+M+2)n/2
(
1c≡0 (mod pn) + 1pn−1|c
(
p−1/21p≡1 (mod 3) + p
−11c=01p≡2 (mod 3)
))
.
By Lemma 4.4, this gives∑✸
d (mod p)
S∗,0pn (c, µ, ν; a, d) ≪N,M p(N+M+2)n/21p≡1 (mod 3)
(
1c≡0 (mod pn) + p
−1/21pn−1|c
) ∏
τ∈T
13|(µ(τ)−ν(τ))
+ p(N+M+2)n/21p≡2 (mod 3)
(
1c≡0 (mod pn) + p
−11pn−1|c
) ∏
τ∈T
1µ(τ)=ν(τ),
which implies the claim. 
In the next two subsections, we treat the estimation of∑✸
d (mod p)
S∗, 6=0pn (c, µ, ν; a, d)
in two ways: first, we will prove an estimate that is efficient when n is large, and subsequently
a different estimate that is most efficient when n is not large (but p is).
4.3. Bounds for Large n. The main result of this subsection is the following.
Proposition 4.6. Let p > 3 be prime. Assume that n ≥ 2N+M (N +M)3. Then we have∑✸
d (mod p)
S∗, 6=0pn (c, µ, ν; a, d) ≪N,M p(N+M+2−2δ1)n/2
with δ1 := 2
−N−M , unless there are at least two distinct τ, τ ′ ∈ T such that
τ ≡ τ ′ (mod prp(n)),
where we define
rp(n) :=
⌊
2
(N +M)(N +M − 1)
(⌊
2−N−Mn
⌋− 1p≤3(N+M)/2−1 − ⌈ log(20(N +M)3)log p
⌉)⌋
.
The above proposition will be proved using a method of Milic´evic´ and Zhang [14, Section
4], a consequence of which is the following proposition concerning exponential sums with
argument function fT,ǫ (see (19) for the definition).
Proposition 4.7. There exist constants δi = δi(|T |) > 0 for i = 1, 2, 3, and ρ = ρ(N,M, |T |) >
0 such that the following holds.
For any positive integer n ≥ 2 such that pn/2 > 20(N +M)3, any d ∈ Z/pZ and any non-zero
ǫ ∈ (Z/pnZ)|T | with φ(ǫ) 6= 0, either:
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• the estimate ∑
b∈Z/pnZ
b≡d (mod p)
epn(fT,ǫ(b))≪|T | p(1−δ1)n
holds, or else
• there are at least two distinct τ, τ ′ ∈ T such that ǫτ , ǫτ ′ 6≡ 0 (mod pn) and
τ ≡ τ ′ (mod p⌊δ3(⌊δ2n⌋−ρ)⌋).
In particular, the values δ1 = δ2 = 2
−|T |, δ3 =
(|T |
2
)−1
and
ρ = 1p≤3|T |/2−1 +
⌈
log(20(N +M)3)
log p
⌉
,
are admissible.
We need the following simple lemma about p-adic valuations of generalized binomial
coefficients.
Lemma 4.8. Let p > 3. Then for any k ≥ 1,
0 ≤ max
0≤j≤k
νp
((
2/3
j
))
≤ 1p≤3k/2−1.
Proof. Notice that(
2/3
j
)
= (j!)−1
∏
0≤l≤j−1
(2/3 − l) = (−1)
j−12
3jj!
∏
1≤l≤j−1
(3l − 2),
and so as p > 3,
νp
((
2/3
j
))
= νp
 ∏
1≤l≤j−1
(3l − 2)
 − νp(j!).
Note that
max
0≤j≤k
νp
((
2/3
j
))
≥ νp
((
2/3
0
))
≥ 0.
By Legendre’s formula for p-adic valuations of factorials, it suffices to show that
νp
 ∏
1≤l≤j−1
(3l − 2)
 ≤∑
r≥1
⌊
j
pr
⌋
+ 1p≤3j/2−1,
for each 1 ≤ j ≤ k. To check this inequality, we observe first that if 1 ≤ l0 ≤ j is minimal
such that p|(3l0 − 2) and l > l0 also has this property then p|(l − l0). Clearly, by minimality
we must have νp(3l0 − 2) = 1: if p ≡ 1 (mod 3) then l0 satisfies p = 3l0 − 2; if p ≡ 2 (mod 3)
then 2p = 3l0 − 2. In particular, if p > 3j/2 − 1 then l0 does not exist.
Consider next when p ≤ 3j/2 − 1. Then we have
νp
 ∏
1≤l≤j−1
(3l − 2)
 =∑
r≥1
|{1 ≤ l ≤ j − 1 : l ≡ 23 (mod pr)}| ≤
∑
r≥1
⌊
j − ar
pr
⌋
,
where 0 ≤ ar ≤ pr−1 is a minimal representative of the residue class 23 (mod pr). We clearly
have ⌊(j − ar)/pr⌋ ≤ ⌊j/pr⌋, so that, summing over r, we obtain the desired bound. 
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The following further observations will be key. If b ∈ (Z/pnZ)×, κ ∈ N and t ∈ Z/pnZ, we
note that
s(2a(b+ τ + pκt))2 = s(2a(b+ τ)(1 + pκt/(b+ τ)))2
= s(2a(b+ τ))2
∑
l≥0
(
2/3
l
)
(pκt)l(b+ τ)−l =
∑
l≥0
(
2/3
l
)
(pκt)ls(2a(b+ τ))2−3l
≡ s(2a(b+ τ))2 + 2
3
s(2a(b+ τ))−1pκt (mod pmin{n,2κ}),
where the second equality is owed to the convergence in the p-adic topology of the power
series
(23) (1 + x)2/3 =
∑
l≥0
(
2/3
l
)
xl,
as long as |x|p < 1. It follows from this that
(24)
fT,ǫ(b+p
κt) ≡
(
bc+ 3a
∑
τ∈T
ǫτs(2a(b+ τ))
2
)
+pκt
(
c+ 2a
∑
τ∈T
ǫτs(2a(b+ τ))
−1
)
(mod pmin{2κ,n}).
Analogously, we also define the “derivative” functions
f
(j)
T,ǫ(b) := b
1−jc1j∈{0,1} + 3a
(
2/3
j
)∑
τ∈T
ǫτs(2a(b+ τ))
2−3j .
Proof of Proposition 4.7. We begin by noting that if |{τ ∈ T : ǫτ 6≡ 0 (mod pn)}| ≤ 1 then
since ǫ is non-zero the p-adic stationary phase method (see e.g., Lemma 1 (1) of [14]) implies
that for some τ0 ∈ T ,∑
b∈Z/pnZ
b≡d (mod d)
epn(fT,ǫ(b)) =
∑
b∈Z/pnZ
b≡d (mod d)
epn(bc+ ǫτ0s(2a(b+ τ0))
2)
= pn/2
∑
b∈Z/pnZ
b≡d (mod p)
ǫτ0s(2a(b+τ0))
2≡−c (mod p⌊n/2⌋)
epn(bc+ ǫτ0s(2a(b+ τ0))
2)
≪ pn/2,
since the inner sum has at most a single summand. As N +M ≥ 1 this satisfies the first
claim, so henceforth we may assume that |{τ ∈ T : ǫτ 6≡ 0 (mod pn)}| ≥ 2.
The second condition is now vacuously satisfied if 0 < δ2n < 1, so we may assume that
δ2n ≥ 1. We put X := {b (mod pn) : b ≡ d (mod p)}, noting that this is p⌊δ2n⌋Z/pnZ-
invariant. Putting
E|T | :=
{
b ∈ Z/pnZ : f (j)(b) ≡ 0 (mod p⌊δ2n⌋) for all 1 ≤ j ≤ |T |
}
,
the proof of Proposition 8 of [14] shows that
(25)
∑
b∈X
epn(fT,ǫ(b)) =
∑
b∈X∩E|T |
epn(fT,ǫ(b)) +O|T |
(
p(1−δ1)n
)
,
as long as (writing f
(0)
T,ǫ = fT,ǫ) the relations
f
(j)
T,ǫ(b+ p
κt) ≡ f (j)T,ǫ(b) + pκtf (j+1)T,ǫ (b) (mod pmin{2κ,n})
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hold for 0 ≤ j ≤ |T | − 1; this is guaranteed by a calculation analogous to (24). The proof of
Proposition 9 there shows that if
ρ0 := max
1≤j≤|T |
νp
((
2/3
j
))
+min
τ∈T
νp(ǫτ )
then ET = ∅ whenever
min{|τ − τ |p : τ, τ ′ ∈ T, τ 6= τ ′, ǫτ , ǫτ ′ 6≡ 0 (mod pn)} ≥ p−δ3(⌊δ2n⌋−ρ0),
or equivalently, whenever
τ 6≡ τ ′ (mod p⌊δ3(⌊δ2n⌋−ρ)⌋) for all distinct τ, τ ′ with non-zero ǫτ , ǫτ ′ .
Let us assume the latter condition. Then (25) yields the estimate∑
b∈X
epn(fT,ǫ(b))≪|T | p(1−δ1)n,
and it remains to check that the required constraints on the constants hold. As noted above
the proof of Proposition 8 in [14], we may take δ1 = δ2 = 2
−|T | and δ3 =
(|T |
2
)−1
. Now, if p ≡ 2
(mod 3) then ǫτ can be identified with an integer in [−(N +M), N +M ], and we deduce that
νp(ǫτ ) ≤ ⌈log(2(N +M))/ log p⌉, which is acceptable. Thus, consider when p ≡ 1 (mod 3).
We may then write
ǫτ = ατ + βτu0 + γτu
2
0,
and as φ(ǫ) 6= 0 such a representation exists with |ατ |, |βτ |, |γτ | ≤ N +M for all τ ∈ T . Since
ǫ is non-zero we may find τ ′ ∈ T such that ǫτ ′ 6≡ 0 (mod pn), and therefore ατ ′ , βτ ′ and γτ ′
are not the same. By Lemma 4.3 we get
min
τ∈T
νp(ǫτ ) ≤ νp(ǫτ ′) ≤
⌈
log(20(N +M)3)
log p
⌉
.
Finally, by Lemma 4.8, we have
max
1≤j≤|T |
νp
((
2/3
j
))
≤ 1p≤3|T |/2−1.
We thus obtain
ρ0 ≤ 1p≤3|T |/2−1 +
⌈
log(20(N +M)3)
log p
⌉
=: ρ.
The claim then follows by replacing ρ0 with its upper bound ρ in the second alternative of
the proposition, which relaxes the condition there. 
Proof of Proposition 4.6. For convenience, define
∆(Th,h′) := min
τ,τ ′∈Th,h′
τ 6=τ ′
|τ − τ ′|p.
Note that by the assumed lower bound for n, we must have pn/2 > 20(N +M)3. We may
partition the non-zero ǫ into the sets
AT :=
ǫ ∈ (Z/pnZ)|T |\{0} : minτ 6=τ ′
ǫτ ,ǫτ ′ 6≡0 (mod p
n)
|τ − τ ′|p ≥ p−δ3(⌊δ2n⌋−ρ)

BT :=
(
(Z/pnZ)|T |\{0}
)
\AT .
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Noting that |T | ≤ N +M , we apply Proposition 4.7 to bound
p(N+M)n/2
∑✸
d (mod p)
∑
ǫ∈AT
φ(ǫ)
∑
b (mod pn)
b≡d (mod p)
epn (fT,ǫ(b))≪N,M p(N+M)n/2+1·p(1−δ1)n ≪ p(N+M+2−2δ1)n/2+1.
On the other hand, if BT 6= ∅ then the second alternative of the proposition holds. This
implies the claim. 
4.4. Bounds for Small n and Large p. The above estimates are useful for n sufficiently
large in terms of N,M . In this subsection we provide an estimate which is more efficient for
n≪N,M 1, but with p≫N,M 1. As before, we write∑✸
d (mod p)
S∗, 6=0pn (c, µ, ν; a, d) =
∑✸
d (mod p)
∑
ǫ∈(Z/pnZ)|T |
ǫ 6=0
φ(ǫ)
∑
b (mod pn)
b≡d (mod p)
epn(fT,ǫ(b)),
where T = Th,h′ is as above. The estimate we prove in this case is as follows.
Proposition 4.9. Let ǫ 6= 0. Assume that n ≤ (N +M)32N+M . Then∑✸
d (mod p)
∑
b (mod pn)
b≡d (mod p)
epn(fT,ǫ(b))≪ε,N,M pn−
1
n2(n−1)2+ε.
Remark 4.10. Note that the upper bound is trivially satisfied for p = ON,M (1), by choosing
a suitable constant. We make no attempt to specify this dependence in the sequel, though
this could be done in principle provided that one had an effective bound in the critical case
s = 12k(k + 1) in Vinogradov’s mean value theorem (see Theorem 4.12). For some work in
this direction for s slightly larger, see [22].
In preparation for the proof of Proposition 4.9, note that from the identity (23) for |x|p < 1,
given b = d+ pt with t ∈ Z/pn−1Z we can write
fT,ǫ(d+ pt) = (d+ pt)c+
∑
τ∈T
ǫτs(2a(d+ τ + pt))
2 ≡
n−1∑
l=0
tlal(ǫ, d) (mod p
n)
=: Pǫ,d(t) (mod p
n),
where we have put
al(ǫ, d) := p
l
((
2/3
l
)
(2a)l
∑
τ∈T
ǫτs(2a(d+ τ))
2−3l + cd1−l1l∈{0,1}
)
.
Note that Pǫ,d(t) is a polynomial in t modulo p
n−1. To evaluate the exponential sum over
b (and thus over t (mod pn−1)), we will roughly speaking split the set of d according to
the degree (modulo pn) of Pǫ,d(t) and use bounds for Weyl sums of that degree. As we will
not be able to extract cancellation when Pǫ,d has degree 0 or 1, we will need to check that
the number of d (satisfying (✸)) for which this happens is small. To this end, we need the
following lemma, which is a modification of Proposition 4.8 of [20].
Lemma 4.11. Let w ∈ Z/pZ and T˜ ⊂ Z/pZ. Let also ǫ˜ ∈ (Z/pZ)|T˜ |\{0}. Then for j = 1, 2,
|{d (mod p) : 4a2(d+ τ) ∈ (Z/pZ)×3 ∀ τ ∈ T˜ and
∑
τ∈T˜
ǫ˜τs(2a(d+ τ))
2−3j ≡ w (mod p)}|
is O|T˜ |(1).
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Proof. The proof when j = 2 is completely similar to that of j = 1, so we focus only on the
latter case.
As in the proof of Lemma 4.5, we translate the problem to Fp, so that e.g., T˜ is identified
with a subset of Fp. Put F := Fp if p ≡ 1 (mod 3), and F := Fp[X]/(X2 +X +1)Fp[X] when
p ≡ 2 (mod 3). Define also
NT˜ (w) := |{d ∈ F : 4a2(d+ τ) ∈ F×3 ∀ τ ∈ T˜ and
∑
τ∈T˜
ǫ˜τs((2a)
−1(d+ τ))−1 = w}|.
When p ≡ 1 (mod 3), NT˜ (w) is precisely the count on the left-hand side in the statement of
the lemma; when p ≡ 2 (mod 3), NT˜ (w) is an upper bound for the desired quantity, since
Fp ⊆ F. In what follows we let U0 denote a primitive cube root of unity in F; naturally, this
satisfies 1 + U0 + U
2
0 = 0.
Let a ∈ F|T˜ |p . Consider the product
Qw(a) :=
∏
j∈{−1,0,1}|T˜ |
w −∑
τ∈T˜
U jτ0 aτ
 ,
which is a polynomial of total degree ≤ 3|T˜ | in the variables (aτ )τ∈T˜ ∈ F|T˜ |p . Note that
Qw(a) = Qw((aτU
jτ
0 )τ∈T˜ ) for all j ∈ {−1, 0, 1}|T˜ |. This implies that we can find a polynomial
Q˜w, defined over F, such that
8 Qw(a) = Q˜w((a
3
τ )τ∈T˜ ). In particular, we can write
Qw(a) =
∑
r1,...,r|T˜ |≥0
r1+···+r|T˜ |≤3
|T˜ |−1
br1,...,r|T˜ |(w)a
3r1
τ1 · · · a
3r|T˜ |
τ|T˜ | ,
where {τ1, . . . , τ|T˜ |} is an enumeration of T˜ . Now, define
R˜w(Y ) :=
∏
τ∈T˜
(Y + τ)3
|T˜ |−1
 ·Qw((ǫ˜τs((2a)−1(Y + τ))−1)τ∈T˜ )
=
∑
r1,...,r|T˜ |≥0
r1+···+r|T˜ |≤3
|T˜ |−1
br1,...,r|T˜ |(w)
∏
1≤j≤|T˜ |
(2aǫ˜3τj )
rj ·
∏
1≤j≤|T˜ |
(Y + τj)
3|T˜ |−1−rj ,
which is a polynomial in Y of degree ≤ |T˜ |3|T˜ |−1 ≪|T˜ | 1 over F. Every d ∈ F counted by
NT˜ (w) is a root of R˜w(Y ) over F, since it is a root of Qw((ǫτs((2a)
−1(Y + τ))−1)τ∈T˜ ). It
follows that, provided R˜w(Y ) is a non-zero polynomial, we get NT˜ (w)≪|T˜ | 1 as required. It
therefore suffices to show that R˜w(Y ) is non-zero.
Assume first that w 6= 0. The leading coefficient (in Y ) of Rw(Y ) is b0,...,0(w) = w3|T˜ | 6= 0, so
that R˜w(Y ) is necessarily non-zero in this case.
Suppose next that w = 0. Note that by hypothesis there is a τ1 ∈ T˜ such that ǫ˜τ1 6= 0. Setting
Y = −τ1 and expanding the product we see that only the term with r1 = 3|T˜ |−1 (and rj = 0
8This can be seen e.g., by noting that
3Qw(a) = Qw((aτ )τ ) +Qw((aτU
1
τ
′
=τ
0 )τ ) +Qw((aτU
21
τ
′
=τ
0 )τ ),
then expanding the product and noting that only terms in a3τ ′ survive, for each τ
′
∈ T .
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for j 6= 1) survives, this term arising as the monomial in a3|T˜ |τ1 in Q0(a). Explicitly, this term
has coefficient
[a3
|T˜ |
τ1 ]Q0(a) =
∏
j∈{−1,0,1}
(−U jτ10 ) = −1.
It follows that b
3|T˜ |−1,0,...,0 = −(2aǫ˜3τ1)3
|T˜ |−1
, and thus
R˜0(−τ1) = −((2a)ǫ˜3τ1)3
|T˜ |−1 ∈ F×.
The claim thus follows when w 6= 0 as well. 
For larger degree polynomials we need bounds for Weyl sums. In contrast to the work in
[20], whereWeyl differencing is used to obtain cancellation, we will instead apply Vinogradov’s
method in order to obtain a stronger Weyl sum estimate. For this, we recall the Vinogradov
main conjecture, proved in the groundbreaking work of Bourgain, Demeter and Guth [2] (and
independently in the work of Wooley [24]).
Theorem 4.12 (Theorem 1.1 of [2]). Let k ≥ 1, P ≥ 1. Given x ∈ [0, 1]k put
fk(x, P ) :=
∑
1≤n≤P
e(x1n+ x2n
2 + · · ·+ xknk).
Furthermore, for s ∈ N define
Js,k(P ) :=
∫
[0,1]k
|fk(x, P )|2sdx.
Then
Js,k(P )≪ε P ε
(
P s + P 2s−k(k+1)/2
)
.
Proof of Proposition 4.9. Recall that
Pǫ,d(t) =
∑
0≤j≤n−1
aj(ǫ, d)t
j for 0 ≤ t ≤ pn−1 − 1.
We wish to estimate ∑✸
d (mod p)
∑
t (mod pn−1)
epn (Pǫ,d(t)) .
Let R ≥ 1, N := 12pn−1. Also, put
Pǫ,d,t(z) := Pǫ,d(t+ z) =
∑
0≤i≤n−1
zi
∑
i≤j≤n−1
(
j
i
)
tj−iaj(ǫ, d) =
∑
0≤i≤n−1
Ai(ǫ, d, t)z
i,
where we have defined
Ai(ǫ, d, t) := p
i
∑
i≤j≤n−1
(pt)j−i
(
j
i
)((
2/3
i
)
(2a)j
∑
τ∈T
ǫτs(2a(d+ τ))
2−3j + cd1−j1j∈{0,1}
)
.
We define
Fǫ(d) := R
−2
∑
t (mod pn)
Sǫ,d,t(R) := R
−2
∑
|t|≤N
∑
1≤y,z≤R
epn(Pǫ,d,t(yz)) +O(R
2).
Set ℓ := n(n−1)/2. We invoke Vinogradov’s method, as exposed in Section 8.5 of [11]. Given
α ∈ R and Y ≥ 1, define
D(α, Y ) := Y −2
∑
|m|≤Y
∣∣∣∣∣∣
∑
|n|≤Y
e(αmn)
∣∣∣∣∣∣ .
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Now, for each |t| ≤ 12pn−1, we obtain (cf. (8.76) there)
|Sǫ,d,t(R)| ≤
(
ℓ2(n−1)R4ℓ(ℓ−1)+n(n−1)J2ℓ,n−1(R)∆(t)
) 1
2ℓ2 ,(26)
where we have written
∆(t) :=
∏
1≤h≤n−1
D(Ah(ǫ, d, t)/p
n, ℓRh).
Our goal is to extract savings over the trivial bound ∆(t) ≪ 1. To this end, we consider
D(α, Y ) for α a p-adic rational. Put α = a/ps, for (a, p) = 1 and s ≥ 1. We obtain
D(a/ps, Y )≪ Y −2
∑
|m|≤Y
min{Y, ‖am/ps‖−1}
= Y −2
∑
0≤r≤s
∑
1≤|u|≤max{1, 12 ps−r}
p∤u
∑
|m|≤Y
am≡upr (mod ps)
min{Y, ps−r/|u|}
= Y −2
∑
0≤r≤s−1
ps−r
∑
1≤|u|≤ 12ps−r
p∤u
1
|u|
∑
|m|≤Y
am≡upr (mod ps)
1 + Y −1
∑
|m|≤Y
ps|m
1
≪ Y −1(ps/Y + 1) log(ps) + p−s,
in this case. We specialize Y = ℓRh and
α = Ah(ǫ, d, t)/p
n = A˜h/p
n−θh ,
where θh = θh(ǫ, d, t) := νp(Ah(ǫ, d, t)) and p ∤ A˜h, for each 1 ≤ h ≤ n − 1. Note that
θh(ǫ, d, t) ≥ h, with equality if, and only if, we have
(2a)h
(
2/3
h
)∑
τ∈T
ǫτs(2a(d+ τ))
2−3h 6≡ 0 (mod p),
this condition being independent of t.
For ǫ, d and t fixed, let
D = D(ǫ, d, t) := max{1 ≤ j ≤ n− 1 : θj(ǫ, d, t) < n},
if this maximum is defined, and let D(ǫ, d, t) = 0 otherwise. If D ≥ 1 then we obtain
∆(t)≪n R−D(pn−DR−D + 1) log p+ pθD−n.
Suppose now that D ≥ 2. Applying Theorem 4.12, we obtain from (26) that
|Sǫ,d,t(R)| ≪ε,n
(
R4ℓ(ℓ−1)+n(n−1)+ε
(
R2ℓ +R4ℓ−n(n−1)
)(
R−D(pn−DR−D + 1) + pθD−n
)) 1
2ℓ2
≪ R2+ε
(
R−D/2ℓ
2
((pn−D/RD)1/2ℓ
2
+ 1) + p−(n−θD)/2ℓ
2
)
,
recalling that 2ℓ = n(n− 1). Taking R = (N/√p)1/2 ≍ pn/2−3/4, we deduce that
Fǫ(d)≪ε,d,t |{t (mod pn−1) : ∃d : 4a2(d+ τ) ∈ (Z/pZ)×3∀τ ∈ T and D(ǫ, d, t) ∈ {0, 1}}|
+ pε
∑
|t|≤N
D=D(ǫ,d,t)≥2
(
(N/
√
p)−D/4ℓ
2
+ (pn−D(N/
√
p)−D)1/2ℓ
2
+ p−(n−θD)/2ℓ
2
)
+ (N/
√
p)2
≪ε |{t (mod pn−1) : ∃d : 4a2(d+ τ) ∈ (Z/pZ)×3∀τ ∈ T and D(ǫ, d, t) ∈ {0, 1}}|
+ p
n−1− 1
n2(n−1)2+ε.
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In this way, we obtain∑✸
d (mod p)
Fǫ(d)≪ε,n
∑
t (mod pn−1)
|{d (mod p) : 4a2(d+ τ) ∈ (Z/pZ)×3∀τ ∈ T and D(ǫ, d, t) ∈ {0, 1}}|
+ p
n− 1
n2(n−1)2+ε.
It remains to treat the contribution from pairs (t, d) for which D(ǫ, d, t) ∈ {0, 1}. By con-
struction, if D(ǫ, d, t) = 0 then θ1(d, t) ≥ n > 1. Similarly if D(ǫ, d, t) = 1 and n ≥ 3 then
θ2(d, t) ≥ n > 2. In either of these cases, provided p is large enough in terms of n we get∑
τ∈T
ǫτs(2a(d+ τ))
2−3(D+1) ≡ 0 (mod p).
Applying Lemma 4.11, we find that for each t (mod pn−1) the number of d satisfying (✸)
such that this latter congruence holds is ≪N,M 1. Since n≪N,M 1, we deduce that∑✸
d (mod p)
Fǫ(d)≪ε,N,M pn−
1
n2(n−1)2+ε + pn−1 ≪ pn−
1
n2(n−1)2+ε.
It remains to consider those d for which D(ǫ, d, t) = 1 and n = 2. In this case, we know that
p2 ∤ A1(ǫ, d, t), and moreover that A1(ǫ, d, t) = a1(ǫ, d), i.e., A1(ǫ, d, t) is independent of t.
The sum we wish to bound is therefore∑✸
d (mod p)
p2∤a1(ǫ,d)
ep2(a0(ǫ, d))
∑
t (mod p)
ep (t(a1(ǫ, d)/p)) = 0,
so the bound required is satisfied in this case as well. 
5. Applying the K2 Correlations Bounds: Proof of Propositon 2.4
In this section we will prove Proposition 2.4. Suppose Q ≥ 2 factors as Q = Q0 · · ·QL,
where the Qi are mutually coprime. Let p
ν ||Q0 with ν ≥ 1 and p > 3 prime. Let C ∈ Z/pνZ
and h ∈ ZL, and define
Mpν (C,h) := max
A,B∈(Z/pνZ)×
∣∣∣∣∣∣∣
∑
b (mod pν)
epν (CBb)
∏
I⊆{1,...,L}
|I|≡0 (mod 2)
K2(A, b +HI ; p
ν)
·
∏
J⊆{1,...,L}
|J|≡1 (mod 2)
K2(A, b +HJ ; p
ν)
∣∣∣∣∣∣∣ ,
where for each I ⊆ {1, . . . , L} we set HI :=
∑
i∈I Qihi. Writing N to denote the number of
subsets of {1, . . . , L} of even cardinality and M the number of subsets with odd cardinality,
the total number of K2 factors in the sum is clearly N +M = 2
L.
Define now Th := {HI : I ⊆ {1, . . . , L}}, as well as
µh(τ) := |{I ⊆ {1, . . . , L} : |I| ≡ 0 (mod 2),HI ≡ τ (mod pν)}|
νh(τ) := |{I ⊆ {1, . . . , L} : |I| ≡ 1 (mod 2),HI ≡ τ (mod pν)}|.
Further, define
Tpν := {h ∈ ZL : µh(τ) = νh(τ) for all τ ∈ Th}.
The following lemma allows us to control how frequently either h ∈ Tpν or µh(τ) ≡ νh(τ)
(mod 3).
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Lemma 5.1. Let p > 3, p | Q0 and let h ∈ ZL. If µh(τ) ≡ νh(τ) (mod 3) for all τ ∈ Th
then there is 1 ≤ i ≤ L such that p|hi. In particular, if h ∈ Tpν then p |
∏
1≤i≤L hi.
Proof. If h ∈ Tpν then by definition µh(τ) = νh(τ) for all τ ∈ T , and the second assertion
immediately follows from the first. Thus, it suffices to prove that p|∏1≤i≤L hi whenever
3|(µh(τ)− νh(τ)) for all τ ∈ T .
We denote
E(h) :=
∏
1≤i≤L
(1− ep (Qihi)) .
Let Φp(z) :=
∑
0≤j≤p−1 z
j =
∏
a∈(Z/pZ)×(z − ep(a)) the cyclotomic polynomial of order p.
Assume for the sake of contradiction that p ∤ hi∀i. Then∏
a∈(Z/pZ)×
E(ah) =
∏
1≤i≤L
∏
a∈(Z/pZ)×
(1− ep(ahiQi)) =
∏
b∈(Z/pZ)×
(1− ep(b))L = Φp(1)L = pL,
using the fact (Qi, Q0) = 1 and thus that p ∤ ahiQi whenever p ∤ a, for all 1 ≤ i ≤ L.
On the other hand, we have
E(ah) =
∏
1≤i≤L
(1− ep(ahiQi)) =
∑
I⊆{1,...,L}
(−1)|I|ep(aHI) =
∑
τ∈T
(µh(τ)− νh(τ))ep(aτ),
and since 3|(µh(τ)− νh(τ)) for each τ ∈ T we can find mτ ∈ Z such that
E(ah) = 3
∑
τ∈T
mτep(aτ).
It follows that
pL =
∏
a∈(Z/pZ)×
E(ah) = 3p−1
∏
σ∈Gal(Q(ep(1))/Q)
σ
(∑
τ∈T
mτep(τ)
)
= 3p−1NQ(ep(1))/Q
(∑
τ∈T
mτep(τ)
)
.
Note that the bracketed sum over τ ∈ T on the right-hand side is an algebraic integer in
Q(ep(1)), so its norm is a rational integer. This implies that 3 | pL, which is false since p > 3.
This contradiction implies that there must be an i for which p | hi, as claimed. 
Using Lemma 5.1, we can finally give the following bounds on the correlation sums
Mpν (C,h).
Proposition 5.2. Let L ≥ 2. Fix parameters Y = Y (L) = 23L+5 and Z = Z(L) = 23L22L .
Let pν ||Q0, and let C ∈ Z/pνZ. Then
Mpν (C,h)
pν(2
L−1+1)
≪ε,L (p−1/2 + 1C=0)1pν−1|C1p|∏i hi
+

p−1/2 if ν = 1
p−ν/2
2L
+maxa (mod pr(ν)) 1∃i:hi≡a (mod pr(ν)) if p > Y and ν > Z
p−ν/2
2L
+maxa (mod p⌊r(ν)/2⌋) 1∃i:hi≡a (mod p⌊r(ν)/2⌋) if 3 < p ≤ Y and ν > Z
p−1/ν
2(ν−1)2+ε if p > Y and 2 ≤ ν ≤ Z
1 if p = 2, 3 and ν > Yor p ≤ Y and 2 ≤ ν ≤ Z,
where r(ν) := 21−2L
⌊
ν2−2
L
⌋
− 1.
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Proof. Write Q0 = q1q2q3q4q5, where the qj satisfy (qi, qj) = 1 for i 6= j, according to the
following rules:
(i) p||Q0 ⇒ p|q1
(ii) pν ||Q0, p > Y and ν > Z ⇒ pν |q2
(iii) pν ||Q0, p ≤ Y and ν > Z ⇒ pν |q3
(iv) pν ||Q0, p > Y and ν ≤ Z ⇒ pν |q4
(v) q5 = Q0/(q1q2q3q4).
We summarize (in an effective form) the bounds that the previous sections imply for each
prime power divisor of Q0, according to which of the qi they divide.
(I) If p|q1, Theorem 3.1 yields
Mp(C,h)≪ 32Lp2L−1
(
2L
√
p+ p1p|C1Tp(h)
)
.(27)
By Lemma 5.1, if h ∈ Tp then p|
∏
i hi, so we may conclude that
Mp(C,h)≪L p2L−1+1
(
p−1/2 + 1p|C1p|
∏
i hi
)
,(28)
which implies the bound in the first case.
(II) If pν ||q2 and pν−1 ∤ C then as |T | ≤ 2L, Theorem 4.1 yields
Mpν (C,h)≪L pν(2L−1+1)
(
p−ν/2
2L
+ 1
∆(Th)≤p
−21−2L(⌊ν2−2L⌋−ρ)
)
,
with ρ defined as
ρ = 1p≤3·2L−1−1 +
⌈
log(20 · 23L)
log p
⌉
,
and ∆(Th) = minI,J⊆{1,...,L}{|HI − HJ |p : HI 6= HJ}. Since p > 23L+5, we have ρ = 1.
Furthermore, it is easy to see that ifHI 6= HJ then, putting I ′ := I\(I∩J) and J ′ := J\(I∩J),
we have
HI −HJ =
∑
i∈I′∪J ′
h˜iQi,
where h˜i = hi if i ∈ I ′ and h˜i = −hi if i ∈ J ′. If pr|(HI − HJ) then for one of the indices
i ∈ {1, . . . , L} the residue class of hi (mod pr) is fixed by the others. In particular, we can
write
Mpν (C,h)≪L max
a (mod pr(ν))
pν(2
L−1+1)
(
p−ν/2
2L
+ 1∃i:hi≡a (mod pr(ν))
)
.(29)
If, in addition pν−1|C, then Lemma 5.1 implies that
Mpν (C,h)≪L max
a (mod pr)
pν(2
L−1+1)
(
p−ν/2
2L
+ 1∃i:hi≡a (mod pr) + 1p|
∏
i hi
(
p−1/2 + 1C=0
))
,
(30)
and the bound in the second case is proved.
(III) If pν ||q3 then 3 < p ≤ 23L+5, and we have the uniform bound
ρ ≤ 1 +
⌈
log(23L+5)
log 5
⌉
≤ 1 + 2(L+ 2).
As in case (II), we have
Mpν (C,h)≪L max
a (mod p⌊r(ν)/2⌋)
pν(2
L−1+1)
(
p−ν/2
2L
+ 1∃i:hi≡a (mod p⌊r(ν)/2⌋) + 1p|
∏
i hi
(
p−1/2 + 1C=0
))(31)
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where we used the fact that since Z is chosen suitably,
21−2L
(⌊
ν2−2
L
⌋
− 2L− 5
)
≥ ν2−2L−2L ≥ r(ν)/2
whenever L ≥ 2.
(IV) If pν ||q4 then, again by Theorem 4.1,
Mpν (C, h)≪ε,L pν(2L−1+1)
(
p
− 1
ν2(ν−1)2+ε + 1pn−1|C
(
p−1/2 + 1C=0
)
1p|
∏
i hi
)
,(32)
as required.
(V) For all of the primes powers pν ||q5 the bound given is trivial. 
Proof of Proposition 2.4. i) Assume Q0, . . . , QL are all coprime and squarefree. Case (I) of
Proposition 5.2 gives
Mp(C,h)≪L p2L−1+1/2min{(p,C)1/2, (p,
∏
i
hi)
1/2},
for each p | Q0. Combining this with Lemma 2.5, we obtain that
T (h) =
∑
k∈J(h)
∏
I⊆{1,...,L}
C|I|K2
(
b, k +
∑
i∈I
Qihi;Q0
)
≪
∑
C∈Z/(Q0Z)
min
{ |J(h)|
Q0
,
1
Q0‖C/Q0‖
} ∏
p|Q0
Mp(C,h)
≪ε,L Q2
L−1+1/2+ε
0
∑
C∈Z/(Q0Z)
min
{ |J(h)|
Q0
,
1
Q0‖C/Q0‖
}∏
p|q0
min{(p,C)1/2, (p,
∏
i
hi)
1/2}
≪ε Q2
L−1+1/2+ε
0
∑
d|Q0
d<Q0
(d,
∏
i hi)
1/2
d
∑∗
C′ (mod Q0/d)
1
C ′
+
K
Q0
(Q0,
∏
i
hi)
1/2
≪ε (1 +K/Q0)Q2
L−1+1/2+ε
0 (Q0,
∏
i
hi)
1/2,
using |J(h)| ≤ K and the obvious inequality (d,∏i hi) ≤ (Q0,∏i hi) for any d|Q0. Employing
(Q0,
∏
i hi)
1/2 ≤∏i(Q0, hi)1/2 and summing in h1, . . . , hL yields∑
1≤|h1|≤K/Q1
· · ·
∑
1≤|hL|≤K/QL
|T (h)|
≪ε,L (1 +K/Q0)Q2
L−1+1/2+ε
0
∏
1≤j≤L
∑
1≤|hj |≤K/Qj
(Q0, hj)
1/2
≪ (1 +K/Q0)Q2
L−1+1/2+ε
0
∑
e1,...,eL|Q0
(e1 · · · eL)1/2
∏
1≤j≤L
∑
1≤|h′
j
|≤K/(ejQj )
(h′
j
,Q0)=1
1
≪L (1 +K/Q0)Q2
L−1+1/2+ε
0
KL
Q1 · · ·QL
∑
e|Q0
e−1/2
L
≪ε,L (1 +K/Q0)Q2
L−1+1/2+ε
0
KL
Q1 · · ·QL = (1 +K/Q0)Q
2L−1+3/2+ε
0 K
L/Q,
using Q/Q0 = Q1 · · ·QL in the last line. This implies i).
ii) As above, we would like to estimate
T :=
∑
1≤|h1|≤K/Q1
· · ·
∑
1≤|hL|≤K/QL
∑
C (mod Q0)
min
{
K
Q0
,
1
Q0‖C/Q0‖
} ∏
pν ||Q0
Mpν (C,h).
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Here, we are assuming that (Q0, 6) = 1. We factor Q0 = q1q2q3q4q5, where
q1 =
∏
p||Q0
p, q2 =
∏
pν ||Q0
p>Y,ν>Z
pν , q3 =
∏
pν ||Q0
3<p≤Y,ν>Z
pν , q4 =
∏
pν ||Q0
p>Y,2≤ν≤Z
pν and q5 =
∏
pν ||Q0
p≤Y,2≤ν≤Z
pν .
By construction, q5 ≪L 1, so that∏
pν ||q5
Mpν (C,h)≪ q(N+M+2)/25 ≪L 1.
We focus next on the prime power divisors of Q′0 := Q0/q5. As above, define r(ν) :=⌊
21−2L
⌊
ν2−2
L−2L
⌋⌋
. For each 1 ≤ i ≤ 4 and each pν||qi, we write
Mpν (C,h) = p
(2L−1+1)ν (Mpν ,1(C,h) +Mpν ,2 +Mpν ,3(h)) ,
where we have defined
Mpν ,1(C,h) =
{
1pν−1|C1p|
∏
j hj
(
p−1/2 + 1pν |C
)
if i = 2, 3, 4
1p|C1p|
∏
j hj
if i = 1,
as well as
Mpν ,2 =

p−1/2 if i = 1
p−ν/2
2L
if i = 2, 3
p−ν/Z
5+ε if i = 4
, Mpν ,3(h) =

0 if i = 1, 4
maxa (mod pν) 1∃j:hj≡a (mod pr(ν)) if i = 2
maxa (mod p⌊r(ν)/2⌋) 1∃j:hj≡a (mod p⌊r(ν)/2⌋) if i = 3.
Note that Mpν ,1 depends only on (C,Q
′
0) =
∏
1≤i≤4(C, qi). We factor C = C
′d and d =
d1d2d3d4d5, where dj = (C, qj) for each 1 ≤ j ≤ 5, and get
T ≪L
∑
d|Q0
d=d1d2d3d4d5
 ∑∗
C′ (mod Q0/d)
min
{
K
Q0
,
1
Q0‖C ′d/Q0‖
}
·
∑
1≤|h1|≤K/Q1
· · ·
∑
1≤|hL|≤K/QL
∏
1≤i≤4
∏
pν ||qi
p(2
L−1+1)ν (Mpν ,1(di,h) +Mpν ,2 +Mpν ,3(h))
≪ε,L Q2L−1+10
∑⋆
e1f1=q1
f
−1/2
1
∑⋆
e4f4=q4
f−Z
−5+ε
4
∑⋆
e2f2g2=q2
f−2
−2L
2
∑⋆
e3f3g3=q3
f−2
−2L
3
·
∑
d|Q0
d=d1d2d3d4d5
pν ||ej⇒p
ν−1|dj
1≤j≤4
 ∑∗
C′ (mod Q0/d)
min
{
K/Q0,
1
Q0‖C ′d/Q0‖
} ∏
1≤j≤4
∏
p|ej
(
p−1/21j 6=1 + 1νp(ej)=νp(dj)
)
· max
ap,ν (mod pr(ν))
bp,ν (mod p⌊r(ν)/2⌋)
∑
1≤|h1|≤K/Q1
· · ·
∑
1≤|hL|≤K/QL
p|g2⇒∃j:hj≡ap,ν (mod pr(ν))
p|g3⇒∃j:hj≡bp,ν (mod p
⌊r(ν)/2⌋)
rad(e1e2e3e4)|
∏
j hj
1,
(33)
where the summation symbol
∑⋆
uvw=x
indicates that (u, v) = (v,w) = (w, u) = 1 (and
analogously for
∑⋆
uv=x
), so that if p|u, say, then νp(u) = νp(x).
We define
δ′ := min
{
2−2
L
, Z−5,min
ν>Z
⌊r(ν)/2⌋
ν
}
.
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Let also Ap,ν and Bp,ν denote residue classes modulo p
ν that maximize the size of the inner
sum in (33), and for i = 2, 3 and 1 ≤ j ≤ L, set
G2,j :=
∏
pν ||g2
hj≡Ap,ν (mod pr(ν))
pr(ν), G3,j :=
∏
pν ||g4
hj≡Bp,ν (mod ⌊r(ν)/2⌋)
p⌊r(ν)/2⌋.
Our choice of g2, g3 implies that if p|gi then p|
∏
1≤j≤LGi,j , for i = 2, 3. Moreover, the
definition of δ′ implies that for i = 2, 3, the LCM of the Gi,j satisfies
(34) [Gi,1, . . . , Gi,L] ≥
∏
pν ||gi
p⌊r(ν)/2⌋ ≥
∏
pν ||gi
pδ
′ν = gδ
′
i ,
for both i = 2, 3. This will be useful shortly.
By the Chinese remainder theorem, we can find residue classes Cj (mod G2,jG3,j) such that
hj ≡ Cj (mod G2,jG3,j) for all 1 ≤ j ≤ L. As Q = Q0 · · ·QL, we may bound the sum over h
in (33) as
≪L
∑
1≤|h1|≤K/Q1
h1≡C1 (mod G2,1G3,1)
· · ·
∑
1≤|hL|≤K/QL
hL≡CL (mod G2,LG3,L)
rad(e1e2e3e4)|
∏
j hj
1
≪L
∑
|h′1|≤K/(Q1G3,1G4,1)
· · ·
∑
|h′L|≤K/(QLG3,LG4,L)
1rad(e1e2e3e4)|
∏
j(Cj+G2,jG3,jh
′
j)
≪ε Xε K
LQ0
Qrad(e1e2e3e4)
∏
j
(G2,jG3,j)
−1 ≪ X
εKLQ0
Qrad(e1e2e3e4)
(g2g3)
−δ′ ,
where we used (34) and a divisor function bound in the last step. Inserting this into our
earlier upper bound for T , we obtain
T ≪ε,L X
εKLQ2
L−1+2
0
Q
∑⋆
e1f1=q1
e4f4=q4
1
f
1/2
1 f
Z−5
4 rad(e1e4)
∑⋆
e2f2g2=q2
e3f3g3=q3
1
(f2f3)2
−2L
(g2g3)δ
′
rad(e2e3)
·
∑
d|Q0
d=e1d2d3d4d5
νp(dj)≥νp(ej)−1
2≤j≤4
 ∑∗
C′ (mod Q0/d)
min
{
K/Q0,
1
Q0‖C ′d/Q0‖
} ∏
2≤j≤4
∏
p|ej
(
p−1/2 + 1νp(ej)=νp(dj )
) .
We parametrize d = e1d2d3d4d5 with dj = ejDj , where Dj|rad(ej), for each 2 ≤ j ≤ 4. Using
δ′ ≤ 2−2L and δ′ ≤ Z−5, we find
T ≪ε,L X
εKLQ2
L−1+2
0
Q
∑⋆
e1f1=q1
e4f4=q4
1
f
1/2
1 f
δ′
4 rad(e1e4)
∑⋆
e2f2g2=q2
e3f3g3=q3
1
(f2f3)δ
′
(g2g3)δ
′
rad(e2e3)
·
∑
Dj |rad(ej )
2≤j≤4
(D2D3D4)
−1/2
 ∑∗
C′ (mod Q0/(e1e2D2e3D3e4D4))
min
{
K/Q0,
1
Q0‖C ′e1e2D2e3D3e4D4/Q0‖
} .
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If we bound the sum over C ′ trivially, we obtain ≪ logQ0e1e2e3e4D2D3D4 , which finally leads to
T ≪ε,L X
εKLQ2
L−1+2
0
Q
∑⋆
e1f1=q1
e4f4=q4
1
(f1f4)δ
′e1e4rad(e1e4)
∑⋆
e2f2g2=q2
e3f3g3=q3
1
(f2f3)δ
′(g2g3)δ
′e2e3rad(e2e3)
≪ε X
εKLQ2
L−1+2
0
Q
(q1q2q3q4)
−δ′ ≪L XεKLQ2L−1+2−δ′0 /Q,
again using q5 ≪L 1 and Q0 = q1q2q3q4q5. This proves claim ii). 
6. Proof of Theorems 1.1 and 1.5
This section is devoted to the proofs of Theorems 1.1 and 1.5.
Let ε > 0 be sufficiently small and let 0 < η < 1/522. Let X be sufficiently large in terms
of ε, and let X2/3−ε < q ≤ X3/4+1/1044−ε be Xη-smooth. We wish to show that there is a
δ = δ(ε, η) > 0 such that
∆µ2(X; q, a) =
∑
n≤X
n≡a (mod q)
µ2(n)− 1
φ(q/(a, q))
∑
n≤X
(n,q)=(a,q)
µ2(n)≪ X1−δ/q,
for any residue class a (mod q) with (a, q) ≤ Xε, with further size constraints on q depending
on whether or not q is squarefree.
ReplacingX, q and a byX/(a, q), q/(q, a) and a/(a, q) if necessary, we may reduce our problem
to the case in which a is coprime to q: indeed, q/(q, a) is still Xη-smooth, and as (a, q) ≤ Xε
the bound above is implied by the case (a, q) = 1 (upon taking δ slightly smaller). In what
follows, we will focus solely on when the residue class a is coprime to q.
We begin by summarizing the analysis in Section 2, which is valid when (a, q) = 1. Let
δ > 0 be fixed, to be selected later. We fixed a scale V0 ≥ Xδ+ε, and found a second scale
max{X1−δ−ε/(qV0), V0} ≤ V1 ≪ X1/2 and an interval I(V1) = (V1, V1+V1/V0] such that (see
(12))
∆µ2(X; q, a)≪ε Xε
V0V1
q˜
∑
f |q˜
f≤Z
∑∗
k (mod q˜/f)
∑
m (mod q˜/f)
m6=0
κ(m; ka, q˜/f)
km
+ V0
(
1 +XεV0q˜
1/2Z−3/2
)
+Xε
(
X
qV0
+
X
q˜V1
+
(
X
Zq˜
)1/2
+KV 21
(
Z
q˜
)3/2)
,(35)
for any divisor q˜ of q and any Z ≥ 1. We recall here that, given Q ≥ 1 and K ≥ 1, we have
set
κ(M,N ;Q) := max
1≤R≤K
∣∣∣∣∣∣
∑
K(M−1)<r≤K(M−1)+R
eQ(−rV1)K2(N, r;Q)
∣∣∣∣∣∣ ,
for each M ≥ 1 and N ∈ Z coprime to Q.
To proceed, we need to be able to choose q˜ of suitable size in order to obtain the desired
Oε(X
1−δ/q) bound. The following lemma will be useful in this vein, especially in order to
apply the results of the last few sections.
Lemma 6.1. Let η > 0 and suppose X ≥ 3 is large enough relative to η. Let q ∈ N be
Xη-smooth.
a) If 0 < v < 1 then there is a divisor q′ of q such that q′ ∈ (qv,Xηqv].
b) Assume furthermore that q ∈ (X, 2X] is Xη-ultrasmooth. Let k ≥ 4, and let u1, . . . , uk ∈
(η, 1−η) with u1+ · · ·+uk = 1. Then we can find q1, . . . , qk, mutually coprime with (qk, 6) =
38 ALEXANDER P. MANGEREL
1, such that q1 ∈ (Xu1 ,Xu1+η2ν2(q)3ν3(q)], q2 ∈ (Xu2 ,Xu2+η], qj ∈ (Xuj ,Xuj+η] for each
3 ≤ j ≤ k − 1 and qk ∈ (Xuk−(k−1)η2−ν2(q)3−ν3(q), 2Xuk ] such that q = q1 · · · qk.
Proof. a) Enumerate the prime factors of q in ascending order as p1 ≤ p2 ≤ · · · ≤ pω(q). Let
r be chosen maximally such that p1 · · · pr ≤ qv. Then q′ := p1 · · · prpr+1 > qv by maximality,
and moreover q′ ≤ qvpr+1 ≤ qvXη. This establishes the first claim.
b) Arguing similarly as in a), order the prime power factors of q as pα11 < · · · < p
αω(q)
ω(q) ≤ Xη.
Pick 1 ≤ N1 ≤ N to be the minimal integer such that
∏
1≤j≤N1
p
αj
j > X
u1 , and set
q1 :=
∏
1≤j≤N1
p
αj
j . By minimality, q1/p
αN1
N1
≤ Xu1 , whence q1 ∈ (Xu1 ,Xu1+η].
We set X ′ := X/q1 ∈ [X1−u1−η,X1−u1), and q′ := q/q1. As u2 > 0, N1 < N . We then select
N1 < N2 ≤ N such that q2 :=
∏
N1<j≤N2
p
αj
j > X
u2 , so that q2 ∈ (Xu2 ,Xu2+η].
Repeating this process k−1 times, we obtain integers q1, . . . , qk−1 such that qj ∈ (Xuj ,Xuj+η].
We replace q1 by q12
ν2(q)3ν3(q) if the powers of 2 and 3 dividing q are not already divi-
sors of q1, . . . , qk−1. The factors qj are mutually coprime by construction. Putting qk :=
q/(q1 · · · qk−1), the above construction and q ∈ (X, 2X] forces (qk, 6) = 1 and
qk ∈ (X1−u1−...−uk−1−(k−1)η2−ν2(q)3−ν3(q), 2X1−u1−...−uk−1 ],
which implies the claim since uk = 1− u1 − . . . − uk−1 by definition. 
6.1. First Result: q ≤ X3/4−ε. We begin by considering the easier range X2/3−ε < q ≤
X3/4−ε, in which we need not assume that q is squarefree. Let η/12 ≤ δ < 1/50. By Lemma
6.1 a), we can choose a divisor q˜ of q with q˜ ∈ (X1/2+12δ ,X1/2+12δ+η ]. Take V0 = K = Xδ+ε
and Z = X10δ. Using Lemma 2.2, we can bound
max
q′|q˜
max
1≤k′≤q′
(k′,q′)=1
max
1≤m≤q′/K
κ(m; k′a, q′)≪ Kq˜1/2+ε ≪ Xδ+εX1/4+6δ+η/2.
From (35) and the above parameter choices, as well as the lower bound V1 ≥ X1−δ−ε/(qV0) ≥
X1/4−2δ−3ε that we may assume (see (4) above), we obtain
∆µ2(X; q, a)≪ε
X2δ+2ε+1/2
q˜1/2
+X2δ+3ε−15δ q˜1/2 +Xδ+ε +
X1−δ
q
+
X1+ε
q˜V1
+Xδ+εX1/2(1−10δ) q˜−1/2 +X1+δ+ε+15δ q˜−3/2
≪ε X1/4−4δ+2ε +X1/4−7δ+η/2+ε +X1/4−δ+ε + X
1−δ
q
+X1/4−10δ+2ε
+X1/4−10δ+4ε +X1/4−2δ+ε
≪ X1−δ/q,
using the fact that η ≤ 12δ in the last line. This implies the claim for q ≤ X3/4−ε.
Remark 6.2. The above proof shows that we can obtain power-savings in the range q ≤
X3/4−ε for q that are Xη-smooth with any η < 6/25, since in this case the choice δ = η/12
is admissible.
6.2. Squarefree X3/4−ε < q ≤ X3/4+1/1044−ε. In this range of the modulus q we will invoke
Propositions 2.3 and 2.4 i), and to this end we need a suitable divisor q˜ of q as well as
a suitable factorization for q˜. We begin this subsection by outlining the parameter choices
needed to this end.
Let L ≥ 2. Fix 0 < δ < 1/10 to be chosen later, and let θ := 3/4 + λ, where η/2 < λ <
min{1/20, 1/(2L)}. We will determine constraints on λ momentarily, from which we will
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conclude that any λ < 1/1044 will be admissible.
Set γ := 2δ + λ+ ε, for ε > 0 small, and put
σ :=
1
L
+
2(2L+2 + L)
L
γ,
assuming that γ and L are chosen so that this is < 1/4 + λ. Also, put K :=
⌊
Xσ/2−λ
⌋
.
Suppose that q ∈ (Xθ, 2Xθ] is squarefree and Xη-smooth. As σ < 1/4 + λ, by Lemma 6.1 a)
we may choose q˜ ∈ (X1/2+σ ,X1/2+σ+η ].
Of course, q˜ is also Xη-smooth. Applying Lemma 6.1 b), we can find a factorization q˜ =
q˜0q˜1 · · · q˜L, such that
q˜L−j+1 ∈ (Xσ/2−(2j+1)γ−η ,Xσ/2−(2j+1)γ ] for all 1 ≤ j ≤ L− 1,
q˜1 ∈ (Xσ/2−(2L+1)γ−η, 6Xσ/2−(2L+1)γ ],
q˜0 ∈ [Xσ−(2L+1+2)γ/6, 2Xσ−(2L+1+2)γ+Lη).
This is indeed possible since q˜ ∈ (X1/2+σ ,X1/2+σ+η ] and
σ − (2L+1 + 2)γ + Lη +
∑
1≤j≤L
(σ
2
− (2j + 1)γ − η
)
= (L/2 + 1)σ − (2L+2 + L)γ
=
1
2
+ σ +
L
2
(
σ − 1
L
− 2(2
L+2 + L)
L
γ
)
=
1
2
+ σ.
Note that, by construction, we have K ≥ max{q˜1, . . . , q˜L}, and moreover
max

(
q˜
1/2
0
K
)2−L
,
(
q˜L−j+1
K
)2−j≪ X−γ for all 1 ≤ j ≤ L.(36)
In addition, since γ ≤ σ/2 then
(37) q˜−2
−(L+1)
0 ≪ X−2
−(L+1)σ+(1+2−L)γ ≪ X−γ .
Next, select V0 = X
δ+ε and Z = X
2
3
(σ/2+4δ+2λ−2ε), which satisfies Z ≤ q˜/K. We apply all of
these parameter choices in (35), as well as the inequalities
(i) η/2 < λ < 1/20 and δ < 1/10,
(ii) X1−δ/q ≥ 12X1/4−δ−λ,
(iii) σ > 10γ > 10(δ + λ), and
(iv) X1−δ−ε/(qV0) ≤ V1 ≪ X1/2,
40 ALEXANDER P. MANGEREL
to obtain
∆µ2(X; q, a)≪ε X
1
2
+δ+2εq˜−1max
f |q˜
f≤Z
∑∗
k (mod q˜/f)
∑
m (mod q˜/f)
m6=0
|κ(m; ka, q˜/f)|
km
+X2δ−(σ/2+4δ+2λ−2ε)+3ε q˜1/2
+
X1−δ
q
+
X1+ε
q˜V1
+X1/2−
1
3
(σ/2+4δ+2λ−2ε)+ε q˜−1/2 +X1+σ/2+(σ/2+4δ+2λ−2ε)−λ+ε q˜−3/2
= X−σ+δ+2εmax
f |q˜
f≤Z
∑∗
k (mod q˜/f)
∑
m (mod q˜/f)
m6=0
|κ(m; ka, q˜/f)|
km
+
X1−δ
q
·X−δ−λ+η/2+5ε
+
X1−δ
q
(
1 +X−σ+3δ+2λ+2ε +X−
2σ
3
−δ/3+λ/3+5ε/3 +X−σ/2+5δ+λ+η−ε
)
≪ε X−σ+δ+2εmax
f |q˜
f≤Z
∑∗
k (mod q˜/f)
∑
m (mod q˜/f)
m6=0
|κ(m; ka, q˜/f)|
km
+
X1−δ
q
,
(38)
provided that ε > 0 is sufficiently small.
Fix f0 | q˜ with f0 ≤ Z that maximizes the sum over f in (35), and let q′ := q˜/f0. We can
factor q′ = q′0 · · · q′L, as in Proposition 2.3 by writing q˜ = q˜0 · · · q˜L and setting q′j := q˜j/(q˜j, f0),
for each j. Putting Q = q′ and recalling that K ≥ max1≤j≤L q˜j, we may combine Proposition
2.4 i) with Proposition 2.3 to get that for each 1 ≤ m ≤ q′ − 1 and each 1 ≤ k ≤ q′ − 1
coprime to q′,
|κ(m; ka, q′)| ≪ε,L (q′)1/2+εK
 ∑
1≤j≤L
(
q′L−j+1
K
)2−j
+
(
q′(q′)ε(q′0)
2L−1+3/2
KL+1(q′0)
2L−1+1
(2K)L
q′
(K/q′0 + 1)
)2−L
≪L (q˜/f0)1/2+εK
 ∑
1≤j≤L
(
q˜L−j+1
(f0, q˜L−j+1)K
)2−j
+
(√
q˜0/(q˜0, f0)
K
)2−L
+ (q˜0/(q˜0, f0))
−2−L−1

≪ Kq˜1/2X−γ ≪ X 14+σ+η/2−γ−λ,
using f
−1/2+ε
0 (q˜0, f0)
2−L−1 ≪ε 1 whenever L ≥ 2. Inserting this bound into (38) and summing
m and k, when ε is sufficiently small we obtain
∆µ2(X; q, a)≪ε X−σ+δ+3ε ·X
1
4
+σ+η/2−γ−λ +
X1−δ
q
=
X1−δ
q
(
1 +X−λ+η/2+3ε
)
≪ X
1−δ
q
.
It remains to show that any λ < 1/1044 is admissible. With the parameter choices made
earlier, we have assumed that
σ =
1
L
+
2(2L+2 + L)γ
L
<
1
4
+ λ <
1
4
+ γ,
which forces L ≥ 5, and
γ ≤ L/4− 1
2L+3 + L
.
Since the bounds are decreasing in L, we deduce by setting L = 5 that
λ < γ ≤ 1
1044
.
SQUAREFREE INTEGERS IN ARITHMETIC PROGRESSIONS TO SMOOTH MODULI 41
Furthermore, as γ = 2δ+λ, we may always choose δ small enough so that any λ > 1/1044−ε′
is obtainable, for any ε′ > 0. We thus deduce that for η > 0 sufficiently small (in particular,
smaller than 2λ) we can find δ = δ(η, ε) such that if q ≤ X3/4+1/1044−ε is smooth and
squarefree then
∆µ2(X; q, a)≪ε X1−δ/q,
for any residue class a modulo q.
6.3. Non-squarefree q > X3/4−ε. The proof follows similar lines to that of Theorem 1.1,
but invoking Proposition 2.4 ii), rather than i). The choice of parameters can be rigged up
similarly as in the previous proof, save that the factors q˜0, . . . , q˜L must be chosen to satisfy
K ≥ max{q˜1, . . . , q˜L}, and also
max

(
q˜1−δ
′
0
K
)2−L
,
(
q˜L−j+1
K
)2−j≪ X−γ ,
in analogy to (36) above. We also must choose q˜0 to be coprime to 2 and 3 in order to apply
the results of Section 4, but by the Xη-ultrasmooth condition this can be done at a cost of
X2η in precision in the choice of q˜1 (as is done explicitly in Lemma 6.1 b). We leave to the
interested reader the determination of an explicit choice of δ (which necessary depends on δ′)
in which the range q ≤ X3/4+δ is admissible.
Proof of Corollary 1.3. Put Y := X196/261−ε, and set u := (log Y )/(η logX). It suffices to
show that
|{q ≤ Y : P+(q) ≤ Xη , µ2(q) = 1}| ≫η Y.
Of course, we have∑
q≤Y
µ2(q)1P+(q)≤Xη =
∑
d≤Y 1/2
µ(d)1P+(d)≤Xη
∑
m≤Y/d2
1P+(m)≤Xη .
Put D := (logX)1/2. Then we trivially bound∑
D<d≤Y 1/2
µ(d)1P+(d)≤Xη
∑
m≤Y/d2
1P+(m)≤Xη ≪ Y
∑
d>D
d−2 ≪ Y (logX)−1/2.
On the other hand, standard estimates for smooth numbers (see e.g. Theorem III.5.8 of [23])
yield ∑
d≤D
µ(d)1P+(d)≤Xη
∑
m≤Y/d2
1P+(m)≤Xη
= Y
∑
d≤D
µ(d)ρ(log(Y/d2)/η logX)
d2
1P+(d)≤Xη +Oη(Y D/ logX)
=
6
π2
ρ(u)Y +Oη
Y ∑
d≤D
|ρ(u)− ρ(u− vd)|
d2
+ Y (logX)−1/2
 ,
where ρ denotes the Dickman function, and for each d ≤ D we set vd := 2(log d)η logX . As
wρ′(w) = −ρ(w − 1)
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for w > 1, we observe that for each d ≤ D,
|ρ(u− vd)− ρ(u)| =
∣∣∣∣∫ u
u−vd
ρ′(t)dt
∣∣∣∣ ≤ vd max0≤t≤vd |ρ′(u− t)|
≪η log logX
logX
ρ(u− 2)
u
≪η log logX
logX
,
provided X is large enough in terms of η. We thus deduce that
|{q ≤ Y : P+(q) ≤ Xη , µ2(q) = 1}| = 6
π2
ρ(u)Y
(
1 +Oη(1/
√
logX)
)
≫η Y,
as u≪η 1, and the claim follows. 
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