Abstract: Cascade process, such as wastewater treatment plant, includes many nonlinear subsystems and many variables. When the number of sub-systems is big, the input-output relation in the first block and the last block cannot represent the whole process. In this paper we use two techniques to overcome the above problem. First we propose a new neural model: hierarchical neural networks to identify the cascade process. Then we use serial structural mechanism model based on the physical equations to connect with neural model. A stable learning algorithm and theoretical analysis are given. Finally, this method is used to model a wastewater treatment plant. Real operational data of wastewater treatment plant is applied to illustrate the modeling approach.
INTRODUCTION
Neural networks can approximate any nonlinear function to any prescribed accuracy provided with sufficient hidden neurons. It can also be applied to control problem, Speer et al. [1998] presented a neuro-control method for mobile robots. The stability of neural identification is very important in applications. It is well known that normal identification algorithms (gradient descent, least square etc.) are stable under ideal conditions. They might become unstable in the presence of unmodeled dynamics. Lyapunov approach can be used directly to obtain robust training algorithms of continuous-time and discrete-time neural networks. By using passivity theory, Yu et al. [2001] , Jin et al. [1999] and Polycarpou et al. [1992] successfully proved that gradient descent algorithms of continuoustime recurrent neural networks were stable and robust to any bounded uncertainties.
Cascade process, such as wastewater treatment plant, includes many nonlinear sub-systems. The input-output relation between the first block and the last block cannot represent the whole process when the number of subsystems are big. Hierarchical models can be used to deal with this problem. Hierarchical fuzzy systems consisting of a number of low-dimensional fuzzy systems have been presented by Raju et al. [1991] and Wang [1997] in order to avoid rule-explosion problem. To the best of our knowledge, the training method of hierarchical neural system still is gradient descent. Normal approaches of analyzing learning algorithms' stability are to investigate identification errors. The key for the training of hierarchical neural model is how to get explicit expression of each internal error.
The common used design for neural modeling is a blackbox approach which does not include mechanism knowledge. When we have some prior knowledge, grey-box identification which is the combination of mechanism modeling and intelligent identification may show better results, see Lee et al. [2005] . The mechanism model usually represents the physical properties which can be described by nonlinear functions or nonlinear dynamic equations. The residual uncertainties between the mechanism model and the plant can be modeled by black-box approaches such as neural networks. The above technique is called parallel compensation. On the other hand, the mechanism model and compensator can be in serial form. In this paper, we will discuss this new modeling approach and propose a novel mechanism-based hierarchical neural model. The stability of hierarchical neural model is also proven.
The efficiency of wastewater treatment plant is the most important factor relating to environmental protection. Activated sludge technology is widely used in this field, which the removals of contaminations are implemented by biological reactions of microorganisms in activated sludge. A good model of activated sludge system is beneficial for supervision operation, prediction of effluent quality and realizing model-based optimal control. The model of activated sludge process, mainly 'hard modeling' or parametric modeling is too complex to be described in exact mathematical expression because of unknown behaviors of microorganisms, the complexity of biological reactions, strong nonlinearity and time-varying parameters, see Henze et al. [1987] and Henze et al. [1999] , here nonlinearity is introduced into activated sludge model by Monod equation. But the reliability of these models depends on an increasing number of kinetic and stoichiometric constants in the experimental assessment of different kinds of wastewater. Model order-reduction method based on times scale separation was presented by Weijers [2000] . Lee et al. [2002] introduced high-dimensional nonlinear partial differential equations for wastewater treatment process. Multi-Model interpolation procedure was proposed by Smets et al. [2003] . Multiple linear approximate model with switching algorithm was obtained by Anderson et al. [2000] . Multivariable modeling with subspace-based algorithm had been used and a linear time-invariant dynamic model was given by Sotomayor et al. [2003] . Recently, some intelligent methods are investigated. Zhu et al. [1998] used time-delay neural network to model wastewater treatment plant. The combination of activated sludge model and neural network had improved the modeling accuracy by Lee et al. [2005] . A statistical learning method was employed to develop a learning machine based on the physical mechanisms of biological wastewater treatment systems by Guergachi et al. [2006] . But there are two problems: 1) Wastewater treatment plant is a big cascade process, one model cannot represent a plant with many sub-systems. 2) Grey-box identification is better when we have prior knowledge. In this paper, mechanism-based hierarchical neural networks is applied to model wastewater treatment plant. Real application results show that the new modeling approach is effective for cascade process.
CASCADE PROCESS MODELING VIA HIERARCHICAL NEURAL NETWORKS
For each subprocess of cascade process, such as wastewater treatment plant, it can be described using the following general nonlinear dynamic equatioṅ
where x ∈ R n c is inner state, u ∈ R m c is input, f is a vector function, γ (x t ) is unknown term. The mechanism model isẋ t = f (·) , we will use neural networks to model γ (x t ) . We concern discrete-time model of (1) in order to calculate model (1) with computer
is known model containing the plant dynamics, and y ∈ R r is output,
where
It is a NARMAX model. If h −1 exists (we will not calculate it)
T (4) The basic idea of the mechanism-based neural model is that we use neural networks to identification the unknown parts of the plant, then the outputs x of neural networks are sent to the mechanism model as parts of inputs X 2 . Here single-output multilayer perceptrons is adopted:
where the neural outputx (k) is scalar, input vector
T the weights in output layer are W (k) ∈ R 1×m , the weights in hidden layer are V (k) ∈ R m×n , φ is m-dimension vector function. The typical presentation of the element φ i (·) is sigmoid function. The mechanism model iŝ
First we discuss how to model one block of cascade process with one mechanism-based neural network. The objective is to update the weights of neural network so that the error between the output of neural model (6) and the output of the plant (2) is minimized. The performance index is defined as
We use gradient descent learning law
. Now we use the chain rule
where φ i is the output at the ith hidden node. The same method can be applied to V (k) . The chain rule of the weights at hidden layer can be given as:
So for one block, learning law is
where η is learning rate.
Secondly, we discuss modeling of cascade process with hierarchical neural networks. Cascade nonlinear process can be described aṡ
. .
orresponding discrete-time format is as follows
The modeling scheme is shown as Fig. 1 . We can train each block independently if we know the modeling errors be- We can obtain the relationship between e (q) and e (p) by the chain rule:
where b y
i (k) is virtual output of the qth block of the plant.
We use the error of the qth block to calculate
or the pth block, so
We can see the last two terms is the same as single block case, ∂J ∂ŷ (q) is the virtual error of the qth block,
∂ŷ (p) realize the error backpropagation ∂ŷ
Finally, we obtain
The proposed algorithm can be extended to general hierarchical structure, see Fig. 2 . We explain the training procedure.
(1) (Feedforward propagation) According to the structure of hierarchical neural networks, we calculate the output of each mechanism-based neural network as (5) and (6). The output of multilayer neural networks should be the inputs of the next level. (2) Calculate the modeling error for each block. We start from the last block, the identification error is e (k) =ŷ (k) − y (k) (13) whereŷ is the output of the whole hierarchical neural networks, y is the final output of the cascade plant. Then we propagate the error back from the structure of the hierarchical neural networks as in Fig. 2 . We can calculate the error of the block p (defined as e (p) ) from its former block q (defined as e (q) ) by (12). (3) Train the weights matrices for each block independently. Backpropagation-like algorithm of the pth block is
3. STABLE LEARNING Gradient descent algorithm as in (14) is a general algorithm that includes least-square and backpropagation as special cases. The fixed learning rate yields poor performance. In contrast, time-varying learning rate shows faster convergence, see Ljung et al. [1983] . While it results in slow convergence to bad solutions when time is small and cannot guarantee stability. In this paper we propose a new time-varying learning rate, which takes advantages of Yu et al. [2003] and Moody et al. [1989] to assure stable and fast learning.
We first consider one mechanism-based neural network as (5) and (6). According to the Stone-Weierstrass theorem, see Cybenko [1989] , one sub-block of the cascade process (10) can be written as
where W * and V * are the unknown weights matrices which may minimize the modeling error μ(k) of this block. We use Taylor series to obtain error dynamic. In the case of two independent variables, smooth function f has the following Taylor series expansion near the point
where ε is the remainder of the Taylor formula. For neural and V * , we havê
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In this paper we are only interested in open-loop identification. We may assume that the plant (10) is boundedinput and bounded-output stable, i.e., y(k), x (k) and u(k) in (10) are bounded. Because of the boundness of the sigmoid function φ, we may assume that ε (k) and μ(k) in (16) are bounded. The following theorem gives a stable backpropagation-like algorithm for the training of discretetime multilayer neural network. Theorem 1. If we use the multilayer neural network (5) to identify nonlinear plant (2), the following backpropagationlike algorithm can make identification error e (k) bounded
The average of the identification error satisfies lim sup
APPLICATION TO WASTEWATER TREATMENT
The wastewater treatment plant used as a case study throughout this paper consists of two biodegradation tanks in series in a back-to-back scheme with multi recycle streams, see Fig. ? ?. Denitrification and nitrification occur in anoxic and aerated tanks in order to remove nitrogenous and carbonaceous contaminations respectively. Dissolved oxygen in aerated tank is under tight control by a PI controller towards set point S * O = 2mg/L through controlling the air flowrate Q air into aerated tank. The secondary settler is the device for separation of liquid and solid, which has the ten-layer structure with double exponential settling rate of solid components within each layer, see Takacs et al. [1991] . Mixed liquid is recycled to the inlet of anoxic tank at the rate of Q r to guarantee smooth denitrification. Activated sludge is recycled to the inlet of anoxic tank at the rate of Q R to retain the concentration of biomass sufficient for biological reactions. The surplus activated sludge is discharged from the bottom of the secondary settler at the rate of Q w to maintain appropriate organic load (F/M). Besides, the influent is fed into anoxic tank at the rate of Q in , and the effluent is discharged to recipient river at the rate of Q e from the top of the secondary settler.
Nitrification reactions aim to oxidate ammonia into nitrite or nitrate, and consume biodegradable COD (Chemical Oxygen Demand) by the heterotrophic organisms; In this tank, two major reaction processes occurred are 
where COD denotes carbonous contamination, AS denotes activated sludge. Nitrite or nitrate that is recycled from the aerobic tanks are deoxidized into nitrogen air by the autotrophic organisms in denitrification phase which results in release of alkalinity and hence increase of pH, the reaction is
These reactions are implemented by microorganisms existing in activated sludge under appropriate circumstances.
Water quality indices such as COD, BOD 5 (Biological Oxygen Demand), NH 4 − N (ammonia), nitrate and SS (Suspended Solid) are decomposed into those components of ASM1 listed in Table 1 according to rough proportion. The general mass-balance equation for a component Z in the typical activated sludge model is given as follows:
where F in and F out are influent and effluent flows respectively, Z is component concentration listed in Table 1 , Z in and Z are corresponding influent and effluent concentrations, V is the volume of reactor, r(k) is reaction rate of component. The description of reaction rates in (22) as well as kinetic and stoichiometric parameters are given by Henze et al. [1987] .
In this section, we will use real data of North wastewater treatment plant (NWTP) in Shenyang, China and the mechanism-based hierarchical neural networks proposed in this paper to model wastewater treatment plant. 
Steady simulation should be implemented before dynamic one to obtain the initial values of dynamic simulation. The average influent qualities are taken as inputs of steady simulation. The resulting steady values of anoxic and aerobic reactors are shown in Table 3 : There are many missing data and outliers in measured all-year data in 2003. Principal component analysis based on EM (Expectation-Maximum) algorithm with iterative robust least square method was employed to reduce the influence of noise, outliers and missing data inherent in measured values, see Zhao et al. [2005] . Pretreated real data are shown as Fig. 4 and Fig. 5 . Heavy repair of equipment led to mass missing data of effluent qualities from August to October. Real data still have large offset after being coordinated.
Real data of influent COD, SS display ascending trend firstly and then descending one. It is the increase of influent loads brought by the snow. 
The relationship between components and water quality COD is:
Modeling NWTP in Fig. ? ? via hierarchical neural networks is to use neural networks to identify the uncertain reaction rates of cascade reactor models. The inputs of anoxic neural blocks are input data Ω of NWTP, the outputs are reaction rates [r 2 r 7 r 8 ] under anoxic condition and the whole outputs of mechanism-based anoxic block is effluent components of anoxic reactor. Here we use three single-output multilayer neural networks as anoxic neural blocks, then the outputs of neural blocks are used as the inputs of corresponding mechanism model. The inputs of aerobic neural blocks are from the outputs of mechanism-based anoxic block, which is in accordance with the structure of hierarchical neural networks and its outputs are reaction rates [r 2 r 6 r 9 r 10 ] under aerobic condition. Four single-output multilayer neural networks are used as aerobic neural blocks. Similarly, the outputs of mechanism-based aerobic block are effluent components of corresponding model, then taken as the inputs of secondary settler. The final output of cascade process is effluent COD. 30 nodes in hidden layer of each neural network are selected, and the learning algorithm is error backpropagation learning law similar to (14). Activation vector functions φ are selected as φ i (·) = tanh(x) = 6) The number of separated settler layers is small, while 30~50 layers are appropriate for considerable accuracy; 7) Real data are corrupted by noise as well as missing data and outliers. 8) The offset is introduced when real data are coordinated using statistical methods. These influencing factors to modeling error can be minimized further via other intelligent methods as error compensator like neural network, fuzzy rule and expert system.
CONCLUSIONS
The contributions of this paper are that a new neural model for cascade process is proposed based on a mechanism model which has hierarchical structure; the mechanism model is connected with neural network in serial form; the stability of the identification algorithm is proven. Real data of wastewater treatment plant is applied to illustrate the modeling approach.
