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Abstract
A few common design-related issues that can occur in
experimental and survey studies are examined.  The practical
aspects are paramount, not least coping with the environmental
variability a scientist meets in the glasshouse and field sites.  A
few examples are provided using blocking and random sampling.
Studies with inappropriate designs may be misleading, waste
resources and more importantly demonstrate a lack of scientific
integrity.  As computing technology improves and sophisticated
statistical software, for example R, is freely available there are no
excuses for poor design and misleading studies.
Scenarios overheard in the Tea Room
“I have to turn back the computer clock to get my out-of-date
statistical software to work and to do my analysis!”  
“I just got my Master’s degree and now I don’t have access to
software as it costs too much!”
“How can I grow plants in the greenhouse when it has so
much temperature variation?”
“I dropped two replicates so my results showed what I
wanted.” 
“Can you help me with the sample size for my study, as I only
have 4 animals?”
“How can I sample my area? Is convenience sampling OK?”
“We need to set up 66 surveys, can you help with the design?”
These are all candid comments that I have heard from scientists
working in many parts of the world.  The turning back of a
computer clock to be able to use out-of-date software is really
common in some countries!  The first two can be addressed by
the current availability of free software and the rest by having
taken a good course in statistics, and realising it is still useful to
consult a statistician when designing a study.  I say to my
students that it is never too early to start thinking about the
design of your study and a comprehensive plan for analysis.
The principles of experimental design are obligatory for scientists
in their endeavour to investigate and answer scientific questions
through collecting unbiased data as evidence.  Replication,
randomisation and reduction of error are principles enabling us to
gather impartial data.  Using data we can apply statistical methods
to check whether there are significant differences compared with
those that mislead us due to occurring by chance alone.
Software innovations and availability
Fortunately, there is growing support for open access statistical
software such as R and R Studio that can avoid the first two
situations above.  At my university, we now teach R in all full
semester undergraduate statistical courses.  We also support
our postgraduates by encouraging them to engage with R (R
Core Team, 2016). 
Many novel developments occur in R before they occur in
other proprietary software programmes.  The benefits also
extend from R software being an object orientated programme
(OOP), which only requires very minimal programming to get
outputs for complex analysis.  The data ‘wrangling’ (an
agreeable term to describe the reshaping, and preparation, of
data for analysis) is easy with Hadley Wickham’s tidyr R
package (http://hadley.nz/).  Publication-ready plots and tables
are produced, and increasingly, R packages can handle spatial
data.  The learning curve with R can initially be a little steep,
but it is well worth the investment in time. 
Anyone can now use open source software, however I assert that
it needs to be applied using appropriate statistical principles, thus
we need to be statistically literate.  In fact, it is worth either getting
involved with an online course (self-development), or paying to
attend a one- or two-day course, to get up-to-speed in R software.
To some extent it is best to wait until you need to use the software
before learning it.  There are two reasons for this: firstly you are
more motivated when you have a purpose to use it, and secondly
the software requires updates and frequently changes.  Many
students prefer a ‘just in time’ engagement with short statistical
workshops of sufficient depth, but few institutions are doing this
as a routine teaching method or in sufficient depth in
experimental design.  I am hopeful this will occur in the future.
One issue with a lack of statistical knowledge is that a student
may not realise the importance of the principles of
experimental design, since we may not appreciate what we do
not know, or are not aware of (unknown unknowns!).
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Environmental variation in a glasshouse
experiment and appropriate design 
If one walks into a glasshouse with extractor fans blasting from
one side and an overall temperature of over 35˚C (as we do in
our subtropical Queensland summer), one must consider
environmental gradients in order to plan a blocked trial.  If you
had not come across the importance of blocking in the layout
of an experiment you could despair at the variability of
humidity and temperature in different parts of the glasshouse!
In fact, the same thing can occur in a field with a slope or a
gradient in soil water-holding capacity.  Thus it is of
paramount importance to know your glasshouse or field
environment, and to examine conditions over several days and
throughout the day.  In an outside field-based experiment one
needs to understand the soil and its characteristics.  
Blocking is an essential aspect of design in the layout of crop
experiments; it relies on the fact that areas closer together
spatially are less variable.  Blocks are groups of plots with similar
characteristics, and blocking involves ensuring that each
treatment occurs within each block (in a complete block design).
A plot is an experimental unit, with the assumption that it is
independent and the treatment has been randomly applied to it.
Thus, environmental variability can be removed if it can be
identified as a gradient, and appropriate blocking used.
Analysis of variance (ANOVA) is a method to compare
differences between groups.  Generally, our interest is in
treatment groups, but since we use the partitioning of variance
to look at treatments, we can also look at blocks, which are
typically a ‘nuisance variation’ that can be removed.  Variability
which is present but in which we are not interested, such as
environmental variability, can be avoided (and incorporated
into the design to remove that variability) by blocking
appropriately.  If blocking is to be arranged perpendicular to
an environmental gradient, we can separately test for a block
effect in the ANOVA, and treatment effects are estimated more
accurately since the residual variance is reduced (the residual
variance is the denominator of our F test).
If there is an environmental gradient, then the blocks should
be arranged perpendicular to the gradient (Figure 1) and the
eight treatment combinations (from a factorial 4 by 2 design)
should be randomised within each block.  The shading
indicates the environmental differences, so in Figure 1 we have
blocked to take into account the gradient, and the effect of the
blocks can be removed in the ANOVA.  Only two of the eight
treatments are shown in these figures.  However, if the
randomisation of the treatment combinations is within blocks
that have been incorrectly aligned to the gradient (Figure 2),
then each block is affected by low and high environmental
effects and thus the treatment variation is inflated.  The
incorrect use of blocks increases the treatments’ variability,
which in turn decreases the ability to detect significant
differences.  This is because a full range of the environmental
gradients’ conditions occurs in each block with its associated
effect on all treatments, each of which occurs in each block.
In this case, true treatment differences are harder to detect. 
The variance of the block effect removes some of the nuisance
environmental variation (Table 1).  Block Sums of Squares are
higher when correctly aligned, indicating more variation is
being removed from, or partitioned out, of the total variation.
In some situations, it may be appropriate to use a Latin square or
a row-column design to take into account gradients of
environment in two directions.  Mead et al (2012) discuss designs
relating the principles of design to some real examples.  The key
message is to take a look at the field, glasshouse or wherever the
experiment is to take place, and to design for that particular
situation, noting whether or not environmental gradients exist. 
Figure 1.  A factorial (4x2) with blocks perpendicular to the environmental gradient.
Figure 2.  A factorial (4x2) with blocks incorrectly aligned with the environmental
gradient.
Table 1.  Analysis of variance tables with columns for source of variation, degrees of freedom (df), sums of squares 
(Sum Sq), and means squares (Mean Sq).  Correct use of blocks (left) and incorrect alignment of blocks (right).
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Matching analysis to design
ANOVA is a method which matches the appropriate analysis to the
experimental design (with one or more factors and blocks).
Originally, when ANOVA was first developed, we were only able to
analyse by hand; and then we used calculators, and now
computers.  More complex designs may include factorials within
multiple levels (eg years and locations).  We now also consider
fixed effects (where the particular means are of interest) and
random effects (where the variance is of interest).  It is always
necessary to match the analysis to the experimental design, and
nowadays we have access to new algorithms within R.  We now
have a range of statistical methods to handle more complex data
including maximum likelihood (ML), restricted maximum
likelihood (REML), and other computer intensive procedures. 
Modern applied statistical texts use the framework of modelling,
and incorporate generalised linear models which extend the types
of data that can be readily analysed.  The use of a distinct
structural component in planning the analysis is used by Welham
et al (2015).  This approach highlights the structural aspects of
an experiment and identifies experimental units.
Drought physiology experiments with detailed environmental
impacts of temperature, vapour pressure deficit and radiation
on plant growth and plant-water relations can be adversely
affected unless environmental gradients are considered
(author’s personal experience).  The complexity of plant-water
relations and their measurement (Kirkham, 2014) in the
search for answers to complex genotype by environment by
management interactions are a particularly ‘wicked problem’. 
Replicates need to be retained
Scientific integrity is a vital characteristic in becoming a credible
experimental scientist, and is closely associated with the use of
appropriate methods, making the correct assumptions and
following through with objective reasoning.  The number of
blocks and replicates can be obtained by sample size calculations,
and replicates are not arbitrarily dismissed if they vary from what
we subjectively expect.  In the case of research with humans or
animals, ethics committees require the size of the study to have
sufficient power (typically 80 percent power) and to avoid wastage
in unnecessary use of animal or human subjects.  If the replicates
of an experiment do not all agree, it is not appropriate, or in fact
ethical, to drop any replicates.  Time of day, the operator collecting
the data, or spatial variation can all play a part in adding variability
to replicates.   
Sample size, power and ethics
If experimental design has been correctly applied, and it has
adequate power, then the experiment should be effective and
successful.  Where the experimental approach is poor, for example
by violating the assumption of independence of experimental
units, or if the analysis has inadequate power, the results may give
an incorrect conclusion. 
An experiment that lacks power is effectively a waste of time and
is prone to a Type II error (ie when we fail to find a statistically
significant difference when there truly is one).  So how do we work
out sample size?  A sample size calculation requires three things:
(i) the effect size, (ii) an estimate of the variability of the material,
and (iii) alpha and beta.  Alpha is the significance level (typically 
= 0.05) and beta is the power (we aim for a 1-β of 0.80).  The
effect size is an economic or biologically useful difference which
one is interested in finding between means.  The sample size
calculations typically provide the number required in each group.
This information is a common requirement of funding bodies.
When studies do not achieve the correct results due to lack of
power, or poor methodology, they are not published, which is a
tragic waste of time and funding.
Outliers
Outliers can occur due to incorrect measurements, or errors in
data recording, or they could be true outliers.  Things can go
wrong due to a technical problem.  For example, in crop drought
experiments where the pot water use is carefully measured, if an
experimental unit (the pot) leaks, we may justifiably remove that
data point.  This emphasises the importance of good experimental
protocol and the need to make thorough experimental notes along
the way.  If there is no obvious explanation for an outlier, then it
should be retained in the analysis.
Missing data 
Missing data may be missing at random (MAR) or not missing at
random (NMAR).  Variety-related traits may have different
propensities to ‘lodge’ (ie plants fall over due to the effects of
weather or disease, and yield is reduced); or a grain variety may
fail to ‘set’ grain due to temperature stress or infection by a
fungus.  These situations are highly relevant in plant trait
assessments.  The missing data are NMAR since the missing data
are related to the particular variety.  Drought resistance traits such
as a response to high temperature may have an NMAR pattern.
In other cases the grain data for a few plots may be missing; we
need to record why they are missing. 
In surveys, missing data may be due to the question being refused
(eg “What is your annual income?”), or irrelevant (eg asking a
male “How many pregnancies have you had?”).  Longitudinal
surveys are typically done as waves, and either continue with the
same sample (eg many labour force studies) or move to a
completely new sample.  If a person refuses in each wave it is again
NMAR data.  When the odd page of a written survey is lost we
have a MAR example of missing data.
Random sampling is best
An ecological study in a Canadian National Park required samples
of vegetation.  The scientist decided to sample along the edges of
the walking tracks, thinking that a systematic sample of quadrats
every 50m was robust sampling.  However, when a
methodological study was carried out using a random spatial
sample across the whole area, the results were exactly reversed.
What was thought to be an abundance of species was actually not
the case.  The convenience sample in the former case, had actually
lead to the wrong conclusion.  The incorrect analysis could have
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had a detrimental effect on conservation and policy decisions.
Similarly, in planning a development survey of farms or
households, we may decide to walk along a road and sample
systematically every 20th house.  However, this is not taking a
random sample.  The use of a sampling frame which consists of
either a plot map with houses demarked or (in these digital days),
a list of the relevant households, would be a better starting point.
In some surveys I have assisted in planning, address lists are
available with mobile telephone data as well.  This is helpful if there
is a need for call-backs if the person is out. 
One problem can be a low response rate.  To ensure that we get the
sample size required, say 300 completed surveys, we may need to
select 400 participants in order to gather enough data to yield
statistically significant conclusions.  It is also useful to capture in
the analysis the reasons for low response rates, since we can analyse
this and learn something from it.  For instance, in educational
follow-up surveys after grade 12, we found that in Australia many
young people are overseas on a gap year; these missing data can
affect the outcome results.  Furthermore we need to look at any
particular biases present by understanding refusals too. 
Inspiring times to be a scientist
Technology and computing are advancing, and education is more
widely available, even in more remote places, thanks to the
internet.  So what does that mean for science experiments?  We
have faster computers, which can do more and more; we have
open source software that does not cost anything; and students
can return to their countries and to the workplace with a statistical
programme ready to use.  To take advantage of this, we need
applied scientists who are numerate and have been trained in
quantitative skills, so that they have the confidence to collect data
correctly and to test experimental evidence appropriately.
It gets harder to teach ‘enough’ experimental design in large first
year undergraduate statistics courses.  Trained scientists are
expected to gain an ability to run complex multi-sited and
longitudinal (spatial and temporal repeated measures)
experiments.  It is relatively easy to collect data, but we still need
to appreciate the need to avoid bias, and to use randomisation and
replication, and to avoid measurement error.
Conclusions
We now have open source, cutting edge software with publication-
ready output.  There is also a buzz around data and big data in
particular, often using data mining techniques.  However, is
enough statistical rigour being put into our planning of scientific
studies and experiments?  We may be avoiding experts, getting
crowd funding, using citizen science etc, however, in real scientific
endeavours there is a necessary and exciting place for
experimental design.  It is important to appreciate the context and
the practical side of the initial research question, which is our first
step in planning an experiment and providing methodological
rigour to a study.  Statisticians have a key contribution to make
as part of scientific research teams ab initio.
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