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Sharp Bounds for Oscillatory Integral Operators with
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Abstract
We obtain sharp Lp bounds for oscillatory integral operators with generic homogeneous
polynomial phases in several variables. The phases considered in this paper satisfy the rank
one condition which is an important notion introduced by Greenleaf, Pramanik and Tang.
Under certain additional assumptions, we can establish sharp damping estimates with critical
exponents to prove endpoint Lp estimates.
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1 Introduction
Let Tλ be an oscillatory integral operator of the form
Tλf(x) =
∫
RnY
eiλS(x,y)ϕ(x, y)f(y)dy, x ∈ RnX , (1.1)
where nX , nY are two positive integers, λ is a real parameter, S is a real-valued smooth function
and ϕ is a smooth cut-off function near the origin in RnX × RnY . We shall refer to Tλ as an
(nX + nY )−dimensional oscillatory integral operator. In this paper, our purpose is to establish
sharp Lp bounds for these operators with homogeneous polynomial phases.
In the (1+1)−dimensional setting, Phong and Stein [16] proved the remarkable theorem that
the sharp L2 decay estimate of Tλ is determined by the Newton polyhedron of the real -analytic
phase S; for some related results on oscillatory integrals and oscillatory integral operators see
[30, 12, 14, 15, 20, 6, 4]. This result was extended to the case of smooth phases by Greenblatt
[7]; see Rychkov [19] for a partial result. On the other hand, estimates of Tλ on L
p were also
studied by many authors [9, 18, 28, 29, 11, 23, 21, 22, 5]. Recently, general sharp Lp decay
estimates have been proved by Xiao [26]. For a survey on degenerate oscillatory and Fourier
integral operators, we refer the reader to Greenleaf-Seeger [10].
It is difficult to generalize all of the one dimensional results to general higher dimensional
cases. However, some uniform estimates were also obtained with non-sharp decay rates; see
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[1, 2, 3, 18]. Greenleaf, Pramanik and Tang [8] introduced the important notion of rank one
condition to establish sharp L2 estimates when the phases are generic homogeneous polynomials;
for a earlier result in (2+1) dimensions, see [25]. Under the rank one condition, we shall extend
the L2 result in Greenleaf-Pramanik-Tang [8] to the Lp setting in this paper. In this direction,
Xu and Yan [27] considered the special case nX = nY and obtained sharp L
p estimates for Tλ.
In Section 2, we will prepare some basic tools for our argument. Sharp Lp estimates and
endpoint estimates will be given in Sections 3 and 4. For two real numbers a and b, we use a . b
to mean a ≤ Cb for some constant C > 0, and a ≈ b to mean a . b and b . a. For a linear
operator T , the notation ‖T‖p denotes its operator norm on L
p.
2 Preliminaries
In this section, we shall establish some basic lemmas. A basic property of polynomials will be
needed in our application of the operator van der Corput lemma below. The first part of the
following lemma is previously known; see Phong-Stein [15, 17].
Lemma 2.1 Assume P is a polynomial in R with degree not greater than d. Then there exists
a constant C = C(d), depending only on d, such that for any bounded interval I ⊆ R,
d∑
k=0
|I∗|k sup
x∈I∗
|P (k)(x)| ≤ C sup
x∈I
|P (x)|, (2.2)
where I∗ is the interval with the same center as I but with twice the length of I.
Moreover, assume further P is real-valued. If, in addition, there exist two numbers µ >
0, A > 0 and a bounded interval J such that µ ≤ |P (x)| ≤ Aµ for all x ∈ J , then for all
z ∈ C and all intervals I ⊆ J , Qz(x) = |P (x)|
z also satisfies the above estimate with a constant
C = C(d,A, z) and I∗ replaced by I∗ ∩ J .
Proof. By translation and scaling, we may assume I = [0, 1]. Let V be the space of all polyno-
mials in R with degree not greater than d. Then V is a finite-dimensional vector space. It is
clear that both sides of (2.2) are norms on V . Hence the desired estimate follows.
By our assumption, P has fixed sign on the interval J . For example, assume P > 0. By
induction, we can show that all derivatives of Qz have the following form:
dN
dxN
Qz(x) = |P (x)|
z−N
∑
Ck1,k2,··· ,kN (z)P
(k1)(x)P (k2)(x) · · ·P (kN )(x)
where the summation is taken over all integers ki ≥ 0 satisfying k1 + k2 + · · · + kN = N . For
any interval I ⊆ J , we can apply the inequality (2.2) to obtain the desired estimate. ✷
Now we give the operator van der Corput lemma due to Phong-Stein [15, 16] and Phong-
Stein-Sturm [18].
The crucial notion of curved trapezoid is given as follows.
Definition 2.1 If g and h are two monotone functions on an interval [a, b], then
Ω = {(x, y) | a ≤ x ≤ b, g(x) ≤ y ≤ h(x)}
is said to be a curved trapezoid.
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Lemma 2.2 Let Tλ be a (1+1)-dimensional oscillatory integral operator as in (1.1), where S is
a real-valued polynomial in R2 and ϕ is supported in a curved trapezoid Ω. If the Hessian of the
phase satisfies µ ≤ |S′′xy(x, y)| ≤ Aµ on Ω for two positive numbers µ,A > 0, then there exists a
constant C = C(deg(S), A) such that
‖Tλf‖L2 ≤ C
(
2∑
k=0
sup
Ω
(
δΩ,h(x)
)k
|∂kyϕ(x, y)|
)
|λµ|−1/2‖f‖L2 ,
where δΩ,h(x) denotes the length of the vertical cross-section IΩ,h(x) = {y | (x, y) ∈ Ω}.
The following simple version of almost orthogonality principle will be frequently used in this
paper; see Phong-Stein-Sturm [18] for its proof. For a general set A, the notation χA denotes
the characteristic function of A.
Lemma 2.3 Let K be a Lebesgue measurable function in RnX × RnY and md the Lebesgue
measure on Rd. Assume that there are measurable sets Ai ⊆ R
nX and Bi ⊆ R
nY such that
mnX (Ai ∩Aj) = 0 and mnY (Bi ∩Bj) = 0 for |i− j| ≥ N0. Let Ki(x, y) = K(x, y)χAi(x)χBi(y)
and T (respectively, Ti) be the integral operator associated with the kernel K (respectively, Ki).
If T =
∑
i Ti, then for all 1 ≤ p ≤ ∞ we have
‖T‖p ≤ N0 sup
i
‖Ti‖p,
where ‖T‖p and ‖Ti‖p denote the operator norms of T and Ti respectively, as operators from
Lp(RnY ) into Lp(RnX ).
As a useful interpolation technique, we also need the following interpolation with change of
power weights. An earlier version of this lemma appeared in Pan, Sampson and Szeptycki [13];
see also [23, 21].
Lemma 2.4 Let T be a sublinear operator mapping simple functions in RnY , defined with respect
to Lebesgue measure, into measurable functions in RnX . Assume that there are constants A,B >
0 and a 6= − 12nX such that, for all simple functions in R
nY ,
(i) ‖Tf‖L∞(dx) ≤ A‖f‖L1(dy);
(ii) ‖|x|aTf‖L2(dx) ≤ B‖f‖L2(dy).
Then for any θ ∈ (0, 1), there exists a constant C = C(a, nX , θ) such that
‖|x|aθ−(1−θ)nXTf‖Lp(dx) ≤ CA
1−θBθ‖f‖Lp(dy),
1
p
=
θ
2
+ 1− θ.
Proof. Define a measure dµ = |x|cdx on RnX and an operator Wf(x) = |x|bTf(x), where
b, c ∈ R are to be determined. Here we need a simple fact that |x|b belongs to L1,∞(|x|cdx) in
R
nX if and only if b+ c = −nX and b 6= 0. Now we first consider b > 0. For any λ > 0, |x|
b > λ
is equivalent to |x| > λ1/b. Hence
dµ({x ∈ RnX : |x|b > λ}) =
∫
|x|>λ1/b
|x|−nX−bdx = C(nX , b)λ
−1.
Thus our claim is true for b > 0. Similarly, we can show the claim for b < 0.
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With the above result, we take b = 2a + nX and c = −2a − 2nX . By Assumptions (i)
and (ii), W is bounded from L1(RnY ; dy) and L2(RnY ; dy) into L1,∞(RnX ; dµ) and L2(RnX ; dµ),
respectively. By the Marcinkiewicz interpolation theorem, we see that for any 0 < θ < 1, there
exists a constant C = C(a, nX , θ) such that
‖Wf‖Lp(|x|cdx) ≤ CA
1−θBθ‖f‖Lp(dy)
with 1p = θ/2 + 1− θ = 1− θ/2. In other words,
‖|x|aθ−(1−θ)nXTf‖Lp(dx) ≤ CA
1−θBθ‖f‖Lp(dy)
for 1p = 1− θ/2. The proof of the lemma is complete. ✷
3 Sharp Lp estimates
In this section, we shall establish Lp estimates for oscillatory integral operators with homo-
geneous polynomial phases satisfying the rank one condition. The corresponding endpoint Lp
estimates will be given in Section 4. Now we first introduce the concept of rank one condition
due to Greenleaf, Pramanik and Tang [8].
Definition 3.1 Let S be a homogeneous polynomial in RnX × RnY with real coefficients. We
say that S satisfies the rank one condition if rank(Hess(S)(x, y)) ≥ 1 away from the origin, i.e.,
the system of equations ∂xi∂yjS(x, y) = 0 does not have a solution (x, y) ∈ R
nX ×RnY \{(0, 0)}.
Under the rank one condition, we can state our main result in this section as follows.
Theorem 3.1 Assume S is a homogeneous polynomial in RnX ×RnY with real coefficients and
degree d > nX + nY . Let Tλ be the oscillatory integral operator as in (1.1). If S satisfies the
rank one condition, then for p in the following range
d− nY + nX
d− nY
< p <
d− nX + nY
nY
, (3.3)
there exists a constant C = C(S,ϕ, p) such that
‖Tλf‖Lp ≤ C|λ|
−γ‖f‖Lp , γ =
nX
d
·
1
p
+
nY
d
·
1
p′
, (3.4)
where p′ is the conjugate exponent of p, i.e., 1/p′ = 1 − 1/p. Moreover, this estimate is sharp
provided that the cut-off ϕ does not vanish near the origin.
Proof. Our proof will be divided into two steps.
Step 1. Sharpness of the decay rate.
Assume ϕ(0, 0) 6= 0 and |λ| is sufficiently large. Let f(y) = χ{|y|≤ǫ0|λ|−1/d} for some small
ǫ0 > 0. For x ∈ R
nX near the origin, |x| ≤ ǫ0|λ|
−1/d, we obtain |Tλf(x)| & |λ|
−nY /d. Hence
‖T‖p ≥ ‖Tλf‖Lp/‖f‖Lp & |λ|
−nY /d|λ|−
nX
dp /|λ|−
nY
dp = |λ|−γ .
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Step 2. Proof of the optimal decay estimate.
For r > 0, we use Br((x, y)) to denote the ball in R
nX+nY with radius r and center (x, y). Let
SnX+nY −1 be the unit sphere centered at the origin in RnX+nY −1. In the following argument,
we need a partition of unity on SnX+nY −1. For our purpose, we shall first give an appropriate
open cover {Oα} of S
nX+nY −1.
We first choose a sufficiently small r > 0 such that for each point x∗ := (x, 0) ∈ SnX+nY −1,
there exists a pair of indices (i, j), 1 ≤ i ≤ nX , 1 ≤ j ≤ nY , such that the mixed derivative
∂xi∂xjS(x, y) does not change sign and its absolute value is comparable to a positive constant
for all (x, y) ∈ Br(x
∗) ∩ SnX+nY −1. Since SnX−1 is compact, we can select finitely many points
x1, x2, · · · , xM ∈ S
nX−1 such that ∪iBr(x
∗
i ) ⊇ S
nX−1 × {0nY }. Here the notation 0m denotes
the origin in Rm. In this way, if r > 0 is small enough, we can choose y1, · · · , yN ∈ S
nY −1 such
that the union ∪iBr(yi) covers S
nY −1 and some mixed derivative ∂xs∂ytS does not vanish on
each given ball Br(y
∗
i ).
Similarly, there exists a small number ρ > 0 and finitely many points w1, w2, · · · , wK ∈
SnX+nY −1 such that the following three properties hold:
(i) The union of Bρ(wk) ∩ S
nX+nY −1 covers the complement of ∪i,j
(
Br(x
∗
i ) ∪ Br(y
∗
j )
)
∩
SnX+nY −1 relative to SnX+nY −1, i.e.,
K⋃
k=1
(
Bρ(wk) ∩ S
nX+nY −1
)
⊇
(
∪i,j
(
Br(x
∗
i ) ∪Br(y
∗
j )
))c
∩ SnX+nY −1;
(ii) Each Bρ(wk) does not intersect both Br/2(x
∗
i )∩S
nX+nY −1 and Br/2(y
∗
j )∩S
nX+nY −1 for
all i and j, i.e.,
Bρ(wk) ∩Br/2(x
∗
i ) ∩ S
nX+nY −1 = ∅, Bρ(wk) ∩Br/2(y
∗
j ) ∩ S
nX+nY −1 = ∅;
(iii) For each 1 ≤ k ≤ K, there exists a pair of indices (s, t) such that ∂xs∂ytS has fixed sign
on Bρ(wk) and its absolute value is bounded from both above and below by positive constants.
Let {Oα} be the open cover consisting of Br(x
∗
i ) ∩ S
nX+nY −1, Br(y
∗
j ) ∩ S
nX+nY −1 and
Bρ(wk) ∩ S
nX+nY −1. As discussed above, the union of Oα covers the sphere S
nX+nY −1. Corre-
sponding to this open cover, we can now construct a partition of unity {Ψα} such that each Ψα is
homogeneous of degree zero, Ψα|SnX+nY −1 ∈ C
∞
0 (Oα) and
∑
αΨα(x) = 1 for all x ∈ S
nX+nY −1.
For each k ∈ Z and α, we define Tλ,α,k as Tλ in (1.1) by insertion of Ψα(x, y)Φ(x/2
k, y/2k)
into the cut-off of Tλ, i.e.,
Tλ,α,kf(x) =
∫
RnY
eiλS(x,y)Ψα(x, y)Φ
( x
2k
,
y
2k
)
ϕ(x, y)f(d)dy, (3.5)
where Φ ∈ C∞0 is supported in the annulus 1/2 ≤ |(x, y)| ≤ 2 such that
∑
k Φ(x/2
k, y/2k) = 1
for all (x, y) away from the origin.
In what follows, we shall establish the sharp Lp estimate in the theorem. It is more conve-
nient to divide our argument into three cases.
Case 1 supp (Ψα) ∩ S
nX+nY −1 ⊆ Bρ(wi) for some i.
In this case, Ψα|SnX+nY −1 is supported in an open subset of S
nX+nY −1 (with subset topology)
which does not intersect both the X−space and the Y−space. Let Tλ,α =
∑
k Tλ,α,k. Then Tλ,α
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is supported in a cone, with vertex at the origin, which does not intersect both the X−space
and the Y−space away from the origin. Hence for (x, y) in the support of Tλ,α,k, we have
|x| ≈ |y| ≈ 2k. It follows immediately that if |k − l| ≥ A0 for some large positive integer A0,
then
PX( supp (Tλ,α,k) ∩ supp (Tλ,α,l)) = ∅, PY ( supp (Tλ,α,k) ∩ supp (Tλ,α,l)) = ∅,
where PX and PY are the projections from R
nX+nY onto the X−space RnX and the Y−space
R
nY , respectively.
By the almost orthogonality principle in Lemma 2.3, we have ‖Tλ,α‖p ≤ A0 supk ‖Tλ,α,k‖p
for all 1 ≤ p ≤ ∞. To establish our desired estimate, it suffices to prove that each Tλ,α,k satisfies
the Lp estimate (3.4).
By our assumption, there exist indices iα and jα such that ∂xiα∂yjαS(x, y) does not change
its sign on the support of Tλ,α,k and its absolute value is bounded from above and below by
positive constants. Hence we can apply Lemma 2.2 with respect to the variables xiα and yjα,
letting other variables fixed temporarily, and make use of the Schur test, with respect to other
variables, to obtain
‖Tλ,α,k‖2 ≤ C2
k(nX+nY −2)/2
(
|λ|2k(d−2)
)−1/2
= C2k(nX+nY )/2
(
|λ|2kd
)−1/2
. (3.6)
On the other hand, since |x| ≈ |y| ≈ 2k on the support of Tλ,α,k, it is clear that
‖Tλ,α,k‖1 ≤ C2
knX .
Let θ = 2nXd+nX−nY ∈ (0, 1). With this θ, we use the Riesz-Tho¨rin interpolation theorem to obtain
‖Tλ,α,k‖p ≤ C|λ|
−
nX
d+nX−nY (3.7)
where
1
p
=
θ
2
+ 1− θ = 1−
nX
d+ nX − nY
=
d− nY
d+ nX − nY
.
By a duality argument, we also have
‖Tλ,α,k‖q ≤ C|λ|
−
nY
d−nX+nY , q =
d− nX + nY
nY
. (3.8)
In fact, Tλ,α,k satisfies the L
∞ estimate ‖Tλ,α,k‖∞ ≤ C2
knY . Interpolation this with the L2
inequality (3.6) gives the above Lq estimate.
By interpolation, we see that each Tλ,α,k satisfies the estimate (3.4) uniformly. By the almost
orthogonality described as above, we see that Tλ,α also satisfies the desired estimate.
Case 2 supp (Ψα) ∩ S
nX+nY −1 ⊆ Bρ(x
∗
i ) for some i.
In this case, we have |x| & |y| and |x| ≈ 2k in the support of Tλ,α,k. The almost orthogonality
in Case 1 is not true now. By insertion of the damping factor |x|z, we shall consider the following
damped operator W zλ,α,k associated with Tλ,α,k,
W zλ,α,kf(x) =
∫
RnY
eiλS(x,y)Ψα(x, y)Φ
( x
2k
,
y
2k
)
|x|zϕ(x, y)f(d)dy. (3.9)
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LetW zλ,α =
∑
kW
z
λ,α,k. With this definition, it is easy to see thatW
z
λ,α is bounded from L
1(RnY )
into L1,∞(RnX ) provided that z has real part Re (z) = −nX .
In what follows, our main purpose is to establish L2 damping estimates for W zλ,α. Let
σ0 =
d−nX−nY
2 . One will see that σ0 is the critical exponent in the following damping estimates:
‖W zλ,α‖2 .


|λ|−1/2, σ := Re (z) > σ0;
|λ|−1/2 log(2 + |λ|), σ := Re (z) = σ0;
|λ|−
σ
d
−
nX+nY
2d , − min{nX , nY } < σ := Re (z) < σ0.
(3.10)
In these damping estimates, the implicit constants can take the form C(1 + |z|2) with C inde-
pendent of λ and z.
Now we turn to prove (3.10). As in Case 1, we use the operator version van der Corput
lemma in Lemma 2.2 to obtain
‖W zλ,α,k‖2 ≤ C(1 + |z|
2)
(
|λ|2kd
)−1/2
2kσ2k(nX+nY )/2.
On the other hand, the size of the support of W zλ,α,k implies
‖W zλ,α,k‖2 ≤ C2
kσ2k(nX+nY )/2.
For z with real part σ, we have
‖W zλ,α‖2 .
∑
k
min
{(
|λ|2kd
)−1/2
2kσ2k(nX+nY )/2, 2kσ2k(nX+nY )/2
}
.
∑
2kd|λ|>1
(
|λ|2kd
)−1/2
2kσ2k(nX+nY )/2 +
∑
2kd|λ|≤1
2kσ2k(nX+nY )/2.
If σ > −min{nX , nY }, then it follows from σ+(nX+nY )/2 > 0 that the above second summation
is bounded by a constant multiple of |λ|−σ/d−(nX+nY )/(2d). For the first summation, we obtain
an upper bound . |λ|−1/2 for σ > σ0. In the strip −min{nX , nY } < σ ≤ σ0, the first summation
satisfies the same estimate as the second one, up to a logarithmic term for σ = σ0. Combining
these estimates, we obtain (3.10).
For p in the range (3.3) and p ≤ 2, the parameter θ for which 1/p = θ/2+1− θ must satisfy
θ0 =
2nX
d+nX−nY
< θ ≤ 1. It should be pointed out that p is just the left endpoint in the interval
(3.3) if θ = θ0. If −nX(1− θ) + σθ = 0 then 0 < σ < σ0.
Recall that W zλ,α is bounded from L
1(RnY ) into L1,∞(RnX ) for Re (z) = −nX . By interpo-
lation in Lemma 2.4, we have
‖W zλ,α‖p . |λ|
−
(
σ
d
+
nX+nY
2d
)
θ
, Re (z) = 0.
Here θ satisfies 1/p = 1 − θ/2 and −nX(1 − θ) + σθ = 0. Thus θ = 2/p
′ and σ = nX(p
′/2 − 1)
with p′ being the conjugate exponent of p. It follows that the decay exponent above is equal to(
σ
d
+
nX + nY
2d
)
θ =
[
nX
d
(
p′
2
− 1
)
+
nX + nY
2d
]
·
2
p′
=
nX
dp
+
nY
dp′
,
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as desired.
Case 3 supp (Ψα) ∩ S
nX+nY −1 ⊆ Bρ(y
∗
j ) for some j.
In the support of Tλ,α,k, we have |y| ≈ 2
k and |y| & |x|. The argument in this case is in
many ways like that of Case 2. Define the damped oscillatory integral operator W zλ,α,k as in
Case 2 with the damping factor |x|z replaced by |y|z. As above, W zλ,α =
∑
kW
z
λ,α,k satisfies the
same damping L2 estimates. The only difference lies in the situation Re (z) = −nX . In fact,
by Fubini’s theorem, it is easy to see that W zλ,α, with Re (z) = −nX , is bounded from L
1(RnY )
into L1(RnX ). More precisely, we have∫
RnX
|W zλ,αf(x)|dx .
∫
RnX
(∫
|y|&|x|
|y|−nX |f(y)|dy
)
dx
=
∫
RnY
|y|−nX |f(y)|
(∫
|x|.|y|
dx
)
dy
.
∫
RnY
|f(y)|dy.
By interpolation as in Case 2, Tλ,α satisfies the desired L
p estimate.
Combining all above results, we complete the proof of the theorem. ✷
We can define a class of more general damped oscillatory integral operators associated with
Tλ in (1.1). Let W
z
λ,D be given by
W zλ,Df(x) =
∫
RnY
eiλS(x,y)|D(x, y)|zϕ(x, y)f(d)dy (3.11)
where z ∈ C and D is a damping function. Under the rank one condition, we have the following
Theorem 3.2 Assume S is a real-valued homogeneous polynomial in RnX × RnY with degree
d > nX +nY . Let D be a real-valued homogeneous polynomial which does not vanish away from
the origin. If S satisfies the rank one condition, then there exists a constant C = C(S,D,ϕ)
such that
‖W zλ,D‖2 ≤ C(1 + |z|)
2


|λ|−1/2, Re (z) > d−nX−nY2dD ;
|λ|−1/2 log(2 + |λ|), Re (z) = d−nX−nY2dD ;
|λ|−
dD
d
Re (z)−
nX+nY
2d , − min{nX ,nY }dD < Re (z) <
d−nX−nY
2dD
,
(3.12)
where dD is the degree of D.
Remark 3.1 Under the assumptions in the theorem, we can take D(x, y) = |x|2 + |y|2. Also,
the damping function can be chosen as the Hilbert-Schmidt norm of the Hessian of the phase
function, i.e.,
D(x, y) =
( nX∑
i=1
nY∑
j=1
|∂xi∂yjS(x, y)|
2
)1/2
.
Generally, D is not a polynomial but the above damping estimates are still true with dD = d−2.
In the special case nX = nY , the damping estimates in the theorem, with D being the Hilbert-
Schmidt norm of the Hessian of S, were proved by Xu-Yan [27]. For (1 + 1)−dimensional
damping estimates with D = S′′xy, we refer the reader to Seeger [20] and Phong-Stein [17].
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The proof of Theorem 3.2 is the same as that of the damping estimates (3.10). We omit the
details here.
4 Endpoint Lp estimates
Until now, we do not know whether endpoint Lp estimates in Theorem 3.1 are true or not. Our
proof in Section 3 breaks down since it will produce a logarithmic term. More precisely, we only
have
‖Tλf‖Lp ≤ C|λ|
−γ logδ(2 + |λ|)‖f‖Lp , p ∈
{
d− nY + nX
d− nY
,
d− nX + nY
nY
}
, (4.13)
where δ > 0 is a number in (0, 1) and γ is given by (3.4). In this section, our purpose is to
remove this logarithmic term under certain assumptions.
We first introduce a useful notion of nondegeneracy for the phase S.
Definition 4.1 Assume G is a continuously differentiable function from Rm into Rn. Then G
is said to be radially nondegenerate if (x · ∇x)G(x) 6= 0 for all x 6= 0.
Lemma 4.1 Assume S is a homogeneous polynomial in RnX ×RnY . Let Pi(x) = ∂yiS(x, y)|y=0
and Qj(y) = ∂xjS(x, y)|x=0. Then ∇yS(x, 0) is radially nondegenerate in the X−space R
nX if
and only if (P1(x), P2(x), · · · , PnY (x)) 6= 0 for x 6= 0. Similarly, ∇xS(0, y) is radially nondegen-
erate in the Y−space RnY if and only if (Q1(y), Q2(y), · · · , QnX (y)) 6= 0 for y 6= 0.
Proof. Denote by d the degree of S. Since the notion of radial nondegeneracy involves partial
derivatives of second order, our assumptions imply that d ≥ 2 and Pi, Qj are homogeneous
polynomials of degree d− 1. By Euler’s formula for homogeneous functions,
(x · ∇x)∂yiS(x, 0) = (x · ∇x)Pi(x) = (d− 1)Pi(x).
Similarly, (y · ∇y)∂xjS(0, y) = (d − 1)Qj(y). By Definition 4.1, the statement in the lemma
follows immediately. ✷
Remark 4.1 In the X and Y spaces, the rank one condition is slightly weaker than the radial
nondegeneracy of ∇yS(x, 0) and ∇xS(0, y). For example, consider the rank one condition in the
X−space. Since y = 0 in the X−space, the rank one condition, at the point (x, 0) with x 6= 0,
implies ∇xPi(x) 6= 0 for some i. However, the radial nondegeneracy of ∇yS(x, 0) is equivalent
to Pi(x) = (d− 1)
−1(x · ∇x)Pi(x) 6= 0 for all i.
With the concept of radial nondegeneracy, we are able to establish the endpoint Lp estimates
in Theorem 3.1.
Theorem 4.2 Assume S is a real-valued homogeneous polynomial with degree d > nX + nY .
Suppose S satisfies the following two conditions:
(i) S satisfies the rank one condition in RnX ×RnY .
(ii) ∇yS(x, 0) and ∇xS(0, y) are radially nondegenerate in R
nX and RnY , respectively.
Then Tλ in (1.1) satisfies the L
p estimate (3.4) for
d− nY + nX
d− nY
≤ p ≤
d− nX + nY
nY
.
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Moreover, under the assumptions in Theorem 3.2, the damping estimates (3.12) are still true
without the logarithmic term log(2 + |λ|).
Remark 4.2 There may be no phases satisfying Assumptions (i) and (ii) if S has an even
degree. For example, let nX ≥ 2 and nY = 1. Assume S is a homogeneous polynomial and its
degree d is even. Then ∂yS(x, 0) is homogeneous in R
nX and its degree is odd. Since nX ≥ 2,
one can see that ∂yS(x, 0) has zeros away from the origin.
However, if nX = nY or if d ≥ 2 is odd, then homogeneous phases S satisfying (i) and (ii)
always exist. We take two examples, due to Greenleaf, Pramanik and Tang [8], in the following:
(1) If nX = nY , S(x, y) =
1
d−1
(∑nX
i=1 x
d−1
i yi +
∑nX
i=2 xi−1y
d−1
i + xnXy
d−1
1
)
.
(2) Assume nX > nY and d ≥ 2 is odd. For example, we can take S as
S(x, y) =
1
d− 1

 nY∑
i=1
xd−1i yi +
nY∑
i=2
xi−1y
d−1
i + xnY y
d−1
1 +
nX∑
i=nY +1
nY∑
j=1
xd−1i yj

 .
Proof. For clarity, we shall divide our proof into two steps. The first step is to prove the L2
damping estimates, from which the desired endpoint Lp estimates follow immediately.
Step 1. Proof of L2 damping estimates.
As in our proof of Theorem 3.1, we shall consider three cases separately. Let W zλ,D,α,k be
defined as Tλ,α,k by insertion of a damping factor |D(x, y)|
z , i.e.,
W zλ,D,α,kf(x) =
∫
RnY
eiλS(x,y)Ψα(x, y)Φ
( x
2k
,
y
2k
)
|D(x, y)|zϕ(x, y)f(d)dy.
Taking summation over k, we define W zλ,D,α =
∑
kW
z
λ,D,α,k. Since W
z
λ,D,α,k = 0 for all k & 1,
we assume k . 1 from now on.
Case 1 supp (Ψα) ∩ S
nX+nY −1 ⊆ Bρ(wi) for some i.
On the support of W zλ,D,α,k, we have |D(x, y)| ≈ 2
kdD since D is a homogeneous polynomial
which does not vanish away from the origin. Here dD is the degree of D. We first apply Lemma
2.2 to two variables xs and yt for which ∂xs∂ytS 6= 0 on the support of Ψα, and then make use
of the size estimate to other variables. This will lead to the following estimate:
‖W zλ,D,α,k‖2 ≤ C(1 + |z|
2)
(
|λ|2(k−2)d
)−1/2
2kdDσ2k(nX−1)/22k(nY −1)/2
≤ C(1 + |z|2)
(
|λ|2kd
)−1/2
2kdDσ2k(nX+nY )/2 (4.14)
where σ := Re (z). In view of |x| ≈ 2k and |y| ≈ 2k on the support of W zλ,D,α,k, the Schur test
gives
‖W zλ,D,α,k‖2 ≤ C2
kdDσ2k(nX+nY )/2. (4.15)
For σ ≥ d−nX−nY2dD , the exponent of 2
k is nonnegative in (4.14). This implies ‖W zλ,D,α,k‖2 .
|λ|−1/2. By Lemma 2.3, as shown in our proof of Theorem 3.1, the desired damping estimate
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holds for W zλ,D,α =
∑
kW
z
λ,D,α,k. For −min{nX , nY }/dD < σ <
d−nX−nY
2dD
, a convex combina-
tion of the above two estimates, annihilating the exponent of 2k, gives the desired estimate.
Case 2 supp (Ψα) ∩ S
nX+nY −1 ⊆ Bρ(x
∗
i ) for some i.
The oscillation and size estimates in Case 1 are still true here. However, the almost orthog-
onality property there does not hold now. As shown in (3.12), we need only show the optimal
decay |λ|−1/2 for the critical exponent σ = d−nX−nY2dD . For this estimate, we claim that there
exists a positive number δ > 0 such that
‖W zλ,D,α,kW
z ∗
λ,D,α,l‖ ≤ C(z)|λ|
−12−|k−l|δ, Re (z) =
d− nX − nY
2dD
. (4.16)
Note that |x| ≈ 2k in the support of W zλ,D,α,k. Hence W
z ∗
λ,D,α,kW
z
λ,D,α,l = 0 provided that |k − l|
is sufficiently large.
To establish (4.16), we shall further impose smallness conditions on the open cover {Oα},
constructed in the proof of Theorem 3.1. Choose two open circular cones Uα and Vα, with the
same vertex at the origin, such that
(i) supp (Ψα) ⊆ Uα and Uα\{0} ⊆ Vα. Here Uα denotes the closure of Uα.
(ii) supp (Ψα), Uα and Vα are so small that for some iα, (w · ∇x)∂yiαS(x, y) has fixed sign
and does not vanish for all w ∈ PX(Uα\{0}) and (x, y) ∈ Uα\{0}. Here PX is the projection
from RnX × RnY onto RnX , i.e., PX(x, y) = x.
The assumption (ii) does not lose generality since ∇yS(x, 0) is radially nondegenerate in the
X−space. The assumption (i) implies that there exists a large number Nα ≥ 1 such that if
x, x′ ∈ PX(Uα) and |x|/|x
′| ≥ Nα then x − x
′ ∈ PX(Vα). Combining this observation together
the assumption (ii), we obtain
|∂yiαS(x, y)− ∂yiαS(u, y)| =
∣∣∣(x− u) · ∫ 1
0
∇x∂yiαS(θx+ (1− θ)u, y)dθ
∣∣∣ ≈ 2k(d−1) (4.17)
for all (x, y), (u, y) ∈ Uα and Φ(x/2
k, y/2k)Φ(u/2l, y/2l) 6= 0, provided that |k − l|, assuming
k ≥ l, is sufficiently large.
In what follows, our purpose is to prove the almost orthogonality estimate (4.16) by the TT ∗
method. First observe that the integral kernel associated with W zλ,D,α,kW
z ∗
λ,D,α,l is given by
K(x, u) =
∫
RnY
eiλ[S(x,y)−S(u,y)]Ψα(x, y)Ψα(u, y)Φ
( x
2k
,
y
2k
)
Φ
( u
2l
,
y
2l
)
×
|D(x, y)|z |D(u, y)|zϕ(x, y)ϕ(u, y)dy.
SinceW zλ,D,α,kW
z ∗
λ,D,α,l andW
z
λ,D,α,lW
z ∗
λ,D,α,k have equal L
2 operator norms, we can assume k ≥ l
in the above estimate.
For f ∈ C1, we define a linear differential operator
Df(y) =
[
iλ
(
∂yiαS(x, y)− ∂yiαS(u, y)
)]−1
∂yiαf(y)
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and its transpose Dt by the equality
∫
Df(y)g(y)dy =
∫
f(y)Dtg(y)dy for all f, g ∈ C1c . It is
clear that Deiλ[S(x,y)−S(u,y)] = eiλ[S(x,y)−S(u,y)]. By integration by parts, we have
K(x, u) =
∫
RnY
eiλ[S(x,y)−S(u,y)]Dt
(
Ψα(x, y)Ψα(u, y)Φ
( x
2k
,
y
2k
)
Φ
( u
2l
,
y
2l
)
×
|D(x, y)|z |D(u, y)|zϕ(x, y)ϕ(u, y)
)
dy. (4.18)
The phase function S(x, y)−S(u, y) can be viewed as a polynomial in yiα of degree ≤ d with
other variables fixed. Without loss of generality, we assume iα = 1. For arbitrary x, u ∈ R
nX ,
let Eα,k,l(x, u) be the set of y ∈ R
nY such that the integrand in (4.18) does not vanish. Take
an arbitrary point y = (y1, y
′) ∈ Eα,k,l(x, u) with y
′ = (y2, · · · , ynY ) ∈ R
nY−1. If Eα,k,l(x, u) is
nonempty, then the above assumptions (i) and (ii) imply that as a function of y1, with y
′ fixed,
∂y1S(x, y) − ∂y1S(u, y) does not change sign and its absolute value ≈ 2
k(d−1) on an interval I
with length |I| ≈ 2l. By Lemma 2.1, we have
sup
y1∈I
∣∣∣∂y1(∂y1S(x, y)− ∂y1S(u, y))−1∣∣∣ . |I|−12−k(d−1) ≈ 2−l2−k(d−1),
sup
y1∈I
∣∣∣∂y1 |D(x, y)|z∣∣∣ . |I|−12kdDσ ≈ 2−l2kdDσ,
sup
y1∈I
∣∣∣∂y1 |D(u, y)|z∣∣∣ . |I|−12kdDσ ≈ 2−l2ldDσ,
where σ = Re (z) and the above implicit constants are independent of x, u and y′.
Recall that we have assumed k ≥ l. The y1−partial derivative of other cut-off functions
in (4.18) is bounded by a constant multiple of 2−l. Hence we deduce the following pointwise
estimate from (4.18):
|K(x, y)| .
(
|λ|2k(d−1)
)−1
2kdDσ2ldDσ2l(nY −1)χ{|x|≈2k}(x)χ{|u|≈2l}(u).
Then
sup
x
∫
RnX
|K(x, u)|du .
(
|λ|2k(d−1)
)−1
2kdDσ2ldDσ2l(nY −1)2lnX ,
sup
u
∫
RnX
|K(x, u)|dx .
(
|λ|2k(d−1)
)−1
2kdDσ2ldDσ2l(nY −1)2knX .
By the Schur test, we obtain
‖W zλ,D,α,kW
z ∗
λ,D,α,l‖2 .
(
|λ|2k(d−1)
)−1
2kdDσ2ldDσ2l(nY −1)2(k+l)nX/2
. |λ|−12−|k−l|δ, δ =
d+ nY
2
− 1 > 0,
where σ = Re (z) is given by (4.16). By the Cotlar-Knapp-Stein almost orthogonality principle
(see Stein [24]), we obtain ‖W zλ,D,α‖2 . |λ|
−1/2.
Case 3 supp (Ψα) ∩ S
nX+nY −1 ⊆ Bρ(z
∗
j ) for some j.
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In this case, the damping estimate with critical damping exponent can be proved as in Case
2, with the roles of x and y interchanged. The details are omitted here.
Step 2. Proof of the endpoint Lp estimates.
In Case 1,W zλ,D,α satisfies (i) ‖W
z
λ,D,α‖2 . |λ|
−1/2 with Re (z) = d−nX−nY2dD and (ii) ‖W
z
λ,D,α‖1 .
1 with Re (z) = −nXdD . By interpolation, we obtain the left endpoint L
p estimate (3.4).
In Case 2, a slight modification is needed in our argument. We shall replace D(x, y) by
|x|dD in the definition of W zλ,D,α. Then ‖W
z
λ,D,α‖2 . |λ|
−1/2 still holds for Re (z) = d−nX−nY2dD .
The reason is that D(x, y) and |x|dD , together with their partial derivatives, have the same
upper bounds in our proof of this critical L2 damping estimate. On the other hand, note that
‖W zλ,D,αf‖L1,∞ . ‖f‖L1 for Re (z) = −
nX
dD
. By Lemma 2.4, the desired endpoint Lp estimate
follows.
The Case 3 can be treated in the same way as Case 2. However, we do not need change
the damping factor D. Now the critical L2 damping estimate in Case 2 is still true. For
Re (z) = −nXdD , the stronger estimate ‖W
z
λ,D,α‖1 . 1 holds, as in our proof of Theorem 3.1. By a
duality argument, we are able to prove the right endpoint Lp estimate for (3.4). Thus the proof
of the theorem is complete. ✷
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