Abstract. We prove some noncommutative analogues of a theorem by Rudin [10] and Plotkin [9] about equimeasurability and isometries in Lp-spaces.
Introduction
The following theorem has been proved independently by Rudin in [10] and by Plotkin in a series of articles in the 1970 ′ s [9] . See also [4] for a survey:
Theorem 0.1 (Plotkin, Rudin). Let 0 < p < ∞ and p = 2, 4, 6, 8, . . . . Let µ and ν be two probability measures (on arbitrary measure spaces Ω and Ω ′ ). Let finally n be a positive integer and f 1 , . . . f n ∈ L p (µ), g 1 , . . . g n ∈ L p (ν).
Assume that for all complex numbers z 1 , . . . z n ∈ C,
(1) |1 + z 1 f 1 + . . . z n f n | p dµ = |1 + z 1 g 1 + . . . z n g n | p dν.
Then (f 1 , . . . f n ) and (g 1 , . . . g n ) form two equimeasurable families. Probabilistically, this means that the R n -valued random variables (f 1 , . . . f n ) and (g 1 , . . . g n ) have the same distribution.
The following theorem was also proved by Rudin in his paper [10] . It had previously been proved in weaker forms by Forelli ([2] and [3] ).
Theorem 0.2 (Rudin). Let µ and ν be as above, and 0 < p < ∞, p = 2. Let M ⊂ L p (µ) be a (complex) unital algebra (with respect to the point-wise product), and A : M → L p (ν) a unital linear isometry: A(1) = 1 and
• Then for all f, g ∈ M :
A(f g) = A(f )A(g) ∀f, g ∈ M and A(f ) ∞ = f ∞ .
• If moreover M ⊂ L ∞ or p = 4, 6, 8, . . . , then for all n and f 1 , . . . f n ∈ M , (f 1 , . . . f n ) and (Af 1 , . . . Af n ) are equimeasurable.
In this paper similar results are proved in the noncommutative setting (in the bounded case only). The commutative L p -spaces have to be replaced by noncommutative spaces L p (M, τ ) associated to a von Neumann algebra M with a finite normalized trace τ . Let us briefly introduce the vocabulary:
In the whole paper (M, τ ) and (N , τ ) are von Neumann algebras equipped with normal faithful finite (n.f.f.) traces. The units of M and N are denoted by 1 M and 1 N or simply by 1. When n is an integer, the set of M-valued n × n matrices is denoted by M n (M), is identified with the tensor product M n ⊗M and is provided with a normal faithful tracial state τ (n) def = tr n ⊗ τ . Here tr n (or simply tr) denotes the normalized trace on M n :
Let 0 < p < ∞. If x ∈ M, the p-norm of x is denoted by x p and is equal to
In the same way, if x ∈ M n (M), x p denotes the quantity x Lp(τ (n) ) . Remark that · p is a norm only if p ≥ 1. In this case, L p (M, τ ) is defined as the completion of M with respect to the norm · p (see [8] for a survey).
The fact that two families of noncommutative random variables (i.e. elements of the L p -spaces) are equimeasurable can be expressed by requesting that they have the same * -distributions. Let us recall the definition of the distribution of noncommutative random variables. If (x i ) i∈I ⊂ M is a family of operators in M, its distribution with respect to τ is the linear form on the free algebra generated by elements indexed by I that maps a polynomial P ((X i ) i∈I ) in non commuting variables to τ (P (x i ) i∈I . Its * -distribution is the distribution of (x i , x i * ) i∈I . The fact that two families of operators have the same * -distributions is known to be equivalent to saying that they generate isomorphic tracial von Neumann algebras (Lemma 3.2).
As usual, the main modification one has to bring in order to deal with the non commutativity is the fact that one has to allow operator coefficients instead of scalar coefficients in (1) .
The main result of this paper is the following theorem:
Theorem 0.3. Let (M, τ ) and (N , τ ) be von Neumann algebras (on some Hilbert space H) equipped with faithful normal finite normalized traces. Let E ⊂ M be a subspace of M, and let u : E → N be a linear map. Denote by id ⊗ u :
Assume that for all n ∈ N and all x ∈ M n (E), the following equality between the p-"norms" holds:
Let V N (E) denote the von Neumann sub-algebra generated by E in M. Then u (uniquely) extends to a one-to-one * -isomorphism u : V N (E) → V N (u(E)) that preserves the traces.
In particular, if E is an algebra, then u agrees with the multiplicative structure of E: if x, y ∈ E, then u(xy) = u(x)u(y). Moreover, if x ∈ E and x * ∈ E, then u(x * ) = u(x) * .
First some remarks: as in the commutative case, the condition p / ∈ 2N is crucial. Indeed in the simplest case when p = 2n and E = CX is one-dimensional, with X * = X and Y = u(X) = Y * , then condition (2) holds as soon as the distributions of X and Y coincide on every polynomial of degree less than 2n, which does not imply that the distributions agree on every polynomial.
It is also easy to see that it is necessary to allow matrix coefficients to appear in (2) , and that the theorem does not hold when (2) is assumed only for x ∈ E. A simple example is when E = M = N = M n equipped with its normalized trace tr n and u is the transposition map u : (a ij ) → (a ji ). Then u is isometric for every p-norm but is not a morphism of algebras.
However, it is unclear whether the theorem holds if (2) is only assumed for every x ∈ M n (E) for a fixed n (even for n = 2).
The techniques used in the proof of Theorem 0.3 do not allow to state the result when E is a general subspace of L p (M) (i.e. not necessarily made of bounded operators). Indeed the proof relies on the expansion in power series of operators of the form |1+x| p , which is only possible in the case when the operator x in bounded. In the case when E is self-adjoint and u is assumed to map a self-adjoint operator to a self-adjoint operator, Theorem 0.3 can be deduced from the commutative Theorem 0.1. Although it is contained in the general case, this special case is proved in the first section of this paper, since the proof uses the same idea as in the general case but with simpler computations.
Then a technical result is proved, establishing the link between the trace of products of operators and p-norms of linear combinations of these operators (Lemma 2.1).
In section 3 the main theorem (analogous to Theorem 0.1) is derived from Lemma 2.1 (Theorem 3.1 and Theorem 0.3) and also reformulated in the operator space setting (Corollary 3.4).
In a last part, an analogue of Rudin's Theorem 0.2 is established as a consequence of Lemma 2.1.
Self-adjoint case
In this section we prove the special case explained in the introduction as a consequence of the commutative theorem.
Let E ⊂ M and u : E → N be as in Theorem 0.3. Assume furthermore that E is self-adjoint (if x ∈ E, x * ∈ E) and that u(x * ) = u(x * ) for x ∈ E. Let us sketch the proof in this special case: for any self-adjoint operators x 1 , . . . x n ∈ E, denote y k = u(x k ). Then for any self-adjoint matrices a 1 , . . . a n , since k a k ⊗x k and k a k ⊗ y k are self-adjoint, they generate commutative von Neumann algebras, and Rudin's theorem can be applied to deduce that they have the same distribution. The conclusion thus follows from Lemma 3.2 and from the following linearization result (and from the fact that E is spanned by self-adjoint operators):
. . x n ∈ M and y 1 , . . . y n ∈ N be self-adjoint operators. Assume that for all m and all self-adjoint m × m matrices a 1 . . . a n , the operators a 1 ⊗ x 1 + . . . a n ⊗ x n and a 1 ⊗ y 1 + . . . a n ⊗ y n have the same distribution with respect to the traces tr m ⊗ τ and tr m ⊗ τ .
Then (x 1 , . . . x n ) and (y 1 , . . . y n ) have the same distribution.
Proof. This lemma has been obtained in [1] using random matrices, and was used to give a new formulation of Connes's embedding problem.
Here we provide a different and elementary proof that consists in exhibiting specific matrices a 1 , . . . a n . The idea is the same as in the proof of the general case of Theorem 0.3, but here the computations are simpler.
Let m be an integer and take i 1 , . . . i m such that i k ∈ {1, 2, . . . n}. We want to prove that
Relabeling and repeating if necessary the x i 's and y i 's, it is enough to prove it when m = n and i k = k for all k. We are left to prove that
Take n complex numbers z 1 , . . . z n and consider the n × n self-adjoint matrices a k = z k e k,k+1 + z k e k+1,k if k < n and a n = z n e n,1 + z n e 1,n ; the coefficient in front
n is equal to τ (x 1 x 2 . . . x n ). Thus (3) holds, and this concludes the proof.
Technical lemma
In this section, we prove that the trace of a product of finitely many operators or of their adjoints can be computed from the p-norm of the linear (matrix-valued) combinations of these operators.
Suppose we are given x 1 , x 2 , . . . x n elements of the von Neumann algebra M, and ε 1 , . . . ε n ∈ {1, * }. If a is an element of a von Neumann algebra and ε ∈ {1, * }, let a ε denote a if ε = 1 and a * if ε = * (for a complex number z, z * = z). Let finally a j = e j,j+1 εj for j = 1 . . . n. In this definition the indices are modulo n, so that a n = e n,1 εn . For all z = (z 1 , z 2 , . . . z n ) ∈ C n , denote by S z ∈ M n (M) the matrix
In the particular case when all of the ε j 's are equal to 1, then S z is simply equal to
The following lemma establishes the link between the p-norm of S z and the trace of the product of the X j εj . Denote by α the number of indices 1 ≤ j ≤ n such that ε j = * and ε j+1 = 1 (again if j = n, ε n+1 = ε 1 ). Then
Then ϕ is indefinitely differentiable on a neighborhood of 0, and
Proof. The idea of the proof is the following: S z is a small perturbation of the unit, which allows to write |S z | p as a converging series. First, write:
c j .
In the last line, we denoted by c j the n 2 + 2n terms that appear on the preceding line. Remark that if sup |z j | = δ ≤ 1, then c j ≤ δC where C = max j x j , x j 2 . By the functional calculus, for z small enough (i.e. 1 − S z * S z < 1), one has:
In this equality, p /2 n is the generalized binomial coefficient:
Taking the trace τ (n) on both sides, one gets
The series above converges absolutely and uniformly when δ = sup |z j | is small enough, i.e. C(n 2 + 2n)δ < 1. Indeed, c j1 . . . c j k ≤ δ k C k , and since p /2 k tends to 0 as k → ∞, one has
We can thus reorder the terms of the sum (6) along powers of z j and z j .
In this sum, we wrote k = (k 1 , . . . k n ) and l = (l 1 , . . . l n ). The coefficient b k,l is a sum of finitely many terms of the form
If S is defined as the set of indices (k, l) such that k j − l j = 1 if ε j = 1 and k j − l j = −1 if ε j = * , then for r 1 , . . . r n small enough, we are allowed to invert the series and the integral in the definition of ϕ(r 1 , . . . r n ) and we get
The two left-hand sides of (4) 
For clarity, let us adopt the following (classical) notation:
Let us fix m and recall that
For one of the terms of j≤n z j a j ⊗x j to bring a contribution to the coefficient of j z εj j , it is necessary that ε j = 1, and then z j a j ⊗x j = z εj j e j,j+1 ⊗x j εj . In the same way, for one of the terms of j≤n z j a j * ⊗ a j * to bring a contribution, it is necessary that ε j = * and then z j a j * ⊗ x j * = z εj j e j,j+1 ⊗ x j εj . Last, for one of the terms of i,j≤n z i z j a i * a j ⊗x i * x j to have a non zero contribution, the values of ε i and ε j must be ε i = * and ε j = 1, and then z i z j a i * a j ⊗ x i * x j = z εi i z εj j e i,i+1 e j,j+1 ⊗ x i εi x j εj . This expression is non zero only if i + 1 = j (recall that the indices have to be understood modulo n). Thus
Developing and using the relation e i,j e k,l = δ k,l e i,l , one gets
where C j denotes the number of ways of writing formally the word x (for 1 ≤ i ≤ n) or x i εi x i+1 εi+1 with ε i = * and ε i+1 = 1. Each of these bricks has length 1 or 2. If α j denotes the number of apparitions of the subsequence * , 1 in the sequence ε j , ε j+1 , . . . ε j−1 , then for C j to be non zero it is necessary that m ≤ n ≤ m + α j . In that case C j is equal to the number of ways of choosing the n − m bricks of size 2 among the α j possible, the other bricks being of size 1. Thus C j = αj n−m . The fact that τ is a trace then allows to write (10) as
It remains to notice that α j = α − 1 if ε j−1 = * and ε j = 1 (which is the case for α different values of j), and that α j = α else (for the n − α remaining values of j). The preceding equation then becomes
Putting together (8), (9), and (11), we finally get (4), which proves the lemma.
Remark. In the case when p/2 is an integer (i.e. p is an even integer), the same result holds in a more general setting, when the x i are not bounded but are in the noncommutative L p space associated to (M, τ ). Indeed, then the sum on the righthand side of (5) makes sense as a finite sum of elements which all are in L 1 (M, τ ). Indeed, from Hölder's inequality, a product of k elements of L p is in L p/k . This allows to take the trace in (5) and to follow the rest of the proof.
Proof of Theorem 0.3
In this section we develop some consequences of Lemma 2.1. We are given (M, τ ) and (N , τ ) two von Neumann algebras with normal faithful tracial states.
Let x 1 , . . . x n ∈ M and y 1 , . . . y n ∈ N . The noncommutative analogue (in the bounded case) of Theorem 0.1 is: Theorem 3.1. Let 0 < p < ∞ such that p = 2, 4, 6 . . . is not an even integer. Suppose that for all m ∈ N and all a 1 . . . a n ∈ M m ,
Then the n-uples (x 1 , . . . x n ) and (y 1 , . . . y n ) have the same * -distributions. More precisely, for all P ∈ C X 1 , . . . X 2n polynomial in 2n non commuting variables,
Proof. By linearity it is enough to prove (12) when P is a monomial. The fact to be proved is that for every sequence i 1 , . . . i N of indices between 1 and n, and for every sequence ε 1 , . . . ε N ∈ {1, * },
But from lemma 2.1, if α is the number of indices k such that ε k = * and ε k+1 mod N = 1, we have
To conclude one only has to prove that
For every real number β, let us consider the left-hand side of (13) where p /2 − 1 is replaced by β. Developing the binomial coefficient
In order to prove (13), we prove that each of the two factors of the right-hand side of the above equation is non zero if β = p /2 − 1. The first one (the factor in front of the sum) in non zero as soon as β = 0, 1, 2 . . . N − α; that is if p is not an even integer or if p > 2(N − α) + 2.
The second one (the sum) is, as a function of β, a non zero polynomial of degree α. To conclude, it is thus enough to show that this sum vanishes for α different values of β, all distinct from p/2 − 1. In fact we are going to show that if β = −l with a positive integer l such that 1 ≤ l ≤ α, then this sum is zero. But since in that case β(β − 1) . . . (β − N + α)/(N − 1)! = 0, it is the same to prove that
we get,
It only remains to note that l and N being fixed,
is (as a function of k) a polynomial of degree l − 1 < α. The equality in (15) rises from the fact that if 1 ≤ i < α,
As explained above, (15) implies (13), the proof of Theorem 3.1 is therefore complete. Proof of Theorem 0.3. Let (a i ) i∈I be a family spanning E. Then by Theorem 3.1, the families (a i , a i * ) and (u(a i ), u(a i ) * ) have the same distribution and so by Lemma 3.2, u extends to a trace preserving * -isomorphism between the C * -algebras generated by the a i 's and b i 's respectively.
It is also possible to get some approximation results using ultraproducts: Assume that there is a family (y i ) i∈I in a von Neumann algebra (N , τ ) and a p / ∈ 2N such that for all integer n and all finitely supported family (a i ) i∈I ∈ M n , the following holds:
Then the net ((x
Moreover (16) holds with p replaced by any 0 < q < ∞.
Proof. Indeed let U be any ultraproduct on A finer that the net (α), and for i ∈ I consider x i the image of (x Theorem 0.3 can also be reformulated in the operator space setting: Let M ⊂ B (H) be a von Neumann algebra equipped with a normal faithful trace τ satisfying τ (1) = 1. Let E be a linear subspace of M. There are several "natural" operator space structures on E:
For all 1 ≤ p ≤ ∞, the noncommutative L p -spaces L p (M, τ ) are equipped with a natural operator space structure (see [7] ). (when p = ∞, L p (M, τ ) is the von Neumann algebra M with its obvious operator space structure).
Then the linear embedding E ⊂ L p (M, τ ) allows to define, for all 1 ≤ p ≤ ∞, an operator space structure on E, which we denote by O p (E).
In this setting, Theorem 0.3 states that if E is a linear subspace of M containing the unit and if 1 ≤ p < ∞ and p / ∈ 2N, then the operator space structure O p (E) together with the unit entirely determines the von Neumann algebra generated by E and the trace on it. In particular it determines all of the other operator space structures O q (E) for all 1 ≤ q ≤ ∞.
More precisely: 
Proof. The proof is a reformulation of Theorem 0.3 once we know the two following results from the theory of noncommutative vector valued L p -spaces developed in [6] :
A map u : X− > Y between two operator spaces is completely isometric if and only if for all n, the map u ⊗ id : S n p (X) → S n p (Y ) is an isometry (Lemma 1.7 in [6] ). The second result is Fubini's theorem, which states that S n p L p (M, τ ) ≃ L p M n ⊗ A, tr n ⊗ τ isometrically (and even completely isometrically, but this is of no use here). See Theorem 1.9 in [6] .
These two results together prove that the hypotheses in Corollary 3.4 imply those in Theorem 0.3 and in the remark that follows, and thus the result is proved.
Second theorem
It is also possible to prove a noncommutative (weaker) version of Rudin's Theorem 0.2. A result of the same kind and using the same ideas has already been developed in [5] . The main difference is that in [5] , the author stays at a Banachspace level (opposed to the operator space level, i.e. he does not allow matrix coefficients in (17)). Remark. This Theorem is a refinement of the last assertion in Theorem 0.3: it reaches the same conclusion from weaker assumptions.
If the hypothesis (17) is replaced by ∀a ∈ M 2 (M ) a p = u (2) (a) p , then our techniques prove that u(a 2 ) = u(a) 2 for a ∈ M , which only implies that u(ab + ba) = u(a)u(b) + u(b)u(a). In other words, u preserves the Jordan product.
Proof. The proof is again based on Lemma 2.1. Let a, b ∈ M . Note that Apply Lemma 2.1 with n = 4, (ε 1 , ε 2 , ε 3 , ε 4 ) = ( * , * , 1, 1) (so that with the notations of Lemma 2.1, α = 1), and with (x 1 , x 2 , x 3 , x 4 ) = (b, a, a, b) on the one
