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SIMILARITIES OF DISCRETE AND CONTINUOUS
STURM-LIOUVILLE PROBLEMS
KAZEM GHANBARI
Abstract. In this paper we present a study on the analogous properties of
discrete and continuous Sturm-Liouville problems arising in matrix analysis
and diﬀerential equations, respectively. Green’s functions in both cases have
analogous expressions in terms of the spectral data. Most of the results asso-
ciated to inverse problems in both cases are identical. In particular, in both
cases Weyl’s m-function determines the Sturm-Liouville operators uniquely.
Moreover, the well known Rayleigh-Ritz Theorem in linear algebra can be
proved by using the concept of Green’s function in discrete case.
1. Introduction
First we present a brief description of the discrete Green’s functions, which are
discussed in more detail in [3]. It is well known that a Sturm-Liouville problem is
an initial value problem of the form
Ly(x) = λρ(x)y(x), 0 ≤ x ≤ `
p(0)y0(0) − hy(0) = 0
p(`)y0(`) + Hy(`) = 0
(1.1)
where, p(x),q(x),ρ(x) are given, ρ(x) > 0, and L is a second order diﬀerential
operator of the form
Ly(x) = −(p(x)y0(x))0 + q(x)y.
It is well known that for every Sturm-Liouville problem of the form (1.1) there is a
corresponding Green’s function G(x,s,λ). If λ is not an eigenvalue of (1.1) then it
is well known (see [2], chapter 7) that G(x,y,λ) can be constructed as follows. Let
ϕ(x) and ψ(x) be solutions of the Sturm-Liouville equation satisfying the ﬁrst and
second condition of (1.1), respectively. Then
[ϕψ](x) = p(x){ϕ(x)ψ0(x) − ϕ0(x)ψ(x)} = constant. (1.2)
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This constant is zero if λ is an eigenvalue of (1.1) and nonzero otherwise. In the
latter case we can choose the constant to be −1, and then
G(x,s,λ) =
(
ϕ(x)ψ(s), 0 ≤ x ≤ s
ϕ(s)ψ(x), s ≤ x ≤ `.
(1.3)
The functions ϕ,ψ are functions of x,λ. If λ = 0 is not an eigenvalue of (1.1); i.e.
h,H are not both zero, then
G(x,s,λ) =
(
ϕ0(x)ψ0(s), 0 ≤ x ≤ s
ϕ0(s)ψ0(x), s ≤ x ≤ `.
(1.4)
where ϕ0,ψ0 denote ϕ,ψ, respectively, for λ = 0. Now let a ≤ b be two ﬁxed points
in the interval (0,`). We deﬁne the normalized Green’s function as follows:
Φ(a,b,λ) =
G(a,b,λ)
G(a,b,0)
=
ϕ(a)ψ(b)
ϕ0(a)ψ0(b)
. (1.5)
Now if we consider a discrete form of the Sturm-Liouville problem, we may deﬁne a
similar terminology. Using the concept of discrete derivative; i.e., y0 = yn+1−yn, the
discrete form of the Sturm-Liouville equation is a system of three-term recurrence
relations that can be written in a compact form
Ax = λBx (1.6)
where A is the tridiagonal matrix
A =

 

 


a1 c1 0 . . .
c1 a2 c2 0 . .
0 c2 a3 c3 0 .
. . . . . .
. . . . . cn−1
. . . . cn−1 an

 

 


and B = diag(b1,b2,...,bn). For more details see Atkinson [1]. The corresponding
Green’s function for discrete case is deﬁned by
G(i,j,λ) = (λ) = eT
i (A − λB)−1ej. (1.7)
The corresponding normalized Green’s function is deﬁned by
Φij(λ) =
G(i,j,λ)
G(i,j,0)
. (1.8)
Now denote the leading principal submatrix of order k of the matrix A by Ak and
denote the trailing principal submatrix of order k of the matrix A by AR
k . By
σ(A,B) we denote the set of generalized eigenvalues corresponding to the general-
ized eigenvalue problem (1.6). A special case of Green’s functions in both discrete
and continuous cases are m-functions. In the discrete case m-functions correspond-
ing to (1.6) are deﬁned as mi(λ) = G(i,i,λ). In [5] we proved that for a given basic
m-function G(1,1,λ) and a diagonal matrix B we can construct a unique tridiag-
onal positive deﬁnite matrix A such that mi(λ), 1 ≤ i ≤ n, are the corresponding
m-functions for the pair (A,B), (inverse problem). There are some interesting spec-
tral similarities in discrete and continuous Sturm Liouville problems in the following
theorems that have been proved in [3].EJDE-2007/?? STURM-LIOUVILLE PROBLEMS 3
Theorem 1.1. Suppose B is a positive deﬁnite diagonal matrix and A is a tridiag-
onal matrix. Let σ(A,B) = {λk}n
1 and let {x(k)} be the corresponding eigenvectors.
Then
G(i,j,λ) =
n X
k=1
x
(k)
i x
(k)
j
λk − λ
(1.9)
where x
(k)
i is the ith entry of x(k).
Remark 1.2. This result is the similar result to the expansion of the Green’s
function in terms of eigenfunctions, i.e.,
G(t,τ,λ) =
∞ X
k=1
χk(t)χk(τ)
λk − λ
.
Theorem 1.3. Under the assumptions of Theorem 1.1, let
σ(Ai−1,Bi−1) = {λL
m}
i−1
1 , σ(AR
n−j,BR
n−j) = {λR
m}
i−1
1 .
Then
Φij(λ) =
Qi−1
m=1(1 − λ/λL
m)
Qn−j
m=1(1 − λ/λR
m)
Qn
m=1(1 − λ/λm)
. (1.10)
Theorem 1.4.
x
(k)
i x
(k)
j
G(i,j,0)
=
λk
Qi−1
m=1(1 − λk/λL
m)
Qn−j
m=1(1 − λk/λR
m)
Qn
m6=k(1 − λk/λm)
. (1.11)
Therefore, the Green’s function has been constructed using a pair of spectra.
There is a similar construction procedure to recover the Green’s function in contin-
uous Sturm-Liouville as follows; consider a pair of Sturm-Liouville problems with
boundary conditions at left {λL
n}∞
1 ,
Ly(x) = λρ(x)y(x), 0 ≤ x ≤ `
p(0)y0(0) − hy(0) = 0
y(a) = 0, a ∈ (0,`)
(1.12)
and right {λR
n}∞
1 ,
Ly(x) = λρ(x)y(x), 0 ≤ x ≤ `
p(`)y0(`) + Hy(`) = 0
y(b) = 0, b ∈ (0,`).
(1.13)
Let {λn}∞
1 be the eigenvalues of the original Sturm-Liouville problem
Ly(x) = λρ(x)y(x), 0 ≤ x ≤ `
p(0)y0(0) − hy(0) = 0
p(`)y0(`) + Hy(`) = 0.
(1.14)
Then we have the following analogous theorems [3].
Theorem 1.5.
Φij(λ) =
Q∞
n=1(1 − λ/λL
n)
Q∞
n=1(1 − λ/λR
n)
Q∞
n=1(1 − λ/λn)
. (1.15)4 K. GHANBARI EJDE-2007/172
Theorem 1.6. Let {ur(x)}∞
1 be the corresponding eigenfunctions to the original
Sturm-Liouville problem, then
ur(a)ur(b)
G(a,b,0)
=
λk
Q∞
m=1(1 − λk/λL
m)
Q∞
m=1(1 − λk/λR
m)
Q∞
m6=k(1 − λk/λm)
. (1.16)
2. Weyl m-functions
Another similar property of discrete and continuous Sturm-Liouville problems
is the uniqueness of the solution of inverse problem in both cases by given weyl
m-function. Weyl m-function for discrete case is deﬁned by G(1,1,λ). If we
have two given spectra σ(A,B) = {λi}N
1 , and σ(A[2,N],B[2,N]) = {µi}
N−1
1 , where
A[2,N],B[2,N] are submatrices obtained from A and B, respectively, by deleting the
ﬁrst row and ﬁrst column of A and B with interlacing property
0 < λ1 < µ1 < λ2 < µ2 < ... < µN−1 < λN,
then it is well known that we can construct the ﬁrst entries of eigenvectors corre-
sponding to {λi}N
1 by Lanczos algorithm. In this case if B is a nonsingular diagonal
matrix we can construct the m-function of the pair (A,B) as follows.
Theorem 2.1. The Weyl function m(λ) has the following representations in the
discrete case
m(λ) =
n X
k=1
[x
(k)
1 ]2
λk − λ
, (2.1)
m(λ) =
1
b1
N−1 Y
j=1
(µj − λ)
N Y
j=1
(λj − λ)−1, (2.2)
where
[x
(k)
1 ]2 =
1
b1
N−1 Y
j=1
(µj − λk)
N Y
j6=k
(λj − λk)−1. (2.3)
Proof. The ﬁrst part is an immediate consequence of Theorem 1.1. For the second
part consider the equation
(A − λB)y = e1 (2.4)
If λ 6= λi, then
y1 = eT
1 (A − λB)−1e1 = m(λ). (2.5)
By applying Cramer’s rule to (2.5) we ﬁnd
y1 =
det(A1 − λB1)
det(A − λB)
=
PN−1(λ)
PN(λ)
.
Since {µi}
N−1
1 and {λi}N
1 are zeros of PN−1(λ) and PN(λ), respectively, we obtain
m(λ) = y1 =
det(B1)
det(B)
N−1 Y
j=1
(µj − λ)
N Y
j=1
(λj − λ)−1
=
1
b1
N−1 Y
j=1
(µj − λ)
N Y
j=1
(λj − λ)−1.
(2.6)
Multiplication of the two representations of m(λ) by λk −λ and taking the limit as
λ → λk completes the proof. EJDE-2007/?? STURM-LIOUVILLE PROBLEMS 5
Theorem 2.2. For a given m-function there is a unique positive deﬁnite Jacobi
matrix with the prescribed m-function, [5].
In the continuous case, let ϕ(x,λ) and ψ(x,λ) be two solutions of Sturm-Liouville
equation (1) with the boundary conditions ϕ(0,λ) = 1, p(0)ϕ0(0,λ) = h and
ψ(`,λ) = 1, p(`)ψ0(`,λ) = −H, respectively. Suppose ∆(λ) be the Wronskian
of ϕ, ψ, that is
∆(λ) = ϕ(x,λ)ψ0(x,λ) − ϕ0(x,λ)ψ(x,λ).
It is well known [4] that ∆(λ) is an analytic function in λ whose zeros are the
eigenvalues of Sturm-Liouville problem (1). In this case the Weyl m-function is
deﬁned by
m(λ) = −
ϕ(0,λ)
∆(λ)
.
In the continuous case the following results are well known, for details see [4].
Theorem 2.3. The m-function has the representation
m(λ) =
∞ X
k=1
1
αk(λk − λ)
, (2.7)
where 1
αk = Resλ=λkm(λ).
Theorem 2.4. The function m(λ) uniquely determines the Sturm-Liouville oper-
ator.
3. Eigenvalues of Hermitian matrices
For a general matrix A ∈ Mn there is no way to characterize the eigenvalues
of A except that they are the roots of the characteristic polynomial of A. For
Hermitian matrices, however, the eigenvalues can be characterized as the solutions
of a sequence of optimization problems. In this regard we have the well known
Theorem of Rayleigh-Ritz, see [6] for more details. Now we want to prove a similar
theorem by using the concept of the Green’s function. That is to characterize the
eigenvalues and corresponding orthonormal basis of eigenvectors for a Hermitian
matrix. It is well known that every Hermitian matrix can be reduced to a tridiagonal
matrix with the same eigenvalues. Some of the well-known methods in this regards
are Householder, Givens and Lanczos transformations, [6]. For this reason we adopt
the following method for a general Hermitian matrix instead of a Jacobi matix. Let
A and B be two given Hermitian matrices. As we deﬁned the Green’s function by
(1.7); i.e.,
G(i,j,λ) = (A − λB)−1(i,j) = eT
i (A − λB)−1ej.
Now consider the nonhomogeneous system
Ax = λBx + f, f ∈ Cn. (3.1)
If λ / ∈ σ(A,B), then the unique solution of this system is
x = (A − λB)−1f ;
that is,
xi =
n X
j=1
G(i,j,λ)fj, i = 1,...,n. (3.2)6 K. GHANBARI EJDE-2007/172
For simplicity we assume λ = 0 is not an eigenvalue and let G(i,j) = G(i,j,0).
Note that the same algorithm can be applied for any λ / ∈ σ(A,B). Thus we can
deﬁne a linear operator G on Cn as follows:
Gfi =
n X
j=1
G(i,j)fj, i = 1,...,n. (3.3)
Clearly in this case indeed G = A−1. Therefore G is selfadjoint; i.e.,
hf,Ggi = hGf,gi, ∀f,g ∈ Cn. (3.4)
First we prove the following results then we use them to characterize the eigen-
values.
Lemma 3.1. The norm of G satisﬁes
kGk = max|hGu,ui|, u ∈ Cn, kuk = 1, (3.5)
where hu,ui = u∗u is the standard inner product on Cn.
Proof. By (3.4) hGu,ui is real. If kuk = 1, then it follows from the properties of
inner product that
|hGu,ui| ≤ kGukkuk ≤ kGk,
and hence η = max|hGu,ui| ≤ kGk. In order to prove the inverse inequality, we
have
hG(u + v),u + vi = hGu,ui + hGv,vi + 2<hGu,vi ≤ ηku + vk2
and similarly,
hG(u − v),u − vi = hGu,ui + hGv,vi − 2<hGu,vi ≥ − ηku − vk2
Subtracting these equations we obtain
4<hGu,vi ≤ 2η(kuk2 + kvk2). (3.6)
Note that Gu 6= 0 for u 6= 0 since G is invertible. Put v = Gu/kGuk in (3.6) to
obtain kGuk ≤ η which completes the proof. 
Theorem 3.2. Either kGk or −kGk is an eigenvalue of G.
Proof. Using Lemma 3.1, suppose kGk = maxhGu,ui for kuk = 1, u ∈ Cn.
Since u 7−→ hGu,ui is continuous on the compact sphere kuk = 1, thus it at-
tains its maximum on the sphere, i.e., there exists an x0 with kx0k = 1 such that
maxhGu,ui = hGx0,x0i, for kuk = 1. Hence there is a sequence {um} in Cn such
that kumk = 1 and hGum,umi → kGk, as m → ∞. Therefore, using Ascoli theo-
rem there is a subsequence of {Gum}, call it {Gum} also, which is convergent to a
vector v0 in Cn; that is,
kGum − v0k → 0, (m → ∞). (3.7)
Let µ0 = kGk. Now we prove that v0 is eigenvector of G corresponding to eigenvalue
of µ0. Clearly kGumk → kv0k and we have
kGum − µ0umk2 = kGumk2 + µ2
0kumk2 − 2µ0hGum,umi (3.8)
and the right side tends to kv0k2 − µ2
0. It follows that kv0k2 ≥ µ2
0 > 0, hence v0 is
not zero. From (3.8) it follows that since kGumk2 ≤ µ2
0,
0 ≤ kGum − µ0umk2 ≤ 2µ2
0 − 2µ0hGum,umiEJDE-2007/?? STURM-LIOUVILLE PROBLEMS 7
which tends to zero as m → ∞. Thus
kGum − µ0umk → 0 (3.9)
On the other hand by using the Triangle inequality we have
0 ≤ kGv0 − µ0v0k ≤ kGv0 − G(Gum)k + kG(Gum) − µ0Gumk + kµ0Gum − µ0v0k
Combining (3.7), (3.9), and the inequality kGuk ≤ kGkkuk, the last inequality
shows that kGv0 − µ0v0k = 0, which proves that Gv0 = µ0v0. If the other case of
Lemma 3.1 holds; i.e., −kGk = minhGu,ui, the proof is similar. 
Conclusion. In both discrete and continuous Sturm-Liouville problems Green’s
functions and Weyl m-functions have similar expressions in terms of spectral data.
In both cases Weyl m-function uniquely determines the Sturm-Liouville operators.
Rayleigh-Ritz Theorem may be proved by using the concept of Green’s function in
discrete case to characterize the eigenvalues and eigenvectors of a given Hermitian
matrix as follows. Let µ0 = kGk and let v0 be the corresponding eigenvector. Deﬁne
χ0 = v0/kv0k. The eigenvector χ0 is said to be normalized. Let
G1(i,j) = G(i,j) − µ0χ0(i)¯ χ0(j), (3.10)
and similar to G the operator G1 is deﬁned by
G1ui =
n X
j=1
G1(i,j)uj, i = 1,...,n. (3.11)
Then G1 has the same properties as G, in particular µ1 = kG1k is an eigenvalue
of G1 and there is a corresponding eigenfunction ϕ1. Let χ1 = v1/kv1k. We can
easily verify that hG1u,χ0i = 0 for all u ∈ Cn. This follows that χ1 is orthogonal
to χ0. Therefore,
Gχ1 = G1χ1 = µ1χ1. (3.12)
Moreover, we have
|µ0| ≥ |hGχ1,χ1i| = |µ1|kχ1k2 = |µ1|. (3.13)
Letting
G2(i,j) = G1(i,j) − µ1χ1(i)¯ χ1(j), (3.14)
and proceeding as above, the existence of χ2 and µ2 is established with |µ2| ≤ |µ1|,
and χ2 orthogonal to χ1 and χ0. In this way establish an orthonormal basis of
eigenvectors and all eigenvalues of A−1, hence the eigenvalues of A.
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