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Abstract
Let P be the transition matrix for an n-state, homogeneous, ergodic Markov chain. Set Q =
I − P and let Q# = [q#
i,j
] be the group (generalized) inverse of Q. A well-known condition
number, due to Funderlic and Meyer, which is used in the error analysis for the computation of
the stationary distribution vector π = [π1, . . . , πn]T of the chain, is κ4 := max1i,jn |q#i,j |.
In this paper we refine two upper estimates on κ4 due to Meyer. In the course of proving one
of our results we show that |q#
i,j
|  πj (1 − πi)‖Q−1j ‖∞, where Qj is the (n − 1) × (n − 1)
principal submatrix of Q obtained from deleting its j th row and column, and we characterize
the case of equality.
The fact that we have a tight upper bound on the individual entries of the group inverse
allows us to apply it in other contexts in which the group inverse arises. For an irreducible
nonnegative matrix, such applications include, for instance, bounds on the second order partial
derivative of the Perron root with respect to any entry of the matrix and on the elasticity of the
Perron root with respect to any entry of the matrix.
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1. Introduction
Consider a finite, homogeneous, ergodic Markov chain with transition matrix P ∈
n,n. For such a chain, its stationary distribution vector is the unique positive vector
π ∈ n such that πTP = πT and ‖π‖1 = 1. The stationary distribution vector is
regarded as one of the most important parameters of the chain since it gives the
long-term probabilities for the chain to be in the various states.
Among several aspects of the stationary distribution vector which are of interest
to both theorists and practitioners is the sensitivity of this vector to certain types of
perturbations in the transition matrix P (see, for example [6,7,12,19,25,27]). Spe-
cifically, let P˜ = P + E be the transition matrix of a second finite, homogeneous,
ergodic Markov chain with stationary distribution vector π˜ ; the problem is then to
find an upper bound on the difference between π and π˜ , measured either in some
vector norm or componentwise.
Generally, the norm-wise perturbation bounds can be expressed as
‖π − π˜‖p  κ‖E‖q, (1.1)
where (p, q) = (∞,∞) or (1,∞), depending on the definition of κ. Such κ’s are
called condition numbers of the chain. Excellent surveys and comparisons of various
condition numbers can be found in Cho and Meyer [7] and in Kirkland [19].
In this paper we analyze upper bounds on the condition number κ4, which in the
notation of [7], is given by
κ4 := max
1i,jn
|q#i,j |, (1.2)
where q#i,j is the (i, j)th entry in the group (generalized) inverse2 Q# of Q = I − P .
This condition number, which is obtained from choosing the pair (p, q) = (∞,∞)
in (1.1), was first introduced by Funderlic and Meyer [12]. In a later paper [27],
Meyer proved that
1
n minλi /=1 |1 − λi |
 κ4 <
2δ2(n − 1)
χ
, (1.3)
where λi represents any eigenvalue of P , where δ2 is the product of the diagonal
entries of Q except the two smallest ones, and where χ = ∏λi /=1(1 − λi) is the
so called character of the chain. The inequalities in (1.3) show that whether the
chain is well-conditioned depends to some extent on the degree of separation of
the eigenvalues of P , other than 1, from the eigenvalue 1. The inequalities in (1.3)
also provide a way of estimating the condition number in (1.2) at a lower compu-
tational cost in comparison with the direct computation of the entries of the group
inverse Q#.
As pointed out in [26,27], the upper bound on κ4 that appears in (1.3) can be pessi-
mistic. To overcome this problem, Seneta [31] introduced a different upper bound on
2 For background material concerning group inverses and other generalized inverses, see Ben-Israel
and Greville [2] and Campbell and Meyer [4].
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the change in the stationary distribution vector π in terms of the ergodicity coefficient
of the chain. Alternatively, Meyer [27] showed that an additional upper bound on the
entries of Q# is given by:
|q#i,j | <
{
πj‖Q−1j ‖∞, if i = j,
2πj‖Q−1j ‖∞, if i /= j,
(1.4)
where, for j = 1, . . . , n,Qj denotes the (n − 1) × (n − 1) principal submatrix ob-
tained from deleting the j th row and column of Q.
In Section 2 we shall refine and sharpen the estimate in (1.4) by at least a factor
of 2 by showing that
|q#i,j |  (1 − πi)πj‖Q−1j ‖∞, i, j = 1, . . . , n. (1.5)
We shall show that, for n > 2, equality can occur in this bound only on diagonal
entries, namely, when i = j . We shall also give examples of stochastic matrices for
which the bound in (1.5) is not strict for all i = j , yet a related bound on the relative
error in the computation of π is sharp.
In Section 2 we shall also provide several remarks regarding the applications of
the upper bound in (1.5). We comment that the estimate in (1.5) turns out to be useful
for several applications. It is well-known, for example, that the entries of Q# not only
carry important information on the behavior of the chain (see, for example [3]), but
also provide a characterization of the uniform absolute stability of the chain [17]. In
fact more applications of (1.5) can be found for the group inverse of B = rI − A,
where A is an irreducible nonnegative square matrix and where r is its Perron root.
Examples that we shall give in this regard concern 2r
a2i,j
and ai,j
r
r
ai,j
. The latter quan-
tity is usually referred to as the elasticity of the Perron root [5] or, in the terminology
of [15], relative condition number of the Perron root with respect to the (i, j)th entry
of A.
Finally, we devote Section 3 to a refinement of the upper bound inequality on κ4
given in (1.3) which, unlike our results in Section 2, retains the usage of the character
of the chain. We shall show, for example, that
κ4 <
δ2 + σ2δ3 + · · · + σn−2δn−1 + σn−1
χ
, (1.6)
where, for k = 2, . . . , n − 1,
σk = max
1j1,j2n
(qj2,j1 + qj2,j2) · · · max1j1,...,jkn(qjk,j1 + · · · + qjk,jk ),
and
δk = max
1j1,...,jkn
∏n
i=1 qi,i
qj1,j1 · · · qjk,jk
with ji’s being mutually distinct. We shall compare numerically the performance of
the upper bound in (1.6) with that of Meyer’s upper bound in (1.3).
Throughout this paper we shall use the letters I, J , and e to denote the identity
matrix, the square matrix of all 1’s, and the column vector of all 1’s, respectively,
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whose dimensions are always determined by the context in which they are used.
Accordingly, ei will denote the usual ith coordinate vector in the space of the appro-
priate dimension. We shall reserve the letter P to denote the transition matrix of
an n-state, homogeneous, ergodic Markov chain and the letter π its stationary dis-
tribution vector. We shall put Q = I − P and denote by Q# its group inverse. For
distinct indices 1  j1 < · · · < jk  n, we shall use Qj1,...,jk to denote the principal
submatrix obtained by deleting the j1th, . . . , jkth rows and columns from Q.3
2. An improved upper bound and applications
Recall the condition number κ4 for Markov chains given in (1.2) which was intro-
duced by Funderlic and Meyer [12] for the case in which (p, q) = (∞,∞) in (1.1)
and the upper bound on κ4 given in (1.4) which was derived by Meyer in [27]. We
shall now improve on (1.4). For this purpose we need to recall three results from
the literature. The first result is the following representation of a permutation of the
group inverse Q# exhibited by Meyer in [27], but which is a consequence from his
earlier paper [24]:
Lemma 2.1 (Meyer [27, p. 722]). Given an irreducible stochastic matrix P ∈ n,n,
let Q = I − P, and let Qj be the principal submatrix of Q obtained by deleting the
j th row and column from Q. Denote by S the permutation matrix which interchanges
the j th row (column) and the nth row (column) such that
STQS =
[
Qj cj
dTj qj,j
]
.
Suppose that π is the stationary distribution vector for P. Then the group inverse of
Q satisfies that:
STQ#S =
[
(I − eπ¯T)Q−1j (I − eπ¯T) −πj (I − eπ¯T)Q−1j e
−π¯TQ−1j (I − eπ¯T) πj π¯T Q−1j e
]
,
where π¯ is a column consisting of the first n − 1 entries of the permuted stationary
distribution vector, i.e.[π¯T, πj ] = πTS.
The second result that we need to recall is an inequality due to Paz together with
the case of equality that is due to Kirkland, Neumann, and Shader.
Lemma 2.2 (Paz [29, Chapter IIa] (see also Seneta [30, p. 63]) and Kirkland et al.
[22]). Let z = [z1, . . . , zn]T be an arbitrary vector of complex numbers. Then for
any real vector δ /= 0 with δTe = 0,
3 It is a familiar fact that Qj1,...,jk is a nonsingular (and diagonally dominant) M-matrix. For back-
ground material on M-matrices see, for example, Berman and Plemmons [3].
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|δT z|  1
2
max
1i,jn
|zi − zj | ‖δ‖1. (2.1)
Moreover, equality holds in (2.1) if and only if there is a simultaneous reordering of
δ and z such that
δ =

δ1
...
δm
−δm+1
...
−δm+k
0
...
0

and z =

a
...
a
b
...
b
c1
...
cn−k−m

(2.2)
and where
max
1i,jn
|zi − zj | = |a − b| and δi > 0, i = 1, . . . , k + m. (2.3)
For the last result from the literature that we shall require here, recall first the
concept of the mean first passage times for a Markov chain. Let {Xk|k = 0, 1, . . .}
be a finite, homogeneous, ergodic Markov chain on the states S1, . . . ,Sn. For 1 
i, j  n, the mean first passage time from state Si to state Sj is then given by:
mi,j =
∞∑
K=1
kPr{Xk = Sj , Xµ /= Sj , µ = 1, . . . , k − 1|X0 = Si}. (2.4)
Accordingly, the matrix M = [mi,j ] ∈ n,n is called the mean first passage matrix
for the chain. It should be noted that whereas the stationary distribution vector for
the chain gives us the long-term behavior pattern of the chain, the mean first passage
matrix gives us an idea of its short-term behavior pattern. In Dietzenbacher [11, p.
103, Eq. (6.8)], but see also Dietzenbacher [10] and Cho and Meyer [6], it is shown
that
Q−1j e = m(j)
:= [m1,j , . . . , mj−1,j , mj+1,j , . . . , mn,j ]T, j = 1, . . . , n. (2.5)
We can now prove our first result that gives a sharp upper bound on the condition
number κ4.
Lemma 2.3. For an irreducible stochastic matrix P ∈ n,n, let Qj be the principal
submatrix of Q, where Q = I − P, obtained by deleting the j th row and column
from Q. Then
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|q#i,j | (1 − πi)πj‖Q−1j ‖∞
= (1 − πi)πj‖m(j)‖∞, i, j = 1, . . . , n. (2.6)
In particular
κ4  max
1i,jn
πj (1 − πi)‖Q−1j ‖∞. (2.7)
Moreover, equality holds in the inequality in (2.6) when n = 2; when n > 2, for
each j, equality holds in the inequality in (2.6) if and only if i = j and there exists
a number rj ∈ (0, 1) such that pi,j = rj , for all i = 1, . . . , n and i /= j.
Proof. Suppose first that i /= j and, without loss of generality, let us suppose that
j = n. Then from Lemma 2.1 we see that
|q#i,n| = πn|eTi (I − eπ¯T)Q−1n e| = πn|(eTi − π¯T)Q−1n e|,
For simplicity, let us write that Q−1n e = [c1, c2, . . . , cn−1]T. Note that ei − π¯ is a
vector that satisfies (eTi − π¯T)e = πn. To apply Paz’s inequality, let
δ = [eTi − π¯T,−πn]T and z = [c1, c2, . . . , cn−1, 0]T. (2.8)
Then δTe = 0. Since
|q#i,n| = πn|δT z|,
we have by Paz’s inequality that
|q#i,n| 
1
2
πn max
1k,ln
|zk − zl| ‖δ‖1. (2.9)
But then as all the ci’s are positive and thus max1k,n |zk − z| = max1kn−1 ck .
Moreover, ‖δ‖1 = 1 − πi +∑k /=i πk = 2(1 − πi). Therefore we obtain that
|q#i,n| 
1
2
πn
[
2(1 − πi) max
1kn−1
ck
]
,
and so
|q#i,n|  πn(1 − πi)‖Q−1n ‖∞.
The proof of the inequality (2.6) for the case when i = j follows similarly. Fur-
thermore, (2.7) is an immediate consequence of (2.6) and the definition of κ4 in
(1.2).
The equality on the extreme right hand side of (2.6) is a direct consequence of the
equality in (2.5).
We next consider the case of equality in the inequality in (2.6) and we shall con-
tinue to assume without loss of generality that j = n. The case when n = 2 is trivial.
In what follows, we shall assume that n > 2. Note that a more explicit form of the
vector δ given in (2.8) is
δ = [−π1, . . . ,−πi−1, 1 − πi,−πi+1, . . . ,−πn]T. (2.10)
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Thus, as the vector z in (2.8) has positive entries in its first n − 1 positions, we see,
from (2.10) and from the case of equality in Lemma 2.2 and, in particular, from (2.2)
and (2.3), that equality can hold in (2.9) only if i = n.
Continuing, suppose now that i = n. Then again by examining the equality case
in Lemma 2.2 and, in particular, from (2.2) and (2.3) as applied to the vectors δ
and z, we see that a necessary and sufficient condition for equality in (2.9) is that
the first n − 1 entries of z coincide, namely, that there exists a positive number, say,
sn > 0 such that c1 = · · · = cn−1 = sn. Now, as an M-matrix, Qn  I , but Qn /= I ,
so that Q−1n  I , but Q−1n /= I . Whence sn = ‖sne‖∞ = ‖Q−1n e‖∞ > 1 and so, on
setting rn = 1/sn ∈ (0, 1), we see that Qne = rne. This readily implies that all the
first n − 1 entries in the last column of P must be equal, in fact, to rn. 
Remark 2.4. An example for which the upper bound given in (2.7) is sharp can
be obtained by taking P = 1
n−1 (J − I ) ∈ n,n. It is easy to verify that for j =
1, . . . , n, πj = 1n and Q−1j = n−1n (J + I ). Consequently,
πj (1 − πi)‖Q−1j ‖∞ =
(
n − 1
n
)2
, 1  i, j  n.
A further computation now shows that Q# =
(
n−1
n
)2 [
I − 1
n−1 (J − I )
]
. Thus
|q#i,j | =
∣∣∣∣−n − 1n2
∣∣∣∣ < πj (1 − πi)‖Q−1j ‖∞, i /= j,
while
q#j,j =
(
n − 1
n
)2
= πj (1 − πj )‖Q−1j ‖∞, j = 1, . . . , n.
Continuing with the remark, in Kirkland et al. [23, Theorem 2.3] it is shown that
under the notations leading to (1.1) we have that
|πj − π˜j |  12πj‖Q
−1
j ‖∞‖E‖∞. (2.11)
It is therefore interesting to note that we can have equality in the bound (2.11)
without having equality in the bound (2.6). To see this let P be an arbitrary but fixed
stochastic matrix and let i /= j , where, without loss of generality, j = n, and where
i is yet to be determined. Set E = e(ei − en)T. Then by Meyer [25] we know that:
πn − π˜n = [−π˜EQ#]n = [−(ei − en)TQ#]n = −(q#i,n − q#n,n).
Now since, as can be seen from (2.1),
q#i,n = −πn(ei − π¯)TQ−1n e
and
q#n,n = πnπ¯TQ−1n e,
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we see that
πn − π˜n = πneTi Q−1n e = πn(Q−1n e)i .
Now choose the index i, 1  i  n − 1, so that
(Q−1n e)i = ‖Q−1n ‖∞
and note that  = (1/2)‖E‖∞. Therefore
|πn − π˜n| = 12πn‖Q
−1
n ‖∞‖E‖∞,
but it is certainly possible, for example upon taking P to have nonconstant entries in
positions (1, n), . . . , (n − 1, n), that
q#n,n < πn(1 − πn)‖Q−1n ‖∞.
We comment that perturbations of the form E = e(ei − en)T have been con-
sidered by Dietzenbacher [11] in connection with demographic population models
in which there is an increase in the movement of population from one zone in a
country to all the zones (including itself) which is compensated by an increase in the
movement of population into one zone in the country from all the zones (including
itself).
Remark 2.5. The fact that, excluding the diagonal entry, the j th column of the mean
first passage matrix is given by Q−1j e suggests that an analysis of the relative error
in computing the mean first passage matrix is possible using results on inverse M-
matrices. For, in Alfa et al. [1, Theorem 2.5] it is shown that if B and B˜ are inverses
of diagonally dominant M-matrices and  > 0 is such that
|bi,j − b˜i,j |  |bi,j |, i /= j, and |Be − B˜e|  Be, (2.12)
then
(1 − )n
(1 + )n−1 B
−1  B˜−1  (1 + )
n
(1 − )n−1 B
−1. (2.13)
Let us assume now that P˜ = P + E is the transition matrix of a second n-state,
homogeneous, ergodic Markov chain such that for some  > 0
|pi,j − p˜i,j |  |pi,j |, i /= j, and |Qje − Q˜j e|  Qje, j = 1, . . . , n,
(2.14)
where Q˜ = I − P˜ . Note that the principal submatrices of both Q and Q˜ are diag-
onally dominant M-matrices. For each j , let m˜(j) be similarly defined as in (2.5),
i.e.
m˜(j) := [m˜1,j , . . . , m˜j−1,j , m˜j+1,j , . . . , m˜n,j ]T,
where m˜i,j ’s are the mean first passage times for P˜ . Thus, since m(j) − m˜(j) =
(Q−1j − Q˜−1j )e, we immediately obtain from (2.13) that
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(1 − )n
(1 + )n−1 − 1
]
Q−1j e  m(j) − m˜(j) 
[
(1 + )n
(1 − )n−1 − 1
]
Q−1j e,
from which it follows that for all i /= j ,[
(1 − )n
(1 + )n−1 − 1
]
 mi,j − m˜i,j
mi,j

[
(1 + )n
(1 − )n−1 − 1
]
and hence∣∣∣∣mi,j − m˜i,jmi,j
∣∣∣∣ max{ (1 + )n(1 − )n−1 − 1, 1 − (1 − )n(1 + )n−1
}
= (2n − 1) + o(2). (2.15)
As shown in Kirkland et al. [21], the computation of the mean first passage matrix
can be achieved by computing in parallel the mean first passage matrices of certain
ergodic chains of smaller sizes obtained from Perron complementation. An interest-
ing question concerning such a method is whether the computation of the smaller
chains can be expected to be more stable than that of the entire chain. The inequality
in (2.15) suggests that under the restriction of (2.14), the upper bound on the relative
error in each off-diagonal entry of the mean first passage matrix4 is, roughly speak-
ing, proportional to the size of the chain, and it does not deteriorate if the computation
of the mean first passage matrix is achieved by means of Perron complementation.
We next show how Lemma 2.3 can be used to give an upper bound on the second
order partial derivative of the Perron root of an irreducible nonnegative square matrix
with respect to a matrix entry and an upper bound on the elasticity of the Perron root
with respect to a matrix entry.
Remark 2.6. Suppose that A ∈ n,n is a nonnegative and irreducible matrix whose
Perron root is r = r(A). It is well-known (see Stewart [32, p. 305, Exer. 1]) that if
x and y are the right and left Perron vectors of A, respectively, normalized so that
yTx = 1, then I − BB# = xyT, where B = rI − A, and that the matrix of the first
order partial derivatives of r at A with respect to the entries of A is given by[
r
ai,j
]
= (I − BB#)T = [xjyi]. (2.16)
It is shown in Deutsch and Neumann [8,9] that the matrix of the second order
partial derivatives of r with respect to the entries of A is given by[
2r
a2i,j
]
= 2(I − BB#)T ◦ (B#)T = 2
[
xjyib
#
j,i
]
, (2.17)
4 Note that each diagonal entry of the mean first passage matrix is the reciprocal of a corresponding
entry of the stationary distribution vector (see, for example, Meyer [24]). The stability issues in computing
the stationary distribution vector via Perron complementation are discussed in Neumann and Xu [28].
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where ◦ denotes the Hadamard, or entrywise, product of two matrices. Now, let D =
diag(x) be the diagonal matrix whose diagonal entries are the corresponding entries
of x. Then, again, as is a familiar result, the matrix P = 1
r
D−1AD, is an irreducible
stochastic matrix. Moreover, we have that
B# = 1
r
DQ#D−1, (2.18)
where Q = I − P .
Now let π be the normalized left Perron vector of P so that y = Dπ . Then from
(2.17), (2.18), and (2.6) we see that∣∣∣∣∣ 2ra2i,j
∣∣∣∣∣ 2y2i x2i (1 − yjxj )‖D−1i B−1i Di‖∞
 2yi
x2j
xi
min
1kn
‖D−1k B−1k Dk‖∞, (2.19)
where the extreme inequality on the right-hand side comes from a recent result of
Kirkland [19, Corollary 2.6] in which it is shown that
max
1kn
πk‖Q−1k ‖∞  min1kn ‖Q
−1
k ‖∞. (2.20)
Remark 2.7. Let 1  t  n be an index for which ‖Q−1t ‖∞ = max1sn ‖Q−1s ‖∞.
Then by (2.20), we can write that
πt‖Q−1t ‖∞  max1kn πk‖Q
−1
k ‖∞  min1kn ‖Q
−1
k ‖∞. (2.21)
It follows by (2.5) that for the mean first passage times we have the following
inequality:
πt max
s /=t {ms,t } = πt maxi /=j,i,j=1,...,n{mi,j }  min1jn maxi /=j {mi,j }. (2.22)
Thus we see that in a finite ergodic Markov chain, the product of the longest mean
first passage time to a state and the stationary probability of this state is bounded
above by the minimum of the maximal mean first passage times to any state.
Remark 2.8. Another usage of the bound on the entries of the group inverse of an
irreducible nonnegative matrix A ∈ n,n is to the elasticity of the Perron root with
respect to the (i, j)th entry of A, which is related to the first order partial derivative
of the Perron root. Under the notations of the paragraph above, the elasticity ei,j of
the Perron root of A with respect to its (i, j)th entry is the quantity given by:
ei,j := ai,j
r
r
ai,j
. (2.23)
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We mention that the concept of elasticity has been used in population biology,
where r represents the asymptotic growth rate in population models (see Caswell
[5]). In a recent paper, Kirkland et al. [20] investigated the behavior of the elasticity
as a function of the (i, j)th entry of A and showed that
ei,j
ai,j
= 1
r
yixj
(
2ai,j b#j,i − ai,j
1
r
yixj + 1
)
 0. (2.24)
Thus, from (2.19), we see that
ei,j
ai,j
 1
r
yixj
[
4
r
y3i x
2
i xj (1 − yjxj )‖D−1i B−1i Di‖∞ − ai,j
1
r
yixj + 1
]
.
3. Extensions of the bound involving the character of the chain
Suppose that the spectrum of P is σ(P ) = {1, λ2, . . . , λn}. Recall that in the
introduction, following (1.3), the notion of the character of the chain, which is due
to Meyer, was introduced:
χ = (1 − λ2) · · · (1 − λn).
A well-known result in the theory of Markov chains (see, for example, Iosifescu
[16] or Golub and Meyer [14]) is that
πj = det(Qj )∑n
i=1 det(Qi)
, j = 1, . . . , n.
As χ is the derivative of the characteristic polynomial of P at λ = 1, it is imme-
diate that
πj = det(Qj )
χ
, j = 1, . . . , n. (3.1)
Remark 3.1. Kameney and Snell [18] define the mean return time for the kth state5
as the ratio Rk := 1/πk , k = 1, . . . , n. Using (3.1), Meyer [27, Corollary 3.1] con-
cludes that:
0 < det(Qj ) < χ  min
1kn
Rk  n, j = 1, . . . n. (3.2)
In a recent paper Goldberger and Neumann [12, Corollary 1.6] show that χ 
trace(Q). Since qi,i  1, inequality (3.2) can be modified as follows:
0 < det(Qj ) < χ  trace (Q)  n, j = 1, . . . n.
5 This is actually the mean first passage time from state k to itself and is equal to the case when
i = j = k in (2.4).
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Continuing with the condition number κ4, using (2.7) in conjunction with (3.1)
yields the following bound:
κ4 = max
1i,jn
∣∣∣q#i,j ∣∣∣ < max1jn det(Qj )‖Q−1j ‖∞χ . (3.3)
We shall now seek to refine the upper bound given in (1.3). In our next lemma we
shall find a relationship between
max
1j1,...,jβ+1n
det(Qj1,...,jβ+1)
∥∥∥Q−1j1,...,jβ+1∥∥∥∞
and
max
1j1,...,jβn
det(Qj1,...,jβ )
∥∥∥Q−1j1,...,jβ∥∥∥∞ .
Lemma 3.2. Let P ∈ n,n be an irreducible stochastic matrix, set Q = I − P, and
let Qj1,...,jβ be the principal submatrix obtained from Q by deleting its j1th, . . . , jβ th
rows and columns. Then
max
1j1,...,jβn
det(Qj1,...,jβ )
∥∥∥Q−1j1,...,jβ∥∥∥∞  max1j1,...,jβ+1n det(Qj1,...,jβ+1)
+ max
1j1,...,jβ+1n
(qjβ+1,j1 + · · · + qjβ+1,j ,jβ+1)
× max
1j1,...,jβ+1n
det(Qj1...,jβ+1)‖Q−1j1...,jβ+1‖∞. (3.4)
Proof. We know that
det(Qj1,...,jβ )
∥∥∥Q−1j1,...,jβ∥∥∥∞ = ‖adj(Qj1,...,jβ )‖∞,
Set B := Qj1,...,jβ ∈ n−β,n−β for the sake of brevity. Then on using Cramer’s
rule we can write that:
det(Qj1,...,jβ )
∥∥∥Q−1j1,...,jβ∥∥∥∞
= max
1kn−β
det

b1,1 · · · b1,k−1 1 b1,k+1 · · · b1,n−β
...
...
...
...
...
bk−1,1 · · · bk−1,k−1 1 bk−1,k+1 · · · bk−1,n−β
bk,1 · · · bk,k−1 1 bk,k+1 · · · bk,n−β
bk+1,1 · · · bk+1,k−1 1 bk+1,k+1 · · · bk+1,n−β
...
...
...
...
...
bn−β,1 · · · bn−β,k−1 1 bn−β,k+1 · · · bn−β,n−β

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= max
1kn−β
det

b1,1 · · · b1,k−1 b1,k+1 · · · b1,n−β 1
...
...
...
...
...
bk−1,1 · · · bk−1,k−1 bk−1,k+1 · · · bk−1,n−β 1
bk+1,1 · · · bk+1,k−1 bk+1,k+1 · · · bk+1,n−β 1
...
...
...
...
...
bn−β,1 · · · bn−β,k−1 bn−β,k+1 · · · bn−β,n−β 1
bk,1 · · · bk,k−1 bk,k+1 · · · bk,n−β 1

,
where the second of the determinants results from the interchanging of the kth row
and column with the (n − β)th row and column, respectively, in the first determinant.
We thus see that
det(Qj1,...,jβ )
∥∥∥Q−1j1,...,jβ∥∥∥∞ = maxk (1 − bTB−1k e) det(Bk),
where
b =: [bk,1, . . . , bk,k−1, bk,k+1, . . . , bk,n−β ]T.
Hence:
max
1j1,...,jβn
det(Qj1...,jβ )
∥∥∥Q−1j1,...,jβ∥∥∥∞
= max
1j1,...,jβ+1n
(1 − bTQ−1j1,...,jβ+1e) det(Qj1,...,jβ+1). (3.5)
Note that b  0,
‖b‖1 = qjβ+1,j1 + · · · + qjβ+1,jβ+1 ,
and Qj1,...,jβ+1e > 0 and so, by Hölder’s inequality, we obtain that
max
1j1,...,jβn
det(Qj1,...,jβ )
∥∥∥Q−1j1,...,jβ∥∥∥∞  max1j1,...,jβ+1n det(Qj1,...,jβ+1)
+ max
1j1,...,jβ+1n
(qjβ+1,j1 + · · · + qjβ+1,jβ+1) det(Qj1...,jβ+1)‖Q−1j1,...,jβ+1‖∞.
This completes the proof. 
Remark 3.3. We mention that the bound given in (3.4) is sharp on the total class
of the n × n stochastic and irreducible nonnegative matrices. To see this let P =
1
(n−1) (J − I ) ∈ n,n, then after cumbersome calculations one obtains that:
max
1j1n
det(Qj1)
∥∥∥Q−1j1 ∥∥∥∞ = max1j1,j2n det(Qj1,j2) + max1j1,j2n(qj2,j1 + qj2,j2)
× max
1j1,j2n
det(Qj1,j2)
∥∥∥Q−1j1,j2∥∥∥∞
=
(
n
n − 1
)n−2
.
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Next, using (3.3) and Lemma 3.2, we can refine Meyer’s upper bound on κ4 as
given in (1.3).
Theorem 3.4. For an irreducible stochastic matrix P ∈ n,n, let Q = I − P, and
let Qj1,...,jβ , where {j1, . . . , jβ} ⊂ {1, . . . , n} are distinct indices, be the principal
submatrix obtained by deleting j1th, . . . , jβ th rows and columns from Q, then the
condition number κ4 of the chain is bounded above by
κ4 <
∑n−1
k=2 σk−1 max1j1,...,jkn det(Qj1,...,jk )
χ
, (3.6)
where σ1 = 1 and where
σk = max
1j1,j2n
(qj2,j1 + qj2,j2) · · · max1j1,...,jkn(qjk,j1 + · · · + qjk,jk ).
Set
δk := max
1j1,...,jkn
∏n
i=1 qi,i
qj1,j1 · · · qjk,jk
, k = 2, . . . , n − 1.
Then from the Hadamard–Fischer inequality for M-matrices which states that the
determinant of such a matrix is bounded above by the product of its diagonal entries
we arrive at the following corollary:
Corollary 3.5. Under the conditions and notations of Theorem 3.4,
κ4 <
δ2 + σ2δ3 + · · · + σn−2δn−1 + σn−1
χ
. (3.7)
The δk’s in the above corollary can be interpreted as products of deleted diagonals.
To find δk we simply drop the k smallest entries on the main diagonal of Q and then
multiply the remaining entries. Similarly the σk’s can be interpreted as the products
of deleted row sums. Thus Corollary 3.5 indicates that the condition number κ4 is
controlled by these products as well as χ .
We now give three examples of the bound given in (3.7) and compare it with the
upper bound on κ4 given in (1.3). At the first glance, (3.7) might seem to be difficult
for any practical purpose. But as the δk’s and the σk’s are just deleted products of
certain entries in Q, they are actually easy to calculate.
In the first two examples we let n = 5. In the first example, we took P to be
1
4 (J − I ). In this case the ratio of the upper bounds in (3.7) and (1.3) is 0.2273. For
the second example, we chose a random 5 × 5 stochastic matrix
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P =

0.2375 0.3102 0.1040 0.1222 0.2261
0.3235 0.1145 0.0613 0.2892 0.2115
0.2177 0.4526 0.1424 0.1814 0.0059
0.0088 0.3301 0.1000 0.5276 0.0335
0.2796 0.3053 0.0461 0.1682 0.2009

and found that the above-mentioned ratio to be 0.4156.
As the third example, we carried out many numerical experiments with MATLAB
using randomly generated dense stochastic matrices and computed the ratio of the
upper bound on κ4 given in (3.7) to the upper bound on κ4 given in (1.3). We tested
100 stochastic matrices for each n that ranges from 5 to 70, in increments of 5. The
graph below represents our numerical results. The solid line is the average ratio over
the 100 trials as a function of n. The dashed lines above and below represent, for
each of the foregoing n’s, the best and the worst ratios encountered. It is an open
question at this point whether the ratio is always smaller than 1, but our evidence
thus far points in this direction.
4. Conclusion
In this paper we consider the refinement of two known upper bounds on the con-
dition number κ4 := max1i,jn |q#i,j | for an ergodic Markov chain whose transition
matrix is P and where Q = I − P and Q# is its group inverse. For one of the bounds,
we are able not only to find an improvement, but also to consider the case of equality.
We show that for equality to hold, the chain must possess a certain structure. Fur-
thermore, we are able to show that this bound is useful to applications in which the
group inverse of a singular M-matrix arises, but which are not necessarily linked to
Markov chains.
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For the second known bound, we obtain a formula which could be thought of as
its extension and numerically compare its performance with the existing special case.
The performance is usually superior.
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