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ABSTRACT
SENSORLESS SPEED ESTIMATION OF AN AC INDUCTION MOTOR BY USING AN
ARTIFICIAL NEURAL NETWORK APPROACH
Abdulelah Alkhoraif, M.S.
Department of Electrical Engineering
Northern Illinois University, 2015
Donald S. Zinger, Director
Sensorless speed detection of an induction motor is an attractive area for researchers to
enhance the reliability of the system and to reduce the cost of the components. This paper
presents a simple method of estimating a rotational speed by utilizing an artificial neural network
(ANN) that would be fed by a set of stator current frequencies that contain some saliency
harmonics. This approach allows operators to detect the speed in induction motors such an
approach also provides reliability, low cost, and simplicity. First, the proposed method is based
on converting the stator current signals to the frequency domain and then applying a tracking
algorithm to the stator current spectrum in order to detect frequency peaks. Secondly, the ANN
has to be trained by the detected peaks; the training data must be from very precise data to
provide an accurate rotor speed. Moreover, the desired output of the training is the speed, which
is measured by a tachometer simultaneously with the stator current signal. The databases were
collected at many different speeds from two different types of AC induction motors, wound rotor
and squirrel cage. They were trained and tested, so when the difference between the desired
speed value and the ANN output value reached the wanted accuracy, the system does not need to
use the tachometer anymore. Eventually, the experimental results show that in an optimal ANN

design, the speed of the wound rotor induction motor was estimated accurately, where the testing
average error was 1 RPM. The proposed method has not succeeded to predict the rotor speed of
the squirrel cage induction motor precisely, where the smallest testingaverage error that was
achieved was 5 RPM.
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CHAPTER 1
BACKGROUND
1.1 An Introduction of the Proposed Method
Sensorless speed estimation is a method to measure the rotor speed of induction motors
(IMs) without any attached device that can sense the rotational movement. The conventional
speed sensors such as encoders or tachometers negatively affect the reliability of IMs because of
associated drawbacks. Therefore, many researchers recently are trying to find a proper way not
only to estimate the rotor speed but also to increase the reliability and performance of the system.
First of all, many speed transducers need extra cable and a voltage source to run, so their
prices will be added the expensive cost of the device itself. Also, the conventional sensors are
often attached to the rotor shaft, which in turn increase the inertia of the rotor and the size of the
machine. Therefore, these sensors might get damaged if they are running in a tough environment,
which means they will also require frequent maintenance. These disadvantages can be wiped out
if a successful sensorless speed method is used instead.
Therefore, this paper will present an intelligent technique to estimate the rotor speed in
IMs by utilizing the speeddependent harmonic components, "saliency harmonics," that can be
extracted from the stator current spectrum. The selected motors are two identical wound rotor
induction motors (WRIMs) and a squirrel cage induction motor (SCIM). The artificial neural
network (ANN) is the proposed intelligent technique in this research because of the high
prediction ability. Thus, there will be some lab experiments to collect real data as much as
possible from each motor in order to train and test the ANN. The ANN inputs will be a particular
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number of stator current harmonic peaks that hopefully will contain some of the saliency
harmonics of the IM. It should be mentioned that the WRIMs and the SCIM will be examined
individually.
Monitoring the stator current signal is the first step of the alternative way to estimate the
rotor speed. Then, the second step is to transfer the stator current signal to the frequency domain
so that the certain peaks can be extracted based on a tracking algorithm. Finally, these peaks will
be the ANN inputs while the output is the rotor speed that has to be measured simultaneously
with the stator current signal. The final design of each ANN for each data will be evaluated by
the testing results of ANNs accuracy which will also prove whether or not the proposed method
is workable.
If the desired accuracy is achieved, the system can get rid of the unreliable device, which
is the speed transducer. The primary benefit of removing the speed sensor is increasing the
system performance and reliability. However, there is an arguable point about the advantage of
the omitted speed sensor cost in case the proposed method costs more than a speed sensor. This
issue needs to make a price survey of the proposed method implementation and the speed sensor,
but in some cases the proposed method does not need an extra cost. For instance, the speed value
of IMs in industrial fields are urgently required in control applications, and the stator current or
voltage signal are always monitored either by a personal computer (PC) or a control board. Thus,
the purpose of getting rid of speed transducers in this research is not only to estimate the speed
but also to obtain the benefit of the existent PC or control board.
Eventually, this paper undertakes to evaluate a new sensorless speed estimation method
that can be applied to IMs by utilizing an artificial neural network approach. Making the system
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smart and reliable is a big motivation for many researchers around the world, and that might be
accomplished in IMs by implementing the proposed method.

1.2 Thesis Objective
The primary objective of this research is to determine the rotor speed of an induction
motor by utilizing an artificial neural network that is fed from the rotor saliency harmonics.
Eventually, after training process, the system will get rid of the speed sensor in order to enhance
the reliability and performance of the ACIM.

1.3 Thesis Overview
The thesis is composed of seven chapters that are organized in the following way.
Chapter 1 introduced the sensorless speed estimation. Chapter 2 covers the problems associated
with speed measurement devices and states several sensorless speed methods that have been
recently used to enhance the performance and reliability of ACIMs.
Chapter 3 presents a review of tracking saliency methods, discussing their causes and
benefits, which can provide the speed information. Also, Chapter 3 proposes the ANN sensorless
speed approach in order to measure the ACIMs rotor speed instead of transducers. Chapter 4
gives a brief introduction and some applications of ANNs , and the chapter explains ANNs
procedures through an example.
Chapter 5 covers the methodology for each stage of the proposed method. The tasks that
have to be followed are addressed intensively, where the sensorless speed accuracy of the system
can be measured. demonstrates the results of the proposed method, and point out an investigation
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with several factors that can change the speed accuracy. Chapter 6 shows the results of the
proposed method affected by several factors that can change the speed accuracy. Finally, Chapter
7 contains the overall discussion and conclusion of the proposed method; also suggests a
possibility for future work.
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CHAPTER 2
AC INDUCTION MACHINES
2.1 Speed Measurement of Induction Machines
AC induction motors (ACIMs) are the most widely used machine in consumer and
industrial applications. ACIMs have played a significant role in the high productivity of modern
industry. In fact, ACIMs are dominating 85% of electrical machines because of many
advantages, some of which are the simple and rugged construction, low cost and minimum
maintenance, and high reliability and sufficiently high efficiency. Also, one of the main features
is the ability to connect ACIMs directly to an AC power source without any converter.
Furthermore, more than half of total industrial electricity consumption is caused by ACIMs [1].
Therefore, enhancing the reliability of ACIM would certainly help in saving energy.
ACIMs are generally categorized based on rotor types: squirrel cage or wound rotor. The
stationary part of squirrel cage and wound rotor IMs is the same while the rotor part is different.
In wound rotor, insulated windings will be placed into the rotor slots but there will be copper or
aluminum bars installed into the rotor slots in squirrel cage. For both types, there is a rotating
magnetic field generated in the stator when it is supplied by polyphase AC. The speed of the
stator's magnetic field rotation is known as the synchronous speed (N s). N s is calculated by
multiplying the electrical supply frequency (f e) times the constant 60, then dividing the result by
the number of pole pairs p in the motor. The actual speed at which the rotor actually runs is the
rotor speed (N r). Because of the fact that the rotor runs at a speed less than synchronous speed,
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these types of motors are called asynchronous motors or "induction motors," where the
normalized difference between rotor speed and synchronous speed is called “slip.”

(2.1)

(2.2)

(2.3)

(2.4)
where:
(2.5)
fs : slip frequency
fe : rotor frequency

In motor control applications, the designers consider the rotor speed as the key element to
control the system because the primary goal in AC motor control is to make the rotor rotate at a
desired speed despite load variations. Thus, monitoring the speed is extremely important in
industrial and engineering applications of IMs. Ultimately, many industrial processes will
inevitably rely on ACIMs because of their advantages.
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2.2 Speed Measurement Using Transducer
The conventional device that can track the shaft rotational speed for an IM is a
transducer. It is known as a sensor device that converts energy from one form to another.
Examples of speed measurement transducer are resolvers, encoders, or tachometers, where they
are classified based on their function of sensing the rotor's speed, direction, or position. The most
popular used device to measure an ACIM speed is a shaftmounted tachometer or a rotary
encoder as depicted in Figure 2.1. For industrial applications, rotary encoders that are coupled to
the shaft are preferred in order to ensure precise speed and positioning. In addition, they do not
require an analog to digital converter; they convert rotary movement into digital signals, which
can be sent directly back as a feedback signal to the control panel.
An example of a rotary encoder is shown in Figure 2.2, and it is an optical incremental
encoder which is considered the most popular shaft speed sensor. It consists of a rotating wheel,
a light source, a light sensor (receiver), and an information cable. The disk, which is coupled to
the rotating shaft has a certain number of slots as illustrated in Figure 2.3. As the shaft rotates,
these slots interrupt the light emitted into the light sensor, generating a digital or pulse signal
output. These pulses will be counted by a counter per second. Consequently, as the number of
slots and pulses are known, the rotational speed can be measured by using equation in Figure 2.3.
All other types of the rotational transducer have the same principle to measure the speed,
regardless of the slight technical difference between each type.
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Figure 2.1: Shaftmounted tachometer
(rotary encoder).

Figure 2.2: Shaft encoder transducers.

Figure 2.3: A type of shaft sensor called optical incremental encoder.

In spite of the fact that rotational transducers have been highly developed, all these types
of sensors have been causing many obstacles. There is absolute agreement on the negativity of
the speed sensor device, where these articles [111][20][22] address that rotational transducers
are associated with many drawbacks. First of all, an additional device of transducers needs cable
and a DC power supply (1224VDC) to run; and it increases the cost of the systems. For
instance, the rotary encoder costs the same price as a low power IM (25Kw). In addition, the
average cost of a speed sensor at 50 kW IM is 25% of the machine price [6].
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Rotary encoders are sensitive to harsh environmental conditions such as humidity and
high temperatures. Since ACIMs are more likely to be running in a hostile or aggressive
environment, it is inappropriate to install the speed sensor on the motor shaft because it might be
the weakest part of the system [12]. On the other hand, attaching a rotary sensor to the motor
shaft not only increases the size but will also increase the inertia of the rotor. In consequence of
all previous disadvantages, the system will require frequent maintenance because the installation
of speed sensors will reduce the reliability and robustness of the system[111][22].
Accordingly, increasing attempts have been made to operate ACIM "sensorless," without
rotational transducer. Therefore, many researchers are proposing a method to eliminate the
encoder mounted to the motor shaft without affecting the performance. Sensorless speed
measurement of ACIMs has been extensively researched in the last few decades due to its
various advantages.

2.3 Sensorless Speed Measurement
Most industrial applications that use ACIMs urgently require speed information. Because
of the fact that ACIMs with rotational transducers suffer from weaknesses in both their reliability
and performance as mentioned earlier, the sensorless method is the proper technical solution to
overcome the rotational transducer’s problems. The sensorless speed measurement approach
achieves high objectives, some of which are [3] [5] [1214]:
1. Reducing the size of the machine
2.

Reducing the cost of the system

3.

Reducing hardware complexity
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4.

Decreasing maintenance requirements

5.

Increasing the reliability

The main purpose of using sensorless speed estimation of ACIMs is to achieve most of
the previous advantages. Sensorless speed measurement can basically be divided into two
groups: mathematical technique and signal injection technique [1] [15]. Recently, many
researchers have tried a new method in which one of the previous techniques is combined with
an artificial intelligence (AI) such as artificial neural network (ANN) as used in [13] [1618],
despite the fact that not all of them built ANNs to estimate the rotor speed directly. However,
using AI can be considered as the third technique to estimate the rotor speed.
The mathematical technique depends on an adjustable model that uses the dynamic
equation of IM while the signal injection is preferred when the mathematical technique is failed
at very low speed. On the other hand, the artificial intelligence can be a fascinating technique
where it can work successfully without any mathematical equation and an injected signal. By
way of illustration, there are several approaches of sensorless speed measurement that have been
proposed in the last decade. There is no precise agreed classification of the sensorless speed
measurement types among researchers in [1][5][1921] . However, the following categories are
the most researched subjects:
1. Adaptive or observer method
2. Tracking saliency harmonics by signal injection
3. Artificial Intelligence
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2.3.1 Adaptive Method

Adaptive methods are also called observer methods, and they are considered the most
common technique of sensorless speed measurement. The adaptation mechanism of these
methods has the ability to adapt itself to the changes in the process in order to achieve a desired
output. Most adaptive methods are derived from space vectors equations as written in Equations
2.6 and 2.7 [1][8] [11] [20] [22] . There are different types of adaptive methods: model reference
adaptive systems, sliding mode observer, Luenberger observer, Kalman filter, and full order &
reduced order closed loop observers [1] [8] [20].

(2.6)

(2.7)

x: the state vector

y: the output vector

u: the system input vector

A,B, and C: the matrix parameters
K: a gain
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In order to estimate the rotor speed (wr) of IM, all these methods must depend on the
mathematical model of the IM. Therefore, the dynamic behavior of ACIM in the stationary
reference frame is shown below in dq coordinate [11] [20][23].

(2.8)

where:

A single type of the adaptive methods will be presented to clarify their principal. Model
reference adaptive systems is the most commonly used between all adaptive methods. The
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general structure of model reference adaptive systems consists of a reference model, an
adjustable model and adaptive scheme or observer as illustrated in Figure 2.4 [1][11][13][22]
[24][25]. The reference model uses Equation 2.6, while the adjustable model uses the
adaptive,"the state observer," Equation 2.7, which is derived from Equation 2.6 [11][20]. Model
reference adaptive systems can estimate the rotor speed based on rotor flux, back e.m.f., reactive
power, or artificial neural network [17][24].

Figure 2.4: Adaptive scheme.

Since the ACIM can be presented in state equations, the adaptive methods can estimate
the state variables such as stator current, rotor current, stator flux, rotor flux, and rotor speed.
Therefore, model reference adaptive systems has been widely used with speed sensorless field
oriented control (FOC) of ACIMs because they are based on the dynamic equation of IM where
the voltages, currents and fluxes are expressed in space vector forms [1][11][13][22][24][25].
For speed measurement of ACIMs, the model reference adaptive systems can be constructed as
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shown in Figure 2.5 [1]. Based on the dynamic equation of ACIM, Equation 2.8, the model
reference adaptive systems will be fed by the stator voltages and the stator currents. In addition,
this method will consider the rotor speed (wr) as an unknown parameter and it will use the error
as a feedback to modify the adjustable model in order to estimate the rotor speed (wr). It should
be noted that the error is the difference between the actual state variables
state variables

 and the estimated

.

Figure 2.5: Model reference adaptive systems for an ACIM speed estimation.

The previous estimation methods, adaptive or observer methods, are sensitive to
parameter variations such as stator and rotor resistance in induction motors because these
methods are based on the state equation of IMs. Consequently, an unacceptable error will occur
in different operating points [16]. In addition, because of the fact that any method that is
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dependent of timevarying motor parameters is going to fail at zero speed, the adaptive method
will be a worthless approach at zero speed. This type of technique has a long time delay that will
negatively affect speed estimation during a transient [26].

2.3.2 Tracking Saliency Harmonics

Saliency methods that are independent of timevarying motor parameters have gained
attention due to their ability to overcome the problem of parameter variations where they vary in
various load conditions [26]. For example, signal injection is a good solution to estimate
unobservable rotor speed at low or even zero stator frequency where adaptive methods that
depend on speed dependent phenomenon (back EMF) totally fail [1][6][27][28]. Therefore,
another way to classify sensorless approaches has been proposed in [14] depending on the speed
rang. For low and zero speed, carrier signal is preferred. For medium to high speed, a
mathematical model is selected to adapt the IM’s equations based on the electromotive force
(EMF).
Signal injection is one of the techniques that is used to extract the spatial harmonics of
the rotor. Signal injection is more likely to be used for rotor position estimation than speed
estimation [27][28]. However, to obtain speed information with this method, a highfrequency
signal needs to be injected into either the stator or the rotor side of the machine. The injected
signal will interact with the saliency and produce a carrier signal current that contains the speed
and position information that can be extracted from the negativesequence component [1][27]. In
other words, the highfrequency voltage excites the stator windings, so saliencydependent
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currents are generated. Thus, the stator current will definitely contain the saliency harmonics that
would provide the rotor speed information if they were extracted accurately.
In this method, the magnitude and frequency of the injected carrier signals has to be
selected precisely in order to not negatively affect the sensorless performance. Otherwise, it
might create torque ripple and harmonic noise if the injected signal is at a high frequency.
However, if its frequency is low, it would be difficult to extract the carrier signals from the line
frequency. Thus, tracking saliency harmonics without any signal injection is considered a good
technique to provide robust speed estimation [26].
In addition, the speed sensorless methods that have been proposed lately, among all their
structures in [1][11][13][22][24][25], it's obvious to see that there must be at least two current
transducers and two voltage transducers to be able to estimate the ACIM speed. These methods
have also a disadvantage which is that IM’s parameters should be known such as number of
poles, number of slots, stator and rotor resistance, etc., in order to apply one of their methods.
Here, artificial intelligence plays a significant and decisive role where artificial neural network
provides the ability to compute the dynamic equation of the ACIM without any information
about any parameter of the motor.

2.3.3 Artificial Intelligence

Artificial intelligence is a significant approach that is utilized to make the industrial
applications work and react intelligently. Some of its types are fuzzy systems neural networks.
The most important properties are: they do not usually require a mathematical model of the
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system, they can reject noise, and they can easily be extended and developed [20]. The artificial
neural network (ANN) is the selected method of this paper.
It has been demonstrated that speed measurement cannot be avoided in any industrial
applications that use ACIMs, so the sensorless technique must provide the value of rotor speed.
Thus, the sensorless speed estimation became a mandatory mission in sensorless industrial
applications, and it is needed to meet the desirable performance level. Because rotational
transducers are facing many obstacles, researchers are encouraged to investigate, develop, or
even design a sensorless speed estimation method. As illustrated in this chapter, most sensorless
methods have their limitations, advantages and disadvantages. However, tracking saliency
harmonics using ANN is the chosen method of this paper.
The rotor saliency harmonics can be detected by monitoring the stator current or voltage
of one phase of the threephase IM. Some harmonics components of stator current in the machine
are caused by the rotor saliency that can provide the ability to detect not only the speed [2][5]
[8] [9] [14] [19] [26] [27][30][31], but also the position and the fault [19][2729] [3235]. Thus,
rotor saliency harmonics are the key element of the sensorless speed estimation in this paper.
They will be used as inputs of ANN.

2.4 Delimitations and Limitations
There is a delimitation using this method. The acquisition time of the most data is
selected to be one second so that the delay might be a big concern. Also, the value of the
acquisition time will affect the FFT resolution that is just 1 Hz. The probability of decreasing the
acquisition time will be discussed in Chapters 57. Finally, the operation is chosen to be in the
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steady state conditions to examine the proposed method. If it succeeds, there will be a future
work to include lowspeed condition.
The proposed method has some limitations: the number of sampling data, and the source
frequency. They were connected directly to the voltage source of 60 Hz. The reason is that the
frequency converter device in the lab creates a high noise compared to the saliency harmonics.
Therefore, it would be so difficult for the tracking algorithm to extract the saliency harmonics
from the high noise level.

2.5 Assumptions
It is assumed that all threephase harmonic voltage systems are balanced. Also, the source
voltage and the motor winding are balanced and healthy. This assumption is just for using the
equation of the balanced condition to find the window width of the tracking algorithm. The other
assumption is that saliency harmonics are located in the left sided of the range for each oddorder
harmonics (3rd, 5th, etc.).
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CHAPTER 3
THE LITERATURE REVIEW OF SALIENCY HARMONICS
3.1 Introduction

Since there is no sensor to measure the rotor speed, there must be a way to detect the
speed information. The most widely used solution associated with IMs is tracking the saliency
harmonics. These harmonics have been found to be the best tool that can provide the speed
information. In addition, the stator current or voltage is the most common way that has been used
in [2][5][8][9][14][19][2636] to obtain the saliency harmonics that are related to the rotor speed.
In other words, in order to detect the rotor speed from the stator current or voltage signal
spectrum, there must be some harmonics depending on the rotor speed. Therefore, this section
will focus on determining some inevitable harmonics that are influenced by the rotor speed and
investigating sensorless methods that use these harmonics [19]. This type of technique is an
extended approach of tracking saliency harmonics to estimate the rotational speed, which is
discussed in Section 2.3.2. This chapter will present the phenomenon of saliency harmonics in
ACIMs and how it can benefit the sensorless speed method for estimating the rotor speed.

3.2 Saliency Harmonics
There are two major causes that create saliency harmonics in IMs. The first one is
generated by rotor eccentricity, while the second is by rotor slot harmonics [26][31][32][37].
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These two types have been investigated separately or together for many reasons, some of which
are:
● estimating or controlling rotor speed [2][5][8][9][14][19][26][27][30][31]
● estimating rotor position [27][28]
● diagnosing faults [19][29][32][33][35]
● estimating rotor and stator resistors [16]
● determining rotor slot number [38]

3.2.1 Rotor Eccentricity

Rotor eccentricity is also known as airgap eccentricity [37]. The simple definition of
"rotor eccentricity" is that the rotational movement does not have an ideal center with respect to
the rotor itself or the stator or both, so the air gap will also be eccentric. There are many
mechanical problems that might cause airgap eccentricity, some of which are [32][37][39]:
● shaft deflection
● worn bearings
● incorrect rotation center of the rotor with respect to the stator
● errors during assembly
In other words, rotor eccentricity means the air gap between the stator and the rotor is
unequal (Figure 3.1). There are two forms of airgap eccentricity [32][37][39]:
1. static eccentricity
2. dynamic eccentricity
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a. Ideal

c. Dynamic

b. Static

Figure 3.1: Airgap eccentricities.

First of all, if an IM were ideal, the rotor’s center of rotation would be perfectly located at
the center of the stator as illustrated in Figure 3.1.a. This assumption cannot happen in reality
because there is no single machine that has an ideal design [32]. Thus, either static or dynamic
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eccentricities or both definitely will exist. Therefore, rotor eccentricity plays a very important
role for speed sensorless estimation.
In the case of a static eccentricity, the nonuniformity of the air gap produces asymmetric
radial force where the position of the minimum radial airgap length is fixed in space as
illustrated in Figure 3.1.b [32][37][39]. This type of eccentricity is generated by an oval stator or
the incorrect positioning of the rotor or the stator during manufacturing stage [32][37][39].
Static eccentricity is likely to cause dynamic eccentricity [32].
In addition, dynamic eccentricity might happen because of a bent shaft, misalignment of
bearing, mechanical resonances, and bearing wear [32][37][39]. The position of minimum radial
length of the air gap will rotate with the rotor as can be seen in Figure c, which illustrates that a
dynamic eccentricity is a function of space and time. Static and dynamic eccentricity might be
combined together, and this can be called mixed eccentricity as a third type.
All these types of eccentricity create asymmetric magnetic fields due to the non uniform
air gap. Therefore, the certain spatial position resembles a sinusoidal signal that is related to the
rotational speed. Therefore, by doing FFT the spatial signal will be represented as a saliency
harmonic. Static and dynamic eccentricity can be found by using the following equation [2][10]
[19][26][29][33]:

(3.1)

(3.2)
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Where:
nd =
 0

: in case of static eccentricity

nd  = 1 ,2 ,3 ..

: in case of dynamic eccentricity

f

: fundamental supply frequency

nw

: is the stator MMF harmonic order

p

: number of fundamental pole pairs

s

: slip

K

: any positive integer

R

: the number of rotor slots

(3.3)

(mixed eccentricity)

The rotor speed equation can be derived from (3.2) where nd  = 0 and

 = 1, as shown

below. Thus, the rotor speed can be found only if the eccentric frequency (f ecc) has been
extracted and the number of the rotor slots is known. Consequently, Equation 3.9 is used in [26]
to estimate the rotor speed considering that k=1.

(3.4)

(3.5)

(3.6)
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(3.7)

(3.8)

(3.9)

(3.10)

The speeddependent harmonic components of WRIM in the steady state can appear at
frequencies given by [31][35][36][40].

(3.11)

There are unbalancedsupply and windingoperation conditions for WRIM, so the recent
equation might not work for unbalanced operations [35]. However, one of the assumptions of the
proposed method is that the motor is balanced and healthy and the source is balanced. Therefore,
Equation 3.11 is going to be used in Chapter 4 for calculating the width of the windows. As all
the previous equations depend on the slip, they inevitably rely on the rotor speed. Eventually,
Equations 3.1 is the essential form that can be also derived to find rotor slot harmonics (RSH).
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3.2.2 Slot Harmonics

Slot harmonics are the second type of the harmonics component that can be seen in the
stator current or voltage spectrum of ACIMs. These types of harmonics are not really defects.
They are built into the structure of the machine as they are caused by the need for conductors to
pass through the machine, see Figure 3.2. Slot harmonics have been intensively studied because
they have the ability to provide speed information in induction mechanics. For instance, the
sensorless speed in [5] was measured from the difference

f between the 5th harmonic and the

rotor slot harmonic. Essentially, slot harmonics can be subdivided into: rotor slot harmonics and
stator slot harmonics.

Figure 3.2: Statorrotor slot in an IM.

The stator and rotor parts comprise a specific number of slots as illustrated in Figure 3.2.
The number of stator and the rotor slots might vary from each other and they are commonly
chosen based on certain conventions to achieve desired motor performance. Interestingly, these
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slots can create detectable harmonics, so the effect of these slots has been widely studied in [2]
[5][8][19][26][33][38]. In addition, the most important thing in these studies is that this type of
harmonics can be found by the same equations of airgap eccentricity, Equations 3.1, 3.2 and 3.4.
The left side of the odd harmonics (3rd, 5th, 7th etc.) are seen to have saliency harmonics more
than in the right side. Therefore, the window of the tracking algorithm will be placed in the left
side of the odd harmonics.
Rotor slot harmonics (RSH) are usually found in most SCIM, so the expiration of RSH is
commonly used for the SCIM saliency harmonics. However, the essential issue is extracting a
group of speeddependent harmonics from the stator current spectrum, whether these are
eccentricity or slot harmonics. Therefore, "saliency harmonics" is the only expression that will be
used for both types in this paper.
Saliency harmonics are proved to be mostly related to the machine polepair number and
the operating speed [36]. Thus, most of the saliency harmonics studies require knowing the
number of the rotor slots and other parameters such as stator and rotor resistor. Besides,
researchers just consider that the saliency harmonic is the highest peak while it might be the
second or third peak which is close to the odd harmonics. Even though a steadystate operation is
considered for the proposed method, there are some cases in which the saliency harmonics might
not be high enough to be extracted as the first peak. Also, because of the requirements that must
be known to be able to estimate the rotor speed, ANN seems to be an outstanding solution. ANN
can not only compute all the unknown parameters but also learns which of the peaks are the
speeddependent harmonics. Therefore, the sensorless speed estimation is based on a set of stator
current harmonics that hopefully contain the saliency harmonics.
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3.3 Fourier Fast Transform (FFT)
Converting the stator current signal from time domain to frequency domain is a
mandatory step in order to detect the saliency harmonics. Fast Fourier transform (FFT) is the
proper algorithm that has been successfully used in [5][29][31] [33][38][40] to transfer the stator
current signal from time domain to frequency domain regardless of the utilization of the Goertzel
algorithm in [2][30]. FFT provides an opportunity to see any signal as a function of frequency.
Therefore, FFT algorithm as seen below, in Equation 3.12, is going to be used by MATLAB to
convert the stator current signal to frequency domain.

(3.12)

3.4 Tracking Algorithms
Various techniques are used to track saliency harmonics such as an adaptive tracking
filter [14] and saliency tracking observer [27][28][30]. All the past studies were concerned with
finding one or two saliency harmonics that might be used to calculate the rotor speed by using
Equations 3.9 and 3.11. However, in this paper, the saliency harmonics will be demodulated by
creating a particular tracking algorithm. The purpose of that is to select a group of harmonics as
an input for ANN. The tracking algorithm will be set in MATLAB to extract two peaks at least
from each window that is placed on the left side of the odd harmonics. This subject is going to be
discussed more in Chapter 5.
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3.5 Using ANN for Sensorless Speed Estimation
ANN is a wellknown approach to predict any desired output for linear and nonlinear
systems, so it has found wide application in the field of sensorless speed estimation [1][13]
[1618]. Therefore, some mathematical methods of sensorless speed estimation were combined
with artificial intelligence in order to enhance the performance of the sensorless estimation [13]
[1618]. ANN approach is the main subject of this paper and it is going to be discussed in more
detail in Chapters 4 and 5.
The previous studies reveal that the saliency harmonics successfully provide the rotor
speed value without rotational sensor. The problem is most of these harmonics have small
magnitude, so they are seen to be difficult to extract in some cases without very sensitive
monitoring tools. Therefore, the lab experiment requires high efficiency tools; if such tools
cannot be used, it might negatively affect the final result of ANN. The most difficult case is that
the saliency harmonics are at the same level as the noise floor,which is the minimum level of a
signal, or they are not the first or second peak in the windows. However, ANNs might be able to
overcome this difficulty.
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CHAPTER 4
ARTIFICIAL NEURAL NETWORKS
4.1 Introduction
In a general overview, the principle of artificial neural networks (ANNs) is simply taken
from the basic function of a biological neuron. In information technology, this approach is called
ANN. Thus, it will be always referred as ANN in this paper. ANN approach will be illustrated in
this chapter by giving definitions, some applications, the design process, and an example in order
to give a brief introduction of ANNs. Substantially, ANNs offer a revolutionary new approach to
science in terms of fast learning and accurate results.
A neural network is, in essence, one of the most important approaches in artificial
intelligence that approximately imitate the way a human brain operates. Neural network theory is
based on the principle of how biological neurons work, so ANNs are designed to simulate certain
key properties of biological neurons. As seen in Figure 4.1, the three main parts of a biological
neuron are dendrites, a cell's body, and an axon. These parts work as a mathematical function
that can be implemented in an artificial model. Therefore, artificial neurons are designed to
mimic aspects of their biological counterparts as shown in Figure 4.2.
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Figure 4.2:: Components of a biological neuron.

Figure 4.2: The neuron model.
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In mathematical implementation, the dendrites allow the cell to receive signals, so it acts
as the input vector. The cell's body acts as the summation function then the activation function.
There are several types of activation functions in use with ANNs. The most common choice of
activation functions are linear, hyperbolic tangent, or threshold function that are used in Figure
4.2. The threshold function works as a step function that gives an output equal 1 when the input
receives a signal of more than zero [41]. For example, if the input is equal 1, the output will be
equal 0, and if the input is equal 0.3, the output will be equal 1 and so on. The axon gets its value
from the output of the cell's body that is either 0 or 1 based on the activation function [42].
In other words, mathematically, each input in a vector will be multiplied by its weight,
and then the results will be added to each other. After that, the summation will pass through the
activation function that will produce either 0 or 1 if the activation function is a threshold
function. The most important tool in ANNs is the weight that can be adjusted by using a certain
algorithm in order to get the desired output. Algorithms allow ANNs to learns from the errors, so
it is called a learning algorithm, which will be explained later.

4.2 The Principle of Neuron Weights
The ANNs' mission is to achieve the desired output for each input signal by using a
learning algorithm that is applied to adjust the weights of ANNs. To illustrate how adjusted
weights can significantly change the output value, a simple example is explained. Two patterns
for assumed data are shown below in Table 4.1. The input vector and desired output are given.
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Table 4.1
One neuron input, weights, and output with threshold function for two inputs
pattern

input vector

desired output

weights
(n=1)

output
(n=1)

weights
(n=2)

output
(n=2)

1

[ 1 3]

0

1

0

2

[ 2 1]

1

0

1

Figure 4.3: One neuron structure with threshold function for two inputs.

First of all, the activation function must be chosen, and the initial value of the weights
must be set. By noticing that the desired output value is either 1 or 0, the activation function can
be the threshold. This task can be solved by just one neuron, as shown in Figure 4.3, but, first,
the initial values of the weights,

 &

, will be set arbitrarily at n=1, [2 1]. The artificial

neurons’ output can be found by using Equations 4.1 and 4.2. For pattern 1, the output will be =
(1*2)+(3*1) = 1 that is more than 0, so the output of the threshold function will equal one,
which is not the desired output. But for pattern 2, the output will be = (2*2)+(1*1) = 3 that is
less than 0, so the output of the threshold function will equal 0, which is not the desired output.
Since the desired output is not achieved at n=1, the system will begin to learn from the error.
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Now, the weights are the only components that can be changed to achieve the desired output [0
1] . In addition, the error will be the main factor that is used in the learning algorithm to adjust
the weights. But for just this example, the weights will be set again arbitrarily, and the learning
algorithm will be discussed later. The new assumed weights are [ 1 1], so the output of pattern
1&2 is [2 1] . Thus, the output of the threshold function equals [ 0 1] , which is the desired
output.

(4.1)

(4.2)
at n=1

at n=2

The previous technique is called training process where the weights are adjusted because
the desired output is not achieved. The training process is the significant part of ANN; it is going
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to be discussed more in the next section. In the recent example, the weights were arbitrarily
adjusted to clarify the principle of weights in ANN where they must be adjusted by using a
learning algorithm. There are several learning algorithms that are used to modify the weights in
ANN. One of the most widely used training algorithms is called backpropagation; that is the only
algorithm considered in this paper.

4.3 Why ANNs?
The single neuron that has been explained previously can solve a highly complicated
function; if it is connected with other neurons as a network, that is called ANNs [41]. ANNs
consist of layers in series, and each layer has either many neurons in parallel or just one neuron
as shown in Figure 4.4. This structure is the first simple model of ANNs that was built by
Warren McCulloch, a neurophysiologist, and a young mathematician, Walter Pitts, in 1943.
Since then, ANNs are increasingly popular as a new revolutionary approach. Many scientists
have been developing this approach in order to design a system that can learn to make the right
decision much like a human does [42].
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Figure 4.4: A net of neurons structure (ANN).

ANNs are trained to learn from existing data. For example, during the training, ANNs
can learn to distinguish between images, voices, or shapes based on the data. Thus, after training,
ANNs can be functionally used to make a decision on fingerprint recognition, speech
recognition, character recognition, and so on.
ANNs have been applied in many different systems in order to make them more
intelligent. In our daily lives, most phones have a system that can recognize speech and transfer
it to a text like Siri. Other apps are able to turn images of documents and book pages into
editable text. In the industrial field, many robotics are used instead of humans because of their
speed, reliability, and efficiency. These robots are becoming smarter than in the previous decade.
The reason is that robots are using an artificial intelligence approach like ANN's that can learn
and make decisions accurately based on how they are trained. Therefore, ANNs' ability would
encourage researchers to apply it to ACIM applications.
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The previous examples rely on either a classification or predictive technique, which are
the most important types of ANNs. Interestingly, the predictive technique is the nominated type
of sensorless speed estimation of ACIMs. This type is also used in the prediction of energy
consumption, weather forecasting, and stock market outlook. Even though the classification and
the predictive technique are different, they share the same concept and most procedures. They
are not capable of learning from nothing, which means ANN, in both types, must be trained from
existing data before it can be used in any application.

4.4 Designing ANNs
Now, the most important question should be asked: how to design an ANN and get a
benefit of it? To make everything easy and clear, there are two stages. The first stage begins
before starting to design; the essential part is the data that allow the designer to decide which of
them will be the input and the output. Then, it can be known how many inputs and outputs exist.
Depending on the expertise, the designer can also decide to choose the number of neurons, the
activation functions, and the number of hidden layers considering that the input layer and the
output layer are not hidden (see Figure 4.4). The optimal structure consists of one or two hidden
layers. Each layer has some neurons, at least one. These neurons work as the activation function
that designers choose. Therefore, in this paper, the hyperbolic tangent activation function is the
selected type for all the activation functions except the neuron of the output layer, which is a
linear activation function. The graphs of these functions are illustrated in Figure 4.5 and 4.6.
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X(n)

tanh(n)

n index

n index

Figure 4.5: A linear activation

Figure 4.6: The hyperbolic tangent

function.

activation function.

The last step before beginning to design is dividing the ANN data into 70% training data
and 30% validation and testing data. Simply, the training data (70%) is used to update the
weight, and the validation data (15%) is set during the training process to check the accuracy and
avoid overfitting. After the training process, the testing data is also used to check the ANN
accuracy. These steps are used to determine how much accuracy ANNs offer, so the designer
must verify if ANNs give accurate outputs as much as possible; otherwise, the design will be
worthless.
In other words, the second stage, after beginning to design, is training ANN using the
70% of the data until the wanted accuracy is achieved. After the end of the training process, the
eventual weights of the ANN will be ready to be examined by the testing data. If the ANN that
was built gives a good accuracy for the desired output of the testing data, the design can be
successfully used for implementation. It must be mentioned that the ANN inputs are going to be
in a vector, X(n), that is related to the extracted peaks; their relationship will be explained in
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Chapter 5. Thus, the ANN data of the proposed method contains X(n) as the input and the rotor
speed value as the desired output. Also, the designing of ANNs for sensorless speed estimation is
going to be extended and discussed more after the collected data analysis.
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CHAPTER 5
METHODOLOGY
5.1 Introduction
After explaining the theoretical knowledge of saliency harmonics in Chapter 3, the
experimental work is preferred in order to evaluate the proposed method. This chapter will
describe the experimental framework for this thesis. The method of estimating the rotor speed
will be addressed in detail.

5.2 Procedures
The overall structure of ANN sensorless speed estimation is depicted in the Figure 5.1.
Since this method relies on an ANN, the sensorless speed detection cannot be done if ANN is not
trained accurately. Therefore, the method has two stages; the first one is the training process that
depends on 70% of the collected data of the stator current. After the ANN has been validated, the
system can move to the second stage, the testing process,which is measuring the rotor speed
without tachometer. The last stage is just verifying the final solution in order to confirm the
actual predictive power of the ANN. Both stages have four steps, which are stator current
monitoring, fast Fourier transform (FFT), rotor saliency tracking algorithm, and an artificial
neural network (ANN) as shown in Figure 5.1. The slight difference between these stages is the
training stage, requiring a speed sensor as illustrated in Figure 5.1, while the implementation of
the final project will be the same structure but without the speed sensor.
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Figure 5.1: The overall structure of ANN sensorless speed estimation.

The proposed method has to follow specific tasks in order to reach the final results of the
ANN accuracy. These tasks are as the following:
1. Collecting data of the stator current signals
2. Transferring the data from time domain to frequency domain
3. Analysing the transfer data and applying saliency tracking algorithm
4. Selecting the tracked saliency harmonics as the the input of ANN
5. Designing the artificial neural network (ANN)
6. Training and testing ANN

Each stage of the proposed method might contain one or two tasks, and these stages will
be thoroughly discussed in much more detail.
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5.2.1 Stage 1: Monitoring the Stator Current

The main goal of this stage is to monitor the stator current signal for a period of time
(Tm) and send it as a digital signal to the FFT stage. The stator current data are obtained from
real IMs. Three different IMs are chosen to examine the proposed method. The first and second
motors are wound rotor induction motors (WRIMs), while the third is a squirrel cage induction
motor (SCIM). Many components are used in the lab in order to acquire the stator current data,
and these components are: a clamp current measurement, an oscilloscope, a tachometer, and a
personal computer (PC).

Figure 5.2: The general structure of the lab experimental setup.
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The stator current was monitored by a clamp current connected to an oscilloscope that
shows the signal of the current. The stator current signal is digitized and displayed on an
oscilloscope as illustrated in Figure 5.2. Then, the signal is saved with the rotor speed that is
measured simultaneously. This step is repeated many times in order to collect stator current
signals at various speeds. These signals are sent in a digital form of 2000 samples for each speed
that is measured by the tachometer. It should be mentioned that 2000 is the maximum number of
samples that can be extracted from each signal. The following descriptions in Table 5.1 are for
the three motors and the coupled DC motor (load).

Table 5.1
The three motors descriptions

Motor A & B

Motor C

Wound Rotor
Voltage 208
AMPS 1.2
PH 3
H.P 0.25
RPM 1750

Squirrel Cage
Voltage 208
AMPS 1.7
PH 3
H.P 1/3
R.P.M. 1725

DC motor (load)
Voltage 125
Amp 3
SH. FLD. AMP. 0.5
HP 0.33
RPM 1800
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The WRIMs and SCIM (A,B, & C) are investigated separately in an experiment to obtain
their stator current data several times with different speeds. In the experiment of the WRIMs, A
& B, the stator windings are connected in a delta, and the rotor windings are connected short as
shown in Figure 5.3. On the other hand, the stationary part of SCIM (C) is connected in a star as
illustrated in Figure 5.4. The armature of the DC motor that is coupled with each motor (A, B, &
C) is connected with a 25 ohm resistor in parallel, while the shunt field is connected with a
variable voltage source ( 0125 V.DC  6 A). The variable voltage source is used to change the
load torque which in turn changes the rotor speed. The rotor speed and the stator current data is
measured simultaneously. The motors are supplied by a constant voltage of 208V and a constant
frequency of 60Hz.

Figure 5.3: A & B (WRIMs) connections.

44

Figure 5.4: C (SCIM) connections.

5.2.2 Stage 2: Transfer the Data from Time Domain to Frequency Domain

As soon as the signal is received, it must be converted to a frequency domain. Therefore,
some signal processing techniques are required for the proposed method. Thus, the primary
purpose of this stage is to transfer the stator current data from time domain to frequency domain
by utilizing FFT. The reason to convert is to be able to extract the most important frequency
components of the stator current. MATLAB is used for all the signal digital analysing in this
paper. There are some factors have to be mentioned in this chapter, and they are:
1. acquisition time (Tm)
2. FFT resolution
3. window widths
4. the number of windows (K)
5. the position of the windows
6. the number of peaks for each window (U)
7. the number of neurons in the hidden layer
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Table 5.2 shows the general description of the collected data where each pattern has one
second as the acquisition time except data D's patterns. A set of three patterns of each data were
usually measured at the same speed, which would be very helpful in the training process.

Table 5.2
The collected data
Data types

Motor type

Number of patterns

Tm (second)

Speed range (RPM)

A

A

30

1

1784 to 1707

B

B

10

1

1788 to 1694

C

C

30

1

1791 to 1735

D

A

67

0.5

1783 to 1694

All data for all three motors have 2000 samples, which is the maximum amount of
samples that can be taken from the oscilloscope to the computer. This small number of samples
will limit the ability to extract higher saliency harmonics above 1000 Hz. The calculations below
demonstrate the reason behind the limitation of the Nyquist frequency for all data except D.
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The number of samples (N) that are available is 2000 with a sampling frequency (Fs). If
the acquisition time (Tm) of this data is known, the sampling time (Ts) can be calculated below
with the FFT resolution.

Because the Nyquist frequency equals 1000 Hz in data A, B, and C, the highest odd
harmonic of 60Hz is the 15th harmonic. Thus, the windows of the tracking algorithm that are
going to be placed on the left side for each odd harmonic are from the 3rd to 15th harmonics. On
the other hand, the Nyquist frequency of data D is 2000 Hz and the FFT resolution is 2 Hz,
because Tm equals a half second. The main purpose of collecting data D is to decrease the time
delay and see if the accuracy of ANN will be the same as data A. The resolution can be increased
to one Hertz by adding 4000 zeros to the data D to complete one second. The results will be
demonstrated in Chapter 6.

5.2.3 Stage 3: Tracking the Rotor Saliency Harmonics

The tracking algorithm is significantly important to any sensorless speed method that
depends on saliency harmonics. Creating a cohesive tracking algorithm is the main objective in
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this section. The factors associated with this stage are window width (Lw), the number of
windows, and their positions. As illustrated earlier in Chapter 2, in steady state, the saliency
harmonics are likely to be located slightly less than the oddorder harmonics (3rd, 5th, 7th, 9th,
etc.). In addition, the speed for all motors was measured at a maximum of 1791 RPM and a
minimum of 1694 RPM. Therefore, the range varies between 0.5% to 5.9% of the slip value as
calculated below.

The slip range is considered to be larger than 5.9% in case saliency harmonics are slightly
out of this range. Therefore, 8 % ( > 5.9%) is chosen to be SH. The window width depends on
the slip range (SH), fundamental frequency (f 1) and the value of K, which is a positive integer.
The width of each window can be obtained from Equation 2.11 (from Chapter 2). Therefore,
Table 5.3 shows how the widths are found. Then, the difference (D) between the odd harmonics
and the calculated saliency can be approximated to be the final value of the widths as illustrated
in Table 5.4.

For example:
at s = 8% the

 for the first row is

so, D = 300  271.2 = 28.8 Hz
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Table 5.3
The calculation of the maximum saliency harmonics based on 8% slip.
K

at s = 0 (Hz)

odd harmonics

D

at s = 8% (Hz)

1



1

300

5th

271.2

28.8

1

+

1

420

7th

391.2

28.8

2



1

660

11th

602.4

57.6

2

+

1

780

13th

722.4

57.6

3



1

1020

17th

933.6

86.4

Table 5.4
The approximate width for each window
oddorder harmonic

1st

3rd

5th

7th

9th

11th

13th

15th

17th

width (Hz)

5



29

29



58

58
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the average width (Hz)



17





44





73



It is noticed that the 3rd, 9th, and 15th harmonics can not be obtained from the previous
equation. Thus, the width of their windows will be assumed to be the average. However, these
widths can be set larger than the recommended values as designers prefer. The width probably
will affect the accuracy of ANN.
After identifying the widths, the tracking algorithm can extract a specific number of
peaks from each window. There will be a maximum of seven windows as selected in Table 5.4
(see the green shadow). These peaks can be represented in a vector, F(P), that is demonstrated
below. This number of peaks will definitely influence the accuracy of ANN. Finally, it must be
mentioned that the frequency values of the peaks are the required data for the ANN input, not the
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magnitude of the peaks. After extracting certain peaks from each window (3rdW15thW), it is
very helpful to subtract these peaks from the odd harmonic of their windows, as shown in
Equation 5.2. Therefore, the new vector is represented in Equation 5.3.

(5.1)

∈

(5.2)
(5.3)
∈

k = 1,2,3 . . . . K

u = 1,2,3 . . . . U

f1 : the fundamental frequency

The last required step for ANN input is the normalization, especially for the data that
have values bigger than one. The reason behind this step is to make the ANN produce a faster
and more accurate prediction. The optimal normalization that will work very well with the
hyperbolic tangent function is from 1 to 1. Thus, G(D) is going to be normalized to be the ANN
input vector, X(n), as seen below.
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The input vector X(n) is added to a bias (Xbias = 1), which is very helpful in many cases.
The bias value has the ability to shift the activation function to the left or right, which might be
critical for successful learning. The new input vector associated with the bias is given below.

5.2.4 Stage 4: ANN Estimation

The major point that is used to evaluate the entire system is the accuracy of the ANN
output. All of the six factors that were mentioned in 5.2.2 will also affect the accuracy.
Therefore, the optimal design that has been stated earlier is going to be explained in this section,
and then the last task, training and testing ANN, is going to be applied. In Chapter 4, the
backpropagation algorithm was selected to be the learning algorithm in this paper. Also, the
hyperbolic tangent, Equation 5.4, is the activation function for all the neurons except the neuron
of the output layer that is a linear activation function, Equation 5.6. The derivation of these
functions, Equations 5.5 and 5.7, are needed for the neuron error gradients as illustrated in
backpropagation algorithm.

∈

(5.4)

(5.5)
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∈

(5.6)

(5.7)

Figure 5.5: ANN structure.

Based on the ANN structure that is shown in Figure 5.5, the backpropagation algorithm is
presented below.

The output of the hidden layer:
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The output of the output layer:

The difference between the desired output and the actual output:

The hidden layers' error gradients:

Updating weights:

where:
is the th input.
Yq is
the actual output

dq is
the target output

Yj is
the first layer neuron's activation function

μ  is a small constant called learning rate
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It is time to apply the backpropagation algorithm in the training data to end up with final
weights that are used to examine the ANN accuracy by the testing data. The accuracy is
calculated by the following equation:

(5.8)

Eventually, the accuracy must be defined based on the available data. The worst case is
that the ANN always gives a fixed number where the desired speed is varied. For example, the
desired speed of data A varies from 1785 to 1707 RPM as listed in Table 5.5. By assuming the
worst case, the ANN provides a specific number no matter what the desired speed is, so the ANN
output might be one of the three cases as shown in Table 5.5. Therefore, by using Equation 5.8,
the accuracy of each case is shown in the low row. Their accuracy seems to be good, but in
reality, they are not. Thus, the acceptable accuracy is determined in Table 5.6, where the
successful design must not go up 3 RPM as an average error.
The overall structure of all the steps that have been discussed in this chapter are shown
below. Figure 5.6 concludes all the required phases, beginning from extracting each pattern,
doing the FFT, and calculating the Nyquist and fundamental frequency. Then, Figure 5.6 shows
the way to place each window in its position, and to obtain a certain number of peaks from each
window. The arrangement of these peaks is critical as illustrated in the flowchart. Finally, ANN
topology is represented as the last phase, where the rotor speed can be finally predicted after the
training process, considering the red structure in Figure 5.6 is used for training.
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Table 5.5

Table 5.6

The worst accuracy

Accuracy scales

Desired
Speed

ANN output
case 1

ANN output
case 2

ANN output
case 3

1784

1784

1707

1745.5

1784

1784

1707

1745.5

1774

1784

1707

1745.5

1774

1784

1707

1745.5

1765

1784

1707

1745.5

1765

1784

1707

1745.5

1759

1784

1707

1745.5

1759

1784

1707

1745.5

1751

1784

1707

1745.5

1751

1784

1707

1745.5

1742

1784

1707

1745.5

1742

1784

1707

1745.5

1742

1784

1707

1745.5

1734

1784

1707

1745.5

1734

1784

1707

1745.5

1727

1784

1707

1745.5

1727

1784

1707

1745.5

1715

1784

1707

1745.5

1715

1784

1707

1745.5

1715

1784

1707

1745.5

1707

1784

1707

1745.5

1707

1784

1707

1745.5

Diff.

39.8

37.2

20.5

Accuracy

97.7

97.7

98.83

Ave. E

Accuracy %

scales

1

99.94

Excellent

2

99.88

very good

3

99.82

good

4

99.77

average

5

99.71

poor

6

99.65

very poor
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Figure 5.6: The flowchart of the proposed method.
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CHAPTER 6
RESULTS
6.1 Extracting Harmonics

Previously, all the steps of sensorless speed estimation of ACIMs have been clearly
explained in Chapter 5. The flowchart of the proposed method depicts these steps serially. Thus,
in this chapter, the primary aim is to evaluate the accuracy of the ANN prediction for each data
type.
All the ACIMs data that were collected from the lab were investigated by using
MATLAB, and all the codes that are required to apply the proposed method are attached in the
Appendices. First of all, there are four types of the collected data from different motors; these
data are A, B, C, and D data depending on the type of ACIMs that were mentioned in Table 5.2.
In this paper, the ANNs predictions were divided based on the collected data into data A,
A+B, C, and D prediction. All the collected data were measured in time domain, and each pattern
had 2000 samples for one second except each pattern of data D had 4000 samples. The next
example is presented to illustrate the idea of extracting the peaks of each pattern. Figure 6.1
shows just a quarter of the stator current signal where it was monitored at speed 1747 RPM,
pattern 24 in Table 6.3.
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Figure 6.1: A quarter of the stator current signal at 1747 RPM, pattern 24.

The next stage was to convert the stator current signal to frequency domain by using the
FFT algorithm. Figure 6.2 depicts the stator current spectrum of pattern 24. The goal was to
extract the saliency harmonics by extracting a number of peaks from each pattern. The
assumption is that saliency harmonics are in the left side of the range for each oddorder
harmonics. In order to demonstrate how the tracking algorithm is applied, the FFT of the
previous example is shown with a certain number of windows (K) that were implemented to
extract a specific number of peaks (U), as shown in Figure 6.3.

58

Figure 6.2: The stator current spectrum at 1747 RPM, pattern 24 in Table 6.3.

Figure 6.3: The windows of the tracking algorithm.
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Figure 6.4: The 5th window of the tracking algorithm on pattern 24 in Table 6.3.

Each window extracts U number of peaks. For instance, the second window (5thW) of
the previous example is shown in Figure 6.4, and the first five extracted peaks (PK(U)) of this
window are listed in Table 6.1, where K = 2 and U = 5. Therefore, Equation 5.2 was applied to
find the peak differences of the second window.

Table 6.1
The approximate width for the second window of pattern 24 in Table 6.3
peaks

PK(U) (Hz)


Apply Equation 5.2, Dk(u) (Hz)

1st

2nd

3rd

4th

5th

P21

P22

P23

P24

P25

299

281

298

280

290

D21

D22

D23

D24

D25

1

19

2

20

10

60
The previous table shows how the ANN inputs are extracted and selected based on
several factors which are U and K. Therefore, Tables 6.2, 6.3, 6.4, and 6.5 represent the training
and testing data of two peaks for all the four data, A, A+B, C, and D respectively. Then, the
differences of all the windows are presented in a vector Dk(u) which is the input vector to ANN
stage.

6.2 Results

First of all, it must be mentioned that the graphs of all the data types below show the
difference (Error) between the desired speed and the ANN output in yaxis while the xaxis
displays the desired speed. These graphs have two different results: trainingdata represented by
blue dots, and testingdata results represented by red dots. In addition, the comparison of all
ANN outputs is based on the testingdata accuracy which was considered as the overall accuracy;
and the unit of the average error is RPM. Beginning with data A, the ANNs were examined with
one hidden layer or two hidden layers in order to see which layer system had a better accuracy. It
might be helpful to mention that the learning rates of the first and the second hidden layer that
had been used with every training were 1 and 0.02 respectively, where the epochs was set to be
2000 iterations.
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6.2.1 Data A Results
6.2.1.1 One Hidden Layer

Figures 6.5, 6.6, and 6.7 show the result of single hidden layer ANN that had 23 neurons,
where each window supplied two peaks. These graphs were taken in a different number of
windows: Figure 6.5 at two windows (5thW7thW), Figure 6.6 at four windows (5thW11thW),
Figure 6.6 at all the windows (3rdW15thW).

width
3rdW



5thW

29

7thW

29

9thW



11thW



13thW



15thW



ave. E

accuracy

Testing results
1.15

99.93%

Training results
1.29

No. of hidden layers (HL)
1

No. of neurons
First HL: 23

Second HL: 

99.92%

No. of windows (K)

No. of peaks (U)

2

2

Figure 6.5: The prediction errors of data A, (AI1).

62

width
3rdW



5thW

29

7thW

29

9thW

44

11thW

58

13thW



15thW



ave. E

accuracy

Testing results
2

99.88%

Training results
1.6

No. of hidden layers (HL)
1

No. of neurons
First HL: 23

Second HL: 

99.9%

No. of windows (K)

No. of peaks (U)

4

2

Figure 6.6: The prediction errors of data A, (AI2).
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width
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17

5thW
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7thW
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9thW
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11thW
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13thW
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15thW
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ave. E

accuracy
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9

99.5%

Training results
1.56

No. of hidden layers (HL)
1

No. of neurons
First HL: 23

Second HL: 

99.91%

No. of windows (K)

No. of peaks (U)

7

2

Figure 6.7: The prediction errors of data A, (AI3).
In Figure 6.5, the accuracy is very good where there are just two windows ( 5thW and
7thW). Comparing this result with the accuracy in Figures 6.6 and 6.7, the single hidden layer
failed in a case that two peaks were extracted from each window. The worst case is seen in
Figure 6.7 where four out of nine patterns have an error that is almost over 10 RPM. In other
words, the effect of increasing the number of windows in single hidden layer negatively
increases the average error, which in turn decreases the accuracy clearly seen in Figure 6.7.
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6.2.1.2 Two Hidden Layers
Neurons Variation:

The second examination that was applied to data A was using ANNs with two hidden
layers where all the windows (3rdW15thW) were chosen to supply two peaks from each one.
Thus, Figures 6.8, 6.9, and 6.10 illustrate the result of two hidden layers ANN where the neurons
of these graphs were varied.

width
3rdW

17

5thW

29

7thW

29

9thW

44

11thW

58

13thW

58

15thW

73

ave. E

accuracy
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1.27

99.92%
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1.2

No. of hidden layers (HL)
2

No. of neurons
First HL: 33

Second HL: 7

99.93%

No. of windows (K)

No. of peaks (U)

7

2

Figure 6.8: The prediction errors of data A, (AII1).
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width
3rdW
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5thW
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7thW
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9thW
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11thW
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13thW
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15thW

73

ave. E

accuracy
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1.57

99.9%

Training results
1.3

No. of hidden layers (HL)
2
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First HL: 7
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Figure 6.9: The prediction errors of data A, (AII2).
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13thW
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15thW
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ave. E

accuracy

Testing results
1

99.93%

Training results
0.4

No. of hidden layers (HL)
2

No. of neurons
First HL: 22

Second HL: 7

99.97%

No. of windows (K)

No. of peaks (U)

7

2

Figure 6.10: The prediction errors of data A, (AII3).

Figures 6.8, 6.9, and 6.10 show a significant improvement compared with the previous
approach, which was one hidden layer ANN. Even though the numbers of the neurons were
different from each Figure, 6.8, 6.9, and 6.10, the accuracy was very sophisticated. Therefore,
the two hidden layers approach was chosen for the rest of data, A+B, C, and D.
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Width Variation:

Because the ANN design in Figure 6.10: Bc2 has achieved the best accuracy over all the
past cases, it is chosen to see the effect of changing the width of the windows. Therefore, Figures
6.11 and 6.12 show the width variation, where the width values are listed beside each graph.

width
3rdW

17
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7thW
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9thW

33

11thW
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13thW
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15thW
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ave. E
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1.8

99.89%

Training results
0.67

No. of hidden layers (HL)
2
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First HL: 22

Second HL: 7
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No. of windows (K)

No. of peaks (U)

7

2

Figure 6.11 : The prediction errors of data A, (AII4).
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width
3rdW

73
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7thW
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9thW
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11thW
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13thW

73

15thW
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ave. E

accuracy

Testing results
2

99.87%

Training results
0.64

No. of hidden layers (HL)
2

No. of neurons
First HL: 22

Second HL: 7

99.96%

No. of windows (K)

No. of peaks (U)

7

2

Figure 6.12 : The prediction errors of data A, (AII5).

Although some of the widths in Figure 6.11 are below the recommended values as
illustrated in Table 5.4, the testing accuracy is still very good. On the other hand, the testing
accuracy in Figure 6.12 is 2 RPM which is also a very good outcome despite the fact that all the
widths were above the recommended values.
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Peaks Variation:

In Figures 6.13 and 6.14, the number of peaks (U) was increased to examine its influence
on the accuracy, so the ANN design that was used in Figure 6.10 is selected but with different U.

width
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13thW

58
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Figure 6.13 : The prediction errors of data A, (AII6).
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First HL: 22
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5

Figure 6.14: The prediction errors of data A, (AII7).

It is clearly noticed that increasing the number of peaks negatively affects the accuracy as
seen in Figure 6.13 and 6.14. Extracting more than two peaks would raise the average error,
which causes a very poor accuracy compared with Figure 6.10. The average errors of all the
previous Figures, 6.66.14, demonstrate that the rotor speed of motor A can be estimated by
using the ANN sensorless method. Substantially, the better design is described in Figure 6.10,
which has the best accuracy.
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6.2.2 Data A+B Results

As detailed in Table 5.2, data A+B were obtained from two different motors that were
identical in their characteristics, see Table 5.1. Therefore, these data, A and B, were combined in
order to see if ANN's estimation can provide a good accuracy with two identical WRIMs.
Therefore, Figures 6.15, 6.16, and 6.17 show the result of 40 patterns in various widths.
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Figure 6.15 : The prediction errors of data A+B, (A+BII1).
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Figure 6.16: The prediction errors of data A+B, (A+BII2).
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Figure 6.17: The prediction errors of data A+B, (A+BII3).

First, A+B graphs have the same design details as Figure 6.10 except the widths might be
varied.The precision in Figures 6.15 and 6.17 is lower than in Figure 6.16. However, the results
of these graphs depict that ANNs have the successful capability of estimating the rotor speed of
identical motors. Indeed, Figure 6.16 shows a very good accuracy close to the accuracy in Figure
6.10 where just data A was used.
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6.2.3 Data C Results

Data C that was taken from a SCIM was examined as same as data A. All the factors, K,
U, widths, layers, and neurons were utilized to find the best accuracy that could be achieved.
Therefore, Figures 6.18 to 6.21 can give an overall perspective of applying the proposed method
to a squirrel cage induction motor (SCIM).
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Figure 6.18 : The prediction errors of data C, (CII1).
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Figure 6.19 : The prediction errors of data C, (CII2).

Unfortunately, Figures 6.18 and 6.19 show a very poor testing accuracy that could not be
accepted although Figure 6.19 had better average error than Figure 6.18 by 10 RPM. The impact
of varying the widths did not add enough accuracy for Figures 6.18 and 6.19. On the other hand,
the training results of these graphs have very small errors, which are less than one RPM. Thus,
the ANN design in Figure 6.19 was developed several times with different peaks and neurons. It
was found that five peaks were the optimal number of U. In addition, the widths were the same
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as Figure 6.19, and all the windows were used. However, the testing results of these graphs was
not convenient for the implementation. The average error in Figure 6.21 was the most improved
result that was achieved for data C. By looking at the red dots in Figure 6.21, five out of nine
patterns are very close to their training dots, which means that these patterns have a very good
accuracy. But the other patterns that are over

5 RPM are causing the overall poor accuracy.
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Figure 6.20 : The prediction errors of data C, (CII3).
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Figure 6.21 : The prediction errors of data C, (CII4).
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6.2.4 Data D Results

Data D was taken from motor A, and it was the same data as A but with more patterns
and a different Tm, which was 500 m second. The purpose was to decrease the time delay that
had occurred in data A, B+A, and C because they were monitored at Tm=1 second. Data D has
67 patterns, which is more than A+B.
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Figure 6.22: The prediction errors of data D, (DII1).
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Figure 6.23: The prediction errors of data D, (DII1).

It is obvious to notice that the result of data D confirms the success of ANN speed
estimation of WRIMs even when the acquisition time is half a second. Figure 6.22 illustrates a
very good testing accuracy, where the ANN design is the same as Figure 6.10. Because the
Nyquist frequency of data D was 2000 Hz, the windows can be extended to the 33rd harmonic
without any problem. Thus, all the windows from 3rdW to 33rdW were applied to data D. It
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should be mentioned that the width of the windows from 11th to 33rd is the same, which was 58
Hz. As a matter of fact, Figure 6.23 depicts a good accuracy, where the new windows decrease
the testing accuracy of Figure 6.22 by less than 1 RPM. Finally, to sum up the overall results of
all the data, the proposed method can precisely estimate the speed of motor A and B but not C.
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CHAPTER 7
CONCLUSION
7.1 Discussion
First, it has to be stated that the ANN method was proposed to be fed by a certain peak
from each window, which were from 3rdW to 15thW. That was the reason to choose all the
windows for the ANN final design of each data, as illustrated in Figures 6.7 to 6.20. Thus, the
tracking algorithm was applying on all the windows because the location of the saliency
harmonics is usually unknown, and it might be in any window between 3rdW to 15thW.
The argument that says a proportional function can be work better than the proposed
method. It could be right only if the location of the saliency harmonics and the parameter of
Equation 3.9 were known. In other words, the location of the saliency harmonics might not be at
the first peak or even the second peak that was extracted from a window. By looking back at
Table 6.1 of pattern 24 in Table 6.3, the first peak of the 5thW was 299 Hz. Then, the speed
value could be calculated by using Equation 3.9, where k=1, and (fecc+60) because the harmonic
was extracted from 5thW. Also, the number of rotor slots (R) was equal to 12.

From the above calculation, which would be utilized in the proportional function, the
actual speed was 1747 RPM while the calculated speed was 1795. The difference between the
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actual and calculated speed is 48 RPM, which is a very large error. This result might happen
again with another pattern if the 5thW is considered as the main location of the saliency
harmonics of motor A. By taking another example, see pattern 12 in Table 6.3, the first peak of
5thW was 288 Hz, so by using Equation 3.9 again, the calculated speed is 1740 RPM while the
actual speed is 1742 RPM. The difference, which equals 2 RPM, is small. However, the
proposed method could be a better solution instead of using the proportional function because the
locations of the saliency harmonics and the parameters of the system are not required to be
known. On the other hand, the question that might probably be raised is, “Does the estimated
speed by ANN change with age?” The answer is no, because the relation between the saliency
harmonics and the rotor speed does not rely on time, as proven in Equations 3.4 to 3.9.
It was proved that ANNs succeeded to estimate the rotor speed of the WRIMs but it
failed with the SCIM. All the results of Figures 6.5 to 6.17 demonstrate that the rotor speed of
WRIMs can be estimated successfully by utilizing two hidden layers and the backpropagation
algorithm. Single hidden layer ANNs could predict the speed of motor A and B accurately by
placing the windows at 5th and 7th harmonics. Otherwise, single hidden layer ANNs would fail
if all the windows are applied. Therefore, when all windows were placed (3rdW15thW), two
hidden layers had to be set instead of one hidden layer in order to increase the power of ANNs
prediction. That does not mean that three hidden layers or more are going to provide more
performance because "empirical studies often found that deep networks generally performed no
better, and often worse, than neural networks with one or two hidden layers" [43].
The sensorless speed estimation of the WRIMs could not be accomplished if the tracking
algorithm that was proposed in Chapter 5 had not succeeded. Thus, the desired outputs of data A,

88
A+B, and D were estimated precisely with two peaks from each window, where the testing
average error less than 2 RPM; the ANN results and details are seen in Figures 6.10, 6.16, and
6.22. The reasons behind this success is that motors A and B where data A, B, and D were taken
from have the saliency harmonics inside the windows from 3rd to 15th.
On the other hand, the tracking algorithm unfortunately could not provide the saliency
harmonics of the SCIM. The investigation of the testing patterns of motor C, which represent
SCIMs, shows a very poor accuracy where their testing average errors exceed 5 RPM. This due
to that the saliency harmonics of motor C do not appear as peaks. The other possibility is that the
saliency harmonics might not exist in the windows from 3rd to 15th in case the number of rotor
slots (R) of motor C is bigger than 32 because of the positive correlation between R and the
saliency harmonics. Therefore, by using Equation 3.9 in the calculations below and assuming Nr
is the synchronous speed,1800 RPM, the saliency harmonics of motor C would be higher than
the Nyquist frequency, 1000 Hz, which means they cannot be extracted.

This problem might be solved by increasing the samples of the signals which in turn will
raise the Nyquist frequency. Otherwise, the tracking algorithm and ANN design possibly needs
some developments where the saliency harmonics of SCIMs can be recognized. Then, the
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sensorless speed estimation of motor C hopefully will be better than what was achieved in this
paper. There are other reasons of the untraceable saliency harmonics, some of which might be
using inefficient tools and having high levels of noise. Furthermore, the delay time of the data A,
B, and C were one second, which is very long in a control system. Thus, data D were examined
with Tm equals 500 m second, and it was found that the testing average error was a still very
good accuracy, 1.6 RPM. Therefore, the delay time could not be a serious issue that is related to
the proposed method.

7.2 Summary
There is a tremendous amount of effort being focused on finding an alternative technique
to replace the rotational transducer in ACIMs. The reason is that these motors consume massive
amounts of electric power, so the sensorless speed method will increase ACIMs' reliability,
which in turn saves so much energy and money. These researches [143] represent and
investigate a variety of sensorless methods, which were reviewed in this paper. The conventional
nonintelligent methods need to measure the voltage and current simultaneously and all
parameters of the motor must be known in order to measure the rotor speed. The artificial
intelligence method does not require the system equations and parameters. On the other hand,
ANNs need a collection of data because they learn from previous experiences as shown in this
paper.
The results of the lab experiment confirmed that ANNs can be successfully applied to
measure the rotor speed of WRIMs instead of the rotor transducer. That is based on extracting a
set of stator current frequencies that hopefully contain speeddependent components, saliency
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harmonics. ANNs were proved to accurately predict the rotor speed of WRIMs, while the ANNs
estimation was difficult for SCIMs. Therefore, the system of selecting ANN inputs needs some
development, so the saliency harmonics of SCIMs can be detected easily.

7.3 Conclusion
The aim of this paper was to develop a sensorless speed estimation of IMs by utilizing the
artificial neural network. In order to evaluate this method, three ACIMs were used to collect data
from using the lab equipment. These motors were two identical WRIMs, 0.25 H.P, and SCIM,
1/3 H.P. The collected data were analyzed to extract a set of peaks from the stator current
spectrum, which was based on the tracking algorithm that was built especially for this method.
These peaks were trained by using the backpropagation algorithm, where the desired
output was the rotor speed that was measured simultaneously with the stator current. The
examined data were collected into four groups: data A, A+B, C, and D. Data A and D were taken
from the same WRIM while data B was taken from the other identical WRIM. Data C was
obtained from the SCIM. All these data had the same acquisition time, which was one second
except data D, which was half a second. The best testing average errors that were achieved are 1
RPM for data A, 1.5 RPM for data A+B, 5.7 RPM for data C, and 1.6 RPM for data D. Thus, the
experimental results show that the proposed method is an appropriate approach to estimate the
rotor speed of WRIMs, while this method might need some developments to be workable with
SCIMs. Eventually, reducing the overall system costs and improving the reliability of the drive
system can be achieved by the proposed method.
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7.4 Future Work
As the proposed method needs to be in realtime application, there has to be a master
device to receive the stator current signals, run a FFT algorithm, and implement an artificial
neural network. Therefore, FPGA board is the appropriate device for the parallel processing. The
easiest way is to use a computer to do the training and testing processes as done in this paper.
Then, after achieving a precise result, the eventual weights and the required stages, the FFT and
tracking algorithm, can be implemented in a structure as illustrated in the flowchart of the
proposed method, see Figure 5.6.
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APPENDIX
THE MATLAB CODE OF THE PROPOSED METHOD
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% % All the code and data were taken and written by: Abdulelah Alkhoraif (eng.v400@gmail.com) , Oct. 2015
%%%
%% After downloading the file (MS_thesis_Abdulelah_2015_data_and_code), make sure to move all
%%%
%% the collecting data: (WRIMallDATA30patternsMotorA.mat),(WRIMallDATA40patternsMotorAandB.mat),
%%%
%% (SCIMallDATA30patternsMotorC.mat), and ('DATAmotorA68patterns500msecond.mat') to (MATLAB) file in %%%
%% your computer. Code for Two Hidden Layers
%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 1 import just one of the following data %%
AAW=importdata('WRIMallDATA30patternsMotorA.mat'); % This is data A, wound rotor induction motor, 30 patterns, 1
second.
%AAW=importdata('WRIMallDATA40patternsMotorAandB.mat'); %This is data A and B, wound rotor induction motors, 40
patterns, 1 second
%AAW=importdata('SCIMallDATA30patternsMotorC.mat'); % squirrel cage induction motor, 30 patterns, 1 second.
%AAW=importdata('DATAmotorA68patterns500msecond.mat');
format long
[m,L] = size(AAW);
AAZ= AAW(:,1:L1);
AAQ=AAW(:,L);
[m,L] = size(AAZ);
T = 1; %
Fa= 60; % the fundamental frequency
%%%%%%%%%%%%%%%%%%%%%%%
%%%%% set up the windows%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%
Fbr= 17;
Fcr= 29;
Fdr= 29;
Fer= 44;
Ffr= 58;
Fgr= 58;
Fhr= 73;

% this is for 3rdW
% this is for 5thW
% this is for 7thW
% this is for 9thW
% this is for 11thW
% this is for 13thW
% this is for 15thW

% you can change these windows as you like, remember that optimal widths are :
% Fbr= 17; Fcr= 29; Fdr= 29; Fer= 44; Ffr= 58; Fgr= 58; Fhr= 73; see Table 5.4.
%%How many peaks for each harmonics you want as inputs for ANN?
pi=2;
%%%%%%%%%%%%%%%%%%%%%%%
%%%%% set up the ANN%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%
hidden_neurons = 22;
se_hidden_neurons= 7;
epochs = 4000;
%%%%%%%%%%%%%%%%%%%%%%%
%%%%% START%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%
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%% The following steps are for the FFT and the tracking algorithm %%
% make loop from 1 to m
for i=1:m;
Volt=AAZ(i,:);
L=length(Volt);
N=L;
Fs=N/T;
e=1/Fs;
t=[0:e:Te];
nfft=L; % some time it is chosen to be 1024;
Yk=fft(Volt,nfft);
Yk=Yk(1:nfft/2);
f=[0:1:nfft/21]*Fs/nfft;
absYk = abs(Yk);
magYk1 = abs(Yk);
%plot(f, magYk1); % stem(f, absYk);
% tracking Algorithm
[Ma,Ia] = max(magYk1);
Fa=Ia1;
Fb=3 *Fa;
Fc=5 * Fa;
Fd=7 * Fa;
Fe=9 * Fa;
Ff=11 * Fa;
Fg=13 * Fa;
Fh=15 * Fa;
X= magYk1';
%=======
Fbl= Fb  Fbr;
Fbl = floor(Fbl);
Fbh = Fb+1;
Xb = X(Fbl:Fbh);
[Bb,Ib]=sort(Xb);
Ib=flipud(Ib);
Ib = (Fbl2)+Ib;
Ib=Ib(Ib~=Fb);
Ib=Ib';
%==========
Fcl = Fc  Fcr;
Fcl = floor(Fcl);
Fch = Fc+1;
Xc = X(Fcl:Fch);
[Bc,Ic]=sort(Xc);
Ic=flipud(Ic);
Ic = (Fcl2)+Ic;
Ic=Ic(Ic~=Fc);
Ic=Ic';
%=========
Fdl = FdFdr;
Fdh= Fd+1;
Xd = X(Fdl: Fdh);
[Bd,Id]=sort(Xd);
Id=flipud(Id);
Id = (Fdl2)+Id;
Id=Id(Id~=Fd);
Id=Id';
%=========
Fel = FeFer;
Feh= Fe+1;
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Xe = X(Fel: Feh);
[Be,Ie]=sort(Xe);
Ie=flipud(Ie);
Ie = (Fel2)+Ie;
Ie=Ie(Ie~=Fe);
Ie=Ie';
%=========
Ffl = FfFfr;
Ffh= Ff+1;
Xf = X(Ffl: Ffh);
[Bf,If]=sort(Xf);
If=flipud(If);
If = (Ffl2)+If;
If=If(If~=Ff);
If=If';
%=========
Fgl = FgFgr;
Fgh= Fg+1;
Xg = X(Fgl: Fgh);
[Bg,Ig]=sort(Xg);
Ig=flipud(Ig);
Ig = (Fgl2)+Ig;
Ig=Ig(Ig~=Fg);
Ig=Ig';
%=========
Fhl = FhFhr;
Fhh= Fh+1;
Xh = X(Fhl: Fhh);
[Bh,Ih]=sort(Xh);
Ih=flipud(Ih);
Ih = (Fhl2)+Ih;
Ih=Ih(Ih~=Fh);
Ih=Ih';
%====

Ib = Ib(1:pi);
Ib = Fb  Ib;
Ic = Ic(1:pi);
Ic = Fc  Ic;
Id = Id(1:pi);
Id = Fd  Id;
Ie = Ie(1:pi);
Ie = Fe  Ie;
If = If(1:pi);
If = Ff  If;
Ig = Ig(1:pi);
Ig = Fg  Ig;
Ih = Ih(1:pi);
Ih = Fh  Ih;
%=======
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AT=[Ib Ic Id Ie If Ig Ih];
AAT(i,:)=AT;
end
%======
Data_all=[AAT AAQ];
%Data_all=flipud(Data_all);
%===================
[m,L] = size(Data_all);
Mtest=floor(0.3*m);
Mtrain=m  Mtest;
AAX=zeros(Mtrain,L); %train data
AAY=zeros(Mtest,L); %test data
%=========
p=1;
for i=1: Mtest;
Di(i)=p+3;
p=Di(i);
end
%======
j=1;
z=1;
for i=1: m;
if any(Di==i)
AAY(z,:)= Data_all(i,:);
z=z+1;
else
AAX(j,:)=Data_all(i,:);
j=j+1;
end
end

%%%%%%%%%%%%%%%%%%%%%%%
%%%%% ANN Code %%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%
% Now we can implement ANN
data_in=AAX(:,1:L1);
dtat_out= AAX(:,L);
data_in=data_in';
dtat_out=dtat_out';
Input_A=data_in;
Output_A=dtat_out;
test_data_in= AAY(:,1:L1);
test_dtat_out= AAY(:,L);
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min_Input_A=0; % assuming the minimum inputt
max_Input_A=Fhr+15; % assuming the maximum input change it to 50 for squirrel cage data
new_min_input= 0;
new_max_input= 1;
slop_input=(new_max_inputnew_min_input)/(max_Input_Amin_Input_A);
c_input= new_min_input(slop_input*min_Input_A);
% now we are doing normalization for the output data
min_output_A=0; % assuming the minimum output
max_output_A=1900; % assuming the maximum output
new_min_output= 1;
new_max_output= 1;
slop_output=(new_max_outputnew_min_output)/(max_output_Amin_output_A);
c_ouput= new_min_output(slop_output* min_output_A);
%==== thirded stage
% now we find the new input and output after normalization
new_Input_A= slop_input.*Input_A+c_input;
new_output_A=slop_output.*Output_A+c_ouput;
%====== fourth stage
% train the data
train_inp=new_Input_A';
train_out=new_output_A';
patterns = size(train_inp,1);
%add a bias as an input
bias = ones(patterns,1);
train_inp = [train_inp bias];
inputs = size(train_inp,2); % this is the number of input

Test=test_data_in;
K=size(Test);
K=K(1,1);
Test_new=slop_input.* Test +c_input;
bias = ones(K,1);
Test_new=[Test_new bias];

%add button for early stopping
hstop = uicontrol('Style','PushButton','String','Stop', 'Position', [5 5 70 20],'callback','earlystop = 1;');
earlystop = 0;
%add button for resetting weights
hreset = uicontrol('Style','PushButton','String','Reset Wts', 'Position', get(hstop,'position')+[75 0 0 0],'callback','reset = 1;');
reset = 0;
%add slider to adjust the learning rate
hlr = uicontrol('Style','slider','value',.1,'Min',.01,'Max',1,'SliderStep',[0.01 0.1],'Position', get(hreset,'position')+[75 0 100 0]);
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%  set weights 
%set initial random weights
N_y=1; % output neurons
weight_input_hidden = (randn(hidden_neurons,inputs)  0.5)/10;
weight_se_input_hidden = (randn(se_hidden_neurons,hidden_neurons)  0.5)/10;
weight_hidden_output = (randn(N_y,se_hidden_neurons)  0.5)/10;
for iter = 1:epochs
%get the learning rate from the slider
alr = 1; % learning rate for hidden layers
blr = 0.02; % learning rate for output layer
%loop through the patterns, selecting randomly
for j = 1:patterns

%set the current pattern
this_pat = train_inp(j,:);
act = train_out(j,1);
Fi_hval = (tanh(this_pat*weight_input_hidden'));
hval = (tanh(Fi_hval* weight_se_input_hidden'));
pred = hval*weight_hidden_output';
error = pred  act;
% adjust weight hidden  output
delta_HO = error .*(1);
delta_se_IO = ((delta_HO*weight_hidden_output).*(1(hval.^2)));
delta_IH= ((delta_se_IO* weight_se_input_hidden).*(1(Fi_hval.^2)));
weight_hidden_output = weight_hidden_output  blr.*(delta_HO* hval);
weight_se_input_hidden = weight_se_input_hidden  (alr.*(delta_se_IO'* Fi_hval));
% adjust the weights input  hidden
weight_input_hidden = weight_input_hidden  (alr.*(delta_IH'*this_pat));
end
%  another epoch finished
%plot overall network error at end of each epoch
pred = (tanh((tanh(train_inp*weight_input_hidden'))* weight_se_input_hidden'))*weight_hidden_output';
error = pred  train_out;
err(iter) = (sum(error.^2))^0.5;
figure(1);
plot(err)
%reset weights if requested
if reset
weight_input_hidden = (randn(hidden_neurons,inputs)  0.5)/10;
weight_se_input_hidden = (randn(se_hidden_neurons,hidden_neurons)  0.5)/10;
weight_hidden_output = (randn(N_y,se_hidden_neurons)  0.5)/10;
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fprintf('weights reaset after %d epochs\n',iter);
reset = 0;
end
%stop if requested
if earlystop
fprintf('stopped at epoch: %d\n',iter);
break
end
%stop if error is small
if err(iter) < 0.002
fprintf('converged at epoch: %d\n',iter);
break
end
%add a condition that measure the error of test data
ANN_output_pred = (pred  c_ouput)/slop_output;
Diff=dtat_out' ANN_output_pred;
errtr(iter) = (sum(Diff.^2))^0.5;
ANN_output_Test = (tanh((tanh(Test_new*weight_input_hidden'))*
weight_se_input_hidden'))*weight_hidden_output';
ANN_output_Test = (ANN_output_Test  c_ouput)/slop_output;
test_diff= test_dtat_out  ANN_output_Test;
errt(iter) = (sum(test_diff.^2))^0.5;
%stop if vadilation error is small
vs=0;
if errt(iter) < 7 % 8.5 for 3 RPM Diff,
if errtr(iter) < 7
vs=1;
end
end

or 5.6 for 2 RPM Diff

if vs==1
fprintf('converged at epoch: %d\n',iter);
break
end
%let vi=0;
vi=0;
if (mean(abs(test_diff))) < 1.9
if (mean(abs(Diff))) < 1.5
vi=1;
end
end
if vi==1
fprintf('stopped at epoch: %d\n',iter);
break
end
end
pred = (tanh((tanh(train_inp*weight_input_hidden'))* weight_se_input_hidden'))*weight_hidden_output';
ANN_output_pred = (pred  c_ouput)/slop_output;
Diff=dtat_out' ANN_output_pred;
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ANN_output_Test = (tanh((tanh(Test_new*weight_input_hidden'))*
weight_se_input_hidden'))*weight_hidden_output';
ANN_output_Test = (ANN_output_Test  c_ouput)/slop_output;
test_diff= test_dtat_out  ANN_output_Test;
AAARr=[dtat_out' ANN_output_pred];
AAATr=[test_dtat_out ANN_output_Test];
P1= scatter(dtat_out, Diff,'b','LineWidth',1.2);
hold on
P2=scatter(test_dtat_out, test_diff,'r','LineWidth',1.2);
legend([P1,P2],' Error from Training Data',' Error from Testing Data');

