Maximum likelihood estimates of parameters in continuous time Markov chains are obtained when the observation plan is Poisson sampling. Furthermore, for birth and death processes, variance-covariance matrix of parameters is obtained. Especially, for queueing model M/M/I, the variance·covariance matrix by Poisson sampling is compared with the variance-covariance matrix by complete observation in detail.
Introduction
Let {x(t), t ~ O} be a continuous time Markov chain with transition intensity matrix Q = (q . . (8», where 8 is a m-dimensional column vector 7..J which represents an unknown parameter ranging over a set e in m-dimensional Euclidean space. The problem which we shall consider is that of estimating from observations on the process.
If x(t) is observed continuously over the time [O,T], we say that this
observation plan is complete observation.
In this paper, we shall consider a different observation plan named Poisson sampling. We shall observe the process at a random observation points {VD = 0+ < VI < V z < ••• }, and count the number of transitions of states occuring in the random observation intervals (vk_l,V k the between-event intervals are unobservable. Such situations are not uncommon in practice, and occurs particularly in certain queueing and other stochastic models. In such a case, Poisson sampling is a powerful method, because Kingman [4] showed that it determines the original process completely.
In Section 2, we shall construct the likelihood function of a continuous time Markov chain of general type when the observation is done by Poisson sampling. And solving the maximum likelihood equations, we shall obtain the maximum likelihood estimates of parameters. Furthermore we want to get the variance-covariance matrix of parameters and compare two matrices in the complete observation case and Poisson sampling case. However, it is very difficult to obtain the variance-covariance matrix in a general type Markov chain. So, in Section 3, we shall only consider the birth and death process which is a very useful but simple structured model. For the birth and death process, we have the variance-covariance matrices of parameters for two simple models given by Wolff [6] . But even for the birth and death process, the erties of a continuous time ~!arkov chain, the following equations hold clearly:
Thus. ignoring the distribution of initial state x o ' the likelihood function based on these data is
Therefore, from the following maximum likelihood equations, (2.4) alnL (S) n as. vn .. 
Then, from Theorem 7.3 of Billingsley [2] ,
In ( § -e) is asymptotically normal (it converges in law to the normally distributed random variable) with
an var1ance-covar1ance matr x eS1 es un er regu ar ty conditions the following facts are well known (3.4) E(G ) = 0,
Thus we have (3.14)
By similar calculations as Model 1, we have 00 
On this model. we shall consider the variance-covariance matrix of parameters both when the observation is complete over [O.T]. and when the observation is made by Poisson sampling of w observation points.
In Section 3. we have fixed the number of transitions of states. But in this Section. we fix the number of observation points. So the number of transitions of states. n • becomes a random variable and depends on w. We denote it as n(w).
We shall also consider the determination of w so that we get smaller variance than that in the case of complete observation over the interval Hence, from the following maximum likelihood equations, 
Besides, from equations (4.10), we have 
Since it is well known that both u and d obey Poisson distribution with
Hence, we have (4.14 )
Next let z be the number of observation points from the last transition point to the last observation point. Then it is easily shown that (4.15)
Taking expectations of both sides, we have 
Furthermore by taking the expectation of both sides in (4.7), we have Therefore asymptotic variance-covariance matrix of A and 11 are Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited.
