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h i g h l i g h t s
• Cold atoms may become a playground to prepare long-range systems in the laboratory.
• In this purpose, a class of 2D long-range mean-field models is introduced.
• The long-range interaction may be attractive, repulsive or a mixture of both cases.
• Microcanonical Monte Carlo computations allow us to determine equilibrium.
• A Bravais-like lattice is introduced to classify the low-energy real 2D-space structure.
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a b s t r a c t
A two-dimensional class of mean-field models that may serve as a minimal model to study
the properties of long-range systems in two space dimensions is considered. The statistical
equilibriummechanics is derived in themicrocanonical ensemble usingMonte Carlo simu-
lations for different combinations of the coupling constants in the potential leading to fully
repulsive, fully attractive andmixed attractive–repulsive potential along the Cartesian axis
and diagonals. Then, having inmind potential realizations of long-range systems using cold
atoms, the linear theory of this two-dimensionalmean-field Hamiltonianmodels is derived
in the low temperature limit.
© 2015 Elsevier B.V. All rights reserved.
1. Introduction
There is now a large amount of experimental and theoretical studies demonstrating that the classical picture of relax-
ation driven by two-body collisions fails to correctly describe transport in long-range interacting systems [1]. Historically,
the first striking identifications of the peculiar relaxation properties of long-range systems came from space observations. In
the middle of the 1960s, it was found that the luminosity profiles of elliptical galaxies were regular, smooth and symmetric,
which suggested that they had reached some equilibrium states. However, earlier calculations by Chandrasekhar [2] gave
estimations of the relaxation timescale due to two-body collisions much longer than the age of the universe contradicting
an interpretation of the relaxation in terms of binary effects. This led Lynden-Bell to introduce the concept of ‘‘violent re-
laxation’’ in his famous 1967 paper [3] as a collisionless scenario to account for the rapid evolution of the galaxies toward
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quasi-stationary or quasi-equilibrium states. Lynden-Bell’s proposal initiated a much debated and active field of research
that progressively diffused from the space physics community to the statistical physics community. This was helped by the
use of simplified models of self-gravitating systems. In particular, much progress in the understanding of the relaxation
properties of systems interacting via long-ranges forces originated from numerical simulations of the one-dimensional
gravitational system. Various extensive numerical observations pointed to the following scenario: the relaxation of one-
dimensional self-gravitatingN-body systems usually proceeds through a rapid approach to a quasi-stationary state (QSS) [4],
in a sequence referred to as violent relaxation, followed by a very slow drift toward equilibrium [5,6]. A much investigated
issue has been the scalings with N of these different dynamical sequences, such as the lifetimes of QSSs [7]. Meanwhile, the
community of statistical physics began to study the intricate interplay between dynamics, ergodic properties and statistical
mechanics in long-range Hamiltonian systems through the use of even more simplified and reduced ‘‘toy’’ models, a well-
known example being the so-called HamiltonianMean Field (HMF)model [8]. This model has proven to be a sort of minimal
and paradigmatic model to study long-range effects [9]. It has been a key framework to investigate the conditions for the
emergence of QSSs [10–14] and the much debated issue of their lifetimes [15–17].
The HMFmodel is however one-dimensional in space, which could be quite a stringent restriction for experimental real-
izations. Indeed, a few years ago emerged the proposal to use Bose–Einstein condensates as a physical playground to prepare
long-range systems in the laboratory. In particular, O’Dell et al. [18] offered a proof of principle that particular configura-
tions of intense off-resonant laser beams could realize an attractive gravitation-like interatomic potential between atoms.
Moreover, in the HMFmodel, studying diffusion implicitly means studying the diffusion in the action-angle space. In a two-
dimensional model, one could study the diffusion in the real 2D space. This led Torcini and Antoni [19] to introduce in 1999
a two-dimensional counterpart of the HMFmodel. This consisted in an N-body system interacting via a classical long-range
interparticle potential in a 2D Cartesian periodic space in which only the longest wavelength modes are retained.
In the present study, the class of N-body Hamiltonian models that will be considered reads H = K + V with
K =
N
i=1
p2i,x + p2i,y
2
, (1)
V = 1
2N
N
i,j=1

c1 + c2 + d− c1 cos

xi − xj
− c2 cos yi − yj− d cos xi − xj cos yi − yj . (2)
For each particle i, pi,x is the momentum conjugated to xi and pi,y is the momentum conjugated to yi. K is the kinetic energy
and V is the potential energy. c1, c2 and d denote constants. Compared with the original model introduced by Antoni and
Torcini [20,19] having c1 = c2 = d = 1, we shall not restrict here to the purely attractive, gravitational or ferromagnetic-
like, case and allow the system to be fully attractive (if c1, c2, d > 0), fully repulsive (if c1, c2, d < 0) or mixed (in the
remaining cases). The reference energy is chosen in such a way that the energy of the system vanishes when all the particles
have the same position (V = 0) and zero velocity (K = 0).
It is a simple task to realize that the above Hamiltonian models, coming from (1)–(2), are of a mean-field nature. Indeed,
introducing the magnetization-like mean-fields
M1 =

1
N
N
i=1
cos xi,
1
N
N
i=1
sin xi

≡ M1 (cosφ1, sinφ1) (3)
M2 =

1
N
N
i=1
cos yi,
1
N
N
i=1
sin yi

≡ M2 (cosφ2, sinφ2) (4)
and the polarization-like mean-fields
P1 =

1
N
N
i=1
cos (xi + yi) , 1N
N
i=1
sin (xi + yi)

≡ P1 (cosψ1, sinψ1) , (5)
P2 =

1
N
N
i=1
cos (xi − yi) , 1N
N
i=1
sin (xi − yi)

≡ P2 (cosψ2, sinψ2) (6)
enables us to write the class of Hamiltonian systems H associated to (1)–(2) in the compact form
H =
N
i=1
p2i,x + p2i,y
2
+ 1
2N
N
i,j=1

c1 + c2 + d− c1M21 − c2M22 −
d
2
(P21 + P22 )

, (7)
where the potential is a function of themoduli of the mean-fields only, and to obtain the corresponding one-particle Hamil-
tonian systems h = H/N as
h = p
2
x
2
+ p
2
y
2
+ c1 + c2 + d− c1M1 cos (x− φ1)− c2M2 cos (y− φ2)
− dP1
2
cos (x+ y− ψ1)− dP22 cos (x− y− ψ2) . (8)
36 J.M. Maciel et al. / Physica A 424 (2015) 34–43
The objective of the present study is first to derive the equilibrium statistical mechanics of the above systems through
a microcanonical Monte Carlo approach. This may be viewed as a prerequisite for future investigations of the relaxation
properties of the 2D mean-field models and will be presented in Section 2. Then, having in mind the potential applications
of these models to cold atom systems, we shall turn to the derivation of the linear theory in the low temperature limit in
Section 3. Some conclusions and perspectives are briefly drawn in Section 4.
2. Equilibrium statistical mechanics in the microcanonical ensemble
2.1. The microcanonical Monte Carlo method
Computer simulations using Monte Carlo methods are extensively used in theoretical physics [21–24]. In the original
form of the Monte Carlo method, one determines configurations using the Metropolis et al. algorithm, which generates
the equilibrium configurations of the canonical ensemble [21,25,24]. In this respect, a useful presentation of the canonical
Metropolis Monte Carlo algorithm may be found in Ref. [26]. Pluchino et al. perform there some canonical Monte Carlo
simulations of the one-dimensional HMF model and use them to probe the stability of QSSs. However systems with long-
range interactions can present inequivalence between the microcanonical and the canonical ensembles [9]; hence it turns
out necessary to develop a Monte Carlo method which determines the equilibrium distribution of the microcanonical
ensemble. The first attempt to develop a microcanonical algorithm was made by Creutz [27]. However his algorithm was
not truly microcanonical since it introduces a demon which interacts with the system [24]. Then, Ray [21] developed
a modified Metropolis algorithm that generates the microcanonical ensemble configurations. Ray’s differs from Creutz’s
algorithm method in avoiding the random walk in the momenta space and also eliminating the demon trick. This puts the
Microcanonical Monte Carlo Algorithm (MMCA) on equal footing with the canonical Metropolis algorithm [21].
In the microcanonical ensemble, the phase space volume has the form
Ω(E, V ,N) = C(N)

Θ[E − H({pi}, {qi})]
N
i=1
ddpiddqi (9)
whereΘ denotes the Heaviside step function, d is the dimension of the system and C(N) is a constant that depends only on
N . If the Hamiltonian has the form H({pi}, {qi}) =Ni=1 pi2/2m+ V ({qi}) and one performs the integration over momenta
space, the phase space volume in Eq. (9) can be reduced to Ref. [21]
Ω(E, V ,N) = C ′(N)

[E − V ({qi})] dN2 −1Θ[E − V ({qi})]
N
i=1
ddqi, (10)
where C ′(N) is another constant, which depends only on N . By Eq. (10), the probability density is given by [21]
WE({qi}) = C ′(N)[E − V ({qi})] dN2 −1Θ[E − V ({qi})], (11)
where the Heaviside step function avoids negative kinetic energies. In order to implement the microcanonical Monte Carlo
method, the acceptance probability of the Metropolis algorithm can be defined by Eq. (11) [21]
PE({qi} → {q′ i}) = min

1,
[K({q′i})]
dN
2 −1Θ[K({q′i})]
[K({qi})] dN2 −1

, (12)
where K({qi}) = E − V ({qi}) is the kinetic energy of the system in the previous configuration and K({q′i}) = E − V ({q′i}) is
the kinetic energy of the system in the new configuration. The entropy in the microcanonical ensemble is given by
S(E, V ,N) = kB lnΩ(E, V ,N). (13)
The usual thermodynamic properties can be obtained by differentiation of the entropy with respect to thermodynamic
variables [21]. In particular, the temperature is determined by the relation T−1 = ∂S/∂E yielding
T =

2
dNkB

⟨E − V (q)⟩ =

2
dNkB

⟨K(q)⟩ (14)
where the angular brackets imply averaging with respect to the probability density in Eq. (11).
Practically, the MMCA has been implemented according to the following procedure:
1. Choose a particle nwith original position rn = r0n = (x0n, y0n).
2. Choose randomly a new position r′n = (x′n, y′n) for the particle n.
3. Compute the kinetic energy of the system with particle n in the original configuration K({ri, rn = r0n}) = K 0, using the
relation K({ri}) = E −Nj,m=1 V (rj − rm).
4. Compute the kinetic energy of the system with particle n in the new configuration K({ri, rn = r′n}) = K ′.
5. If K 0 ≤ K ′, the new configuration is accepted.
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Fig. 1. Caloric curve and mean-field microcanonical ensemble averages for the fully attractive case obtained with N = 104 particles.
6. If K 0 > K ′, the new configuration is acceptedwith a probability P(r0n → r′n) given by Eq. (12): generate a randomnumber
R and compare it to the probability, if R ≤ P(r0n → r′n), then the new configuration is accepted, if R > P(r0n → r′n), the
new configuration is rejected.
7. Redo steps 1–6 until the kinetic energy of the system reaches a stable value.
8. Compute the temperature using Eq. (14).
2.2. Numerical results
In order to obtain the microcanonical thermodynamical curves, the MMCA has been implemented with N = 104 par-
ticles. From our numerical simulations it turns out that, for N roughly above 100, the caloric and the mean fields curves
become roughly independent of the number of particles N apart from phase transition regions where finite-N effects may
be detected. The averages were taken from 106 to 2.106 MMC iterations, a range within which the convergence toward the
equilibrium distribution was checked to be effective with the help of a kurtosis inspection. Due to the isotropy of choices
in c1 = c2 and d, the mean fields M1 ≈ M2 and P1 ≈ P2 as N increases. In the remaining of the article, the numerical
applications will restrict for the sake of simplicity to the cases c1 = c2 = ±1 and d = ±1.
In Fig. 1, the energy dependence of the temperature and of themean-fields for the totally attractive, gravitation-like, case
are reportedwith c1 = c2 = d = 1. These results are in good agreementwith previous results obtained in the fully attractive
model [19,28,29]. The system presents two phases: a highly inhomogeneous single-cluster cold phase (SCP) for energies
lower than a critical energy (0 ≤ ε ≤ UAC ≈ 2), that exhibits a negative specific heat region in the range 1.25 ≤ ε ≤ UAC ,
and a homogeneous phase (HP) for values of energy higher than UC . The phase transition connecting the SCP with the HP
phase is second order since the mean-field goes to zero continuously and the specific heat goes from a negative value to a
positive value discontinuously. The SCP distribution is displayed in Fig. 2.
The completely repulsive case is reported in Fig. 3. This case is less interesting in terms of its equilibrium properties.
The homogeneous state is thermodynamically stable at all energies, the specific heat is always positive and constant and no
phase transition is present.
The results for the mixed attractive–repulsive case are reported in Fig. 4. The mean fieldsM1 andM2 were chosen to be
the repulsive mean-fields, while the P1 and P2 to be the attractive mean-fields. Due to the Hamiltonian invariance under
rotation by multiples of π/4, swapping theM and P mean-fields, namely by choosingM1 andM2 as attractive and P1 and P2
as repulsive mean fields, would yield similar results.
In this case the caloric curve is similar to that of the one-dimensional HMF system. The system presents two phases. For
lower values of the energy (−1 ≤ ε ≤ UMC ), one observes a two-clustered phase (TCP) with the two clusters homoge-
neously distributed along the x- and y-axis and inhomogeneously distributed along the diagonals x+ y = 0 and x− y = 0.
For higher values of the energy (ε ≥ UMC ), there is a homogeneous phase with the mean-fields P1 and P2 going to zero
continuously as one increases the energy near to UMC from below, so that a second order phase transition connects the two
phases. The TCP has two regimes: one regime (as it is shown in Fig. 5) for low energies (−1 ≤ ε . −0.45), consisting in
low-energy particles (LEP) trapped and oscillating in the clusters, which are the wells of the potential in Eq. (8). The second
regime of TCP, for intermediate energies (−0.45 . ε ≤ UMC ), involves two populations of particles: intermediate-energy
particles hopping from one cluster to the other, moving in the neighborhood of the separatrices, and high-energy particles
moving almost freely, as it is shown in Fig. 6.
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Fig. 2. SCP real space distribution for ε = 0.3 in the fully attractive case. The particles are trapped in the single cluster structure.
Fig. 3. Caloric and mean-field curves for the fully repulsive case.
2.3. Low-energy real 2D-space structure: Bravais-like lattice
Due to the periodicity of the potential, one can increase the space period length by a multiple of 2π . So doing the system
forms a periodic structure which can be regarded as a two dimensional oblique Bravais-like lattice with a set of primitive
vectors a1 = (π, π), and a2 = (2π, 0), shown in Fig. 7. This yields a1 =
√
2π, a2 = 2π and φ = π/4, where ai are the
moduli of the primitive vectors andφ the angle between them. In solid state physics, the Bravais lattice specifies the periodic
array in which the repeated units of a crystal (in the present case group of particles) are arranged [30]. In this way the TCP
phase can be seen as a solid phase.
3. Linear theory in the cold limit
In this section, the linear stability of the cold 2D HMF systems will be considered.
3.1. Kinetic limit
From the equation of the one-particle Hamiltonian (8), one derives the equations of motions
dx
dt
= px,
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Fig. 4. Caloric curve and the mean-field curves for the mixed attractive–repulsive case. For low energies, the system is in the TCP, with two clusters
homogeneously distributed along the axes x and y, but inhomogeneously distributed along the diagonals x + y = 0 and x − y = 0, yielding to zero
magnetizationsM1 andM2 , but non-zero polarizations P1 and P2 .
Fig. 5. Real space distribution for the low-energy regime for the TCP in the mixed attractive–repulsive case. LEP trapped in clusters.
dy
dt
= py,
dpx
dt
= −

c1M1 sin (x− φ1)+ dP12 sin (x+ y− ψ1)+ d
P2
2
sin (x− y− ψ2)

,
dpy
dt
= −

c2M2 sin (y− φ2)+ dP12 sin (x+ y− ψ1)− d
P2
2
sin (x− y− ψ2)

.
The class of 2D Hamiltonian models being of mean-field nature, the corresponding Vlasov equation for the particles can be
straightforwardly written as
∂ f
∂t
+ px ∂ f
∂x
+ py ∂ f
∂y
−

c1M1 sin (x− φ1)+ dP12 sin (x+ y− ψ1)+ d
P2
2
sin (x− y− ψ2)

∂ f
∂px
−

c2M2 sin (y− φ2)+ dP12 sin (x+ y− ψ1)− d
P2
2
sin (x− y− ψ2)

∂ f
∂py
= 0. (15)
40 J.M. Maciel et al. / Physica A 424 (2015) 34–43
Fig. 6. Real space distribution for the intermediate-energy regime (ε = −0.1) in the mixed attractive–repulsive case. In addition to LEP, this regime
presents two other populations of particles: intermediate-energy particles hopping from cluster to cluster and high-energy particles moving almost freely.
Fig. 7. Bravais-like lattice generated by a set of discrete translation operations described by R = n1a1 + n2a2 corresponding to the low-energy regime
(ε ≈ −1) two-clustered phase in the mixed attractive–repulsive case.
In this work, we shall derive the linear stability of the 2D Hamiltonianmean-field models only in the low temperature limit.
This enables us to simplify the linear analysis by using a cold fluid assumption. Therefore this amounts to replace the linear
study of the Vlasov kinetic equation (15) with that of a system of fluid equations. Let us introduce the moments of the
distribution function
n(r, t) = n(x, y, t) =

f (x, y, px, py, t) dpx dpy,
vx(r, t) = 1n(r, t)

pxf (x, y, px, py, t) dpx dpy,
vy(r, t) = 1n(r, t)

pyf (x, y, px, py, t) dpx dpy.
Let us then consider the moment equations of Eq. (15). The equation accounting for mass conservation reads
∂n
∂t
+ ∂
∂x
(n(r, t)vx(r, t))+ ∂
∂y

n(r, t)vy(r, t)
 = 0. (16)
Under the other cold fluid approximation, the distribution function may be written as
f (x, y, px, py, t) = n(r, t)δ (px − vx(r, t)) δ

py − vy(r, t)

. (17)
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Using this expression (17) in the first moment equations, with respect to px and py, of the Vlasov equation (15), we obtain
for the moment equation with respect to px
∂
∂t
(nvx)+ ∂
∂x

nv2x
+ ∂
∂y

nvxvy

+

c1M1 sin (x− φ1)+ dP12 sin (x+ y− ψ1)+ d
P2
2
sin (x− y− ψ2)

n = 0, (18)
and some analogous equation for the moment equation with respect to py. The expressions of the mean-field vectors are
M1 =

cos(x)n(r, t) dx dy,

sin(x)n(r, t) dx dy

,
M2 =

cos(y)n(r, t) dx dy,

sin(y)n(r, t) dx dy

,
P1 =

cos(x+ y)n(r, t) dx dy,

sin(x+ y)n(r, t) dx dy

,
P2 =

cos(x− y)n(r, t) dx dy,

sin(x− y)n(r, t) dx dy

.
It is practical to use the Fourier decomposition along x and y, so that
n(r, t) =
∞
m,l=−∞
nm,l(t) ei(mx+ly),
and introduce the complex expression of the mean-fields
M1 =

exp(ix)n(r, t) dx dy = (2π)2 n−1,0(t),
M2 =

exp(iy)n(r, t) dx dy = (2π)2 n0,−1(t),
P1 =

exp(ix) exp(iy)n(r, t) dx dy = (2π)2 n−1,−1(t),
P2 =

exp(ix) exp(−iy)n(r, t) dx dy = (2π)2 n−1,1(t).
3.2. Linear results
Linearizing the fluid equations about a homogeneous state with density n0 yields the linear system of equations for the
perturbed density and velocity components
∂δn
∂t
+ n0 ∂
∂x
(δvx(r, t))+ n0 ∂
∂y

δvy(r, t)
 = 0,
∂
∂t
(δvx)+ c1M1 sin (x− φ1)+ dP12 sin (x+ y− ψ1)+ d
P2
2
sin (x− y− ψ2) = 0,
∂
∂t

δvy
+ c2M2 sin (y− φ2)+ dP12 sin (x+ y− ψ1)− dP22 sin (x− y− ψ2) = 0.
Using a space and time Fourier decomposition
δn(r, t) =

k
δnk ei(k.r−ωt) =
∞
m,l=−∞
δnm,l ei(mx+ly−ωt),
δvx,y(r, t) =

k
δv
x,y
k e
i(k.r−ωt) =
∞
m,l=−∞
δv
x,y
m,l e
i(mx+ly−ωt),
where δn∗m,l = δn−m,−l and δvx,y∗m,l = δvx,y−m,−l yields
−ωδnm,l +mn0δvxm,l + ln0δvym,l = 0,
∞
m,l=−∞
−iωδvxm,l ei(mx+ly) + (2π)2 Im

c1 eixδn1,0 + d eix+iy δn1,12 + d e
ix−iy δn1,−1
2

= 0,
∞
m,l=−∞
−iωδvym,l ei(mx+ly) + (2π)2 Im

c2 eiyδn0,1 + d eix+iy δn1,12 − d e
ix−iy δn1,−1
2

= 0.
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Fig. 8. Molecular dynamics simulations for the cold 2D HMFmodel in the mixed case with N = 100,000 particles. As can be seen from the inset, the linear
growth rate is about 1/
√
2 which in agreement with the theoretical predictions.
After some straightforward calculations, the relation dispersion may be expressed as the diagonal system of equations
ω + d
2ω

δn1,1 = 0,
ω + c1
2ω

δn1,0 = 0,
ω + d
2ω

δn1,−1 = 0,
ω + c2
2ω

δn0,1 = 0,
ωδn0,0 = 0.
Therefore, the stability of the system is conditioned by the signs of the interaction potential since the non-zero complex
eigenfrequencies are the solutions of
ω2 = −d
2
, (19)
ω2 = − c1
2
, (20)
ω2 = − c2
2
. (21)
From (19)–(21), it follows that only the fully repulsive models are linearly stable in the cold fluid limit.
Fig. 8 shows the early stage of the time evolution of the mean-field P1 for the cold 2D Hamiltonian model with a mixed
attractive/repulsive long-range potential. This curve has been obtained using a fourth-order symplectic code to integrate
the 2D HMF particle dynamics (the complete description of the algorithm can be obtained in the Refs. [31,32]). In the case
of Fig. 8, the system is composed of a large number (105) of particles allowing to reproduce quite well the kinetic N →∞
behavior, at least during early times. The initial growth is exponential and the linear growth rate γL is in agreement with
the theoretical prediction γL = Im(ω) = 1/
√
2.
4. Conclusion
In this study, the equilibrium statistical mechanics of some 2D Hamiltonian mean-field models has been derived in the
microcanonical ensemble. The already documented attractive, gravitation-like, case has served as a testbed for the micro-
canonical Monte Carlo code. The main novelty lies in the derivation of the mixed attractive–repulsive situation. Along the
repulsive direction, the system behaves as the 1D antiferromagnetic HMF model, whereas along the attractive direction, it
behaves as the 1D gravitational or ferromagnetic HMFmodel, except that the low-energy condensed phase exhibits a biclus-
ter instead of a single cluster phase. Then the linear theory for the cold 2D long-rangemodels has been derived. Furtherwork
will be devoted to the transport properties of the mixed repulsive/attractive 2D HMF models in the low temperature limit.
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