The demand for enterprise-wide networked multimedia applications in increasing rapidly. In this paper, we propose dynamic and static resource management schemes to support multimedia services on enterprise networks. The dynamic scheme provides optimum resource utilization at the cost of added processing at each intermediate network node. It allocates network resources dynamically to cater for the diverse multimedia tra c demands of multiple users. The problem of route selection, based on quality requirements is also addressed. For the case when an enterprise network may not be able to guarantee the processing capabilities required by the dynamic allocation of resources, we present server-based static scheduling algorithms for synchronized presentation of multimedia information at the destination.
1 Introduction the throughput pro le of the multimedia document. However, due to the multiplicity of concurrent users and nite resources to service them, an enterprise network may not be able guarantee a certain level of performance. Therefore, to ensure synchronous delivery and presentation of multimedia information, the dynamic scheme needs to manage resources within network resource constraints. Improper design of the resource allocation scheme can lead to erroneous behavior since synchronization and communication of multimedia data are realtime processes. The dynamic schemes, while being resource e cient, may require additional processing capabilities of the network. This can introduce connection setup latencies, which can increase beyond user acceptable limits in large enterprise networks.
Allocation of capacity and bu er need to be consistent with the synchronous playback of multimedia information at the destination. Pre-stored data provides considerable exibility in allocating resources for managing multimedia tra c. By identifying the temporal characteristics and the required presentation quality of the multimedia information being accessed by users, the overall resources required can be determined in advance. In this paper, we elaborate on the issues related to the synchronized delivery of multimedia documents over enterprise networks and propose resource management schemes which optimize resource allocation.
Many existing networks assume a packet switched network architecture, like that in the asynchronous transfer mode (ATM) network environment 5, 6] . We introduce a Quality of Presentation (QoP) parameter that speci es the desired quality of presentation of multimedia information and is assumed to be speci ed by users as part of their multimedia information attributes. It is used to quantify the maximum percentage of multimedia data that can be dropped by the server in case the allocated channel capacity is limited. The proposed network management schemes provide optimal allocation of bandwidth based on the user-speci ed QoP and are applicable when enterprise networks have limited resources to meet the users' demands. The dynamic resource allocation scheme uses a fair policy for all users and switching nodes in the virtual path established by the routing scheme, while trying to accommodate the user-speci ed QoP. Some important features of this include; multiple access support, dynamic allocation of bu er and bandwidth with changing levels of concurrencies of multimedia data streams, and reallocation of resources at the occurrence of newly generated requests. The dynamic allocation of resources requires some processing at each intermediate network node, and may introduce connection setup latencies. In large enterprise networks, with the increase in number of users, the network may not be able to provide su cient number of channels for each user as required by the dynamic allocation scheme. For such enterprise networks, we propose server-based static scheduling procedures to ensure synchronized presentation of multimedia data a user-station. We assume that the network can provide some number of channels with guaranteed capacity and delay bounds, which may be di erent for each channel. Since the combined capacity of all the available channels for a connection is less than the aggregate throughput requirements of the multimedia documents, we need to pre-fetch data to have synchronized play-out at the destination. Thus, in addition to compensate for network delays, we need to pre-schedule multimedia objects ahead of their play-out time for pre-fetching. The pre-fetch time has to be enough to guarantee synchronization, but needs to be small for minimum destination bu er requirements and presentation delays. In this paper, we propose two server-based scheduling algorithm. having low computational complexity, to guarantee multimedia information synchronization at the destination with minimum presentation delays and bu er requirements. This paper is organized as follows. In Section 2 we outline a communication framework of the network for supporting multimedia services, highlighting the issues and challenges faced by today's enterprise networks to support multimedia communications. Section 3 describes the proposed connection establishment and resource allocation schemes in resource constrained enterprise networks. The conclusion is given in Section 4.
2 Networking Challenges for Enterprise-wide Multimedia Services
In an enterprise multimedia system, users would access multimedia information stored at various servers connected over the network. These servers act as repositories for multimedia information orchestrated according to some user speci ed model. On a user's request the appropriate server retrieves the required data from its databases and ultimately communicates it to the user through the network. A number of di erent users can simultaneously request multimedia data from one or more multimedia servers on the network. Each multimedia server is capable of catering to multiple data requests from multiple users, simultaneously. Presentation of pre-orchestrated and stored multimedia information requires synchronous play-out of time-dependent multimedia data according to some pre-speci ed temporal relations. At the time of creation of multimedia information, a user needs a model to specify temporal constraints among various data which must be observed at the time of playback. Examples of such speci cation models are Object Composition Petri-Net (OCPN) 7] and Hypermedia/Time-based Document Structuring Language (HyTime) 8, 9] . The OCPN describes the temporal relationships of the various components of a multimedia document and represents them in the form of a graph. In this paper we have used OCPN as the model for multimedia information, as it is more illustrative of the temporal relationships of the various components of a multimedia document. A place in an OCPN represents the playout process of multimedia object O i , that may be textual data, image, or a video/audio segment of certain duration. Attributes associated with an object include its type, size, duration of presentation, throughput and quality requirements. A transition in an OCPN represents a synchronization point as it marks the play-out start time of new concurrent objects. Examples of two OCPNs are shown in Figure 2 . The OCPN, being only a speci cation model for presentation of multimedia information, does not contain the communication and synchronization requirements over a network. Various multimedia data types have different performance requirements for network transmission and play-out at the destination.
Isochronous objects, such as video and audio, need to be transmitted at the same rate as the play-out rate 10]. In other words, the rates of communication and presentation of these objects need to be equal in order to provide continuity in playback. Isochronous objects can be divided into smaller units of information to be used for maintaining synchronization. The smallest unit is referred as a Synchronization Interval Unit (SIU) 4]. As an example, the synchronization interval for a video object can be taken as 1=30th of a second, which corresponds to the play-out duration of a single video frame. In this case, a video frame represents an SIU. For audio data, the smallest unit can be an audio sample. A complete data object is transmitted as a stream of SIUs. The delayed arrival of SIUs may make them obsolete in the play-out process during the presentation of an object. Therefore, it is important that the presentation deadlines of SIUs should be known. This information can be easily derived from the deadlines of each object in a OCPN. Throughout this paper, our analysis for determining communication and system resource requirement for multimedia information is based at the SIU level.
Packet switching networks in which data follows a xed path from source to destination over a virtual path for the life of the connection are expected to play a major role in enterprise networks supporting multimedia services. In these networks users and multimedia servers are connected via switching nodes. Each switch, in turn, is connected to one or more other switches. An example of such a system is depicted in Figure 1 , where User 1 and 2 are being serviced by multimedia Server 2 and 1, respectively. Data transfer between the sourcedestination host pair is in the form of packets over a virtual path (VP) which is established by some routing strategy through one or more switches. In Figure 1 , VP 1 and VP 2 represent two possible virtual paths for data transmission from multimedia server 1 to user 2. The VP over which data transfer nally takes place for a connection is determined at the time of connection setup from one or more candidate VPs, depending on shortest distance, least delay, tra c load at each intermediate switch, available switch capacity, etc.
The emerging broadband ATM technology 11] de nes such a network. The ATM envi- ronment is ideally suited for the transport of heterogeneous streams of multimedia data, with di erent reliability and tolerance characteristics, to the same destination through the use of virtual channel (VC) and virtual path (VP) identi ers 5]. The VC and VP are used by the routing protocols to determine the path and channel a data packet would follow. When a connection is established between two or more hosts on the network a virtual path having one or more ATM switches is de ned. To determine the amount of bandwidth allocated to a connection, ATM requires connection admission control (CAC) and usage parameter control (UPC) protocols at each switch along the VP 12] . These protocols are used to manage the ATM resources for connection requirements. Multimedia information generally contains high-bandwidth data, such as video and high quality images. Distributed multimedia applications require the network to deliver this multimedia data, with a certain speci ed quality of service, for synchronized presentation at the destination. To ensure maximum utilization of the limited resources of the network (capacity and bu er), a e cient network resource management protocol is required. In packet switched networks a VP is established between the source and destination using switches.
The network tra c load at each switch can change dynamically due to various factors, such as the number of users concurrently served by that switch, the changing level of concurrency of multimedia data streams, and the initiation of new requests. In the example given in Figure 1 , if VP 1 and VP 3 are used by multimedia server 1 and 2 for transmitting data to user 2 and 1 respectively, then the switch Sw 2 has to manage multimedia data streams for both users. We assume that users access pre-orchestrated multimedia information, at the time of connection establishment and a priori knowledge of the temporal structure of multimedia information, in the form of OCPN, can be readily available from the multimedia server. Figure 2 (a) shows a scenario of multiple multimedia connections which collectively de ne the tra c pro le for Sw 2 for the above case. The expression obj(i; j); i denotes ith object of type obj with time duration of i units, that needs to be transmitted to user j. At time T 1 , switch Sw 2 is supporting connection for User 2. The switch at time T n , receives a connection request from User 1. The time instances -T 1 ; T 2 ; : : :; T 8 indicated on the time axis, correspond to the occurrence of various transitions in two OCPNs. The bandwidth requirement pro le of Users 1 and 2 at switch Sw 2 is shown in Figure 2 (b). It is assumed that the total capacity of switch Sw 2 (represented by C (2) ) is 5 Mbps. All the video objects in the OCPNs for User 1 and User 2 are assumed to have the same throughput requirement (r video ) of 2.5 Mbps, which can be achieved by compressing raw video data by a factor of 100. Throughput requirements of the audio objects (r audio ) in the OCPNs are assumed to be the same, that is 32 Kbps. The image is supposed to be a compressed color image of size 129 Kbits while all the text objects are assumed to consist of 80 columns 24 lines.
Static resource assignment schemes, although simple, can be very ine cient and wasteful for managing multimedia connections when bandwidth requirements may vary signi cantly for the duration of a connection. On the other hand some dynamic resource allocation schemes, while being able to allocate capacity/bu er e ciently, may require elaborate interswitch signaling. This may result in longer connection setup delays. Furthermore, each switch may not be capable of dynamically assigning resources for each channel at any ar- bitrary instant of time. However the development of high-speed broadband networks have dramatically increased the bandwidth and processing capability available at each switch in a network. Also, the usual duration of multimedia connections is considerably larger than the initial connection establishment delay. Thus dynamic resource allocation schemes can be used for optimum network resource utilization. In packet switched networks a connection request can only be serviced on a candidate VP if all the intermediate switches along it are able to allocate su cient resources to satisfy the QoP demands of the multimedia streams in consideration. The resource allocation in such a scenario needs to be performed at each switch, in coordination with the other switches which are included in the VP, to satisfy the dynamic capacity requirement of the multimedia data. In summary, to support diverse multimedia communication with di erent QoP requirements, the enterprise networks of today face the following challenges;
Allocation of resources for optimum utilization.
Transport of each multimedia stream within the speci ed QoP parameters.
Simple inter-switch signaling for low connection setup latency.
In the next section we provide a framework for network resource management to deal with these challenges.
Resource Management Schemes for Enterprise Networks
In enterprise multimedia applications, where users request pre-orchestrated multimedia data, the network tra c characteristics and hence the resource requirement of each request are known before the actual transmission of data. This information can be utilized towards the realization of more e cient resource management protocols for enterprise networks. In switched virtual path network environments the connections for servicing users' request are established over a number of intermediate switches which require some processing to optimize resource utilization.
Quality Requirements of Multimedia Information
Each switch is responsible for assigning appropriate channel capacity for the duration of every multimedia object being handled. For e cient allocation of resources, it is necessary that the throughput and inter-stream synchronization requirements of each connection is available to the switches at the time of connection establishment. Note that in a certain time interval the overall capacity of the switch may not be su cient to accommodate all the users' throughput requirements. Figure 2 (b) , the capacity requirement exceeds that of the switch in the time intervals T 2 ; T 3 ) and T 6 ; T 7 ), respectively. In this case, reassignment of channel capacity is needed at the occurrence of transitions at T 2 and T 3 . One option to overcome the limitations of a switch's capacity is to pre-fetch enough amount of multimedia data to compensate for the slower transfer rate. However, providing a large bu er at every switch may not always be practical. The only way to operate within a limited bu ering capability and restricted capacity at the switch, is to deliver objects partially and drop some SIUs at the previous switch or the server. For concurrent object data streams, determining the number of SIUs to be dropped for each object is equivalent to distributing some penalty among the objects. Criterion for such decision can be based on some user's speci ed presentation quality parameters for multimedia information. One such QoP is the acceptable loss of SIUs that can be expressed in terms of the \tolerance requirement". This QoP is speci ed and stored by a user, as a part of OCPN parameters, at the time of creation of multimedia information. This requirement establishes the bounds for the acceptable delivery of data to the user. From a user's point of view, it represents a measure on the network's limitation of not meeting the desired throughput rate over the VP, for each object in the OCPN. Typical values of such tolerance requirements for various types of data objects are given in Table 1 10]. Isochronous data can tolerate some information loss, while an-isochronous data with temporal constraints may require 100% reliability. Let ! i denote the tolerance requirement of object O i . Then, the presentation of object O i with loss of (1 ? ! i )% information is tolerable.
Admission Control
Another factor that determines capacity reassignment requirements, at each switch, is the request for a new connection. Newly originated requests are less sensitive to initial set-up delay. Therefore they should be handled in such a way that other ongoing multimedia sessions are not disturbed. Depending on the availability of the bandwidth at each switch in the VP, the possibility of denying the new requests cannot be ruled out. When a switch receives a request for a new connection from its local server or another switch, it rst determines if there is enough capacity available to accommodate the new request. If the capacity is not su cient to accommodate the new request, without degrading the presentation quality of already established connections, the request for new connection on this VP can be blocked. At this point its up to the routing scheme to explore alternate VPs. If the same situation persists at some switch in every VP then the connection between source and destination is denied altogether. Figure 2 (a) depicts an example of handling of a connection request initiated by a user. In this example, User 1 requests a connection at time T n . During the time interval T n ; T 2 ), the call is set up and the OCPN of User 2 is made available progressively to each switch on the VP, as explained in subsection 3.3.3. The throughput requirement can be determined based on the OCPN, and a decision can be made to accept or deny the request. If the request is accepted at each switch in the VP, a connection is established and the user starts receiving data from the server at time T 2 . The resource reservation procedure at a switch is given in subsection 3.3. In the system con guration shown in Figure 1 for the connection to be established between user 1 and multimedia server 2 along VP 3, Sw 4 , Sw 2 , and Sw 3 all have to be able allocate the required resources.
Dynamic Reservation
The throughput requirements at each switch on the VC, as dictated by users' OCPNs, can be met by using a dynamic channel allocation policy for multimedia connections. The bandwidth requirement of each individual connection being supported by the switch can be guaranteed if the total available capacity at the kth switch (C (k) ) satis es the total throughput requirement ( ) of multimedia tra c assigned to it in a given time interval. If this is possible for all the switches along the VP, then the transmission rate of data objects over the channel can be matched with the play-out rate at the user station. However, due to the throughput requirements of established sessions or new requests, occasionally a switch may not be able to satisfy the channel capacity requirements at a certain instant of time.
The OCPN information is made available to the switch at the time of connection establishment. Thus object O i 's play-out deadline, play-out duration and throughput requirement (represented by i , i and r i , respectively) are known a priori. Suppose that multiple objects O 1 ; : : :; O n need to be transmitted concurrently over the network in a certain time interval I = ; + ). Then the total throughput requirement , in the interval I, becomes = n X i=1 r i .
If kth switch capacity C (k) < , then at least ( ? C (k) ) j I j] amount of information in concurrent objects need to be dropped collectively at the switch during the interval I. We can de ne such loss of information as the \dropping ratio" Expressing the ratio i in terms of SIUs provides a better control mechanism for distributing the total droppage of object O i , uniformly over all its SIUs. For the simplicity of discussion we assume that data is compressed using some intra-frame compression technique. A fair capacity allocation policy requires that if transmission needs to be degraded, then degradation should be evenly spread across all the objects that are being transmitted concurrently. This means that all the objects have roughly equal dropping ratios. Under such a policy, the problem of nding dropping ratios for objects O 1 ; : : :; O n , in an interval I to conform to the limited switch capacity, reduces to the following Nonlinear Program having in nite number of solutions. It is quite plausible that the solution to the above NLP is not feasible. If no solution exists, then the tolerance requirement cannot be accommodated with the given switch capacity. In this case the above capacity assignment procedure is applied to an alternate VP between the source and destination. If the tolerance requirement cannot be met by all possible VPs, then the connection request is denied altogether. A possible option is to override the speci ed tolerances. A binary search in an appropriate subinterval of 0,1] could determine the maximum tolerance each VP can deliver. Once the largest value of ! that makes the constraints feasible is determined at each switch, we replace ! 1 ; : : :; ! n in (A) by ! and solve the NLP. Thus we can determine the maximum tolerance that the resource de cient switch, and in turn the VP, can guarantee uniformly to all the objects, whenever the required tolerances lead to an infeasible NLP. It is, then, up to the user to decide if this degradation of quality is acceptable.
In some cases, it may also be desirable to assign priority to various objects or to some users while allocating channel capacity. Such cases can be easily incorporated into our formulation. In the previous discussion, if the speci ed tolerance requirements cannot be met with the given switch's capacity, all the objects are transmitted with the same tolerance !. If some objects are more critical than others or if some users wish a higher tolerance for their objects, it is possible to alter the above NLP formulation to make the tolerance of transmission for an object proportional to its priority.
Using the above approach, the switch can assign it's capacity to users dynamically based on information in users' OCPNs, and the availability of the resources. The assignment of capacity for all the multimedia objects can be generated by the switch in the form of a \resource allocation table" for each interval T j ; T j+1 ) (denoted by I j ). These tables maintain assignment record of assigned capacities ( ij ) of objects O i for each user m, where 1 i n and 1 m q, as shown in Table 2 .
Inter Switch Rate Adaptation
The dynamic capacity assignment, as explained above, is implemented at each switch in the VP. When the aggregate users' throughput requirements are more than the switch capacity, the bandwidth allocation scheme would drop certain amount of data. This may introduce a slight mismatch in the capacity allocation, with respect to other switches, in a given time interval. The di erence in allocation among the switches could arise due to the di erent dropping ratios with which the multimedia stream would progress through the VP. If there is enough bandwidth available for all the objects in the multimedia stream at all the intermediate switches in the VP, then there would be no dropping of SIUs, and so no rate mismatch. However, in practice the communication bandwidth for a user at each switch is constrained due to limited capacity which has to be shared by many di erent users with varying bandwidth requirements. Switches encountered by the multimedia stream along the VP may have di erent available capacity and varying tra c pro les, thus bandwidth allocation optimization at each switch could impose di erent dropping ratios for the same object. The resulting di erence in capacity allocation is illustrated in the capacity allocation pro le for objects O 1 ; : : :; O 5 at the (k ? 1)th, kth, and (k + 1)th switches on the VP shown in i is the tolerance with which a multimedia object O i progresses through the kth switch. Also, the aggregate dropping ratio encountered by an object at all the switches in the VP has to be less than or equal to the total dropping ratio speci ed by the QoP tolerance requirement, i.e.
If the NLP (A) is infeasible at some switch k, then ! (k) i = ! (k) , where ! (k) is the maximum tolerance that the kth switch can guarantee uniformly to each object, for the solution of NLP (A). The di erence in allocated capacity among switches can be adjusted by introducing bu ering. The amount of bu er required for each object in a speci c time interval is upper bounded by the worst case rate mismatch. The type and number of objects being processed at a switch (speci ed by the aggregate OCPNs of all the connections) would determine the dynamic bu er allocation pro le at that switch. Due to the availability of this bu er, the same dropping ratios as speci ed by the QoP tolerance requirement could be used at every switch. This would give the dynamic bandwidth allocation at every switch the same amount of exibility in terms of dropping when su cient capacity to transmit an object is not available.
Switch Resource Scheduling
The allocation of switch capacity is based on the throughput and synchronization requirements of the multimedia objects speci ed by the aggregate OCPN. Before the switch allocates resources based on this information, it needs to modify the OCPN to cater for inter switch delays, which would e ect the time of arrival of the multimedia object. Resources need to be allocated according to this modi ed schedule. The scheduling o set should be equal to the inter-switch propagation and transmission delays. These delays may be di erent for each switch and object type, but can be determined from the knowledge of the network architecture and tra c pro le 13]. We assume that jitter compensation is provided by each switch for any random queuing delays encountered by the VCs. It is also assumed that each switch has the information of delays on data transfer from its neighboring switches, so that it can calculate the scheduling o set. Capacity and bu er are then allocated according to the capacity assignment algorithm of subsection 3.3 and the bu er requirements given in subsection 3.3.1, respectively.
Dynamic Resource Management Protocol
The dynamic capacity allocation rate mismatch, introduction of bu er for rate adaptation and variable delays encountered by the multimedia objects from one switch to the next, all result in some distortion of the original throughput and synchronization requirements speci ed by the original OCPN. Each switch needs to cater for this distortion to avoid scheduling con icts and improper resource utilization. Thus the resource allocation at a switch is based on the modi ed OCPN.
The resource management protocol, proposed in this paper, does advance allocation of resources to generate connection with guaranteed quality of service for multimedia data. The resources are assigned according to the QoP requirements of a multimedia connection. For the network con guration given in section 2, the connection establishment protocol has to select a VP and allocate resources at each switch on that VP. At the end of data transmission the reserved resources need to be deallocated to make them available for other requests.
An important consideration in the choice of a VP, is the transport of multimedia data within the speci ed QoP requirements. Other considerations like shortest path, least delay, etc., can be also examined for the selection of a VP to service a user request. A possible way to determine the suitability of a VP for satisfying the QoP requirements, is to compute the optimized allocation, as outlined in subsection 3.3, at each switch for all possible VPs. The VP with the least aggregate dropping ratio can be chosen to service the connection request. The disadvantage of this approach is that a connection request would reserve resources even on VPs which will nally not be used for data transfer. Thus another request within the same time frame could be denied before resources along the unused VPs could be deallocated. This unnecessary resource reservation can be avoided at the expense of increased connection setup time. Resources can be allocated on one VP at a time, which is selected if it can guarantee the speci ed QoP tolerance requirement.
The resource allocation ow at a switch is shown in Figure 4 . The connection request at the kth switch, from the server or the (k?1)th switch in the VP, contains the synchronization and throughput requirements for the new request. The dynamic capacity allocation rate mismatch, rate adaptation bu er, and delays, all result in some distortion of the original OCPN. To avoid scheduling con icts and improper resource utilization, each switch needs to assign resources on the distortion modi ed tra c pro le. If the switch can serve a new connection while satisfying the speci ed reliabilities of existing ones (i.e. NLP (A) is feasible) for the duration of the connections, the new connection is accepted and resources assigned accordingly. The resource allocation table is also updated to re ect the assigned capacity for the objects requested by the new connection. Any data drop introduced at this point further distorts the tra c pro le for the connection. The distortions, caused by the two step modi cation process on the original OCPN, are shown in Figure 3 . This distorted OCPN is included in the connection request to the next switch (i.e. switch Sw (k+1) in the VP). On the other hand, if the test fails, then the request for new connection is blocked and a \request denied" signal is sent to the previous switch on the VP, i.e. switch Sw (k?1) . This switch checks if it also is on the next VP, i.e. V P (j+1) . If yes, then it modi es the OCPN for the new delays (if they are di erent) and repeats the allocation procedure. In case the switch is not on the (j + 1)th VP, then the switch send the request denied to the previous switch.
Server-based Static Reservation
The dynamic resource reservation scheme, proposed in the previous subsection, optimizes network utilization at the cost of increased processing at each intermediate switch on the VP. In large enterprise networks there are many possible VPs (having numerous intermediate switches) between the multimedia servers and the users. Also, an increase in the number of users would cause more connection requests, and thus increase the quantity of multimedia tra c at each switch. The e ect of above factors on dynamic reservation would be higher connection setup latency. Furthermore, the network may not be able to meet the multiple channel demands of each multimedia connection. In this section we address synchronization issues when the network is not able to provide su cient number of channels required to support the multimedia tra c within the given QoP constraints. To overcome the network limitations and minimize the delay in connection establishment, we propose server-based scheduling procedures for synchronized presentation of multimedia data at the destination. We assume that the network uses a static reservation scheme, and provides multiple channels with guaranteed bandwidth and delay bounds. Each channel may have di erent delay bounds and bandwidth. Since the capacity of each channel and their number may not be su cient for transferring multimedia data within the given QoP requirements, the connection request may be denied. Alternatively some amount of multimedia data can be pre-fetched at the user-station for presentation later at the play-out deadline. The pre-fetched data needs to be bu ered prior to its synchronized play-out. This results in some initial delay which increases the system response time. The objective of the resource management scheme is to reserve resources to minimize the system response time and destination bu er requirements, while 20 ensuring synchronized play-out of multimedia data.
Let the multimedia document accessed by a user consists of a set of multimedia objects having a total of n SIUs, given by the set S = fSIU 1 ; SIU 2 ; : : : ; SIU n g. For each SIU i , the size s i and its play-out deadline T i are known. We assume that the network can provide a set of m channels, i.e. C = fC 1 ; C 2 ; : : :; C m g which are not su cient to provide inter-stream and intra-stream synchronization without pre-fetching. Each channel C j , provides a guaranteed e ective bandwidth rate c j and a bound on the transit delay j inside the network. If SIU i is scheduled for transmission on channel C j at time j according to some scheduling policy.
The arrival time, A i , of SIU i at the client site becomes
The tardiness of SIU i with respect to its play-out deadline is de ned as i = max 0; A i ?T i ].
When i > 0, SIU i misses its play-out deadline, resulting in intra-stream as well as interstream asynchrony. To ensure synchronization and avoid missing play-out deadlines of SIUs, we may need to delay the start of presentation until the tardy SIUs become available. Thus, the play-out of each SIU has to be delayed by the maximum tardiness max = max 1 i n i ]. This suggests that the induced play-out deadlines (T i + max ), for 1 i n, are the earliest play-out deadlines that can be met to get synchronized presentation. The time max is required to the pre-fetch data and represents the end-to-end delay in the network caused by insu cient channel bandwidth.
The scheduling of n SIUs on m channels is equivalent to assigning n independent tasks to m uniform parallel processors with di erent processing speeds. The factor distinguishing this problem from other processor scheduling problems is the transit delay j , associated with each channel. Conventional uniform processor scheduling models assume that the total processing time p ij of task i on processor j is given by s i =c j which corresponds to the special case of our model, where all transit delays are equal to zero. Scheduling n tasks on m parallel identical processors to minimize maximum tardiness is a well known NP-hard problem 15]. Consequently, the scheduling problem discussed in this subsection is also NP-hard. Thus polynomial time algorithms for optimal solutions are unlikely to exist. To service user requests the server needs to schedule the multimedia documents in real-time. We propose two heuristic algorithms for scheduling n SIUs over m channels while minimizing maximum tardiness. Each algorithm has two steps, namely sorting the SIUs in the order of their playout deadlines, and assigning the ordered SIUs to channels. The rst algorithm constructs a schedule forward in time, starting with the SIUs needed at the beginning of the presentation and attempting to schedule each SIU on the channel that can transmit it earliest. On the other hand, the second algorithm tries to schedule an SIU with largest play-out deadline among unscheduled SIUs on the channel that gives transmission start time of an SIU closest to its play-out deadline.
Let j denote the available time of channel C j . For the forward algorithm, j denotes the earliest time when channel C j is idle. The values of j 's are Initially set to zero. On the other hand, j in the backward algorithm represents the latest idle time of channel C j . Initially it is set to the maximum value of the play-out deadlines of SIUs for all j's. j is updated whenever an SIU is assigned to channel C j . In these algorithms, a set S is a list of SIUs sorted according to some rule, SIU (i) The above algorithms are both greedy algorithms. The complexity for sorting n SIUs is O(n log n) and complexity for scheduling SIUs on m channels is O(nm) (step FA.3 or BA.3). Thus, both algorithms have the same time complexity given by O(n log n + nm).
Conclusion
In this paper, we have proposed a communication framework to provide access and retrieval of multimedia information on enterprise networks. The objective is to manage the limited resources of the network for maximum utilization, while guaranteeing synchronized presentation of multimedia information within the quality constraints. Towards this end we present a dynamic capacity allocation scheme to support connections for multiple users. Speci cally we have shown that the channel capacity allocation problem, for transport of multimedia data with some user-speci ed QoP requirements, can be formulated as a quadratic programming problem. This allocation scheme is implemented at each intermediate switch to dynamically determine the capacity allocation. A switch can determine the maximum tolerance in case an optimal allocation is not feasible due to the limited capacity. The e ects of inter switch rate mismatch and network delay o set scheduling have also been incorporated in the management framework. In addition, we introduce the concept of route selection based on the requested network quality of service.
When the network switching nodes have limited processing capability, dynamic allocation may not be possible. For these class of enterprise networks, we have proposed server-based scheduling of multimedia data. The problem of scheduling multiple objects on multiple channels, when the number of channels are less than that required by all the concurrent objects, is similar to a parallel-processor scheduling problems. Since, such problem are classi ed as NP-hard, we give heuristic algorithms which optimize the scheduling of multimedia objects for synchronized play-out at the user-terminal.
The proposed framework is intended for pre-orchestrated multimedia information. However, it can also support multimedia applications with live data, such as video conferencing, by relaxing conditions on a priori knowledge of OCPN and by assigning bandwidth in an on-demand basis.
