1. Introduction. Since 1927 when Thomas [10] and Fermi [3] studied potentials and charge densities in atoms, many mathematicians and physicists have contributed further knowledge in this area concerning the following three models. Recently, we [2] generalized (1.1) to the form, y" +-y' = cx"y", (1.5) where b, c, p, and q are constants such that 0 < b < 1, c > 0, p > -2, and q > 1. We studied it under the boundary condition (1.2) for existence, uniqueness, and the dependence of the solution on the size of the interval [0, a.]. We refer to this paper for further references.
The main purpose here is to study existence and uniqueness results for the problems (1.5) subject to the boundary conditions (1.3) and (1.4), respectively; the dependence of the solution for the problem (1.5) and (1.3) on the size of the interval [0, a] is also established. We give accurate computational methods that allow b < 1, and devise the constructive methods such that the monotone iterative techniques can be Lrv = (xbv')' -rxp+bv, (2.1) where r is a positive constant. Comparing (2.1) with the left-hand side of the equa- Let F(r) = rl/2afiIv+i(\a\afi) -blv(\a\afi), H(r) = rlf2afiKv+l(\a\afi) + bKv(\a\a").
For the generalized neutral atoms with Bohr radii a, we need the following results.
Lemma 1. For 0 < b < 1, if n is a positive root of F(r), then the homogeneous problem given by (2.3) with r = r\ subject to the boundary conditions, u;(0) = 0, B(w(a)) = 0, (2.5) has a nontrivial solution of the form
where C\ is an arbitrary constant.
Proof. Let us use the boundary conditions (2.5) to determine the constants k\ and k2 in (2.4). Since where T denotes the gamma function, we have w\(0) = 0 and
The boundary condition w(0) = 0 gives k2 = 0. Since
we have
Since r\ is a root of F(r), the lemma is proved. Because |a| = 2r^/2/(p + 2), it follows that F(r) < 0 for r < b(u + 1)(/? + 2)/a2P. For sufficiently large r, Iv+\{z) and /"(z) are asymptotic to ez/(2^z)1/2. Hence, F(r) > 0 for sufficiently large r. Because F(r) is continuous for r e (O.oo), it has a positive root r\. If F(r) has another root r2, we may assume, without loss of generality, that r2 > r\. By Lemma 1, the problems (2.3) and (2.5) corresponding to r equal to r\ and r2 respectively have nontrivial solutions. Let Wj and v2 denote positive solutions corresponding to rx and r2 respectively. By Green's identity, fl Jo
whose left-hand side is ra V\V2xp+b(r2 -rx)dx> 0, j£0 in contradiction to its right-hand side being zero.
(ii) For v > 0 and z > 0, we have Ku+\(z) > K"{z). It follows that for b < 0, //(#•) > 0 when r > b2/a2'1.
We remark that for r e (0,oo), if b < 0, then F(r) > 0, and if 0 < b < 1, then H(r) > 0. It then follows from Lemma 2 that r can always be chosen such that both F(r) and H(r) are positive for b < 1. Here, k = F(r)/H(r). If / is continuous, nontrivial, and nonpositive, then v > 0 for 0 < x < a.
Proof. Since the boundary condition w{0) = 0 implies k2 -0, and the boundary condition B(w(a)) = 0 implies (2.7), it follows from F(r) > 0 that k\ = 0. Thus, the homogeneous problem has the trivial solution only, and hence the nonhomogeneous problem (2.8) has a unique solution.
By using (2.6), hK'M(h) = fiKn(h) -hK^+\(h), and the Wronskian W(I^(h), K^(h)) = -l/h for nonzero // and h, we obtain Green's function, G(x;<^). Since W\, w2, and k are positive, it follows that G(x;£) < 0 for 0 < x, £ < a, and the lemma is proved. For the generalized isolated neutral atom, we have the following result. If / is continuous, nontrivial, and nonpositive, then Voo > 0 for 0 < a; < oo.
Proof. From the general solution (2.4) of Lrw -0, t>oo(0) = 0 implies k2 = 0.
Since lim^oo W\(x) -oo, it follows from lim^oo Voo(x) = 0 that k\ = 0. Thus, the homogeneous problem corresponding to (2.9) has the trivial solution only, and hence the nonhomogeneous problem has a unique solution. A direct computation gives Green's function Gbo(x;<!;). Obviously, it is negative for 0 < x, £, < oo, and hence the lemma follows.
Using the same procedure as in the proof of Lemma 3, we have the following lemmas. 
If / is continuous, nontrivial, and nonpositive, then vj > 0 for 0 < x < S.
Lemma 6. For b < 0, the nonhomogeneous problem,
has a unique solution,
where Gi(x\£,) is Green's function, given by
If / is continuous, nontrivial, and nonpositive, then v4 > 0 for 0 < x < a.
3. Bohr radii. The Thomas-Fermi equation (1.1) has no real negative solution. We confine our attention to finding a real, positive, and bounded solution y for the problem (1.5) and (1.3).
We have the following uniqueness result. To prove the dependence of the solution y on a, let x = at, and £(/) = y(at).
By Theorem 7, the problem (3.1) has at most one positive solution for 0 < t < 1. Theorem 8. If 0 < X < t, and Ca(0 and Cr(0 are positive solutions of the problem (3.1) with a equal to A and t, respectively, then Ca > Cr for 0 < / < 1.
if a < Ct somewhere in the interval (0, 1), then from (3.1) and the positivity of Cx and Ct, there exists a subinterval (/t, *2) such that the right-hand side of (3.2) is negative, and = Cr(M-If = CAh), then by the maximum principle, we have a contradiction unless t2 = 1, and -Cr, being negative in the interval (fj, 1), attains its negative minimum at t -1.
Case (i): 0 < b < 1. By Green's identity,
Since C^i) < Cr(M> the right-hand side of (3.3) is nonpositive. Because £r > for t e (ti, 1), the left-hand side of (3.3) is positive. Thus we have a contradiction.
Hence, Cx(t) > Cr(0 for 0 < / < 1.
Suppose Cx(h) = Ct(h) for some e (0, 1). Then there exists an interval such that the right-hand side of (3.2) is nonpositive since X < x. By the maximum principle, Cx(t) = CT(0 for 0 < t < 1. This contradicts (3.2).
Case (ii): b -0. Since (Cx -Cr)'(l) = (Ca -Cr)(l), the tangent line at t -1 must pass through the origin. This contradicts that the graph of (a -(T is concave downwards for t e (ti, 1) since (Ca -(T)" < 0. Thus Ca > Ct for 0 < t < 1. By following the last part of the proof in case (i), we have Ca > Cr for 0 < t < 1.
Case (iii): b < 0. A proof analogous to that of case (iii) of Theorem 7 gives b(Cx ~ CrY/t > 0 for t e (t\, 1). The rest of the proof is similar to that of case (ii).
Since the behavior and the constructions of the solutions of the problem (1.5) and (1. For the purpose of constructing a solution y, M may be taken to be max{l, N).
By using the general solution (2.4), we have the following result. Since M > y > W for 0 < x < a, the following result follows immediately from the fact that the derivative of the function with respect to z is negative.
Lemma 11. For 0 < z < M -W, the function c(W + z)q -rz is decreasing with respect to z, provided r > cqMq~x.
Let us show that the sequence {w "} is bounded above.
Lemma 12. Let r > cqMq~x, and r > rx. Then w_n < M -W for 0 < x < a, n = 0, 1,2
Proof. Since y < M for 0 < x < a, and y-W = w, it suffices to show that wn < w for n = 0, 1,2
It follows from (3.6), (3.7), (3.8), and Lemma 11 that Lr(w_ -w_\) -xp+b{[c(W + w)q -r{W + u;)] -(cWq -rW)} < 0.
Because (w -w_i)(0) = 0, and B((w -1,)(a)) = 0, we have w>wl for 0 < x < a by Lemma 3. Let us assume that for a particular value of n, say j (> 1), w > Wj for 0 < x < a.
Again from (3.6), (3.8) , and Lemma 11, we have Lr(w -wJ+l) < 0, and hence by Lemma 3, w > w_j+l. By the principle of mathematical induction, we have w(x) > wn(x) for 0 < x < a, n = 0,1,2,
The following result gives lower bounds and existence of a unique positive bounded solution constructively. Its proof is analogous to that of Theorem 1 of Chan and Hon [2] , and hence is omitted here.
Theorem 13. Let r > cqMq~l, and r> rx. For n = 1, 2, 3,..., 0 < wn < wn+l <w for 0 < x < a\ furthermore, the problem (1.5) and (1.3) has a unique positive bounded solution y, to which the sequence {W + w_n} converges monotonically upwards. By the maximum principle, y attains its maximum either at x equal to 0 or a. To obtain an upper bound for y, we need to establish one for y(a) since y(0) = 1. it follows from a proof analogous to that of case (ii) in Theorem 8 with the use of the maximum principle that V > y for 0 < x < a. We note that since p < 0, the right-hand side of (3.11) can be computed numerically for each given value of a by using the IMSL (Edition 9.2, Revised November, 1984, IMSL LIB-0009) subroutine ZXMWD (to find, to single precision, the global minimum (with constraints) of a function of n variables). Let us denote this supremum value by mi. Henceforth, we choose The following result gives upper bounds and existence of a unique solution constructively. Its proof is similar to that of Theorem 13, and hence is omitted here.
Theorem 16. Let r > cq max{[F(a)]9_1,1}. For p < 0, 0 < vn < vn+\ <v for 0 < x < a, n = 1,2,3,...; furthermore, the problem (1.5) and (1.3) has a unique solution y, to which the sequence {V -vn} converges monotonically downwards.
We can also construct another sequence {v"} as follows: The following result gives lower bounds and existence of a unique solution constructively. Its proof is again similar to that of Theorem 13.
Theorem 20. Let r > max{b2/a2P, cq( \ -1 /b)q~1}. For n = 1,2,3,..., U > Un > -n+\ > a for 0 < x < a; furthermore, the problem (1.5) and (1.3) has a unique positive solution y, to which the sequence {U -un) converges monotonically upwards.
We note that although Theorems 19 and 20 give the same solution y, the positivity of y is a direct consequence of the construction in Theorem 20 only. A similar remark on Theorems 16 and 17 may be made. 4 . Isolated neutral atom. Since at a local maximum, y" < 0 and y' = 0, it follows that a nonnegative solution of the problem (1.5) and (1.4) cannot attain its local maximum inside the interval (0, oo). Hence, its maximum is attained at x = 0, and y is bounded by 1.
We have the following uniqueness result.
Theorem 21. There exists at most one nonnegative solution of the problem (1.5) and (1.4). where rj lies between y3 and y4. Without loss of generality, suppose 6 > 0 somewhere inside the interval (0,00). Then, 6 attains its positive maximum at some point there.
At this point, the left-hand side of (4.1) is negative while its right-hand side is positive. This contradiction proves the theorem. To obtain a lower bound for y, we consider the problem:
x-*00
By using the general solution (2.4) of Lrw = 0, and lim.^oo wi(x) = 00, we obtain Z(x)=f^y(M) I<1-"%"(Hl')> 0. The following result gives lower bounds and existence of a unique positive solution constructively. The procedure of its proof by using Lemma 4 is similar to that of Theorem 13, and hence is omitted here.
Theorem 22. Let r > cq. For n = 1,2,3,..., 0 < z n < Z_n+1 < z for 0 < x < oo; furthermore, the problem (1.5) and (1.4) has a unique positive solution y, to which the sequence {Z + znj converges monotonically upwards.
5. Numerical results. The following computations are performed by the Honeywell 68/80 Multics computer system with subroutines from the IMSL Library. We apply the above constructive methods to obtain numerical solutions. We study the problem (1.5) and ( 
Jo where W is given by (3.5). To integrate the above integral, we use subroutines ICSCCU (to perform, to single precision, cubic spline interpolation), ICSEVU (to evaluate, to single precision, a cubic spline), MGAMAD (=DGAMMA to evaluate, to double precision, the gamma function of a double precision argument), MMBSIR (to compute, to double precision, a modified Bessel function of the first kind of nonnegative real order for real positive arguments with exponential scaling option), MMBSKR (to compute, to double precision, a modified Bessel function of the second kind of nonnegative real fractional order for real positive arguments scaled by exp(arg)), and DCADRE (to do numerical integration, to single precision, of a function using cautious adaptive Romberg extrapolation). In this way, we obtain w(x) to the desired degree of accuracy. This in turn gives y(x). For the above calculations, we divide the interval [0, a] into ten equal subintervals. The results, to 4 decimal points, are given in Table 1 . 1) and (1.3) for the neutral atom with several Bohr radii a. This corresponds to b = 0, c = 1, p --1/2, and q = 3/2. We have v -2/3, and /? = 3/4. For each value of a, we use the subroutine ZXMWD to compute -m\. This determines the upper bound V{x). Similar to Example 1, we compute vn+\ from vn for n > 0 by using the representation formula for Vn+i with subroutines ICSCCU, ICSEVU, MGAMAD, MMBSIR, MMBSKR, and DCADRE. In this way, we obtain v(x), and hence y(x). To find y'(0) for a given value of a, we use the subroutine DRVTE (for calculating, to double precision, the first, second or third derivative of a user supplied function). To compute the value of a such that y'(0) is equal to a prescribed value, we use, in addition to the subroutines for computing vn+\ for each value of a, the subroutine ZBRENT.
Luning's existence and uniqueness result for the problem (1.1) and (1.3) requires y'(0) = y/a, (5.1)
where y is a constant such that y > -1. We also obtained the estimates: Table 2 . We find the value of a such that y'(0) = 0 to be .8257, compared with a < .9579 ICSEVU, MGAMAD, MMBSIR, MMBSKR, and DCADRE. In this way, we obtain u(x), and hence y(*). F°r the above calculations, we divide the interval [0,a] into ten equal subintervals. The results, rounded to 4 decimal points, are given in Table   3 . Table 3 a -2, b --1, c = 1, p = -1/2, <7 = 3/2 j .2000 .4000 .6000 .8000 1.0000 1.2000 1.4000 1.6000 1.8000 2.0000 y{x) .9308 .8511 .7827 .7296 .6931 .6742 .6738 .6935 .7353 .8020 Example 4. We consider the Thomas-Fermi model (1.1) and (1.4) for an isolated neutral atom. Here, b = 0, c = 1, p --1/2, and q = 3/2. We then have v = 2/3, and P = 3/4. By Theorem 22, we may choose r = 3/2; this gives |a| = (8/3)'/2. As before, zn+1 can be computed from its representation formula by using subroutines ICSCCU, ICSEVU, MGAMAD, MMBSIR, MMBSKR, and DCADRE. In this way, we obtain z(x), and hence y(x). Since /"(|a|200^) = .2230x 1037, and A^"(|a|200^) = . For illustrative purpose, 24 data, rounded to 4 decimal points, are given in Table 4 . 
