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Abstract. It is known that the classical Banach–Stone theorem does not
extend to the class of AC(σ) spaces of absolutely continuous functions
defined on compact subsets of the complex plane. On the other hand, if
σ is restricted to the set of compact polygons, then all the corresponding
AC(σ) spaces are isomorphic (as algebras). In this paper we examine
the case where σ is the spectrum of a compact operator, and show that
in this case one can obtain an infinite family of homeomorphic sets for
which the corresponding function spaces are not isomorphic.
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1. Introduction
Well-bounded operators are one generalization of self-adjoint operators to
the Banach space setting. A bounded linear operator T on a Banach space
is said to be well-bounded if there is a compact interval [a, b] ⊆ R such
that T admits a bounded AC[a, b] functional calculus. At least on reflexive
spaces such operators possess a type of spectral decomposition theory similar
to that for self-adjoint operators, but one which allows conditionally rather
than unconditionally convergent spectral expansions.
Even on a general Banach space, every compact well-bounded operator
admits a diagonal representation of the form
T =
∞∑
j=1
λjPj (1.1)
where {λj} is the set of nonzero eigenvalues of T and {Pj} is the correspond-
ing set of Riesz projections onto the eigenspaces. Conversely, under suitable
conditions on {λj} and {Pj}, any operator formed in this way is compact and
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well-bounded [7]. For example, if {Qj}∞j=0 are the projections associated with
a Schauder decomposition of the space X and Pj = Qj−Qj−1, (j = 1, 2, . . . )
then
∑∞
j=1 λjPj is compact and well-bounded for any decreasing sequence
{λj} of positive reals converging to zero.
An obstruction to extending this theory to provide an analogue of nor-
mal operators was the lack of a good replacement for the function algebra
AC[a, b]. Ideally the functional calculus for an operator T should only depend
on the values of the function on σ(T ) and so one would like a suitable alge-
bra AC(σ) where σ is any nonempty compact subset of C. Over the years a
number of papers addressed this problem (see for example, [10, 5, 6]) without
providing a fully satisfactory theory.
For use in spectral theory, any proposed definition of a Banach algebra
AC(σ) of ‘absolutely continuous functions’ on a compact set σ ⊆ C should
have the properties that:
1. it should agree with the usual definition if σ is an interval in R;
2. AC(σ) should contain all sufficiently well-behaved functions;
3. if α, β ∈ C with α 6= 0, then the space AC(ασ + β) should be isometri-
cally isomorphic to AC(σ).
The final condition is capturing the fact that the spectral decomposition and
functional calculus for αT + β should essentially match that of T .
Since none of the existing concepts of absolute continuity for functions
defined on subsets of the plane satisfied these conditions, a new definition
(which does satisfy properties 1, 2 and 3) was introduced in [1] and these
are the spaces AC(σ) which we consider in this paper. We briefly outline the
appropriate definitions in Section 2.
An AC(σ) operator is defined to be one which admits a bounded AC(σ)
functional calculus. This class includes not only all normal Hilbert space op-
erators, but also the classes of scalar-type spectral operators, well-bounded
operators and trigonometrically well-bounded operators acting on any Ba-
nach space [2]. Compact AC(σ) operators admit a spectral decomposition
as a possibly conditionally convergent sum of the form (1.1) (see [3]). Con-
versely, Theorem 5.1 of [3] shows how to construct large families of compact
AC(σ) operators on a Banach space X from conditional decompositions of
X . In particular, αT is a compact AC(ασ(T )) operator whenever α ∈ C and
T ∈ B(X) is compact and well-bounded.
For a normal operator T on a Hilbert space, the C∗-algebra C∗(T ) gen-
erated by T is isometrically isomorphic to C(σ(T )). The Banach–Stone and
Gelfand–Kolmogorov theorems say that if Ω1 and Ω2 are compact Hausdorff
spaces then the following conditions are equivalent.
1. Ω1 and Ω2 are homeomorphic,
2. C(Ω1) and C(Ω2) are linearly isometric as Banach spaces,
3. C(Ω1) and C(Ω2) are isomorphic as algebras (or as C
∗-algebras).
This greatly limits the structure of the algebras C∗(T ) for compact normal
operators.
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The link between the Banach algebra
BT = cl{f(T ) : f ∈ AC(σ)}
generated by an AC(σ) operator and the function algebra AC(σ) is less
direct (even in the case that σ = σ(T )). Nonetheless, it is natural to ask
about the extent to which a Banach–Stone type theorem might apply in
this setting. In particular, we are predominently interested in determining
conditions under which two such spaces AC(σ1) and AC(σ2) are isomorphic
as Banach algebras.
To be definite, if A and B are algebras, we shall say that A is isomorphic
as an algebra to B if there exists an algebra isomorphism (that is, a linear
and multiplicative bijection) Φ : A → B. If A and B are Banach algebras
then we shall say that they are isomorphic as Banach algebras, and write
A ≃ B, if there is an algebra isomorphism Φ : A → B such that Φ and Φ−1
are continuous. Since this will generally be the context in this paper, unless
otherwise specified, the term isomorphic should be taken mean isomorphic
as Banach algebras.
In [9] it was shown that if AC(σ1) and AC(σ2) are isomorphic as alge-
bras, then any algebra isomorphism is necessarily bicontinuous and hence the
spaces are in fact isomorphic as Banach algebras. However, unlike the case
for the C(Ω) spaces, the algebra isomorphisms need not be isometric.
One could also consider the question as to when AC(σ1) and AC(σ2)
are isomorphic as Banach spaces. Although we will not pursue this here, we
will see in Section 6 that it is easy to construct examples where two of these
spaces are linearly isomorphic, but not isomorphic as algebras.
One direction of the Gelfand–Kolmogorov theorem carries over to the
current setting. If AC(σ1) and AC(σ2) are isomorphic as algebras then the
sets σ1 and σ2 must be homeomorphic subsets of C (see [9, Theorem 2.6]). The
converse direction was shown to fail since the spaces of absolutely continuous
functions on the closed disc and the closed square are not isomorphic. In
a positive direction, the spaces for any two closed polygons are necessarily
isomorphic Banach algebras. (Indeed, this result can be extended to a more
general class of sets consisting of polygonal regions with polygonal holes.)
The aim of this paper is to examine the situation where σ is the spectrum
of a compact operator, and more particularly where σ is a compact countable
subset of the plane with a single limit point. All sets in this latter category
are of course homeomorphic, but we shall show that one can get infinitely
many non-isomorphic AC(σ) spaces from such sets. On the other hand, if
we require that these sets are subsets of R, then there are exactly two such
spaces up to isomorphism.
The AC(σ) spaces are defined as subalgebras of spaces of functions of
bounded variation, denoted by BV (σ). For general sets σ the isomorphisms
between BV (σ) spaces has been much less studied. Certainly isomorphisms
of such spaces need not be associated with homeomorphisms of the domains
of the function spaces (see Example 3.4 below). On the other hand, for the
limited range of sets that we are working with here, BV (σ) is not much bigger
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than AC(σ) and many of the proofs can be adapted to give a result about
these larger spaces.
2. Preliminaries
In this section we shall briefly outline the definition of the spaces AC(σ) and
BV (σ). Throughout, σ, σ1 and σ2 will denote nonempty compact subsets of
the plane, which, for notational convenience we shall often identify as R2. We
shall work throughout with algebras of complex-valued functions.
Suppose that f : σ → C. Let S =
[
x0,x1, . . . ,xn
]
be a finite ordered
list of elements of σ, where, for the moment, we shall assume that n ≥ 1. Let
γS denote the piecewise linear curve joining the points of S in order. Note
that the elements of such a list do not need to be distinct.
The curve variation of f on the set S is defined to be
cvar(f, S) =
n∑
i=1
|f(xi)− f(xi−1)| . (2.1)
Unless f is constant, this quantity can be made arbitrarily large by taking S
to consist of a repeating sequence of points on which f differs. To deal with
this we associate to each list S a variation factor vf(S). Loosely speaking,
this is the greatest number of times that γS crosses any line in the plane. To
make this more precise we need the concept of a crossing segment.
Definition 2.1. Suppose that ℓ is a line in the plane. We say that xi xi+1, the
line segment joining xi to xi+1, is a crossing segment of S =
[
x0,x1, . . . ,xn
]
on ℓ if any one of the following holds:
(i) xi and xi+1 lie on (strictly) opposite sides of ℓ.
(ii) i = 0 and xi ∈ ℓ.
(iii) i > 0, xi ∈ ℓ and xi−1 6∈ ℓ.
(iv) i = n− 1, xi 6∈ ℓ and xi+1 ∈ ℓ.
In this case we shall write xi xi+1 ∈ X(S, ℓ).
Definition 2.2. Let vf(S, ℓ) denote the number of crossing segments of S on
ℓ. The variation factor of S is defined to be
vf(S) = max
ℓ
vf(S, ℓ).
Clearly 1 ≤ vf(S) ≤ n. For completeness, in the case that S =
[
x0
]
we
set cvar(f,
[
x0
]
) = 0 and let vf(
[
x0
]
, ℓ) = 1 whenever x0 ∈ ℓ.
Definition 2.3. The two-dimensional variation of a function f : σ → C is
defined to be
var(f, σ) = sup
S
cvar(f, S)
vf(S)
, (2.2)
where the supremum is taken over all finite ordered lists of elements of σ.
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The variation norm of such a function is
‖f‖BV (σ) = ‖f‖∞ + var(f, σ)
and the set of functions of bounded variation on σ is
BV (σ) = {f : σ → C : ‖f‖BV (σ) <∞}.
The space BV (σ) is a Banach algebra under pointwise operations [1, Theorem
3.8]. If σ = [a, b] ⊆ R then the above definition is equivalent to the more
classical one.
Let P2 denote the space of polynomials in two real variables of the form
p(x, y) =
∑
n,m cnmx
nym, and let P2(σ) denote the restrictions of elements
on P2 to σ. The algebra P2(σ) is always a subalgebra of BV (σ) [1, Corollary
3.14].
Definition 2.4. The set of absolutely continuous functions on σ, denoted
AC(σ), is the closure of P2(σ) in BV (σ).
The set AC(σ) forms a closed subalgebra of BV (σ) and hence is a
Banach algebra. Again, if σ = [a, b] this definition reduces to the classical
definition.
More generally, we always have that C1(σ) ⊆ AC(σ) ⊆ C(σ), where
one interprets C1(σ) as consisting of all functions for which there is a C1
extension to an open neighbourhood of σ (see [8]).
3. Locally piecewise affine maps
It is essentially a consequence of the classical Banach–Stone Theorem that
any algebra isomorphism between two AC(σ) spaces must take the form of
a composition operator determined by a homeomorphism. (Note that this is
not true for the BV (σ) spaces.)
Theorem 3.1 ([9, Theorem 2.6]). Suppose that σ1 and σ2 are nonempty com-
pact subsets of the plane. If Φ : AC(σ1) → AC(σ2) is an isomorphism then
there exists a homeomorphism h : σ1 → σ2 such Φ(f) = f ◦ h−1 for all
f ∈ AC(σ1).
Not all homeomorphisms h : σ1 → σ2 produce algebra isomorphisms,
but a large class of suitable maps can be obtained by taking compositions of
what are known as locally piecewise affine maps.
Let α : R2 → R2 be an invertible affine map, and let C be a convex
n-gon. Then α(C) is also a convex n-gon. Denote the sides of C by s1, . . . , sn.
Suppose that x0 ∈ int(C). The point x0 determines a triangulation T1, . . . , Tn
of C, where Tj is the (closed) triangle with side sj and vertex x0. A point
y0 ∈ int(α(C)) determines a similar triangularization Tˆ1, . . . , Tˆn of α(C),
where the numbering is such that α(sj) ⊆ Tˆj .
Lemma 3.2. With the notation as above, there is a unique map h : R2 → R2
such that
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1. h(x) = α(x) for x 6∈ int(C),
2. h maps Tj onto Tˆj, for 1 ≤ j ≤ n.
3. αj = h|Tj is affine, for 1 ≤ j ≤ n.
4. h(x0) = y0.
We shall say that h is the locally piecewise affine map determined by
(C,α,x0,y0).
The important property of locally piecewise affine maps is that they
preserve the isomorphism class of AC(σ) spaces. (Explicit bounds on the
norms of the isomorphisms are given in [9], but we shall not need these here.
In any case, the known bounds are unlikely to be sharp.)
Theorem 3.3. [3, Theorem 5.5] Suppose that σ is a nonempty compact subset
of the plane, and that h is a locally piecewise affine map. Then BV (σ) ≃
BV (h(σ)) and AC(σ) ≃ AC(h(σ)).
σ1
x
y C
h
σ1
C
x
y
Figure 1. A locally piecewise affine map h moving x to y.
For most applications it suffices to restrict one’s attention to locally
piecewise affine maps where the map α is the identity. This allows you to
move certain parts of σ while leaving other parts fixed. In particular, if σ1
is a compact set and x and y are points in the complement of σ1 which
can be joined by a polygonal path which avoids σ1, then BV (σ1 ∪ {x}) ≃
BV (σ1 ∪{y}) and AC(σ1 ∪{x}) ≃ AC(σ1 ∪ {y}) (see Figure 1). This would
be sufficient to prove our main theorem in Section 5, but in the next section
we shall prove a more general result which removes the requirement that
there be a path from x to y.
The following example shows that there are isomorphisms of BV (σ)
spaces which are not induced by homeomorphisms of the domains σ1 ans σ2.
Example 3.4. Let σ1 = σ2 = {0} ∪ {
1
n}
∞
n=1. Define h : σ1 → σ2 by
h(x) =


1, x = 0,
0, x = 1,
x, otherwise.
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and for f ∈ BV (σ1) let Φ(f) : σ2 → C be Φ(f) = f◦h−1. A simple calculation
shows that 13 var(f, σ1) ≤ var(Φ(f), σ2) ≤ 3 var(f, σ1) and so Φ is a Banach
algebra isomorphism from BV (σ1) to BV (σ2). The map h is of course not a
homeomorphism.
On the other hand, as in the example, all isomorphisms of BV (σ) spaces
do come from composition with a bijection of the two domains.
Theorem 3.5. Suppose that σ1 and σ2 are nonempty compact subsets of the
plane. If Φ : BV (σ1)→ BV (σ2) is an isomorphism then there exists a bijec-
tion h : σ1 → σ2 such Φ(f) = f ◦ h−1 for all f ∈ BV (σ1).
Proof. Since Φ is an algebra isomorphism, it must map idempotents to idem-
potents. Note that for all z ∈ σ1, the function fz = χ{z} lies in BV (σ1)
and hence gz = Φ(fz) is an idempotent in BV (σ2). Since Φ is one-to-one,
gz is not the zero function and hence the support of gz is a nonempty set
τ ⊆ σ2. If τ is more than a singleton then we can choose w ∈ τ and write
gz = χ{w} + χSτ\{w} as a sum of two nonzero idempotents in BV (σ2). But
then fz = Φ
−1(χ{w}) + Φ
−1(χS\{w}) is the sum of two nonzero idempotent
in BV (σ1) which is impossible. It follows that gz is the characteristic func-
tion of a singleton set and this clearly induces a map h : σ1 → σ2 so that
Φ(fz) = χ{h(z)}. Indeed, by considering Φ
−1 it is clear that h must be a
bijection between the two sets. 
4. Isolated points
In general, calculating ‖f‖BV (σ), or indeed checking that a function f is in
AC(σ) can be challenging. One way to simplify things is to break σ into
smaller pieces and then deal with the restrictions of f to these pieces. If σ1
is a compact subset of σ and f ∈ AC(σ) then it is easy to check that f |σ1 ∈
AC(σ1) and ‖f |σ1‖BV (σ1) ≤ ‖f‖BV (σ). However there are simple examples
(see [8, Example 3.3]) where σ = σ1 ∪ σ2, f |σ1 ∈ AC(σ1), f |σ2 ∈ AC(σ2),
but f 6∈ BV (σ).
If one has disjoint sets σ1 and σ2, then the situation is rather better.
Writing σ = σ1 ∪ σ2 one essentially has [8, Corollary 5.3] that AC(σ) =
AC(σ1) ⊕ AC(σ2). To formally make sense of this one needs to identify
AC(σ1) with the set {f ∈ AC(σ) : supp(f) ⊆ σ1}. This requires that if
one extends a function g ∈ AC(σ1) to all of σ by making it zero on σ2, then
the extended function is absolutely continuous. While this is indeed always
true, the constant Cσ1,σ2 such that ‖f‖BV (σ) ≤ Cσ1,σ2 ‖f |σ1‖BV (σ1) depends
on the geometric configuration of the two sets, and is not bounded by any
universal constant.
For what we need later in the paper, we shall just need to consider the
special case where σ2 is an isolated singleton point. For the remainder of this
section then assume that σ1 is a nonempty compact subset of C, that z 6∈ σ1
and that σ = σ1 ∪ {z}. It is worth noting (using Proposition 4.4 of [1] for
example) that χ{z} is always an element of AC(σ).
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For f ∈ BV (σ) let
‖f‖D = ‖f‖D(σ1,z) = ‖f |σ1‖BV (σ1) + |f(z)|.
(To prevent the notation from becoming too cumbersome we will usually
just write ‖f‖BV (σ1) rather than ‖f |σ1‖BV (σ1) unless there is some risk of
confusion.)
Proposition 4.1. The norm ‖·‖D is equivalent to the usual norm ‖·‖BV (σ) on
BV (σ).
Proof. We first remark that it is clear that ‖·‖D is a norm on BV (σ). Also,
noting the above remarks, ‖f‖D ≤ 2 ‖f‖BV (σ) so we just need to find a
suitable lower bound for ‖f‖D.
Suppose then that f ∈ BV (σ). Let S = [x0,x1, . . . ,xn] be an ordered
list of points in σ and let S′ = [y0, . . . ,ym] be the list S with those points
equal to z omitted. Our aim is to compare cvar(f, S) with cvar(f, S′). In
calculating cvar(f, S) we may assume that no two consecutive points in this
list are both equal to z, and that S′ is nonempty. Let N be the number of
times that the point z occurs in the list S.
Now if xk = z for some 0 < k < n then
|f(xk)− f(xk−1)|+ |f(xk+1)− f(xk)|
≤ 2 ‖f |σ1‖∞ + 2|f(z)|
≤ |f(xk+1)− f(xk−1)|+ 2 ‖f |σ1‖∞ + 2|f(z)|
If x0 = z then |f(x1) − f(x0)| ≤ ‖f |σ1‖∞ + |f(z)| and a similar estimate
applies if xn = z. Putting these together shows that
cvar(f, S) =
n∑
k=1
|f(xk)− f(xk−1)|
≤
m∑
k=1
|f(yk)− f(yk−1)|+ 2N(‖f |σ1‖∞ + |f(z)|).
Let ℓ be any line through z which doesn’t intersect any other points of S.
Checking Definition 2.1, one sees that we get a crossing segment of S on ℓ for
each time that xk = z and so vf(S) ≥ vf(S, ℓ) ≥ N . By [8, Proposition 3.5]
we also have that vf(S) ≥ vf(S′). Thus
cvar(f, S)
vf(S)
≤
cvar(f, S′) + 2N(‖f |σ1‖∞ + |f(z)|)
vf(S)
≤
cvar(f, S′)
vf(S′)
+
2N(‖f |σ1‖∞ + |f(z)|)
N
≤ var(f, σ1) + 2(‖f |σ1‖∞ + |f(z)|)
≤ 2 ‖f‖D .
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Taking the supremum over all lists S then shows that var(f, σ) ≤ 2 ‖f‖D and
hence that
‖f‖BV (σ) = ‖f‖∞ + var(f, σ) ≤ 3 ‖f‖D
which completes the proof. 
The constants obtained in the proof of Proposition 4.1 are in fact sharp.
Suppose that σ1 = {−1, 1}, z = 0 and σ = σ1∪{z}. Then
∥∥χ{0}∥∥D = 1 while∥∥χ{0}∥∥BV (σ) = 3. On the other hand, if f is the constant function 1, then
‖f‖D = 2 while ‖f‖BV (σ) = 1.
Proposition 4.2. f ∈ AC(σ) if and only if f |σ1 ∈ AC(σ1).
Proof. Rather than use the heavy machinery of [8, Section 5], we give a more
direct proof using the definition of absolute continuity. As noted above, one
just needs to show that if f |σ1 ∈ AC(σ1), then f ∈ AC(σ). Suppose then
that f |σ1 ∈ AC(σ1). Given ǫ > 0, there exists a polynomial p ∈ P2 such that
‖f − p‖BV (σ1) < ǫ/3. Define g : σ → C by g = p+ (f(z) − p(z))χ{z}. Since
χ{z} ∈ AC(σ), we have that g ∈ AC(σ) and ‖f − g‖BV (σ) ≤ 3 ‖f − g‖D =
3 ‖f − p‖BV (σ1) < ǫ. Since AC(σ) is closed, this shows that f ∈ AC(σ). 
Corollary 4.3. Suppose that σ1 is a nonempty compact subset of C and that x
and y are points in the complement of σ1. Then BV (σ1∪{x}) ≃ BV (σ1∪{y})
AC(σ1 ∪ {x}) ≃ AC(σ1 ∪ {y}).
Proof. Let h : σ1 ∪ {x} → σ1 ∪ {y} be the natural homeomorphism which
is the identity on σ1 and which maps x to y and for f ∈ BV (σ1 ∪ {x}) let
Φ(f) = f ◦ h−1. Then Φ is an algebra isomorphism of BV (σ1 ∪ {x}) onto
BV (σ1 ∪ {y}) which is isometric under the norms ‖·‖D(σ1,x) and ‖·‖D(σ1,y),
and hence it is certainly bicontinuous under the respective BV norms.
It follows immediately from Proposition 4.2 that Φ preserves absolute
continuity as well. 
More generally of course, this result says that one can move any finite
number of isolated points around the complex plane without altering the
isomorphism class of these spaces.
5. C-sets
The spectrum of a compact operator is either finite or else a countable set
with limit point 0. If σ has n elements then AC(σ) is an n-dimensional
algebra and consequently for finite sets, one has a trivial Banach–Stone type
theorem: AC(σ1) ≃ AC(σ2) if and only if σ1 and σ2 have the same number
of elements. (Of course the same result is also true for the BV (σ) spaces.)
The case where σ is a countable set is more complicated however.
Definition 5.1. We shall say that a subset σ ⊆ C is a C-set if it is a countably
infinite compact set with unique limit point 0. If further σ ⊆ R we shall say
that σ is a real C-set.
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Any two C-sets are homeomorphic, but as we shall see, they can produce
an infinite number of non-isomorphic spaces of absolutely continuous func-
tions. In most of what follows, it is not particularly important that the limit
point of the set is 0 since one can apply a simple translation of the domain
σ to achieve this and any such translation induces an isometric isomorphism
of the corresponding function spaces.
The easiest C-sets to deal with are what were called spoke sets in [3],
that is, sets which are contained in a finite number of rays emanating from
the origin. To state our main theorem, we shall need a slight variant of this
concept. For θ ∈ [0, 2π) let Rθ denote the ray {teiθ : t ≥ 0}.
Definition 5.2. Suppose that k is a positive integer. We shall say that a C-set
σ is a k-ray set if there are k distinct rays Rθ1 , . . . , Rθk such that
1. σj := σ ∩Rθj is infinite for each j,
2. σ0 := σ \ (σ1 ∪ · · · ∪ σk) is finite.
If σ0 is empty then we shall say that σ is a strict k-ray set.
Although in general the calculation of norms in BV (σ) can be difficult,
if σ is a strict k-ray set, then we can pass to a much more tractable equivalent
norm, called the spoke norm in [3].
Definition 5.3. Suppose that σ is a strict k-ray set. The k-spoke norm on
BV (σ) is (using the notation of Definition 5.2)
‖f‖Sp(k) = |f(0)|+
k∑
j=1
‖f − f(0)‖BV (σj) .
Since each of the subsets σj is contained in a straight line, the calculation
of the variation over these sets is straightforward. If we write σj = {0} ∪
{λj,i}∞i=1 with |λj,1| > |λj,2| > . . . then
‖f − f(0)‖BV (σj) = sup
i
|f(λj,i)− f(0)|+
∞∑
i=1
|f(λj,i)− f(λj,i+1)|.
Proposition 5.4 ([3, Proposition 4.3]). Suppose that σ is a strict k-ray set.
Then for all f ∈ BV (σ),
1
2k + 1
‖f‖Sp(k) ≤ ‖f‖BV (σ) ≤ 3 ‖f‖Sp(k) .
One property which significantly simplifies the analysis for such spaces
is that for a k-ray set σ, one always has that AC(σ) = BV (σ) ∩ C(σ).
In particular a function of bounded variation on such a set σ is absolutely
continuous if and only if it is continuous at the origin.
Proposition 5.5. If σ is a k-ray set then AC(σ) = BV (σ) ∩ C(σ).
Proof. Since AC(σ) is always a subset of BV (σ)∩C(σ) we just need to prove
the reverse inclusion.
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Suppose first that σ is a strict k-ray set, and suppose that f ∈ BV (σ)∩
C(σ). For n = 1, 2, . . . , define gn : σ → C by
gn(z) =
{
f(z), if |z| ≥ 1n ,
f(0), if |z| < 1n
= f(0) +
∑
|z|≥1/n
(f(z)− f(0))χ{z}.
Since χ{z} ∈ AC(σ) for all nonzero points in σ, gn ∈ AC(σ). Now
‖f − gn‖Sp(k) =
k∑
j=1
‖f − gn‖BV (σj) . (5.1)
Fix j and label the elements of σj as above. Then, for all n there exists an
index Ij,n such that |λj,i| <
1
n if and only if i ≥ Ij,n. Thus
‖f − gn‖BV (σj)
= sup
i≥Ij,n
|f(λj,i)− f(0)|+
∑
i≥Ij,n
|f(λj,i)− f(λj,i+1)|+ |f(λj,Ij,n − f(0)|.
The first and last of these terms converge to zero since f ∈ C(σ). The middle
term also converges to zero since it is the tail of a convergent sum.
Since we can make each of the k terms in (5.1) as small as we like,
‖f − gn‖Sp(k) → 0 and hence gn → f in BV (σ). Thus f ∈ AC(σ).
Suppose finally that σ is not a strict k-ray set, that is that σ0 6= ∅.
Let σ′ = σ \ σ0. If f ∈ BV (σ) ∩ C(σ), then f |σ′ ∈ BV (σ′) ∩ C(σ′). By
the above, f |σ′ ∈ AC(σ′). Repeated use of Proposition 4.2 then shows that
f ∈ AC(σ). 
It would be interesting to know whether Theorem 5.5 holds for more
general C-sets.
Corollary 5.6. Suppose that σ is a strict k-ray set and that f : σ → C. For
j = 1, . . . , k, let fj denote the restriction of f to σj. Then f ∈ AC(σ) if and
only if fj ∈ AC(σj) for all j.
Proof. By Lemma 4.5 of [1] if f ∈ AC(σ) then the restriction of f to any
compact subset is also absolutely continuous. If each fj ∈ AC(σj), then
certainly f ∈ C(σ). Furthermore ‖f‖Sp(k) is finite and hence f ∈ BV (σ).
Thus, by Proposition 5.5, f ∈ AC(σ). 
Theorem 5.7. Suppose that σ is a k-ray set and that τ is an ℓ-ray set. Then
AC(σ) ≃ AC(τ) if and only if k = ℓ.
Proof. Write σ = ∪kj=0σj and τ = ∪
ℓ
j=0τj as in Definition 5.2. It follows from
Corollary 4.3 that by moving the finite number of points in σ0 onto one of
the rays containing a set σj , that AC(σ) is isomorphic to AC(σ
′) for some
strict k-ray set. To prove the theorem then, it suffices therefore to assume
that σ and τ are strict k and ℓ-ray sets.
Suppose first that k > ℓ and that there is a Banach algebra isomor-
phism Φ from AC(σ) to AC(τ). By Theorem 3.1, Φ(f) = f ◦ h−1 for some
homeomorphism h : σ → τ .
12 Ian Doust and Shaymaa Al-shakarchi
By the pigeonhole principle there exists L ∈ {1, . . . , ℓ} such that h(σj)∩
τL is infinite for (at least) two distinct sets values of j. Without loss of
generality we will assume that this is true for j = 1 and j = 2. Indeed,
since rotations produce isometric isomorphisms of these spaces, we may also
assume that τL ⊂ [0,∞). Let σj = {0} ∪ {λj,i}
∞
i=1, where the points are
labelled so that |λj,1| > |λj,2| > . . . . There must then be two increasing
sequences i1 < i2 < . . . and k1 < k2 < . . . such that
h(λ1,i1 ) > h(λ2,k1) > h(λ1,i2) > h(λ2,k2) > . . . .
For n = 1, 2, . . . define fn ∈ AC(σ) by
fn(z) =
{
1, z ∈ {λ1,1, . . . , λ1,n}
0, otherwise.
Then ‖fn‖Sp(k) = 2 for all n, but ‖Φ(fn)‖Sp(ℓ) ≥ 2n. Using Proposition 5.4,
this means that Φ must be unbounded which is impossible. Hence no such
isomorphism can exist.
Finally, suppose that k = ℓ. For each j = 1, 2, . . . , k order the elements
of σj and τj by decreasing modulus and let hj be the unique homeomorphism
from σj to τj which preserves this ordering. Let h be the homeomorphism
whose restriction to each σj is hj and let Φ(f) = f ◦ h−1. Then Φ is an iso-
metric isomorphism from (BV (σ), ‖·‖Sp(k)) to (BV (τ), ‖·‖Sp(k)), and hence
is a Banach algebra isomorphism between these spaces under their usual BV
norms. Since Φ is also an isomorphism from C(σ) to C(τ), the result now
follows from Proposition 5.5. 
Corollary 5.8. There are infinitely many mutually non-isomorphic AC(σ)
spaces with σ a C-set.
Clearly any real C-set is either a 1-ray set, or a 2-ray set.
Corollary 5.9. There are exactly two isomorphism classes of AC(σ) spaces
with σ a real C-set.
We should point out at this point that Theorem 5.7 is far from a char-
acterization of the sets τ for which AC(τ) is isomorphic to AC(σ) where σ
is some k-ray set.
Example 5.10. Let τ = {0}∪
{
1
j +
i
j2
}∞
j=1
and let σ = {0}∪
{
1
j
}∞
j=1
. Clearly
τ is not a k-ray set for any k.
For f ∈ BV (σ) let Φ(f)(t + it2) = f(t), t ∈ σ. It follows from [1,
Lemma 3.12] that ‖Φ(f)‖BV (τ) ≤ ‖f‖BV (σ). For the other direction, suppose
that λ0 ≤ λ1 ≤ · · · ≤ λn are points in σ and let S = [λ0 + iλ20, . . . , λn + iλ
2
n]
be the corresponding list of points in τ . It is easy to see that vf(S) is 2 if
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n > 1 (and is 1 if n = 1). Then
n∑
j=1
|f(λj))− f(λj−1)| =
n∑
j=1
|Φ(f)(λj + iλ
2
j))− Φ(f)(λj−1 + iλ
2
j )|
≤ 2
cvar(Φ(f), S)
vf(S)
≤ 2 var(Φ(f), τ).
Since the variation of f is given by the supremum of such sums over all
such ordered subsets of σ, var(f, σ) ≤ 2 var(Φ(f), τ) and hence ‖f‖BV (σ) ≤
2 ‖Φ(f)‖BV (τ). This shows that BV (σ) ≃ BV (τ).
Proposition 4.4 of [1] ensures that if f ∈ AC(σ) then Φ(f) ∈ AC(τ).
Conversely, if g = Φ(f) ∈ AC(τ) then certainly g ∈ C(τ) and consequently
f ∈ C(σ). By the previous paragraph f ∈ BV (σ) too and hence, by Propo-
sition 5.5, f ∈ AC(σ). Thus AC(σ) ≃ AC(τ).
Example 5.11. Let σ = {0} ∪
{
ei/m
n : n,m ∈ Z
+
}
∪
{
1
n : n ∈ Z
+
}
(where
Z+ denotes the set of positive integers) and let τ be an ℓ-ray set. Repeating
the proof of Theorem 5.7, one sees that there can be no Banach algebra
isomorphism from AC(σ) to AC(τ) so even among C-sets there are more
isomorphism classes than those captured by Theorem 5.7.
The corresponding result for the BV (σ) spaces also holds.
Corollary 5.12. Suppose that σ is a k-ray set and that τ is an ℓ-ray set. Then
BV (σ) ≃ BV (τ) if and only if k = ℓ.
Proof. The proof is more or less identical to that of Theorem 5.7. In showing
that if k 6= ℓ then AC(σ) 6≃ AC(τ) we used the fact that any isomorphism
between these spaces is of the form Φ(f) = f ◦ h−1. In showing that such
a map cannot be bounded, the continuity of h was not used, only the fact
that h must be a bijection, and so one may use Theorem 3.5 in place of
Theorem 3.1 in this case.
The fact that if k = ℓ then BV (σ) ≃ BV (τ) is already noted in the
above proof. 
6. Operator algebras
If σ = {0} ∪
{
1
n
}∞
n=1
, the map Ψ : AC(σ)→ ℓ1,
Ψ(f) = (f(1), f(12 )− f(1), f(
1
3 )− f(
1
2 ), . . . )
is a Banach space isomorphism. Indeed it is not hard to see that Proposi-
tion 5.4 implies that if σ is a strict k-ray set, then, as Banach spaces, AC(σ)
is isomorphic to ⊕kj=1ℓ
1 which in turn is isomorphic to ℓ1, and consequently
all such AC(σ) spaces are Banach space isomorphic.
Given any nonempty compact set σ ⊆ C, the operator Tg(z) = zg(z)
acting on AC(σ) is an AC(σ) operator. Indeed the functional calculus for
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T is given by f(T )g = fg for f ∈ AC(σ) from which one can deduce that
‖f(T )‖ = ‖f‖BV (σ), and therefore the Banach algebra generated by the func-
tional calculus for T is isomorphic to AC(σ). Proposition 6.1 of [3] shows that
if σ is a C-set then any such operator T is a compact AC(σ) operator.
Combining these observations, together with Corollary 5.8, shows that
on ℓ1 there are infinitely many nonisomorphic Banach subalgebras of B(ℓ1)
which are generated by (non-finite rank) compact AC(σ) operators on ℓ1, so
things are rather different to the situation for compact normal operators on
ℓ2.
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