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Abstract
We reduce the classification of all supersymmetric backgrounds of IIB super-
gravity to the evaluation of the Killing spinor equations and their integrability
conditions, which contain the field equations, on five types of spinors. This ex-
tends the work of [hep-th/0503046] to IIB supergravity. We give the expressions
of the Killing spinor equations on all five types of spinors. In this way, the Killing
spinor equations become a linear system for the fluxes, geometry and spacetime
derivatives of the functions that determine the Killing spinors. This system can
be solved to express the fluxes in terms of the geometry and determine the condi-
tions on the geometry of any supersymmetric background. Similarly, the integra-
bility conditions of the Killing spinor equations are turned into a linear system.
This can be used to determine the field equations that are implied by the Killing
spinor equations for any supersymmetric background. We show that these linear
systems simplify for generic backgrounds with maximal and half-maximal num-
ber of H-invariant Killing spinors, H ⊂ Spin(9, 1). In the maximal case, the
Killing spinor equations factorize, whereas in the half-maximal case they do not.
As an example, we solve the Killing spinor equations of backgrounds with two
SU(4) ⋉ R8-invariant Killing spinors. We also solve the linear systems associated
with the integrability conditions of maximally supersymmetric Spin(7)⋉R8- and
SU(4) ⋉ R8-backgrounds and determine the field equations that are not implied
by the Killing spinor equations.
1 Introduction
Supersymmetric solutions of IIB supergravity have found widespread applications in
string theory and gauge theories. Some of these solutions have been discovered in the
context of branes, see e.g. [1, 2, 3] and in the context of AdS/CFT correspondence [4],
see e.g. [5, 6, 7, 8, 9]. Most of these results rely on Ansa¨tze appropriately adapted
to the requirements of the physical problems. Progress has also been made towards
a systematic understanding of the supersymmetric solutions of IIB supergravity. The
maximally supersymmetric solutions of IIB supergravity have been classified in [10] and
they have been found to be locally isometric to Minkowski space, AdS5 × S5 [5] and a
maximally supersymmetric plane wave [9]. In addition, these backgrounds are related
by Penrose limits [11]. More recently, the Killing spinor equations of IIB have been
solved for one Killing spinor [12, 13], and for all supersymmetric backgrounds with two
Spin(7)⋉ R8-invariant spinors, and four SU(4)⋉ R8- and G2-invariant spinors [13].
In the spinorial geometry approach to supersymmetric backgrounds [14], the Killing
spinor equations of M-theory and their integrability conditions for any number of su-
persymmetries turn into linear systems [15]. The linear system of the Killing spinor
equations can be solved to express the fluxes of the theory in terms of the geometry
and to find the conditions on the geometry imposed by supersymmetry for any number
of Killing spinors. The linear system associated with the integrability conditions deter-
mines the field equations that are implied by the Killing spinor equations. The main
purpose of this paper is to adapt the above results to the Killing spinor equations of IIB
supergravity and their integrability conditions. The construction relies on the linearity
of the Killing spinor equations and the observation that the IIB Killing spinor equations
of any spinor can be determined from those of five types of spinors. These five types of
spinors are
1 , eij , e1234 , ei5 , eijk5 , i, j, k = 1, . . . , 4 , (1.1)
which we denote collectively by σI , where we have expressed the spinors in terms of forms.
For IIB supergravity, this has been explained in [12], see also appendix A. We evaluate
the Killing spinor equations of IIB supergravity on all five types of spinors and express the
result in terms of an oscillator basis in the space of spinors. In this way, we can construct
a linear system associated with the Killing spinor equations of backgrounds with any
number of Killing spinors. This linear system can be used to determine the fluxes in
terms of the geometry and the conditions on the geometry imposed by supersymmetry.
In IIB supergravity, it is first convenient to solve for the complex fluxes, i.e. the three-
form field strength G and the one-form field strength P associated with the two scalars.
Then the remaining equations determine some of the components of the five-form flux
F and constrain the geometry of spacetime.
The Killing spinor equations of supergravity theories imply some of the field equa-
tions. In IIB supergravity, this is related to the computation of the field equations from
the commutator of supersymmetry transformations [5], see also [21]. We identify the
integrability conditions I and IA that contain the field equations and the Bianchi identi-
ties1. Then, we show that the integrability conditions of a Killing spinor can be expressed
1The Γ-matrix algebra has been carried out using the computer programme GAMMA [22].
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in terms of those on five types of spinors σI . We evaluate IσI and IAσI in terms of an
oscillator basis in the space of spinors and thus derive a linear system. This linear system
can be used to determine which field equations and Bianchi identities are implied by the
Killing spinor equations for backgrounds with any number of Killing spinors.
The main purpose of this paper is to be used as a manual to solve the Killing spinor
equations of IIB supergravity for backgrounds with any number of Killing spinors, and
to determine the field equations that are implied from the Killing spinor equations for
such backgrounds. Because of this, apart from giving the general formulae of the Killing
spinor equations acting on all the spinors σI , we also list the explicit results in the
appendices. From these results, one can construct the linear system associated with the
Killing spinor equations of any supersymmetric background. The same applies for the
linear system associated with the field equations.
There are several ways to characterize IIB supersymmetric backgrounds. One way is
to count the number of Killing spinors2 N and their stability subgroup H in Spin(9, 1)×
U(1). The role of the stability subgroup of the Killing spinors in the classification
of supersymmetric backgrounds has been stressed in [16]. Backgrounds for which H
contains a Berger holonomy group, i.e. H contains SU(n), G2, Sp(2) and Spin(7), are
of particular interest. The Killing spinors of most of the known solutions have stability
subgroups in Spin(9, 1)×U(1) which are of Berger type. It has been demonstrated in [13]
that for any subgroup H in Spin(9, 1), there is a basis in the space of H-invariant spinors
∆H which can be written as (ηj, iηj), j = 1, . . . ,
1
2
dimR∆
H , where ηj are Majorana-Weyl
spinors. Moreover it was shown that the Killing spinor equations factorize for some
backgrounds which admit N = dimR∆
H Killing spinors. Here, we shall show that this
is the case for all backgrounds with N = dimR∆
H H-invariant Killing spinors, i.e. the
maximally supersymmetric H-backgrounds or maximal H-backgrounds.
In addition, we shall examine the backgrounds that admitN = 1
2
dimR∆
H H-invariant
Killing spinors, i.e. they admit half of the maximal possible number of H-invariant
Killing spinors. We refer to these backgrounds either as half-maximally supersymmetric
H-backgrounds or as half-maximal H-backgrounds. We show that the Killing spinors of
such backgrounds can be written as
ǫ = z η (1.2)
where z is a N × N complex matrix and η is a basis of N Majorana-Weyl H-invariant
spinors. There are two classes of half-maximally supersymmetric H-backgrounds. One
class consists of those backgrounds for which the Killing spinors are linearly independent
over the complex numbers, and so over the real numbers. Such backgrounds are asso-
ciated with a complex N × N invertible matrix z, det z 6= 0. We refer to these models
as generic half-maximal H-backgrounds. We shall show that although the Killing spinor
equations do not factorize in this case, they simplify. In particular, the gravitino Killing
spinor equations can be rewritten so that the only contributions that include terms with
more than two gamma matrices are those of the F flux. The dependence on the func-
tions of the Killing spinors is also restricted in the terms that contain up to two gamma
2The number of Killing spinors is counted over the real numbers because the Killing spinor equations
of IIB supergravity are R-linear.
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matrices. In addition, the solution to the Killing spinor equations gives rise to a parallel
transport equation
z−1dz + C = 0 , (1.3)
where C can be interpreted as the restriction of the supercovariant connection on the
bundle of Killing spinors K. This is similar to the parallel transport equation3 that arises
in the maximally supersymmetric H-backgrounds [13] but in this case C may depend
on z and so the resulting first order system is non-linear. The other class consists of
those backgrounds for which the Killing spinors are linearly independent over the real
numbers but linearly dependent over the complex numbers, so det z = 0. We refer to
these models as degenerate half-maximal H-backgrounds. Clearly this subclass can be
further characterized by the rank of z. If the rank of z is r, then the space of Killing
spinors of such backgrounds is of co-dimension 2(N − r) in the space of Killing spinors.
In particular if the rank of z is N − 1, then one of the Killing spinors will be linearly
dependent over the complex numbers on the remaining N−1 Killing spinors but linearly
independent over the reals.
As an example of our construction, we consider backgrounds with two SU(4) ⋉ R8-
invariant spinors. The dimension of SU(4)⋉R8-invariant spinors in the (complex) chiral
representation of Spin(9, 1) is four. So backgrounds with two SU(4) ⋉ R8-invariant
Killing spinors are half-maximally supersymmetric SU(4) ⋉ R8-backgrounds. We solve
the Killing spinor equations for both generic and degenerate backgrounds. For generic
half-maximally supersymmetric SU(4)⋉R8-backgrounds, we find that there are two cases
to consider. In both cases, we compute the non-linear parallel transport equation z−1dz+
C = 0 but we do not give the most general solution. Instead, we analyze two examples.
In one of the examples z is diagonal with complex entries and in the other z is a real
matrix. In both examples, we determine the geometry of the supergravity backgrounds.
In particular, we find that the spacetime admits a null Killing vector field and compute all
spacetime form bi-linears. In the degenerate half-maximally supersymmetric SU(4)⋉R8-
backgrounds, the second Killing spinor is proportional to the first Killing spinor, ǫ2 =
w ǫ1, where w is a complex function with non-vanishing imaginary part, and ǫ1 = (f −
g2 + ig1)1 + (f + g2 + ig1)e1234 as in [12], f, g2 6= 0. The geometry of these backgrounds
is similar to those with one SU(4)⋉ R8-invariant spinor investigated in [12].
We also solve the linear systems associated with the integrability conditions of the
Killing spinor equations of maximally supersymmetric Spin(7) ⋉ R8- and SU(4) ⋉ R8-
backgrounds of [13]. We find that in both cases, if the Bianchi identities are imposed,
the only field equations that are not implied by the Killing spinor equations are the E−−
components of the Einstein equations. We explicitly give these equations in terms of the
connection and fluxes of the backgrounds.
This paper is organized as follows. In section two, we review the construction of
the bosonic sector of IIB supergravity together with the Killing spinor equations and
their integrability conditions. In section three, we show that the Killing spinor equa-
tions and the integrability conditions of any spinor can be determined from those on five
types of spinors. We also introduce the maximal and half-maximal supersymmetric H-
backgrounds and investigate their Killing spinor equations and integrability conditions.
3For maximally supersymmetric backgrounds, H = 1 and C is the supercovariant connection.
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In section four, we construct the linear systems of the Killing spinor equations and the
integrability conditions for any supersymmetric background. In section five, we present
two examples of generic half-maximally supersymmetric SU(4) ⋉ R8-backgrounds. In
section six, we solve the Killing spinor equations of degenerate half-maximally super-
symmetric SU(4) ⋉ R8-backgrounds. In section seven, we solve the linear systems of
the integrability conditions of maximally supersymmetric Spin(7)⋉R8- and SU(4)⋉R8-
backgrounds, and in section eight we give our conclusions. In appendix A, we summarize
the construction of spinors in terms of forms and compute various spinor bi-linears. In
appendix B, we explicitly give the Killing spinor equations on all five types of spinors. In
appendix C, we explicitly give the integrability conditions of the Killing spinor equations
on all five types of spinors. In appendix D, we present the linear system of the Killing
spinor equations of generic half-maximally supersymmetric SU(4)⋉R8-backgrounds and
give its solution, and in appendix E, we present the linear system of degenerate half-
maximally supersymmetric SU(4)⋉ R8-backgrounds.
2 Killing spinor equations and integrability condi-
tions
2.1 Killing spinor equations
The bosonic fields of IIB supergravity [17, 5, 18] are the spacetime metric g, two real
scalars, the axion σ and the dilaton φ, which are combined into a complex one-form field
strength P , two three-form field strengths G1 and G2 which are combined to a (complex)
three-form field strength G, and a self-dual five-form field strength F . To describe these4,
we introduce a SU(1, 1) matrix U = (V α+ , V
α
− ), α = 1, 2 such that
V α−V
β
+ − V β−V α+ = ǫαβ , (2.1)
where ǫ12 = 1 = ǫ12, (V
1
−)
∗ = V 2+ and (V
2
−)
∗ = V 1+. The signs denote U(1) ⊂ SU(1, 1)
charge. Then
PM = −ǫαβV α+ ∂MV β+
QM = −iǫαβV α− ∂MV β+ . (2.2)
The three-form field strengths GαMNR = 3∂[MA
α
NR], with (A
1
MN )
∗ = A2MN combine into
the complex field strength
GMNR = −ǫαβV α+GβMNR . (2.3)
The five-form self-dual field strength is
FM1M2M3M4M5 = 5∂[M1AM2M3M4M5] +
5i
8
ǫαβA
α
[M1M2
GβM3M4M5] , (2.4)
4For a recent account of the description of the field strengths in terms of gauge potentials see [19].
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where FM1...M5 = − 15!ǫM1...M5N1...N5FN1...N5 and ǫ01...9 = 1. To identify the scalars define
the variables ρ = V 2−/V
1
− and
ρ =
1 + iτ
1− iτ . (2.5)
In turn τ = σ + ie−φ, where σ is the axion (RR scalar) and φ is the dilaton.
The Killing spinor equations of IIB supergravity are the parallel transport equations
of the supercovariant derivative D
DMǫ = ∇˜Mǫ+ i
48
ΓN1...N4ǫFN1...N4M −
1
96
(ΓM
N1N2N3GN1N2N3 − 9ΓN1N2GMN1N2)(Cǫ)∗ = 0
(2.6)
and the algebraic condition
Aǫ = PMΓM(Cǫ)∗ + 1
24
GN1N2N3Γ
N1N2N3ǫ = 0 , (2.7)
where
∇˜M = DM + 1
4
ΩM,ABΓ
AB , DM = ∂M − i
2
QM
is the spin connection, ∇M = ∂M + 14ΩM,ABΓAB, twisted with U(1) connection QM ,
Q∗M = QM , ǫ is a (complex) Weyl spinor, Γ
0...9ǫ = −ǫ, and C is a charge conjugation
matrix. For our spinor conventions5 see appendix A. The Killing spinor equations are
the vanishing conditions of the supersymmetry transformations of the gravitino, and
the supersymmetric partners of the dilaton and axion restricted to the bosonic sector
of IIB supergravity, respectively. For a superspace formulation of IIB supergravity see
[18]. The recent modification of IIB supergravity with ten-form potentials [19] does not
change our analysis below because the Killing spinor equations remain the same.
2.2 Integrability conditions
To determine the field equations which are implied by the Killing spinor equations,
one has to investigate the integrability conditions of the Killing spinor equations. This
calculation is essentially the same as that of [5] where the field equations of the IIB
supergravity were found from the commutator of the supersymmetry transformations.
However, we cast the results in such a way that is more suitable to our purpose. The
integrability conditions are
[DA,DB]ǫ = RABǫ = 0 , (2.8)
and
[DA,A]ǫ = 0 , (2.9)
where R has been given in [20] and so the expression will not be repeated here. It turns
out that some field equations and Bianchi identities of IIB supergravity are contained
5We use a mostly plus convention for the metric. To relate this to the conventions of [5], one takes
ΓA → iΓA and every time a index is lowered there is also an additional minus sign.
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in the IA = 12ΓABCRBC and I = ΓA[DA,A] components of the integrability conditions6.
In particular, we have7
IAǫ =
[
1
2
ΓBEAB − iΓB1B2B3LFAB1B2B3
]
ǫ− [ΓBLGAB − ΓAB1...B4BGB1...B4](Cǫ)∗(2.10)
and similarly, ΓA[DA,A]ǫ can be written as
Iǫ = [1
2
ΓABLGAB + Γ
A1...A4BGA1...A4
]
ǫ+
[
LP + ΓABBPAB
]
(Cǫ)∗ , (2.11)
where
EAB := RAB − 12gABR− 16FAC1...C4FBC1...C4 − 14G(AC1C2G∗B)C1C2
+ 1
24
gABG
C1C2C3G∗C1C2C3 − 2P(AP ∗B) + gABPCP ∗C ,
LGAB :=
1
4
(∇˜CGABC − PCG∗ABC + 2i3 FABC1C2C3GC1C2C3) ,
LP := ∇˜APA + 124GA1A2A3GA1A2A3 ,
LFA1...A4 :=
1
3!
(∇BFA1...A4B + i288ǫA1...A4B1...B6GB1B2B3G∗B4B5B6) ,
BFA1...A6 :=
1
5!
(∂[A1FA2...A6] − 5i12G[A1A2A3G∗A4A5A6]) ,
BGA1...A4 :=
1
4!
(D[A1GA2A3A4] + P[A1G
∗
A2A3A4]
) ,
BPAB := D[APB] . (2.12)
One can show that LF and BF are not independent but are related by the self duality
condition on F . The field strengths P and G have different U(1) ⊂ SU(1, 1) charges. In
particular, one has
DAPB = ∂APB − 2iQAPB
DAGBCD = ∂AGBCD − iQAGBCD . (2.13)
To derive the above expressions some very painful Dirac algebra is required but we have
been assisted by GAMMA [22] to perform most of the computation. The algebraic Killing
spinor equation (2.7) has also been used to convert expressions containing G and P
fluxes. The above choice of components of integrability conditions that contain the field
equations and the Bianchi identities is not unique. For example, the component ΓBRAB
may also be used giving identical results. However, it turns out that the computation is
more involved.
3 The five types of spinors
3.1 General case
The spinors that appear in type IIB supergravity are complex Weyl spinors of positive
chirality. A direct consequence of this is that the most general Killing spinor of IIB
6The integrability conditions of the Killing spinor equations (2.8) and (2.9) may impose further
conditions on the Bianchi identities and field equations than those implied by the vanishing of these two
components.
7In terms of BF , we have
IAǫ =
[
1
2
ΓBEAB + iΓA
B1...B6BFB1...B6
]
ǫ− [ΓBLGAB − ΓAB1...B4BGB1...B4](Cǫ)∗.
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supergravity can be written as
ǫ = p1 + qe1234 + u
iei5 +
1
2
vijeij +
1
6
wijkeijk5 , (3.1)
where p, q, u, v and w are complex functions on the spacetime, and i, j, k = 1, 2, 3, 4. The
supercovariant derivative acting on ǫ gives
DAǫ = ∂Ap1 + ∂Aqe1234 + ∂Auiei5 + 1
2
∂Av
ijeij +
1
6
∂Aw
ijkeijk5
+ p0DA1 + q0DAe1234 + ui0DAei5 +
1
2
vij0 DAeij +
1
6
wijk0 DAeijk5
+ p1DA(i1) + q1DA(ie1234) + ui1DA(iei5) +
1
2
vij1 DA(ieij) +
1
6
wijk1 DA(ieijk5) (3.2)
and the algebraic Killing spinor equation becomes
Aǫ = p0A1 + q0Ae1234 + ui0Aei5 +
1
2
vij0 Aeij +
1
6
wijk0 Aeijk5
+p1A(i1) + q1A(ie1234) + ui1A(iei5) +
1
2
vij1 A(ieij) +
1
6
wijk1 A(ieijk5) , (3.3)
where p = p0 + ip1 and similarly for the rest of the components. Therefore to compute
the Killing spinor equations of the most general spinor in IIB supergravity, it suffices to
compute the supercovariant derivative and A on the ten types of spinors 1, e1234, ei5, eij
and eijk5, and i1, ie1234, iei5, ieij and ieijk5. However it is straightforward to see that
DA(i1) and A(i1) can be easily read from the expressions of DA1 and A1, respectively,
and similarly for the rest of the pairs. The only effect is a sign which appears in those
terms of the Killing spinor equation which contain the charge conjugation matrix. Of
course the Killing spinor equations acting on 1 should be in addition multiplied by the
complex unit i to recover those acting on i1, and similarly for the rest of the pairs.
Therefore to construct the linear system associated with any number of Killing spinors,
it suffices to compute
DA1 , DAe1234 , DAei5 , DAeij , DAeijk5 ,
A1 , Ae1234 , Aei5 , Aeij , Aeijk5 , (3.4)
i.e. the Killing spinor equations on five types of spinors.
It remains to show that the integrability conditions IA, I on a Killing spinor ǫ can
also be determined in terms of those on the above five types of spinors. Since these
integrability conditions are algebraic, one finds that
IAǫ = p0IA1 + q0IAe1234 + ui0IAei5 +
1
2
vij0 IAeij +
1
6
wijk0 IAeijk5
+p1IA(i1) + q1IA(ie1234) + ui1IA(iei5) +
1
2
vij1 IA(ieij) +
1
6
wijk1 IA(ieijk5) (3.5)
and similarly for the I integrability condition. Because the expressions for IA(i1) can
be easily recovered from that of IA1, and similarly for the rest, one has to compute
IA1 , IAe1234 , IAei5 , IAeij , IAeijk5 ,
7
I1 , Ie1234 , Iei5 , Ieij , Ieijk5 , (3.6)
i.e. the integrability conditions on five types of spinors. In what follows, we shall give the
general formulae of the Killing spinor equations and their integrability conditions acting
on all five types of spinors. In the appendices, we shall list the various components of
these equations in the basis (A.7).
3.2 Invariant spinors
3.2.1 Maximally supersymmetric H-backgrounds
In many cases of interest, the Killing spinors are invariant under some proper subgroup
H of Spin(9, 1). In such cases, it has been shown in [13] that the space of H-invariant
spinors, ∆H , is even-dimensional, dim∆H = k = 2m, and there is a basis (ηi, i =
1, . . . , k) = (ηp = ηp, ηm+p = iηp, p = 1, . . . , m), where ηp are H-invariant Majorana-
Weyl spinors. The most general H-invariant Killing spinors in this case are
ǫr =
k∑
i=1
friηi , r = 1, . . . , N (3.7)
where (fri) is a N × k matrix of real functions and N is the number of Killing spinors of
the background. It has also been shown in [13] that the Killing spinor equations of back-
grounds with H-invariant Killing spinors whose number of Killing spinors is equal to the
real dimension of ∆H , i.e. of maximally supersymmetric H-backgrounds, dramatically
simplify. In particular the terms in Killing spinor equations that contain the P and G
fluxes factorize from those that contain the F fluxes and geometry. This was shown in
some special cases, here we shall present the proof of the general case.
In the maximally-supersymmetric H-backgrounds, f = (fri) is invertible. Because of
this, the Killing spinor equations can be written as
N∑
j=1
(f−1DMf)ijηj +DMηi = 0 ,
Aηi = 0 . (3.8)
First consider the algebraic Killing spinor equation for i = 1 and i = m+1. In this case
ηm+1 = iη1 and so
Aη1 = PAΓAη1 + 1
24
ΓABCGABCη1 = 0 ,
Aηm+1 = −iPAΓAη1 + i
24
ΓABCGABCη1 = 0 . (3.9)
Therefore, we conclude that PAΓ
Aη1 = 0 and Γ
ABCGABCη1 = 0. Applying this for all
pairs, we get
PAΓ
A ηp = 0 , p = 1, . . . , m
ΓABCGABC ηp = 0 , p = 1, . . . , m . (3.10)
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Similarly, for i = p and i = m+ p in the first equation in (3.8), we find
N∑
j=1
(f−1DMf)pj ηj +∇Mηp + i
48
ΓN1...N4ηpFN1...N4M
− 1
96
(ΓM
N1N2N3GN1N2N3 − 9ΓN1N2GMN1N2)ηp = 0 ,
−i
N∑
j=1
(f−1DMf)m+pj ηj +∇Mηp + i
48
ΓN1...N4ηpFN1...N4M
+
1
96
(ΓM
N1N2N3GN1N2N3 − 9ΓN1N2GMN1N2)ηp = 0 . (3.11)
Adding and subtracting these equations, we get
1
2
[
N∑
j=1
(f−1DMf)pj ηj − i
N∑
j=1
(f−1DMf)m+pj ηj ] +∇Mηp + i
48
ΓN1...N4ηpFN1...N4M = 0
N∑
j=1
(f−1DMf)pj ηj + i
N∑
j=1
(f−1DMf)m+pj ηj +
1
4
GMBCΓ
BCηp = 0 (3.12)
where we have also used the second equation in (3.10). It is easy to see from (3.10) and
(3.12) that, as we have mentioned, the Killing spinor equations factorize.
It has been observed in [13] that the solution to the Killing spinor equation in this
case gives rise to a parallel transport equation
f−1df + C = 0 . (3.13)
The connection C can be thought of as the restriction of the supercovariant connection
on the bundle of Killing spinors
0→ K → S → S/K → 0 , (3.14)
where S is the spin bundle of the theory. A necessary condition for the existence of
a solution to the parallel transport equation is the vanishing of the curvature F (C) =
dC−C∧C = 0. It is worth pointing out that for maximally supersymmetric backgrounds,
H = 1, K = S and C is the supercovariant connection. The curvature F (C) is the
supercovariant curvature R = [D,D]. The vanishing of R was precisely the condition
analyzed in [10] to classify the supersymmetric solutions of ten- and eleven-dimensional
supergravities.
The integrability conditions of the Killing spinor equations of maximally supersym-
metric H-backgrounds factorize as well. In particular since detf 6= 0, it is easy to see
that IAǫi = 0 and Iǫi = 0 imply that IAηi = 0 and Iηi = 0, i = 1, . . . , 2m. In turn these
two equations give[
1
2
ΓBEAB − iΓB1B2B3LFAB1B2B3
]
ηj = 0 ,[
ΓBLGAB − ΓAB1...B4BGB1...B4
]
ηj = 0 ,[
1
2
ΓABLGAB + Γ
A1...A4BGA1...A4
]
ηj = 0 ,
9
[
LP + ΓABBPAB
]
ηj = 0 , j = 1, . . . , m . (3.15)
It is clear that if one assumes that the Bianchi identities are satisfied, then the above
conditions impose strong conditions on the field equations. We analyze these in detail
for the maximally supersymmetric SU(4)⋉ R8- and Spin(7)⋉ R8- backgrounds.
3.2.2 Half-maximally supersymmetric H-backgrounds
Apart from the maximally supersymmetric backgrounds above, there is also another
class of backgrounds with H-invariant spinors for which the the Killing spinor equations
simplify. These are the backgrounds for which the number of Killing spinors is N =
1
2
dim∆H = m. We refer to such backgrounds as half-maximal H-backgrounds. It turns
out that if the Killing spinors are generic8, then the Killing spinor equations of half-
maximal H backgrounds simplify but they do not necessarily factorize as in the maximal
case.
The Killing spinors for half-maximal H-backgrounds can be written as
ǫi =
m∑
j=1
zijηj , i, j = 1, . . . , m , (3.16)
where z = (zij) is an m×m matrix of complex functions on the spacetime. This can be
easily seen by expressing m H-invariant spinors in the basis (ηj , iηj) of ∆
H .
Next suppose that ǫi are generic, i.e. that detz 6= 0. In such case, the algebraic
Killing spinor equation can be written as
PAΓ
Az∗η +
1
24
GABCΓ
ABCzη = 0 , (3.17)
where we have used matrix notation for z and η. This can be then rewritten as
PAΓ
Az−1z∗η +
1
24
GABCΓ
ABCη = 0 . (3.18)
Acting on this equation with ΓA, we find that
(PBΓAB + PA)z
−1z∗η +
1
24
GBCDΓABCDη +
1
8
GABCΓ
BCη = 0 . (3.19)
Solving for the fourth order term in the gamma matrices and substituting the result into
(2.6), we get
DAzη + z∇Aη + i
48
ΓB1...B4zηFB1...B4A +
1
4
z∗z−1z∗[PBΓAB + PA]η
+
1
8
GABCΓ
BCz∗η = 0 (3.20)
or equivalently,
z−1DAzη +∇Aη + i
48
ΓB1...B4ηFB1...B4A +
1
4
z−1z∗z−1z∗[PBΓAB + PA]η
8We shall make this precise later.
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+
1
8
GABCΓ
BCz−1z∗η = 0 . (3.21)
There is no factorization of the Killing spinor equations in this case, in contrast to the
maximal supersymmetric H-backgrounds. Nevertheless, the Killing spinor equations
simplify because the contribution of the G and the P fluxes in the (2.6) is contained in
the up to gamma square terms and the F flux term is independent from the spacetime
functions z. Therefore the effect of the G and P fluxes is to modify the spin connection
Ω and the U(1) connection Q with terms that depend on the P and G fluxes and the
functions that determine the Killing spinors.
The solution to the Killing spinor equations of generic half-maximally supersymmetric
H-backgrounds gives rise to a parallel transport equation
z−1dz + C = 0 . (3.22)
The connection C can again be thought of as the restriction of the supercovariant con-
nection on the bundle of Killing spinors K. However unlike the case of maximally super-
symmetric H-backgrounds, C depends on z, C = C(z). To see this observe that some
fluxes in (3.21) depend on the functions z. We have also confirmed this in an example.
Because of this, although it is always possible to solve the linear system associated with
the Killing spinor equations, the resulting parallel transport equation may be rather
involved.
Next let us consider the special or degenerate cases det z = 0. These cases arise
whenever the Killing spinors ǫi are linearly dependent over the complex numbers but
linearly independent over the real numbers. These cases are characterized by the rank
of z. If the rank of z is m− 1, then it can be arranged such that the first m− 1 Killing
spinors are linearly independent over the complex numbers but the last one is linearly
dependent. In such a case, we can write
ǫm = w1ǫ1 + · · ·+ wm−1ǫm−1 , (3.23)
where at least one of w1, . . . , wm−1 has a non-vanishing imaginary part. If all the imag-
inary parts vanish, then ǫm is linearly dependent on ǫ1, . . . , ǫm−1 over the reals and the
background has m − 1 supersymmetries. One can modify the above argument in the
cases for which z has rank r < m for r = 1, . . . , m−1. It appears that the solution of the
Killing spinor equations in the degenerate cases requires information on the solutions of
the Killing spinor equations for N < m H-invariant Killing spinors. We shall see that
this is the case in the special case of (N = 2) half-maximal SU(4)⋉ R8-backgrounds.
The integrability conditions IAǫi = Iǫi = 0 also simplify for half-maximally H-
supersymmetric backgrounds. We shall focus on the case where det z 6= 0. In this case,
these integrability conditions can be rewritten as[
1
2
ΓBEAB − iΓB1...B3LFAB1...B3
]
η − [ΓBLGAB − ΓAB1...B4BGB1...B4]z−1z∗η = 0 ,[
1
2
ΓABLGAB + Γ
A1...A4BGA1...A4
]
η +
[
LP + ΓABBPAB
]
z−1z∗η = 0 . (3.24)
It is clear that unlike the maximal H-backgrounds, the integrability conditions do not
factorize in this case.
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Combining the maximal and half-maximal cases we have mentioned above, and con-
sidering those H ⊂ Spin(9, 1) that contain a Berger type of group, one can investigate
several cases of supersymmetric backgrounds. These include backgrounds with four,
eight and sixteen supersymmetries. These cases are summarized in the conclusions in
table 1.
4 Linear systems
4.1 The linear system of Killing spinor equations
We have shown that the Killing spinor equations of an arbitrary spinor can be expressed
in terms of those on five types of spinors given by
σI = ei1···iI =
1√
2I
Γi¯1···¯iI1 , (4.1)
where the index i = (1, . . . , 5) contains four holomorphic and one null indices9. Note
that Γa acts as an annihilation or a creation operator on the above spinor, depending on
whether the label i1 · · · iI does or does not contain a. For this reason it is convenient to
reshuffle (α, 5) and (α¯, 5¯) into indices p, q, r defined by
p = (¯i1, . . . , i¯I , iI+1, . . . , i5) , p¯ = (i1, . . . , iI , i¯I+1, . . . , i¯5) , (4.2)
where the indices (i1, . . . , i5) are some permutation of (1, . . . , 5), i.e. ǫi1···i5 = ±1. Thus,
Γp act as annihilation operators on this spinor while Γp¯ are the creation operators.
With this notation at hand, the expression for the algebraic Killing spinor equation
(2.7) on an arbitrary spinor10 can be written as
Aei1···iI = [14Gq¯rr]Γq¯ei1···iI +
[ 1
24
Gq¯1···q¯3 − s12ǫq¯1···q¯3rPr]Γq¯1···q¯3ei1···iI +
[ s
96
ǫq¯1···q¯4Pq¯5]Γ
q¯1···q¯5ei1···iI , (4.3)
where the Levi-Civita symbols are defined by ǫ1¯2¯3¯4¯ = +1 and ǫq¯1···q¯35¯ = 0, i.e. these are
only non-zero when all its four indices are (anti-)holomorphic. The sign s depends on
whether there is a null index in ei1···iI :
s =
{
+1 , for eα1···αI ,
−1 , for eα1···αI−15 .
(4.4)
Observe that
{ei1···iI ,Γp¯ei1···iI , . . . ,Γp¯1···p¯5ei1···iI} (4.5)
9In this section we will not use the notation (−,+) for the null indices but rather (5, 5¯). Thus
Γ5¯ = Γ+ and Γ5 = Γ−.
10We have used, however, that I is even for all IIB spinors.
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is a basis in the space of Dirac spinors and so ei1···iI can be thought of as another Clifford
vacuum. Therefore the terms in the square brackets in (4.3) are linearly independent.
We can apply the same procedure to the parallel transport Killing spinor equation
(2.6). In particular, we find for M = p that
Dpei1···iI = [Dp + 12Ωp,rr + i4Fpr1r1r2r2 ]ei1···iI +
[1
4
Ωp,q¯1q¯2 +
i
4
Fpq¯1q¯2r
r − s
48
gpq¯1ǫq¯2
r1···r3Gr1···r3 − s16ǫq¯1q¯2r1r2Gpr1r2]Γq¯1q¯2ei1···iI +
[ i
48
Fpq¯1···q¯4 +
s
96
ǫq¯1···q¯3
rGpq¯4r − s192gpq¯1ǫq¯2···q¯4r1Gr1r2r2]Γq¯1···q¯4ei1···iI . (4.6)
Similarly, the resulting expression for (2.6) with M = p¯ is
Dp¯ei1···iI = [Dp¯ + 12Ωp¯,rr + i4Fp¯r1r1r2r2 − s24ǫp¯r1···r3Gr1···r3 ]ei1···iI +
[1
4
Ωp¯,q¯1q¯2 +
i
4
Fp¯q¯1q¯2r
r + s
32
ǫp¯q¯1q¯2
r1Gr1r2
r2
− s
32
ǫq¯1q¯2
r1r2Gp¯r1r2 +
s
16
ǫp¯q¯1
r1r2Gq¯2r1r2]Γ
q¯1q¯2ei1···iI +
[ i
48
Fp¯q¯1···q¯4 +
s
256
ǫq¯1···q¯4Gp¯r
r + s
192
ǫp¯q¯1···q¯3Gq¯4r
r
+ s
48
ǫq¯1···q¯3
rGp¯q¯4r]Γ
q¯1···q¯4ei1···iI . (4.7)
To derive the linear system associated with the Killing spinor equations of a back-
ground with any number of supersymmetries, (4.3), (4.6) and (4.7) must be converted
from the oscillator basis (4.5) to the “canonical basis”
{1,Γi¯1, . . . ,Γi¯1···¯i51} . (4.8)
To achieve this, we expand the products of Γp¯ matrices, which are creation operators on
ei1···iI , into a sum of products of Γ
j and Γj¯ matrices, which are annihilation and creation
operators, respectively, on 1. Then we act on ei1···iI with the annihilation operators. In
particular, we have
Aei1···iI =
∑
l
[Aei1···iI ]p¯1···p¯lΓp¯1···p¯lei1···iI
=
∑
l
∑
m+n=l
l!
m!n!
[Aei1···iI ]j1···jmk¯1···k¯nΓj1···jmΓk¯1···k¯nei1...iI
=
∑
l
∑
m+n=l
l!
m!n!
(−1)[m/2]+nI
2I/2−m(I −m)!ǫ
j1···jm
j¯m+1···j¯I
[Aei1···iI ]j1···jmk¯1···k¯nΓj¯m+1···j¯I k¯1···k¯n1 , (4.9)
with the obvious restrictions m ≤ I and n ≤ 5 − I and the convention that ǫ¯i1···¯iI = 1.
A similar formula holds for all components of DM. Using these expressions one can
easily compute the components of Aei1···iI and DMei1···iI in the canonical basis (4.8). For
convenience we give the explicit expressions for AσI and DσI in the appendices.
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4.2 The linear system of integrability conditions
The integrability conditions of the Killing spinor equations (2.11) and (2.10) of a IIB
background with any number of supersymmetries can also be expressed in terms of those
on five types of spinors σI . To expand IσI and IAσI in the canonical basis (4.8), we
follow the same procedure as that for the Killing spinor equations in the previous section.
In particular, we first compute the integrability condition I in the oscillator basis (4.5)
to find
Iei1···iI = [LGrr + 12BGr1r1r2r2]ei1···iI + [12LGq¯1q¯2
+12BGq¯1q¯2r
r − s
2
ǫq¯1q¯2
r1r2BP r1r2 ]Γ
q¯1q¯2ei1···iI + [BGq¯1···q¯4
+ s
96
ǫq¯1···q¯4LP +
s
48
ǫq¯1···q¯4BP r
r + s
6
ǫq¯1···q¯3
rBP q¯4r]Γ
q¯1···q¯4ei1···iI . (4.10)
Similarly for the integrability condition IA, we get
Ipei1···iI = [12Epq¯ − 6iLF pq¯rr + 4sgpq¯ǫr1···r4BGr1···r4 − 8sǫq¯r1···r3BGpr1···r3]Γq¯ei1···iI +
[−iLF pq¯1···q¯3 + s12ǫq¯1···q¯3rLGpr − 4sgpq¯1ǫq¯2r1···r3BGq¯3r1···r3 +
−2sǫq¯1···q¯3r1BGpr1r2r2]Γq¯1···q¯3ei1···iI + [− s96ǫq¯1···q¯4LGpq¯5
+1
8
sgpq¯1ǫq¯2···q¯5BGr1
r1
r2
r2 − 1
4
sǫq¯1···q¯4BGpq¯5r
r]Γq¯1···q¯5ei1···iI , (4.11)
and
Ip¯ei1···iI = [12Ep¯q¯ − 6iLF p¯q¯rr − 16sǫp¯r1···r3BGq¯r1···r3 + 8sǫq¯r1···r3BGp¯r1···r3 +
−24sǫp¯q¯r1r2BGr1r2r3r3 ]Γq¯ei1···iI +
[−iLF p¯q¯1···q¯3 + s12ǫq¯1···q¯3rLGp¯r − 9sǫp¯q¯1r1r2BGq¯2q¯3r1r2 − 3sǫq¯1q¯2r1r2BGp¯q¯3r1r2 +
+6sǫp¯q¯1q¯2
r1BGq¯3r1r2
r2 ]Γq¯1···q¯3ei1···iI +
[− s
96
ǫq¯1···q¯4LGp¯q¯5 +
s
4
ǫq¯1···q¯4BGp¯q¯5r
r]Γq¯1···q¯5ei1···iI . (4.12)
It remains to convert the above expressions from the oscillator basis (4.5) to the canonical
basis (4.8). This can be done as in (4.9) and we shall not repeat the formula here. The
explicit expressions of the integrability conditions in the canonical basis can be found in
the appendices.
5 Generic N = 2 backgrounds with SU(4)⋉R8-invariant
spinors
5.1 Preliminaries
Applying the results of section 3.2 to this case, one finds that the two Killing spinors of
N = 2 backgrounds with SU(4)⋉ R8-invariant spinors can be written as
ǫ = z η (5.1)
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where η1 = 1 + e1234 and η2 = i(1 − e1234) and z is a complex 2 × 2 matrix. There are
two classes of such backgrounds. For generic half-maximal SU(4)⋉R8-backgrounds the
matrix z is non-degenerate, detz 6= 0, whereas the degenerate half-maximal SU(4)⋉R8-
backgrounds have detz = 0 but the two Killing spinors are linearly independent over the
real numbers. To solve the Killing spinor equations in the generic case, we adapt the
formalism developed in section 3.2. In this section, we shall investigate the generic class
of half-maximal SU(4) ⋉ R8-backgrounds. The degenerate half-maximal SU(4) ⋉ R8-
backgrounds will be examined in section 6.
5.2 The solution of the linear system
The linear system and its solution are described in appendix D. It turns out that to
solve the linear system for generic half-maximal SU(4) ⋉ R8-backgrounds one has to
consider two cases depending on whether or not (A11 −A22)2 + (A12 +A21)2 = 0, where
A = z−1z∗. In both cases after solving for the fluxes, the resulting equations can be
separated into two classes. One class are the algebraic equations which do not contain
spacetime derivatives of the functions z, e.g. (D.54) and (D.57) . The other case are
first order equations for the functions z which however are non-linear in z, e.g. (D.53),
(D.52), (D.61) and (D.62). These first order equations can be viewed as the parallel
transport equations of the restriction of the supercovariant connection on the bundle of
the Killing spinors K. However, since the system is non-linear, the analysis of the general
case is rather involved. So instead of solving the system in general, we shall investigate
two examples. In the first example (A11 − A22)2 + (A12 + A21)2 6= 0 while in the second
(A11 − A22)2 + (A12 + A21)2 = 0.
5.2.1 Special cases
The matrix z in the example with (A11 − A22)2 + (A12 + A21)2 6= 0 is chosen as
z =
(
z11 0
0 z22
)
, z11 6= z22 6= 0 , (5.2)
where z11 and z22 are complex. Without loss of generality, we shall also work in the gauge
for which detz = 1 and so z11z22 = 1. This gauge can always be locally attained by an
appropriate U(1) gauge transformation and an appropriate Spin(9, 1) transformation
along Γ05. We therefore can set
z11 = ρ1e
iϕ, z22 = ρ2e
−iϕ, ρ1ρ2 = 1 (5.3)
for ρ1 = ρ, ρ2 = ρ
−1, φ ∈ R, ρ > 0. Consequently, A = diag(e−2iϕ, e2iϕ).
We shall not go through a detailed analysis of the solution. This has been done in D.3.
Instead, we shall summarize the conditions on the geometry and fluxes. In particular we
find that the conditions on the geometry are
Ωα,β+ = 0 , Ω+,αβ = 0 , Ω+,+α = 0 , Q+ = Qα = 0 , Ω+,−+ = 0
∂+ϕ = 0 , ∂Aρ = 0 , Ω+,α
α = 0 , Ω−,−+ = 0 , Ωα,β¯+ = 0 ,
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Ωβ,
β
α¯ = − 3
cos(4ϕ) + 2
Ω−,+α¯ , Ω[β1,β2β3] = 0 ,
Ωα,−+ + Ω−,α+ = 0 , ∂α¯ϕ = − sin(4ϕ)
cos(4ϕ) + 2
Ωα¯,−+ ,
Ωα¯,β
β +
cos(4ϕ)
cos(4ϕ) + 2
Ω−,+α¯ = 0 , Ωα,β¯γ¯ =
2
cos(4ϕ) + 2
Ω−,+[β¯gγ¯]α , (5.4)
the conditions on the G and P fluxes are
G+α
α = 0 , P+ = 0 , G+αβ = G+α¯β¯ = 0 , G−α
α = − 2
cos(2ϕ)
Ω−,α
α
G−α¯β¯ = −2 cos(2ϕ)(Ω−,α¯β¯ + iF−α¯β¯γγ) + i sin(2ϕ)ǫα¯β¯γδ(Ω−,γδ − iF−γδζ ζ)
G−αβ = −2 cos(2ϕ)(Ω−,αβ − iF−αβγγ) + i sin(2ϕ)ǫαβγ¯δ¯(Ω−,γ¯δ¯ + iF−γ¯δ¯ζ ζ)
Pα¯ = (Pα)
∗ =
2
cos(4ϕ) + 2
Ω−,+α¯ , G−+α¯ = (G−+α)
∗ = −8 cos(2ϕ)
cos(4ϕ) + 2
Ω−,+α¯
Gα¯β
β = Gaβ
β = 0 , ǫα¯
β1β2β3Gβ1β2β3 = −(ǫαβ¯1β¯2β¯3Gβ¯1β¯2β¯3)∗ = 24i
sin(2ϕ)
cos(4ϕ) + 2
Ω−,+α¯
G+αβ¯ = 0 , Gα¯βγ = −(Gαβ¯γ¯)∗ = i
1
sin(2ϕ)
Ωα¯,δ¯1δ¯2ǫβγ
δ¯1δ¯2 (5.5)
and the conditions on the F fluxes, in addition to the self-duality, are
F+αβ¯1β¯2β¯3 = 0 , F−α
α
β
β = 2Q− , F−β1β2β3β4ǫ
β1β2β3β4 = −12∂−ϕ− 6 tan(2ϕ)Ω−,αα ,
ǫα¯
β1β2β3F−+β1β2β3 = −3
sin(4ϕ)
cos(4ϕ) + 2
Ω−,+α¯ , F−+α¯β
β = 0 , F+α1α2β¯1β¯2 = 0
F−+αβ¯γ¯ = −
1
4
cotan(2ϕ)Ωα,γ1γ2ǫ
γ1γ2
β¯γ¯ ,
iIm(F−α1α2α3α4ǫ
α1α2α3α4) = −6 tan(2ϕ)Ω−,αα . (5.6)
The conditions above have an explicit dependence on the angle ϕ. This is due to the
non-linearity of the Killing spinor equation on the functions z.
The other special case that we shall consider is to take z to be a real matrix. In
this case, A = 12×2 is the identity matrix and the non-linear system becomes linear.
This case closely resembles the maximally supersymmetric SU(4)⋉R8 case that we have
investigated in [13]. As in the previous case, we shall simply summarize the solution of
the linear system. The conditions on the geometry are
(z−1∂+z)11 = (z
−1∂+z)22 = −1
2
Ω+,−+ ,
(z−1∂+z)12 = −(z−1∂+z)21 = i
2
Ω+,α
α ,
(z−1∂−z)11 = (z
−1∂−z)22 = −1
2
Ω−,−+ ,
(z−1∂−z)12 = −(z−1∂−z)21 = i
2
Ω−,α
α +
i
4
G−α
α ,
(z−1∂α¯z)11 = (z
−1∂α¯z)22 = −1
2
Ωα¯,−+ − 1
2
Ωβ,
β
α¯ ,
(z−1∂α¯z)12 = −(z−1∂α¯z)21 = i
2
Ωα¯,β
β − i
6
Ωβ,
β
α¯ +
i
12
(Gα¯β
β − (Gαββ)∗) ,
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Q+ = 0 , Ωα,β+ = 0 , Ω+,αβ = 0 , Ω+,+α = 0 ,
Ωα,+β¯ + Ωβ¯,+α = 0 , Ωα1,α2α3 = 0 , Ω−+α¯ + Ωβ,
β
α¯ = 0 , (5.7)
the conditions on the P and G fluxes are
P+ = 0 , G+α
α = 0 , G+αβ = G+α¯β¯ = 0 , G−α
α + (G−α
α)∗ = 0 ,
G−αβ = −2(Ω−,αβ − iF−αβγγ) , G−α¯β¯ = −2(Ω−α¯β¯ + iF−α¯β¯γγ) ,
G+αβ¯ = Ωα,+β¯ − Ωβ¯,+α , Pα¯ = −
1
3
Gα¯β
β − 2
3
(Ωβ,
β
α¯ − iF−+α¯ββ) ,
G−+α¯ =
1
3
Gα¯β
β +
8
3
(Ωβ,
β
α¯ − iF−+α¯ββ) , Gαβγ = Gα¯β¯γ¯ = 0 ,
Pα =
1
3
Gαβ
β − 2
3
(Ωβ¯,
β¯
α + iF−+αβ
β) , G−+α = −1
3
Gαβ
β +
8
3
(Ωβ¯,
β¯
α + iF−+αβ
β) ,
Gαβ¯1β¯2 = −2(Ωα,β¯1β¯2 + 2iF−+αβ¯1β¯2)− δα[β¯1
(− 2
3
Gβ¯2]γ
γ − 4
3
Ω|γ|,
γ
β¯2] −
8i
3
Fβ¯2]−+γ
γ
)
Gα¯β1β2 = −2(Ωα¯,β1β2 + 2iF−+α¯β1β2)− δα¯[β1
(2
3
Gβ2]γ
γ − 4
3
Ω|γ¯|,
γ¯
β¯2] +
8i
3
Fβ¯2]−+γ
γ
)
(5.8)
and the conditions on the F fluxes, in addition to the self-duality, are
F+αβ¯1β¯2β¯3 = 0 , F−α
α
β
β = 2Q− , F−β1β2β3β4 = 0 ,
F+αβ¯γ
γ = 0 , F−+αβ
β =
1
2
Qα , F−+α¯β
β =
i
8
(Gα¯β
β + (Gαβ
β)∗) ,
F−+α1α2α3 = 0 . (5.9)
Observe that the conditions have been expressed in representations of SU(4) ⋉ R8 as
may have been expected.
5.3 The geometry
To investigate the geometry of generic half-maximally supersymmetric SU(4)⋉R8 back-
grounds, one has to solve the parallel transport equation
z−1dz + C = 0 . (5.10)
However as we have seen that the connection depends on z, C = C(z), the first order
system is non-linear. Because of this, we shall focus on the geometry of two examples
we have described in the previous section.
First, let us consider the case for which z is diagonal. The conditions on the geometry
(5.4) imply that the Killing spinors can be written as
ǫ1 = e
iϕη1 , ǫ2 = e
−iϕη2 , (5.11)
where ϕ depends on the spacetime coordinates. In addition ϕ satisfies a parallel transport
equation
dϕ+ C = 0 (5.12)
where
C+ = 0 , C− =
1
2
tan(2ϕ)Ω−,α
α +
1
12
F−β1β2β3β4ǫ
β1β2β3β4 ,
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Cα¯ =
sin(4ϕ)
cos(4ϕ) + 2
Ωα¯,−+ . (5.13)
Observe that C depends on the angle ϕ as expected. The dependence of ǫ1, ǫ2 on the
angle ϕ cannot be eliminated with a Spin(9, 1)×U(1) gauge transformation because we
have already used such transformations to simplify the Killing spinors11. The angle ϕ is
determined by the field equations.
To investigate further the geometry of these backgrounds, one can compute the space-
time form bi-linears associated with the Killing spinors (5.11). This can be easily done
using the results in appendix A. For this we introduce a light-cone frame and write the
spacetime metric as
ds2 = 2e−e+ + δIJe
IeJ , I, J = 1, . . . , 8 . (5.14)
Then after an appropriate normalization, one finds that the ring of Killing spinor bi-
linears is generated by
κ = e− , ξ = e− ∧ ω , τ = e− ∧ χ , τ ∗ = e− ∧ χ∗ , λ = e− ∧ ω ∧ ω (5.15)
as can be seen from the bi-linears κ(ǫ1, ǫ˜1), ξ(ǫ1, ǫ2), τ(ǫ1, ǫ2), τ(ǫ1, ǫ˜1) and τ(ǫ2, ǫ˜2).
Observe that the remaining bi-linears in appendix A depend on the angle ϕ. Clearly
the ring of bi-linears is two step nilpotent12. The one-form κ is associated with a null
Killing vector field X = e+. However unlike the case of maximally supersymmetric
SU(4) ⋉ R8-backgrounds, X is not rotation free. It is straightforward to express the
various components of the Levi-Civita connection Ω that appear in the geometry relations
(5.4) in terms of the covariant derivatives of the generators (5.15). Then one could
rewrite (5.4) in terms of the covariant derivatives. However, we shall not do this here.
Observe that the various geometry conditions in (5.4) depend on the angle ϕ and that the
covariant derivatives of (5.15) do not depend on ϕ. As a result, the geometry conditions
(5.4) are not simply linear relations between the various components of the covariant
derivatives of (5.15) as in the case of Hermitian manifolds in [23].
Next, let us take z to be a real invertible matrix. The parallel transport equation for
z is given in (5.7). It is easy to see that the connection C can be written as
C = Ωˆ0t0 + Ωˆ
1t1 (5.16)
where t0 = 12×2, t1 is skew-symmetric with (t1)12 = 1, and Ωˆ
0 and Ωˆ1 are easily computed
from (5.7). Since t0 and t1 commute, C is an abelian connection. In addition C does not
depend on z because A = 12×2 in this example. A necessary condition for the existence
of a solution to the parallel transport problem is that the curvature of C, F = dC, must
vanish. In addition, it turns out that C can be trivialized with the eaΓ05+bΓ16 gauge
Spin(9, 1) transformation for suitable choices of the parameters a, b. Therefore, we have
11We do not expect additional Spin(9, 1)×U(1) gauge transformations that preserve the space spanned
by ǫ1, ǫ2 to exist, apart from the subgroup Spin(1, 1)× U(1) that we have already used.
12Compare this with the ring of invariant forms on 2n-dimensional manifolds with an SU(n)-structure
which is not nilpotent.
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shown that up to a Spin(9, 1) gauge transformation, we can set z = 12×2 and so the two
Killing spinors13
ǫ1 = η1
ǫ2 = η2 . (5.17)
Setting z = 12×2 in (5.7), the resulting equations are interpreted either as restrictions on
the geometry or as conditions that relate components of the fluxes to the geometry.
To further investigate the geometry, we write the spacetime metric in a light-cone
frame as in (5.14). Then it can be easily seen from the results of appendix A that the ring
of SU(4) ⋉ R8 forms is generated by the forms in (5.15). However unlike the previous
case, all spinor bi-linears are constant in the frame e−, e+, eI . The ring of spinor bi-
linears is again two step nilpotent. It is easy to see from the conditions on the geometry
that κ is a null Killing vector field. Unlike the maximally supersymmetric SU(4)⋉ R8-
backgrounds, κ is not rotation free. In particular observe that (dκ)αβ¯ is proportional to
G+αβ¯ . One can proceed further to re-express the conditions on the geometry in terms of
the Levi-Civita covariant derivatives of the spacetime forms κ, ξ, τ , τ ∗ and λ as suggested
in [23]. However, we shall not do this here.
6 Degenerate N = 2 backgrounds with SU(4) ⋉ R8-
invariant spinors
6.1 Preliminaries
The Killing spinors of degenerate half-maximal SU(4)⋉R8-backgrounds can be written
as
ǫ1 = (f − g2 + ig1)1 + (f + g2 + ig1)e1234
ǫ2 = wǫ1 , Imw 6= 0 , (6.1)
where f, g1, g2 are real functions, f, g2 6= 0. To see this, it can always be arranged
such that z11 6= 0. If this is the case, then solving the condition detz = 0 for z22 and
substituting it into the second spinor, one finds that ǫ2 = wǫ1, where w = z21/z11. If w
is real, then η1 and η2 are linearly dependent and so this case is excluded. Thus, we take
w to be complex with Im w 6= 0.
The algebraic Killing spinor equation for ǫ2 can be written as
w−1w∗PAΓ
ACǫ∗1 +
1
24
GABCΓ
ABCǫ1 = 0 . (6.2)
Subtracting this from the algebraic Killing spinor equation of ǫ1 and using Im w 6= 0,
one finds that
PAΓ
ACǫ∗1 = 0 , GABCΓ
ABCǫ1 = 0 . (6.3)
13It is not always possible to find a gauge such that the Killing spinors of a supersymmetric background
are all constant. This has to be shown in each case. An explanation of this has been given in [13]. As
an example, it can be shown that the only maximally supersymmetric background of IIB supergravity
with constant Killing spinors is locally isometric to Minkowski spacetime but it is known that there are
two more maximally supersymmetric backgrounds the AdS5 × S5 and the plane wave.
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Similarly using Dǫ1 = 0, the Killing spinor equations of ǫ2 associated with the superco-
variant derivative D become
∂Awǫ1 − 1
96
(w∗ − w)[ΓAB1B2B3GB1B2B3 − 9ΓB1B2GAB1B2 ]Cǫ∗1 = 0 . (6.4)
In turn the Killing spinor equation associated with the supercovariant derivative of ǫ1
can be rewritten as
∇˜Aǫ1 − (w∗ − w)−1∂Awǫ1 + i
48
ΓN1...N4ǫ1FN1...N4M = 0 . (6.5)
Therefore the independent equations that have to be solved in this case are (6.3), (6.4)
and (6.5). It is clear that in this special case, the Killing spinor equations factorize in a
way similar to that we have encountered for maximally supersymmetric H-backgrounds.
The linear system associated with the above Killing spinor equations is given in appendix
E.
6.2 The solution of the linear system
The linear system associated with the Killing spinor equations has been presented in
appendix E. We shall not explain in detail the solution of this system. It turns out
that it is simpler than that of N = 1 backgrounds with a SU(4)⋉ R8 invariant Killing
spinor [12]. First, we shall summarize the conditions that are implied from the equations
involving the G and P fluxes and then we shall give the conditions that are implied by
the rest of the equations. In particular, we have
∂+w = ∂−w = ∂αw = ∂α¯w = 0
P+ = G−β
β = G+β
β = G−+α = Gα¯1α¯2α¯3 = Gαβ
β = 0
G+αβ = G+α¯β¯ = G−+α¯ = Gα1α2α3 = Gα¯β
β = G+αβ¯ = 0
(f + g2 − ig1)Pα¯ = 0 , (f − g2 − ig1)Pα = 0 ,
(f − g2 − ig1)Gα¯βγ = 0 , (f + g2 − ig1)Gαβ¯γ¯ = 0
G−β¯1β¯2(f + g2 − ig1)−
1
2
(f − g2 − ig1)G−γ1γ2ǫγ1γ2 β¯1β¯2 = 0 . (6.6)
The first equation implies that the complex function w is constant. Therefore ǫ2 is
linearly dependent to ǫ1 over the complex numbers as expected. The last three equations
require some explanation. If the Killing spinor ǫ1 is not pure, then Pα = Pα¯ = 0 and
similarly Gα¯βγ = Gαβ¯γ¯ = 0. However if the Killing spinor ǫ1 is pure, then either Pα¯ = 0
or Pα = 0 and similarly either the (1,2) or the (2,1) component of G vanishes depending
on whether ǫ1 is proportional to either 1 or e1234, respectively. In addition, if ǫ1 is a
pure spinor, the last equation implies that either G−αβ or G−α¯β¯ will vanish. The Killing
spinor equations do not determine the traceless G−αβ¯ component of G.
Next, we summarize the conditions on the flux F . In addition to the self-duality
condition on F , we find that
iF−+β¯γ
γ =
f 2 + g22 + g
2
1
2fg2
Ω−,+β¯
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iF−+αβγ = −f
2 − (g2 − ig1)2
4fg2
Ω−,+δ¯ǫ
δ¯
αβγ
iF−α¯1α¯2γ
γ = − 1
2fg2
[−(f 2 + g22 + g21)Ω−,α¯1α¯2
+
1
2
(f 2 − (g2 + ig1)2)Ω−,β1β2ǫβ1β2 α¯1α¯2 ]
iF−β1β2β3β4ǫ
β1β2β3β4 = − 3
fg2
[(∂− + Ω−,γ
γ + Ω−,−+)(f
2 − (g2 − ig1)2)]
iF−β
β
γ
γ =
1
fg2
[2iQ−fg2 − 2ig2∂−g1 + 2ig1∂−g2 + Ω−,γγ(f 2 + g22 + g21)]
F+αβ¯1β¯2β¯3 = 0 ,
iF−+αβ¯1β¯2 =
fg2
f 2 + g22 + g
2
1
[Ωα,β¯1β¯2 + 2Ωγ,
γ
[β¯1gβ¯2]α] (6.7)
and if ǫ1 is not pure
F+αβ¯γ
γ = 0 . (6.8)
Alternatively, if ǫ1 is pure the last equation becomes
iF+αβ¯γ
γ = ±Ωα,+β¯ (6.9)
where the sign depends on whether the pure spinor is proportional to 1 or to e1234,
respectively. Taking the complex conjugate of the above relation, we find
Ωα,+β¯ + Ωβ¯,+α = 0 . (6.10)
Observe that in the pure spinor case some of the components of F in (6.7) vanish.
Finally, the conditions on the geometry are
Ω+,αβ = 0 , iQ+g2 + Ω+,γ
γf = 0 ,
2∂+f +Q+g1 + Ω+,−+f = 0 ,
2∂+g2 − ig1Ω+,γγ + Ω+,−+g2 = 0 ,
2∂+g1 −Q+f + iΩ+,γγg2 + g1Ω+,−+ = 0 ,
∂−(f
2 + g22 + g
2
1) + Ω−,−+(f
2 + g22 + g
2
1) = 0 ,
Ωα,+
α = 0 , Ωα,+β = 0 ,
4f 2g22Ωγ,
γ
β¯ + (f
2 + g22 + g
2
1)
2Ω−,+β¯ = 0 ,
1
2
(f 2 + g22 + g
2
1)Ωα,γ1γ2ǫ
γ1γ2
β¯1β¯2 − Ωα,β¯1β¯2 [f 2 − (g2 − ig1)2] = 0 , (6.11)
and
Qα =
if
g2
Ωα,β
β − i(g2 − ig1)
fg22
(f 2 + g1
2 − ig1g2)Ω−,+α
∂αf = −ig1f
2g2
Ωα,β
β − 1
2
fΩα,−+
+
i(g2 − ig1)
2fg22
(g1(f
2 + g1
2 + g2
2)− ig2(g12 + g22))Ω−,+α
∂αg1 = i
(f 2 − g22)
2g2
Ωα,β
β − 1
2
g1Ωα,−+
21
− i
2g22
(g2(f
2 − g22)− ig1(f 2 + g12 + 2g22))Ω−,+α
∂αg2 =
i
2
g1Ωα,β
β − 1
2
g2Ωα,−+ +
1
2g2
(f 2 + g1
2 − ig1g2)Ω−,+α (6.12)
and if ǫ1 is not pure
Ωα,+β¯ = 0 . (6.13)
Observe that some of the conditions on the fluxes F can be interpreted as conditions
on the geometry because they restrict the ∂− derivative of functions f, g1, g2 which de-
termine the spinor. In turn, the integrability conditions restrict both the fluxes and the
geometry.
6.3 The geometry
The linearly independent forms on the spacetime associated with the Killing spinor
bi-linears are those that we have computed in [12] for the case of N = 1 SU(4) ⋉ R8-
backgrounds. Because of this, we shall not present them here. It turns out that the
vector field X associated to the form
κ = (f 2 + g21 + g
2
2)e
− (6.14)
is a null Killing vector field. Moreover one can choose the gauge f 2 + g21 + g
2
2 = 1.
This is achieved by an Spin(9, 1) transformation eaΓ05 for an appropriate choice of the
parameter a. The metric then can be put into the form (5.14). Observe that the first
order system for the functions f, g1, g2 is again non-linear.
7 Examples of integrability conditions
In this section we will solve the linear systems associated with the integrability condi-
tions for maximal14 Spin(7) ⋉ R8- and SU(4) ⋉ R8-backgrounds. This will determine
which field equations are implied by the Killing spinor equations. The remaining field
equations, which still need to be imposed on the supersymmetric background, will be
given explicitly.
There are linear systems associated to the Killing spinor equations and to integra-
bility conditions of any supersymmetric background. However, as it was explained in
section 3.2, these systems factorize for maximal H-backgrounds. In particular, the lin-
ear system of integrability conditions splits up in three separate parts involving only two
types of field equations: E and LF , LP and BP and LG and BG. This considerably
simplifies the analysis of the linear systems. In what follows, we shall apply the formalism
to the linear systems of the maximal Spin(7)⋉ R8- and SU(4)⋉ R8-backgrounds.
14The Killing spinor equations for these cases were solved in [13]. The same holds for the case with
maximal G2 supersymmetry, but since this yielded a purely gravitational solution we will not discuss it.
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7.1 Maximal Spin(7)⋉ R8-backgrounds
The field equations that are not implied by the Killing spinor equations of maximally
supersymmetric Spin(7)⋉ R8-backgrounds are (where the tilde indicates traceless com-
ponents)
E−−, LP ,BPα1α2 , B˜Pαβ¯ , BP β¯1β¯2 , BPα−, BP β¯−, BP−+, LGα1α2 , L˜Gαβ¯, LGβ¯1β¯2,
LGα−, LGβ¯−, BGα1···α4 , BGα1···α3β¯, BGα1α2β¯1β¯2, BGαβ¯1···β¯3, BGβ¯1···β¯4,
BGα1···α3−, BGα1α2β¯−, BGαβ¯1β¯2−, BGβ¯1···β¯3−, BGα1α2−+, B˜Gαβ¯−+, BGβ¯1β¯2−+,
LF α1···α4 , LF α1···α3β¯, LF α1α2β¯1β¯2, LF α1···α3−, L˜F α1α2β¯−, L˜F αβ¯−+ , (7.1)
subject to the relations
LP + 2BP−+ = BP α1α2 − 12ǫα1α2 β¯1β¯2BP β¯1β¯2 = 0 ,
LGα1α2 + 24BGα1α2−+ = L˜Gαβ¯ + 24B˜Gαβ¯−+ = 0 ,
LGβ¯1β¯2 + 24BGβ¯1β¯2−+ = LGα− − 24BGαγγ− + 8ǫαβ¯1···β¯3BGβ¯1···β¯3− = 0 ,
LGβ¯− + 24BGβ¯γ
γ
− + 8ǫβ¯
γ1···γ3BGγ1···γ3− = 8BGα1···α4 + ǫα1···α4BGγ1
γ1
γ2
γ2 = 0 ,
8BGβ¯1···β¯4 + ǫβ¯1···β¯4BGγ1
γ1
γ2
γ2 = BGαβ¯1···β¯3 − 32gα[β¯1BGβ¯2β¯3]γγ = 0 ,
BGβ¯γ1···γ3 +
3
2
gβ¯[γ1BGγ2γ3]γ4
γ4 = BGα1α2γ
γ + 1
2
ǫα1α2
β¯1β¯2BGβ¯1β¯2γ
γ = 0 ,
4BGαβ¯γ
γ − gαβ¯BGγ1γ1γ2γ2 = BGα1α2−+ − 12ǫα1α2 β¯1β¯2BGβ¯1β¯2−+ = 0 ,
LF αβ¯1···β¯3 − 32gα[β¯1LF β¯2β¯3]γγ = LF α1α2γγ + 12ǫα1α2 β¯1β¯2LF β¯1β¯2γγ = 0 ,
3LF αβ¯γ
γ + 3L˜F αβ¯−+ + ǫβ¯
γ1···γ3LF αγ1···γ3 = 3LF β¯γ
γ
− + ǫβ¯
γ1···γ3LF γ1···γ3− = 0 . (7.2)
Using these relations, one can show that all the field equations and Bianchi identities
are satisfied provided one imposes the vanishing of the equations
E−−, BP α1α2 , B˜P αβ¯ BPα−, BP β¯−, BP−+, L˜F α1α2β¯1β¯2, LF γ1
γ1
γ2
γ2 , LF α1α2γ
γ ,
LF α1α2β¯−, B˜Gα1α2β¯1β¯2, BGγ1
γ1
γ2
γ2 , BGα1α2γ
γ, BGα1α2α3−, BGα1α2β¯−, BGαβ¯1β¯2−,
BGβ¯1β¯2β¯3−, BGα1α2−+, B˜Gαβ¯−+ . (7.3)
Since the Bianchi identity and field equation for F are interchangeable because of the
self-duality of F , the only field equation that needs to be imposed is the E−− component
of the field equations.
We now turn to the corresponding supersymmetric background. As it has been shown
in [13], the metric of Spin(7)⋉ R8-backgrounds can be written as
ds2 = 2dv(du+ αdv + βIdy
I) + γIJdy
IdyJ , (7.4)
with α, β and γIJ functions of v and y
I only, and I = (1, . . . , 8). This is a pp-wave
metric with rotation, see also [24]. A natural frame is given by
e− = dv , e+ = du+ αdv + βIdy
I , eα = eαIdy
I , eα¯ = eα¯Idy
I . (7.5)
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The components of the spin connection are
ΩP,Q− = e
I
(P∂veQ)I + ∂[PβQ] , Ω−,−P = ∂Pα− ∂vβP ,
Ω−,PQ = e
I
[P∂veQ]I − ∂[PβQ] , (7.6)
and ΩP,QR, where P = (α, α¯). In addition, the components of ΩP,QR and Ω−,PQ take
values in spin(7), i.e.
ΩP,α1α2 =
1
2
ǫα1α2
β¯1β¯2ΩP,β¯1β¯2 , ΩP,α
α = 0 , (7.7)
and similarly for Ω−,QR.
The Killing spinor equations restrict the fluxes as follows. The non-vanishing com-
ponents of the fluxes are P−, GPQ− and FP1···P4− which in addition satisfy the follow-
ing conditions. GPQ− takes values in spin(7), i.e. in the decomposition Λ
2(R8) =
Λ2
7
(R8)⊕Λ2
21
(R8) into Spin(7) representations, only the Λ2
21
(R8) is allowed by the Killing
spinor equations. Similarly, the components of FP1···P4− lie in Λ
4
1
(R8) and Λ4
27
(R8) in the
decomposition Λ4(R8) = Λ4
1
(R8)⊕ Λ4
7
(R8)⊕Λ4
27
(R8)⊕Λ4
35
(R8). The singlet is given by
FP1···P4−ψ
P1···P4 = 24Q− , (7.8)
where ψ is the Spin(7)-invariant four-form, whose definition can be found in [13].
Among the field equations that still need to be imposed on the solution to the N = 2
Spin(7)⋉ R8 Killing spinor equations is the Einstein equation E−−, which is given by
−(∂P + ΩQ,QP )(∂Pα− ∂vβP ) + ∂[PβQ]∂PβQ − 12γIJ∂v2γIJ − 14∂vγIJ∂vγIJ
−1
6
F−P1···P4F−
P1···P4 − 1
4
G−
P1P2G∗−P1P2 − 2P−P ∗− = 0 . (7.9)
where γIJ is the inverse of the metric γIJ defined in (7.4). For the special case of α, βI
and γIJ independent of v this equation becomes
−✷8α + ∂[PβQ]∂PβQ − 16F−P1···P4F−P1···P4 − 14G−P1P2G∗−P1P2 − 2P−P ∗− = 0 , (7.10)
where ✷8 is the Laplacian on the eight-dimensional space and ∂[PβQ] only takes values
in Spin(7).
In addition one needs to impose several components of the Bianchi identities on the
fluxes P−, GPQ− and FP1···P4−. For example, the remaining BP components imply that
P− is a function of v only. We will not analyze the rest of these restrictions in detail.
Observe that the contribution of the rotation in the Einstein equations has a different
sign from that of the contribution of the fluxes. Because of this and assuming that the
transverse space of the pp-wave is a compact Spin(7) manifold, the Einstein equation
can be solved provided that the total rotation cancels the contributions from the fluxes.
This means that the integral of the expression in the right-hand-side of (7.10) must
vanish. For a detailed similar argument see [12]. The above solution resembles flux-tube
type of configurations [25] but without the backreaction of the branes. There are also
similarities with the solutions of [26, 27].
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7.2 Maximal SU(4)⋉ R8backgrounds
The field equations that are not implied by the Killing spinor equations of maximally
supersymmetric SU(4)⋉ R8-backgrounds are
E−−, LP , B˜Pαβ¯ , BP α−, BP β¯−, BP−+, L˜Gαβ¯, LGα−, LGβ¯−,
B˜Gα1α2β¯1β¯2 , BGα1α2β¯−, BGαβ¯1β¯2−, B˜Gαβ¯−+, L˜F α1α2β¯1β¯2, L˜F α1α2β¯−, (7.11)
subject to the relations
LP + 2BP−+ = L˜Gαβ¯ + 24B˜Gαβ¯−+ = 0 ,
LGα− − 24BGαγγ− = LGβ¯− + 24BGβ¯γγ− = 0 . (7.12)
Using these relations, one can show that all field equations are satisfied provided that
the field equations
E−−, B˜Pαβ¯ , BPα−, BP β¯−, BP−+, B˜Gα1α2β¯1β¯2, BGα1α2β¯−,
BGαβ¯1β¯2−, B˜Gαβ¯−+, L˜F α1α2β¯1β¯2, L˜F α1α2β¯− , (7.13)
are satisfied. It is easy to see that apart from the Bianchi identities, the only field
equation that one has to impose is the E−− component of the Einstein equation.
The investigation of the field equations of the maximal SU(4) ⋉ R8-backgrounds is
related to that of maximal Spin(7)⋉R8-backgrounds. In particular, there is a gauge for
the Killing spinors such that ΩA,−+ = 0 and ΩA,β
β = 0 [13]. In addition the metric can
be written in Penrose coordinates as in (7.4) and so one can introduce the frame (7.5).
One can compute the spin connection which has components Ω−,−P , ΩP,Q−, Ω−,PQ and
ΩP,QR. The first three are given in (7.6), and in addition the latter two take values in
SU(4), i.e.
ΩP,α1α2 = 0 , ΩP,α
α = 0 , (7.14)
and similarly for Ω−,PQ. The non-vanishing components of the fluxes are
P− , G˜αβ¯− , Gα
α
−(v) , Fα1···α4−(v) , F˜α1α2β¯1β¯2− , F α
α
β
β
− = 2Q− . (7.15)
Using these, one can easily compute the Einstein equation E−−. It is easy to see that
it takes the same form as (7.9). In addition the remaining Bianchi identities will impose
closure of the remaining fluxes P−, GPQ− and FP1···P4−.
In the case that the components of the metric are independent of the v coordinate,
the transverse space of the pp-wave is a Calabi-Yau manifold. To find a solution, one can
use the Donaldson theorem for U(1) connections and require cancelation of the rotation
and flux charges. Using a similar argument to that in [12], one can show that there is a
smooth solution for pp-waves with transverse space a compact Calabi-Yau manifold.
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8 Concluding remarks
We have shown that the Killing spinor equations of any IIB supergravity background
can be written as a linear system for the fluxes, geometry and spacetime derivatives
of the functions that determine the Killing spinors. This has been achieved by using
the spinorial geometry techniques of [14]. We have also shown that another linear sys-
tem, constructed in a similar way, can be used to determine the field equations and
Bianchi identities of IIB supergravity that are determined by the Killing spinors for any
supersymmetric background. These two linear systems can be used to systematically
investigate all supersymmetric backgrounds of IIB supergravity.
For general supersymmetric backgrounds these two linear systems are rather compli-
cated. However, we have shown that these linear systems simplify for backgrounds that
admit H-invariant spinors, H ⊂ Spin(9, 1). We have mostly focused on two cases, those
for which the background admits a maximal number of H-invariant Killing spinors,
maximally supersymmetric H-backgrounds, and those that admit half the number of
maximal H-invariant spinors, half-maximally supersymmetric H-backgrounds. In the
former case, the Killing spinor equations factorize and the resulting linear systems are
easy to solve. We have demonstrated that the system associated with the Killing spinor
equations gives rise to a flatness condition for the connection which is identified as the
restriction of the supercovariant connection on the bundle of Killing spinors K.
There are several cases of half-maximal H-backgrounds which should be considered.
The generic case consists of those backgrounds for which the Killing spinors are linearly
independent over the complex numbers. There are also several degenerate cases for which
the Killing spinors are linearly dependent over the complex numbers but linearly inde-
pendent over the real numbers. The degenerate cases are of co-dimension two or more
relative to the generic case. We have demonstrated that the Killing spinor equations of
half-maximal H-backgrounds do not factorize. The linear system of the Killing spinor
equations gives rise to a flatness condition for the restriction of the supercovariant con-
nection on the bundle of Killing spinors K. However, the restricted connection depends
non-linearly on the functions that determine the Killing spinors.
To give an overview of the current status of the problem in IIB supergravity, we
summarize some of the results in the table 1 below. In this table, we indicate the cases
that have been investigated as well as the maximal and half-maximal H-backgrounds
that remain to be tackled.
In table 1 below, the list of cases that remain to be tackled contains the N = 4 and
N = 8 SU(3)-backgrounds. It is expected that the former includes all backgrounds which
are dual to N = 1 (N = 4) four-dimensional gauge theories. The list also includes all
supersymmetric backgrounds that preserve 1/2 of the supersymmetry (N = 16). There
are three classes of 1/2 supersymmetric backgrounds. The maximal R8-backgrounds,
the maximal SU(2)-backgrounds and the half-maximal 1-backgrounds. It would be of
interest to investigate all these cases.
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H N = 1 N = 2 N = 3 N = 4 N = 6 N = 8 N = 16 N = 32
Spin(7)⋉ R8
√ √
- - - - - -
SU(4)⋉ R8
√ √ √
- - - -
G2
√ ⊙ √ - - - -
Sp(2)⋉ R8 - ⊙ ⊙ - - -
(SU(2)× SU(2))⋉ R8 - ⊙ ⊙ - -
SU(3) - ⊙ ⊙ - -
R
8 - ⊙ ⊙ -
SU(2) - ⊙ ⊙ -
1 - ⊙ √
Table 1:
√
denotes the cases for which the Killing spinor equations have already been
solved. ⊙ denotes the remaining cases that correspond to backgrounds with H-invariant
spinors and can be tackled with the techniques described in this paper. − denotes the
cases that do not occur, e.g. there are no backgrounds with N > 2 and Spin(7) ⋉ R8-
invariant Killing spinors. The remaining entries may occur but it is expected that the
associated linear systems are more involved.
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Appendix A Spinors
The description of IIB supergravity spinors that we used in this paper can be found
in [12]. For the general theory see [28, 29, 30]. Here for completeness, we shall briefly
summarize the main formulae without explanation.
Consider the vector space U = R < e1, . . . , e5 >, where e1, . . . , e5 is an orthonormal
basis. The space of Dirac spinors of Spin(9, 1) is ∆c = Λ
∗(U ⊗C). This decomposes into
two complex chiral representations according to the degree of the form ∆+c = Λ
even(U⊗C)
and ∆−c = Λ
odd(U ⊗C). These are the complex Weyl representations of Spin(9, 1). The
gamma matrices are represented on ∆c as
Γ0η = −e5 ∧ η + e5yη , Γ5η = e5 ∧ η + e5yη ,
Γiη = ei ∧ η + eiyη , i = 1, . . . , 4
Γ5+iη = iei ∧ η − ieiyη , (A.1)
where Γ0 is the gamma matrix along the time direction. The above gamma matrices
satisfy the Clifford algebra relations ΓAΓB+ΓBΓA = 2ηAB with respect to the Lorentzian
inner product as expected.
The Dirac inner product on the space of spinors ∆c is
D(η, θ) =< Γ0η, θ > , (A.2)
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where
< zaea, w
beb >=
5∑
a=1
(za)∗wa , (A.3)
on U ⊗ C and then extended to ∆c. Note that (za)∗ is the standard complex conjugate
of za.
The Majorana Spin(9, 1)-invariant inner product that we use is
B(η, θ) =< B(η∗), θ > , (A.4)
where B = Γ06789. The Majorana-Weyl representations ∆
± of Spin(9, 1) are constructed
by imposing the reality condition
η = −Γ0B(η∗) , (A.5)
or equivalently
η∗ = Γ6789η , (A.6)
on ∆±c . The map C = Γ6789 is the charge conjugation matrix.
The oscillator basis in ∆c that we use in this paper is
Γα¯ =
1√
2
(Γα+ iΓα+5) , Γ± =
1√
2
(Γ5± Γ0) , Γα = 1√
2
(Γα− iΓα+5) . (A.7)
Observe that the Clifford algebra relations in the above basis are ΓAΓB +ΓBΓA = 2ηAB,
where the non-vanishing components of the metric are ηαβ¯ = δαβ¯, η+− = 1. In addition,
we define ΓB = gBAΓA. The 1 spinor is a Clifford vacuum, Γ
α1 = Γ−1 = 0 and the
representation ∆c can be constructed by acting on 1 with the creation operators Γ
α¯,Γ+
or equivalently any spinor can be written as
η =
5∑
k=0
1
k!
φa¯1...a¯k Γ
a¯1...a¯k1 , a¯ = α¯,+ , (A.8)
i.e. Γa¯1...a¯k1, for k = 0, . . . , 5, is a basis in the space of (Dirac) spinors.
The spacetime form bi-linears associated with the pair of spinors (η, ǫ). are
α(η, ǫ) =
1
k!
B(η,ΓA1...Akǫ)e
A1 ∧ · · · ∧ eAk , k = 0, . . . , 9 . (A.9)
For the application to backgrounds with SU(4)⋉ R8 spinors, we use the form bi-linear
of 1 and e1234 spinors. These are the following (see also [12]): a one-form
κ(e1234, 1) = κ(1, e1234) = e
0 − e5 , (A.10)
a three-form
ξ(e1234, 1) = −ξ(1, e1234) = i(e0 − e5) ∧ ω , (A.11)
and five-forms
τ(1, 1) = (e0 − e5) ∧ χ
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τ(e1234, e1234) = (e
0 − e5) ∧ χ∗
τ(e1234, 1) = τ(1, e1234) = −1
2
(e0 − e5)ω ∧ ω , (A.12)
where
ω = e1 ∧ e6 + e2 ∧ e7 + e3 ∧ e8 + e4 ∧ e9
χ = (e1 + ie6) ∧ (e2 + ie7) ∧ (e3 + ie8) ∧ (e4 + ie9) . (A.13)
Note that χ and ω are the familiar SU(4) invariant forms.
Using the above results, we can easily compute the spacetime form bilinears of the
half-maximally supersymmetric SU(4)⋉R8 backgrounds. The Killing spinors are ǫ = z η,
where η1 = 1 + e1234 and η2 = i(1 − e1234). Since the Killing spinors ǫ1 and ǫ2 are
generically complex, ǫ˜1 = C(ǫ1)
∗ and ǫ˜2 = C(ǫ2)
∗ are also defined on the spacetime
although they are not necessarily Killing. Because of this, the forms that are defined on
the spacetime are associated with the bi-linears (ǫi, ǫj), (ǫi, ǫ˜j) and (ǫ˜i, ǫ˜j), i, j = 1, 2. It
suffices to compute the forms associated with the first two bilinears because the forms
of the last bilinear can be easily computed from those of the first. To see this observe
that since ǫ = zη and ηi are Majorana-Weyl spinors, then ǫ˜ = z
∗η. Thus the effect of
the charge conjugation operation is to replace the matrix z with its complex conjugate
z∗. In particular, we find the one-forms
κ(ǫ1, ǫ1) = 2(z
2
11 + z
2
12)(e
0 − e5) ,
κ(ǫ2, ǫ2) = 2(z
2
21 + z
2
22)(e
0 − e5) ,
κ(ǫ1, ǫ2) = 2(z11z21 + z12z22)(e
0 − e5) ,
κ(ǫ1, ǫ˜1) = 2(|z11|2 + |z12|2)(e0 − e5) ,
κ(ǫ2, ǫ˜2) = 2(|z21|2 + |z22|2)(e0 − e5) ,
κ(ǫ1, ǫ˜2) = 2(z11z
∗
21 + z12z
∗
22)(e
0 − e5) ,
κ(ǫ˜1, ǫ2) = 2(z
∗
11z21 + z
∗
12z22)(e
0 − e5) , (A.14)
the three-forms
ξ(ǫ1, ǫ2) = −2detz(e0 − e5) ∧ ω ,
ξ(ǫ1, ǫ˜1) = 4iIm(z
∗
11z12)(e
0 − e5) ∧ ω ,
ξ(ǫ1, ǫ˜2) = −2(z11z∗22 − z12z∗21)(e0 − e5) ∧ ω ,
ξ(ǫ˜1, ǫ2) = −2(z∗11z22 − z∗12z21)(e0 − e5) ∧ ω , (A.15)
and the five-forms
τ(ǫ1, ǫ1) = (e
0 − e5) ∧ [(z11 + iz12)2χ + (z11 − iz12)2χ∗ − (z211 + z212)ω ∧ ω] ,
τ(ǫ2, ǫ2) = (e
0 − e5) ∧ [(z21 + iz22)2χ + (z21 − iz22)2χ∗ − (z221 + z222)ω ∧ ω] ,
τ(ǫ1, ǫ2) = (e
0 − e5) ∧ [(z11 + iz12)(z21 + iz22)χ + (z11 − iz12)(z21 − iz22)χ∗
−(z11z21 + z12z22)ω ∧ ω] ,
τ(ǫ1, ǫ˜1) = (e
0 − e5) ∧ [(z11 + iz12)(z∗11 + iz∗12)χ + (z11 − iz12)(z∗11 − iz∗12)χ∗
−(|z11|2 + |z12|2)ω ∧ ω] ,
τ(ǫ2, ǫ˜2) = (e
0 − e5) ∧ [(z21 + iz22)(z∗21 + iz∗22)χ + (z21 − iz22)(z∗21 − iz∗22)χ∗
−(|z21|2 + |z22|2)ω ∧ ω] ,
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τ(ǫ1, ǫ˜2) = (e
0 − e5) ∧ [(z11 + iz12)(z∗21 + iz∗22)χ + (z11 − iz12)(z∗21 − iz∗22)χ∗
−(z11z∗21 + z12z∗22)ω ∧ ω] ,
τ(ǫ˜1, ǫ2) = (e
0 − e5) ∧ [(z∗11 + iz∗12)(z21 + iz22)χ + (z∗11 − iz∗12)(z21 − iz22)χ∗
−(z∗11z21 + z∗12z22)ω ∧ ω] . (A.16)
It is worth mentioning that all the one-forms are along the same null direction. The
same applies for the three-forms. However, the five-forms point to different directions
spanned by (e0 − e5) ∧ χ, (e0 − e5) ∧ χ∗ and (e0 − e5) ∧ ω ∧ ω.
Appendix B Killing spinor equations
B.1 Killing spinor equations on 1
The first spinor basis element we consider is 1. Substituting this spinor into the (alge-
braic) Killing spinor equation (2.7) and expanding the resulting expression in the basis
(A.8), we find
1 : 0 ,
Γβ¯ : 1
4
Gβ¯γ
γ + 1
4
Gβ¯−+ ,
Γ+ : 1
4
G+γ
γ ,
Γ(2) : 0 ,
Γβ¯1···β¯3 : 1
24
Gβ¯1···β¯3 − 112ǫβ¯1···β¯3γPγ ,
Γβ¯1β¯2+ : 1
8
Gβ¯1β¯2+ ,
Γ(4) : 0 ,
Γβ¯1···β¯4+ : 1
96
ǫβ¯1···β¯4P+. (B.1)
Next we turn to the Killing spinor equation associated with the supercovariant derivative
(2.6). The components along the α-frame derivative of the supercovariant connection
are
1 : Dα +
1
2
Ωα,γ
γ + 1
2
Ωα,−+ +
i
4
Fαγ1
γ1
γ2
γ2 + i
2
Fαγ1
γ1
−+ ,
Γ(1) : 0 ,
Γβ¯1β¯2 : 1
4
Ωα,β¯1β¯2 +
i
4
Fαβ¯1β¯2γ
γ + i
4
Fαβ¯1β¯2−+ − 132ǫβ¯1β¯2γ1γ2Gαγ1γ2 ,
Γβ¯+ : 1
2
Ωα,β¯+ +
i
2
Fαβ¯+γ
γ ,
Γ(3) : 0 ,
Γβ¯1···β¯4 : i
48
Fαβ¯1···β¯4 − 1768ǫβ¯1···β¯4(Gαγγ −Gα−+) ,
Γβ¯1···β¯3+ : i
12
Fαβ¯1···β¯3+ − 196ǫβ¯1···β¯3γGαγ+ ,
Γ(5) : 0. (B.2)
Along the α¯-frame derivative of the supercovariant connection we find
1 : Dα¯ +
1
2
Ωα¯,γ
γ + 1
2
Ωα¯,−+ +
i
4
Fα¯γ1
γ1
γ2
γ2 + i
2
Fα¯γ1
γ1
−+ − 124ǫα¯γ1···γ3Gγ1···γ3 ,
Γ(1) : 0 ,
Γβ¯1β¯2 : 1
4
Ωα¯,β¯1β¯2 +
i
4
Fα¯β¯1β¯2γ
γ + i
4
Fα¯β¯1β¯2−+ − 132ǫβ¯1β¯2γ1γ2(2Gα¯γ1γ2 + gα¯γ1Gγ2δδ − gα¯γ1Gγ2−+) ,
Γβ¯+ : 1
2
Ωα¯,β¯+ +
i
2
Fα¯β¯+γ
γ + 1
16
ǫα¯β¯
γ1γ2Gγ1γ2+ ,
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Γ(3) : 0 ,
Γβ¯1···β¯4 : − 1
384
ǫβ¯1···β¯4(Gα¯γ
γ −Gα¯−+) ,
Γβ¯1···β¯3+ : i
12
Fα¯β¯1···β¯3+ − 1192ǫβ¯1···β¯3γ(4Gα¯γ+ + gα¯γG+δδ) ,
Γ(5) : 0. (B.3)
The supercovariant derivative with M = − gives
1 : D− +
1
2
Ω−,γ
γ + 1
2
Ω−,−+ +
i
4
F−γ1
γ1
γ2
γ2 ,
Γ(1) : 0 ,
Γβ¯1β¯2 : 1
4
Ω−,β¯1β¯2 +
i
4
F−β¯1β¯2γ
γ − 1
16
ǫβ¯1β¯2
γ1γ2G−γ1γ2 ,
Γβ¯+ : 1
2
Ω−,β¯+ − i2Fβ¯−+γγ + 148ǫβ¯γ1···γ3Gγ1···γ3 ,
Γ(3) : 0 ,
Γβ¯1···β¯4 : i
48
F−β¯1···β¯4 − 1384ǫβ¯1···β¯4G−γγ ,
Γβ¯1···β¯3+ : − i
12
Fβ¯1···β¯3−+ +
1
192
ǫβ¯1···β¯3
γ(Gγδ
δ + 3Gγ−+) ,
Γ(5) : 0. (B.4)
Finally, for M = + we find
1 : D+ +
1
2
Ω+,γ
γ + 1
2
Ω+,−+ +
i
4
F+γ1
γ1
γ2
γ2 ,
Γ(1) : 0 ,
Γβ¯1β¯2 : 1
4
Ω+,β¯1β¯2 +
i
4
F+β¯1β¯2γ
γ − 1
32
ǫβ¯1β¯2
γ1γ2G+γ1γ2 ,
Γβ¯+ : 1
2
Ω+,β¯+ ,
Γ(3) : 0 ,
Γβ¯1···β¯4 : i
48
F+β¯1···β¯4 − 1768ǫβ¯1···β¯4G+γγ ,
Γβ¯1···β¯3+ : 0 ,
Γ(5) : 0. (B.5)
B.2 Killing spinor equations on eij
Next we consider the basis elements eij with i, j ≤ 4, i.e. without holomorphic indices.
We split up α into a = (i, j) and p, which contains the remaining two holomorphic indices.
Furthermore, two different two-dimensional Levi-Civita tensors will appear, which are
defined by ǫij = +1 and ǫp1p2 = ǫijp1p2. Substituting this spinor into the (algebraic)
Killing spinor equation (2.7) and expanding the resulting expression in the basis (A.8),
we find
1 : 0 ,
Γb¯ : 1
4
ǫb¯
c1(Gc1c2
c2 −Gc1rr −Gc1−+) ,
Γq¯ : ǫq¯
rPr − 14ǫc1c2Gc1c2q¯ ,
Γ+ : −1
4
ǫc1c2Gc1c2+ ,
Γ(2) : 0 ,
Γb¯1 b¯2q¯ : − 1
16
ǫb¯1 b¯2(Gq¯c
c −Gq¯rr −Gq¯−+) ,
Γb¯1 b¯2+ : − 1
16
(G+c
c −G+rr) ,
Γb¯q¯1q¯2 : −1
4
ǫq¯1q¯2Pb¯ − 18ǫb¯cGcq¯1q¯2 ,
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Γb¯q¯+ : −1
4
ǫb¯
cGcq¯+ ,
Γq¯1q¯2+ : −1
4
ǫq¯1q¯2P+ ,
Γ(4) : 0 ,
Γb¯1b¯2q¯1q¯2+ : 1
32
ǫb¯1 b¯2Gq¯1q¯2+. (B.6)
Next we turn to the Killing spinor equation associated with the supercovariant derivative
(2.6). The components along the a-frame derivative of the supercovariant connection are
1 : −1
2
ǫc1c2Ωa,c1c2 +
1
4
ǫr1r2Gar1r2 ,
Γ(1) : 0 ,
Γb¯1 b¯2 : 1
4
ǫb¯1 b¯2(Da − 12Ωa,cc + 12Ωa,rr + 12Ωa,−+ − i2Faccrr − i2Fa−+cc + i4Far1r1r2r2
+ i
2
Fa−+r
r)− 1
16
ǫr1r2ga[b¯1Gb¯2]r1r2 ,
Γb¯q¯ : −1
2
ǫb¯
c(Ωa,cq¯ + iFacq¯r
r + iFacq¯−+) +
1
16
gab¯ǫq¯
r1(3Gr1c
c + 3Gr1r2
r2 −Gr1−+) + 12ǫq¯ rGab¯r ,
Γb¯+ : −1
2
ǫb¯
c(Ωa,c+ + iFac+r
r)− 1
16
gab¯ǫ
r1r2Gr1r2+ ,
Γq¯1q¯2 : − 1
16
ǫq¯1q¯2(Gac
c −Garr +Ga−+) ,
Γq¯+ : 1
4
ǫq¯
rGar+ ,
Γ(3) : 0 ,
Γb¯1 b¯2q¯1q¯2 : 1
16
ǫb¯1 b¯2(Ωa,q¯1q¯2 − iFaq¯1q¯2rr + iFaq¯1q¯2−+)− 164ǫq¯1q¯2ga[b¯1(3Gb¯2]cc +Gb¯2]rr −Gb¯2]−+) ,
Γb¯1b¯2q¯+ : 1
8
ǫb¯1 b¯2(Ωa,q¯+ − iFaq¯+cc + iFaq¯+rr)− 116ǫq¯ rga[b¯1Gb¯2]r+ ,
Γb¯q¯1q¯2+ : − i
4
ǫb¯
cFacq¯1q¯2+ − 164ǫq¯1q¯2(4Gab¯+ − gab¯(G+cc −G+rr)) ,
Γ(5) : 0. (B.7)
Along the a¯-frame derivative of the supercovariant connection we find
1 : −1
2
ǫc1c2(Ωa¯,c1c2 + iFa¯c1c2r
r + iFa¯c1c2−+) +
1
8
ǫr1r2Ga¯r1r2 ,
Γ(1) : 0 ,
Γb¯1 b¯2 : 1
4
ǫb¯1 b¯2(Da¯ − 12Ωa¯,cc + 12Ωa¯,rr + 12Ωa¯,−+ − i2Fa¯ccrr − i2Fa¯−+cc + i4Fa¯r1r1r2r2 + i2Fa¯−+rr) ,
Γb¯q¯ : −1
2
ǫb¯
c(Ωa¯,cq¯ − iFa¯cq¯cc + iFa¯cq¯rr + iFa¯cq¯−+) + 18ǫq¯ rGa¯b¯r ,
Γb¯+ : −1
2
ǫb¯
c1(Ωa¯,c1+ − iFa¯c1+c2c2 + iFa¯c2+rr) ,
Γq¯1q¯2 : − i
4
ǫc1c2Fa¯c1c2q¯1q¯2 +
1
32
ǫq¯1q¯2(Ga¯c
c +Ga¯r
r −Ga¯−+) ,
Γq¯+ : − i
2
ǫc1c2Fa¯c1c2q¯+ +
1
16
ǫq¯
rGa¯r+ ,
Γ(3) : 0 ,
Γb¯1 b¯2q¯1q¯2 : 1
16
ǫb¯1 b¯2(Ωa¯,q¯1q¯2 − iFa¯q¯1q¯2cc + iFa¯q¯1q¯2−+)− 132ǫq¯1q¯2Ga¯b¯1b¯2 ,
Γb¯1b¯2q¯+ : 1
8
ǫb¯1 b¯2(Ωa¯,q¯+ − iFa¯q¯+cc + iFa¯q¯+rr) ,
Γb¯q¯1q¯2+ : − i
4
ǫb¯
cFa¯cq¯1q¯2+ − 132ǫq¯1q¯2Ga¯b¯+ ,
Γ(5) : 0. (B.8)
The components along the p-frame derivative of the supercovariant connection are
1 : −1
2
ǫc1c2(Ωp,c1c2 + iFpc1c2r
r + iFpc1c2−+) ,
Γ(1) : 0 ,
Γb¯1 b¯2 : 1
4
ǫb¯1 b¯2(Dp − 12Ωp,cc + 12Ωp,rr + 12Ωp,−+ + i4Fpc1c1c2c2 − i2Fpccrr − i2Fp−+cc + i2Fp−+rr) ,
Γb¯q¯ : −1
2
ǫb¯
c1(Ωp,c1q¯ + iFc1pq¯c2
c2 − iFc1pq¯rr − iFc1pq¯−+)− 18ǫq¯rGb¯pr ,
Γb¯+ : −1
2
ǫb¯
c(Ωp,c+ + iFap+c
c − Fap+rr) ,
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Γq¯1q¯2 : − i
4
ǫc1c2Fc1c2pq¯1q¯2 − 132ǫq¯1q¯2(Gpcc −Gprr +Gp−+) ,
Γq¯+ : − i
2
ǫc1c2Fc1c2pq¯+ +
1
8
ǫq¯
rGpr+ ,
Γ(3) : 0 ,
Γb¯1 b¯2q¯1q¯2 : 1
16
ǫb¯1 b¯2(Ωp,q¯1q¯2 − iFpq¯1q¯2cc + iFpq¯1q¯2−+)− 164ǫq¯1q¯2Gb¯1 b¯2p ,
Γb¯1b¯2q¯+ : 1
8
ǫb¯1 b¯2(Ωp,q¯+ − iFpq¯+cc + iFpq¯+rr) ,
Γb¯q¯1q¯2+ : i
4
ǫb¯
cFcpq¯1q¯2+ +
1
64
ǫq¯1q¯2Gb¯p+ ,
Γ(5) : 0 , (B.9)
Similarly, the components along the p¯-frame derivative are
1 : −1
2
ǫc1c2(Ωp¯,c1c2 + iFp¯c1c2r
r + iFp¯c1c2−+) +
1
8
ǫr1r2(Gp¯r1r2 − gp¯q1(Gq2cc +Gq2rr +Gq2−+)) ,
Γ(1) : 0 ,
Γb¯1 b¯2 : 1
4
ǫb¯1 b¯2(Dp¯ − 12Ωp¯,cc + 12Ωp¯,rr + 12Ωp¯,−+ + i4Fp¯c1c1c2c2 − i2Fp¯ccrr − i2Fp¯−+cc
+ i
2
Fp¯−+r
r)− 1
16
ǫp¯
rGb¯1 b¯2r ,
Γb¯q¯ : −1
2
ǫb¯
c1(Ωp¯,c1q¯ + iFc1p¯q¯c2
c2 − iFc1p¯q¯−+) + 116ǫp¯r1(4Gb¯q¯r1 − gq¯r1(Gb¯cc + 3Gb¯r2r2 +Gb¯−+)) ,
Γb¯+ : −1
2
ǫb¯
c(Ωp¯,c+ + iFap¯+c
c − Fap¯+rr) + 18ǫp¯rGb¯r+ ,
Γq¯1q¯2 : − 1
16
ǫq¯1q¯2(Gp¯c
c −Gp¯rr +Gp¯−+) ,
Γq¯+ : − i
2
ǫc1c2Fc1c2p¯q¯+ +
1
16
ǫq¯
r1(4Gp¯r1+ − gp¯r1(G+cc −G+r2r2))) ,
Γ(3) : 0 ,
Γb¯1 b¯2q¯1q¯2 : 1
16
ǫb¯1 b¯2Ωp¯,q¯1q¯2 − 132ǫq¯1q¯2Gb¯1b¯2p¯ ,
Γb¯1b¯2q¯+ : 1
8
ǫb¯1 b¯2(Ωp¯,q¯+ − iFp¯q¯+cc) + 132ǫp¯q¯Gb¯1b¯2+ ,
Γb¯q¯1q¯2+ : 1
16
ǫq¯1q¯2Gb¯p¯+ ,
Γ(5) : 0. (B.10)
The supercovariant derivative with M = − gives
1 : −1
2
ǫc1c2(Ω−,c1c2 + iFc1c2−r
r) + 1
4
ǫr1r2Gr1r2− ,
Γ(1) : 0 ,
Γb¯1 b¯2 : 1
4
ǫb¯1 b¯2(D− − 12Ω−,cc + 12Ω−,rr + 12Ω−,−+ + i4F−c1c1c2c2 − i2F−ccrr + i4F−r1r1r2r2) ,
Γb¯q¯ : −1
2
ǫb¯
c(Ω−,cq¯ − iFcq¯−cc + iFcq¯−rr) + 14ǫq¯ rGb¯r− ,
Γb¯+ : −1
2
ǫb¯
c1(Ω−,c1+ + iFc1−+c2
c2 − iFc1−+rr) + 116ǫr1r2Gb¯r1r2 ,
Γq¯1q¯2 : − i
4
ǫc1c2Fc1c2q¯1q¯2− − 116ǫq¯1q¯2(G−cc −G−rr) ,
Γq¯+ : i
2
ǫc1c2Fc1c2q¯−+ +
1
16
ǫq¯
r1(Gr1c
c −Gr1r2r2 − 3Gr1−+) ,
Γ(3) : 0 ,
Γb¯1 b¯2q¯1q¯2 : 1
16
ǫb¯1 b¯2(Ω−,q¯1q¯2 − iFq¯1q¯2−cc)− 132ǫq¯1q¯2Gb¯1 b¯2− ,
Γb¯1b¯2q¯+ : 1
8
ǫb¯1 b¯2(Ω−,q¯+ + iFq¯−+c
c − iFq¯−+rr) + 132ǫq¯rGb¯1 b¯2r ,
Γb¯q¯1q¯2+ : i
4
ǫb¯
cFcq¯1q¯2−+ − 164ǫq¯1q¯2(Gb¯cc −Gb¯rr − 3Gb¯−+) ,
Γ(5) : 0. (B.11)
Finally, for M = + we find
1 : −1
2
ǫc1c2(Ω+,c1c2 + iF+c1c2r
r) + 1
8
ǫr1r2Gr1r2+ ,
Γ(1) : 0 ,
Γb¯1 b¯2 : 1
4
ǫb¯1 b¯2(D+ − 12Ω+,cc + 12Ω+,rr + 12Ω+,−+ + i4F+c1c1c2c2 − i2F+ccrr + i4F+r1r1r2r2) ,
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Γb¯q¯ : −1
2
ǫb¯
c(Ω+,cq¯ − iFcq¯+cc + iFcq¯+rr) + 18ǫq¯ rGb¯r+ ,
Γb¯+ : −1
2
ǫb¯
cΩ+,c+ ,
Γq¯1q¯2 : − i
4
ǫc1c2Fc1c2q¯1q¯2+ − 132ǫq¯1q¯2(G+cc −G+rr) ,
Γq¯+ : 0 ,
Γ(3) : 0 ,
Γb¯1 b¯2q¯1q¯2 : 1
16
ǫb¯1 b¯2(Ω+,q¯1q¯2 − iFq¯1q¯2+cc)− 164ǫq¯1q¯2Gb¯1 b¯2+ ,
Γb¯1b¯2q¯+ : 1
8
ǫb¯1 b¯2Ω+,q¯+ ,
Γb¯q¯1q¯2+ : 0 ,
Γ(5) : 0. (B.12)
B.3 Killing spinor equations on ek5
We now consider the basis elements ek5 =
1
2
Γk¯Γ+1 with k ≤ 4. For this purpose we
split up α into ρ and k, where ρ are the remaining three holomorphic indices: ρ =
(1, . . . , kˆ, . . . , 4). Thus, k is a single element of {1, 2, 3, 4} and not an index that should
be summed over. Furthermore we will use the three-dimensional Levi-Civita symbol
defined by ǫρ1···ρ3 = ǫkρ1···ρ3 . Substituting this spinor into the (algebraic) Killing spinor
equation (2.7) and expanding the resulting expression in the basis (A.8), we find
1 : 0 ,
Γk¯ : 1
4
(G−kk¯ −G−γγ) ,
Γτ¯ : 1
2
Gkτ¯− ,
Γ+ : 1
4
(Gkγ
γ −Gk−+) ,
Γ(2) : 0 ,
Γk¯τ¯1τ¯2 : −1
8
Gτ¯1τ¯2− ,
Γk¯τ¯+ : 1
8
(Gτ¯kk¯ −Gτ¯ σσ +Gτ¯−+) ,
Γτ¯1···τ¯3 : − 1
12
ǫτ¯1···τ¯3P− ,
Γτ¯1τ¯2+ : 1
4
ǫτ¯1τ¯2
σPσ +
1
8
Gkτ¯1τ¯2 ,
Γ(4) : 0 ,
Γk¯τ¯1···τ¯3+ : 1
24
ǫτ¯1···τ¯3Pk¯ − 148Gτ¯1···τ¯3 . (B.13)
Next we turn to the Killing spinor equation associated with the supercovariant derivative
(2.6). The components along the k-frame derivative of the supercovariant connection are
1 : −Ωk,k− ,
Γ(1) : 0 ,
Γk¯τ¯ : 1
2
Ωk,τ¯− +
i
2
Fkτ¯−σ
σ − 1
16
ǫτ¯
σ1σ2Gσ1σ2− ,
Γk¯+ : 1
2
(Dk − 12Ωk,kk¯ + 12Ωk,σσ − 12Ωk,−+ + i4Fkσ1σ1σ2σ2 − i2Fkσσ−+) + 148ǫσ1···σ3Gσ1···σ3 ,
Γτ¯1τ¯2 : −1
8
ǫτ¯1τ¯2
σGkσ− ,
Γτ¯+ : −1
2
Ωk,kτ¯ − 18ǫρ¯σ1σ2Gkσ1σ2 ,
Γ(3) : 0 ,
Γk¯τ¯1···τ¯3 : i
12
Fkτ¯1···τ¯3− − 1192ǫτ¯1···τ¯3(3G−kk¯ +G−σσ) ,
Γk¯τ¯1τ¯2+ : 1
8
(Ωk,τ¯1τ¯2 + iFkτ¯1τ¯2σ
σ − iFkτ¯1τ¯2−+) + 164ǫτ¯1 τ¯2σ1(3Gσ1kk¯ +Gσ1σ2σ2 +Gσ1−+) ,
Γτ¯1···τ¯3+ : − 1
96
ǫτ¯1···τ¯3(Gkσ
σ +Gk−+) ,
Γ(5) : 0. (B.14)
34
Along the k¯-frame derivative of the supercovariant connection we find
1 : −Ωk¯,k− + iFkk¯−σσ ,
Γ(1) : 0 ,
Γk¯τ¯ : 1
2
Ωk¯,τ¯− +
i
2
Fk¯τ¯−σ
σ ,
Γk¯+ : 1
2
(Dk¯ − 12Ωk¯,kk¯ + 12Ωk¯σσ − 12Ωk¯,−+ + i4Fk¯σ1σ1σ2σ2 − i2Fk¯σσ−+) ,
Γτ¯1τ¯2 : i
2
Fkk¯τ¯1τ¯2− − 116ǫτ¯1 τ¯2σGk¯σ− ,
Γτ¯+ : −1
2
Ωk¯,kτ¯ +
i
2
Fkk¯τ¯ σ
σ − i
2
Fkk¯τ¯−+ − 116ǫτ¯ σ1σ2Gk¯σ1σ2 ,
Γ(3) : 0 ,
Γk¯τ¯1···τ¯3 : i
12
Fk¯τ¯1···τ¯3− ,
Γk¯τ¯1τ¯2+ : 1
8
(Ωk¯,τ¯1τ¯2 + iFk¯τ¯1τ¯2σ
σ − iFk¯τ¯1τ¯2−+) ,
Γτ¯1···τ¯3+ : i
12
Fkk¯τ¯1···τ¯3 − 1192ǫτ¯1···τ¯3(Gk¯σσ +Gk¯−+) ,
Γ(5) : 0. (B.15)
The components along the ρ-frame derivative of the supercovariant connection are
1 : −Ωρ,k− + iFkρ−σσ ,
Γ(1) : 0 ,
Γk¯τ¯ : 1
2
Ωρ,τ¯− − i2Fρτ¯−kk¯ + i2Fρτ¯−σσ ,
Γk¯+ : 1
2
(Dρ − 12Ωρ,kk¯ + 12Ωρ,σσ − 12Ωρ,−+ − i2Fρkk¯σσ + i2Fρkk¯−+ + i4Fρσ1σ1σ2σ2 − i2Fρσσ−+) ,
Γτ¯1τ¯2 : i
2
Fkρτ¯1τ¯2− − 116ǫτ¯1τ¯2σGρσ− ,
Γτ¯+ : −1
2
Ωρ,kτ¯ +
i
2
Fkρτ¯ σ
σ − i
2
Fkρτ¯−+ − 116ǫτ¯ σ1σ2Gρσ1σ2 ,
Γ(3) : 0 ,
Γk¯τ¯1···τ¯3 : i
12
Fρτ¯1···τ¯3− +
1
96
ǫτ¯1···τ¯3Gk¯ρ− ,
Γk¯τ¯1τ¯2+ : 1
8
(Ωρ,τ¯1τ¯2 − iFkk¯ρτ¯1τ¯2 + iFρτ¯1τ¯2σσ − iFρτ¯1τ¯2−+)− 132ǫτ¯1 τ¯2σGk¯ρσ ,
Γτ¯1···τ¯3+ : i
12
Fkρτ¯1···τ¯3 +
1
192
ǫτ¯1···τ¯3(Gρkk¯ −Gρσσ −Gρ−+) ,
Γ(5) : 0. (B.16)
Similarly, the components along the ρ¯-frame derivative are
1 : −Ωρ¯,k− + iFkρ¯−σσ − 18ǫρ¯σ1σ2Gσ1σ2− ,
Γ(1) : 0 ,
Γk¯τ¯ : 1
2
Ωρ¯,τ¯− − i2Fρ¯τ¯−kk¯ + i2Fρ¯τ¯−σσ − 18ǫρ¯τ¯ σGk¯σ− ,
Γk¯+ : 1
2
(Dρ¯ − 12Ωρ¯,kk¯ + 12Ωρ¯,σσ − 12Ωρ¯,−+ − i2Fρ¯kk¯σσ + i2Fρ¯kk¯−+ + i4Fρ¯σ1σ1σ2σ2− i
2
Fρ¯σ
σ
−+)− 116ǫρ¯σ1σ2Gk¯σ1σ2 ,
Γτ¯1τ¯2 : i
2
Fkρ¯τ¯1τ¯2− +
1
32
ǫτ¯1τ¯2
σ1(gρ¯σ1G−kk¯ − gρ¯σ1G−σ2σ2 − 4Gρ¯σ1−) ,
Γτ¯+ : −1
2
Ωρ¯,kτ¯ +
i
2
Fkρ¯τ¯ σ
σ − i
2
Fkρ¯τ¯−+ − 116ǫρ¯σ1σ2(2Gτ¯σ1σ2 + gτ¯σ1(Gσ2kk¯ + 3Gσ2σ3σ3 −Gσ2−+)) ,
Γ(3) : 0 ,
Γk¯τ¯1···τ¯3 : + 1
48
ǫτ¯1···τ¯3Gk¯ρ¯− ,
Γk¯τ¯1τ¯2+ : 1
8
(Ωρ¯,τ¯1τ¯2 − iFkk¯ρ¯τ¯1τ¯2 − iFρ¯τ¯1τ¯2−+)− 164ǫτ¯1τ¯2σ1(4Gk¯ρ¯σ1 + gρ¯σ1(Gk¯σ2σ2 +Gk¯−+)) ,
Γτ¯1···τ¯3+ : 1
96
ǫτ¯1···τ¯3(Gρ¯kk¯ −Gρ¯σσ −Gρ¯−+) ,
Γ(5) : 0. (B.17)
The supercovariant derivative with M = − gives
1 : −Ω−,k− ,
35
Γ(1) : 0 ,
Γk¯τ¯ : 1
2
Ω−,τ¯− ,
Γk¯+ : 1
2
(D− − 12Ω−,kk¯ + 12Ω−,σσ − 12Ω−,−+ − i2F−σσkk¯ + i4F−σ1σ1σ2σ2) ,
Γτ¯1τ¯2 : 0 ,
Γτ¯+ : −1
2
Ω−,kτ¯ − i2Fkτ¯ σσ− − 116ǫρ¯σ1σ2G−σ1σ2 ,
Γ(3) : 0 ,
Γk¯τ¯1···τ¯3 : 0 ,
Γk¯τ¯1τ¯2+ : 1
8
(Ω−,τ¯1τ¯2 + iF−τ¯1τ¯2σ
σ − iF−τ¯1 τ¯2kk¯) + 132ǫτ¯1 τ¯2σGk¯σ− ,
Γτ¯1···τ¯3+ : − i
12
Fkτ¯1···τ¯3− +
1
192
ǫτ¯1···τ¯3(G−kk¯ −G−σσ) ,
Γ(5) : 0. (B.18)
Finally, for M = + we find
1 : −Ω+,k− − iFk−+σσ + 124ǫσ1···σ3Gσ1···σ3 ,
Γ(1) : 0 ,
Γk¯τ¯ : 1
2
Ω+,τ¯− − i2Fτ¯−+kk¯ + i2Fτ¯−+σσ + 116ǫτ¯ σ2σ2Gk¯σ1σ2 ,
Γk¯+ : 1
2
(D+ − 12Ω+,kk¯ + 12Ω+,σσ − 12Ω+,−+ − i2F+kk¯σσ + i4F+σ1σ1σ2σ2) ,
Γτ¯1τ¯2 : − i
2
Fkτ¯1τ¯2−+ − 132ǫτ¯1τ¯2σ1(Gσ1kk¯ −Gσ1σ2σ2 + 3Gσ1−+) ,
Γτ¯+ : −1
2
Ω+,kτ¯ − i2Fkτ¯+σσ − 18ǫτ¯ σ1σ2G+σ1σ2 ,
Γ(3) : 0 ,
Γk¯τ¯1···τ¯3 : i
12
Fτ¯1···τ¯3−+ +
1
192
ǫτ¯1···τ¯3(Gk¯σ
σ − 3Gk¯−+) ,
Γk¯τ¯1τ¯2+ : 1
8
(Ω+,τ¯1τ¯2 − iFkk¯τ¯1τ¯2+ + iFτ¯1τ¯2+σσ) + 116ǫτ¯1 τ¯2σGk¯σ+ ,
Γτ¯1···τ¯3+ : − i
12
Fkτ¯1···τ¯3+ +
1
96
ǫτ¯1···τ¯3(G+kk¯ −G+σσ) ,
Γ(5) : 0. (B.19)
B.4 Killing spinor equations on e1234
The next spinor basis element we consider is e1234. Substituting this spinor into the
(algebraic) Killing spinor equation (2.7) and expanding the resulting expression in the
basis (A.8), we find
1 : 0 ,
Γβ¯ : Pβ¯ +
1
12
ǫβ¯
γ1···γ3Gγ1···γ3 ,
Γ+ : P+ ,
Γ(2) : 0 ,
Γβ¯1···β¯3 : 1
48
ǫβ¯1···β¯3
γ(Gγδ
δ −Gγ−+) ,
Γβ¯1β¯2+ : − 1
16
ǫβ¯1β¯2
γ1γ2Gγ1γ2+ ,
Γ(4) : 0 ,
Γβ¯1···β¯4+ : − 1
384
ǫβ¯1···β¯4G+γ
γ . (B.20)
Next we turn to the Killing spinor equation associated with the supercovariant derivative
(2.6). The components along the α-frame derivative of the supercovariant connection
are
1 : 1
4
(Gαγ
γ +Gα−+) ,
36
Γ(1) : 0 ,
Γβ¯1β¯2 : −1
8
ǫβ¯1β¯2
γ1γ2(Ωα,γ1γ2 − iFαγ1γ2δδ + iFαγ1γ2−+) + 18Gαβ¯1β¯2 − 116gα[β¯1(Gβ¯2]γγ +Gβ¯2]−+) ,
Γβ¯+ : i
6
ǫβ¯
γ1···γ3Fαγ1···γ3+ +
1
4
Gαβ¯+ − 116gαβ¯G+γγ ,
Γ(3) : 0 ,
Γβ¯1···β¯4 : 1
96
ǫβ¯1···β¯4(Dα − 12Ωα,γγ + 12Ωα,−+ + i4Fαγ1γ1γ2γ2 − i2Fαγ1γ1−+)− 196gα[β¯1Gβ¯2···β¯4] ,
Γβ¯1···β¯3+ : − 1
24
ǫβ¯1···β¯3
γ(Ωα,γ+ − iFαγ+δδ)− 132gα[β¯1Gβ¯2β¯3]+ ,
Γ(5) : 0. (B.21)
Along the α¯-frame derivative of the supercovariant connection we find
1 : i
12
ǫβ1···β4Fα¯β1···β4 +
1
8
(Gα¯γ
γ +Gα¯−+) ,
Γ(1) : 0 ,
Γβ¯1β¯2 : −1
8
ǫβ¯1β¯2
γ1γ2(Ωα¯,γ1γ2 − iFα¯γ1γ2δδ + iFα¯γ1γ2−+) + 116Gα¯β¯1β¯2 ,
Γβ¯+ : i
6
ǫβ¯
γ1···γ3Fα¯γ1···γ3+ +
1
8
Gα¯β¯+ ,
Γ(3) : 0 ,
Γβ¯1···β¯4 : 1
96
ǫβ¯1···β¯4(Dα¯ − 12Ωα¯,γγ + 12Ωα¯,−+ + i4Fα¯γ1γ1γ2γ2 − i2Fα¯γ1γ1−+) ,
Γβ¯1···β¯3+ : − 1
24
ǫβ¯1···β¯3
γ(Ωα¯,γ+ − iFα¯γ+δδ) ,
Γ(5) : 0. (B.22)
The supercovariant derivative with M = − gives
1 : i
12
ǫβ1···β4F−β1···β4 +
1
4
G−γ
γ ,
Γ(1) : 0 ,
Γβ¯1β¯2 : −1
8
ǫβ¯1β¯2
γ1γ2(Ω−,γ1γ2 − iF−γ1γ2δδ) + 18G−β¯1β¯2 ,
Γβ¯+ : − i
6
ǫβ¯
γ1···γ3Fγ1···γ3−+ +
1
16
(Gβ¯γ
γ − 3Gβ¯−+) ,
Γ(3) : 0 ,
Γβ¯1···β¯4 : 1
96
ǫβ¯1···β¯4(D− − 12Ω−,γγ + 12Ω−,−+ + i4F−γ1γ1γ2γ2) ,
Γβ¯1···β¯3+ : − 1
24
ǫβ¯1···β¯3
γ(Ω−,γ+ + iFγ−+δ
δ) + 1
96
Gβ¯1···β¯3 ,
Γ(5) : 0. (B.23)
Finally, for M = + we find
1 : i
12
ǫβ1···β4Fβ1···β4+ +
1
8
G+γ
γ ,
Γ(1) : 0 ,
Γβ¯1β¯2 : −1
8
ǫβ¯1β¯2
γ1γ2(Ω+,γ1γ2 − iFγ1γ2+δδ) + 116Gβ¯1β¯2+ ,
Γβ¯+ : 0 ,
Γ(3) : 0 ,
Γβ¯1···β¯4 : 1
96
ǫβ¯1···β¯4(D+ − 12Ω+,γγ + 12Ω+,−+ + i4F+γ1γ1γ2γ2) ,
Γβ¯1···β¯3+ : − 1
24
ǫβ¯1···β¯3
γΩ+,γ+ ,
Γ(5) : 0. (B.24)
B.5 Killing spinor equations on ei1···i35
We now consider the basis elements ei1···i35 =
1
4
Γi1···i3Γ+1 with i1, i2, i3 ≤ 4. For this
purpose we split up α into ρ and k, where ρ = (i1, . . . , i3) and k is the missing fourth
37
holomorphic coordinate (and is not an index that should be summed over). Again we will
use the three-dimensional Levi-Civita symbol defined by ǫρ1···ρ3 = ǫkρ1···ρ3 . Substituting
this spinor into the (algebraic) Killing spinor equation (2.7) and expanding the resulting
expression in the basis (A.8), we find
1 : 0 ,
Γk¯ : −P− ,
Γτ¯ : 1
4
ǫτ¯
σ1σ2Gσ1σ2− ,
Γ+ : Pk − 112ǫσ1···σ3Gσ1···σ3 ,
Γ(2) : 0 ,
Γk¯τ¯1τ¯2 : −1
8
ǫτ¯1τ¯2
σGk¯σ− ,
Γk¯τ¯+ : −1
2
Pτ¯ − 18ǫτ¯ σ1σ2Gk¯σ1σ2 ,
Γτ¯1···τ¯3 : − 1
48
ǫτ¯1···τ¯3(G−kk¯ −G−σσ) ,
Γτ¯1τ¯2+ : 1
16
ǫτ¯1 τ¯2
σ1(Gσ1kk¯ −Gσ1σ2σ2 −Gσ2−+) ,
Γ(4) : 0 ,
Γk¯τ¯1···τ¯3+ : − 1
96
ǫτ¯1···τ¯3(Gk¯σ
σ +Gk¯−+). (B.25)
Next we turn to the Killing spinor equation associated with the supercovariant derivative
(2.6). The components along the k-frame derivative of the supercovariant connection are
1 : i
3
ǫσ1···σ3Fkσ1···σ3− ,
Γ(1) : 0 ,
Γk¯τ¯ : i
2
ǫτ¯
σ1σ2Fkk¯σ1σ2− +
1
8
Gkτ¯− ,
Γk¯+ : − i
6
ǫσ1···σ3Fkk¯σ1···σ3 +
1
16
(Gkσ
σ −Gk−+) ,
Γτ¯1τ¯2 : −1
4
ǫτ¯1τ¯2
σ1(Ωk,σ1− − iFkσ1−σ2σ2) ,
Γτ¯+ : −1
4
ǫτ¯
σ1σ2(Ωk,σ1σ2 − iFkσ1σ2σ3σ3 − iFkσ1σ2−+) ,
Γ(3) : 0 ,
Γk¯τ¯1···τ¯3 : − 1
24
ǫτ¯1···τ¯3(Ωk,k¯− − iFkk¯−σσ) ,
Γk¯τ¯1τ¯2+ : 1
8
ǫτ¯1 τ¯2
σ1(Ωk,k¯σ1 − iFkk¯σ1σ2σ2 − iFkk¯σ1−+) + 132Gkτ¯1τ¯2 ,
Γτ¯1···τ¯3+ : 1
24
ǫτ¯1···τ¯3(Dk +
1
2
Ωk,kk¯ − 12Ωk,σσ − 12Ωk,−+ + i4Fkσ1σ1σ2σ2 + i2Fkσσ−+) ,
Γ(5) : 0. (B.26)
Along the k¯-frame derivative of the supercovariant connection we find
1 : i
3
ǫσ1···σ3Fk¯σ1···σ3− +
1
8
(3G−kk¯ +G−σ
σ) ,
Γ(1) : 0 ,
Γk¯τ¯ : 1
4
Gk¯τ¯− ,
Γk¯+ : 1
8
(Gk¯σ
σ −Gk¯−+) ,
Γτ¯1τ¯2 : −1
4
ǫτ¯1τ¯2
σ1(Ωk¯,σ1− − iFk¯σ1−σ2σ2) + 116Gτ¯1τ¯2− ,
Γτ¯+ : −1
4
ǫτ¯
σ1σ2(Ωk¯,σ1σ2 − iFk¯σ1σ2σ3σ3 − iFk¯σ1σ2−+) + 116(3Gτ¯kk¯ +Gτ¯ σσ −Gτ¯−+) ,
Γ(3) : 0 ,
Γk¯τ¯1···τ¯3 : − 1
24
ǫτ¯1···τ¯3Ωk¯,k¯− ,
Γk¯τ¯1τ¯2+ : 1
8
ǫτ¯1τ¯2
σΩk¯,k¯σ +
1
16
Gk¯τ¯1τ¯2 ,
Γτ¯1···τ¯3+ : 1
24
ǫτ¯1···τ¯3(Dk¯ +
1
2
Ωk¯,kk¯ − 12Ωk¯,σσ − 12Ωk¯,−+ + i4Fk¯σ1σ1σ2σ2 + i2Fk¯σσ−+) + 196Gτ¯1···τ¯3 ,
Γ(5) : 0. (B.27)
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The components along the ρ-frame derivative of the supercovariant connection are
1 : 1
2
Gkρ− ,
Γ(1) : 0 ,
Γk¯τ¯ : − i
2
ǫτ¯
σ1σ2Fk¯ρσ1σ2− +
1
4
Gρτ¯− +
1
16
gρτ¯ (G−kk¯ −G−σσ) ,
Γk¯+ : −1
8
(Gρkk¯ −Gkσσ +Gρ−+) ,
Γτ¯1τ¯2 : −1
4
ǫτ¯1τ¯2
σ1(Ωρ,σ1− + iFρσ1−kk¯ − iFρσ1−σ2σ2) + 18gρ[τ¯1Gτ¯2]k− ,
Γτ¯+ : −1
4
ǫτ¯
σ1σ2(Ωρ,σ1σ2 + iFρσ1σ2kk¯ − iFρσ1σ2−+) + 14Gkρτ¯ + 116gρτ¯ (−Gkσσ +Gk−+) ,
Γ(3) : 0 ,
Γk¯τ¯1···τ¯3 : − 1
24
ǫτ¯1···τ¯3(Ωρ,k¯− + iFk¯ρ−σ
σ)− 1
32
gρ[τ¯1Gτ¯2τ¯3]− ,
Γk¯τ¯1τ¯2+ : 1
8
ǫτ¯1τ¯2
σ1(Ωρ,k¯σ1 + iFk¯ρσ1σ2
σ2 + iFk¯ρσ1−+) +
1
16
Gρτ¯1τ¯2
+ 1
32
gρ[τ¯1(Gτ¯2]kk¯ −Gτ¯2]σ2σ2 +Gτ¯2]−+) ,
Γτ¯1···τ¯3+ : 1
24
ǫτ¯1···τ¯3(Dρ +
1
2
Ωρ,kk¯ − 12Ωρ,σσ − 12Ωρ,−+ − i2Fρkk¯σσ − i2Fρkk¯−+
+ i
4
Fρσ1
σ1
σ2
σ2 + i
2
Fρσ
σ
−+)− 132gρ[τ¯1Gτ¯2τ¯3]k ,
Γ(5) : 0. (B.28)
Similarly, the components along the ρ¯-frame derivative are
1 : i
3
ǫσ1···σ3Fρ¯σ1···σ3− +
1
4
Gkρ¯− ,
Γ(1) : 0 ,
Γk¯τ¯ : − i
2
ǫτ¯
σ1σ2Fk¯ρ¯σ1σ2− +
1
8
Gρ¯τ¯− ,
Γk¯+ : i
6
ǫσ1···σ3Fk¯ρ¯σ1···σ3 − 116(Gρ¯kk¯ −Gk¯σσ +Gρ¯−+) ,
Γτ¯1τ¯2 : −1
4
ǫτ¯1 τ¯2
σ1(Ωρ¯,σ1− + iFρ¯σ1−kk¯ − iFρ¯σ1−σ2σ2) ,
Γτ¯+ : −1
4
ǫτ¯
σ1σ2(Ωρ¯,σ1σ2 + iFρ¯σ1σ2kk¯ − iFρ¯σ1σ2σ3σ3 − iFρ¯σ1σ2−+) + 18Gkρ¯τ¯ ,
Γ(3) : 0 ,
Γk¯τ¯1···τ¯3 : − 1
24
ǫτ¯1···τ¯3(Ωρ¯,k¯− + iFk¯ρ¯−σ
σ) ,
Γk¯τ¯1τ¯2+ : 1
8
ǫτ¯1τ¯2
σ1(Ωρ¯,k¯σ1 + iFk¯ρ¯σ1σ2
σ2 + iFk¯ρ¯σ1−+) +
1
32
Gρ¯τ¯1τ¯2 ,
Γτ¯1···τ¯3+ : 1
24
ǫτ¯1···τ¯3(Dρ¯ +
1
2
Ωρ¯,kk¯ − 12Ωρ¯,σσ − 12Ωρ¯,−+− i
2
Fρ¯kk¯σ
σ − i
2
Fρ¯kk¯−+ +
i
4
Fρ¯σ1
σ1
σ2
σ2 + i
2
Fρ¯σ
σ
−+) ,
Γ(5) : 0. (B.29)
The supercovariant derivative with M = − gives
1 : 0 ,
Γ(1) : 0 ,
Γk¯τ¯ : 0 ,
Γk¯+ : − i
6
ǫσ1···σ3Fk¯σ1···σ3− − 116(G−kk¯ −G−σσ) ,
Γτ¯1τ¯2 : −1
4
ǫτ¯1 τ¯2
σΩ−,σ− ,
Γτ¯+ : −1
4
ǫτ¯
σ1σ2(Ω−,σ1σ2 + iF−σ1σ2kk¯ − iF−σ1σ2σ3σ3)− 18Gkτ¯− ,
Γ(3) : 0 ,
Γk¯τ¯1···τ¯3 : − 1
24
ǫτ¯1···τ¯3Ω−,k¯− ,
Γk¯τ¯1τ¯2+ : 1
8
ǫτ¯1τ¯2
σ1(Ω−,k¯σ1 − iFk¯σ1−σ2σ2) + 132G−τ¯1τ¯2 ,
Γτ¯1···τ¯3+ : 1
24
ǫτ¯1···τ¯3(D− +
1
2
Ω−,kk¯ − 12Ω−,σσ − 12Ω−,−+ − i2F−σσkk¯ + i4F−σ1σ1σ2σ2) ,
Γ(5) : 0. (B.30)
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Finally, for M = + we find
1 : i
3
ǫσ1···σ3Fσ1···σ3−+ − 18(Gkσσ + 3Gk−+) ,
Γ(1) : 0 ,
Γk¯τ¯ : i
2
ǫτ¯
σ1σ2Fk¯σ1σ2−+ − 116(Gτ¯kk¯ −Gτ¯ σσ − 3Gτ¯−+) ,
Γk¯+ : − i
6
ǫσ1···σ3Fk¯σ1···σ3+ − 18(G+kk¯ −G+σσ) ,
Γτ¯1τ¯2 : −1
4
ǫτ¯1 τ¯2
σ1(Ω+,σ1− + iFσ1kk¯−+ − iFσ1−+σ2σ2)− 116Gkτ¯1τ¯2 ,
Γτ¯+ : −1
4
ǫτ¯
σ1σ2(Ω+,σ1σ2 + iF+σ1σ2kk¯ − iF+σ1σ2σ3σ3)− 14Gkτ¯+ ,
Γ(3) : 0 ,
Γk¯τ¯1···τ¯3 : − 1
24
ǫτ¯1···τ¯3(Ω+,k¯− − iFk¯−+σσ) + 196Gτ¯1···τ¯3 ,
Γk¯τ¯1τ¯2+ : 1
8
ǫτ¯1τ¯2
σ1(Ω+,k¯σ1 − iFk¯σ1+σ2σ2) + 116Gτ¯1τ¯2+ ,
Γτ¯1···τ¯3+ : 1
24
ǫτ¯1···τ¯3(D+ +
1
2
Ω+,kk¯ − 12Ω+,σσ − 12Ω+,−+ − i2Fkk¯+σσ + i4F+σ1σ1σ2σ2) ,
Γ(5) : 0. (B.31)
C Integrability conditions
C.1 Integrability conditions on 1
The expressions for the integrability condition I on the basis element 1 read
1 : LGγ
γ + LG−+ + 12BGγ1
γ1
γ2
γ2 + 24BGγ
γ
−+ ,
Γβ¯1β¯2 : 1
2
LGβ¯1β¯2 + 12BGβ¯1β¯2γ
γ + 12BGβ¯1β¯2−+ − 12ǫβ¯1β¯2γ1γ2BP γ1γ2 ,
Γβ¯+ : LGβ¯+ + 24BGβ¯γ
γ
+ ,
Γβ¯1···β¯4 : BGβ¯1···β¯4 +
1
96
ǫβ¯1···β¯4(LP − 2BP γγ + 2BP−+) ,
Γβ¯1···β¯3+ : 4BGβ¯1···β¯3+ − 16ǫβ¯1···β¯3γBP γ+ . (C.1)
The integrability conditions Iα are
Γβ¯ : 1
2
Eαβ¯ − 6iLF αβ¯γγ − 6iLF αβ¯−+ + 8ǫβ¯γ1···γ3BGαγ1···γ3 ,
Γ+ : 1
2
Eα+ − 6iLF α+γγ ,
Γβ¯1···β¯3 : −iLF αβ¯1···β¯3 + 112ǫβ¯1···β¯3γ(LGαγ + 24BGαγ1γ2γ2 − 24BGαγ1−+) ,
Γβ¯1β¯2+ : −3iLF αβ¯1β¯2+ − 6ǫβ¯1β¯2γ1γ2BGαγ1γ2+ ,
Γβ¯1···β¯4+ : − 1
96
ǫβ¯1···β¯4(LGα+ + 24BGα+γ
γ) . (C.2)
The integrability conditions Iα¯ read
Γβ¯ : 1
2
Eα¯β¯ − 6i(LF α¯β¯γγ + LF α¯β¯−+)− 8ǫβ¯γ1···γ3BGα¯γ1···γ3+
+24ǫα¯β¯
γ1γ2(BGγ1γ2γ3
γ3 − BGγ1γ2−+) ,
Γ+ : 1
2
Eα¯+ − 6iLF α¯+γγ − 16ǫα¯γ1···γ3BG+γ1···γ3 ,
Γβ¯1···β¯3 : −iLF α¯β¯1···β¯3 + 112ǫβ¯1···β¯3γ1(LGα¯γ1 − 24BGα¯γ1γ2γ2 + 24BGα¯γ1−+)+
+ǫα¯β¯1···β¯3(BGγ1
γ1
γ2
γ2 − 2BGγ1γ1−+) ,
Γβ¯1β¯2+ : −3iLF α¯β¯1β¯2+ + 12ǫα¯β¯1β¯2γ1BGγ1+γ2γ2 + 6ǫβ¯1β¯2γ1γ2BGα¯γ1γ2+ ,
Γβ¯1···β¯4+ : − 1
96
ǫβ¯1···β¯4(LGα¯+ − 24BGα¯+γγ) . (C.3)
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Similarly, IA with A = − is given by
Γβ¯ : 1
2
E−β¯ − 6iLF−β¯γγ + 8ǫβ¯γ1···γ3BGγ1···γ3− ,
Γ+ : 1
2
E−+ − 6iLF−+γγ + 4ǫγ1···γ4BGγ1···γ4 ,
Γβ¯1···β¯3 : −iLF−β¯1···β¯3 − 112ǫβ¯1···β¯3γ(LGγ− − 24BGγ1γ2γ2−) ,
Γβ¯1β¯2+ : −3iLF−β¯1β¯2+ + 6ǫβ¯1β¯2γ1γ2BGγ1γ2γ3γ3 ,
Γβ¯1···β¯4+ : − 1
96
ǫβ¯1···β¯4(LG−+ − 12BGγ1γ1γ2γ2) . (C.4)
Finally, the expressions for I+ read
Γβ¯ : 1
2
E+β¯ − 6iLF+β¯γγ + 8ǫβ¯γ1···γ3BG+γ1···γ3 ,
Γ+ : 1
2
E++ ,
Γβ¯1···β¯3 : −iLF+β¯1···β¯3 + 112ǫβ¯1···β¯3γ1(LG+γ1 + 24BG+γ1γ2γ2) ,
Γβ¯1β¯2+ : 0 ,
Γβ¯1···β¯4+ : 0 . (C.5)
C.2 Integrability conditions on eij
The expressions for the integrability condition I on the basis element eij read
1 : −ǫb1b2(LGb1b2 + 24BGb1b2rr + 24BGb1b2−+) + 2ǫr1r2BP r1r2 ,
Γb¯1b¯2 : 1
4
ǫb¯1 b¯2(−LGcc + LGrr + LG−+ + 12BGc1c1c2c2 − 24BGccrr − 24BGcc−++
+12BGr1
r1
r2
r2 + 24BGr
r
−+) ,
Γb¯q¯ : −ǫb¯c1(LGc1q¯ − 24BGc1c2c2 q¯ + 24BGc1q¯rr + 24BGc1q¯−+) + 2ǫq¯rBP b¯r ,
Γb¯+ : −ǫb¯c1(LGc1+ − 24BGc1c2c2+ + 24BGc1+rr) ,
Γq¯1q¯2 : −12ǫb1b2BGb1b2q¯1q¯2 − 14ǫq¯1q¯2(LP + 2BP cc − 2BP rr + 2BP−+) ,
Γq¯+ : −24ǫb1b2BGb1b2q¯+ + 2ǫq¯ rBP r+ ,
Γb¯1b¯2q¯1q¯1 : 1
8
ǫb¯1 b¯2(LGq¯1q¯2 − 24BGq¯1q¯2cc + 24BGq¯1q¯2−+)− 14ǫq¯1q¯2BP b¯1 b¯2 ,
Γb¯1 b¯2q¯+ : 1
4
ǫb¯1 b¯2(LGq¯+ − 24BGq¯+cc + 24BGq¯+rr) ,
Γb¯q¯1q¯2+ : −12ǫb¯cBGcq¯1q¯2+ − 12ǫq¯1q¯2BP b¯+ . (C.6)
The integrability conditions Ia are given by
Γb¯ : −1
2
ǫb¯
c(Eac − 12iLF acrr − 12iLF ac−+)− 24ǫr1r2BGab¯r1r2+
+24gab¯ǫ
r1r2(BGr1r2c
c +BGr1r2−+) ,
Γq¯ : −ǫq¯ r1(LGar1 + 24BGar1cc − 24BGar1r2r2 + 24BGar1−+) ,
Γ+ : −24ǫr1r2BGar1r2+ ,
Γb¯1b¯2q¯ : 1
8
ǫb¯1 b¯2(Eaq¯ + 12iLF aq¯c
c − 12iLF aq¯rr − 12iLF aq¯−+)+
+24ǫq¯
r1ga[b¯1(−2BGb¯2]r1cc − BGb¯2]r1r2r2 +BGb¯2]r1−+) ,
Γb¯1b¯2+ : 1
8
ǫb¯1 b¯2(Ea+ + 12iLF a+c
c − 12iLF a+rr) + 24ga[b¯2ǫr1r2BGb¯2]r1r2+ ,
Γb¯q¯1q¯2 : 6ǫq¯1q¯2(BGab¯c
c − BGab¯rr +BGab¯−+)− 3gab¯ǫq¯1q¯2(BGc1c1c2c2 − 2BGccrr+
Γb¯q¯+ : 6iǫb¯
cLF acq¯+ + 24gab¯ǫq¯
r1(BGc
c
r1+ − BGr1r2r2+)− 24ǫq¯rBGab¯r+ ,
+2BGc
c
−+ +BGr1
r1
r2
r2 − 2BGrr−+) ,
Γq¯1q¯2+ : 1
4
ǫq¯1q¯2(LGa+ + 24BGa+c
c − 24BGa+rr) ,
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Γb¯1 b¯2q¯1q¯2+ : −3
4
iǫb¯1 b¯2LF aq¯1q¯2+ + 24ǫq¯1q¯2ga[b¯1BGb¯2]+r
r . (C.7)
Similarly, Ia¯ reads
Γb¯ : −1
2
ǫb¯
c1(Ea¯c1 + 12iLF a¯c1c2
c2 − 12iLF a¯c1rr − 12iLF a¯c1−+) + 24ǫr1r2BGa¯b¯r1r2 ,
Γq¯ : 6iǫb1b2LF a¯b1b2q¯ − ǫq¯ r1(LGa¯r1 − 24BGa¯ccr1 + 24BGa¯r1r2r2 − 24BGa¯r1−+) ,
Γ+ : 6iǫb1b2LF a¯b1b2+ + 24ǫ
r1r2BGa¯r1r2+ ,
Γb¯1 b¯2q¯ : 1
8
ǫb¯1 b¯2(Ea¯q¯ + 12iLF a¯q¯c
c − 12iLF a¯q¯rr − 12iLF a¯q¯−+) ,
Γb¯1 b¯2+ : 1
8
ǫb¯1 b¯2(Ea¯+ + 12iLF a¯+c
c − 12iLF a¯+rr) ,
Γb¯q¯1q¯2 : 3iǫb¯
cLF a¯cq¯1q¯2 +
1
4
ǫq¯1q¯2(LGa¯b¯ + 24BGa¯b¯r
r − 24BGa¯b¯−+) ,
Γb¯q¯+ : 6iǫb¯
cLF a¯cq¯+ + 24ǫq¯
rBGa¯b¯r+ ,
Γq¯1q¯2+ : 1
4
ǫq¯1q¯2(LGa¯+ − 24BGa¯+cc + 24BGa¯+rr) ,
Γb¯1 b¯2q¯1q¯2+ : −3
4
iǫb¯1 b¯2LF a¯q¯1q¯2+ . (C.8)
The integrability condition IM with M = p is given by
Γb¯ : −1
2
ǫb¯
c1(Ec1p − 12iLF c1c2c2p + 12iLF c1prr + 12iLF c1p−+) ,
Γq¯ : 6iǫb1b2LF b1b2pq¯ − ǫq¯r(LGpr − 24BGprcc − 24BGpr−+) ,
Γ+ : 6iǫb1b2LF b1b2p+ ,
Γb¯1 b¯2q¯ : 1
8
ǫb¯1 b¯2(Epq¯ + 12iLF pq¯c
c − 12iLF pq¯rr − 12iLF pq¯−+) + 12ǫq¯rBGb¯1 b¯2pr ,
Γb¯1 b¯2+ : 1
8
ǫb¯1 b¯2(Ep+ + 12iLF p+c
c − 12iLF p+rr) ,
Γb¯q¯1q¯2 : −3iǫb¯cLF cpq¯1q¯2 − 14ǫq¯1q¯2(LGb¯p − 24BGb¯pcc + 24BGb¯prr − 24BGb¯p−+) ,
Γb¯q¯+ : −6iǫb¯cLF cpq¯+ − 24ǫq¯rBGb¯pr+ ,
Γq¯1q¯2+ : 1
4
ǫq¯1q¯2(LGp+ − 24BGp+cc + 24BGp+rr) ,
Γb¯1 b¯2q¯1q¯2+ : −3
4
iǫb¯1 b¯2LF pq¯1q¯2+ − 3ǫq¯1q¯2BGb¯1 b¯2p+ . (C.9)
Furthermore, IM with M = p¯ is given by the expressions
Γb¯ : −1
2
ǫb¯
c1(Ec1p¯ − 12iLF c1c2c2 p¯ + 12iLF c1p¯rr + 12iLF c1p¯−+)+
−48ǫp¯r1(BGb¯r1cc + 2BGb¯r1r2r2 +BGc¯r1−+) ,
Γq¯ : −24ǫq¯r1(BGp¯r1cc − BGp¯r1r2r2 +BGp¯r1−+)+
−12ǫp¯q¯(BGc1c1c2c2 − 2BGccrr + 2BGcc−+ +BGr1r1r2r2 − 2BGrr−+) ,
Γ+ : 6iǫb1b2LF b1b2p¯+ + 48ǫp¯
rBGr+c
c ,
Γb¯1 b¯2q¯ : 1
8
ǫb¯1 b¯2(Ep¯q¯ + 12iLF p¯q¯c
c − 12iLF p¯q¯−+)− 12ǫq¯rBGb¯1b¯2p¯r+
+12ǫp¯q¯(BGb¯1 b¯2r
r −BGb¯1b¯2−+) ,
Γb¯1 b¯2+ : 1
8
ǫb¯1 b¯2(Ep¯+ + 12iLF p¯+c
c − 12iLF p¯+rr) + 24ǫp¯rBGb¯1b¯2r+ ,
Γb¯q¯1q¯2 : −1
4
ǫq¯1q¯2(LGb¯p¯ + 24BGb¯p¯c
c − 24BGb¯p¯rr + 24BGb¯p¯−+) ,
Γb¯q¯+ : −6iǫb¯cLF cp¯q¯+ + 24ǫp¯q¯(BGb¯+cc − BGb¯+rr) + 24ǫq¯rBGb¯p¯r+ ,
Γq¯1q¯2+ : 1
4
ǫq¯1q¯2(LGp¯+ + 24BGp¯+c
c − 24BGp¯+rr) ,
Γb¯1 b¯2q¯1q¯2+ : 3ǫq¯1q¯2BGb¯1 b¯2p¯+ . (C.10)
The integrability conditions I− read
Γb¯ : −1
2
ǫb¯
c1(Ec1− − 12iLF c1c2c2− + 12iLF c1−rr) + 24ǫr1r2BGb¯r1r2− ,
Γq¯ : −6iǫb1b2LF b1b2q¯− + ǫq¯rLGr− + 24ǫq¯r1(BGccr1− − BGr1r2r2−) ,
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Γ+ : 6iǫb1b2LF b1b2−+ + 24ǫ
r1r2BGr1r2c
c ,
Γb¯1b¯2q¯ : 1
8
ǫb¯1 b¯2(Eq¯− − 12iLF q¯−cc + 12iLF q¯−rr) + 12ǫq¯rBGb¯1 b¯2r− ,
Γb¯1b¯2+ : 1
8
ǫb¯1 b¯2(E−+ + 12iLF c
c
−+ − 12iLF rr−+) + 12ǫr1r2BGb¯1 b¯2r1r2 ,
Γb¯q¯1q¯2 : −3iǫb¯cLGcq¯1q¯2− − 14ǫq¯1q¯2(LGb¯− + 24BGb¯−cc − 24BGb¯−rr) ,
Γb¯q¯+ : 6iǫb¯
cLF cq¯−+ + 12ǫq¯
r1(BGb¯r1c
c − BGb¯r1r2r2) ,
Γq¯1q¯2+ : 1
4
ǫq¯1q¯2(LG−+ − 12BGc1c1c2c2 + 24BGccrr − 12BGr1r1r2r2) ,
Γb¯1b¯2q¯1q¯2+ : −3
4
iǫb¯1 b¯2LF q¯1q¯2−+ + 3ǫq¯1q¯2BGb¯1 b¯2r
r . (C.11)
Finally, for I+ we find
Γb¯ : −1
2
ǫb¯
c1(Ec1+ − 12iLF c1c2c2+ + 12iLF c1+rr)− 24ǫr1r2BGb¯r1r2+ ,
Γq¯ : −6iǫb1b2LF b1b2q¯+ + ǫq¯r1(LGr1+ − 24BGr1+cc + 24BGr1r2r2+) ,
Γ+ : 0 ,
Γb¯1 b¯2q¯ : 1
8
ǫb¯1 b¯2(Eq¯+ − 12iLF q¯+cc + 12iLF q¯+rr)− 12ǫq¯rBGb¯1b¯2r+ ,
Γb¯1 b¯2+ : 1
8
ǫb¯1 b¯2E++ ,
Γb¯q¯+ : 0 ,
Γb¯q¯1q¯2 : −3iǫb¯cLF cq¯1q¯2+ − 14ǫq¯1q¯2(LGb¯+ − 24BGb¯+cc + 24BGb¯+rr) ,
Γq¯1q¯2+ : 0 ,
Γb¯1b¯2q¯1q¯2+ : 0 . (C.12)
C.3 Integrability conditions on ek5
The expressions for the integrability condition I on the basis element ek5 read
1 : −2LGk− − 48LGk−σσ ,
Γk¯τ¯ : LGτ¯− − 24BGkk¯τ¯− + 24BGτ¯−σσ ,
Γk¯+ : −1
2
(LGkk¯ − LGσσ + LG−+)− 12BGkk¯σσ + 12BGkk¯−+ + 6BGσ1σ1σ2σ2 − 12BGσσ−+ ,
Γτ¯1τ¯2 : −24BGkτ¯1τ¯2− − ǫτ¯1 τ¯2σBP σ− ,
Γτ¯+ : −LGkτ¯ − 24BGkτ¯ σσ + 24BGkτ¯−+ − ǫτ¯ σ1σ2BP σ1σ2 ,
Γk¯τ¯1···τ¯3 : 4BGτ¯1···τ¯3− − 16ǫτ¯1···τ¯3BP k¯− ,
Γk¯τ¯1τ¯2+ : 1
4
LGτ¯1τ¯2 − 6BGkk¯τ¯1τ¯2 + 6BGτ¯1τ¯2σσ − 6BGτ¯1τ¯2−+ + 12ǫτ¯1τ¯2σBP k¯σ ,
Γτ¯1···τ¯3+ : −4BGkτ¯1···τ¯3 + 124ǫτ¯1···τ¯3(LP + 2BP kk¯ − 2BP σσ − 2BP−+) . (C.13)
The integrability conditions Ik are given by
Γk¯ : −1
2
Ek− + 6iLF k−σ
σ + 16ǫσ1···σ3BGσ1···σ3− ,
Γτ¯ : −24ǫτ¯ σ1σ2BGkσ1σ2− ,
Γ+ : 1
2
Ekk + 8ǫ
σ1···σ3BGkσ1···σ3 ,
Γk¯τ¯1τ¯2 : 3iLF kτ¯1τ¯2− + 12ǫτ¯1τ¯2
σ1BGσ1σ2
σ2
− ,
Γk¯τ¯+ : −1
4
Ekτ¯ + 3iLF kτ¯ σ
σ − 3iLF kτ¯−+ + 12ǫτ¯ σ1σ2(BGσ1σ2σ3σ3 +BGσ1σ2−+) ,
Γτ¯1···τ¯3 : 1
12
ǫτ¯1···τ¯3(LGk− − 24BGk−σσ) ,
Γτ¯1τ¯2+ : −1
4
ǫτ¯1 τ¯2
σ1(LGkσ1 − 24BGkσ1σ2σ2 − 24BGkσ1−+) ,
Γk¯τ¯1···τ¯3+ : 1
2
iLF kτ¯1···τ¯3 − 124ǫτ¯1···τ¯3(LGkk¯ − 12BGσ1σ1σ2σ2 − 24BGσσ−+) . (C.14)
Similarly, Ik¯ reads
Γk¯ : −1
2
Ek¯− + 6iLF k¯−σ
σ ,
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Γτ¯ : 12iLF kk¯τ¯− + 24ǫτ¯
σ1σ2BGk¯σ1σ2− ,
Γ+ : 1
2
Ekk¯ + 6iLF kk¯σ
σ − 6iLF kk¯−+ − 8ǫσ1···σ3BGk¯σ1···σ3 ,
Γk¯τ¯1τ¯2 : +3iLF k¯τ¯1τ¯2− ,
Γk¯τ¯+ : −1
4
Ek¯τ¯ + 3iLF k¯τ¯ σ
σ − 3iLF k¯τ¯−+ ,
Γτ¯1···τ¯3 : 1
12
ǫτ¯1···τ¯3(LGk¯− + 24BGk¯−σ
σ), ,
Γτ¯1τ¯2+ : 3iLF kk¯τ¯1τ¯2 − 14ǫτ¯1τ¯2σ(LGk¯σ + 24BGk¯σσ2σ2 + 24BGk¯σ−+) ,
Γk¯τ¯1···τ¯3+ : 1
2
iLF k¯τ¯1···τ¯3 . (C.15)
The integrability condition IM with M = ρ is given by
Γk¯ : −1
2
Eρ− − 6iLF kk¯ρ− + 6iLF ρ−σσ ,
Γτ¯ : 12iLF kρτ¯− + 24ǫτ¯
σ1σ2BGρσ1σ2− ,
Γ+ : 1
2
Eρk + 6iLF kρσ
σ − 6iLF kρ−+ ,
Γk¯τ¯1τ¯2 : 3iLF ρτ¯1τ¯2− + 12ǫτ¯1τ¯2
σBGk¯ρσ− ,
Γk¯τ¯+ : −1
4
Eρτ¯ − 3iLF ρτ¯kk¯ + 3iLF ρτ¯ σσ − 3iLF ρτ¯−+ + 12ǫτ¯ σ1σ2BGk¯ρσ1σ2 ,
Γτ¯1···τ¯3 : 1
12
ǫτ¯1···τ¯3(LGρ− + 24BGρσ
σ
− − 24BGkk¯ρ−) ,
Γτ¯1τ¯2+ : 3iLF kρτ¯1τ¯2 − 14ǫτ¯1τ¯2σ1(LGρσ1 − 24BGρσ1kk¯ + 24BGρσ1σ2σ2 + 24BGρσ1−+) ,
Γk¯τ¯1···τ¯3+ : 1
2
iLF ρτ¯1···τ¯3 +
1
24
ǫτ¯1···τ¯3(LGk¯ρ + 24BGk¯ρσ
σ + 24BGk¯ρ−+) . (C.16)
Furthermore, IM with M = ρ¯ is given by the expressions
Γk¯ : −1
2
Eρ¯− + 6iLF ρ¯−σ
σ − 6iLF kk¯ρ¯− − 48ǫρ¯σ1σ2BGk¯σ1σ2− ,
Γτ¯ : 12iLF kρ¯τ¯− − 48ǫρ¯τ¯ σ1(BGkk¯σ1− − BGσ1σ2σ2−)− 24ǫτ¯ σ1σ2BGρ¯σ1σ2− ,
Γ+ : 1
2
Ekρ¯ + 6iLF kρ¯σ
σ − 6iLF kρ¯−+ − 24ǫρ¯σ1σ2(BGkk¯σ1σ2 −BGσ1σ2−+) ,
Γk¯τ¯1τ¯2 : 3iLF ρ¯τ¯1τ¯2− − 12ǫρ¯τ¯1τ¯2BGk¯−σσ − 12ǫτ¯1τ¯2σBGk¯ρ¯σ−+ ,
Γk¯τ¯+ : −1
4
Eρ¯τ¯ − 3iLF kk¯ρ¯τ¯ + 3iLF ρ¯τ¯ σσ − 3iLF ρ¯τ¯−+ − 12ǫτ¯ σ1σ2BGk¯ρ¯σ1σ2+
+24ǫρ¯τ¯
σ1(BGk¯σ1σ2
σ2 +BGk¯σ1−+) ,
Γτ¯1···τ¯3 : 1
12
ǫτ¯1···τ¯3(LGρ¯− − 24BGρ¯−σσ + 24BGkk¯ρ¯−) ,
Γτ¯1τ¯2+ : 3iLF kρ¯τ¯1τ¯2 − 14ǫτ¯1τ¯2σ1(LGρ¯σ1 + 24BGkk¯ρ¯σ1 − 24BGρ¯σ1σ2σ2 − 24BGρ¯σ1−+)+
+3ǫρ¯τ¯1τ¯2(−2BGkk¯σσ − 2BGkk¯−+ +BGσ1σ1σ2σ2 + 2BGσσ−+) ,
Γk¯τ¯1···τ¯3+ : 1
2
iLF ρ¯τ¯1···τ¯3 +
1
24
ǫτ¯1···τ¯3(LGk¯ρ¯ − 24BGk¯ρ¯σσ − 24BGk¯ρ¯−+) . (C.17)
The integrability conditions I− read
Γk¯ : −1
2
E−− ,
Γτ¯ : 0 ,
Γ+ : 1
2
Ek− + 6iLF k−σ
σ + 8ǫσ1···σ3BGσ1···σ3− ,
Γk¯τ¯1τ¯2 : 0 ,
Γk¯τ¯+ : −1
4
Eτ¯− + 3iLF kk¯τ¯− − 3iLF τ¯−σσ + 12ǫτ¯ σ1σ2BGk¯σ1σ2− ,
Γτ¯1···τ¯3 : 0 ,
Γτ¯1τ¯2+ : 3iLF kτ¯1τ¯2− +
1
4
ǫτ¯1 τ¯2
σ(LGσ− − 24BGkk¯σ− + 24σσ−σ2σ2) ,
Γk¯τ¯1···τ¯3+ : −1
2
iLF τ¯1···τ¯3− +
1
24
ǫτ¯1···τ¯3(LGk¯− + 24BGk¯−σ
σ) . (C.18)
Finally, for I+ we find
Γk¯ : −1
2
E−+ + 6iLF kk¯−+ − 6iLF σσ−+ + 16ǫσ1···σ3BGk¯σ1···σ3 ,
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Γτ¯ : 12iLF kτ¯−+ + 24ǫτ¯
σ1σ2(BGkk¯σ1σ2 − BGσ1σ2σ3σ3) ,
Γ+ : 1
2
Ek+ + 6iLF k+σ
σ − 8ǫσ1···σ3BGσ1···σ3+ ,
Γk¯τ¯1τ¯2 : −3iLF τ¯1τ¯2−+ + 12ǫτ¯1τ¯2σBGk¯σσ2σ2 ,
Γk¯τ¯+ : −1
4
Eτ¯+ + 3iLF kk¯τ¯+ − 3iLF τ¯+σσ − 12ǫτ¯ σ1σ2BGk¯σ1σ2+ ,
Γτ¯1···τ¯3 : − 1
12
ǫτ¯1···τ¯3(LG−+ − 24BGkk¯σσ + 12BGσ1σ1σ2σ2) ,
Γτ¯1τ¯2+ : 3iLF kτ¯1τ¯2+ +
1
4
ǫτ¯1τ¯2
σ(LGσ+ + 24BGkk¯σ+ − 24BGσ+σ2σ2) ,
Γk¯τ¯1···τ¯3+ : −1
2
iLF τ¯1···τ¯3+ +
1
24
ǫτ¯1···τ¯3(LGk¯+ − 24BGk¯+σσ) . (C.19)
C.4 Integrability conditions on e1234
The expressions for the integrability condition I on the basis element e1234 read
1 : 4ǫγ1···γ4BGγ1···γ4 + LP + 2BP γ
γ + 2BP−+ ,
Γβ¯1β¯2 : −1
4
ǫβ¯1β¯2
γ1γ2(LGγ1γ2 − 24BGγ1γ2γ3γ3 + 24BGγ1γ2−+) +BP β¯1β¯2 ,
Γβ¯+ : 8ǫβ¯
γ1···γ3BGγ1···γ3+ + 2BP β¯+ ,
Γβ¯1···β¯4 : 1
96
ǫβ¯1···β¯4(−LGγγ + LG−+ + 12BGγ1γ1γ2γ2 − 24BGγγ−+) ,
Γβ¯1···β¯3+ : − 1
12
ǫβ¯1···β¯3
γ1(LGγ1+ − 24BGγ1+γ2γ2) . (C.20)
The integrability conditions Iα are
Γβ¯ : −2iǫβ¯γ1···γ3LF αγ1···γ3 − LGαβ¯ − 24(BGαβ¯γγ +BGαβ¯−+)+
+12gαβ¯(BGγ1
γ1
γ2
γ2 + 2BGγ
γ
−+) ,
Γ+ : −LGα+ − 24BGα+γγ ,
Γβ¯1···β¯3 : − 1
12
ǫβ¯1···β¯3
γ1(1
2
Eαγ1 + 6iLF αγ1γ2
γ2 − 6iLF αγ1−+)− 4BGαβ¯1···β¯3+
+12gα[β¯1(BGβ¯2β¯3]γ
γ +BGβ¯2β¯3]−+) ,
Γβ¯1β¯2+ : 3
2
iǫβ¯1β¯2
γ1γ2LF αγ1γ2+ − 12BGαβ¯1β¯2+ + 24gα[β¯1BGβ¯2]+γγ ,
Γβ¯1···β¯4+ : 1
96
ǫβ¯1···β¯4(
1
2
Eα+ + 6iLF α+γ
γ) + 4gα[β¯1BGβ¯2···β¯4]+ . (C.21)
The integrability conditions Iα¯ read
Γβ¯ : −2iǫβ¯γ1···γ3LF α¯γ1···γ3 − LGα¯β¯ + 24(BGα¯β¯γγ +BGα¯β¯−+) ,
Γ+ : −LGα¯+ + 24BGα¯+γγ ,
Γβ¯1···β¯3 : − 1
12
ǫβ¯1···β¯3
γ1(1
2
Eα¯γ1 + 6i(LF α¯γ1γ2
γ2 − LF α¯γ1−+)) + 4BGα¯β¯1···β¯3 ,
Γβ¯1β¯2+ : 3
2
iǫβ¯1β¯2
γ1γ2LF α¯γ1γ2+ + 12BGα¯β¯1β¯2+ ,
Γβ¯1···β¯4+ : 1
96
ǫβ¯1···β¯4(
1
2
Eα¯+ + 6iLF α¯+γ
γ) . (C.22)
Similarly, IA with A = − is given by
Γβ¯ : −2iǫβ¯γ1···γ3LF−γ1···γ3 + LGβ¯− + 24BGβ¯−γγ ,
Γ+ : −LG−+ + 12BGγ1γ1γ2γ2 ,
Γβ¯1···β¯3 : − 1
12
ǫβ¯1···β¯3
γ1(1
2
Eγ1− − 6iLF γ1−γ2γ2) + 4BGβ¯1···β¯3− ,
Γβ¯1β¯2+ : 3
2
iǫβ¯1β¯2
γ1γ2LF γ1γ2−+ + 12BGβ¯1β¯2γ
γ ,
Γβ¯1···β¯4+ : 1
96
ǫβ¯1···β¯4(
1
2
E−+ + 6iLF−+γ
γ) +BGβ¯1···β¯4 . (C.23)
Finally, the expressions for I+ read
Γβ¯ : 2iǫβ¯
γ1···γ3LF γ1···γ3+ + LGβ¯+ − 24BGβ¯+γγ ,
45
Γ+ : 0 ,
Γβ¯1···β¯3 : − 1
12
ǫβ¯1···β¯3
γ1(1
2
Eγ1+ − 6iLF γ1+γ2γ2)− 4BGβ¯1···β¯3+ ,
Γβ¯1β¯2+ : 0 ,
Γβ¯1···β¯4+ : 1
192
ǫβ¯1···β¯4E++ . (C.24)
C.5 Integrability conditions on ei1···i35
The expressions for the integrability condition I on the basis element ei1···i35 read
1 : 16ǫσ1···σ3BGσ1···σ3− − 4BP k− ,
Γk¯τ¯ : 24ǫτ¯
σ1σ2BGk¯σ1σ2− + 2BP τ¯− ,
Γk¯+ : −8ǫσ1···σ3BGk¯σ1···σ3 + 12LP −BP kk¯ +BP σσ −BP−+ ,
Γτ¯1τ¯2 : −1
2
ǫτ¯1 τ¯2
σ1(LGσ1− + 24BGkk¯σ1− − 24BGσ1σ2σ2−) ,
Γτ¯+ : −1
2
ǫτ¯
σ1σ2(LGσ1σ2 + 24BGkk¯σ1σ2 − 24BGσ1σ2σ3σ3 − 24BGσ1σ2−+)− 2BP kτ¯ ,
Γk¯τ¯1···τ¯3 : − 1
12
ǫτ¯1···τ¯3(LGk¯− − 24BGk¯−σσ) ,
Γk¯τ¯1τ¯2+ : 1
4
ǫτ¯1τ¯2
σ1(LGk¯σ1 − 24BGk¯σ1σ2σ2 − 24BGk¯σ1−+) + 12BP τ¯1τ¯2 ,
Γτ¯1···τ¯3+ : 1
24
ǫτ¯1···τ¯3(LGkk¯ − LGσσ − LG−+ − 24BGkk¯σσ − 24BGkk¯−++
+12BGσ1
σ1
σ2
σ2 + 24BGσ
σ
−+) . (C.25)
The integrability conditions Ik are given by
Γk¯ : LGk− − 24BGk−σσ ,
Γτ¯ : −6iǫτ¯ σ1σ2LF kσ1σ2− ,
Γ+ : 2iǫσ1···σ3LF kσ1···σ3 ,
Γk¯τ¯1τ¯2 : 3iǫτ¯1τ¯2
σLF kk¯σ− − 12BGkτ¯1τ¯2− ,
Γk¯τ¯+ : 3iǫτ¯
σ1σ2LF kk¯σ1σ2 +
1
2
LGkτ¯ − 12BGkτ¯ σσ + 12BGkτ¯−+ ,
Γτ¯1···τ¯3 : − 1
24
ǫτ¯1···τ¯3(Ek− + 12iLF k−σ
σ) ,
Γτ¯1τ¯2+ : 1
8
ǫτ¯1τ¯2
σ1(Ekσ1 + 12iLF kσ1σ2
σ2 + 12iLF kσ1−+) ,
Γk¯τ¯1···τ¯3+ : 1
48
ǫτ¯1···τ¯3(Ekk¯ + 12iLF kk¯σ
σ + 12iLF kk¯−+)− 2BGkτ¯1···τ¯3 . (C.26)
Similarly, Ik¯ reads
Γk¯ : LGk¯− + 24BGk¯−σ
σ ,
Γτ¯ : −6iǫτ¯ σ1σ2LF k¯σ1σ2− + 48BGτ¯−σσ ,
Γ+ : 2iǫσ1···σ3LF k¯σ1···σ3 + LGkk¯ + 12BGσ1
σ1
σ2
σ2 − 24BGσσ−+ ,
Γk¯τ¯1τ¯2 : 12BGk¯τ¯1τ¯2− ,
Γk¯τ¯+ : 1
2
LGk¯τ¯ + 12(BGk¯τ¯ σ
σ − BGk¯τ¯−+) ,
Γτ¯1···τ¯3 : − 1
24
ǫτ¯1···τ¯3(Ek¯− + 12iLF k¯−σ
σ) + 8BGτ¯1···τ¯3− ,
Γτ¯1τ¯2+ : 1
8
ǫτ¯1 τ¯2
σ1(Ek¯σ1 + 12iLF k¯σ1σ2
σ2 + 12iLF k¯σ−+) + 12(BGτ¯1τ¯2σ
σ − BGτ¯1τ¯2−+) ,
Γk¯τ¯1···τ¯3+ : 1
48
ǫτ¯1···τ¯3Ek¯k¯ + 2BGk¯τ¯1···τ¯3 . (C.27)
The integrability condition IM with M = ρ is given by
Γk¯ : LGρ− − 24BGkk¯ρ− + 24BGρ−σσ ,
Γτ¯ : −6iǫτ¯ σ1σ2LF ρσ1σ2− + 48(BGkρτ¯− − gρτ¯BGk−σσ) ,
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Γ+ : LGkρ + 24BGkρσ
σ − 24BGkρ−+ ,
Γk¯τ¯1τ¯2 : −3iǫτ¯1τ¯2σLF k¯ρσ− + 24gρ[τ¯1(BGτ¯2]kk¯− −BGτ¯2]−σσ) + 12BGρτ¯1τ¯2− ,
Γk¯τ¯+ : −3iǫτ¯ σ1σ2LF k¯ρσ1σ2 + 12LGρτ¯ − 12(BGkk¯ρτ¯ − BGρτ¯ σσ +BGρτ¯−+)+
+6gρτ¯(2BGkk¯σ
σ − 2BGkk¯−+ −BGσ1σ1σ2σ2 + 2BGσσ−+) ,
Γτ¯1···τ¯3 : − 1
24
ǫτ¯1···τ¯3(Eρ− − 12iLF kk¯ρ− + 12iLF ρ−σσ)− 24gρ[τ¯1BGτ¯2τ¯3]k− ,
Γτ¯1τ¯2+ : 1
8
ǫτ¯1τ¯2
σ1(Eρσ1 − 12iLF kk¯ρσ1 + 12iLF ρσ1σ2σ2 + 12iLF ρσ−+)+
+24gρ[τ¯1(BGτ¯2]kσ
σ − BGτ¯2]k−+) + 12BGkρτ¯1τ¯2 ,
Γk¯τ¯1···τ¯3+ : 1
48
ǫτ¯1···τ¯3(Ek¯ρ − 12iLF k¯ρσσ − 12iLF κ¯ρ−+) + 6gρ[τ¯1(BGτ¯2τ¯3]kk¯ +BGτ¯2τ¯3]−+) . (C.28)
Furthermore, IM with M = ρ¯ is given by the expressions
Γk¯ : LGρ¯− + 24BGkk¯ρ¯− − 24BGρ¯−σσ ,
Γτ¯ : −6iǫτ¯ σ1σ2LF ρ¯σ1σ2− − 48BGkρ¯τ¯− ,
Γ+ : 2iǫσ1···σ3LF ρ¯σ1···σ3 + LGkρ¯ − 24BGkρ¯σσ + 24BGkρ¯−+ ,
Γk¯τ¯1τ¯2 : −3iǫτ¯1 τ¯2σLF k¯ρ¯σ− − 12BGρ¯τ¯1τ¯2− ,
Γk¯τ¯+ : −3iǫτ¯ σ1σ2LF k¯ρ¯σ1σ2 + 12LGρ¯τ¯ + 12(BGkk¯ρ¯τ¯ − BGρ¯τ¯ σσ +BGρ¯τ¯−+) ,
Γτ¯1···τ¯3 : − 1
24
ǫτ¯1···τ¯3(Eρ¯− − 12iLF kk¯ρ¯− + 12iLF ρ¯−σσ) ,
Γτ¯1τ¯2+ : 1
8
ǫτ¯2 τ¯2
σ1(Eρ¯σ1 − 12iLF ρ¯σ1kk¯ + 12iLF ρ¯σ1σ2σ2 + 12iLF ρ¯σ−+)− 12BGkρ¯τ¯1τ¯2 ,
Γk¯τ¯1···τ¯3+ : 1
48
ǫτ¯1···τ¯3(Ek¯ρ¯ − 12iLF k¯ρ¯σσ − 12iLF k¯ρ¯−+) . (C.29)
The integrability conditions I− read
Γk¯ : 0 ,
Γτ¯ : 0 ,
Γ+ : −2iǫσ1···σ3LF σ1···σ3− + LGk− − 24BGk−σσ ,
Γk¯τ¯1τ¯2 : 0 ,
Γk¯τ¯+ : −3iǫτ¯ σ1σ2LF k¯σ1σ2− − 12LGτ¯− − 12(BGkk¯τ¯− − BGτ¯−σσ) ,
Γτ¯1···τ¯3 : − 1
24
ǫτ¯2···τ¯3E−− ,
Γτ¯1τ¯2+ : 1
8
ǫτ¯1τ¯2
σ1(Eσ1− + 12iLF kk¯σ1− − 12iLF σ1σ2σ2−)− 12BGkτ¯1τ¯2− ,
Γk¯τ¯1···τ¯3+ : 1
48
ǫτ¯1···τ¯3(Ek¯− − 12iLF k¯−σσ) + 2BGτ¯1···τ¯3− . (C.30)
Finally, for I+ we find
Γk¯ : −LG−+ + 24BGkk¯σσ − 12BGσ1σ1σ2σ2 ,
Γτ¯ : 6iǫτ¯
σ1σ2LF σ1σ2−+ + 48BGkτ¯ σ
σ ,
Γ+ : −2iǫσ1···σ3LF σ1···σ3+ + LGk+ + 24BGk+σσ ,
Γk¯τ¯1τ¯2 : −3iǫτ¯1 τ¯2σLF k¯σ−+ + 12(BGkk¯τ¯1τ¯2 −BGτ¯1τ¯2σσ) ,
Γk¯τ¯+ : −3iǫτ¯ σ1σ2LF k¯σ1σ2+ − 12LGτ¯+ + 12(BGkk¯τ¯+ −BGτ¯+σσ) ,
Γτ¯1···τ¯3 : − 1
24
ǫτ¯1···τ¯3(E−+ + 12iLF kk¯−+ − 12iLF σσ−+) + 8BGkτ¯1···τ¯3 ,
Γτ¯1τ¯2+ : 1
8
ǫτ¯1τ¯2
σ1(Eσ1+ + 12iLF kk¯σ1+ − 12iLF σ1σ2σ2+) + 12BGkτ¯1τ¯2+ ,
Γk¯τ¯1···τ¯3+ : 1
48
ǫτ¯1...τ¯3(Ek¯+ − 12iLF k¯+σσ)− 2BGτ¯1···τ¯3+ . (C.31)
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D Generic half-maximal SU(4)⋉ R8-backgrounds
D.1 The linear system
We decompose the vector SO(9, 1) representation under SU(4). This is equivalent to
decomposing the frame indices as A = (+,−, α, α¯). Consequently, the fluxes and geom-
etry decompose into SU(4) representations, i.e. PA decomposes as P+, P−, Pα and Pα¯
and similarly for the other fluxes and geometry15.
Next, we construct the linear system associated with the algebraic and supercovariant
connection Killing spinor equations. In particular, the algebraic Killing spinor equations
give
(A11 + iA12)Pα¯ +
1
4
G−+α¯ +
1
4
Gα¯β
β
+
1
12
ǫα¯
β1β2β3Gβ1β2β3 = 0 , (D.1)
(A21 + iA22)Pα¯ +
i
4
G−+α¯ +
i
4
Gα¯β
β
− i
12
ǫα¯
β1β2β3Gβ1β2β3 = 0 , (D.2)
(A11 − iA12)Pα + 1
4
G−+α − 1
4
Gαβ
β
+
1
12
ǫα
β¯1β¯2β¯3Gβ¯1β¯2β¯3 = 0 , (D.3)
(A21 − iA22)Pα − i
4
G−+α +
i
4
Gαβ
β
+
i
12
ǫα
β¯1β¯2β¯3Gβ¯1β¯2β¯3 = 0 , (D.4)
(A11 + iA12)P+ +
1
4
G+α
α = 0 , (D.5)
(A21 + iA22)P+ +
i
4
G+α
α = 0 , (D.6)
(A11 − iA12)P+ − 1
4
G+α
α = 0 , (D.7)
(A21 − iA22)P+ + i
4
G+α
α = 0 , (D.8)
15If the fluxes are complex, like P and G, then their various components do not satisfy the ‘naive’
complex conjugate relations, i.e. (Pα)
∗ 6= Pα¯ and similarly for G.
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and
G+α¯β¯ −
1
2
ǫα¯β¯
γδG+γδ = 0 . (D.9)
iG+α¯β¯ +
i
2
ǫα¯β¯
γδG+γδ = 0 , (D.10)
where we have set A = z−1z∗.
The Killing spinor equation associated with the supercovariant derivative (2.6) also
decomposes in SU(4) representations. In particular the conditions associated with Dα
are
(z−1Dαz)11 + i(z
−1Dαz)12 +
1
2
Ωα,β
β +
1
2
Ωα,−+
+iFα−+β
β +
1
4
(A11 + iA12)Gαβ
β +
1
4
(A11 + iA12)Gα−+ = 0 , (D.11)
(z−1Dαz)21 + i(z
−1Dαz)22 + i[
1
2
Ωα,β
β 1
2
Ωα,−+
+iFα−+β
β] +
1
4
(A21 + iA22)[Gαβ
β +Gα−+] = 0 , (D.12)
Ωα,β¯1β¯2 + iFαβ¯1β¯2γ
γ + iFα−+β¯1β¯2 +
1
2
(A11 + iA12)Gαβ¯1β¯2 + (B11 + iB12)δα[β¯1Pβ¯2]
−1
2
[Ωα,γ1γ2 +
1
2
(A11 − iA12)Gαγ1γ2 ]ǫγ1γ2 β¯1β¯2 = 0 , (D.13)
i[Ωα,β¯1β¯2 + iFαβ¯1β¯2γ
γ + iFα−+β¯1β¯2] +
1
2
(A21 + iA22)Gαβ¯1β¯2 + (B21 + iB22)δα[β¯1Pβ¯2]
−1
2
[−iΩα,γ1γ2 +
1
2
(A21 − iA22)Gαγ1γ2 ]ǫγ1γ2 β¯1β¯2 = 0 ,(D.14)
(z−1Dαz)11 − i(z−1Dαz)12 + 1
2
(B11 − iB12)Pα − 1
2
Ωα,β
β +
1
2
Ωα,−+
−1
4
(A11 − iA12)[Gαββ −Gα−+] + i
12
Fαβ¯1β¯2β¯3β¯4ǫ
β¯1β¯2β¯3β¯4 = 0 , (D.15)
(z−1Dαz)21 − i(z−1Dαz)22 + 1
2
(B21 − iB22)Pα − i[−1
2
Ωα,β
β +
1
2
Ωα,−+]
−1
4
(A21 − iA22)[Gαββ −Gα−+]− 1
12
Fαβ¯1β¯2β¯3β¯4ǫ
β¯1β¯2β¯3β¯4 = 0 , (D.16)
1
2
Ωα,+β¯ −
1
4
(B11 + iB12)δαβ¯P+ +
1
4
(A11 + iA12)Gα+β¯ +
i
2
Fα+β¯γ
γ = 0 , (D.17)
[
i
2
Ωα,+β¯ −
1
4
(B21 + iB22)δαβ¯P+ +
1
4
(A21 + iA22)Gα+β¯ −
1
2
Fα+β¯γ
γ] = 0 , (D.18)
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i12
Fα+β¯1β¯2β¯3 +
1
12
[
1
2
Ωα,+γ +
1
4
(A11 − iA12)Gα+γ]ǫγ β¯1β¯2β¯3 = 0 , (D.19)
− 1
12
Fα+β¯1β¯2β¯3 +
1
12
[− i
2
Ωα,+γ +
1
4
(A21 − iA22)Gα+γ ]ǫγβ¯1β¯2β¯3 = 0 , (D.20)
where B = A2.
The conditions associated with Dα¯ are
(z−1Dα¯z)11 + i(z
−1Dα¯z)12 +
1
2
(B11 + iB12)Pα¯ +
1
2
Ωα¯,β
β +
1
2
Ωα¯,−+
+
i
12
Fα¯γ1γ2γ2γ4ǫ
γ1γ2γ3γ4 +
1
4
(A11 + iA12)[Gα¯β
β +Gα¯−+] = 0 , (D.21)
(z−1Dα¯z)21 + i(z
−1Dα¯z)22 +
1
2
(B21 + iB22)Pα¯ + i[
1
2
Ωα¯,β
β +
1
2
Ωα¯,−+
− i
12
Fα¯γ1γ2γ2γ4ǫ
γ1γ2γ3γ4 ] +
1
4
(A21 + iA22)[Gα¯β
β +Gα¯−+] = 0 , (D.22)
Ωα¯,β¯1β¯2 +
1
2
(A11 + iA12)Gα¯β¯1β¯2
−1
2
[Ωα¯,γ1γ2 − iFα¯γ1γ2δδ + iFα¯−+γ1γ2
+
1
2
(A11 − iA12)Gα¯γ1γ2 + (B11 − iB12)δα¯[γ1Pγ2]]ǫγ1γ2 β¯1β¯2 = 0 , (D.23)
iΩα¯,β¯1β¯2 +
1
2
(A21 + iA22)Gα¯β¯1β¯2
+
i
2
[Ωα¯,γ1γ2 − iFα¯γ1γ2δδ + iFα¯−+γ1γ2 ]ǫγ1γ2 β¯1β¯2
−1
2
[
1
2
(A21 − iA22)Gα¯γ1γ2 + (B21 − iB22)δα¯[γ1Pγ2]]ǫγ1γ2 β¯1β¯2 = 0 , (D.24)
(z−1Dα¯z)11 − i(z−1Dα¯z)12 − 1
2
Ωα¯,γ
γ +
1
2
Ωα¯,−+ − iFα¯−+γγ
−1
4
(A11 − iA12)Gα¯γγ + 1
4
(A11 − iA12)Gα¯−+ = 0 , (D.25)
(z−1Dα¯z)21 − i(z−1Dα¯z)22 − i[−1
2
Ωα¯,γ
γ +
1
2
Ωα¯,−+ − iFα¯−+γγ ]
−1
4
(A21 − iA22)Gα¯γγ + 1
4
(A21 − iA22)Gα¯−+ = 0 , (D.26)
1
2
Ωα¯,+β¯ +
1
4
(A11 + iA12)Gα¯+β¯ −
i
6
Fα¯+γ1γ2γ3ǫ
γ1γ2γ3
β¯ = 0 , (D.27)
i
2
Ωα¯,+β¯ +
1
4
(A21 + iA22)Gα¯+β¯ −
1
6
Fα¯+γ1γ2γ3ǫ
γ1γ2γ3
β¯ = 0 , (D.28)
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[
1
2
Ωα¯,+γ − i
2
Fα¯+γδ
δ]ǫγ β¯1β¯2β¯3
+
1
4
(A11 − iA12)Gα¯+γǫγ β¯1β¯2β¯3 −
1
4
(B11 − iB12)P+ǫα¯β¯1β¯2β¯3 = 0 , (D.29)
−i[1
2
Ωα¯,+γ − i
2
Fα¯+γδ
δ]ǫγ β¯1β¯2β¯3
+
1
4
(A21 − iA22)Gα¯+γǫγ β¯1β¯2β¯3 −
1
4
(B21 − iB22)P+ǫα¯β¯1β¯2β¯3 = 0 . (D.30)
The conditions associated with D− are
(z−1D−z)11 + i(z
−1D−z)12 +
1
2
Ω−,γ
γ +
1
2
Ω−,−+ +
i
4
F−γ
γ
δ
δ
+
i
12
F−γ1γ2γ3γ4ǫ
γ1γ2γ3γ4 +
1
4
(A11 + iA12)G−γ
γ = 0 , (D.31)
(z−1D−z)21 + i(z
−1D−z)22 + i[
1
2
Ω−,γ
γ +
1
2
Ω−,−+ +
i
4
F−γ
γ
δ
δ]
+
1
4
(A21 + iA22)G−γ
γ +
1
12
F−γ1γ2γ3γ4ǫ
γ1γ2γ3γ4 = 0 , (D.32)
Ω−,β¯1β¯2 + iF−β¯1β¯2γ
γ +
1
2
(A11 + iA12)G−β¯1β¯2
−1
2
[Ω−,γ1γ2 − iF−γ1γ2δδ]ǫγ1γ2 β¯1β¯2 −
1
4
(A11 − iA12)G−γ1γ2ǫγ1γ2 β¯1β¯2 = 0 , (D.33)
i[Ω−,β¯1β¯2 + iF−β¯1β¯2γ
γ] +
1
2
(A21 + iA22)G−β¯1β¯2
+
i
2
[Ω−,γ1γ2 − iF−γ1γ2δδ]ǫγ1γ2 β¯1β¯2 −
1
4
(A21 − iA22)G−γ1γ2ǫγ1γ2 β¯1β¯2 = 0 , (D.34)
(z−1D−z)11 − i(z−1D−z)12 − 1
2
Ω−,γ
γ +
1
2
Ω−,−+ +
i
4
F−γ
γ
δ
δ − 1
4
(A11 − iA12)G−γγ
+
i
12
F−β¯1β¯2β¯3β¯4ǫ
β¯1β¯2β¯3β¯4 = 0, (D.35)
(z−1D−z)21 − i(z−1D−z)22 − i[−1
2
Ω−,γ
γ +
1
2
Ω−,−+ +
i
4
F−γ
γ
δ
δ]− 1
4
(A21 − iA22)G−γγ
− 1
12
F−β¯1β¯2β¯3β¯4ǫ
β¯1β¯2β¯3β¯4 = 0,(D.36)
1
2
Ω−,+β¯ +
i
2
F−+β¯γ
γ +
1
4
(A11 + iA12)G−+β¯ +
1
4
(B11 + iB12)Pβ¯
− i
6
F−+γ1γ2γ3ǫ
γ1γ2γ3
β¯ = 0 , (D.37)
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i[
1
2
Ω−,+β¯ +
i
2
F−+β¯γ
γ ] +
1
4
(A21 + iA22)G−+β¯ +
1
4
(B21 + iB22)Pβ¯
−1
6
F−+γ1γ2γ3ǫ
γ1γ2γ3
β¯ = 0 , (D.38)
iF−+β¯1β¯2β¯3 + [
1
2
Ω−,+γ − i
2
F−+γδ
δ]ǫγ β¯1β¯2β¯3
+
1
4
[(A11 − iA12)G−+γ + (B11 − iB12)Pγ]ǫγ β¯1β¯2β¯3 = 0 . (D.39)
−F−+β¯1β¯2β¯3 − i[
1
2
Ω−,+γ − i
2
F−+γδ
δ]ǫγ β¯1β¯2β¯3
+
1
4
[(A21 − iA22)G−+γ + (B21 − iB22)Pγ]ǫγ β¯1β¯2β¯3 = 0 . (D.40)
The conditions associated with D+ are
(z−1D+z)11 + i(z
−1D+z)12 +
1
2
(B11 + iB12)P+ +
1
2
Ω+,γ
γ
+
1
2
Ω+,−+ +
1
4
(A11 + iA12)G+γ
γ = 0 , (D.41)
(z−1D+z)21 + i(z
−1D+z)22 +
1
2
(B21 + iB22)P+ + i[
1
2
Ω+,γ
γ
+
1
2
Ω+,−+] +
1
4
(A21 + iA22)G+γ
γ = 0 , (D.42)
Ω+,β¯1β¯2 +
1
2
(A11 + iA12)G+β¯1β¯2
−1
2
Ω+,γ1γ2ǫ
γ1γ2
β¯1β¯2 −
1
4
(A11 − iA12)G+γ1γ2ǫγ1γ2 β¯1β¯2 = 0 , (D.43)
iΩ+,β¯1β¯2 +
1
2
(A21 + iA22)G+β¯1β¯2
+
i
2
Ω+,γ1γ2ǫ
γ1γ2
β¯1β¯2 −
1
4
(A21 − iA22)G+γ1γ2ǫγ1γ2 β¯1β¯2 = 0 , (D.44)
(z−1D+z)11 − i(z−1D+z)12 + 1
2
(B11 − iB12)P+ − 1
2
Ω+,γ
γ
+
1
2
Ω+,−+ − 1
4
(A11 − iA12)G+γγ = 0 , (D.45)
(z−1D+z)21 − i(z−1D+z)22 + 1
2
(B21 − iB22)P+ − i[−1
2
Ω+,γ
γ
+
1
2
Ω+,−+]− 1
4
(A21 − iA22)G+γγ = 0 , (D.46)
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and
Ω+,+α = Ω+,+α¯ = 0 . (D.47)
As we have already mentioned, all the equations that arise from the Killing spinor
equations are linear in the fluxes, geometry and the first derivatives of the functions
z that determine the Killing spinors. The system may appear involved but it can be
solved. It also simplifies in some special cases, like for example whenever z is a real
matrix. In this case A = B = 1 and so the terms in the linear system above that contain
the fluxes and geometry do not depend on the functions z.
D.2 The solution to the linear system
We shall first solve the last six equations of the linear system associated with the algebraic
Killing spinor equation. Equations (D.5)-(D.8) imply that
G+α
α = P+ = 0 , (D.48)
and (D.9), (D.10) imply that
G+αβ = G+α¯β¯ = 0 . (D.49)
Next consider the equations (D.19), (D.20), (D.27), (D.28). These imply
Ωα,β+ = 0, F+αβ¯1β¯2β¯3 = 0 (D.50)
and (D.43), (D.44) and (D.47) imply that
Ω+,αβ = 0 , Ω+,+α = 0 . (D.51)
The remaining components of the D+ equations (D.41), (D.42), (D.45), (D.46) imply
that
(z−1D+z)11 = (z
−1D+z)22 = −1
2
Ω+,−+
(z−1∂+z)12 = −(z−1∂+z)21 = i
2
Ω+,α
α . (D.52)
The equations (D.31), (D.32), (D.35), (D.36) constrain z−1D−z via
(z−1D−z)11 = −1
2
Ω−,−+ − i
4
F−α
α
β
β − i
24
(F−α1α2α3α4ǫ
α1α2α3α4
+ F−α¯1α¯2α¯3α¯4ǫ
α¯1α¯2α¯3α¯4)− i
4
A12G−α
α
(z−1D−z)22 = −1
2
Ω−,−+ − i
4
F−α
α
β
β +
i
24
(F−α1α2α3α4ǫ
α1α2α3α4
+ F−α¯1α¯2α¯3α¯4ǫ
α¯1α¯2α¯3α¯4) +
i
4
A21G−α
α
(z−1∂−z)12 =
i
2
Ω−,α
α − 1
24
((F−α1α2α3α4ǫ
α1α2α3α4 − F−α¯1α¯2α¯3α¯4ǫα¯1α¯2α¯3α¯4)
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+
i
4
A11G−α
α
(z−1∂−z)21 = − i
2
Ω−,α
α − 1
24
((F−α1α2α3α4ǫ
α1α2α3α4 − F−α¯1α¯2α¯3α¯4ǫα¯1α¯2α¯3α¯4)
− i
4
A22G−α
α . (D.53)
And from (D.33) and (D.34), we find
G−α¯1α¯2 = −
(A11 + A22 + i(A21 −A12))
A11A22 − A12A21 (Ω−,α¯1α¯2 + iF−α¯1α¯2γ
γ)
+
(A22 − A11 + i(A12 + A21))
2(A11A22 − A12A21) (Ω−,β1β2 − iF−β1β2γ
γ)ǫα¯1α¯2
β1β2
G−α1α2 = −
(A11 + A22 − i(A21 − A12))
A11A22 −A12A21 (Ω−,α1α2 − iF−α1α2γ
γ)
− (A11 − A22 + i(A12 + A21))
2(A11A22 − A12A21) (Ω−,β¯2β¯2 + iF−β¯1β¯2γ
γ)ǫα1α2
β¯1β¯2 . (D.54)
In order to proceed we shall consider two separate cases, according as (A11−A22)2+
(A12+A21)
2 vanishes or not. Observe that (A11−A22)2+ (A12+A21)2 = 0 is equivalent
to A11 = A22 and A12 + A21 = 0.
First we shall assume that (A11 − A22)2 + (A12 + A21)2 6= 0. Then (D.17), (D.18),
(D.29), (D.30) imply that
G+αβ¯ = Ωα,β¯+ = 0 (D.55)
and
F+α1α2β¯1β¯2 = 0 . (D.56)
Next consider the equations which have one free holomorphic index, excluding for
the moment those equations involving z−1Dz; these are (D.3), (D.4), the trace of the
duals of (D.13), (D.14) and the duals of (D.39), (D.40). These fix Pα, G−+α, Gαβ
β,
ǫα
β¯1β¯2β¯3Gβ¯1β¯2β¯3, ǫα
β¯1β¯2β¯3F−+β¯1β¯2β¯3 , F−+αβ
β in terms of the components of the spin con-
nection Ωβ¯,
β¯
α, ǫα
β¯1β¯2β¯3Ωβ¯1,β¯2β¯3, Ω−,+α and Aij.
The corresponding equations with one free antiholomorphic constraint are (D.1),
(D.4), the traces of (D.13), (D.14) and (D.37), (D.38). These fix Pα¯, G−+α¯, Gα¯β
β,
ǫα¯
β1β2β3Gβ1β2β3, ǫα¯
β1β2β3F−+β1β2β3 , F−+α¯β
β in terms of the components of the spin con-
nection Ωβ,
β
α¯, ǫα¯
β1β2β3Ωβ1,β2β3, Ω−,+α¯.
By comparing the complex expressions for ǫα
β¯1β¯2β¯3F−+β¯1β¯2β¯3, F−+αβ
β from the former
equations with the complex conjugates of the expressions ǫα¯
β1β2β3F−+β1β2β3, F−+α¯β
β from
the latter, we find the following geometric constraints
Ωβ,
β
α¯ = −(6A11A22 − 4A12A21 −A12
2 −A212)
(A112 + A222 + 4A11A22 − 2A12A21)Ω−,+α¯
ǫα¯
β1β2β3Ωβ1,β2β3 = −2i
(A12 −A21)(A11 − A22 + i(A12 + A21))
(A112 + A222 + 4A11A22 − 2A12A21) Ω−,+α¯ . (D.57)
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Using these constraints, we obtain the following simplifications
Pα¯ =
4
(A112 + A222 + 4A11A22 − 2A12A21)Ω−,+α¯
G−+α¯ = −8 (A11 + A22)
(A112 + A222 + 4A11A22 − 2A12A21)Ω−,+α¯
Gα¯β
β = −8i (A12 −A21)
(A112 + A222 + 4A11A22 − 2A12A21)Ω−,+α¯
ǫα¯
β1β2β3Gβ1β2β3 = −24
(A11 −A22 + i(A12 + A21))
(A112 + A222 + 4A11A22 − 2A12A21)Ω−,+α¯ (D.58)
and
Pα =
4
(A112 + A222 + 4A11A22 − 2A12A21)Ω−,+α
G−+α = −8 (A11 + A22)
(A112 + A222 + 4A11A22 − 2A12A21)Ω−,+α
Gαβ
β = −8i (A12 − A21)
(A112 + A222 + 4A11A22 − 2A12A21)Ω−,+α
ǫα
β¯1β¯2β¯3Gβ¯1β¯2β¯3 = −24
(A11 − A22 − i(A12 + A21))
(A112 + A222 + 4A11A22 − 2A12A21) (D.59)
and
ǫα¯
β1β2β3F−+β1β2β3 = −3i
(A11 + A22)(A11 −A22 + i(A12 + A21))
(A112 + A222 + 4A11A22 − 2A12A21) Ω−,+α¯
F−+α¯β
β =
(A11 + A22)(A12 − A21)
(A112 + A222 + 4A11A22 − 2A12A21) .Ω−,+α¯ (D.60)
Substituting these constraints back into (D.21), (D.22), (D.25) and (D.26) we find
the following constraints on z−1Dα¯z:
(z−1Dα¯z)11 = −1
2
Ωα¯,−+
− 1
2
(A22
2 − 3A112 + 4A122 − 4A11A22 − 2A12A21)
((A11 + A22)2 + 2(A11A22 − A12A21)) Ω−,+α¯
(z−1Dα¯z)22 = −1
2
Ωα¯,−+
+
1
2
(3A22
2 − A112 − 4A212 + 4A11A22 + 2A12A21)
((A11 + A22)2 + 2(A11A22 − A12A21)) Ω−,+α¯
(z−1∂α¯z)12 =
i
2
Ωα¯,β
β
+
i
2
((A11 + A22)
2 + 2(A11A22 − A12A21))−1(A112 + A222 − 2iA12A22
− 2iA21A22 − 6iA11A12 + 2iA11A21 + 2A12A21)Ω−,+α¯
(z−1∂α¯z)21 = − i
2
Ωα¯,β
β
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− i
2
((A11 + A22)
2 + 2(A11A22 − A12A21))−1(A112 + A222 + 6iA21A22
− 2iA12A22 + 2iA11A12 + 2iA11A21 + 2A12A21)Ω−,+α¯ . (D.61)
And from (D.11), (D.12), (D.15) and (D.16) we find the following constraints on
z−1Dαz:
(z−1Dαz)11 = −1
2
Ωα,−+
+
1
2
(3A11
2 − A222 − 4A122 + 4A11A22 + 2A12A21)
((A11 + A22)2 + 2(A11A22 − A12A21)) Ω−,+α
(z−1Dαz)22 = −1
2
Ωα,−+
− 1
2
(A11
2 − 3A222 + 4A212 − 4A11A22 − 2A12A21)
((A11 + A22)2 + 2(A11A22 − A12A21)) Ω−,+α
(z−1∂αz)12 =
i
2
Ωα,β
β
− i
2
((A11 + A22)
2 + 2(A11A22 − A12A21))−1(A112 + A222 − 2iA11A21
+ 6iA11A12 + 2iA21A22 + 2iA12A22 + 2A12A21)Ω−,+α
(z−1∂αz)21 = − i
2
Ωα,β
β
+
i
2
((A11 + A22)
2 + 2(A11A22 − A12A21))−1(A112 + A222 − 2iA11A21
− 2iA11A12 + 2iA12A22 − 6iA21A22 + 2A12A21)Ω−,+α . (D.62)
Note that by means of an appropriate U(1) transformation, one can work in a gauge
for which detz = detz∗, so that detA = 1. Then (D.61), (D.62) and (D.52) imply that
Q+ = Qα = 0 (D.63)
though in general (D.53) does not constrain Q− to vanish.
Finally, we consider the equations (D.13), (D.14), (D.23), (D.24). The constraints
obtained from taking traces of these equations have already been obtained; the remaining
constraints consist of the fixing of two components of the G-flux via
Gαβ¯1β¯2 =
2
A11 −A22 + i(A12 + A21)Ωα,γ1γ2ǫβ¯1β¯2
γ1γ2
− 8i(A21 −A12)
(A11 + A22)2 + 2(A11A22 −A12A21)Ω−,+[β¯1δβ¯2]α
Gα¯γ1γ2 =
2
A11 −A22 − i(A12 + A21)Ωα¯,β¯1β¯2ǫ
β¯1β¯2
γ1γ2
− 8i(A12 −A21)
(A11 + A22)2 + 2(A11A22 −A12A21)Ω−,+[γ1δγ2]α¯ (D.64)
together with the fixing of a component of the F -flux
F−+αβ¯1β¯2 = (A11 + A22)
( i
4(A11 −A22 + i(A12 + A21))Ωα,γ1γ2ǫ
γ1γ2
β¯1β¯2
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− (A12 − A21)
(A11 + A22)2 + 2(A11A22 − A12A21)Ω−,+[β¯1δβ¯2]α
)
(D.65)
and a geometric constraint
Ωα,β¯1β¯2 +
i(A12 − A21)
2(A11 −A22 + i(A12 + A21))Ωα,γ1γ2ǫ
γ1γ2
β¯1β¯2
− 4(A11A22 −A12A21)
(A11 + A22)2 + 2(A11A22 − A12A21)Ω−,+[β¯1δβ¯2]α = 0 . (D.66)
Next we consider the special case when (A11−A22)2+(A12+A21)2 = 0. Then (D.17),
(D.18), (D.29), (D.30) imply that
G+αβ¯ =
1
A11
(Ωα,+β¯ − Ωβ¯,+α) (D.67)
F+αβ¯γ
γ = − i
2A11
((A11 − iA12)Ωα,+β¯ + (A11 + iA12)Ωβ¯,+α) . (D.68)
On comparing (D.68) with its complex conjugate, the geometric constraint
Ωα,+β¯ + Ωβ¯,+α = 0 (D.69)
is obtained. Substituting this back into (D.67) and (D.68) we obtain some simplification:
G+αβ¯ =
2
A11
Ωα,+β¯
F+αβ¯γ
γ = −A12
A11
Ωα,+β¯ . (D.70)
Next consider the equations which have one free holomorphic index, excluding for
the moment those equations involving z−1Dz; these are (D.3), (D.4), the trace of the
duals of (D.13), (D.14) and the duals of (D.39), (D.40). Unlike the generic case, these
do not fix Pα, G−+α, Gαβ
β, ǫα
β¯1β¯2β¯3Gβ¯1β¯2β¯3, ǫα
β¯1β¯2β¯3F−+β¯1β¯2β¯3 , F−+αβ
β uniquely in terms
of the components of the spin connection Ωβ¯,
β¯
α, ǫα
β¯1β¯2β¯3Ωβ¯1,β¯2β¯3, Ω−,+α and Aij. Rather,
Gα¯β
β, F−+α¯β
β and Ωβ,
β
α¯ are arbitrary with
Pα¯ = − 1
3(A11 + iA12)
Gα¯β
β − 2
3(A11 + iA12)2
(Ωβ,
β
α¯ − iF−+α¯ββ)
G−+α¯ =
1
3
Gα¯β
β +
8
3(A11 + iA12)
(Ωβ,
β
α¯ − iF−+α¯ββ)
Gα1α2α3 = 0
F−+α1α2α3 = 0
Ω[α1,α2α3] = 0
Ω−,+α¯ = −Ωβ,βα¯ . (D.71)
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The corresponding equations with one free antiholomorphic constraint are (D.1),
(D.4), the traces of (D.13), (D.14) and (D.37), (D.38). Taking Gαβ
β, F−+αβ
β and Ωβ¯,
β¯
α
to be arbitrary we find the additional constraints
Pα =
1
3(A11 − iA12)Gαβ
β − 2
3(A11 − iA12)2 (Ωβ¯,
β¯
α + iF−+αβ
β)
G−+α = −1
3
Gαβ
β +
8
3(A11 − iA12)(Ωβ¯,
β¯
α + iF−+αβ
β)
Gα¯1α¯2α¯3 = 0 . (D.72)
Substituting these constraints back into (D.21), (D.22), (D.25) and (D.26) we find
the following constraints on z−1Dα¯z:
(z−1Dα¯z)11 = (z
−1Dα¯z)22 = − i
6
A12Gα¯β
β − 1
2
Ωα¯,−+
+
1
6(A11 + iA12)
(−3A11 + iA12)Ωβ,βα¯
+
i
3(A11 + iA12)
(3A11 + iA12)F−+α¯β
β
(z−1∂α¯z)12 = −(z−1∂α¯z)21 = i
2
Ωα¯,β
β +
i
6
A11Gα¯β
β
+
i
6(A11 + iA12)
(−A11 + 3iA12)Ωβ,βα¯
− 2A11
3(A11 + iA12)
F−+α¯β
β . (D.73)
And from (D.11), (D.12), (D.15) and (D.16) we find the following constraints on
z−1Dαz:
(z−1Dαz)11 = (z
−1Dαz)22 = −1
2
Ωα,−+ − i
6
A12Gαβ
β
− 1
6(A11 − iA12)(3A11 + iA12)Ωβ¯,
β¯
α
+
i
3(A11 − iA12)(−3A11 + iA12)F−+αβ
β
(z−1∂αz)12 = −(z−1∂αz)21 = i
2
Ωα,β
β +
i
6
A11Gαβ
β
+
i
6(A11 − iA12)(A11 + 3iA12)Ωβ¯,
β¯
α
− 2A11
3(A11 − iA12)F−+αβ
β . (D.74)
Finally, we consider the equations (D.13), (D.14), (D.23), (D.24). These fix two
components of the G-flux via
Gαβ¯1β¯2 = −
2
A11 + iA12
(Ωα,β¯1β¯2 + 2iF−+αβ¯1β¯2)
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− 1
A11 + iA12
δα[β¯1
(− 2
3
(A11 + iA12)Gβ¯2]γ
γ − 4
3
Ω|γ|,
γ
β¯2] −
8i
3
Fβ¯2]−+γ
γ
)
Gα¯γ1γ2 = −
2
A11 − iA12 (Ωα¯,γ1γ2 + 2iF−+α¯γ1γ2)
− 1
A11 − iA12 δα¯[γ1
(2
3
(A11 − iA12)Gγ2]ββ −
4
3
Ω|β¯|,
β¯
γ2] +
8i
3
Fγ2]−+β
β
)
(D.75)
together with the geometric constraint
Ωα1,α2α3 = 0 . (D.76)
As the first order equations in spacetime derivatives of z are non-linear, we shall not
investigate the general case here. Instead we shall focus on two examples that illustrate
some of the properties of this non-linear system.
D.3 Special cases
We shall first consider the case that z is diagonal with complex entries. We have seen
that it can be arranged such that the Killing spinors can be written as ǫ1 = ρe
iϕη1 and
ǫ1 = ρ
−1e−iϕη2. Using this, the equations (D.61) and (D.62) imply that
Ωα,β
β =
cos 4ϕ
2 + cos 4ϕ
Ω−,+α
Qα = 0
Ωα,−+ + Ω−,α+ = 0 (D.77)
and
∂αρ = 0
∂αϕ+
sin 4ϕ
2 + cos 4ϕ
Ω−,+α = 0 . (D.78)
From (D.53) we obtain
Q− =
1
2
F−α
α
β
β
Ω−,α
α = −1
2
cos 2ϕG−α
α
F−α1α2α3α4ǫ
α1α2α3α4 − F−α¯1α¯2α¯3α¯4ǫα¯1α¯2α¯3α¯4 = 6 sin 2ϕG−αα
Ω−,−+ = 0 (D.79)
and
∂−ϕ = − 1
24
(F−α1α2α3α4ǫ
α1α2α3α4 − F−α¯1α¯2α¯3α¯4ǫα¯1α¯2α¯3α¯4)
∂−ρ = 0 . (D.80)
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From (D.52) we obtain
Ω+,α
α = 0
Q+ = 0
Ω+,−+ = 0 (D.81)
and
∂+ϕ = 0
∂+ρ = 0 . (D.82)
For the other example we take z to be real and so A is the identity matrix. Then
from (D.73) we find
Qα = 2F−+αβ
β
F−+αβ
β =
i
8
(Gαβ
β + (Gα¯β
β)∗) (D.83)
and
(z−1∂αz)11 = (z
−1∂αz)22 = −1
2
Ωα,−+ − 1
2
Ωβ¯,
β¯
α
(z−1∂αz)12 = −(z−1∂αz)21 = i
2
Ωα,β
β +
i
6
Ωβ¯,
β¯
α +
i
12
(Gαβ
β − (Gα¯ββ)∗) . (D.84)
From (D.53) we obtain
Q− =
1
2
F−α
α
β
β
F−α1α2α3α4 = 0
(G−α
α)∗ +G−α
α = 0 (D.85)
and
(z−1∂−z)11 = (z
−1∂−z)22 = −1
2
Ω−,−+
(z−1∂−z)12 = −(z−1∂−z)21 = i
2
Ω−,α
α +
i
4
G−α
α . (D.86)
From (D.52) we obtain
Q+ = 0 (D.87)
and
(z−1∂+z)11 = (z
−1∂+z)22 = −1
2
Ω+,−+
(z−1∂+z)12 = −(z−1∂+z)21 = i
2
Ω+,α
α . (D.88)
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E The linear system of degenerate half-maximal SU(4)⋉
R
8-backgrounds
It is straightforward to construct the linear system for the degenerate half-maximal
SU(4)⋉R8 case using the linear system of [12] for one SU(4)⋉R8-invariant spinor and
those of section 6. In particular, we have that the algebraic Killing spinor equations give
(f + g2 − ig1)Pα¯ = 0 ,
1
4
(f − g2 + ig1)G−+α¯ + 1
4
(f − g2 + ig1)Gα¯ββ
+
1
12
(f + g2 + ig1)ǫα¯
β1β2β3Gβ1β2β3 = 0 , (E.1)
(f − g2 − ig1)Pα = 0 ,
1
4
(f + g2 + ig1)G−+α − 1
4
(f + g2 + ig1)Gαβ
β
+
1
12
(f − g2 + ig1)ǫαβ¯1β¯2β¯3Gβ¯1β¯2β¯3 = 0 , (E.2)
(f + g2 − ig1)P+ = 0 ,
1
4
(f − g2 + ig1)G+αα = 0 , (E.3)
(f − g2 − ig1)P+ = 0 ,
−1
4
(f + g2 + ig1)G+α
α = 0 , (E.4)
and
(f − g2 + ig1)G+α¯β¯ −
1
2
(f + g2 + ig1)ǫα¯β¯
γδG+γδ = 0 . (E.5)
The conditions arising from the Dα component of the supercovariant derivative are
[Dα + (w − w∗)−1∂αw + 1
2
Ωα,β
β +
1
2
Ωα,−+ +
i
4
Fαβ
β
γ
γ
+
i
2
Fα−+β
β](f − g2 + ig1) = 0 , (E.6)
−(w − w∗)−1∂αw(f − g2 + ig1) + (f + g2 − ig1)[1
4
Gαβ
β +
1
4
G−+α] = 0 , (E.7)
(f − g2 + ig1)[Ωα,β¯1β¯2 + iFαβ¯1β¯2γγ + iFα−+β¯1β¯2]
−(f + g2 + ig1)[1
2
Ωα,γ1γ2 −
i
2
Fαγ1γ2δ
δ +
i
2
Fα−+γ1γ2 ]ǫ
γ1γ2
β¯1β¯2 = 0 , (E.8)
(f + g2 − ig1)[1
2
Gαβ¯1β¯2 −
1
4
gα[β¯1Gβ¯2]γ
γ − 1
4
gα[β¯1Gβ¯2]−+]
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−1
8
(f − g2 − ig1)Gαγ1γ2ǫγ1γ2 β¯1β¯2 = 0 , (E.9)
[Dα + (w − w∗)−1∂αw − 1
2
Ωα,β
β +
1
2
Ωα,−+ +
i
4
Fαβ
β
γ
γ
− i
2
Fα−+γ
γ ](f + g2 + ig1) +
i
12
Fαβ¯1β¯2β¯3β¯4ǫ
β¯1β¯2β¯3β¯4(f − g2 + ig1) = 0 , (E.10)
−(w − w∗)−1∂αw(f + g2 + ig1) + [−1
8
Gαγ
γ +
1
8
G−+α](f − g2 − ig1)
− 1
24
ǫα
β¯1β¯2β¯3Gβ¯1β¯2β¯3(f + g2 − ig1) = 0 , (E.11)
[
1
2
Ωα,+β¯ +
i
2
Fα+β¯γ
γ](f − g2 + ig1)− i
6
Fα+β1β2β3ǫ
β1β2β3
β¯(f + g2 + ig1) = 0 , (E.12)
[
1
16
gαβ¯G+γ
γ − 1
4
G+αβ¯ ](f + g2 − ig1) = 0 , (E.13)
i
12
Fα+β¯1β¯2β¯3(f − g2 + ig1) +
1
12
(f + g2 + ig1)[
1
2
Ωα,+γ − i
2
Fα+γδ
δ]ǫγ β¯1β¯2β¯3 = 0 , (E.14)
1
32
gα[β¯1Gβ¯2β¯3]+(f + g2 − ig1)−
1
96
(f − g2 − ig1)G+αγǫγ β¯1β¯2β¯3 = 0 . (E.15)
The conditions arising from the Dα¯ component of the supercovariant derivative are
[Dα¯ + (w − w∗)−1∂α¯w + 1
2
Ωα¯,β
β +
1
2
Ωα¯,−+ +
i
4
Fα¯β
β
γ
γ
+
i
2
Fα¯−+β
β ](f − g2 + ig1) + i
12
(f + g2 + ig1)Fα¯γ1γ2γ2γ4ǫ
γ1γ2γ3γ4 = 0 , (E.16)
−(w − w∗)−1∂α¯w(f − g2 + ig1) + 1
8
[Gα¯β
β +Gα¯−+](f + g2 − ig1)
− 1
24
(f − g2 − ig1)ǫα¯γ1γ2γ3Gγ1γ2γ3 = 0 , (E.17)
[Ωα¯,β¯1β¯2 + iFα¯β¯1β¯2γ
γ + iFα¯−+β¯1β¯2](f − g2 + ig1)
−(f + g2 + ig1)[1
2
Ωα¯,γ1γ2 −
i
2
Fα¯γ1γ2δ
δ +
i
2
Fα¯−+γ1γ2 ]ǫ
γ1γ2
β¯1β¯2 = 0 , (E.18)
1
4
Gα¯β¯1β¯2(f + g2 − ig1)− (f − g2 − ig1)[
1
8
gα¯γ1Gγ2δ
δ
+
1
4
Gα¯γ1γ2 −
1
8
gα¯γ1Gγ2−+]ǫ
γ1γ2
β¯1β¯2 = 0 , (E.19)
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[Dα¯ + (w − w∗)−1∂α¯w − 1
2
Ωα¯,γ
γ +
1
2
Ωα¯,−+
+
i
4
Fα¯γ
γ
δ
δ − i
2
Fα¯−+γ
γ](f + g2 + ig1) = 0 , (E.20)
−(w − w∗)−1∂α¯w(f + g2 + ig1) + [−1
4
Gα¯γ
γ +
1
4
Gα¯−+](f − g2 − ig1) = 0 , (E.21)
[
1
2
Ωα¯,+β¯ +
i
2
Fα¯+β¯γ
γ](f − g2 + ig1)
− i
6
(f + g2 + ig1)Fα¯+γ1γ2γ3ǫ
γ1γ2γ3
β¯ = 0 , (E.22)
−1
8
G+α¯β¯(f + g2 − ig1)−
1
16
(f − g2 − ig1)Gγ1γ2+ǫγ1γ2 α¯β¯ = 0 , (E.23)
iFα¯+β¯1β¯2β¯3(f − g2 + ig1) + (f + g2 + ig1)[
1
2
Ωα¯,+γ − i
2
Fα¯+γδ
δ]ǫγ β¯1β¯2β¯3 = 0 , (E.24)
(f − g2 − ig1)[− 1
16
gα¯γG+δ
δ +
1
4
Gα¯+γ]ǫ
γ
β¯1β¯2β¯3 = 0 . (E.25)
The conditions arising from the D− component of the supercovariant derivative are
[D− + (w − w∗)−1∂−w + 1
2
Ω−,γ
γ +
1
2
Ω−,−+ +
i
4
F−γ
γ
δ
δ](f − g2 + ig1)
+
i
12
(f + g2 + ig1)F−γ1γ2γ3γ4ǫ
γ1γ2γ3γ4 = 0 , (E.26)
−(w − w∗)−1∂−w(f − g2 + ig1) + 1
4
G−γ
γ(f + g2 − ig1) = 0 , (E.27)
[Ω−,β¯1β¯2 + iF−β¯1β¯2γ
γ](f − g2 + ig1)
−(f + g2 + ig1)[1
2
Ω−,γ1γ2 −
i
2
F−γ1γ2δ
δ]ǫγ1γ2 β¯1β¯2 = 0 , (E.28)
1
2
G−β¯1β¯2(f + g2 − ig1)−
1
4
(f − g2 − ig1)G−γ1γ2ǫγ1γ2 β¯1β¯2 = 0 , (E.29)
[D− + (w − w∗)−1∂−w − 1
2
Ω−,γ
γ +
1
2
Ω−,−+ +
i
4
F−γ
γ
δ
δ](f + g2 + ig1)
+
i
12
(f − g2 + ig1)F−β¯1β¯2β¯3β¯4ǫβ¯1β¯2β¯3β¯4 = 0 , (E.30)
−(w − w∗)−1∂−w(f + g2 + ig1)− 1
4
(f − g2 − ig1)G−γγ = 0 , (E.31)
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[
1
2
Ω−,+β¯ +
i
2
F−+β¯γ
γ](f − g2 + ig1)− i
6
(f + g2 + ig1)F−+γ1γ2γ3ǫ
γ1γ2γ3
β¯ = 0 , (E.32)
[− 1
16
Gβ¯γ
γ +
3
16
G−+β¯](f + g2 − ig1) +
1
48
(f − g2 − ig1)Gγ1γ2γ3ǫγ1γ2γ3 β¯ = 0 , (E.33)
iF−+β¯1β¯2β¯3(f − g2 + ig1) + [
1
2
Ω−,+γ − i
2
F−+γδ
δ]ǫγ β¯1β¯2β¯3(f + g2 + ig1) = 0 . (E.34)
−1
8
Gβ¯1β¯2β¯3(f + g2 − ig1) + [
1
16
Gγδ
δ +
3
16
G−+γ](f − g2 − ig1)ǫγ β¯1β¯2β¯3 = 0 . (E.35)
The conditions arising from the D+ component of the supercovariant derivative are
[D+ + (w − w∗)−1∂+w + 1
2
Ω+,γ
γ +
1
2
Ω+,−+ +
i
4
F+γ
γ
δ
δ](f − g2 + ig1) = 0 , (E.36)
−(w − w∗)−1∂+w(f − g2 + ig1) + 1
8
G+γ
γ(f + g2 − ig1) = 0 , (E.37)
[Ω+,β¯1β¯2 + iF+β¯1β¯2γ
γ](f − g2 + ig1)
−[1
2
Ω+,γ1γ2 −
i
2
F+γ1γ2δ
δ](f + g2 + ig1)ǫ
γ1γ2
β¯1β¯2 = 0 , (E.38)
1
4
(f + g2 − ig1)G+β¯1β¯2 −
1
8
(f − g2 − ig1)G+γ1γ2ǫγ1γ2 β¯1β¯2 = 0 , (E.39)
[D+ + (w − w∗)−1∂+w − 1
2
Ω+,γ
γ +
1
2
Ω+,−+ +
i
4
F+γ
γ
δ
δ](f + g2 + ig1) = 0 , (E.40)
−(w − w∗)−1∂+w(f + g2 + ig1)− 1
8
G+γ
γ(f − g2 − ig1) = 0 , (E.41)
and
Ω+,+α = Ω+,+α¯ = 0 . (E.42)
The solution of the above linear system and the conditions on the geometry and the
fluxes are summarized in section 6.
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