This paper presents a unified approach to designing reduced-order observer-estimators. Specifically, we seek to design a reduced-order estimator satisfying an observation constraint which involves a pre-specified, possibly unstable, subspace of the system dynamics and which also yields reduced-order estimates of the remaining subspace. The results are obtained by merging the optimal projection approach to reduced-order estimation of Bernstein and Hyland with the subspace-observer results of Bemstein and Haddad. A salient feature of this theory is the treatment of unstable dynamics within reduced-order state-estimation theory, In contrast to the standard full-order estimation problem involving a single algebraic Riccati equation, the solution to the reduced-order observer-estimator problem involves an algebraic system of four equations consisting of one modified Riccati equation and three modified Lyapunov equations coupled by two distinct oblique projections.
As is well known, Kalman filter theory addresses the state-estimation problem in guidance and navigation applications by minimizing a leastsquares state-estimation error criterion. However, implementation of the standard Kalman filter is often impractical since it is generally of the same order as the system model. Consequently, designers must often implement reduced-order filters t o satisfy real-time processing constraints as well as constraints on filter complexity. A further motivation is the fact that although a system model may have many degrees of freedom (such as coloring filter states and vibrational modes), it is often the case that estimates of only a small number of state variables (e.g., rigid body position and rot* tional modes) are actually required. The literature on reduced-order estimator design is vast and we note a representative collection of papers'-" as an indication of longstanding interest in this problem.
Another important issue in estimation theory is the problem of asymp totic observation. As is ~e l l -k n o w n~~, the steady-state Kalman filter is also an asymptotic observer. However, in reduced-order estimation theory the operations of estimation and observation are distinct, i.e., a reduced-order estimator is not necessarily also an observer. In many practical applications, however, it is necessary to design a reduced-order estimator that also observes a specified portion of the system states. Thus, we seek to design reduced-order subspace observers which can asymptotically observe a specified subset of system states.
The contribution of the present paper is a unified approach to reducedorder observer-estimator design. Specifically, we consider a reduced-order estimation problem which also includes a subspace observation constraint. By merging the optimal projection approach to reduced-order state estimation developed by Bernstein and Hyland' with the subspace-observer result of Bernstein and Haddad", a reduced-order observer-estimator design theory is developed that includes optimal observation of a pre-specified subspace (e.g., rigid body modes and selected vibrational modes) as well as optimal reduced-order estimation of the remaining stable subspace (e.g., coloring filter states and remaining vibrational modes).
An additional feature of our approach is that the observed subspace need not be stable, i.e., it may include unstable (for example, neutrally stable) modes. In contrast with the full-order Kalman filter, reduced-order filters for unstable systems may diverge since they may fail to adequately track the unstable modes. The observer-estimator derived in this paper 'Assistant Professor, Department of Mechanical and Aerospace +Staff Engineer, Government Aerospace Systems Division Engineering circumvents this problem by including all of the unstable modes within the observed subspace. We note that standard navigational modelsz6 possess neutrally stable modes, while tracking systems typically model targets as having rigid body dynamics. Additional examples include large flexible space structures undergoing open-loop rotational and for translational motion.
The starting point for the present paper is the Riccati equation a p proach developed in Ref. 9 . There it was shown that optimal reduced-order, steady-state estimators can be characterized by means of an algebraic system of equations consisting of one modified Riccati equation and two modified Lyapunov equations coupled by a projection matrix r. Specifically, the order projection r is given by
where ( )# denotes group (Draein) generalized inverse and $ and B are rank-deficient nonnegative-definite matrices analogous to the controllability and observability Gramians of the estimator. As discussed in Ref. 10, the order projection r arises as a direct consequence of optimality and is not the result of an a priori assumption on the internal structure of the reducedorder estimator.
An important point discussed in Ref. 9 is that reduced-order estimators designed by means of either model reduction followed by 'full-order' state estimation or full-order state estimation followed by estimator reduction will generally not be optimal for a given order. This point is illustrated by the fact that three matrix equations characterize the optimal reducedorder state estimator with intrinsic coupling between the "operations' of optimal estimator design and optimal estimator reduction.
The solution presented in Ref. 9, however, did not address the issue of observation of a pre-specified subspace. Consequently, the solution given in Ref. 9 was confined to problems in which the plant is asymptotically stable, while in practice it is often necessary to obtain estimators for plants with unstable modes. Intuitively, it is clear that finite, steady-state stateestimation error for unstable plants is only achievable when the estimator retains, or duplicates in some sense, the unstable modes. The solution given in Ref. 9 is inapplicable to unstable systems for the simple reason that the range of the order projection r may not fully encompaas all of the unstable modes. A partial solution to this problem, given in Ref. 17, involves a new and completely distinct reduced-order solution in which the observation subspace of the estimator is constrained a priori to include all of the unstable modes as well aa selected stable modes. Hence the estimator in Ref. 17 effectively serves as an optimal observer for a designated plant subspace.
The subspace observation constraint addressed in Ref. 17 was embedded within the optimization process by fixing the internal structure of the reduced-order estimator. This structure gave rise to a new subspace projection p defined by where P,, E IR"'x"s and P,,. E IR"'x"' are subblocks of an n x n nonnegative-definite matrix P satisfying a modified algebraic Lyapunov equation, n , is the dimension of the observation subspace of the estimator containing all of the unstable modes and selected stable modes, and n, is the dimension of the remaining subspace containing only stable modes. It turns out that the subspace projection p, which is completely distinct from the order projection 7 defined by (l), plays a crucial role in characterising the optimal observer gains. Furthermore, it was shown in Ref. 17 that the constrained subspace observer is characterized by one modified Riccati equation and one modified Lyapunov equation coupled by the subspace projection p. This subspace observer however, was confined to an nudimensional subspace with no estimation of the remaining n,-dimensional subspace.
The purpose of the pressnt paper is to combine the results of Refs. 9 and 17 in order to obtain a general solution to the Reduced-Order ObserverEstimator Problem.
Specifically, we seek a reduced-order observerestimator of order n, satisfying n,, I ne I n, where n is the dimension of the plant, which includes observation of all of a pre-specified nudimensional subspace of the system as well as optimal n.. reduced-order estimation of the n. = n -n, states in the residual subspace where, ne, = ne -nu I nb. As shown in Theorem 1, this general solution to the Reduced-Order Observer-Estimator Problem is characterised by four matrix equations including one modified Riccati equation and three modified Lyapunov equations coupled by both the order projection 7 and the subspace projection p.
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1n.l
The following problem is addressed.
Reduced-Order Observer-Estimator P r o b l e m For the nth-order system
with noisy measurements design an n,th-order reduced-order strictly proper observer-estimator Z e ( t ) = A e z e ( t ) + Bey(t),
that satisfies the following design criteria:
(i) the observer-estimator (5), (6) is a steady-state asymptotic observer for a specified nu-dimensional subspace of the plant (3)
where n, 5 ne 5 n; and
(ii) the observer-estimator is an optimal estimator which minimizes the least-squares state-estimation error criterion
To make condition (i) more precise, partition (3), (4) according to
In (8)-(13) we implicitly assume that 0 < &, , < ne. The special case8 nu = 0 and n,, = ne will be discussed later in this section and in Section IV. The observation condition (i) is captured by imposing the additional
for all z(0) and ze(0) when w l ( t ) E 0 and wz(t) 0. The requirement (14) implies that zero asymptotic observation error for a specified nu-dimensional subspace is achieved under zero external disturbances and arbitrary initial conditions.
To require that the observer-estimator is also an optimal reduced-order estimator, the matrix L identifies the states or linear combinations of states whose estimates are desired. In accordance with the partitioning given in
Thus, the goal of the Reduced-Order Observer-Estimator Problem is to design a reduced-order observer-estimator of order ne which observes a specified plant subspace and provides optimal estimates of specified linear combinations of plant states. Since the observer-estimator (5), (6) serves as a reduced-order observer for an nu-dimensional subspace of the plant (3), its order n. must satisfy n,, 5 n, 5 n.
As will be seen, the observation constraint ( 
so that the observation constraint (14) can be written as lim zU(t) = 0.
t-m
At this point we make the crucial observation that the explicit dependence of the error states zU(t) on the states zeu(t) can be eliminated in favor of zu(t) by constraining the (1,3) and (4,3) blocks of the block 4 x 4 matrix in (20) to be zero, i.e.,
A,,,, e -B,,C,.
With ( 
Now, to eliminate the explicit dependence of the estimation error (25) on z,,(t) in favor of z,(t), we constrain c,, e L,.
The constraints (21), (22), and (26) on the reduced-order observerestimator gains ACU,AelU, and C., are thus imposed in order for the reduced-order observer-estimator to asymptotically observe the zU(t) subspace of the plant (9). Note that constraints ( Next, using constraints (21) and (22) to eliminate the explicit dependence on z.,(t), it follows that the augmented system (20) has the form
where 
J ( t ) G(t)
where the steady-state covariance
Q e L&E[i(t)ZT(t)]
exists and satisfies the algebraic Lyapunov equation
Finally, to guarantee that J(A., Be, C.) is finite and to satisfy the observation constraint (14), we define the set of asymptotically stable reducedorder observer-estimators S {(Ae, Be,Ce) : A. is asymptotically stable and A,,, A,.,, and C,, are given by (21), (22), and (26)).
Necessary Conditions for t h e Reduced-Order Observer-Estimator P r o b l e m
In this section we obtain necessary conditions which characterize s e lutions to the Reduced-Order Observer-Estimator Problem. Derivation of these necessary conditions requires additional technical assumptions. Specifically, we further restrict (Ae, B,,C.) to the set (38)
S+ fi {(Ae,BerCe) E S: &,Be,)
is controllable and (Ae, Ce) is observable}.
As can be seen from the Appendix, the set S+ constitutes nondegeneracy conditions under which explicit gain expressions can be obtained for the Reduced-Order Observer-Estimator Problem.
Lemma 8. Suppose Q, d are n x n nonnegative-definite matrices and rank &a = nes. Then there exist ne, x n matrices G, r and an ne. x ne.
invertible matrix M , unique except for a chanbe of basis in E"", such that the product &a can be factored according to $a = GTMr,
r 2 GTr, 71 In -r (41)
Furthermore, the n x n matrices are idempotent and have rank ne. and n -nea, respectively.
9, Qd has a group (Drwin) generalied inverse
($a)# = GTM-'r. Using (40) it follows that the matrix r is given by (1) since As shown in Ref.
Note that because of (40), r ' = G T r G T r = GTr = r , i.e., r is idempotent.
The following main result gives necessary conditions which characterize to the solutions Reduced-Order Observer-Estimator Problem. For convenience in stating this result define Q, QCT + Viz (43) for arbitrary Q E E t " ' " . 
Furthermore, the minimal value of the least-squares state-estimation error criterion (7) is given by J(A,, Be, Ce) = t r QLTRL.
(57)
Next, we present a partial converse of the necessary conditions which guarantees that the observation constraint (14) is enforced. Theorem e. Suppose there exist n x n nonnegative-definite matrices Q, P, P and an n. x n, nonnegative-definite matrix Qb satisfying (47)-(56). Then, with 6 given by (56), the matrix satisfies (32) with ( A e r B,,C.) given by (44)-(46) . Furthermore, ( 6 , v * ) is stabiliaable if and only if A, is asymptotically stable. In this case, (Ae,, Be,) is controllable, ( A e , Ce) is observable, the observation constraint (14) holds for all arbitrary initial conditions z(O),z,(O) when q ( t ) E O , q ( t ) 0, and the least-squares state-estimation error criterion is given by (57).
The proofs of Theorems 1 and 2 are given in the Appendix.
Theorem 1 presents necessary conditions for the Reduced-Order Observer-Estimator Problem. These necessary conditions consist of a system of one modified Riccati equation and three modified Lyapunov equb tions coupled by two distinct oblique (not necessarily orthogonal) projections r and p. Note that r and p are idempotent since r2 = r and p2 = p.
As discussed earlier, the fixed-order constraint on the estimator order gives rise to the order projection r, while the observation constraint (14) gives rise to the subspace projection p. It is easy to see that rank p = nu and it can be shown0 using Sylvester's inequality and (40) that rank r = ne.. (46) for A,,, A,. ,, and C,, are equivalent to the constraints (21), (22), and . . .
Remark 1. Note that with E, given by (45), the expressions (44) and

(26).
Remark 2. By defining the n, x n matrices it can be shown that Using (60) one can thus define a third composite projection i 6 eTf = b -+ 7/11 = 1 + r -rp, Remark 6. In the full-order Kalman filter case it is well known that an orthogonality condition is satisfied. For the observer-estimator problem an analogous conditionao is J-wz,(t) -zeU(t)lzT*(t)l = 0.
(73)
This condition does not hold automatically, however, but must be imposed as an additional side constraint. It can be shown that requiring ( To draw connections with the previous literature, a series of specializations of Theorem 1 is now given. Specifically, to recover the full-order steady-state Kalman filter from Theorem 1 take ne, = nd or, equivalently, ne = n. Since I'GT = In, let S = F E Et"' " and S-' = eT E Et"'". In 
where r, E, 4 are spherical coordinates, ro is the orbit radius, w denotes orbital frequency, and -d > 0.
Here the state vector represents the deviation from a circular equate rial orbit and is expressed in spherical coordinates. We note that 8 = 0 was assumed in Ref. 28 , although E > 0 is assumed here to reflect dissipation in this coordinate due possibly to on-board forces. Furthermore, stochastic disturbance models are utilized here in place of deterministic inputs a p pearing in Ref. 
oa(Wj')) = 8.9 x lo6 m2 -day, u'(W4')) = u2(Wj3)) = 7.84 x lo-' rad' -day, where U ' ( . ) denotes noise intensity.
To treat this problem within our formulation, we note that the upper left 4 x 4 block of (94) has neutrally stable eigenvalues O,O, j w , andj w . Hence we set nu = 4 and n, = 2 and seek to design an optimal 4th-order observer for the unstable subspace. In this case n. = 0 and thus we need only solve the subspace observer equations (92), (93). As inputs to the estimator design process we chose to weight the angular position coordinates by ro in the interest of dimensional compatibility, i.e., R = l , L = [ l 0 ro 0 ro 01.
( 100)
A study was conducted to assess the performance of the optimal subspace observer compared to a full-order steady-state Kalman filter as well as a reduced-order Kalman filter obtained using a truncated model consisting of only the first nu = 4 states. The study involved a series of designs for decreasing magnitudes of the parameter E , i.e., decreasing stability of the 4 and 4 states. The results of the study are summarized in Figure 1. ' Sims, C.S., 'An Algorithm for Estimating a Portion of a State Vector," 
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