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Abstract
Accurate and efficient numerical simulation of unconventional reservoirs is challeng-
ing. Long period of transient flow and steep potential gradients occur due to the extreme
conductivity contrast between matrix and fracture. Detailed near-well/near-fracture
models are necessary to provide sufficient resolution, but they are computationally im-
practical for field cases with multiple hydraulic-fracture stages.
Previous works in the literature of unconventional simulations mainly focus on the
gridding level that adapts to wells and fractures. Limited research has been conducted on
nonlinear strategies that exploit locality across timesteps and nonlinear iterations. It was
reported that an individual Newton update is typically sparse and nonlinear convergence
is constrained by a small portion of the model. To perform localized computations, an
a-priori strategy is essential to first determine the active subset of simulation cells for
the subsequent iteration. The active set flags the cells that will be updated, and then
the corresponding localized linear system is solved.
The objective of this work is to develop localization methods that are readily appli-
cable to complex fracture networks and flow physics in unconventional reservoirs. By
utilizing the diffusive nature of pressure updates, an adaptive algorithm is proposed to
make adequate estimates for the active domains. In addition, we further develop a lo-
calized solver based on nonlinear domain decomposition (DD). Comparing to a standard
DD method, domain partitions are dynamically constructed. The new solver provides
effective partitioning that adapts to flow dynamics and Newton updates.
We evaluate the developed methods using several complex problems with discrete
fracture networks. The problems consider multi-phase and compositional fluid systems
with phase changes. The results show that large degrees of solution locality present
across timesteps and iterations. Comparing to a standard Newton solver, the new solvers
enable superior computational performance. Moreover, the Newton convergence behavior
is preserved, without any impact on solution accuracy.
1. Introduction
Unconventional reservoirs have received great attention as a primary energy resource
in the past decade worldwide. Economic production from these reservoirs depends on
effective stimulation by means of hydraulic fracturing. Micro-seismic measurements and
other evidence suggest the creation of complex fracture networks that connect huge reser-
voir surface areas to the wellbore (Maxwell et al. 2002; Fisher et al. 2002; Mayerhofer et
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al. 2010). In terms of reservoir development and management, numerical simulation con-
tinues to play a critical role in evaluating and optimizing the stimulation and production
processes (Cipolla et al. 2010b; Weng et al. 2014).
Because of the ultra-low permeability of matrix, a long period of transient flow occurs
in unconventional formation. The extreme contrast in conductivity between matrix and
fracture also results in steep potential gradients that are difficult to capture. Therefore,
detailed near-well/near-fracture models are necessary to provide sufficient resolution for
the matrix-fracture interactions (Mayerhofer et al. 2010; Cipolla et al. 2010a; Cipolla
et al. 2010b). However, a fine grid simulation requires too much CPU time and it is
impractical to perform for the entire domain in field cases with multiple hydraulic-fracture
stages (Ding et al. 2014; Weng et al. 2014; Panfili et al. 2015).
Several modeling approaches for fractured-well have been proposed in the literature,
attempting to improve the solution efficiency while maintaining the accuracy. One simple
approach is applying local grid refinement (LGR) on a coarse background grid (Mallison
et al. 2010; Cipolla et al. 2010b; Artus and Fructus 2012; Panfili et al. 2015; Jiang
and Younis 2015b; Jiang and Younis 2016; Xue et al. 2019). A number of meshing algo-
rithms are available to generate adaptive and optimized mesh with good quality around
discrete fractures. Pruess and Narasimhan (1985) developed a sub-gridding method
called multiple interacting continua (MINC) by subdividing each matrix cell according
to the distance from fractures. The MINC method is intended to improve the classical
dual-porosity model (Warren and Root 1963; Kazemi et al. 1976), and subsequently
better characterize the transient effects with large solution gradients. In recent years,
MINC is widely applied and extended for the simulations of unconventional reservoirs
(Hui et al. 2013; Wu et al. 2014; Jiang and Younis 2015a; Jiang and Younis 2016; Farah
et al. 2015; Ren et al. 2016; Ding et al. 2018). In addition, Ding et al. (2014) proposed
a coupled modeling method that combines a coarse-grid reservoir model with detailed
near-fracture models. The two models are solved, and the associated boundary condi-
tions are updated in an alternate mode. The coupled method can be viewed as dynamic
upscaling that computes the time-dependent fracture index for the coarse domain. Al-
though some promising results were presented, the detailed models may still take a large
fraction of the overall computational expense.
In reservoir simulation, the Fully Implicit Method (FIM) is often the method of
choice for the temporal discretization of the conservation equations (Aziz and Settari
1979; Coats 1980). FIM offers unconditional stability, but it requires the solution of
large coupled nonlinear systems. For a target timestep, a sequence of Newton iterations
is performed until convergence. This iterative process is expensive and can account for
a significant fraction of the total cost. Here define n as the total number of degrees of
freedom in a system. Considering the costs of computing the residual vector, Jacobian
matrix, and thermodynamic properties, the overall complexity of a nonlinear iteration is
generally superlinear in n (Younis et al. 2010).
Previous works in the literature of unconventional simulations mainly focus on the
gridding level that adapts to wells and fractures. Limited research has been conducted
on solver techniques that exploit locality across timesteps and nonlinear iterations. The
benefit of this type of methods is evident: the solution accuracy is maintained, because
neither discretization scheme nor spatial mesh will be modified (Younis et al. 2010; Sheth
and Younis 2017). Simulation studies have shown that flow dynamics evolve quite slowly
within the ultra-tight formation. Pressure drop may remain in the vicinity of fractures
even after years of production (Cipolla et al. 2010b; Ding et al. 2014; Jiang and Younis
2015b). Conceivably, a significant speedup can be achieved if performing adaptive com-
putations only for the locales that are undergoing changes. In addition to the timestep
level, a large degree of locality also presents on the nonlinear (Newton) level. It was
reported that an individual Newton update is typically sparse and the nonlinear conver-
gence is constrained by a small portion of the model (Younis et al. 2010; Lu and Beckner
2011; Sheth and Younis 2017). To exploit the locality at each iteration, an a-priori
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strategy is essential to first identify the active subset of simulation cells. The active set
flags the cells that will be updated, and then the corresponding localized linear system
is solved. Lu and Beckner (2011) observed that over the course of several iterations, the
sparsity pattern of the Newton updates was related to that of the discrete residual vector.
They proposed to use non-zero entries in the residual vector as an estimate of the active
set for the subsequent iteration. It should be mentioned that their heuristic strategy
may suffer from an efficiency issue due to overly conservative estimate. Sheth and You-
nis (2017) have shown that missing any non-zero update during the localization process
may lead to worse nonlinear convergence, comparing to the standard Newton method.
A theoretical framework was then developed to predict the sparsity pattern of Newton
updates. Analytical derivations were made to ensure a conservative estimate of the ac-
tive sets. The results in Sheth and Younis (2017) demonstrated that their localization
method performs quite well for several challenging models.
In this work we do not intend to rely on an analytical derivation or conservative
estimate for the active sets. The objective is to develop localization methods that read-
ily accommodate to complex fracture networks and flow physics for the simulations of
unconventional reservoirs. Through aggressive localization, the computational speedup
is expected to be greatly improved. We recently reveal that the Newton updates for
pressure-driven problems exhibit diffusive and global behaviors, because of its parabolic
nature (Jiang and Tchelepi 2018). By utilizing the nature of pressure updates, an adap-
tive algorithm is proposed to make adequate estimates for the active domains. In ad-
dition, we further develop a localized solver based on nonlinear domain decomposition
(DD). Comparing to a standard DD method, domain partitions are dynamically con-
structed from the previous iterations. During the nonlinear DD process, the subprob-
lems of an iteration are solved sequentially, and thus the localization can be naturally
achieved. This leads to a reliable strategy that exploits the locality while preserving
the convergence behavior of the standard Newton process. Note that the two methods
developed involve different complexities and efforts for implementation. Subsequently,
their applications depend on specific efficiency and implementation considerations.
We evaluate the localization methods using several complex problems with discrete
fracture networks. The test problems consider multi-phase and compositional fluid sys-
tems with phase changes. The results show that large degrees of solution locality present
across timesteps and iterations. Comparing to a standard Newton solver, the new solvers
exhibit superior computational performance. Moreover, the Newton convergence behav-
ior is preserved, without any impact on the solution accuracy.
2. Isothermal compositional model
We consider compressible gas-oil flow in porous media without capillarity. We ignore
water that does not exchange mass with the hydrocarbon phases.
The conservation equations for the isothermal compositional problem containing nc
components are written as,
∂
∂t
[φ (xcρoso + ycρgsg)] +∇ · (xcρouo + ycρgug)− qc = 0, (1)
where c ∈ {1, ..., nc}. xc and yc are molar fractions of component c in the oil and gas
phases, respectively. φ is rock porosity and t is time. ρl is phase molar density. sl is
phase saturation. qc is well flow rate.
Phase velocity ul is expressed as a function of phase potential gradient ∇Φl using the
extended Darcy’s law,
ul = −kλl∇Φl = −kλl (∇p− ρlg∇h) . (2)
where k is rock permeability. p is pressure. Capillarity is assumed to be negligible. g
is gravitational acceleration and h is height. Phase mobility is given as λl = krl/µl. krl
and µl are relative permeability and viscosity, respectively.
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In order to close the nonlinear system, additional equations are needed. These include
the thermodynamic equilibrium constraints,
fc,o(p,x)− fc,g(p,y) = 0, (3)
where p, T , and zc denote pressure, temperature, and overall molar fraction, respectively.
fc,l is the fugacity of component c in phase l.
We now write the phase constraints,
nc∑
c=1
xc − 1 = 0,
nc∑
c=1
yc − 1 = 0, (4)
and the saturation constraint as,
so + sg − 1 = 0. (5)
The above system of equations provide a complete mathematical statement for two-
phase multi-component flow. The local equilibrium constraints are enforced only when
both phases are present.
3. Natural-variables formulation
An important aspect of any compositional formulation is the choice of dividing the
equations and unknowns into primary and secondary sets. Here we employ the popular
natural-variables set (Coats 1980; Voskov and Tchelepi 2012). The primary unknowns
include pressure, saturations, and molar fractions,
(1) p − pressure [1],
(2) sl − phase saturations [2],
(3) xc, yc − phase compositions of each component [2nc].
The size of each variable is given in square bracket.
The various coefficients can be obtained as functions of the base variables. For a
two-phase cell, the molar phase fraction is related to saturation as follows,
νl =
ρlsl∑
m ρmsm
(6)
and overall molar fraction of component c is written as,
zc = xcνo + ycνg (7)
Note that for single-phase (l) mixture, νl = sl = 1, and xc,l ≡ zc.
3.1. Variable substitution
An essential ingredient of the natural-variables formulation is the ‘variable substitu-
tion’ process (Aziz and Wong 1989; Cao 2002; Voskov and Tchelepi 2012). A common
strategy for variable-switching between Newton iterations during a timestep is,
1. For any cell whose status in the previous iteration is single-phase, run the phase
stability test (Michelsen 1982a) to check if the mixture becomes two-phase. For the
mixture that splits into two phases, perform the flash to compute the phase compositions
(Michelsen 1982b).
2. If a cell is already in the two-phase state, the thermodynamic constraints are
included in the nonlinear system as part of the global Jacobian.
3. If a phase saturation, or phase fraction, becomes negative between two successive
iterations, the phase disappears, and appropriate variable-switching is performed.
The system of conservation equations is solved for single-phase regimes, and the
combination of conservation equations and thermodynamic constraints is solved for the
two-phase regime.
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3.2. Phase behavior
Phase behavior computation is usually a stand-alone procedure for detecting phase
changes. For a mixture of nc components and two phases, the mathematical model
describing the thermodynamic equilibrium is (Voskov and Tchelepi 2012),
fc,o(p,x)− fc,g(p,y) = 0, (8)
zc − νoxc − (1− νo) yc = 0, (9)
nc∑
c=1
(xc − yc) = 0. (10)
where νl is molar fraction of phase l. We assume that p, T , and zc are known. The
objective is to find all the xc, yc and νl.
Phase behavior of a hydrocarbon mixture is commonly described using an Equation
of State (EoS) model.
4. Nonlinear solution strategies
The spatial and temporal discretization schemes used for the compositional flow model
are summarized in Appendix A.
4.1. Newton method
At each timestep of a FIM simulation, given the current state un, and a fixed timestep
size ∆t, we seek to obtain the new state un+1.
The nonlinear residual system is solved by the Newton method,
F (un+1) = 0 (11)
The Newton method generates a sequence of iterates, uν , ν = 0, 1, ..., each involving
the construction of a Jacobian matrix and solution of the resulting linear system,
J(uν) δuν = −F (uν) (12)
where
δuν = uν+1 − uν (13)
and J(u) = ∂F∂u (u) denotes the Jacobian matrix of F with respect to u.
Here we assume that entries of Newton update such that |δui| <  are essentially
negligible. Given a Newton iteration, the support set is defined for the indices of cells
that exhibit non-zero update,
supp δu = {i : |δui| ≥  , i = 1, ..., n} (14)
4.2. Locality within solution processes
In this work we focus on the solution process for the pressure-driven production
problem with multi-phase multi-component fluid. We aim to exploit two levels of locality
for improving computational efficiency. The first is on the timestep level. Because of the
ultra-low matrix permeability in unconventional formation, transient flow within matrix
may last a long period. As a result, flow dynamics (e.g. pressure propagation) evolve
slowly and locally. During early stage of production, only a small portion of domain
undergoes considerable variable changes.
For a timestep, the solution update is the sum of all the corresponding Newton
updates. Conceivably, the locality also presents on the nonlinear (Newton) level, even
if most of the domain is affected over the timestep. Previous works showed that an
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individual update computed for flow and transport problems is typically sparse and
constrained by a small subset of cells (Younis et al. 2010; Lu and Beckner 2011; Sheth
and Younis 2017).
Here we show an example with two-fracture to demonstrate the solution behavior.
The details of the model will be given in the result section. The flagging profiles for the
Newton iterations of a timestep are plotted in Fig. 1. The cells that exhibit non-zero
pressure updates are flagged in color blue. As we can see, the first iteration reaches
the maximum area, and the region gets smaller as the iterations proceed. In the last
iteration, the support set of the updates localizes to just a few cells.
Flag at iter 1 
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(a) Iteration 1
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(b) Iteration 2
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(c) Iteration 3
Figure 1: Flagging of the pressure updates for the three Newton iterations of a timestep.
Lu and Beckner (2011) proposed an adaptive Newton strategy that solves localized
systems. Their method identifies unconverged cells and their neighbors as the active
subset to be updated. The unconverged set is inflated to a heuristic extent (e.g. plus
one layer of neighbor cells), as a safety measure.
From the simulation studies, we also observe that under a convergent Newton se-
quence, the support set of updates always shrink after each iteration, such that,
supp δuν+1 ⊆ supp δuν (15)
Therefore, the support set from a current Newton iteration becomes an adequate
estimate for the subsequent iteration.
The adaptive algorithm by Lu and Beckner (2011) is simple to implement. However,
the algorithm starts with the entire domain at the first iteration of a timestep, to ensure
conservative estimates for the active set. This will considerably contribute to the overall
computational cost.
Our recent studies revealed that Newton iterations are closely tied to the underlying
physics problem (Jiang and Tchelepi 2018). The updates for the hyperbolic transport
problem may have local support that propagates through the domain as the Newton
process goes forward. By comparison, the support of the pressure (flow) problem shows
diffusive and global behaviors, due to its parabolic nature. To exploit this mechanism,
here we propose a localized Newton strategy, which is aggressive in the way that it
does not require an initial conservative estimate for the active domain. We observe that
the support of pressure updates tends to reach the solution front at the first iteration.
Therefore, the localized algorithm can start with a moderate active domain ΩA, and
expand it if necessary using the outermost (boundary) layer of ΩA.
4.3. Localized Newton algorithm
We describe the algorithm based on the proposed localized Newton strategy. Consider
a nonlinear system of equations F = (F1, ..., Fn)
T
with unknowns u = (u1, ..., un)
T
. Let
V = (1, ..., n) be an index set; i.e., there is one integer for each Fi and unknown ui. Let
VA be the index set that contains the active cells, and nA be the dimension of VA. We
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define VB ⊆ VA as the cell set for the outermost (boundary) layer of the active domain.
Further define the set V i,mnbr for the neighbors of cell i, and m is the number of layers that
are incorporated. The illustration for V i,mnbr with m = 1 and m = 2 is plotted in Fig. 2.
The neighbor cells are flagged in yellow.
Figure 2: Illustration for the neighbors of cell i.
Let RA be a Boolean matrix of dimension nA × n. RA corresponds to the restriction
operator from V to VA. The transpose matrix R
T
A is an extension operator from VA to
V . Then the nonlinear function and the local unknowns of the active set VA can be
expressed as FA = RA F and uA = RA u, respectively. The Jacobian of FA is,
JA = RA J R
T
A (16)
Note that the submatrix JA can be directly constructed, and thus the full matrix J is
never needed.
The localization method takes as input a state at time level n and outputs the updated
state. The algorithmic details can be described as,
Step 1. Set the iteration counter ν to zero, and initialize uν to the current state un.
Construct the initial active set VA and the associated boundary set VB .
Step 2. Perform localization: solve the reduced linear system over the active domain,
and update the solution.
Step 3. For each cell i in VB , if the update is larger than the cutoff value, inflate VA
with the neighbor subset V i,mnbr .
Step 4. If there is any non-negligible update in VB , the localization status stays in the
‘expand’ mode; otherwise, switch to the ‘shrink’ mode, and VA is specified as
the support set of δuA.
Step 5. Check convergence criteria of Newton iterations. If not converged, go back to
Step 2. Otherwise, the timestep is finished.
The proposed method is also outlined in Algorithm 1. We can see that the localization
process determines the active set that needs to be solved for the subsequent iteration.
The process consists of two stages. In the first stage, VA does not fully cover the actual
support of the timestep. Based on the diffusive nature of pressure updates, VB is used to
detect and expand the active domain. The localized algorithm is self-adaptive in a sense
that Newton update already provides an adequate estimate.
The initial active set for the algorithm can be constructed to comprise the cells in
the vicinity of wells or fractures. Subsequently, computational speedup will be greatly
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Algorithm 1 Localized Newton
1: ν = 0, uν = un
2: Initialize VA and VB .
3: while is expand or not converged do . Newton loop
4: Solve reduced linear system,
JA δuA = −FA
5: uν+1 = uν +RTA δuA
6: Check convergence criteria.
7: for i ∈ VB do . Determine active set
8: if |δui,A| ≥  then
9: Obtain V i,mnbr of cell i,
10: VA = VA ∪ V i,mnbr
11: end if
12: end for
13: if ‖δuB‖∞ <  then . Shrink mode
14: is expand ← false
15: VA = supp δuA
16: else
17: is expand ← true
18: end if
19: Update VB from VA.
20: ν ← ν + 1
21: end while
increased. On the other hand, the iterations taken during the ‘expand’ mode may degrade
the nonlinear convergence, comparing to the standard Newton method. In practice, a
balance needs to be achieved between more aggressive localization and increased number
of iterations.
It is worth to note that the iterative process for expanding active domain can be
viewed as a nonlinear domain decomposition (DD) problem. Each subproblem is solved
with Dirichlet boundary (constant pressure) conditions. Similarly to nonlinear precondi-
tioning, the subdomain solutions can provide better initial guesses for Newton iterations.
As a result, the localized solver shows satisfying convergence performance from the sim-
ulation cases.
4.4. Adaptive Nonlinear Domain Decomposition
For a localized Newton algorithm, more iterations may be required, if the estimate
for the support set is not conservative. On the other hand, an excessively conservative
estimate will reduce the speedup gained from the localized computations.
In this work we further develop an adaptive method that provides aggressive local-
ization, while preserving the convergence behavior of the standard Newton process. To
present the method, consider first a nonlinear domain decomposition (DD) with non-
overlapping partitions,
N⋃
k=1
Vk = V, Vj ∩ Vk = ∅ if j 6= k, and Vk ⊂ V. (17)
Let n be the total number of unknowns and nk be the total number of unknowns
associated with the subset Vk. The restrictions of u and F to Vk are uk = Rk u and
Fk = Rk F , respectively. The Jacobian of the subproblem k is given as,
Jk = Rk J R
T
k (18)
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with k = 1, ..., N . The boundary conditions for a subproblem are Dirichlet-type and
taken from the neighboring subdomains.
A global solution of the nonlinear DD method is obtained by solving first subproblems
and then gluing them together (Dolean et al. 2016),
uν+1 =
N∑
k=1
RTk u
ν+1
k (19)
It is common to apply the additive (Jacobi) form of the Schwarz methods. For a standard
DD, static partitions of simulation grid are performed in a preprocessing step (Cai et al.
1998; Skogestad et al. 2013; Dolean et al. 2016).
To exploit the localized behaviors of flow problems, we propose instead an adaptive
DD solver based on dynamic partitions. Utilizing the diffusive nature of pressure up-
dates, subdomains are constructed from the previous iterations. To achieve localized
computations, the subproblems of a nonlinear DD iteration are solved sequentially. This
leads to a multiplicative (Gauss-Seidel) Schwarz method.
The algorithmic details of the adaptive DD method for a timestep are given as,
Step 1. Set the iteration counters ν and k to zero, and initialize uν to the current
state un. Construct the initial active set V kA , and the associated boundary
sets V kB and V
k
∂B . Define ∂B as the outer layer adjacent to ΩA, such that
V k∂B ∩ V kA = ∅.
Step 2. Start expanding the active domain, and perform localized computations. Con-
struct the subdomains, and the associated cell sets, using the Newton updates.
Specifically, for each cell i in V kB , if the update is larger than the cutoff value,
inflate V k+1A and the total active set VT with the neighbor subset V
i,m
nbr .
Step 3. If there is any non-negligible update in V kB , remain in the ‘expand’ mode, and
obtain the boundary sets of V k+1A . Otherwise, switch to the ‘shrink’ mode,
indicating that the maximum support set over the timestep is reached.
Step 4. Set N as the number of the constructed subdomains. Start the nonlinear DD
loop, with the counter ν denoting the outer iteration. For each k, first collect
δuk∂B over V
k
∂B , from the latest Newton updates.
If there is any non-negligible element in δuk, νA or δu
k
∂B , perform localized
computation and update the solution.
Step 5. Check convergence criteria. Repeat the outer iteration until all the subdomains
are converged.
The new adaptive solver is also outlined in Algorithm 2. Note that a subdomain needs
to be solved only when the solution is not yet converged or the boundary values change.
Therefore the localization is naturally achieved during the nonlinear DD process. This
leads to a reliable strategy to exploit the locality prior to each outer iteration.
An outer iteration of the DD method can be written in a fixed-point form,
uν+1 =
N∑
i=1
RTi Gi(u
ν) =: G(uν) (20)
where the solution operator for a subproblem is,
uν+1Ωi = Gi(u
ν) (21)
As can be seen, evaluation of the function G(u) involves the solution of all the subprob-
lems (1, ..., N). Despite its simple form, the fixed-point method may suffer from slow
9
Algorithm 2 Adaptive Nonlinear Domain Decomposition
1: ν = 0, k = 0
2: uν = un
3: Initialize V kA , V
k
B and V
k
∂B .
4: VT = V
k
A
5: while is expand do . Newton loop
6: Local solve over V kA ,
JA δuA = −FA
7: uν+1 = uν +RTA δuA
8: V k+1A ← {}
9: for i ∈ V kB do . Determine active set
10: if |δui,A| ≥  then
11: Obtain V i,mnbr of cell i,
12: VT = VT ∪ V i,mnbr
13: V k+1A = V
k+1
A ∪ V i,mnbr
14: end if
15: end for
16: if ‖δuB‖∞ <  then . Shrink mode
17: is expand ← false
18: else
19: is expand ← true
20: Obtain V TB of VT ,
21: V k+1B = V
T
B ∩ V k+1A
22: Obtain V k+1∂B of V
k+1
A .
23: end if
24: k ← k + 1
25: end while
26: N = k
27: k = 0, ν = 1
28: while not converged do . Nonlinear DD loop
29: for k < N do
30: Collect δuk∂B over V
k
∂B .
31: if
∥∥∥δuk, νA ∥∥∥∞ ≥  or ∥∥δuk∂B∥∥∞ ≥  then
32: Local solve over V kA ,
33: uν+1 = uν +RTA δuA
34: Check convergence criteria.
35: end if
36: end for
37: ν ← ν + 1
38: end while
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convergence, or even divergence (Skogestad et al. 2013; Dolean et al. 2016). Recently
we proposed several ways of accelerating the nonlinear DD process (Jiang and Tchelepi
2019). The nonlinear acceleration techniques greatly improve the outer convergence be-
havior, while requiring little additional cost. The investigation on the outer convergence
of the adaptive DD solver is subject to a future work.
5. Results
We evaluate the efficacy of the localization methods using several test problems with
discrete fracture networks. The problems include an oil-water system and a two-phase
compositional system with phase changes. A 2D synthetic model is generated to contain
a single-stage hydraulically-fractured horizontal well at the center of a reservoir. The
fractures are assumed to fully penetrate the formation.
An embedded discrete fracture model (EDFM) is employed to explicitly describe
the discrete fractures. Lee et al. (2001), Li and Lee (2008), Hajibeygi et al. (2011) and
Moinfar et al. (2014) introduced and extended EDFM, which does not require simulation
grid to conform to fracture geometry. Recent works on the implementations of EDFM
for various types of problems include Panfili et al. (2015), Jiang and Younis (2016, 2017),
Ren et al. (2018), Hui et al. (2019), Xue et al. (2019), and Rey et al. (2019).
A simple time-stepping strategy is employed: starting with a small initial value,
timestep sizes gradually increase to the maximum value. Newton convergence is based
on the following criterion: solution (pressure) delta (increment) ‖δp‖∞ < p between
iterations. The specification of the base model is given in Table 1.
Table 1: Specification of the synthetic base model.
Parameter Value Unit
Initial pressure 2500 psi
Matrix porosity 0.05
Rock compressibility 3.4e-4 1/psi
Matrix permeability 1e-19 m2
Fracture permeability 1e-10 m2
Fracture aperture 1e-3 m
Production BHP 1000 psi
Total simulation time 1500 day
Max timestep size 100 day
5.1. Grid sensitivity
We first test a 100m × 100m model with two fractures to demonstrate the effect of
transient flow. Initial water saturation is set as the connate saturation, so that water is
immobile during simulations. Newton tolerance has the value of p = 0.3 psi. Simulations
are run for three different levels of grid resolution.
Pressure profiles at the end of simulation are shown in Fig. 3. Oil rates are plotted
in Fig. 4. As we can see, oil productions are largely underestimated by the coarse
grid systems. The large cell sizes of coarse grid are not adequate for the sharp pressure
variations in the vicinity of the fractures. On the other hand, the fine-grid case involves
a large number of cells and thus requires significant computational efforts.
5.2. Localized Newton method
5.2.1. Case 1
We test the model with 200×200 grid level. At every iteration, the localized Newton
algorithm 1 provides the active set to be updated, and then solves the reduced linear
system. Convergence tolerance of p = 0.3 psi is employed as the cutoff value for the
11
(a) 20× 20 (b) 50× 50 (c) 200× 200
Figure 3: Pressure profiles for the three levels of grid resolution.
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Figure 4: Oil rates for the three levels of grid resolution.
Figure 5: Pressure profile of Case 1.
active and boundary sets. The neighbor set V i,mnbr with m = 2 is used to expand active
domain. The support set of the last timestep is taken as the initial active set for the
current timestep.
Pressure profile is shown in Fig. 5. We can observe that only a small fraction of the
cells around the fractures undergoes significant changes in pressure. Oil rates are plotted
in Fig. 6. As expected, the solution from the localization method exactly matches
12
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Figure 6: Oil rates of Case 1.
 
0
0.2
0.4
0.6
0.8
1
0 400 800 1200 1600
R
at
io
 o
f 
ac
ti
ve
 d
o
m
ai
n
 (
p
er
 t
im
es
te
p
)
Simulation time (day)
Figure 7: Ratios of active domain (per timestep) for Case 1.
the reference solution. This is because the iterative processes converge under the same
convergence tolerance.
We plot the ratios of active domain (per timestep) versus simulation time in Fig. 7.
Note that 2-4 iterations are taken at each timestep. Computational performance of Case
1 is summarized in Table 2. MA is defined as the ratio of the active to full sets. For
the standard Newton, the total ratio MA is equal to the total iteration number, with the
average ratio as 1.
The results show that the localization method exhibits good convergence performance.
As we noted before, the iterations for expanding active domain can be viewed as nonlinear
preconditioning which provides better initial guesses. The localized solver achieves an at
least 13-fold reduction in computations, comparing to the standard solver. The actual
simulation speedup depends on the scaling of computational complexity O(nβ).
We re-run the case using the localized Newton for one timestep with the size of 50
days. The timestep size is equal to the total simulation time. The profiles for the flagging
of cells over the 4 iterations are plotted in Fig. 9. Four types of cell sets are specified:
1. active set (in color yellow); 2. boundary set (black); 3. the active cells with non-
negligible update (the support set), (blue); and 4. the boundary cells with non-negligible
13
Table 2: Computational performance of Case 1.
Timesteps
Total
iterations
Total ratio
MA
Average ratio MA
per iteration
Localized Newton 54 159 11.4 0.072
Standard Newton 54 156 156 1
update (red). A color illustration for the cell types is given in Fig. 8.
0
1
2
3
4
Figure 8: Illustration for the cell types: 1. active set (yellow); 2. boundary set (black); 3. the active
cells with non-negligible update (blue); 4. the boundary cells with non-negligible update (red).
As can be seen, the initial active set is small and not conservative, resulting in ag-
gressive localization and thus high computational speedup. As the iterations proceed,
the active domain expands until the maximum area is reached.
5.2.2. Case 2
We test a 300m× 300m model with 200× 200 grid and a more complex fracture net-
work. The model contains 4 secondary fractures with permeability of 1e-13 m2. Pressure
profile is shown in Fig. 10. We plot the ratios of active domain (per timestep) versus
simulation time in Fig. 11.
Computational performance of Case 2 is summarized in Table 3. From the results we
see that the localization method enables a significant reduction in computations, while
preserving the original convergence behavior.
Table 3: Computational performance of Case 2.
Timesteps
Total
iterations
Total ratio
MA
Average ratio MA
per iteration
Localized Newton 54 155 10.1 0.065
Standard Newton 54 153 153 1
We re-run the case for one timestep with the size of 50 days. The profiles for the
flagging of cells over the 4 iterations are plotted in Fig. 12. The color illustration of
cell sets is the same as specified in the previous section. As can be seen, the sparsity
patterns of the updates vary largely from one iteration to the next. After two iterations,
the nonlinear convergence is constrained to just several cells.
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(a) Iteration 1 (b) Iteration 2
(c) Iteration 3 (d) Iteration 4
Figure 9: Flagging profiles for Case 1.
Figure 10: Pressure profile of Case 2.
5.2.3. Case 3
We again consider the model from Case 2, but with 100×100 grid. The model uses a
two-component fluid system where the initial oil is made of {C1(50%),C10(50%)}. Phase
density and viscosity depend on pressure and compositions. Phase molar density ρl is
evaluated based on the compressibility (Z) factor from the PR EoS. Phase viscosity µl
is computed by the correlation of Lohrenz et al. (1964). Simple relative permeabilities
15
 0
0.2
0.4
0.6
0.8
1
0 400 800 1200 1600
R
at
io
 o
f 
ac
ti
ve
 d
o
m
ai
n
 (
p
er
 t
im
es
te
p
)
Simulation time (day)
Figure 11: Ratios of active domain (per timestep) for Case 2.
(a) Iteration 1 (b) Iteration 2
(c) Iteration 3 (d) Iteration 4
Figure 12: Flagging profiles for Case 2.
given by quadratic function are used. Initial pressure is 2900 psi and temperature is 340
K. The total simulation time is 500 days, with the maximum timestep size as 50 days.
The other parameters in the previous case remain unchanged.
The profiles for the phase status and saturation of gas are shown in Fig. 13 and
Fig. 14, respectively. As the pressure drops below the bubble-point, gas starts to
16
appear around the fractures. The transient effects of saturation and phase dynamics
can be difficult to capture using a coarse grid. From the results we observe that the
saturation updates exhibit considerable locality. By comparison, the pressure updates
affect a much larger region.
Figure 13: Phase status of gas for Case 3.
Figure 14: Gas saturation for Case 3.
We plot the ratios of active domain (per timestep) versus simulation time in Fig. 15.
Computational performance of Case 3 is summarized in Table 4. The localized Newton
method shows superior performance, with a small increase of iterations.
Table 4: Computational performance of Case 3.
Timesteps
Total
iterations
Total ratio
MA
Average ratio MA
per iteration
Localized Newton 40 153 16.1 0.1
Standard Newton 40 148 148 1
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Figure 15: Ratios of active domain (per timestep) for Case 3.
5.3. Adaptive Nonlinear DD method
We study the adaptive nonlinear DD (Algorithm 2) which is based on dynamic par-
titions to perform localized computations. The developed solver can make adequate
estimates of the active set for each inner iteration.
5.3.1. Case 2.1
We use the same model as specified in Case 1. Computational performance of the case
is summarized in Table 5. The adaptive DD solver greatly reduces the computational
cost, while taking much more iterations. This is because each outer iteration consists of
multiple inner iterations in the nonlinear DD process. We note that the size of a subdo-
main system is relatively small and the total number of outer iterations is comparable
to the standard Newton method.
Table 5: Computational performance of Case 2.1.
Timesteps
Total (inner)
iterations
Total ratio
MA
Average ratio MA
per iteration
Adaptive Nonlinear DD 54 804 20.8 0.026
Standard Newton 54 156 156 1
We plot the ratios of active domain (per timestep) versus simulation time in Fig. 16.
We re-run the case for one timestep with the size of 50 days. The neighbor set V i,mnbr
is specified with m = 4. Flagging profiles of cells over the 4 iterations are plotted in
Fig. 17. As we can see, the timestep converges with 2 outer iterations. The algorithm
constructs the subdomains that adapt to the flow dynamics and pressure updates. During
the nonlinear DD process, the subproblems are solved sequentially, to achieve localization.
The results confirm that the support set of the timestep is contained in the union of all
the flagged subsets.
5.3.2. Case 2.2
The model from Case 2 is used. Computational performance of the case is summarized
in Table 6. We plot the ratios of active domain (per timestep) versus simulation time in
Fig. 18. We can see that the adaptive solver obtains an at least 11-fold reduction in
solution effort, without degrading the original Newton convergence.
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Figure 16: Ratios of active domain (per timestep) for Case 2.1.
(a) Iteration 1 (b) Iteration 2
(c) Iteration 3 (d) Iteration 4
Figure 17: Flagging profiles for Case 2.1.
This work develops a prototype algorithm for the adaptive DD solver, which can
be further improved and optimized, e.g. exploiting the solution locality within each
subdomain. The algorithm will be expected to prevent any overly conservative estimate.
Subsequently, higher simulation speedup can be achieved.
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Table 6: Computational performance of Case 2.2.
Timesteps
Total (inner)
iterations
Total ratio
MA
Average ratio MA
per iteration
Adaptive Nonlinear DD 54 255 13.6 0.053
Standard Newton 54 153 153 1
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Figure 18: Ratios of active domain (per timestep) for Case 2.2.
6. Summary
We develop the localized solution strategies for efficient simulations of unconventional
reservoirs. By utilizing the diffusive nature of pressure updates, an adaptive algorithm
is proposed to make adequate estimates for the active sets to be solved. We also develop
a localized solver based on nonlinear domain decomposition (DD). The solver provides
effective partitioning that adapts to flow dynamics and Newton updates.
We test several complex problems with discrete fracture networks. The results show
that large degrees of solution locality present across timesteps and iterations. Comparing
to a standard Newton solver, the developed solvers enable superior computational per-
formance. Moreover, the original Newton convergence is preserved, without any impact
on the solution accuracy.
The new solvers can be extended to account for more complex fracture networks
and flow physics. The incorporation of models with strong heterogeneity and field-scale
fracture networks is a subject of our ongoing research.
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Appendix A. Discretization methods
A standard finite-volume scheme is applied as the spatial discretization for the mass
conservation equations. A two-point flux approximation (TFPA) is used to approximate
the flux across a cell interface. The method of choice for the time discretization is the
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fully-implicit scheme. The discrete form of conservation equation is given as,
V
∆t
[
(φρT zc)
n+1 − (φρT zc)n
]
−
∑
ij
(xcρoFo + ycρgFg)
n+1 −Qn+1c = 0. (22)
where superscripts denote timesteps, and ∆t is the timestep size. V is the cell volume.
All indices related to the cell numeration are neglected. The accumulation term involves
the total density,
ρT zc = xcρoso + ycρgsg (23)
and,
ρT =
{
soρo(x) + sgρg(y), two phase,
ρl(z), one phase.
(24)
where ρo(x) indicates the density computed at a composition x, and ρl(z) is the density
computed in the single-phase regime at a composition z.
The discrete phase flux across the interface (ij) between two cells is written as,
Fl,ij = Υijλl,ij∆Φl,ij (25)
where subscript (ij) denotes quantities defined at the cell interface. Υij is the interface
transmissibility. ∆Φl,ij = ∆pij − gl,ij is the phase potential difference with the discrete
weights gl,ij = ρl,ij g∆hij . The phase and compositional coefficients associated with the
flux terms are evaluated using the Phase-Potential Upwinding (PPU) scheme.
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