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Abstract---Mathematical models, derived from underlying assumptions of the threshold concept and the 
utility maximization principle, continue to grow. Current applied applications of multiple-choice problems. 
have generally used simultaneous compensatory models. The models of this class are the multinomial 
logit. probit and the generalized extreme value. Within choice modeling, logit is the most commonly used, 
generally in a linear functional form. However, these simultaneous compensatory evaluation models do 
not appear to reflect the cognitive process by which individuals make their choice. 
Work in such areas as psychology, marketing, information theory and artificial intelligence posit that 
individuals often use a sequential decision process. This process assumes that individuals process through 
the ranking of attributes (ranked according to order of importance), eliminating alternatives in a sequential 
manner. The focus of this paper centers around the discussion of sequential processing models. Within 
this framework. mathematical models that generate and estimate threshold tolerances and provide choice 
probabilities are presented. Furthermore, the use of choice models as a function of individual differences, 
and various factors that increase the credibility of the role of sequential processing models are discussed. 
1. INTRODUCTION 
Multiattribute mathematical models, which come with different functional forms, purposes and 
assumptions for modeling multiple-choice problems and predicting choices of individuals, are 
receiving great attention. These attribute choice models, where the alternatives are viewed as a 
collection of attributes as opposed to entities, have offered great insight into the way consumers 
make choices. Some significant findings are that the link between preference and choice is far more 
complex than thought previously, that consumers have limited processing capacity and also that 
choice behavior is often hierarchical and context dependent [l-6]. 
The vast majority of all empirical applications for modeling choice problems have utilized the 
compensatory simultaneous model built on the utility maximization principle [7-111. In these 
models, values of all attributes of an alternative are simultaneously combined into one functional 
linear (or nonlinear) form. The highest scoring alternative is assumed to be the one selected by the 
individual. This structure allows a low score on one attribute to be compensated for by high scores 
on other attributes. Mathematical models such as regression, logit, probit, LINMAP and conjoint 
analysis fall under this category. 
Another class of models, which deviate from utility maximization, are noncompensatory 
evaluation models. which evaluate attributes in a sequential manner. If a given alternative does 
not have an acceptable value on the first attribute, the alternative is dropped from further 
consideration. 
In noncompensatory models, high scores on one attribute will not be compensated for by a low 
score on the first attribute considered. The elimination-by-aspect (EBA) model, the maximum 
likelihood hierarchical (MLH) model, lexicographic and semiorder lexicographic models and 
conjunctive models pertain to this class of noncompensatory models. 
Compensatory models, which are built on the utility-based principle, specifically reflect the final 
decision outcome (e.g. the choice probability of selecting alternative 1 etc.), rather than aspects of 
the predecisional behavioral process. Enough evidence can be marshaled to support the notion 
that methods (models) of choosing the alternative with the highest utility are often not followed 
by decision makers [3,12]. Researchers, such as Newell and Simon [2], Tversky [S] and Russ 
[12], indicate that for many problems choice behavior appears to be both hierarchically 
(or sequentially) structured and context dependent. Newell and Simon’s [2] approach, which is 
often referred to as process tracing, places emphasis on understanding what a decision maker does 
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in analyzing and evaluating a situation, in order to make a response or choice. Tversky [S] and 
others support this emphasis. 
Applied work using the sequential choice modeling approach has been restricted due to the lack 
of mathematical algorithms that generate and estimate population parameters. These estimated 
parameters are then used to predict the (lexicographic) behavioral process which is closer to the 
actual choice process. Recently, a number of sequential algorithms have been developed C13.143. 
The purpose of this paper is centered around a discussion of disaggregate sequential processing 
models which are nonlinear in structure and yield probabilistic outcomes. namely MLH, EBA. 
PRETREE, etc. The assumptions, data requirements and types of problem situations for which the 
specific algorithms seem to be most or less suited will be emphasized as we attempt to increase the 
readers’ understanding of this emerging class of choice models. Our discussion begins in Section 2 
with the notion of threshold concept. Section 3 features a brief discussion of the current state-of- 
the-art models (e.g. logit), and the concept of “similarity” or the “independence of irrelevant 
alternatives” property. Section 4 discusses sequential processing models, which includes data 
requirements and assumptions to model the lexicographic structured behavioral process, and 
generation and estimation of threshold (cutoff points) tolerances. Section 5 describes individual 
differences (e.g. knowledge, involvement) and the use of choice rules (or strategies). Besides the 
individual difference variables, other factors that influence the use of sequential processing models 
are also presented in Section 5. Finally, conclusions and implications are discussed in Section 6. 
2. THRESHOLD CONCEPT 
The term “threshold” was introduced into the theory of consumer behavior by Georgescu- 
Roegen [IS, 161, who suggested that a choice will be considered only when the positive range or 
threshold of insensitivity is overcome. Threshold measures have also been used to provide an index 
of organismic sensitivity; i.e. the least amount of energy required for a stimulus to be just noticeable, 
or the difference required between the two stimuli in order for the two to be perceived as just 
noticeably different [ 163. This notion of “just noticeable” differences has been supported. Thurstone 
[17]. for example, has suggested that human discrimination between objects may not be possible 
when the differences in the characteristics compared are very small. Simon [4,18] hypothesizes 
that the decision maker works to achieve minimum acceptable utility, and stops his search for 
better alternatives once this minimum has been achieved. Krishnan [I93 formalized thresholds as 
“minimum perceivable differences” between the utilities of the alternatives compared. According to 
his mathematical formulation, an individual would prefer one alternative to another if the utility 
of the former exceeds that of the latter by at least a positive commitment, i.e. a minimum perceivable 
difference. Recently, Gensch and Svestka [13,14] have developed a mathematical hierarchical 
model which is based on the foundation of threshold concept. Thus, the concept of sensorial 
thresholds has been recognized as a central characteristic of human response to stimuli. Mathematical 
models that are built upon the notion of threshold concept have been discussed under the rubric 
of sequential processing models. A method of estimating these thresholds which possesses certain 
statistical properties is also presented. 
3. A BRIEF DISCUSSlON OF THE CURRENT STATE-OF-THE-ART MODELS 
Most of the modeling methodologies used to model consumer multiple-choice problems have 
been based on the concept of the utility maximization principle [7,9]. A model that is gathering 
considerable momentum in the applied field is the multinomial logit (MNL) model. The fundamental 
structure behind logit analysis is a mathematical function that converts the preference values into 
choice probabilities based on the theory of consumer behavior [20]. To briefly discuss this state- 
of-the-art model (e.g. logit) we introduce the following notations. 
Denote the utility of the jth alternative by U,. In the theoretical development of the concept of 
utility maximization, utility is expressed as the sum of a deterministic component, 5, and a random 
component, ej: 
Uj= P)+ej. (1) 
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The deterministic omponent vj is a function of various measurable attributes of the alternative 
(and of the individual decision maker making the choice), and is generally expressed in linear form 
as 
vj = i BiXij, 
i=l 
where X, is the ith attribute of alternative j E J (J = number of alternatives), Bi is the coefficient of 
the ith attribute and I is the number of attributes. 
Then for each individual in the sample, the probability of choosing the jth alternative is given 
by Pj, where 
Pj = Pr[Uj > U,,Vj # k] (3) 
= Pr[Q - V, + ej > e,,Qj # k]. (4) 
The categorization of the probabilistic choice model is based on the assumption of the probability 
distribution of the random component e,. 
The calculation of Pi in equation (4) does not seem to be too difficult if the distribution of ek for 
each alternative is uncorrelated. The probability of all alternatives in the choice set, other than 
~E.J, having a utility index lower than that of j is 
s Yj-vk+e, Pr(Q-- l/,+ej>e,)= n P&e,) de,, (5) Vj+k 
for a specific value of ej, where P,(e,) represents the distribution function for e,. Therefore, the 
probability of choosing alternative j is 
(6) 
When Pj(ej) and Pk(e3 represent he Gumbel distribution with equal variances, equation (6) leads 
to the multinomial logit model [20], and is given by 
The coefficients (8) in equation (2) are estimated by using the Fibonacci search for the maximum 
likelihood function, along the direction obtained by the Fletcher-Powell updating formula [21]. 
These values are used to estimate cross-section probabilities of choice, or the market share of each 
alternative from equation (7). 
The above utility-based model has been criticized by psychologists, marketing practitioners and 
others [4-6,121, on the theme of it not being a good representation of the process used by 
consumers making choice decisions. Furthermore, the assumption in the derivation of the logit 
model is that the error term, ej, was independent and identically distributed across alternatives in 
the choice set has been criticized as unrealistic. This means that the ratio of the choice probabilities 
[equation(7)] of any two alternatives does not change, no matter what the choice set is as long as 
those two alternatives are in the set. This property is referred to as “independence of irrelevant 
alternatives” (HA). Clearly, this property is valid only if the new alternative that is added to the 
choice set competes equally with each existing alternative in the set. The multinomial logit model 
in this case, as a simple scalable model, tends to overpredict he choice probabilities for alternatives 
which are perceived by individuals to be “similar”. 
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Because of this feature of the logit model, researchers have attempted to develop more flexible 
models that avoid the IIA property. The probit model [22,23], the dogit model [24] and the 
generalized extreme values (GEV) model [25] are models which can handle the IIA property. 
However, application of these models to actual choice problems is difficult because of the complexity 
of the calculations involved and the lack of algorithms that are easily available. Thus models based 
on the utility maximization principle are criticized in terms of process and because they suffer from 
either the IIA property or a calculation difficulty. 
These difficulties are addressed by Tversky [S], Tversky and Sattath [6], Newell and Simon [2], 
Russ [12] and Gensch and Svestka [13,14] when they developed various sequential processing by 
attribute models, which are context dependent. Furthermore, these researchers [2, 5, 6, 12-141 
articulate that the hierarchical structure approximates very closely the actual choice process by 
which most individuals make choices, rather than the simultaneous compensatory evaluation 
process. Furthermore, like logit, the MLH and the EBA models, though derived from different 
behavioral assumptions, are probabilistic and have the ability to predict market shares. These 
models and other noncompensatory screening models are now discussed under the rubric of 
sequential processing models. 
4. SEQUENTIAL PROCESSING MODELS 
A number of relatively simple choice models screen the attributes’ values against a priori values 
that imply acceptance or rejection of the alternative. These models are: conjunctive, disjunctive, 
lexicographic, the EBA, MLH etc. This section deals with how consumers use these strategies to 
eliminate the nonchosen alternatives. 
Conjunctice choice processes emphasize minimally acceptable levels of each attribute, of a set of 
alternatives in the choice set. Each alternative Aj, embodied by attributes Xij, is compared to 
criterion vector r with elements ?;. An alternative Aj is considered conjunctively acceptable if 
xij 2 T, V igl (I = number of attributes). This choice model has been used in marketing, 
clinical/judgment research and in transportation studies. Goldberg [26] found that clinical diagnoses 
are often based on conjunctive criteria. Others have noted that conjunctive evaluation cannot yield 
unique choice [27]. Recently conjunctive-choice processes have been identified as potential screening 
rules in the field of transportation [28]. 
A disjunctbe choice process, on the other hand, results in the acceptance of any alternative. with 
an attribute value which exceeds a certain criterion, vector 8 with element Bi. The disjunctive choice 
process, results in an acceptance of alternative Aj. if xij 2 8i for at least one in 1. Like the conjunctive 
model, the disjunctive process may not yield a unique choice. 
Simon [29] proposed a satisfying model which accepts the first alternative whose attribute values 
are all above minimum acceptable levels. Thus, in the satisfying approach, the choice is based not 
on the maximization of a utility function, but on reaching certain decision criterion levels. Recently, 
Wierzbicki [30] has presented a mathematical background for satisfying decision making. Wierzbicki 
[30] articulates a conceptual and mathematical model of the process of satisfying decision making 
under multiple objectives in which the information about the decision makers is expressed in the 
form of aspiration (decision criterion) levels. 
Einhorn [31] suggested using a multiple-regression approach to estimate the cutoff values for 
conjunctive and disjunctive models. The approach was unsuccessful because the variance associated 
with the estimated cutoff value was so large that the estimates were not statistically significant. A 
method of estimating cutoff values has not yet been rigorously studied. 
The form of choice implied for both conjunctive and disjunctive models is often referred to as 
brand processing, a process in which a decision maker may select one brand (alternative), examine 
several of its attributes, then select another brand and evaluate its attributes, and so on [ 11. Another 
form of processing involves comparison of all alternatives on a particular attribute, followed by 
comparisons on a second attribute, and so on. This type of choice process is referred to as processing 
by attribute Cl]. Other classes of noncompensatory models-lexicographic, semiorder lexicographic, 
MLH and the EBA-fall under the category of the processing by attribute criteria. The discussion 
of these models is presented under the rubric of processing by attribute models. 
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Processing by attribute models 
Choice can be viewed as a process in which alternatives are eliminated from the choice set until 
a single alternative remains. Models of this structure attempt to capture the cognitive operations 
that are performed in the course of a decision. This section succinctly presents sequential screening 
by attribute models, in which the decision maker employs a hierarchy of attributes in the choice 
process. 
Lexicographic choice involves the sequential process in which alternatives are first compared in 
terms of the attribute values on only the most important attribute, and the alternative with the 
highest value is selected. If two or more alternatives are tied for the same attribute value, the next 
most important attribute is considered, and so forth. The problem with this approach is that this 
choice process assumes eventually that only one alternative remains after exhausting all attributes 
under consideration. Furthermore, the chance of suboptimal choice may increase when there are 
many different alternatives, each having attributes that are relatively of equal importance. Also this 
rule does not take into account the situation where the difference between the values on the most 
important attribute are not significant or just noticeable [32]. 
The lexicographic semiorder rule (LSO), the modified lexicographic approach in which the 
decision maker focuses his attention on the next most important attribute if the difference between 
the values of the current attributes is not noticeable, has been proposed by many researchers 
[12,33-353. Russ [12] found the LSO model to perform better than the regular lexicographic 
model. In another study, Perreault and Russ [36], using protocols and laboratory controlled 
experiments, found that a sequential process, rather than a simultaneous evaluation of the attributes, 
fits the decision process for most individuals in the sample (population). Weitz and Wright [37] 
provide empirical evidence indicating a majority of the individuals use cutoff values (thresholds), 
rather than weights, in processing attributes while making a choice among birth control devices. 
In addition to the above screening models, another form of sequential noncompensatory model is 
the additive difference model (ADM) and the sequential elimination model (SEM). 
Tversky [38] postulates that the LSO model can be viewed as a special case of the additive 
difference rule. The ADM proposed by Tversky [38] considers binary choice, i.e. the choice between 
two alternatives, say A and B. In this choice rule, the decision maker first considers the difference 
between the subjective scale values (utilities) for A and B on each dimension. Let U(A,) and U(Si) 
be the utilities for A and B on dimension i, then the difference between U(A,) and U(B,) i.e. 
U(Ai) - U(Bi), is performed for each dimension. Then A is preferred or indifferent to B, iff 
i eiIYu(Ai) - U(Bi)] z 0, 
i=l 
where Bi is a continuous difference function which specifies the contribution of the subjective 
differences for dimension i to the total evaluation of A and B. Initially, the choice process here is 
by attribute, even though relative evaluations of attributes are combined. 
In the sequential elimination rule the decision maker, as in the conjunctive rule, is assumed to 
assess the alternatives on minimum cutoffs for each attribute. First, an attribute is selected and all 
alternatives not meeting the cutoff on that attribute are eliminated. Then another attribute is 
selected, and so forth. Here the rule on which attributes are sequentially selected is specified. The 
problem with this approach is that it does not guarantee a specific choice. Rather, it shows how 
the decision maker simplifies the task by reducing the number of alternatives, but may fail to 
predict a unique choice. 
The above discussed sequential processing techniques are nonprobabilistic in structure and hence, 
choice outcome is not probabilistic. In another class of well-known noncompensatory models, 
which are probabilistic, context dependent and where the choice process is by attribute, is the EBA 
model proposed by Tversky [S]. According to Tversky, each alternative is viewed ai a collection 
of aspects that denote all valued attributes of the alternatives, including quantitative price (e.g. 
price) and nominal attributes (e.g. fried rice on menu), and choice is described as a covert process 
of elimination. 
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The EBA model and decision process 
In the decision stage, one selects an attribute (or aspect) with a probability that is proportional 
to its weight. All alternatives not having satisfactory values for the selected aspect are eliminated. 
A second aspect is then selected with probability proportional to its weight, and the decision 
process continues. Thus, in the choice process, decision makers move from choice set to choice set, 
eliminating alternatives in the process according to the transaction probability. The choice 
probabilities are given by the following recursive formula: 
P(a: A) = 1 P(B: A)P(a: B); (8) 
with the transition probability P(B:A) given by 
P(B: A) = 2 
CK 
where B is a nonempty subset of alternative A; P(a:A), P(a:B) are the probabilities of selecting 
alternative a from the choice set A and B, respectively; V’ is the scale value of the collection of 
aspects which are unique to and common within members of set B; and 1 denotes summation 
over all subsets belonging to the set A. C 
In the above model, in equation (8). thresholds are so defined as to render alternatives satisfactory 
or nonsatisfactory with respect to each particular aspect, because the scale values I/ relate only to 
those aspects unique and common to particular sets. It is evident from equation (9) that the relative 
probability of selecting two alternatives will not depend on the scale values common to them. The 
selection process is a function of only those attributes that are not common to all the alternatives. 
In this way, the model accommodates the similarity between the alternatives and introduces the 
differential substitutability between different members of the set of alternatives. More generally, 
Tversky’s EBA model can accommodate the complex patterns of similarity or substitutability of 
alternatives, with V, measuring the similarity of alternatives in B. 
Researchers, e.g. McFadden [39], have remarked that the EBA model is also consistent with the 
behavior of a population of preference maximizers, each with lexicographic preferences over aspects 
in which “. the transition probabilities can be interpreted as the result of a process in which an 
individual, drawn randomly from the population, has a ranking of all aspects of alternatives and 
moves serially down the ranking, eliminating alternatives which fail to have the desired aspect, 
until a single choice remains” [39]. As noted in equations (8) and (9), the functional form of the 
EBA model has a potential advantage in rendering applications to applied fields. 
Furthermore, when the scale functions V are log-linear in parameters, the choice probabilities 
can be expressed as the sum of products of multinomial logit forms. If this were the case, the 
maximum likelihood estimation procedure could be used for such choice systems. This can be 
achieved with minor changes in the existing available logit packages. The EBA model has a few 
drawbacks: attributes (aspects) are treated as dichotomous variables and not as intervally scaled 
variables. Furthermore, only those aspects possessed by an alternative or subset of the alternatives 
influence the choice process. Another problem regarding parameter estimation is discussed below. 
The EBA model and estimation qf‘ parameters 
Although the EBA model solves the problem of the similarity effect, the EBA model raises a 
new problem in the form of parameter estimation. No method of parameter estimation has been 
proposed. Also relative to the Lute model [40], the EBA model is burdened with a large number 
of parameters (2” - 2; where II is the number of items). In particular, the EBA model cannot be 
estimated from binary choice, since the number of parameters exceeds the date points. 
In order to overcome the burden of the estimation of parameters, a hierarchical probabilistic 
model called the preference tree (PRETREE) was developed by Tversky and Sattath [6]. The 
representation of choice alternatives in a tree-like structure provides the model builder with a 
decision model in which the tree is viewed as a hierarchy of choice stages. Tversky and Sattath [6] 
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referred to this description of the decision process as the hierarchical elimination model (HEM). 
In the HEM, according to Tversky and Sattath [6], a decision maker starts the choice process at 
the top of the tree and selects first among the major branches that follow directly from the root. 
He then proceeds to the next choice point at the bottom of the selected branch, and the process 
continues until the chosen branch contains a single alternative. 
The EBA and HEM models make the decision maker follow a different decision processes. The 
EBA reflects the choice process as one of random sequential elimination of alternatives. that 
embody aspects, until a single alternative remains. In contrast, HEM sequential elimination is not 
random, but is based on a fixed hierarchy of aspects or attributes. Though the difference between 
the EBA and HEM seems to exist in terms of mathematical structure and interpretation. Tversky 
and Sattath [6] have shown the equivalence of the two models in the tree structure. Because of 
the equivalence, they refer to them as a “preference tree” or “PRETREE” to denote the choice 
mechanism which provides probabilistic choice that is compatible with both sequential and random 
processing strategies. 
In its present form, the EBA or PRETREE is well-suited to those situations in which salient 
attributes are unique to single or subsets of alternatives in the choice set. Furthermore, the EBA or 
PRETREE is most suitable to the study of an individual, and that particular individual’s choice 
behavior. Since different individuals may possess different tree structures, this may cause difficulty 
in generalizing or applying the results to holdout samples to obtain predictions and diagnostic 
information. To further build the model, like the lexicographic choice functions, the analyst must 
know a priori cutoff points (threshold tolerances). To obtain this information from each individual 
is not a simple task. To aggregate, the model user must assume all individuals in the population 
have the same cutoff values. This assumption is generally viewed as unrealistic and empirically it 
has not been valid for individual level models [12,41-443. 
Another hierarchical model which uses sequential processing of attributes, which is suited to the 
situations in which attributes are common to all choice alternatives, and furthermore, the model 
builder does not have to have a priori knowledge of the cutoff points of each attribute for each 
individual, was developed by Gensch and Svestka [ 13,141. This model is labeled as the maximum 
likelihood hierarchical (MLH) model. How the MLH model generates and estimates threshold 
tolerances (cutoff points), eliminates nonchosen alternatives at each stage of the decision process, 
and provides choice probabilities, is discussed in several stages. 
The MLH model and data requirement 
Unlike the individual-based lexicographic and EBA models, the MLH model operates in two 
distinct modes: (1)calibration (generating aggregate estimates of the threshold tolerances); and (2) 
prediction (employing the given estimates to predict individual responses). In the calibration model, 
the MLH model generates the aggregate estimates of the threshold tolerances from information 
provided by a sample of individuals. In order to generate calibrated coefficients, information 
obtained from each individual should include: (i) rank order of the attributes, indicating the sequence 
in which they are considered; (ii) a set of self-perceived values of the given alternatives, with respect 
to each attribute; and (iii) the individual’s actual choice or final preference ranking of the alternatives. 
Here items (i) and (ii) are imperative in the prediction mode, but item (iii) is needed if the predictions 
are to be compared to the actual selected alternatives. With this data input information, we will 
now center our discussion on the decision making process which generates aggregate threshold 
tolerances. 
The MLH model and the decision-making process 
Consider the choice situation where a random sample of individuals {n/n = 1,2,. . . , N} from the 
population are faced with a finite set of alternatives (j/j = 1,2,. . . , J}; where each is evaluated by 
every individual with respect to a finite and common set of attributes {i/i = 1,2,. . . ,I}. Each 
individual is assumed to possess a hierarchy of these attributes, which they express as inputs to 
the model as an ascending rank order of the I attributes. These ranks, denoted &, represent the 
importance rank of attribute i to an individual n. For example, if price is the most important 
attribute for individual n, and price corresponds to the second element of the attribute vector, then 
this information would be denoted as fZ = 1. Furthermore, define A~j as the perceived value (rating) 
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of alternative j, with regard to attribute i, given by individual n. Since different attributes and their 
cutoff points may affect different individuals, a function of existence of a set of parameters, which 
for a population has the same choice or effect as their individual cutpoints can be raised. These 
parameters are called aggregate threshold tolerances and are assumed to exist for the population 
of individuals. These aggregate threshold tolerances will be employed in lieu of the individual 
cutpoints so that inferences about the individuals, other than those used to determine tolerances, 
may be made. These aggregate tolerances are subsequently used to sequentially reduce the set of 
alternatives thereby retaining (hopefully) one alternative. The retained alternative is presumed to 
be the chosen alternative. If aggregation is to be affected, the information processed by two or 
more individuals must be compatible. Hence the standardized individual tolerance of alternative j, 
with regard to attribute i, is defined as C~j. To explain more clearly, at the beginning of the choice 
process an individual considers the full set of alternatives denoted by J(n, 0) = (j/j = 1,2,. . . ,.I),, 
where n denotes the nth individual in the sample, and zero indicates that the alternative has been 
evaluated with respect to no attributes. After an individual applies his cutpoint for the first-ranked 
attribute to the alternatives, the set of alternatives (which may or may not be reduced) is denoted 
by J(n, 1) and is given by 
J(n. 1) = {j/r: - Cyj > O;& = l,jEJ(n,O)). 
In general, after the application of the first kranked attributes the set is denoted as J(n,k) and 
is equal to 
J(n, k) = {j/T: - C:j 2 O;& = k,jeJ(n, k - l)), 
where k assumes any of the values 1 to I, where I = number of attributes. Thus the individual 
standardized values, which are a function of these alternatives still under consideration. are defined 
as 
Here C:, is interpreted as the percentage difference between the individual’s evaluation of the 
alternative judged best (that is why the maximum is used in the above formulation), with respect 
to attribute i of the alternative j. 
It is clear from the above formation that Cyj lies in the interval [O,l], and that data from two 
or more individuals are compatible. It may also be noted that the set J(n, k) is reduced to a single 
alternative; the values Cyj remain fixed. 
Consider now the aspect of the individual’s set of threshold tolerances (cutpoints). Without loss 
of generality, these cutpoints may be standardized in the manner of individual values. The 
standardized individual cutpoints, which also lie in the interval [0, 11, are denoted by r; and called 
individual tolerances. The aggregate threshold tolerances, denoted by T,, are central tendency 
parameters of these distributions ~7, with certain special properties. The MLH model generates the 
estimates of these parameters (this will be discussed later) which are called aggregate tolerances. 
Initially, an individual n evaluates the set of alternatives with respect to his first-ranked attribute 
i. An alternative j will be eliminated if the individual’s tolerance (standard cut point) ~7 is less than 
the individual’s (standardized) value for the alternative, with respect to that attribute; i.e. alternative 
j will be eliminated if 
5; < cyj, (1 la) 
and not eliminated if 
T; > c:,. (lib) 
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Consider now the definition of these sets (11 a, b), where the individual tolerances rl are replaced 
by estimates of the distribution parameters TV. The application of the parameter estimates to the 
individual data will simulate the evaluation process for a set of individuals, and the definition of 
the resulting sets of alternatives remaining. Equations (10) and (1 la, b) indicate that the individual, 
having assessed the set of available alternatives, determines a set of tolerances associated with each 
attribute of the alternatives. These criteria for acceptance are based upon his perception of the best 
available alternatives. This premise is similar to an ideal point model in which the ideal point is a 
composite of the best available (see Ref. [45]). 
The mathematical representation of this decision process, which generates aggregate tolerance 
estimates, requires two aspects called discrimination and retention. The first aspect, which is called 
retention, is the property that an individual retains his selected alternative after applying the 
aggregate tolerance estimates to his data. The second aspect, called discrimination, is the elimination 
of all but one of the alternatives for each individual. In the remaining part of this section, we focus 
our attention on the mathematical formulation and estimation of the decision parameters in the 
decision process. 
Formulation of the MLH model and estimation of decision parameters 
Let X, be a random variable associated with individual n, with probabilistics P(X, = 1) = pn 
and P(X, = 0) = 1 - pn; where X, = 1 if the individual retains his choice, and X, = 0 if not. Then 
the probability function of the Bernoulli random variable X, is 
PW”) = 




Now to determine the individual retention probabilities as a function of aggregate tolerance 
estimates, let us define the variables S~j as follows: 
syj = 
ly - cyj ifIT;-C;j20 
0 otherwise. 
For an individual to retain alternativej, it must be retained with respect to the first-ranked attribute, 
the second-ranked attribute etc. Therefore, the mathematical logic of this statement is expressed as 
the product of the variables, Syj; i.e. 
Hence, we define the variable 
vy = fj syj = h max(T - Cyj;O). 
i=l i=l 
Finally, defining I$ one for each element of the set of J alternatives, and taking the sum U,: 
j=l 
Now define the individual retention probabilities p. as 
(13) 
when CJ” > 0 
otherwise, 
(15) 
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where j* denotes the individual chosen alternative. 
In the MLH model, the objective function to be maximized is the likelihood function, which in 
the present case is 
ur,,r,,..., 51) = fj p;fl(l - &)1-X”. (16) 
II=1 
The maximum likelihood estimators rr, TV, . . . , T, (in this case T,, T2,. . . . T,) will maximize the 
probability of occurrence of the sample results. Since the variables X, = 0 or 1, it is evident that 
the maximum value of equation (16) is unity; this value occurring at a point where the probability 
function is unity for all individuals. Essentially, this is conditional for maximum discrimination. 
The complete mathematical formulation is given by 
maximize 
L(T,,T, ,..., T) = fi p,xm(l - Pn)l-Xn 
n=l 
(17) 
subject to 0 Q T, < 1, i = l)..., I. 
The above problem (17) can be shown to be a concave programming problem whose solution is 
therefore globally optimal [e.g. 461. 
The ability of the MLH model to predict choices of individuals was compared with the 
simultaneous compensatory model, i.e. logit [13,14]. Gensch and Svestka [14] found that, under 
the assumption that the alternative with the highest individual probability is the respondent chosen 
alternative, the MLH model correctly predicted 63 of 250 (65.2%) of the holdout sample; while the 
logit model correctly predicted 44 out of 250 (57.6%). This indicates that on one specific data set, 
the MLH model provides better goodness-of-fit to the data than the logit model. However, Gensch 
and Svestka [14] note that the results cannot be generalizable to other data sets. Current work by 
Gensch and Svestka empirically investigates the conditions under which the MLH model can be 
expected to produce better predictive results than logit and vice versa [47]. 
At this point, it also should be noted that a direct comparison between the MLH and 
EBA/PRETREE models on the same data set is not meaningful, since they are structured differently 
to handle different choice problems. The EBA/PRETREE model is most suited for choice situations 
in which noncommon attributes are unique to subsets of alternatives. The MLH model, on the 
other hand, is designed to handle common intervally scaled attributes. 
In the next section, the use of sequential processing models as a function of individual differences, 
and various other factors influencing the use of hierarchical models are discussed. 
5. USE OF CHOICE MODELS AS A FUNCTION OF INDIVIDUAL DIFFERENCES 
Important individual differences in information processing in decision making have been shown 
to exist [e.g. 11. Individual differences manifested in terms of demographic and socioeconomic 
characteristics have so far offered little insight into the consumer choice process. Newman [48] 
has concluded that little is known about the relationship of personality and information search 
behavior. 
Available empirical work, based on individual level choice analysis, provides support for the 
notion that, when individuals are found with the same choice decision, they often use different 
choice processes (rules); some using a simultaneous compensatory approach, and others using a 
hierarchical (lexicographic) approach [ 12,27,49]. Several other theorists have contended that 
consumers with varying degrees of knowledge and product experience use different types of 
processing rules [SO, 511. Bettman and Jacoby [41] found that subjects with little knowledge about 
the choice alternatives tended to process by attribute (sequential processing by attribute), from 
information presented to them. In a subsequent study, Bettman and Kakkar [42] reported that 
very knowledgeable shoppers tended to use a brand processing (simultaneous compensatory 
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process) approach when information was presented to them. In another finding, Bettman and Park 
[SO] support the hypothesis that more knowledgeable consumers tend to process by brand, while 
less knowledgeable consumers tend to process by attribute. In these findings, most of the studies 
have used protocol analysis, which requires individuals to think out loud while they are performing 
a choice task. Results derived from these individualized methods, though they provide evidence for 
the use of different strategies for different individuals, offer little insight into generalizing and 
understanding the choice mechanism of a group of consumers in the market or market segments. 
To compare the choice process of individuals, who differ in terms of variables such as knowledge 
and involvement about the choice problems area, Gensch et al. [52] and Gensch and Svestka [47] 
have employed a disaggregate mathematical modeling approach. This approach calculates the 
estimates of the population parameters using individual observations. Gensch et al. [52] selected 
the logit model [brand processing] to model the choice process of the high involvement segment 
and the hierarchical model (MLH) to model the low involvement segment. For the set of low 
involved decision makers, the MLH model predicted better than the logit model. In contrast, for 
the highly involved decision makers, the logit model outperformed the predictive performance of 
the MLH model. Gensch and Svestka [47] found similar conclusions for the more knowledgeable 
and less knowledgeable segment. Thus, this implies that choice rules based on attribute processing 
(e.g. lexicographic, MLH models) would be used for certain types of individuals, whereas choice 
rules based on brand processing (compensatory evaluation) are used by another type of individual. 
Therefore, the concept of the multiple-choice process based on knowledge and past experience, and 
the level of involvement (on which individuals vary), may provide a better understanding of the 
behavioral mechanism of the study of consumers than the traditional approach which used only 
one type of choice model for an entire population. 
The attractiveness and the use of the decision rules is not solely determined by decision makers’ 
differences, but also by a variety of other factors, such as the size of the choice set (number alternatives) 
and incomplete information about the alternatives. The remainder of this section is focused on 
these two issues. 
Size of the choice set and the decision process 
The consumer literature supports the view, and in many cases presents empirical evidence, that 
consumers simplify their choice problems by using attribute evaluation in a sequential manner to 
eliminate a number of alternatives (size of the choice set) from consideration [3, 44, 53-551. While 
there is general agreement in the literature that, as the number of alternatives increases, decision 
makers tend to apply noncompensatory models to whittle down the domain of alternatives to 
manageable size, and thereby make a selection from the remaining alternatives, using a compensatory 
evaluation approach [3,53,55]. 
Many researchers [e.g. 3, 53, 551 strongly believe that decision making is a multistage process 
with a noncompensatory hierarchical attribute stage, used to reduce the alternatives to a feasible 
set, followed by a simultaneous compensatory approach used to select the chosen alternative from 
the feasible set. In their study, Russo and Johnson [54] and Van Raaij [44] provide support for 
sequential screening by attribute in the early phase of the process to eliminate alternatives, and a 
brand processing (compensatory evaluation) strategy in later phases of the process. The results of 
these studies are analyzed from the individualized modeling process. 
In another study, which uses the disaggregate mathematical modeling approach, Gensch et al. 
[56] showed that, for more than three alternatives, the two-stage MLH-MNL model predicted 
better than the single-phase MNL (or MLH) model. Here it is interesting to note that both MLH 
and MNL models are disaggregate probabilistic models; where the MLH model is derived from 
the threshold-based concept and the MNL model is a utility-based principle model. This approach, 
which whittles down the alternatives using the MLH model and gives final choice probabilities 
using the MNL model, not only gives information on the market share of each alternative, but 
also indicates which attributes are responsible for reducing the size of the choice set. Thus these 
findings indicate that, as the number of alternatives increases, the utilization of the hierarchical 
attribute algorithm, which is used to narrow the alternatives to a more feasible size, has gained 
more credibility. 
Lastly, incomplete data about available alternatives, and added extraneous data about each 
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alternative, affect the use of decision rules. Consumers often face decisions where some of the 
relevant information on one or more of the alternatives is not available. In this situation, incomplete 
information creates more difficulties for compensatory models and less for noncompensatory 
screening-by-attribute models [e.g. 573. Slavic and MacPhillamy [SS] provide evidence to report 
that a “common dimension strategy”, a strategy in which a decision maker chooses the best option 
on the dimension where the data is complete, is preferred when the data is incomplete. 
In addition to incomplete information, noncomparable scalings are common in real-world choice 
problems. Wright [57] reported that as incomplete scalings and extraneous data were added, the 
use of compensatory strategies decreased and lexicographic rules increased. Finally, a situation in 
which a linear compensatory strategy led to ties in evaluations, even without incomparable scalings 
of extraneous data, using a lexicographic strategy, was examined by Wright [57]. Thus, from the 
above discussion, it seems obvious that the use of the various types of choice models are not only 
affected by the individual differences, but also by other factors such as size of the choice set, and 
incomplete data information. Recognition that segments within the population may be using 
different decision processes on the same choice and how to a priori identify these segments appears 
to be a research area that could offer significant breakthroughs in our understanding of choice 
modeling. We may have to switch from the current practice of assuming one process (model) is 
used by the entire population. 
6. CONCLUSION 
Well-known scholars in psychology, marketing, economics and artificial intelligence have argued 
that a hierarchical consideration of attributes in many situations more closely approximates the 
choice process of individuals than the simultaneous compensatory attribute choice models. 
The purpose of this paper is to present a discussion of mathematical structures underlying 
various sequential (hierarchical) processing models. Because of their recent development and 
complexity. we believe this is the first paper to provide this type of discussion. Multiattribute 
hierarchical models which take specific mathematical forms (namely, the MLH and EBA/PRETREE 
models) were examined in detail. In its structure, the EBA model takes into account the similarity 
(IlA property) effect. However. in their article, Tversky and Sattath [6] recognize that their model 
requires considerable work before it can have practical usefulness in terms of solving similarity 
problems and providing information on predictions of choices of individuals in the population. 
Another hierarchical disaggregate model which is operationalizable and compatible with the 
simultaneous compensatory model (logit), is the MLH model. The MLH model has the ability to 
estimate threshold tolerances and thereby eliminating nonchosen alternatives at each stage of the 
decision process. The MLH model, which is designed to handle common intervally scaled attributes, 
also gives diagnostic information on key attributes that indicate which are good and poor 
discriminators. Another important concept that is discussed under the umbrella of sequential 
processing models is when and under what conditions does a particular modeling structure appear 
to be more or less appropriate for a given problem situation. Appropriateness is influenced by such 
factors as: sire of the choice set, consumer knowledge and involvement about the choice alternatives, 
incomplete data information etc. Finally, we suggest that decision makers consider changing or at 
least testing an assumption that is universally made in all applications of choice modeling. This 
assumption is that all members of the population are using the same type of choice process on a 
given decision. We have indicated this assumption is not supported by empirical evidence and 
suggest as researchers become more familiar with efficient disaggregate hierarchical algorithms, to 
complement their current knowledge of the simultaneous compensatory structures (such as logit), 
the credibility of hierarchical choice models increases. Furthermore, methods of a priori segmenting 
a population by model types could lead to a new generation of choice modeling applications that 
not only increases our predictive ability, but also our understanding of the underlying behavioral 
processes involved in the decision area. 
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