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Abstract: Model Predictive Control has been recently proposed as policy approximation for
Reinforcement Learning, offering a path towards safe and explainable Reinforcement Learning.
This approach has been investigated for Q-learning and actor-critic methods, both in the context
of nominal Economic MPC and Robust (N)MPC, showing very promising results. In that
context, actor-critic methods seem to be the most reliable approach. Many applications include
a mixture of continuous and integer inputs, for which the classical actor-critic methods need
to be adapted. In this paper, we present a policy approximation based on mixed-integer MPC
schemes, and propose a computationally inexpensive technique to generate exploration in the
mixed-integer input space that ensures a satisfaction of the constraints. We then propose a
simple compatible advantage function approximation for the proposed policy, that allows one
to build the gradient of the mixed-integer MPC-based policy.
Keywords: Reinforcement Learning, Mixed-Integer Model Predictive Control, actor-critic
methods, stochastic and deterministic policy gradient.
1. INTRODUCTION
Reinforcement Learning (RL) is a powerful tool for tack-
ling stochastic processes without depending on a detailed
model of the probability distributions underlying the state
transitions. Indeed, most RL methods rely purely on ob-
served data, and realizations of the stage cost assessing
the system performance. RL methods seek to increase the
closed-loop performance of the control policy deployed on
the system as observations are collected. RL has drawn an
increasingly large attention thanks to its accomplishments,
such as, e.g., making it possible for robots to learn to walk
or fly from experiments (Wang et al., 2012; Abbeel et al.,
2007).
Most RL methods are based on learning the optimal con-
trol policy for the real system either directly, or indirectly.
Indirect methods typically rely on learning a good approxi-
mation of the optimal action-value function underlying the
system. The optimal policy is then indirectly obtained as
the minimizer of the value-function approximation over the
inputs. Direct RL methods, if based on the policy gradient,
seek to adjust the parameters θ of a given policy πθ
such that it yields the best closed-loop performance when
deployed on the real system. An attractive advantage of
direct RL methods over indirect ones is that they are based
on formal necessary conditions of optimality for the closed-
loop performance of πθ, and therefore guarantee - for a
large enough data set - the (possibly local) assymptotic
optimality of the parameters θ (Sutton et al., 1999; Silver
et al., 2014).
RL methods often rely on Deep Neural Networks (DNN) to
carry the policy approximation πθ . Unfortunately, control
policies based on DNNs provide limited opportunities for
formal verifications of the resulting policy, and for impos-
ing hard constraints on the evolution of the state of the real
system. The development of safe RL methods, which aims
at tackling this issue, is currently an open field of research
(J. Garcia, 2013). A novel approach towards providing
formal safety certificates in the context of RL has been
recently proposed in (Gros and Zanon, 2019, 2020; Zanon
and Gros, 2019), where the policy approximation is based
on robust Model Predictive Control (MPC) schemes rather
than unstructured function approximators like DNNs. The
validity of this choice is discussed in details in (Gros and
Zanon, 2019). In (Gros and Zanon, 2020), methodologies
to deploy direct RL techniques on MPC-based policy ap-
proximations are proposed. These methodologies are, how-
ever, restricted to continuous input spaces and therefore
exclude integer decision variables, which are central in a
number of applications.
In this paper, we propose an extension of the policy
gradient techniques proposed in (Gros and Zanon, 2020)
to mixed-integer problems. A mixed-integer MPC is used
as a policy approximation, and a policy gradient method
adjusts the MPC parameters for closed-loop performance.
We detail how the actor-critic method can be deployed in
this specific context. In particular, we propose an asymp-
totically exact hybrid stochastic-deterministic policy ap-
proach allowing for computing the policy gradient at a
lower computational complexity than a full stochastic ap-
proach. We then propose a hybrid compatible advantage-
function approximator tailored to our formulation. We
finally detail how the mixed-integer MPC can be differen-
tiated at a low computational cost, using principles from
parametric Nonlinear Programming, in order to implement
the actor-critic method. The proposed method is illus-
trated on a simple example, allowing for an unambiguous
presentation of the results.
The paper is structured as follows. Section 2 provides
background material on MDPs and RL. Section 3 presents
the construction of a mixed-integer stochastic policy us-
ing a mixed-integer MPC scheme to support the policy
approximation. Section 4 details an actor-critic method
tailored to the proposed formulation, and how the pol-
icy gradient can be estimated. A compatible advantage
function approximation is proposed. Section 5 details how
the mixed-integer MPC scheme can be efficiently differ-
entiated. Section 6 proposes an illustrative example, and
Section 7 provides some discussions.
2. BACKGROUND
In the following, we will consider that the dynamics of the
real system are described as a stochastic process on (pos-
sibly) continuous state-input spaces. We will furthermore
consider (possibly) stochastic policies π, taking the form
of probability densities:
π [a | s] : Rm × Rn → R+, (1)
denoting the probability density of selecting a given input
a when the system is in a given state s. Deterministic
policies delivering a as a function of s will be labelled as:
pi (s) : Rn → Rm. (2)
Any deterministic policy can be viewed as a stochastic one,
having a Dirac function as a probability density (or unit
function for discrete inputs), i.e., π [ a | s ] = δ (a− pi (s)) .
We consider a stage cost function L(s, a) ∈ R and a
discount factor γ ∈ [0, 1], the performance of a policy π
is assessed via the total expected cost:
J(π) = Eπ
[
∞∑
k=0
γkL(sk, ak)
∣∣∣∣∣ ak ∼ π [ . | sk]
]
. (3)
The optimal policy associated to the state transition, the
stage cost L and the discount factor γ is deterministic and
given by:
π⋆ = argmin
π
J(π). (4)
The value function Vpi, action-value function Qpi and
advantage functions Api associated to a given policy π
are given by (Bertsekas, 1995; Bertsekas and Shreve, 1996;
Bertsekas, 2007):
Vpi (s) = E [L(s, a) + γVpi(s+) | s, a] , (5a)
Qpi (s, a) = L(s, a) + γE [Vpi(s+) | s, a] , (5b)
Api (s, a) = Qpi (s, a)− Vpi (s) , (5c)
where the expected value in (5b) is taken over the state
transition, and the one in (5a) is taken over the state
transitions and (1).
2.1 Stochastic policy gradient
In most cases, the optimal policy π⋆ cannot be computed,
either because the system is not exactly known or because
solving (5) is too expensive. It is then useful to consider
approximations πθ of the optimal policy, parametrized by
θ. The optimal parameters θ⋆ are then given by:
θ⋆ = argmin
θ
J(πθ). (6)
The policy gradient ∇θ J(πθ) associated to the stochastic
policy πθ is then instrumental in finding θ⋆ by taking
gradient steps in θ. The policy gradient can be obtained
using various actor-critic methods (Sutton and Barto,
1998; Sutton et al., 1999). In this paper, we will use the
actor-critic formulation:
∇θ J(πθ) = Epiθ [∇θ log πθ Aπθ ] , (7)
for stochastic policies, and the actor-critic formulation:
∇θ J(piθ) = Epiθ [∇θpiθ∇aApiθ ] , (8)
for deterministic policies.
The value functions Vpi, Qpi and Api associated to a given
policy π are typically evaluated via Temporal-Difference
(TD) techniques (Sutton and Barto, 1998), and require
that a certain amount of exploration is included in the
deployment of the policy. For deterministic policies, the
exploration can, e.g., be generated by including stochastic
perturbations over the policy piθ, while stochastic policies
generate exploration by construction. Note that is is fairly
common in RL to define the stochastic policy πθ as an
arbitrary density, e.g., the normal distribution, centered
at a deterministic policy piθ. We shall observe here that
the deterministic policy gradient (8) is not suited as such
for integer inputs, as the gradients ∇θpiθ, ∇aApiθ do
not exist on discrete input spaces. On continuous input
spaces, the choice between the deterministic approach (8)
or the stochastic approach (7) is typically motivated by
computational aspects.
3. MIXED-INTEGER OPTIMIZATION-BASED
POLICY
In this paper, we will consider parametrized deterministic
policies piθ ≈ pi⋆ based on parametric optimization prob-
lems. In particular, we will focus on optimization problems
resulting from a nominal mixed-integer MPC formulation.
The results proposed in this paper extend to robust MPC -
enabling the construction of safe Reinforcement Learning
methods - but this case is omitted in this paper for the
sake of brevity.
3.1 Policy approximation based on mixed-integer MPC
The mixed-integer MPC scheme reads as:
u⋆ (s, θ) , i⋆ (s, θ) =
argmin
u,i
T (xN , θ) +
N−1∑
k=0
ℓ(xk,uk, ik, θ) (9a)
s.t. xk+1 = F (xk,uk, ik, θ) , x0 = s, (9b)
hk (xk,uk, ik, θ) ≤ 0, k = 0, ..., N − 1, (9c)
hN (xN , θ) ≤ 0, (9d)
ik ∈ {0, 1}
mi , (9e)
where xk ∈ Rn are the predicted system trajectories,
uk ∈ Rmc the planned continuous inputs and ik ∈ {0, 1}
mi
the planned integer inputs. Without loss of generality,
we consider binary integer inputs. Functions ℓ, T are the
stage and terminal costs. Functions h0,...,N−1 are the stage
constraints and function hN is the terminal constraint.
For a given state s and parameters θ, the MPC scheme
(9) delivers the continuous and integer input profiles
u⋆ (s, θ) =
{
u⋆0 (s, θ) , . . . ,u
⋆
N−1 (s, θ)
}
, (10a)
i⋆ (s, θ) =
{
i⋆0 (s, θ) , . . . , i
⋆
N−1 (s, θ)
}
, (10b)
with u⋆k (s, θ) ∈ R
mc and i⋆k (s, θ) ∈ {0, 1}
mi . The MPC
scheme (9) generates a parametrized deterministic policy
piθ (s) =
{
picθ (s) , pi
i
θ (s)
}
, (11)
where
pic
θ
(s) = u⋆0 (s, θ) ∈ R
mc , (12a)
pii
θ
(s) = i⋆0 (s, θ) ∈ {0, 1}
mi , (12b)
are the first elements of the continuous and integer input
sequences generated by (9). In the following, it will be
useful to consider the MPC scheme (9) as a generic
parametric mixed-integer NLP:
u⋆ (s, θ) , i⋆ (s, θ) = argmin
u, i
Φ(x,u, i, θ) (13a)
s.t. f (x,u, i, s, θ) = 0, (13b)
h (x,u, i, θ) ≤ 0, (13c)
i ∈ {0, 1}mi×N−1 , (13d)
where function Φ gathers the stage and terminal cost func-
tions from (9a), function f gathers the dynamic constraints
and initial conditions (9b), and function h gathers the
stage and terminal constraints (9c)-(9d).
4. ACTOR-CRITIC METHOD
In order to build actor-critic methods for (11), exploration
is required (Sutton and Barto, 1998). When the input
space is constrained and mixed-integer, the exploration
becomes non-trivial to setup, as 1. it must retain the
feasibility of the hard constraints (9c)-(9d) and 2. simple
input disturbances are not possible for the integer part
since they are locked on an integer grid. To address this
issue, we will adopt a stochastic policy approach, well
suited for the integer part, and consider its asymptotically
equivalent deterministic counterpart on the continuous
input space, well suited for computational efficiency.
4.1 MPC-based exploration
In order to generate exploration, we will build a stochastic
policy (1) based on the deterministic policy (11) where
a will gather the continuous inputs ac and integer inputs
ai actually applied to the real system, i.e., a =
{
ac, ai
}
.
We will build (1) such that it generates exploration that
is respecting the constraints (9c)-(9d) with unitary prob-
ability. We propose to build (1) such that it becomes
naturally separable between the integer and continuous
part in the policy gradient computation. To that end, we
consider a softmax approach to handle the integer part of
the problem. More specifically, we consider the parametric
mixed-integer NLP:
Φi(s, θ, ai) = min
u, i
Φ(x,u, i, θ) (14a)
s.t. f (x,u, i, s, θ) = 0, (14b)
h (x,u, i, θ) ≤ 0, (14c)
i0 = a
i, (14d)
i1,...,N−1 ∈ {0, 1}
mi , (14e)
derived from (13), where the first integer input is assigned
to ai via constraint (14d). We will consider that Φi(s, θ, ai)
takes infinite value when the selected integer input ai is in-
feasible. Let us label I(s, θ) the feasible set of ai for a given
state s and MPC parameter θ, and i˜(s, θ, ai) the integer
profile solution of (14). By construction i˜0(s, θ, a
i) = ai
when ai ∈ I(s, θ). We then define the softmax stochastic
integer policy distribution using
πi
θ
[
ai | s
]
∝ e−σ
−1
i
Φ⋆
i
(s,θ,ai) ∈ R+, (15)
where σi > 0 is a parameter adjusting the variance of π
i
θ
.
In order to build the continuous part of the policy, we will
consider the continuous part ac of the stochastic policy
as conditioned on i˜, and taking the form of a probability
density:
πc
θ
[ ac | i˜(s, θ, ai), s ] ∈ R+, (16)
which will be constructed from the parametric NLP:
u˜(s, θ, i,d) = argmin
u
Φ(x,u, i, θ) + d⊤u0 (17a)
s.t. f (x,u, i, s, θ) = 0, (17b)
h (x,u, i, θ) ≤ 0, (17c)
derived from (13), but where the integer input profile is
entirely assigned, and where d ∈ Rmc is a random vector
chosen as d ∼ N (0, σcI). The random variable ac in (16)
will then be selected as:
ac = u˜0(s, θ, i˜(s, θ, a
i),d). (18)
As previously observed in (Gros and Zanon, 2020), while
πc
θ
is easy to sample, it is in general difficult to evaluate.
Because ac is conditioned on i˜ and, therefore, ai, the Kol-
mogorov definition of conditional probabilities entails that
the overall stochastic policy (1) reads as the distribution:
πθ[ a | s ] = π
c
θ
[
ac
∣∣∣ i˜(s, θ, ai), s ] πiθ [ ai | s ] . (19)
We establish next a straightforward but useful result
concerning the stochastic policy (19).
Lemma 1. The stochastic policy (19) generates input sam-
ples a that are feasible for the MPC scheme (9).
Proof. Because Φi(s, θ, ai) = +∞ when ai /∈ I(s, θ), pol-
icy (15) selects feasible integer inputs ai with probability 1.
Furthermore, NLP (17) is feasible for all ai ∈ I(s, θ) and all
d, such that its solution satisfies constraints (13b)-(13c).
As a result, the samples ai, ac generated from (19) are
guaranteed to be feasible. ✷
The policy gradient associated to (19) can be computed
using (7). Unfortunately, it has been observed that this
approach is computationally expensive for continuous in-
put spaces (Gros and Zanon, 2020) when the policy is
restricted by non-trivial constraints. Hence, we now turn
to detailing how the policy gradient associated to policy
(19) can be efficiently computed.
4.2 Policy gradient
Using policy (19), the stochastic policy gradient is sepa-
rable between the continuous and integer part and reads
as:
∇θJ (πθ) = Eπθ [∇θ log πθApiθ ] (20)
= Eπθ [∇θ log π
c
θApiθ ] + Eπθ
[
∇θ log π
i
θApiθ
]
,
where Apiθ is the advantage function associated to the
stochastic policy (19). Using (15), we then observe that
the score function associated to the integer part of the
policy is simply given by:
∇θ log π
i
θ[ a
i | s ] =−
1
σi
∇θΦ
⋆
i (s, θ, a
i) (21)
+
1
σi
∑
i0∈I(s,θ)
πiθ [ i0 | s ]∇θΦ
⋆
i (s, θ, i0).
The computation of the policy gradient associated to the
continuous part of the stochastic policy ought to be treated
differently. Indeed, it has been observed in (Gros and
Zanon, 2020) that deterministic policy gradient methods
are computationally more effective than stochastic ones
for policy approximations on problems having continuous
input and state spaces. Defining the deterministic policy
for the continuous inputs ac as
pic
θ
(s, i) = u˜0(s, θ, i, 0), (22)
where u˜0 is the first element of the solution of (17), we
consider the approximation (Silver et al., 2014)
Eπθ [∇θ log π
c
θApiθ ] ≈ Eπθ [∇θpi
c
θ∇acApiθ ] , (23)
which is asymptotically exact for σc → 0 under some
technical but fairly unrestrictive assumptions. We can then
use the asymptotically exact hybrid policy gradient
̂∇θJ (πθ) = Eπθ [∇θpi
c
θ∇acApiθ ] + Eπθ
[
∇θ log π
i
θApiθ
]
,
(24)
as a computationally effective policy gradient evaluation.
The stochastic policy (16) is then deployed on the system
and generates exploration, while the deterministic policy
(22) is used to compute the policy gradient (24). We
propose next a compatible advantage function approxima-
tor for (24), offering a systematic approximation of the
advantage function Apiθ .
4.3 Compatible advantage function approximation
We note that the advantage function approximation
Aˆπθ = w
⊤∇θ log πθ = w
⊤∇θ log π
i
θ +w
⊤∇θ log π
c
θ,
(25)
is compatible by construction (Silver et al., 2014) for the
stochastic policy gradient (20), in the sense that
∇θJ (πθ) = Eπθ
[
∇θ log πθAˆpiθ
]
(26)
holds if w is the solution of the Least-Squares problem
w = argmin
w
1
2
Eπθ
[(
Apiθ − Aˆpiθ
)2]
. (27)
Similarly, we seek a compatible advantage function ap-
proximation for the hybrid policy gradient (24). We pro-
pose the hybrid advantage function approximation, in-
spired from (Gros and Zanon, 2020):
Aˆπθ = w
⊤∇θ log π
i
θ
+w⊤
1
σc
∇θπ
c
θ
M (e− c) , (28)
where we label e = ac − pic
θ
the exploration performed
on the continuous part of the input space Rmc , and M ∈
Rmc×mc is symmetric and c ∈ Rmc . We will show in the
following proposition that for M and c adequately chosen,
the advantage function approximation (28) is compatible
with the policy gradient (24).
Proposition 1. The hybrid function approximation (28) is
asymptotically compatible, i.e.,
lim
σc→0
̂∇θJ (πθ) = lim
σc→0
Eπθ
[
∇θpi
c
θ
∇acAˆpiθ
]
(29)
+ Eπθ
[
∇θ log π
i
θ
Aˆpiθ
]
holds for w solution of (27) and forM, c chosen according
to (Gros and Zanon, 2020):
c =
σc
2
na∑
i=1
∂2u˜0
∂d2i
, M =
(
∂u˜0
∂d
∂u˜0
∂d
⊤
)
, (30)
evaluated at the solution of (17) for d = 0, where (17)
satisfies the regularity assumptions of (Gros and Zanon,
2020, Proposition 1). These assumptions are technical but
fairly unrestrictive, see (Gros and Zanon, 2020) for a
complete discussion.
The proof delivered below is a sketch that follows the lines
of the proof of Proposition 1 in Gros and Zanon (2020).
Proof. We observe that the solution w of (27) using (28)
is given by:
Eπθ
[(
∇θ log π
i
θ
+
1
σc
∇θπ
c
θ
M (e− c)
)(
Apiθ − Aˆpiθ
)]
= 0.
(31)
Using a Taylor expansion of Apiθ at e = 0, as proposed in
(Gros and Zanon, 2020, Proposition 1), we observe that
(31) becomes:
Eπθ
[
∇θ log π
i
θ
(
Apiθ − Aˆpiθ
)]
+
1
σc
Eπθ [∇θπ
c
θM (e− c) ξ]
+ Eπθ
[
∇θπ
c
θ
M
e− c
σc
(
Apiθ − Aˆpiθ
)]
+ (32)
+ Eπθ
[
∇θπ
c
θM
(e− c) e⊤
σc
(
∇acApiθ −∇acAˆpiθ
)]
= 0,
where ξ is the second-order remainder of the Taylor expan-
sion of Apiθ . Unlike (31), all terms in (32) are evaluated
at s, ac = pic (s). Following a similar argumentation as in
(Gros and Zanon, 2020, Proposition 1), we obtain
lim
σc→0
Eπθ
[
1
σc
∇θπ
c
θM (e− c) e
⊤
(
∇acApiθ −∇acAˆpiθ
)]
= lim
σc→0
Eπθ
[
∇θπ
c
θ
(
∇acApiθ −∇acAˆpiθ
)]
, (33a)
lim
σc→0
Eπθ
[
1
σc
∇θπ
c
θ
M (e− c) ξ
]
= 0, (33b)
lim
σc→0
Eπθ
[
∇θπ
c
θ
M
e− c
σc
(
Apiθ − Aˆpiθ
)
e=0
]
= 0. (33c)
Equality (33b) holds from the Delta method, while equal-
ities (33a), (33c) hold because
lim
σc→0
Eπθ
[
1
σc
M (e− c) e⊤
]
= I, (34)
lim
σc→0
Eπθ
[
M
e− c
σc
]
= 0, (35)
result from (30), see (Gros and Zanon, 2020). Hence
lim
σc→0
Eπθ
[
∇θ log π
i
θ
(
Apiθ − Aˆpiθ
)]
(36)
+ Eπθ
[
∇θπ
c
θ
(
∇acApiθ −∇acAˆpiθ
)]
= 0.
Using (24), (29) holds from (36). ✷
5. NLP SENSITIVITIES
In order to deploy the policy gradient techniques described
above, one needs to compute the sensitivities ∇θpicθ and
∇θ log πiθ. Computing the score function (21) requires
computing the sensitivity of the cost function Φ⋆i of the
NLP (14). This sensitivity exists almost everywhere and
is given by:
∇θΦ
⋆
i (s, θ, a
i) = ∇θL(y,λ,µ, s, θ, a
i,d), (37)
where y is the primal solution of the NLP (14), gathering
the continuous inputs and states of the NLP, and λ,µ
the dual variables associated to constraints (13b)-(13c),
respectively, and L = Φ + d⊤u0 + λ
⊤f + µ⊤h is the
Lagrange function associated to (14). The computation of
∇θpi
c
θ
is more involved. Consider:
r =

 ∇yL(z, s, θ, ai,d)f (w, s, θ)
diag(µ)h (w, θ) + τ

 = 0, (38)
i.e., the primal-dual interior-point KKT conditions asso-
ciated to (14) for a barrier parameter τ > 0, and z
gathering the primal-dual variables of the NLP (14), i.e.,
z = {y,λ,µ}. Then, if the solution of the NLP (14)
satisfies LICQ and SOSC (Nocedal and Wright, 2006), the
sensitivity of the solution of the NLP (14) exists almost
everywhere and can be computed via the Implicit Function
Theorem, providing
∂z
∂θ
= −
∂r
∂z
−1 ∂r
∂θ
, (39)
see (Bu¨skens and Maurer, 2001). Using (22), the sensitivity
∇θpicθ then read as
∇θpi
c
θ = ∇θu˜0, (40)
where ∇θu˜0 is extracted from
∂z
∂θ
.
6. SIMULATED EXAMPLE
For the sake of brevity and in order to present results
that are easy to interpret and verify, we propose to use
a very low dimensional example, allowing us to bypass
the evaluation of the action-value function via Temporal-
Difference techniques, and isolate the discussions of this
paper from questions regarding TD methods. We consider
the linear, scalar dynamics:
sk+1 = sk + a
c
k ik + nk (41)
where sk, a
c
k ∈ R, ik ∈ {0, 1} and nk is uniformly
distributed in [0, 0.05]. We consider the baseline stage cost:
L (s, a) =
1
2
(s− sref)
2 +
1
2
(ac − acref)
2 + w i (42)
+ c max (|s| − 0.2, 0) ,
as the reference performance, where w, c ∈ R+ are scalar
weight and sref , aref are references for the state and
continuous input. The MPC model is deterministic, given
by:
xk+1 = xk + uk ik + b (43)
where b ∈ R is constant, but subject to adaptation
via RL. The baseline cost imposes a high penalty for
s /∈ [−0.2, 0.2], and constitutes an exact relaxation of
the constraint −0.2 ≤ s ≤ 0.2, see (Gros and Zanon,
2019). The MPC stage cost ℓ has the form (42). The MPC
parameters sref , a
c
ref , c and b are subject to adaptation via
RL.
The policy gradient (29) was implemented, where the
advantage function estimation was computed from (27),
using the approximator Aˆπθ from (28). The true advantage
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Fig. 1. Closed-loop trajectories before (light grey) and
after (black) the learning. The left graph shows the
extreme values of the state trajectories, the middle
graph shows the extreme values of the continuous
input ack when ik = 1, and the right graph shows
the proportion of ik = 1.
-1 -0.5 0 0.5 1
0
0.2
0.4
0.6
0.8
1
-1 -0.5 0 0.5 1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
PSfrag replacements
ss
P[i = 1 | s, θ] pic
θ
Fig. 2. Policy before (light grey) and after (black) the
learning. The left graph shows the Softmax policy (15)
as a function of the state s, giving the probability of
selecting i = 1 for a given state s. The right graph
shows the MPC policy (without the stochastic choice
of integer variable).
function Apiθ was evaluated via classic policy evaluation
(Sutton and Barto, 1998) in order to deliver unambiguous
results. On more complex examples (27) would be evalu-
ated via Temporal-Difference techniques. The evaluations
of (29) and (27) were performed in a batch fashion, using
30 batches of 50 time steps each, all starting from the
deterministic initial condition s0 = 0. The MPC scheme
had a horizon of N = 10 time samples, and a terminal cost
based on the Riccati matrix of the control problem with
i = 1. A discount factor of γ = 0.95 was adopted. The step-
size selected for adapting the parameters from the policy
gradient was α = 2 · 10−3. The exploration parameters
were chosen as σi = 2 · 10−2, σc = 10−2.
The parameters sref = a
c
ref = 0, w = 0.2, c = 1 were
adopted for the baseline cost. The MPC scheme param-
eters were initialized using the same values, and using
b = 0. Fig. 1 reports the trajectories of the system at
the beginning and end of the learning process, showing
how performance is gained by bringing the state trajec-
tories in the interval [−0.2, 0.2]. Fig. 2 reports the policy
for the continuous and integer inputs, showing how RL
reshapes the MPC policy for a better closed-loop perfor-
mance. Fig. 3 reports the estimated policy gradients via
the compatible approximation (29) and directly via (24),
showing a match predicted by Prop. 1. Fig. 4 reports the
closed-loop performance of the MPC controller, calculated
from J (piθ) = Vpiθ (s0), and shows the performance gain
obtained via the learning. Fig. 5 shows the MPC parameter
evolution through the learning process.
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Fig. 3. Policy gradients throughout the learning process
(iterations of the RL method). The dots display the
policy gradient as obtained from (29), while the circles
display the policy gradients obtained from (24).
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Fig. 4. Evolution of the closed-loop relative performance
throughout the learning process. A reduction of the
cost of over 15% is achieved here from θ0.
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Fig. 5. Evolution of the MPC parameters throughout the
learning process. The references are adjusted so that
the system trajectories are better contained in the
interval [−0.2, 0.2]. The model bias b does not match
the value that a classic Prediction Error Method
would deliver (b = E[nk] = 0.025, dashed line), while
the cost associated to constraints is left unchanged.
7. DISCUSSION & CONCLUSION
This paper proposed an actor-critic approach to compute
the policy gradient associated to policy approximations
based on mixed-integer MPC schemes. The methodology
is generic and applicable to linear, nonlinear and ro-
bust approaches. The paper proposes a hybrid stochastic-
deterministic policy approach to generate the exploration
and evaluate the policy gradient, avoiding the heavy com-
putational expenses associated to using a stochastic pol-
icy approach on problems having continuous inputs and
state constraints. A simple, compatible advantage function
approximation is then proposed, tailored to our formu-
lation and to MPC-based policy approximations. Some
implementation details are provided, and the methods are
illustrated on a simple example, providing a clear picture
of how the proposed method is performing.
Future work will consider extensions to reduce the noise
in the policy gradient estimation resulting from the choice
of advantage function approximation, and will investigate
techniques to integrate the stochastic policy and sensitiv-
ity computations with the branch-and-bound techniques
used to solve the mixed-integer MPC problem. Future
work will also investigate the potential of using the ap-
proaches detailed here to offer computationally less ex-
pensive approaches to solve the mixed-integer problem.
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