Abstract. We characterize asymptotic behaviour of families of orthonormal polynomials whose recursion coefficients satisfy certain conditions, satisfied for example by the Hermite polynomials and, more generally, by families with recursion coefficients of the form c(n + 1) p for 0 < p < 1. We use this result to show that, in a Hilbert space associated with a family of orthonormal polynomials whose recursion coefficients satisfy such conditions, every two complex exponentials e 1 (t) = ei ωt and e 2 (t) = ei σt for any ω > σ > 0 are mutually orthogonal.
Introduction
Let γ n > 0 be the recursion coefficients which correspond to a symmetric positive definite family of orthonormal polynomials P n (ω), i.e., such that (1) γ n P n+1 (ω) = ω P n (ω) − γ n−1 P n−1 (ω), and let s n be the first and d n the second order forward finite differences of these recursion coefficients:
We will consider families of orthonormal polynomials such that the corresponding recursion coefficients γ n satisfy the following conditions. (C 1 ) There exist n 0 , m 0 such that γ n+m > γ n holds for all n ≥ n 0 and all m ≥ m 0 .
A sequence γ n which satisfies condition (C 1 ) will be called an almost increasing sequence; an almost decreasing sequence is defined in an analogous way. Clearly, every increasing sequence is also an almost increasing sequence with n 0 = 0 and m 0 = 1.
(C 2 ) γ n → ∞; (C 3 ) s n → 0; (C 4 ) γ n d n → 0;
(C 8 ) for some integer κ > 1, the sum
Note that if the Hermite polynomials are normalised into a corresponding orthonormal family, their recursion coefficients are of the form γ n = 1 √ 2
(n + 1)
Lemma 1. Conditions (C 1 )-(C 8 ) are satisfied by the Hermite polynomials and more generally, by families with recursion coefficients of the form γ n = c(n + 1) p for any 0 < p < 1 and c > 0.
Proof. Conditions (C 1 ) and (C 2 ) are trivially satisfied; condition (C 7 ) holds whenever p < 1 and condition (C 8 ) holds for any κ > 1/p. For the rest, we use the fact that, in this case, all finite differences ∆ k (n) satisfy ∆ k (n) = O n p−k . Thus, in particular, s n = O n p−1 and d n = O n p−2 and we obtain s n = O n p−1 → 0; (2) Note that (4) holds just in case p > 0, while the rest of the conditions hold just in case p < 1. Also, (5) is stronger than what is required by condition (C 6 ).
The goal of this paper is to prove the following theorem and obtain, as its consequences, the two corollaries below and Theorem 21. This theorem partly proves our conjecture from [1] .
Theorem 2. Assume that the recursion coefficients γ n > 0 which correspond to a symmetric positive definite family of orthonormal polynomials P n (ω) satisfy conditions (C 1 )-(C 8 ); then the following limit exists and satisfies 0 < lim 
A Representation of Orthogonal Polynomials
In order to investigate the asymptotic behaviour of the sum P 2 2n (ω) + P 2 2n+1 (ω) as n → ∞, we first note that, if we define complex valued functions E n (ω) =i 2n P 2n (ω) +i 2n+1 P 2n+1 (ω) = (−1) n (P 2n (ω) +i P 2n+1 (ω)), then P 2 2n (ω) + P 2 2n+1 (ω) = |E n (ω)| 2 . We now look for a recurrence which E n (ω) satisfy.
Using the three term recurrence (1) we geṫ
and, by eliminating P 2n (ω) from the recurrence expression for P 2n+1 (ω), we geṫ
If we add these two equations together, after some simplifications we obtain
after a corresponding substitution and some simplifications we obtain
Since the families of orthonormal polynomials considered in this paper are symmetric, we will restrict our attention to ω > 0; in all of our propositions the case when ω = 0 can easily be handled separately. Moreover, we will assume that ω > 0 is fixed and, to make our formulas more readable, we will usually suppress ω in our notation; thus, for example, we will write E n instead of E n (ω).
To get a more compact form of equality (7) we define for all n ≥ 1,
Equation (7) now becomes
Let Φ −1 = 0 and for all n ≥ 0 let Φ n be the least number larger than Φ n−1 such that
Thus, for n ≥ 0, Φ n is a sequence of positive reals, monotonically increasing in n; in signal processing terminology, Φ n is the unwound phase of E n . We now define (12) ∆ n = Φ n − Φ n−1 > 0.
Finally, we let A(n) = |E n |; using (6) we have
Taking the complex conjugate of both sides of equation (11) we obtain
Multiplying the corresponding sides of (11) and (13) we get
Let us define (15) then (14) is equivalent to A(n) = A(n − 1)µ(n). (16) Consequently,
Taking the logarithm of both sides and letting
we conclude that, in order to prove Theorem 2, it is enough to prove that S n converges to a finite limit as n → ∞. Let us define
, (n ≥ 1).
We can now represent − ln
as a telescopic sum,
and obtain
Before proceeding with the proof of convergence of S n , we must first prove some elementary properties of the basic sequences α n , α n , θ n , θ n and ∆ n .
Properties of the Basic Sequences
Let us define
The following Lemma can be verified by straightforward computations.
We now use conditions (C 2 ), (C 3 ) and (C 4 ) as well as equality (18) to conclude that
These facts, together with (21) and (22) imply that
The proofs of statements with a star involve some entirely straightforward but sometimes very lengthy and cumbersome calculations.
These calculations are presented in great detail in the Mathematica files mentioned in the footnote on the first page and available online.
We now return to equation (13) which for n > 0 can be written as
Multiplying both sides by e˙ı (Φn−1+θn) /A(n − 1) we get
This together with (16) implies that
and that for an integer k such that |k| ≤ 1,
Note that by (25)
see Figure 1 . Since (20) implies sn(n) > 0, we get θ n > 0; on the other hand (23) and (24) imply that eventually sn(n) > α n . This, together with (30) implies
Consequently, for all sufficiently large n,
However, since 0 < θ n ≤ π and 0 ≤ ∆ n < 2π, (29) and (31) imply
This, together with (30), also implies
A Few More Calculations
Equations (28) and (32) express µ(n) and ∆ n via Φ n−1 . For a reason which will be clear later 2 , we need to represent µ(n − 1) and ∆ n−1 also via Φ n−1 , rather than Φ n−2 . To this end, we use equations (11) and (13) to express E n−1 in terms of E n and E n , obtaining
2 Point Φ n−1 can be seen as a sampling point for an integrand, contained in the interval [Φ n−1 − ∆ n−1 , Φ n−1 + ∆n], figuring in a Riemann sum for a corresponding integral; see the comment after (92).
Note that (34) implies
which, together with (12), in turn yields
i.e.,
Multiplying both sides by e˙ı θn we get
This implies
and, using the same reasoning as in the derivation of (32),
Finally, substituting n with n − 1 in (36) and (37) we get
The following Lemma is proved by direct calculations and series expansions.
From (33), (40) and (41) we get that for all sufficiently large n,
Representing S n as a Riemann Sum
A part of our strategy is to represent S n as a Riemann sum. Using (28) and (38) we get
Similarly, from (29) and (39) we also get that
Note that (see Figure 1 )
Since for all z ∈ C which are outside the branch cut (−∞, 0] of the logarithm function we have
equations (44) and (45) can be transformed into
Thus, very fortunately for our proof, expressions ln µ(n)+ln µ(n − 1) and ∆ n−1 +∆ n are both obtained via the same logarithms, ln α n + α n e˙ı (2Φn−1+θn− θn) and ln α n−1 − α n−1 e˙ı (2Φn−1−θn−1− θn−1) . Let us define for all n ≥ 1,
If we let
then (46) and (47) imply that for all n ≥ 2,
Using (17) we now get
It is easy to see that λ n → 1 and µ(n) → 1. Thus, to prove that S n is convergent, it is enough to show that the sum
converges to a finite limit.
We note that the sum S * n resembles a Riemann sum, with a partition of the interval of integration
and integrand evaluated at sampling points 2Φ j−1 , except that H j (e˙ı t ) is a sequence of functions, rather than a single function. However, since functions H j (e˙ı x ) are 2π periodic, we can expand them into their Fourier series and, as we shall see, this will reduce S n to Riemann sums of some damped complex exponentials. Before proceeding with such a strategy, we first reduce functions H n (e˙ı t ) to some functions which do not contain any finite differences, plus some remainders whose sum is absolutely convergent. This is not just a simplification, but is crucial for obtaining almost monotonic Fourier coefficients, which we will need in our arguments.
The following lemma is proved by entirely straightforward but also very lengthy calculations.
Conditions (C 5 ) and (C 7 ) now imply that it is sufficient to prove that the sum 57) is convergent.
We now deal with the fact that in the above sum, for every sampling point Φ j−1 , the value of the parameter ω/γ 2j−1 is different. To this end, we now treat x as a fixed parameter and expand the real valued 2π-periodic function h(x, e˙ı t ) into Fourier series with respect to variable t:
with {c m (x)} m∈Z given by
Elementary transformations of (52) and (53) yield the following Lemma.
It is easy to verify that h x, e˙ı t satisfies h x, e˙ı (
Representing the Fourier coefficients c m (x) in the form
and using
it is easy to prove the following Lemma. Proof. To prove the above Lemma 3 we consider function
on the compact set U = {(z, t) : |z| ≤ 1/2, |t| ≤ π} ⊂ C × R. Clearly, for every fixed t function e −i mt h(z, e˙ı t ) is analytic on the disc |z| ≤ 1/2 in the complex plane. Thus, for every closed contour C ⊂ U , Fubini's and Cauchy's theorems imply
Consequently, by Morera's theorem, function c m (z) is analytic on the disc |z| ≤ 1/2. Note that for real x such that |x| < 1/4, c m (x) and c m (x) = ∂ ∂x c m (x) are real, and if there were no neighbourhood of 0 in which c m (x) is monotonic, c m (x) would change its sign infinitely many times in every neighbourhood of 0 and thus also have infinitely many zeros in the set {z : |z| ≤ 1/2}, which is impossible because c m (z) is also analytic on that set.
We now want to establish the asymptotic behaviour of c m (x) as x → 0. Note that
We assume that x is a fixed parameter such that 0 < x < 1/4 and look for the singularities of z −m−1 h(x, z). Clearly, p 0 = 0 is a pole of this function for m ≥ 0. For z such that |z| ≤ 1 it is easy to see that we can combine (53)) and then multiply both the numerator and the denominator by z, thus eliminating z −1 and obtaining that for all |z| ≤ 1 functions f (x, z) and g(x, z) satisfy
g(x, z) = −i ln 1 +
In order to keep the cuts which we will have to make in the complex plane as simple as possible, at the moment we do not combine the remaining logarithms. Considering the logarithms appearing in f (x, z) and g(x, z), we obtain for the numerator of the fraction inside the first logarithm
Considering now the values of the fraction in side the first logarithm for any z = a +i b such that z = w 1 and z = w 2 , a direct calculation shows that Thus, we make a cut in the complex plane which is a segment of a line with end points w 1 and w 2 , see Figure 2 . Note that
Consequently, the entire cut is contained in a disc {z : |z| ≤ x 2 }. Such a feature is one of the benefits of pairing µ(n) with µ(n − 1) and ∆ n with ∆ n−1 .
For the remaining two logarithms we obtain For a = Re(v 2 ) we get that b = Im(v 2 ). Thus, we make a cut in the complex plane which is a part of a line passing through the origin and v 2 and is a half line starting at v 2 , also pointing away from the origin.
The last possible remaining singularity can only occur when g(x, z) = 0. It is easy to see that for x and z such that 0 < x < 1/4 and |z| ≤ 1 all logarithms in g(x, z) except the first one can be combined into a single one, thus obtaining, after some simplification, that for 0 < x < 1/4 and |z| ≤ 1,
then g(x, z) =g(x, z) + 2kπ for some k such that |k| ≤ 1. If g(x, z) = 0 for some z, theng(x, z) + 2kπ = 0. However, since |g(x, z)| ≤ π we get that k = 0 andg(x, z) = 0. On the other hand, ifg(x, z) = 0, then g(x, z) = 2kπ. Since the absolute value of the imaginary part of the first logarithm in g(x, z) is smaller or equal to π and the absolute value of the imaginary part of the second logarithm is strictly smaller than π whenever 0 < x < 1/4 and |z| ≤ 1, we obtain that for such values of x and z we again have k = 0 and g(x, z) = 0. Thus, for 0 < x < 1/4 and |z| ≤ 1 g(x, z) = 0 if and only ifg(x, z) = 0, i.e., if and only if 1 +
The solutions to this equation are
If x satisfies 0 < x < 1/4, then pole p 2 lies outside the unit disc {z : |z| ≤ 1}, while pole p 1 lies inside such a disc but outside the disc {z : |z| ≤ x 2 }. Thus, we have
Equations (58) and (81) yield
Let us set g z (x, z) = ∂g(x, z)/∂z; then direct calculations show that
and we obtain that for all x such that 0 < x < 1/4,
One can verify that the real part of the logarithm in (84) is zero; thus, after some simplification, we obtain
Consequently, we obtain that for m ≥ 1 We now return to the proof of convergence of the sum S n given by (57). Let j 0 , m 0 be such that ω 4γj 0 < 1 and that, according to condition (C 1 ), for every j > j 0 and every m ≥ m 0 , γ j+m > γ j . Let also j 1 = j 0 + m 0 . We will prove the following sum converges as n → ∞. 
Using condition (C
which implies that S h n converges. Finally, to show that S l n converges, it is enough to show that for every m such that 1 ≤ m ≤ κ − 2, the sum
converges as n → ∞. Since by Lemma 11 (i)
using Lemma 11 (ii) and (iii) and (86), we get
If we now define
then clearly the sum σ m (n) is the Riemann sum for the integral
with a partition of the interval [2Φ 1 − ∆ 1 , 2Φ n−1 + ∆ n ] into segments of the form [2Φ j−1 − ∆ j−1 , 2Φ j−1 + ∆ j ] and with points 2Φ j−1 as the sampling points for the integrand. However, in order to facilitate some estimates which we will have to make later 
Thus, by splitting each sum σ m,n into two sums it follows that it is enough to prove the convergence of the following two sums:
if m is even;
We define converge as n → ∞, it is enough to show that both integrals converge, as well as that the errors of approximating these integrals by the corresponding Riemann sums also converge.
Let us fix m and assume that k 0 , j 0 are such that for all k, j satisfying k ≥ k 0 and j ≥ j 0 we have γ 2j+k > γ 2j ; then by Lemma 11 (iv), |c 4 This is to avoid having to take a square root of the righthand sides of equations (105) and (108), and thus avoid dealing with the necessary branch cuts for these square roots. 
also converges as n → ∞. We achieve such a goal by applying the same technique several times: we represent E m (n) as a Riemann sum for integrals of some damped complex exponentials and then show that these integrals converge and that the Fourier coefficients of the new error terms are decreased by a factor of at least 1/γ 2 2n−1 . Thus, after a few iterations, the resulting error terms will be O (1/γ 2n−1 ) κ and thus absolutely convergent.
Estimating E m (n)
A direct calculation shows that 2Φj 2Φj−2
From (27) and (16) we obtain
Taking the complex conjugate of both sides we get
By dividing each side of (104) by the corresponding side of (103) we get
Similarly, substituting n by n − 1 in (35) we get
Taking the complex conjugates of both sides of (106) produces
Dividing both sides of (106) by the corresponding sides of (107) yields
Combining (105) with (108) we get
Using (47) we get that (110) e˙ı
Thus, using (49),
In order to obtain Fourier series coefficients which are monotonic in γ n , we again need to eliminate all finite differences from L n (m, e˙ı 2Φn−1 )/G n (e˙ı 2Φn−1 ). We define
Since ∆ n−1 + ∆ n = O (1/γ 2n−1 ), Lemma 12 together with conditions (C 5 ) and (C 7 ) imply that it suffices to show that for every m the sum
We now consider m and x fixed parameters and expand into Fourier series with respect to variable t functions
Thus, with
we have
One can directly verify that for all x and all t such that 0 < x < 1/4 and −π ≤ t ≤ π,
This is easily seen to imply that l(−m, x, e˙ı t ) = l(m, x, e˙ı t ) which in turn implies the following Lemma. It is straightforward to verify the following Lemma. , and for every ε > 0 let N ε be such that P 
A Hilbert space associated with orthonormal polynomials
We now present an application of Corollary 3; in fact, this application was the author's sole motivation for the present work, because it partly proves his conjecture from [1] .
We will denote by Dt differentiation with respect to variable t, and in the remaining part of this paper we will consider only functions f : R → C whose real and imaginary parts are infinitely differentiable functions of a real variable. The set of such functions will be denoted by C By the Christoffel Darboux equality (138) we have 2n k=0 P k (ω)P k (σ) = γ 2n ω − σ (P 2n+1 (ω)P 2n (σ) − P 2n+1 (σ)P 2n (ω)). = L(ω) > 0; thus, for sufficiently large n,
and we obtain |γ 2n (P 2n+1 (ω)P 2n (σ) − P 2n+1 (σ)P 2n (ω))| < γ 2n (|P 2n+1 (ω)P 2n (σ)| + |P 2n+1 (σ)P 2n (ω)|) It would be interesting to study inclusion relations between spaces L 2 corresponding to coefficients of different asymptotic behaviour, as well as their relationships with the classical spaces of almost periodic functions.
