We present a new solution of the asymmetric two-matrix model in the large N limit which only involves a saddle point analysis. The model can be interpreted as Ising in the presence of a magnetic field, on random dynamical lattices with the topology of the sphere (resp. the disk) for closed (resp. open) surfaces; we elaborate on the resulting phase diagram. The method can be equally well applied to a more general (Q + 1)-matrix model which represents the dilute Potts model on random dynamical lattices. We discuss in particular duality of boundary conditions for open random surfaces.
Introduction
The study of various multi-matrix models in the large N limit is motivated by their interpretation as statistical lattice models on random surfaces. The one-matrix model [1] already describes the summation over random surfaces, but to put "matter" on the surface, several matrices are required 1 . The simplest such model is the two-matrix model, which has the following partition function [3, 5] Z(α 0 , β 0 , γ) = dA dB e N tr − where A and B are N × N hermitean matrices. In the large N limit, this generates triangulated surfaces with the spherical topology, on which spins live (the two matrices A and B correspond to spins up and down) [7] , thus reproducing the Ising model on random surfaces. Schematically, α 0 and β 0 play the roles of both magnetic field H and cosmological constant (α 0 /β 0 = exp(2H/T )), while γ is related to the temperature T by γ = exp(1/T ).
This model has been solved using orthogonal polynomials [5] , but, strangely, the simplest tool available, the saddle point method, which works so well for the one-matrix model, has not been used. It is commonly assumed that this method does not work in At this stage, a large N saddle point analysis shows that there is a continuous infinity of saddle points and it is very difficult to derive anything from it. Of course, the problem stems from the transformation of (1.2) to (1.3): since we have broken the symmetry of permutation of the eigenvalues, each ordering a σ(1) < · · · < a σ(N) of the eigenvalues leads to a different saddle point, so that we have N ! saddle points, which causes trouble as N → ∞. The problem does not exist at the level of (1.2) and in fact, as we shall show, there is a well-defined saddle point to it; we shall then explain how to determine it, which will result in a very compact and elegant way of expressing the resolvent(s) of the model.
A similar result could be obtained for the two-matrix model with quartic vertices, but we
shall not choose to do so here.
We shall then generalize our results to the dilute Q-states Potts model on random surfaces, which is defined by (see [22] for a somewhat similar definition on a flat lattice)
This model describes the following statistical model on random surfaces: each vertex of the surface is either unoccupied (represented by matrix A) or occupied by a spin in Q possible states (matrices B q ), with the rule that adjacent vertices cannot be occupied by spins in different states. Again, α 0 and β 0 are cosmological constants and control the dilution (i.e.
density of unoccupied sites), and γ is related to the inverse temperature. The two-matrix model (1.1) is the particular case Q = 1.
From now on we shall redefine the couplings of the model and rescale the fields so that the partition function can be rewritten
The main physical quantities of the model are the resolvents, which are defined by
where the large N limit is implied and a, b are complex numbers. ω A (a) and ω B (b) are generating functions of averages of the form tr A n and tr B n , but they are also important from the diagrammatic point of view: they correspond to sums over connected surfaces with a boundary ("loop functions"), the parameters a or b playing the role of boundary cosmological constant. In the large N limit, these surfaces have the topology of a disk. The difference between ω A (a) and ω B (b) lies in the boundary conditions: for ω A (a) (resp. ω B (b)), there are only matrices A (resp. B) on the boundary. The large n asymptotics of tr A n and tr B n (i.e. surfaces with large boundary) are dominated by the singularities of the corresponding resolvent. These singularities are also relevant for the physics in the bulk: if g is the exponent of this singularity, then the central charge c of the critical model is given by [18, 19] 
These resolvents will therefore play a central role in our analysis, and our goal will be to find exact expressions for them. Let us remark that when the dilution is turned off (α = 0), one can perform the gaussian integration over A and we are brought back to the usual Q-states Potts model on random surfaces [15] . ω B (b) is then the standard resolvent: it corresponds to boundary conditions of the Potts model where all the spins on the boundary are in a given state. ω A (a) is not a natural resolvent, because the sites on the boundary are unoccupied, whereas they cannot be so in the bulk. However, once dilution it turned on, the two resolvents ω A (a) and ω B (b) should be treated on equal footing; they will correspond, as we shall explain later, to boundary conditions which are "dual" to each other.
The plan of the article therefore goes as follows: first we shall analyze in section 2 the integral over B which is common to the models (1.5) for arbitrary Q, then discuss the cases Q = 1, 2 and 3, 4 (though in (1.5) the parameter Q can take arbitrary real values, for simplicity we only consider here integer values) in sections 3, 4, 5 and finally conclude in section 6.
The external field problem
Let us first consider part of the model only: if the matrix A is held fixed in (1.5), we are left with the problem of one matrix in an external field [13, 14] :
where V is a polynomial potential. We shall show how the saddle point equations expressed in [11] allow indeed to calculate this matrix integral, and how in the case of the cubic
, they in fact reproduce the solution [14] without the use of any partial differential equations.
By U (N )-invariance Ξ(A) only depends on the eigenvalues a i of A:
We shall now show how to calculate in the large N limit the logarithmic derivatives of Ξ with respect to a i (Ξ then follows by simple integration).
We assume that the density of eigenvalues of A becomes smooth in the large N limit, and denote it ρ A (a); for the sake of simplicity only, its support will be taken to be of the form of a single interval [a 1 , a 2 ]. It is related to the resolvent of A by
which is an analytic function everywhere except on the support of A, where it has a cut (leading, if ρ A (a) is smooth, to other sheets) which we call the physical cut.
We can now write [11] 1 N
where b(a) is an analytic (multi-valued) function which has the same physical cut as ω A (a).
The particular sheet corresponding to the value of b(a) in (2.4) is called the physical sheet.
We see that b(a) is the quantity we need to compute.
In order to do so, we must write down the saddle point equation of (2.1), which we shall do carefully. 
Taking the logarithmic derivative with respect to the b i results in the appearance of the function a(b), which has the same cut as the resolvent ω B (b) of B, and is the functional inverse of b(a) (see appendix 1 of [11] ). The saddle point equations then read:
Using the fact that a(b) and ω B (b) have the same cut, this equation can be analytically continued: 
(note that it is a(b) which appears and not a ⋆ (b) because we are outside the cut). Therefore a(b) can be interpreted as the derivative of the effective potential for the action of the a i on the b i 2 .
Let us show now how to handle the equation (2.5): it can be rewritten
where it is understood that (2. found for large N characters in [17] ). All the cuts except the physical cut go to infinity, and we assume that they do not cross the physical cut At this point we have complete knowledge of the analytic behavior of b(a) (the physical cut is determined by the fact that it is identical to that of ω A (a), which is known by
, and this is enough to compute it.
More explicitly, by a change of variables of the form: a ≡ P (z), where P is a polynomial of degree d − 1 whose critical values are the branching points, we can remove all the cuts at infinity; then b(z) has a single cut, the physical cut, and it can be expressed as:
where the constants c 1 and c 2 are easily determined by asymptotics at infinity.
The simplest non-trivial case is the cubic case, in which we find only two sheets (the physical sheet and an extra one) if we do not cross the physical cut, and the equation (2.7)
reduces to the known solution [14] . Since this is the case that is of interest to us, let us carry out explicitly the procedure outlined above. From Eq. (2.6) with
we obtain that there are two sheets b ± (a) (the physical sheet being by definition b + (a)) on which as a → ∞,
where we have used ω B (b) = 1/b + O(1/b 2 ). 4 After the change of variables z 2 = a 3 − a (where a 3 is the branch point of the semi-infinite cut), we find that
4 Had we used an expansion ω B (b) = In particular the constants in (2.7) are given by c 1 = β −1/2 and c 2 = γ 2β . Note however that in the next paragraphs, we shall not need to make the explicit change of variables a → z. It is known that this maps the saddle point equations of the Q-states Potts model onto those of the O(n) model [16] , but this correspondence has no direct physical meaning (the phase diagrams are different, the critical models do not have the same central charge, etc) and is more misleading than useful for our purposes. Instead, we shall directly consider b(a) in its normal parametrization and use the information on its analytic structure discussed above. Remembering that the full partition function takes the form
in terms of the eigenvalues of A and B, we now write the analytically continued saddle point equation for the eigenvalues of A: 
The constants x, y, z are determined by imposing that a(b) and b(a) have the appropriate analytic structure: when solving (3.2) for b, the discriminant is a 9 th degree polynomial in a, and we must impose that 3 zeroes are double zeroes in order to have only three branch points 5 . This gives three algebraic equations for x, y, and z which are therefore functions of α, β, γ.
One can show that, in the absence of magnetic field (α = β), the equation (3.2) is equivalent to the equation for the resolvent found in [8,9,10] using more complicated methods; however, (3.2) displays explicitly the Z 2 symmetry a ↔ b, α ↔ β, whereas it is not obvious in [8, 9, 10] . This explicit symmetry is due to the fact that we are not trying to write down an equation for ω A (a) directly (or ω B (b)), but rather for b(a), which differs by a polynomial part −γa + αa 2 . Figure fig. 2 shows the resulting topology for the phase diagram of the model. We shall now explain it by briefly analyzing Eq. (3.2) in two particular cases. If we first remove the dilution (α = 0, which in the Ising language, corresponds to an infinite magnetic field), this model is simply the one-matrix model, and we expect no physics at all; in fact, integrating over A shows that there is only one parameter in the model, β/(γ − 1/γ) 3/2 . The continuum limit, which is attained for
corresponds to a c = 0 theory, and there seems to be no critical point. However, this is wrong, because even though the bulk theory is pure gravity with a coupling β/(γ −1/γ) 3/2 , b(a) represents a non-trivial loop function, and the corresponding boundary operator depends explicitly on γ. Indeed we find that the standard resolvent ω B (b), or equivalently a(b) (cf Eq. (2.5)) always has the singularity
of the usual pure gravity loop function, but that b(a) (or ω A (a)) undergoes a phase transition! This can be seen in the behavior of the branch points of b(a) as one varies γ ( figure   fig. 3 ). There is a critical point (point C of figure 2)
where the two cuts merge, and the result is that
For γ > γ there is again a (a − a 3 ) 3/2 singularity, but a 3 does not belong to the physical cut. Fig. 3 : Cut structure of b(a) for α = 0 (infinite magnetic field) on the continuum limit surface. The numbers represent the multiplicity of the zeroes of the discriminant. Note that the two cuts never intersect each other (the choice of cuts is dictated by analytic continuation from the gaussian model).
Let us insist that the corresponding theory on the sphere (i.e. the free energy of the matrix model) only depends on the combination β/(γ − 1/γ) 3/2 and is always pure gravity; but there is nonetheless a phase transition, at the boundary of the surface, which is signalled by a change of analytic behavior of b(a) from γ < γ (high temperature) to γ > γ (low temperature) -or equivalently, a change in the asymptotics of tr A n as n → ∞. The situation might seem trivial at the point C where the integration over A is gaussian, but in fact the phase transition occurs on a whole "critical line" (line CT of figure 2), and can be interpreted as follows: inside the region PCT, where the temperature is low and the magnetic field favors spins B, the boundary of the random surface is made of spins A, whereas the bulk of the surface is mostly made of spins B, so that the boundary tries to avoid touching the rest of the surface by "collapsing on itself" (which results in a change of its Hausdorff dimension). This is a quantum gravity phenomenon which has no precise analogue on a flat lattice. Symmetrically, a(b) undergoes the same phase transition on the line DT; in fact, it is clear that for any Q ≤ 4, the point D exists (its position being, up to a trivial rescaling of γ, independent of Q) and is the endpoint of a boundary phase transition line, with the same critical properties as for Q = 1; so that we shall not mention this line in the subsequent discussion of Q = 2, 3, 4.
Second, let us discuss the physics on the zero magnetic field line α = β, on which the Ising critical point (point T of figure 2) is. Note that the symmetry of the equation imposes then that x = y, so that there are only two unknown constants left in (3.2) (as opposed to the three found in [10] ). A very nice picture emerges out of the patterns of the zeros of the 9 th degree discriminant ( figure fig. 4 ), which in particular illustrates the Z 2 spontaneous symmetry breaking in the low temperature phase. At the critical point
which is characteristic of a c = 1/2 theory coupled to gravity. Let us note that since the resolvent must have a cubic singularity, three is the minimum number of sheets required of b(a); therefore the cubic two-matrix model is the simplest possible realization of the c = 1/2 theory coupled to gravity.
Since the Ising model on random surfaces has already been studied in great detail, we
shall not elaborate any further and go back to the general case with arbitrary Q. Noting that the partition function (1.5) takes the form
where Ξ(A) is defined by (2.1) with the usual cubic potential, and using (2.4), we can immediately write down the saddle point equations for the eigenvalues of A; after analytic continuation, we obtain:
where b(a) = b + (a) is evaluated on the physical sheet. For Q = 2 and 3 the resolution is very similar to the Q = 1 case, and the resulting phase diagrams are of the same type as 2, except that the line CT becomes a real critical line (for the bulk theory); we shall now give the main results, skipping the technical details.
Q = 2 and 3 dilute Potts models
The matrix model corresponding to the Q = 2 dilute Potts model on random surfaces is nothing but the Z 2 symmetric three matrix chain [6] , A playing the role of the central matrix and B of the two matrices at the ends of the chain. If we remove the dilution, i.e. set α = 0, we are back to the Ising model without magnetic field. However, adding dilution allows us to reach the tricritical point of the Ising model [21] . 
where · · · means that there are some lower order terms whose coefficients must be fixed by the analytic structure. Note that as an equation for a, (4.2) is a fifth degree equation.
Fixing the unknown coefficients in (4.2) allows us to easily find the critical line, which is characterized by the collision of the physical cut with the semi-infinite cut. Its two endpoints are the zero dilution (α = 0) critical point:
where the loop functions display the same behavior that is found along the whole critical
and are characteristic of a c = 1/2 theory; and the tricritical point:
where the corresponding singularities of the loop functions are
(4.4)
6 Only the numerical values are given, the exact values being fairly cumbersome. This remark also applies to the cases Q = 3 and 4.
As expected this corresponds to the central charge c = 7/10 of tricritical Ising.
The 3-states dilute Potts model is the first in which the corresponding matrix model Q = 3 does not have the form of a linear chain; in particular, it is not solvable via orthogonal polynomials. We start once more from the saddle point equation (3.5) . The discussion of the analytic structure of b(a) in this case becomes a little more involved, and let us simply state the conclusion of this analysis, which is that b(a) must have 6
sheets, as shown on figure fig. 5 . The reader can check that this analytic structure, and in particular the discontinuities shown, are compatible with the saddle point equations.
Hence, we assume b(a) is a solution of a sixth degree equation, and look for its coefficients as polynomials in a. For the general dilute 3-states Potts model, the degree of these polynomials becomes quite high (up to 9), and we shall only write the algebraic equation satisfied by a and b in the non-dilute (α = 0) case:
Note that it was not known before that the standard resolvent of the Potts model ω B (b) (or a(b), cf Eq. (2.5)) satisfies a polynomial equation. This a fifth degree equation in a, so that a(b) has five sheets. The critical point is easily determined:
which is compatible with what was found in [16] . The singularity of the resolvents is
which corresponds to a c = 4/5 theory.
If we introduce the dilution, the equations become rather complicated, though it is still possible to work with exact analytic expressions. We find a critical line, with singularities of the type (4.6), which ends with a tricritical point:
at which the singularity becomes
that is a c = 6/7 theory.
Q = 4 dilute Potts model
For the Q = 4 case, it is easy to show that b(a) has an infinite number of sheets; of course, the method used above for Q < 4 then fails. In order to solve the model, the easiest procedure is to follow [12] in which a similar "double saddle point equation" system was solved. One introduces an auxiliary function
which, for Q = 4 (and only Q = 4), satisfies a two-cut Riemann-Hilbert problem:
where [a 1 , a 2 ] is the physical cut and [a 3 , +∞] is the semi-infinite cut. D(a) can therefore be expressed via an elliptic parametrization in terms of Θ-functions. The critical line is expected to be found (just as in [12] ) when the two cuts meet (a 2 = a 3 ), that is in the trigonometric limit of the elliptic functions. The solution of (5.1) becomes then much simpler, and is of the form:
where a 1 , a 2 , a 0 and the relation defining the critical line are given by the asymptotics of D(a) as a → ∞ and the condition −α(a − a 2 )(a − a 0 ) = −αa
β . It is easy to see that positivity of the density of eigenvalues implies that a 0 ≥ a 2 . In particular for α = 0 (a 0 = +∞), one finds
More generally, along the critical line one has the strict inequality a 0 > a 2 and the resolvent has the singularity
On the other hand, at the tricritical point 
Conclusion
We have discussed a new method for solving multi-matrix models in the large N One can hope that the ideas presented here will be applicable to various other problems of statistical mechanics on random surfaces, combinatorics, and asymptotics of orthogonal polynomials.
Notes added
After this work was completed, I became aware of the fact the critical point with singularities given by Eq. (3.3) is also the critical point of a percolation model, as noticed first in [23] (I thank D. Jonhnston and M. Stathakopoulos for pointing this out to me).
Also, it was claimed in a recent preprint [24] that using loop equations one could reproduce the polynomial equation (4.5) of the 3-states Potts model.
