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1.1. In a earlier paper [3] I discussed the basic frequencies of uniformly 
almost periodic (u.a.p.) solutions of the systems 
k=+(x), t-g, (1) 
f4 = +,(x9 q, 44x, t) = 46, t + 2771, (2) 
where x and + are vectors in Rn, real Euclidean space of n dimensions. The 
object of this paper is to extend those results to the system 
k = +,(x3 t), 9(x, 4 u.a.p. in t, (3) 
where the almost periodicity is uniform with respect to x for x bounded. We 
suppose throughout that + satisfies a Lipschitz condition in x, so that (3) 
has a solution 
x = cp(t, x0), --co<t<co, cp(O, x0) = x0 (4) 
which is unique and continuous in t and x0 . The main object is to show that 
if cp(t, x0) is u.a.p., then the number of its basic frequencies in addition to 
those of +(x, t) is at most rz - 1, and if the number is n -- 1, then the 
additional base is an integral base. In order to do this we first have to clarify 
the relationship between the Fourier exponents of +(x, t) as a function of t 
and those of cp(t, x0). Further the solution cp(t, x0) itself is not a continuous 
flow unless Jl(cp(s, x0), t) is independent of t, but the result is obtained by 
means of other continuous flows determined by cp(t, x0), and the method 
leads to results on the decomposition of orbit closures of almost periodic 
continuous flows. 
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1.2. The notation follows that of [3] and [4] as closely as possible and 
extensive use will be made of the results obtained in those papers, but the 
fundamental definitions will be repeated for the sake of clarity. Theorems 
denoted by letters have been proved elsewhere, or are more or less trivial 
deductions from theorems proved elsewhere. Theorems 1-5 in Sections I .3 
1.6 are the main objectives of this paper; later theorems are required in the 
proofs of these, but seem to be of sufficient intrinsic interest to call theorems 
rather than lemmas. 
Let 9P denote the set of real numbers (sometimes considered as an additive 
group) and Rn, Euclidean space of n dimensions. Let p(x, y) denote the 
distance between x and y, x, y F RT1, and let C(x, , l ) == {x; p(x,, , x) < ~1. 
Suppose that x(t) is a u.a.p. vector function with values in R”. Then for 
every E > 0 there is a real number I = I(E) and a set E(t, x) of real translation 
numbers h such that 
and at least one h E E(E, x) lies in each interval of length 1. The interval is 
called an inclusio?z interval, and the set E(t, x) is said to be relatively dense in 
virtue of this property. The following theorem is well known. 
THEOREM A. If x(t) is a u.a.p. vector function, then 
A(X) = $12 4 jT x(t) eciAt dt 
* 0 
exists for all real h and is the null vector except for an enumerable sequence 
h = A, ) A, ,... . 
This is expressed by writing 
x(t) - i A,ezAyt, 
“=I 
A, = A(rl,), (1) 
and the sequence {A,,} is the set of exponents of x(t). 
1.3. We suppose throughout that 4(x, t) is u.a.p. in t uniformly with 
respect to x for p(x, 0) < K, and that v(t, x0) is a u.a.p. solution of Section I. 1 
(3). In virtue of Theorem A we may write 
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and also 
+(x, t) - f A;(x) c+, 
v=l 
A;(x) -= finn ; 1’ I ” +(x, t) c”‘:~ dt, (2) 
where A:(x) is not the null vector identically in x. 
If x(t), x’(t) are u.a.p. vector functions with exponents (A,}, {.A:} and if for 
every positive integer N’ there is a set of rational numbers RF’(,li’) such that 
then the set {A:} is said to be rationally dependent on the set {A,}. Further if (3) 
holds with RF’(N) = Pf’(N’), an integer, then the set {/l:} is said to be 
integrally dependent on the set ((1,). If each set of exponents is integrally 
dependent on the other we shall say that they are integrally equivalent. We 
shall prove 
THEOREM 1. The set {At} dejked by (2) is integrally dependent on the set 
V,), except when +(v( s, x,), t) is independent oft for all s E W. 
This includes the case in which 9(x, t) is periodic in t. 
1.4. Ifh, ,j = 1,2 )... are a finite or enumerably infinite set of real numbers 
such that 
J 
C Yjhj = 0, rj rational, 
j=l 
implies that y1 = r2 = ..- = r,, = 0, then Xj , j = 1, 2 ,..., are rationally 
independent. If flj , j = 1, 2 ,... are rationally independent and 
J(v) 
/I, = C rF’Ai, rtjrational, v = 1,2,..., (1) 
j-1 
then the set Xj , j = 1, 2 ,... are a rational base of the exponents fl, , Y = 1, 2 ,... 
and of the u.a.p. vector function x(t) satisfying Section 1.2 (1 j. If (1) holds 
with r!“’ = pj”), an integer, for all v and j, then the base is an integral base. 
If for 3some j ri(“) = pj”), an integer, for all Y, then the base is integral with 
respect to hj . Every u.a.p. vector function (or the set of its exponents), has 
a rational base, and the base can be uniquely defined in such a way that 
Xi = (1,. for some vj , j = I, 2,... (See [3]). We shall refer to this as the 
standa& base. 
Suppose that the set {/Ii} is rationally dependent on the set (A,}, and let 
A; , Aj , j = 1 ,2 ,..., be rational bases of {A:), {d,} respectively; then the 
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additional base of {A,} with respect to {A:> is the set L of (Xj} which are not 
rationally dependent on {A:). That is to say Ak EL if 
for any rational Y:‘), j = I, 2 ,..., J(k). In virtue of Theorem 1 we may apply 
this idea to the sets {A:}, {A,} defined by Section 1.3 (l), (2) respectively. 
We shall suppose in future that {Af} is the standard base of {A$} and define the 
standard ad&ionaE base {hj} of (A,} with respect to {A$} as follows: Let vi 
be the greatest integer such that 
J*(u) 
r(iy)(*) rational, ” ~= 1 , 2 )..., VI --- 1; 
put x, = A,l , and then for J = 2, 3,... let V, be the greatest integer such that 
J*(v) .I-1 
A,, = C $)(*)A; -r C ry)hj, Y:)(*), y(jy) rational, v = 1,2 ,..., vJ - I. 
j=l j=l 
Put A, = A”,, , and write vu = I if vr :.- I. Then 
J-b) J(v) 
A” = C r(iy)(*) XT + 1 Y’,“)/\~, ry)(*), Y:) rational, 
j-1 i-1 
where J(v) = J - 1, ” -:- vJp1, VJ-1 -;- I, VJ-1 t 2, . . . . vJ ~- 1, J = 1,2,and 
the rational base of {A”} is the union of the sets{h~},{hj}, and(h the standard 
additional base of {AD} with respect to {A:}. Further if Y;“) == pi”), an integer, 
for all j and V, then the standard additional base is an integral additional base. 
It should be observed that here the set {Aj} alone is not a base of {.‘I,} 
without the base {AT} of {A:}. 
The main theorem to be proved is 
THEOREM 2. The additional base of the set {A,} dejined by Section 1.3 (1) 
with respect to the base of the set {At} defined by Section 1.3 (2) has / < n - 1 
terms, and ;f J == n - I, then the standard additional base is un integral 
additiona base. 
1 S. Solutions of Section 1. I (3) d o not determine continuous flows unless 
+(x, t) is independent of t for the solution considered, but we shall prove 
Theorem 2 by defining a continuous almost periodic (a.p.) flow by means of 
the additional base of {A”} and then using the results of [3]. 
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A continuous a.p. flow (X, x) on X C R’” is defined by a homeomorphism of 
X on to itself (See [7]), 
x’ = X(6 x), 
which satisfies the following axioms: 
(i) x = x(0, x), x E X, 
(ii) x(t’, x(t, x) = x(t’ + t, x), t, t’ E W, x E X, 
(iii) x(t, x) is continuous in t and x, t E &, x E XT. 
For fixed x, E X the set 
is the orbit of x,, and 0(x,) C X. If the flow is defined on the closure 0(x,), - __ __ 
of the orbit, then for every x’ E 0(x,), we have 0(x’) C 0(x,). If 0(x,) contains 
no proper subset which is an orbit closure, then 0(x,) = M is a minimal set and 
O(m) = M for all m E M. A continuous flow (X, x) is almost periodic if for 
every E > 0 there is a relatively dense set of real numbers h = h(c) such that 
x(t + h, XII) E qx(t, $9 61, t E @‘, XEX. 
THEOREM 3. Suppose that the additional base of the set {A,} dejined by 
Section 1.3 (1) with respect to the set (A:} defined by Section 1.3 (2) contains 
at least one term. Let c1 > Q > a.., eS ---f 0 ass + co, and let h, E E(E~ , +(x, t)). 
Then there is a continuous a.p. JEow (M, x) such that M is a subset of the set of 
limitpoints of v(h, , x0) and a base of the exponents of x is the standard additional 
base of (A,}. Further ifm E AI, then cp(t, m)is a u.a.p. soktion of Section I .1(3). 
1.6. Certain other results of some interest follow from Theorem 3 or from 
the methods used to prove it. In particular it may be worth mentioning the 
following: 
THEOREM 4. Suppose that Section 1.1 (3) has one and o?zly one u.a.p. 
solution cp(t, x0) such that +(cp(s, x,), t) is not independent oft and that the sets 
{A,}, {A,*} are dejined by Section 1.3 (1) and Section I .3 (2) respectively. Then 
the sets {A”), (A:> are integrally equivalent. 
In the special case in which cp(t, x0) has period T, the solution 
cp(t + nT, x,), n = + 1, &2,... is considered here to be the same solution as 
cp(t, x0). For cp(nT, x0) = x0. 
THEOREM 5. If (M, x) is any continuous a.p. flow for which M is a minimal 
set, then 
M= uMj, J<n-1 
i=l 
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where Mj is the orbit closure of a one-dimensional continuous a.~. jaw (M+ , x’J’). 
and if J =m n - I, x(j) is periodic ,for j I ) 2,. .) n I 
2. I. If cp(t, x0) is a solution of Section I.1 (3), ne have the relationship 
and we shall consider the vector function of two variables 
I+, t) = $(cp(s, x,), t), s, t E 9. c-4 
For this we need some results about u.a.p. functions of two variables (See [2]). 
A plane set G of points (g, h) is relatively dense if there exists a number 1 :- 0 
such that every square of side I contains at least one point of G, and (g, h) is a 
translation vector belonging to E of a continuous vector function F(s, t) of the 
two variables s and t if 
F(s + g, t + h) E U(F(s, t), E), s, t E&. 
If, for every E > 0, the set, E(E, F(s, t)), of translation vectors belonging to E 
is relatively dense, then F(s, t) is a u.a.p. vector function of two variables. 
Here we assume that F(s, t) is as usual a vector in R” while the translation 
vectors are in R2. We denote by S(E(c, F)), T(E(<, F)), the sets of translation 
vectors (g, h) belonging to E parallel to the s and t axes respectively. For fixed t 
the set of translation numbers g(t) of F(s, t) as a function of s belonging to E 
will be denoted by E,7(~, F, t). Similarly for fixed s E,(E, F, s) is the set of 
translation numbers h(s) of F(s, t) as a function oft. The following theorem is 
well known. 
THEOREM B. If the sets S(B(r, F)), T(E(c, F) are relatively dense, tlzen 
F(s, t) is u.a.p. conversely. 
2.2. We need some lemmas; the proof of the first is very simple if, as we 
have supposed, +(x, t) satisfies a Lipschitz condition in x. If +(x, t) is only 
continuous, the lemma still holds, but the proof is somewhat longer owing to 
the need to establish uniformity with respect to 1. 
LEMMA 1. +(cp(s, x,,), t) is u.a.p. in s, and for every E > 0 there is au 
q ~ T(E) ‘- 0 such that 
provided that g(t) E E(y, cp(s, x,)), so that S(E(c, +(cp(s, x,), t))) is relatively 
dense. 
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Following the usage of [4] we say that the lemma asserts that the translation 
numbers of +(rp(s, x0), t) as a function of s are included in those of cp(s, x,,) 
for all small E > 0. 
Since +(x, t) satisfies a Lipschitz condition in x, there is a fixed K such that 
P(N(P(S + g> x0), t), dJ,(cp(s, X”), 9 < Kf((P(S + R, x0), cph x0)) 
< KT, s, t E k, 
provided that g(t) E E(q, cp(s, x,,)). It follows from this that +(q(s, x,), t) is 
u.a.p. in s, and the last part of the lemma follows from the fact that 
E(T, q~(s, x0)) is independent of t and is relatively dense. 
LEMMA 2. 
where {Al} is integrally dependent on {A,}. 
This follows immediately from Lemma 1 and the following theorem which 
was proved in [4]. 
THEOREM C. Suppose that x(t), x’(t) are u.a.p. vector functions with 
e.yponents {A,} {A:} respectively, and suppose that the set of translation numbers 
of x’ is included ifz the set of translation numbers of x for all small E > 0. Then 
the set {A:} is integrally dependent on the set {A,}. 
2.3. Proof of Theorem 1. Suppose that F(s, t) is defined by Section 2.1. (2), 
and is not independent of t. Since 9(x, t) is u.a.p. uniformly with respect to 
x T(E(e, F) is relatively dense and by Lemma 1 S(E(c, F) is relatively dense. 
Hence F(s, t) is u.a.p. and by Lemma 2 
F(s, t) - f f A,, exp(iQ + iA,?), 
&=I v=l 
s, t E 9, (1) 
where {A:} is integrally dependent on {/I,>. Hence 
i(t, xc,) = Jy(cp(t, x,), t) = F(t, t) 
is u.a.p., and so 4 is u.a.p. and 
(b(t, x,,) N i f A,fl,ei”J’t, t E 9. 
(2) 
(3) 
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From (I), (2) and (3) it follows that 
Hence for each fixed v there is at least one pair p and p such that 
A g == A: + A?, 
and, since by Lemma 2 {AL) is integrally dependent on {A,}, 
is also integrally dependent on {A,} for all v, which completes the proof. 
2.4. THEOREM 6. Suppose that Section 1.4 (2) holds and let 
J*(Y) 
il** == -gl Yi”‘(*)hT ) ” v = 1, 2,... (1) 
Then the set {A:) dejked by Section 1.3 (2) zs intqrally dependent on the set 
{AT*). 
By Theorem 1 the set {At} is integrally dependent on the set (A,}, where 
and the set {hi} is rationally independent of the set {AT) and therefore of the 
set {A,**}. Hence {A,*} is integrally dependent on {A,**}. 
3.1. In the case of the system Section I .l (2) in which 4(x, t) has period 
2rr, the solution cp(t, x,,) such that ~(0, x0) = x,, sets up a homeomorphism 
x’ = (p(2n, x0) for all x,, E Rz, and since cp(t + 2n, x0) = cp(t, x’) this 
determines a discrete flow. When 9(x, t) has no period in t, this method 
cannot be used, but we can work with limit sets cp(h, , x,), where 
h, E L?(cS , +) and E,? + 0 as s + co by means of the following theorem. 
THEOREM 7. Suppose that Ed > l p ) -.., E,~ -+ 0 as s - 00, and suppose 
that (hS} is a sequence such that 
hs E E(G) +(x, 9) (1) 
fiz cp(h, , x0) = Y. (2) 
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Then 
lim cp(t t 4 7 x0) = 44 Y), t E 9 (3) S- 
uniformly in t, where cp(t, y) is the solution of Section 1.1 (3) such that 
cp(O, y) = y and 
v(t, Y) - f A,(Y) eiAyt> (4) 
“=I 
A,(y) = A, . ?k exp(iAJlJ. (5) 
Let +&, t) = +(x, t + h,), x, = cp(h, , x,J, and cp,(t, x,) = cp(t + h,, ~0) 
so that cp,(t, x,) is the solution of 
such that x, = (~~(0, x,). By (1) for bounded x $3(x, t) -+ +(x, t) as s --+ 00 
uniformly in x and t, and by (2) x, - y as s + co. Hence cp,(t, x,) tends to 
cp(t, y), the solution of Section 1.1 (3) such that ~(0, y) = y, as s - CO for 
0 < t < T < co (See [.5], Theorem 7.4), and so for every E > 0, T > 0 
there exists an s,, such that 
f(cp$, x0), cps*(t, x0)) < Q% s, d > sg ) 0 < t -‘; T. 
Let 1 be an inclusion interval for 9~ and choose T > 1. Then for every t E 9Y 
there is a translation number h E E(+, q) such that 
t=hir, 0 < r = r(t) < 1 < T, 
and so, for tc92, s = 1,2 ,... 
f(cp& xs), (Ps(r, x,)) < 45 f(cp& Xd), (Ps’(T, x,,)) < 9<, 
Hence 
provided that s, s’ > s, , t E W. By the general principle of convergence it 
follows that the limit in (3) exists uniformly for t E 9, and then (5) follows 
from a well known theorem. 
3.2. Proof of Theorem 4. Suppose that cp(t, x0) is the only u.a.p. solution 
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of Section 1.1 (3) for which +(cp( s, x,,), t) is not independent of t. Then in 
Theorem 7 y = x0 for every sequence {h,J such that h, E E(c,~ , +(x, /)). 
Hence by Section 3.1 (3) for every t,, there is an s(p) such that 
cp(t 1~ hs > x0) E U(cp(t, x0), En), s ~-- s(p), t.s.9?, 
and so h, E B(c ~ , cp(t, x0)) for s ,-‘ s(p). That is to say the translation numbers 
of cp(t, x0) are included in those of + for all small t >a 0. It follows from 
Theorem C that the set {/I,} is integrally dependent on the set {A,*) and the 
rest follows from Theorem I. 
3.3. By Theorem 3 of [4] it follows from the fact that the sets {A,} {/I,*} are 
integrally that the sets of translation numbers of cp and + are equivalent in 
the sense defined there, but here we are only concerned with translation 
numbers as a means of dealing with exponents. 
4.1. The remaining results all depend on the following theorem which 
is an obvious modification of well known results for u.a.p. functions (See [3] 
Theorems D and F). 
THEOREM D. Suppose that Section 1.3 (1) and Section 1.4 (2) hold. Then 
there is a vector function with values in Rn 
such that b?’ + A, as k ---, 03, J(k) = max j(v), v :7- I, 2 ,..., N(k), and 
lim ak(-r,, 7i , 
k--cc T2 ,...) TJ(k)) = @(To ) 7, ) T2 (... ), 
Tj E 2, j := 1) 2 )...( (2) 
cp(t, x0) = qt, t,...), tE.OA, (3) 
where the limit in (2) is uniform with respect to 7j, j = 1, 2,... . 
It is sometimes convenient to write ‘c = (or , 72 ,...), T(t) = (t, t,...) for the 
vectors in the r space, excluding 7” , that is the space determined by the 
additional base. It is evident that a)(~” , 7r , r2 ,...) is u.a.p. in each 7J . 
4.2. We need the following theorem which has some intrinsic interest. 
THEOREM 8. For each fixed vector T the vector function (dejGzed in the 
notation of Section 4.1 (1) and Section 4. I (2) and Section 2.4 (1)). 
@(t, T) - zl A, exp (i g Y).)X~~~) . exp(iAt*t), tcL%? (1) 
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is u.a.p. and for every E > 0 there is an 71 > 0 and an integer Q = Q(e) such 
that Qh E E(E, cP(t, T), provided that h E E(T, +). Further the set of translation 
numbers of +(x, t) is included in the set of translation numbers of @(t, T) for all 
small E > 0. 
We need the following theorems which were proved in [4]. 
THEOREM E. Suppose that x(t), x’(t) are u.a.p. vector functions with 
exponents {A,}, {A:} respectively, and suppose that the set {Ai) is rationally 
dependent on the set {A,,}. Then for every E’ > 0 there is an E > 0 and an integer 
Q(E’) such that Qh E E(E) , x’), provided that h E E(E, x). 
THEOREM F. Suppose that the hypotheses of Theorem E hold, and further 
that the set {A:} is integrally dependent on the set {A,}. Then the set of translation 
numbers of x’ is included the set of translation numbers of x for all small E > 0. 
4.3. Proof of Theorem 8. By Theorem D @(t, T) is u.a.p. and satisfies 
Section 4.1 (2). The next part follows from the definition of A$* and 
Theorem E. The last part follows from Theorem 1 and Theorem F. 
4.4. THEOREM 9. Suppose that c1 > e2 > a.*, Ed ---f 0 as s-k a3. Then for 
every fixed vector 7(l) there exist a sequence h, , s = I, 2,... such that 
h, E E(G) 4~) and 
lim cp(h, , x0) = @(O, 0) = x(l), 
S- (1) 
and 
cp(t, x(1’) = qt, 7(t) + T(l)), tE9, (2) 
where cp(t, x(l)) is the soZution of Section 1.1 (3) such that ~(0, x(l)) = x(l). 
For the proof of this result we need a further well known property of 
@'(To ,Tl, 72 ,... ) which was stated as Theorem G in [j’]. We restate it here in 
the notation appropriate to a base consisting of the base of + and the 
additional base, and at the same time make some other convenient modifica- 
tions, and correct certain misprints. First we write 
$I(*) = py)(*)/qp)(*), r:“) = pj”)/qj”), 
where pj”‘(*), qj”‘(*), p:“), qi”’ are integers such that pr’(*) and qj”‘(*), ply), 
and qi”’ are prime to one another, and denote by q:(k), q,(k) the least common 
multiples of qj”‘(*), v = 1, 2 ,..., N(K) and qj”), Y = 1, 2 ,..., N(K) respectively. 
THEOREM G. Given any k and set of real values T?‘, c$‘,..., 7::) , and 
any 6 > 0 there exists an h = h(6, k) such that 
/ h ( < 6 (mod 2rqj*(k)/&), j = 1, 2 ,..., J*(k). (3) 
jOj/5/1-12 
178 CARTWRIGHT 
where J*(k) = max J*(V), v = 1, 2 ,..., N(k), and 
/ h - T-Y) / < S (mod 2~rqJk)/X,), ; = 1, 2 ,..., J(k). (4) 
Further for every 17 > 0 the vector functions of Theorem D satisfy 
provided that k > k,,(v), 6 < S,(q k). 
We have in fact for j = 1,2,..., J*(k) taken 7j = 0 and renumbered the 
remaining values. There is no difference in substance between Theorem G 
here and Theorem G of [3] which was based on the result for a single function 
in [2]. 
4.5. Proof of Theorem 9. It is easy to see that Section 4.4 (3) and (4) 
ensure that for every 7 > 0, h E E(T, *(t, @)), provided that k > k,(q), 
S < S,(r), k). By Theorem 8 for every E > 0 h E E(E, +), provided that 
ii E &I, *(t, I for 77 < Q(E). Hence given any sequence pi > Ed > *.., ) 
es + 0 as s --) cc for each Ed we can choose qs < Q(EJ, k, > ko(vs), 
6, c &,(Q , k). Then h, = 4% , 4) is such that h, E E(E$ , +) and Section 4.4 
(2) follows from Theorems 7 and D with cp(t, x(l)) and @(t, T(t) + r(l)) in 
place of cp(t, x0) and @(t, t ,... ). 
4.6. We need one more result before we can establish the existence of the 
flow in Theorem 3. 
THEOREM 10. Suppose that for fixed t, , t, E 59 
x(l) = qo, T(Q) = qo, T(Q). 
Then either t, = t, , or J(V) = 1, v = 1, 2,... and t, - t, = 0 (mod 27rQ/A,) 
for some positive integer Q and @(O, T(t)) has period 27rQ/h, . 
By Theorem 9 
and this implies that 
cp(t, x(l)) - ,r, A,(x’l’) einvt, 
AJx’l’) = A, 
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Similarly cp(t, x(l)) = @(t, 7(t) + I), and so 
A,(x”‘) = A, - exp (i ‘f rjY)h$,). 
j=l 
Comparing (1) and (2) and remembering that A, f 0, we have 
(2) 
Hence 
J(v) 
zl rt)hj(tl - tz) = 0 (mod 2~). (3) 
By the definition of the standard additional base in Section 1.4, for v = vJ 
the left hand side of (3) is h,(t, - ta), and so tl - t, = 0 (mod 277/h,), 
J = 1, 2,... . Since the hj are rationally independent this is impossible unless 
J(V) < 1 for all Y, and if J = 1 
r$i,(t, - tz) = O(mod 2~r), v = 1, 2,... . 
Using the notation of Section 4.4 this will be satisfied for v =: 1,2,..., N(k) 
if, and only if, t, - t, = 0 mod(2npl(k)/hl) for all k. Hence 
Q = max ~d4, k = 1, 2,... 
is finite, and in this case it is easy to see that @(O, T(t)) has period 2nQ/Xr . 
4.7. Proof of Theorem 3. Suppose that for any t, E a’, 
x(l) = qo, T(q), 
and let 
X(4 .y = qo, T(t) + +l>), tEB, t1 E9. 
Then x(t, x(l)) defines a continuous a.p. flow. For it is continuous in t and 
x(r) by Theorem D, and by Theorem 10 for each t E W it defines a homeomor- 
phism on the set 
s = (O(0, z(t)); t E 9}. 
Further x(t, x) obviously satisfies axioms (i) and (iii) for continuous flows, and 
XV> X(6 x9) = XV, @(O, 7(t) + W)) 
= qo, $t’) + $4 + +I)) 
= qo, Q’ + t) + +I>> 
= x(t’ + t, x(l)), 
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so that (ii) holds. x(t, x(l)) is obviously a.p. and so by- Theorem 1 of [3] it can 
be extended to the minimal set M which is the closure of S, and by Theorem 9 
M is included in the set of limit points ~(h,~ , x0) where Jr.5 E k’(cs +). The 
exponents of x are fl, - /l,** =m zf$i rj”)h? which arc expressed rationallv 
in terms of the standard additional base. Further by Theorem 7 if 
m = x(l) E M, then cp(t, m) is a u.a.p. solution of Section 1.1 (3). 
4.8. Proof of Theorem 2. Applying Theorem 2 of [3] to the flow (M, x) 
defined in the proof of Theorem 3 we have Theorem 2. 
4.9. If (AT*} defined in Section 2.4 (1) . is not integrally dependent on 
{At}, then the translation numbers of @(t, T) for fixed T are not included in the 
translation numbers of +(x, t) for all small c > 0. For if they were Theorem C 
would give a contradiction. It follows that there will be other limit points of 
the set cp(h, , x,,), h,s E E(c~, +), s = 1, 2 ,... in addition to the set M. 
Theorem 8 seems to suggest that the part of the limit set for which 
71 = 72 = ..* = T., = 0 might be an isochronous set and therefore zero 
dimensional, under a suitably defined discrete flow, but so far I have been 
unable to define a flow having the whole set of limit points for which 
T1 z T2 zzz ... Z 7r = 0 as minimal set. 
5. I. Proof of Theorem 5. Let (M, x) be a continuous a.p. flow with base 
{Aj},j = 1, 2,... . In the definition of Q in Section 4.1 (2) we have the Q, of [3] 
Section 3.1 (4) and we can write 
and 
X’j’(Tj , x0) = qo, 0 I..., Tj ) 0, 0 ,..., 0) 
= W(Tj), j- I,2 ,..., J, . 5-j E 9 (1) 
Let iVIj be the closure of the set defined by (1); then the method of Section 4.7 
can be applied to x(j) with W)(sj) in place of @(O, 7(t)) and so (Mj , x(j)) 
is a continuous a.p. flow with a base hj consisting of a single term. It is 
therefore one-dimensional. 
If J = n - 1, then the base of x is an integral base and @(O, 0 ,..., 7i , 0 ,..., 0) 
is periodic which gives the required result. 
5.2. The continuous a.p. flow (M, x) determines a compactification 
(H, x) where His a solenoidal topological group. There is a very considerable 
literature dealing with compactifications ([I] (I) and (II); [7]), solenoidal 
groups ([I] (II); [6]; [7] pp. 39, 40; [-I; [IS]) and decomposition problems 
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([I] (II); [8], p. 171; [9], pp. 384, 385). Further references will be found in the 
works cited. It seems probable that Theorem 5 is in substance well known, 
as the solendoidal group in this case in finite dimensional and separable, 
which is not the case in general (See [I] (II)). 
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