We use the variance minimization method to determine accurate wave functions for first-row homonuclear diatomic molecules. The form of the wave function is a product of a sum of determinants and a generalized Jastrow factor. One of the important features of the calculation is that we are including low-lying determinants corresponding to single and double excitations from the Hartree-Fock configuration within the space of orbitals whose atomic principal quantum numbers do not exceed those occurring in the Hartree-Fock configuration. The idea is that near-degeneracy correlation is most effectively described by a linear combination of low-lying determinants whereas dynamic correlation is well described by the generalized Jastrow factor. All the parameters occurring in both the determinantal and the Jastrow parts of the wave function are optimized. The optimized wave functions recover 79%-94% of the correlation energy in variational Monte Carlo and 93%-99% of the correlation energy in diffusion Monte Carlo.
I. INTRODUCTION
One advantage of the quantum Monte Carlo ͑QMC͒ method versus conventional quantum chemistry methods, e.g., configuration interaction ͑CI͒, is the freedom in the choice of the functional form of the wave function. It is possible to construct a compact and accurate wave function if its functional form incorporates the analytical features of the true wave function. CI, for example, uses an expansion in determinants of single-particle orbitals that is slowly convergent because it cannot reproduce the cusps in the wave function at the electron-electron coalescences. 1 On the other hand, if the functional form is sufficiently flexible to have the correct analytic structure at the electron-nucleus, electronelectron and possibly higher body coalescence points, then, a relatively compact wave function with 50-100 free parameters can be found that yields energies comparable to a CI wave function with millions of determinants.
In QMC methods, the interelectron cusp is built into the wave function by multiplying one or a sum of determinants corresponding to the Hartree-Fock ͑HF͒ configuration or a small set of multiconfiguration self-consistent-field ͑MCSCF͒ configurations with a Jastrow factor. The Jastrow factor is a function of the interelectron distances so that it directly correlates electrons with one another. Despite the freedom available in the construction of the Jastrow factor, a very simple form has been used in most cases. A generalized Jastrow factor that also includes electron-electron-nucleus correlation terms has been successfully applied to atomic systems 2, 3 and is here modified to treat multicenter systems. The other component of the wave function is the determinantal part. Although a single determinant wave function has often been employed, it is well known that the nondynamic part of the electronic correlation, originating from the neardegeneracy of the molecular orbitals, can be efficiently described by the use of a linear combination of determinants. In the present work, this idea is pursued in the construction of the trial wave functions for molecules and leads to accurate results when combined with a generalized Jastrow factor for the description of the so called dynamic component of the electronic correlation.
Since the statistical error, the computational time and the difficulty in obtaining good trial wave functions increase with atomic number, some of the more interesting QMC calculations of finite and extended systems have been valenceonly ͑pseudopotential͒ calculations. 4 However, there is some evidence that the errors introduced in QMC by using pseudopotentials calculated within the local density approximation 5 or HF 6 are not negligible. Hence, in this paper we will restrict ourselves to calculations performed without the pseudopotential approximation. Some accurate all-electron QMC calculations of fairly light molecules are available in the literature ͑two recent reviews are Refs. 7 and 8͒ but the only attempt to systematically study the performance of QMC methods for first row molecules 9 does not provide encouraging results. The authors used a simple form of the Jastrow factor and a single determinant wave function and they recover a progressively smaller fraction of the correlation energy for molecules of increasing size, N 2 being the largest molecule studied. Their variational correlation energy for the homonuclear diatomic molecules ranges between 14% and 40% and the magnitude of the Green's function Monte Carlo ͑GFMC͒ errors is so large ͑5%-14%͒ that it is difficult to judge the significance of the results. Other authors performed calculations on first row molecules [10] [11] [12] [13] [14] but not in a systematic way so that little insight is gained on the overall success and limitations of QMC methods. Here, we present both single configuration and multiconfiguration calculations of first-row homonuclear diatomic molecules from Li 2 to F 2 for which we obtained results superior to previous QMC calculations for molecules. However, we still did not achieve chemical accuracy ͑1 kcal/molϭ0.0016 Hartree/molecule͒. Since our wave functions are the result of a nonlinear optimization of the variance of the local energy on a relatively small set of configurations, better results may quite possibly be found by further optimizing the parameters in our wave functions. Nevertheless, our results provide a benchmark to which future molecular QMC calculations can be compared. In Sec. II, the functional form of the trial wave function is described. In Sec. III, we briefly present the variance optimization method used to determine the parameters that enter in the molecular wave functions, the variational Monte Carlo ͑VMC͒ and the diffusion Monte Carlo ͑DMC͒ methods. In Sec. IV, we report the ground state energies we obtained for the first row diatomic molecules with our trial wave functions in VMC and DMC and compare them with the results of other authors. We also present the values obtained in VMC for the root mean square fluctuation of the local energy and the autocorrelation time of the local energy. In Appendix A, we briefly discuss the source of spin contamination in our wave functions and three more general forms of the wave function than the one used in the rest of the paper. In Appendix B, we list the parameters that enter in the most accurate wave function for each molecule.
II. FUNCTIONAL FORM OF THE WAVE FUNCTION
The most commonly used wave function in QMC is a sum of determinants of single-particle orbitals multiplied by a simple Jastrow factor:
͑1͒
D n ↑ and D n ↓ are the Slater determinants of single particle orbitals for the up and down electrons, respectively. The orbitals are a linear combination of Slater basis functions multiplied by spherical harmonics centered on the atoms:
where r i is the position of electron i and r i␣ is its position with respect to the nucleus ␣. The sum over ␣ denotes a sum over the nuclei and the sum over k is over the basis functions centered on the nuclei. N k ␣ is the normalization of the radial part of the basis function and is equal to
As opposed to a Gaussian basis set, a Slater basis is suitable to describe the electron-nucleus cusp. The determinants are expressed in terms of symmetry orbitals and are constructed to have the space and spin symmetry of the ground state. For a homonuclear diatomic molecule, we want the wave function to be an eigenstate of the component of the total angular momentum along the axis of the molecule, L z , and of the spin operators S 2 and S z where S is the total spin operator. In most earlier work, a single determinant wave function was used with the orbitals frozen to be the HF orbitals. We believe that in order to obtain wave functions that have a good variational energy and a small root mean square fluctuation of the local energy, it is important to relax the HF orbitals when the determinantal part is multiplied by a Jastrow factor: the optimal determinant when no Jastrow is present is not the optimal determinant in the presence of the Jastrow. Therefore, we optimize the exponents ͕ k ␣ ͖ of the basis functions, the coefficients ͕c k ␣ ͖ of the expansion of the orbitals in the Slater basis and the coefficients multiplying the determinants ͕d i ͖. Algebraic relations exist among the coefficients ͕c k ␣ ͖ because the orbitals belong to the irreducible representations of the point group of the molecule. Symmetry requirements on the determinants yield constraints also among the coefficients ͕d i ͖. As a consequence, there is a considerable reduction in the number of free parameters. A simple, commonly used Jastrow factor is
͑3͒
where the product is over all pairs of electrons. Imposing the electron-electron cusp condition ͑‫ץ‬J/‫ץ‬r i j ϭJ/2 for unlike spin and J/4 for like spin electrons when r i j ϭ0͒ fixes the value of b to 1/2 for antiparallel spin electrons and 1/4 for parallel spin electrons. Therefore, if we want to satisfy the electron-electron cusp conditions both for antiparallel and parallel spin electrons, we are forced to use a different Jastrow factor for like and unlike spin electrons. However, the use of a nonsymmetrical Jastrow factor yields a wave function that is not an eigenstate of S 2 although the determinantal part is constructed to be an eigenstate of both S 2 and S z . To the best of our knowledge, this has never been mentioned in the literature. Therefore, we have the choice of having a wave function that is not an eigenstate of S 2 or violating the cusp conditions for parallel spin electrons by correlating them with the same Jastrow factor as the antiparallel ones. ͑It is preferable to sacrifice the parallel spin electron cusp condition than the antiparallel one since it is unlikely for two parallel spin electrons to be close.͒ Here, in common with most earlier work, we choose to satisfy the cusp conditions by using a nonsymmetrical Jastrow factor, with the understanding that we are breaking the spin symmetry and that our wave functions will be contaminated by other spin components. This choice is motivated by the fact that the nonsymmetrical Jastrow yields wave functions that have about 15% smaller fluctuation of the local energy. Moreover, spin contamination does not affect the energy obtained in fixed-node DMC. The Jastrow factor does not alter the spatial symmetry, determined by the determinantal part, because it depends on the interelectron coordinates and is therefore completely symmetric under spatial rotations and reflections. In Appendix A, we discuss the source of spin contamination and related issues in some more detail.
The generalized Jastrow factor J(r i ,r j ,r i j ) we use is a modification of the form introduced by Umrigar et al. 2 which yields good wave functions for atoms by explicitly introducing electron-electron-nucleus correlation. This form is a generalization of the Boys and Handy 15 form. Subsequently, other authors, 10, 16 using arguments based on backflow wave functions, arrived at a similar functional form but they include only a subset of the possible terms. Our generalized Jastrow factor is written as a product of terms of increasing body-order correlation. Thus, we consider up to three-body correlation by including terms to describe the electronnucleus correlation, A ␣i , the electron-electron correlation, B i j , and the electron-electron-nucleus correlation, C ␣i j :
͑4͒
The electron-nucleus A term could be omitted from the Jastrow factor provided that a sufficiently large single particle basis is used in constructing the determinantal part. We omit three electron correlations since, due to the exclusion principle, it is unlikely for more than two electrons to be close because at least two of them must have the same spin. Therefore, we think we have included the most significant contributions to the electronic correlation. The importance of three electron and higher order terms is discussed in Ref. 17 . In order to ensure that the Jastrow factor is well behaved at large interparticle distances, we express the generalized Jastrow factor in terms of scaled coordinates:
These scaled variables approach the value 1/ as the unscaled ones go to infinity. It is not necessary to introduce scaled distances if the Jastrow factor is a ratio of two polynomials of the same degree in the interparticle coordinates. However, also in this case, the use of scaled variables would result in a faster convergence in the polynomial order and a more controlled behavior in the limit of large interparticle distances. The three terms in the generalized Jastrow factor as functions of U, SϭR i␣ ϩR j␣ and TϭR i␣ ϪR j␣ are
ϩFЈ͕͑ f ͖,U,S,T͒.
͑8͒
P and PЈ are polynomials in U, S, and T. We discuss later how we choose the degree of the two polynomials. F and FЈ contain nonanalytic terms in U, S, and T:
where R is the hyperradius, Rϭ(R i␣ 2 ϩR j␣ 2 ) 1/2 . F contains the terms ( f 2 , f 4 -f 9 ) and FЈ the terms ( f 1 , f 3 , f 10 -f 15 ). F appears in the numerator of the ratio because it contains second order terms whose coefficients are related to those in the polynomials P and PЈ through the cusp conditions. All the terms in F and FЈ are nonanalytic in the interparticle coordinates. They are motivated by the Fock expansion for the helium atom and are introduced to cure the discontinuity that occurs in the local energy when the two electrons collapse onto the nucleus. 18 In the above expression, we present the sum of F and FЈ instead of the separate contributions so that the order of the first three terms and the remaining twelve terms reflects the order in which they appear in the Fock expansion. The ground state wave function of helium cannot be expanded in a power series of the interparticle coordinates 19, 20 but there exists an expansion in powers of the hyperradius and its logarithm called the Fock expansion: One problem with the inclusion in a trial wave function of the lowest terms of the Fock expansion, is that the expansion does not satisfy the cusp conditions when truncated at any finite order. However, an exponential form of the Fock expansion does have the correct cusps at any order. 18 If we indicate by ⌽ k, p the term in the exponent of the exponentiated expansion, ⌽ 1,0 yields a wave function that satisfies the cusp conditions given that all the other terms are cuspless, so it cures the divergence of the local energy at the electronnucleus and electron-electron coalescence points. Note that ⌽ 1,0 does not appear in Eq. ͑9͒ because it is analytic in the interparticle coordinates and is included in the A and B terms ͓Eq. ͑8͔͒. Introducing ⌽ 2,1 and ⌽ 2,0 eliminates the disconti-nuity of the local energy at the three body coalescence and the addition of ⌽ 3,1 results in a finite rather than infinite slope in the local energy at that point as discussed in Ref. 18 . Since we know the lowest order terms of the Fock expansion, we can simply include them in the wave function by setting the coefficients f 1 -f 3 to one in Eq. ͑9͒. In this case one should note that the use of scaled variables ͓Eq. ͑5͔͒ in the expression of ⌽ 2,1 and the expansion of the denominator in Eq. ͑8͒ generate terms in the unscaled variables that contribute to ⌽ 3,1 and have to be canceled by properly defining the coefficients f 10 -f 15 . Similarly, the scaled variables in ⌽ 1,0 and the denominator in Eq. ͑8͒ generate second order terms that contribute to ⌽ 2,0 and are canceled by properly fixing the coefficients of U 2 , US, S 2 , and T 2 in the polynomial P ͓Eq. ͑8͔͒. An alternative approach to the use of the exact ⌽ 2,0 and ⌽ 3,1 , is to implement the two sets of terms f 4 -f 9 and f 10 -f 15 that are, respectively, ⌽ 2,0 -like and ⌽ 3,1 -like terms. The f 4 -f 9 terms are the first few terms in an infinite series expansion of ⌽ 2,0 in U/R and S/R and the f 10 -f 15 terms are the six terms that make up ⌽ 3,1 . These terms enter in the expression of ⌽ 2,0 and ⌽ 3,1 with coefficients determined by the Fock expansion but can instead be treated as variationally independent in order to provide additional freedom. In particular, ⌽ 3,1 is a higher order term so that we expect that, in a variational calculation, the coefficients of its constituents become quite different from the ideal value. Another motivation in the use of the ⌽ 2,0 -like terms is that the computation of ⌽ 2,0 is fairly expensive. Here, we fix the coefficient f 1 of the lower order term ⌽ 2,1 to one and we use the ⌽ 2,0 -like and ⌽ 3,1 -like terms. In our Fock motivated terms as well as in ⌽ 2,1 and ⌽ 3,1 , we use ln"R/ ͑1ϩR)… instead of the ln R in the exponentiated Fock expansion in Ref. 18 , to enforce that the logarithm does not change sign. The inclusion of the Fock terms results in a small but significant reduction in the fluctuations of the local energy which is not attainable by simply adding more analytic terms in the Jastrow part.
Imposing the electron-electron and electron-nucleus cusp conditions yields algebraic relations among the variational parameters of the trial wave function. For simplicity, we constrain the coefficients in C to not contribute to the cusp conditions ͑‫ץ‬C/‫ץ‬r i j ϭ0 at r i j ϭ0 and ‫ץ‬C/‫ץ‬r i␣ ϭ0 at r i␣ ϭ0͒ so that the electron-electron cusp condition is satisfied as in the simple wave function by setting b to 1/2 for antiparallel spin electrons and to 1/4 for parallel spin electrons.
The electron-nucleus cusp condition ͑‫ץ‬⌿ /‫ץ‬r i␣ ϭϪZ⌿ at r i␣ ϭ0, where the hat denotes a spherical average͒ relates the coefficient a of the Jastrow factor to the parameters of the determinantal part through the equations
͑11͒
that are satisfied if the single-particle orbitals 's obey the similar equations ‫ץ‬ /‫ץ‬r i␣ ϭϪ(Zϩa) at r i␣ ϭ0.
The electron-electron-nucleus term in the wave function ͓Eq. ͑8͔͒ is written as a ratio of two complete polynomials P and PЈ in the interparticle coordinates. This form was successfully applied to atomic wave functions 2,3 and now we investigate it within molecular systems. For all the first row homonuclear molecules, we generated a set of wave functions by using a ratio of two fourth order polynomials and another set with a simple fifth order polynomial ͑PЈϭ0͒. The two Jastrow factors have approximatively the same number of terms once all the dependencies among the parameters have been taken in consideration. For all the molecules, we obtain roughly equally good variational energies with the two Jastrow factors. For the molecule we studied most carefully, Li 2 , the variance of the local energy is slightly smaller for the rational polynomial than the single polynomial. For the heaviest molecules, the situation is reversed, but we believe this is due to our failure to find the global minimum. Our empirical finding is that the optimization process requires fewer steps for the polynomial than for the rational polynomial. Another advantage of using a single polynomial is that it is simpler to impose the cusp conditions. Consequently, we adopt the wave function in ͓Eq. ͑8͔͒ with P being a fifth order polynomial and PЈϭ0.
In the most general case, the terms A ␣i , B i j , and C ␣i j depend on the spins of electrons i and j. Their functional form is obviously independent of the spin values but different sets of coefficients could be involved depending on the spins of the electrons. However, as already mentioned, the Jastrow part should be symmetric in the interelectron coordinates to yield a wave function with a definite spin while imposing the electron-electron cusp conditions results in a different b coefficient for like and unlike spin electrons. We choose to satisfy both interelectron cusp conditions but we limit the asymmetry of the Jastrow factor to the b term with the hope that, the less asymmetric the Jastrow factor is, the less the admixture of other spin components. Consequently, we choose the C term to have the same set of coefficients for any pair of electrons. In Appendix A 2, we discuss an even better choice for the coefficients bЈ ͓Eq. ͑8͔͒ for antiparallel and parallel spin electrons in order to further reduce spin contamination. We summarize the constraints in our wave function:
Observe that we introduce the nonanalytic terms, ͕ f ͖, not only for antiparallel but also for parallel spin electrons. These terms are motivated by the Fock expansion for two electrons in a 1 S state so that they are physically motivated only for antiparallel spin electrons. However, we include them also for like spin electrons in an attempt to reduce the degree of asymmetry in the Jastrow factor. Moreover, omitting the nonanalytic terms for parallel spin electrons could result in the ͕c͖ coefficients being unequal for like and unlike spin electrons since imposing the cusp conditions in the absence of the ⌽ 2,0 -like terms for the parallel spin electrons yields relations among the coefficients different from the an-tiparallel spin case. Note, that the a coefficient has always to be equal for up and down spin electrons because it enters in equations ͓Eq. ͑11͔͒ and is therefore related to the parameters of the determinantal part that are spin independent. In Appendix A 3, we discuss the form of two spin unrestricted wave functions that can be obtained when some of the above constraints in the Jastrow and in the determinantal part are relaxed.
A fifth order polynomial in U, S, and T has 55 coefficients but, if we impose symmetry with respect to the interchange of electronic coordinates, no odd powers of T are allowed and the number of coefficients is 33. If the five electron-electron and five electron-nucleus cusp conditions are imposed, the number of free parameters reduces to 23. There are in addition six ⌽ 2,0 -like and six ⌽ 3,1 -like terms. Imposing the cusp conditions on the latter reduces the number of coefficients multiplying the ⌽ 2,0 -like and ⌽ 3,1 -like terms to ten. The wave functions presented in this paper include only three of these ten parameters because the inclusion of the additional terms was found to result in only a tiny improvement. The two b coefficients are fixed by the electron-electron cusp conditions. Including the coefficients a, aЈ, bЈ, and , we have a total of 30 free parameters in the Jastrow part of the wave function.
In order to obtain the starting parameters in the optimization of the determinantal part, we perform a restricted HF calculation with the quantum chemistry package GAMESS and we fit the resulting HF orbitals to a Slater basis set. Next, all the parameters in the determinantal and in the Jastrow part are optimized. The resulting wave function is then used as a starting point to add additional configuration state functions corresponding to single and double excitations from the HF configuration. The active space is the space of the orbitals whose atomic principle quantum number does not exceed those occurring in the HF configuration. To select these additional configurations, we obtain a MCSCF wave function using GAMESS and we add the configurations with a large weight in the GAMESS output to our best single configuration wave function. The optimal parameters in the new determinantal and Jastrow part are found by further optimizations of all the parameters.
III. METHOD A. Variance minimization method
The wave function presented in the previous section has a large number of parameters, of the order of 60. To optimize such a complicated wave function, the variance minimization method has been shown to be a stable method 2, 24 as opposed to total energy minimization which is feasible only for wave functions with very few parameters. The method consists of the minimization of the variance of the local energy over a set of N c configurations ͕R i ͖ sampled from the square of the best wave function available before we start the optimization, ⌿ 0 :
E guess is a guess for the energy of the state we are interested in or, alternatively, the average energy over the sample of configurations. The weights w(R i )ϭ͉⌿(R i )/⌿ 0 (R i )͉ 2 are introduced to allow the nodes of the wave function to freely move during the optimization and to provide the correct weighting. We do not allow the ratio of the weights to the average weight to exceed a maximum value; otherwise, it is possible for the optimizer to achieve a small value of opt by having a few configurations gain a very large weight and a local energy that is very close to E guess . 3000 configurations are usually sufficient even for a 54 dimensional space and a total of about 60 parameters as for F 2 .
We choose to minimize the variance instead of the energy because the former is more stable. The minimum of the variance is known and equal to zero while, if the energy is minimized over a finite and necessarily small set of configurations, it is possible to obtain an average energy over the configurations that is arbitrarily lower than the true value. Moreover, if the exact wave function could be written as a function of n parameters, the minimization of the variance over a set of n configurations would be equivalent to a fit and would give the exact answer while energy minimization would encounter the above problems. However, there is a drawback to minimizing the variance: the set of parameters that minimizes the variance does not precisely correspond to the parameters for the minimum energy except in the ideal case of the trial wave function being the true wave function. However, setting the guessed energy lower than the variational energy in the above scheme is approximately equivalent to a simultaneous minimization of the variance and of the energy.
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B. Variational/Metropolis Monte Carlo
Monte Carlo configurations are sampled from ⌿ 2 and the expectation value of the energy is obtained from
We use a very efficient accelerated Metropolis method 26 that allows us to simultaneously make large Monte Carlo moves and have a high acceptance. Consequently, the autocorrelation time for the expectation values calculated is small as shown in the next section.
C. Diffusion Monte Carlo
The imaginary-time evolution operator exp͑ϪH͒ is used to project out the ground state from the trial wave function within the fixed-node and the short-time approximations. 27 Since we use an efficient algorithm with a very small time-step error, 3 the time-step error coming from the short-time approximation is negligible but the fixed-node error limits the accuracy of the results we obtain.
IV. RESULTS AND CONCLUSIONS
We have calculated both single and multiconfiguration wave functions for the first-row homonuclear diatomic molecules, Li 2 , Be 2 , B 2 , C 2 , N 2 , O 2 , and F 2 . The configurations and parameters of the multiconfiguration wave functions are listed in Appendix B. All trial wave functions are optimized at the experimental bond length. The experimental bond lengths are those quoted in Ref. 28 with the exception that the bond length of Be 2 is taken from Ref. 29 . In order to calculate the correlation energy recovered by our wave functions in VMC and DMC, we need the HF energies and the exact nonrelativistic, infinite nuclear mass energies. We used the HF energies calculated by Cade and Wahl at the experimental bond length. 28 For Be 2 , we were not able to find a HF calculation at the experimental bond length, so we give the result of a linear interpolation between the HF energy at 4.75 a 0 30 and at 4.00 a 0 . 28 We estimated the exact energies as the sum of the accurate nonrelativistic, infinite nuclear mass atomic energies by Davidson et al. 31 and the experimental dissociation energies corrected for the zero point motion as given in Ref. 32 We use three measures of goodness to judge the quality of a wave function: the standard deviation of the local energy in VMC, VMC , the VMC energy, E VMC , and the DMC energy, E DMC . In general, we find a strong, but not perfect, correlation between these three measures. For atomic systems with a strong multiconfigurational nature, it is known that the inclusion of configuration state functions beyond the one corresponding to the HF configuration yields a significant improvement in all three quantities. In the case of a Be atom, there is a single additional configuration beyond the HF configuration which makes a large contribution, resulting in a reduction in VMC by more than a factor of 2. Consequently, the single configuration wave function gives mediocre energies, 76% and 90% of the correlation energy in VMC and DMC, respectively, but the two-configuration wave function recovers 99.2% and 99.9% of the correlation energy in VMC and DMC, 3 respectively. In Table I , we show the effect of including configuration state functions beyond the HF configuration for Li 2 . Here, there is not a single important additional configuration but several configurations make smaller but significant contributions. Hence, the percentage of correlation energy gained using a single configuration is higher than in the case of Be. As more configurations are added, there is an improvement in all three quantities of interest, VMC , E VMC , and E DMC ͑ex-cept that the one-and two-configuration E DMC and the threeand four-configuration VMC are the same within the statistical error͒ but the best result achieved for Li 2 is not as good as for the two-configuration Be wave function.
In Table II , we list the total energies obtained in VMC and DMC and VMC obtained with our best singledeterminant and multideterminant wave functions. In Fig. 1 , we plot the percentage of correlation energy recovered. The use of an efficient accelerated Metropolis algorithm 26 and a small time step error DMC algorithm 3 allowed us to obtain small statistical errors within acceptable computer time. The percentage of correlation energy recovered is 67.8%-82.3% for single-configuration and 79.1%-94.4% for multiconfiguration wave functions in VMC. The corresponding numbers are 88.1%-96.5% and 92.5%-98.7% in DMC. For the single-configuration wave functions, the smallest percentage of correlation energy recovered is not for the heaviest molecules but rather for the molecules in the middle of the row due to the strong multiconfigurational nature of their true ground state. For the multiconfiguration wave functions, the smallest percentage moves more to the right of the row where, possibly, excitations to the next shell become important. Since the wave functions are obtained by nonlinear optimization, it is possible to get stuck in a local minimum. From the shape of the curves it seems likely that we have failed to find the optimal wave function parameters for O 2 . There is considerable resemblance in the shapes of the VMC and DMC curves and the multiconfiguration energies are consistently better than their single-configuration counterparts. Therefore, it is clear that when more configurations are added to the HF one, not only do VMC and E VMC improve but also the shape of the nodal surface, which limits the accuracy of the fixed-node DMC energies, improves.
In going from Li 2 to F 2 , the root mean square fluctuation of the local energy, VMC , increases by more than a factor of 10 for both the single and the multiconfiguration wave functions. The dependence of VMC on Z appears to be considerably faster than linear for small Z but slower than linear for large Z. This factor should be taken into account in figuring the scaling of the computational cost of QMC methods with atomic number. In order to estimate this scaling, it is necessary to have a systematic study of several molecules, such as in this paper. For this purpose, it would in fact be useful to also have results on some second-row homonuclear diatomic molecules.
In Fig. 2 , we show the autocorrelation time of the local energy in VMC, T corr , calculated as explained in Ref. 26 . The quantities shown in Fig. 1 depend on the wave function alone whereas T corr has also a strong dependence on the particular form of Metropolis algorithm used. We used the single-electron accelerated Metropolis algorithm described in Ref. 26 with ⌬ r ϭ5 and ⌬ ϭ/2. The plot shows the number of Monte Carlo moves of each electron required to decorrelate the local energy. The most important point to be noticed is that T corr is nearly independent of atomic number and that its value is remarkably small confirming the efficiency of the algorithm used. On the other hand, if a simple Metropolis algorithm is used, T corr increases rapidly with atomic number since, in this case, the typical size of a Monte Carlo move scales as 1/Z where Z is the atomic number. Since atomic sizes are roughly independent of Z, the number of Monte Carlo moves required to move a distance of the size of an atom is proportional to Z 2 . Therefore, for the simple algorithm, an extra factor, possibly as large as Z 2 , should be included in estimating the scaling of the computational cost with atomic number.
For all the molecules, the value of T corr is smaller for the multiconfiguration wave functions than the singleconfiguration ones. A likely reason for this is that adding more configurations not only reduces the magnitude of the fluctuations of the local energy, VMC , but increases also the frequency of the oscillations. Since the electrons have to travel a shorter distance to go from a given region to a region where the error of the local energy has the opposite sign, the value of T corr is reduced. It is somewhat larger in the middle of the row than at the ends indicating that the regions in configuration space that have a given sign of the error of local energy are larger there. Occasionally, we have found exceptions to the decrease of T corr as more configuration state functions are added to the HF one. For Be 2 , we tested one, two, three, four, and five configuration wave functions and found that the smallest T corr occurred for the two configuration wave function. The autocorrelation times in DMC ͑not shown in the plots͒ is larger than in VMC and we found in all cases studied, including Be 2 , that adding more configuration state functions results in a reduction of the autocorrelation time.
In Table III , we compare with the results obtained by other authors in VMC. A difficulty in the comparison is that somewhat different values are used in the literature for E HF and E 0 . For consistency, we always use the values of E HF and E 0 given in Table I in order to obtain the percentages of correlation energy recovered. Subramaniam et al. 9 use a simple Jastrow factor and a determinantal part with the orbitals frozen to be the HF orbitals. Similarly, no optimization of the determinantal component of the wave function is done by Schmidt et al. 10 but a more sophisticated form of the Jastrow factor is used leading to a larger gain in correlation energy. The results of Sun et al. 13 differ from the previous two because the parameters entering in the determinantal part are optimized. In addition, they include three-configuration state functions ͑four determinants͒ in their wave function, so they do better than Schmidt et al. in spite of using a simple Jastrow factor. For completeness, we also compare with the results obtained by conventional quantum chemistry methods. Peterson et al. 32 give a benchmark study of the basis set dependence of different single and double excitation CI methods. In the last column of Table III , we list their estimate of the complete basis set result for a multireference single and double excitation CI from a complete active space self-consistent-field ͑CASSCFϩ1ϩ2͒ calculation. To extrapolate the complete basis set values, they employ several basis sets of increasing size, the largest being a quadruple zeta consisting of spdfg functions augmented with additional 9 calculate the GFMC energies for Li 2 , B 2 , C 2 , and N 2 but the statistical errors they report are so large ͑ranging from 5% for Li 2 to 14% for N 2 ͒ that it is not possible to make a meaningful comparison with our DMC results. For N 2 , Reynolds et al. 11 obtain 89.3% of the correlation energy in DMC for a single configuration wave function. For Li 2 , Sun et al. 13 present DMC energies for both single configuration and three-configuration wave functions. For their optimized multiconfiguration wave function, they obtain 96.8͑6͒% of the DMC correlation energy. However, they find that the same functional form with unoptimized parameters taken from a MCSCF calculation yields 99.3͑3͒% of the DMC correlation energy and they attribute the reduced correlation energy in the optimized wave function to the introduction of spurious nodes upon optimization. Since they do not give the parameters of the unoptimized wave function, it was not possible for us to independently confirm their result. If their finding holds for other molecules as well, it would make DMC calculations much more useful: one would freeze the determinantal part obtained from a MCSCF calculation and just optimize the Jastrow factor in order to reduce the variance. However, it appears that similarly good results are not found for other molecules since such results for other molecules have not appeared in the literature.
In summary, all the VMC and DMC energies reported in this paper ͑with the possible exception of a DMC result for Li 2 ͒ are better than those in the literature. However, due to the nature of nonlinear optimization, it is quite possible that further optimization could result in somewhat better wave functions. There is a near redundancy in the wave functions. Consequently, we can often find several wave functions with very different parameters that are nearly equivalent by all three measures of goodness, VMC , E VMC , and E DMC . Bigger improvement could be obtained by including a larger number of configuration state functions, higher body-order correlations in the Jastrow factor or inventing more innovative forms of the wave function.
The wave functions presented in Appendix B are certainly good in the regions of configuration space where they are appreciable but may be poor in the tail regions. If the ionization energy of the molecule is known, it is possible to incorporate this information into the wave function to improve its asymptotic form. We have done this in some earlier work but, in this paper, we decided to study what is obtained without providing any external experimental or theoretical input aside from the bond length.
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APPENDIX A: SPIN CONTAMINATION
Source of spin contamination: An example
In Sec. II, we mentioned that the use of a nonsymmetrical Jastrow factor for unlike and like spin electrons yields a wave function that is not an eigenstate of S 2 but an admixture of different spin components. Here, we take the Li atom as an example to show how spin contamination enters in the wave function.
A QMC wave function for Li with two electrons in a 1s orbital and one spin up electron in a 2s orbital is given by QMC ͑ r 1 ,r 2 ,r 3 ͒ϭ͓1s͑ r 1 ͒2s͑ r 2 ͒Ϫ1s͑ r 2 ͒2s͑ r 1 ͔͒ ϫ1s͑r 3 ͒g͑ r 1 ,r 2 ,r 3 ͒, ͑A1͒
where electron 1 and 2 are up spin electrons, electron 3 is a down spin electron and g(r 1 ,r 2 ,r 3 ͒ is the Jastrow factor. In order to satisfy the cusp conditions both for antiparallel and parallel spin electrons, g(r 1 ,r 2 ,r 3 ͒ cannot be symmetric under the interchange of an up and a down spin electron coordinate ͑2↔3 and 1↔3͒ and a possible choice is
where J p (r i j ) and J a (r i j ) are simple Jastrow factors ͓Eq. ͑3͔͒ for parallel and antiparallel spin electrons, respectively. The full space-spin wave function corresponding to QMC is
where A is the antisymmetrizer and ↑ and ↓ are single electron spin wave functions. can be expanded and rewritten as ͑using an abbreviated notation for the space and spin coordinates͒
It is clear that, if g͑1,2,3͒ is not completely symmetric in the interchange of the particle coordinates, g cannot be factorized from all the terms in the above expression and the wave function is no longer a doublet. Therefore, if the parallel and antiparallel spin electrons cusp conditions are satisfied, is not an eigenstate of S 2 because the determinantal part in QMC is multiplied by a nonsymmetrical factor. The spin contamination for a given wave function can be calculated. 35 For the form of the wave functions used in the present paper, the spin contamination for Li is only of the order of 10
Ϫ5
. Yet smaller values of the spin contamination can be obtained by a simple modification of the wave function as explained in the next section.
A wave function with small spin contamination
As explained in Sec. II, we use a restricted form of the Jastrow factor where only the b coefficients are different for antiparallel and parallel spin electrons. This choice was made in order to ensure a small degree of asymmetry and, consequently, a small admixture of higher spin components. More recently, we came to the realization that a better choice would have been to impose that the logarithmic derivatives of the B term in the Jastrow factor ͓Eq. ͑8͔͒ are equal for parallel and antiparallel spin electrons at large interelectron distances. This yields different values of bЈ ͓Eq. ͑8͔͒ for antiparallel and parallel spin electrons, b a Ј and b p Ј respectively, that are related through the scale factor as 79.08͑8͒
TABLE IV. Parameters of the single-particle orbitals in the determinantal part as described in the text. ''ϫ'' means that the coefficient was not varied and ''•••'' that the coefficient is zero by symmetry. The orbitals are not orthonormal. If instead we require that B is equal for parallel and antiparallel spin electrons at large interparticle distances, we obtain the above relation with the & replaced by a 2.
From some preliminary tests, the optimization of b a Ј and b p
Ј yields values related by the above expression with the & substituted by an optimal value of about 1.5. Therefore, the optimal value seems to differ slightly from & in the direction of 2. The corresponding wave functions have a consistently better VMC with respect to the minimally unrestricted wave functions presented in this paper.
General spin unrestricted wave functions
An alternative approach to the one adopted in this paper and the one presented in the previous subsection could be to relax the constraints on the Jastrow factor.
The first wave function we present represents the most general wave function we can construct. It corresponds to the wave function of a spin-polarized system and has the largest number of variational parameters. An up-spin electron can correlate to the nucleus differently than a down-spin electron and the terms for two up-spin and two down-spin electrons are described by two different sets of coefficients. Furthermore, the coefficients of the terms with odd powers of T in the antiparallel spin Jastrow factor need no longer vanish. As far as the determinantal wave function is concerned, we no longer have to construct it to be an eigenstate of S 2 . As a consequence, up and down orbitals, i ↑ and i ↓ can now be different. The second wave function corresponds to a wave function for a spin-unpolarized system. An up-spin and a down-spin electron are correlated to the nucleus in the same way. Therefore, although the coefficients are different for parallel and antiparallel spin electrons, they are equal for two up-spin electrons and two down-spin electrons. The determinantal part has still to be an eigenstate of S 2 with equal up and down orbitals. This ensures that the up and down spin densities are equal. In both wave functions, the b coefficient is different for like and unlike spin electrons as imposed by the electron-electron cusp condition. We summarize the two cases by listing the relations among the different kinds of coefficients:
For the lightest molecules, after generating an optimal restricted wave function, we tried relaxing some constraints allowing the antiparallel spin electron coefficients to differ from the parallel ones. We still kept the nonanalytic terms for the parallel spin electrons equal to the antiparallel ones. Despite the much higher variational freedom now available, in our limited experimentation, we were unable to obtain wave functions of significantly better quality than the minimally unrestricted ones described in the rest of the paper.
APPENDIX B: MOLECULAR WAVE FUNCTIONS
We list the parameters entering in the molecular wave functions of Li 2 In Table IV , we report the parameters of the single orbitals in the determinantal part. We only list the exponents and coefficients on one center. The exponents are equal on the other center and the coefficients are obtained from symmetry considerations. For a g orbital, a coefficient of an s basis function is simply replicated on the other center while the coefficient of a p z function changes sign. The opposite rule applies to a u orbital. For u orbitals, the signs of the coefficients are the same on the two centers while they are opposite for g orbitals. We also list only the coefficients and exponents of the p x basis functions in the x orbitals. To construct a y orbital, we take the coefficients and exponents of the p y functions to be equal to those of the p x functions of the corresponding x orbital. Different numbers of basis functions were used for the different molecules and the ''ϫ'' symbol as an entry in the table means that the coefficient was not varied. The ''•••'' symbol means that the coefficient is strictly zero by symmetry. The orbitals are not constructed to be orthonormal. Each orbital can be multiplied by a constant to make the largest coefficient equal to one if the coefficients of the determinants are properly redefined. This accounts for one coefficient in each orbital being equal to ''1''. Orbitals belonging to the same irreducible representation of the point group of the molecule can pivot each other without modifying their symmetry character. Some coefficients have been set to ''0'' through pivoting. As a consequence of the pivoting, the orbitals cannot be directly compared to HartreeFock or MCSCF orbitals. There is only one orbital of a given symmetry and, consequently, these do not get pivoted. Hence, it may appear surprising that the 1 u orbitals of Li 2 have a node. However, it should be noted that the presence of this node does not imply that the wave function has additional nodes. We tested our wave functions for additional nodes as follows. We selected random Monte Carlo configu- 
rations, we fixed the positions of five of the six electrons and plotted contours of the nodal surface when the sixth electron was moved in a plane. ͑In fact, the nodal surface depends only on the position of the remaining two electrons of the same spin.͒ This was done for a few positions of the five electrons, a few planes and three different wave functions. One wave function was a single-configuration wave function whereas the other two were four-configuration wave functions, the suspect one of Table IV and another with nodeless 1 u orbitals. We found no instances where the suspect wave function had additional nodes compared to the other two wave functions. Moreover, in all cases, the nodes of the two four-configuration wave function were closer to each other than to the nodes of the one-configuration wave function.
Hence, we have no reason to discard the wave function of Table IV ; it yields energies that are 0.0003͑1͒ and 0.0002͑1͒ Hartree lower in VMC and DMC than the four-configuration wave function with nodeless 1 u orbitals.
In Table V , we list the configuration state functions in the determinantal part of the wave functions and their coefficients. We always omit the core double occupied molecular orbitals (1 g 2 ,1 u 2 ). The first configuration listed for each molecule is the HF configuration and, for each additional configuration, we indicate the excitations from the orbitals of the HF configuration. In general, configuration state functions consist of more than one determinant as shown in the fourth column of the table. The coefficients of the determinants in a given configuration are fixed by the requirement that the wave function belongs to a certain multiplet. The configuration state functions are not constructed to be orthonormal. The normalization of the whole wave function is also arbitrary, so we are free to set the largest coefficient to ''1'' if we properly rescale the other coefficients. Consequently, the determinantal coefficients cannot be directly compared to those from a configuration interaction or an MCSCF calculation.
In Table VI , we list the coefficients in the Jastrow part of the wave function. The coefficients of the odd powers in T are zero and are not listed in the table. These coefficients are used both for like and unlike spin electrons, with the exception that b is set to 1/4 for like spin electrons. Algebraic relations exist among the coefficients due to the imposition of the cusp conditions: the coefficients of U, S, US, S 
