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Abstract
Anew decoupled ﬁnite element method is suggested to approximate time-dependent eddy current equations in a three-dimensional
polyhedral domain. This method is based on solving a vector and a scalar from the splitting of the electric ﬁeld by using edge and
nodal ﬁnite elements. An optimal energy-norm error estimate in ﬁnite time is obtained by introducing a projection operator.
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1. Introduction
The fundamental task in eddy current computation is the following: given a time-dependent solenoidal exciting
current and a conductor of prescribed shape, determine the induced eddy currents in the conductor. The eddy cur-
rent model emerges from Maxwell’s equations by formally dropping the displacement currents (magnetoquasistatic
approximation):⎧⎪⎪⎪⎨⎪⎪⎪⎩
curlH = E + Js ,
curl E = −(H)
t
,
div(H) = 0,
(1.1)
where E and H are the electric and magnetic ﬁelds,  and  are the magnetic permeability of the material and the
conductivity of the medium, and Js is the source current density. This amounts to neglecting capacitive effects (space
charges) and provides a reasonable approximation in the low frequency range and in the presence of high conductivity
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(refer to [1–4,8–13]), for instance in electrical engines and transformers.Various formulations of eddy current problems
have been suggested, which differ in their choice of the primary unknowns. This choice gives rise to a distinction among
approaches based on the electric ﬁeld (E-based), the magnetic ﬁeld (H-based), or certain potentials (potential-based).
E-based or H-based ﬁnite element methods usually need introducing a scalar Lagrange multiplier (see [4,5,8]) so
as to guarantee the divergence-free property of the current density E + Js or the magnetic ﬂux H. This leads to an
extra increase of computational expense from scalar unknowns and equations. Potential-based ﬁnite element methods
(or called by A −  methods) (see [3,11]) are based on solving certain smooth vector and scalar potentials by using
nodal ﬁnite elements, but proper boundary conditions need to be given and the divergence-free of the vector potential
be considered to ensure its uniqueness, which bring some difﬁculties for theoretical analyses.
We note that a new E-based splitting ﬁnite element method (see [10]) has been used to solve harmonic magnetic
ﬁeld problems with the displacement current and the numerical results show that it is more applicable in wide range
of frequencies. The purpose of the current paper is to suggest a ﬁnite element method for time-dependent eddy current
equations, which is based on solving a vector and a scalar from the splitting of E by virtue of edge and nodal ﬁnite
elements, respectively. Besides appropriate boundary conditions and the divergence-free properties of both the current
density and the magnetic ﬂux are considered in the splitting formulation, this scheme also is a decoupled one between
vector and scalar unknowns. The theoretical result of the error estimate shows that this method has a good precision.
This paper is organized as follows. The eddy current model and its E-based splitting formulation are presented in
Section 2. In Section 3, a new fully discrete decoupled splitting scheme with some notations used in this paper is given.
In Section 4, an optimal energy-norm error estimate in ﬁnite time is discussed by introducing a projection operator.
2. E-based splitting formulation
Like [9], to put everything into amathematical framework, let ⊂ R3 designate the space occupied by the conductor.
It is to be a bounded Lipschitz continuous polyhedral domain with the boundary .  ∈ L∞() and  ∈ L∞()
are supposed to be uniformly positive, linear and time-independent, i.e., 0< 0(x)1 and 0< 0(x)1
inside , whereas  vanishes outside . Here 0, 1, 0 and 1 are positive constants. Excitation is provided by a
divergence-free source current Js . We assume that supp(Js) ⊂  and that there is no ﬂux of Js through .
For the sake of simplicity, the boundary condition of (1.1) includes
H × n = 0 on × (0, T ), (2.1)
and due to no ﬂux of Js through ,
E · n = 0 on × (0, T ). (2.2)
Here and in the following part n is regarded as the outward normal vector on .
We assume that the initial condition of (1.1) is
H(x, 0) = H0(x) in . (2.3)
From the third equation of (1.1), we may suggest the introduction of a vector A, deﬁned by
H = curl A. (2.4)
Then,
E = −A
t
− ∇, (2.5)
where  is an arbitrary scalar function. The ﬁrst equation of (1.1) remains to be solved

A
t
+ ∇+ curl
(
1

curl A
)
= Js in × (0, T ). (2.6)
Note that a differential equation stating the divergence-free property of the current density
div
(

A
t
+ ∇
)
= 0 in × (0, T ) (2.7)
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is incorporated in (2.6). So we have the E-based splitting formulation of the problem (1.1) with (2.1)–(2.2) as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A
t
+ ∇+ curl
(
1

curl A
)
= Js in × (0, T ),
div
(

A
t
+ ∇
)
= 0 in × (0, T ),
1

curl A × n = 0 on × (0, T ),(

A
t
+ ∇
)
· n = 0 on × (0, T ).
(2.8)
In addition, we need to give the initial condition of (2.8). By taking curl to both left-hand and right-hand side of
(2.4), we denote by A(x, 0) = A0(x) one solution of⎧⎪⎪⎨⎪⎪⎩
curl
(
1

curl A0
)
= curlH0 in ,
1

curl A0 × n = 0 on ,
(2.9)
and (x, 0) = 0(x) = 0.
We end this section with the introduction of some notations used in the paper. Let Lp(0, T ;X) denote the set of all
strongly measurable functions u(t, ·) from [0, T ] into the Hilbert space X such that∫ T
0
‖u(t)‖pX dt <∞, 1p<∞, sup
0 tT
‖u(t)‖X <∞, p = ∞.
We say u ∈ H (0, T ;X) ( is a natural number) if and only if u, ut , . . . , 
u
t are in L
2(0, T ;X). Also C([0, T ];X)
denotes the space of continuously differentiable functions from [0, T ] into X.
We deﬁne the Sobolev spaces Hs() (s is zero or a natural number) equipped with norm
‖u‖s =
⎛⎝∫

∑
|k| s
|Dku|2
⎞⎠1/2
and
H(curl;) = {v ∈ L2()3; curl v ∈ L2()3},
H (curl;) = {v ∈ H ()3; curl v ∈ H ()3}, > 0
with norms
‖v‖0,curl = (‖v‖20 + ‖curl v‖20)1/2,
‖v‖,curl = (‖v‖2 + ‖curl v‖2)1/2.
Additionally, (·, ·) stands for either the inner product in L2()3 (respectively, L2()) or the duality pairing.
3. Fully discrete decoupled ﬁnite element scheme
We now consider discretizing the problem (2.8) by an implicit backward difference scheme in time together with
the Nédélec’s ﬁnite element method to A and the nodal ﬁnite element method to  in space. LetTh be a shape regular
triangulation of  with a mesh size h made of tetrahedra.
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First we introduce the Nédélec H(curl,)-conforming edge element space (see [14]) deﬁned by
Vh = {vh ∈ H(curl;); vh = aK + bK × x on K, ∀K ∈Th},
where aK and bK are two constant vectors. It is known that any function vh ∈ Vh is uniquely determined by the degrees
of freedom in the set ME(v) of the moments on each element K ∈Th, which is given by
ME(v) =
{∫
e
v ·  ds; e is an edge of K
}
.
Here  is the unit vector along the edge.
For any v ∈ Hs()3 with curl v ∈ Lp()3, where s > 12 and p> 2, we can deﬁne an interpolation hv ∈ Vh and
hv has the same degrees of freedom (deﬁned by ME(v)) as v on each K inTh. We also deﬁne
Wh = {	 ∈ C();	|K ∈ P1, ∀K ∈Th},
where P1 is the space of linear polynomials. Let 
h be the standard interpolating operator.
For u ∈ H (curl;) (> 12 ) and  ∈ H 1+() (0), we have the following interpolation error estimates (see
[6,7])
‖u − hu‖0 + ‖curl(u − hu)‖0Ch‖u‖,curl, (3.1)
‖−
h‖0 + h‖−
h‖1Ch1+‖‖1+. (3.2)
We divide the time interval (0, T ) into M equally-spaced subintervals by using nodal points
0 = t0 < t1 < · · ·< tM = T
with tn = n, and denote the nth subinterval by In = (tn−1, tn]. For u ∈ C([0, T ];L2()3) and  ∈ C([0, T ];L2()),
we deﬁne un = u(x, tn) and n = (x, tn) for 0nM .
For a Hilbert space X, we denote the space
p(X) = {u = (u1, u2, . . . , uM) : uk ∈ X, 1kM}
equipped with the norm
‖u‖p(X) =
(

M−1∑
k=0
‖uk+1‖pX
)1/p
, 1p<∞,
‖u‖∞(X) = max
0kM−1 ‖u
k+1‖pX. (3.3)
For u, v ∈ 2(X)3, let
‖u + v‖2(X) =
(

M−1∑
k=0
∥∥∥∥uk+1 − uk + vk+1
∥∥∥∥2
X
)1/2
(3.4)
if we prescribe u0.
Later on, we will need the following estimates (see [7]) for X = H (curl;) (or H ()) with 0:∥∥∥∥un+1 − un
∥∥∥∥2
X
 1

∫ tn+1
tn
∥∥∥∥ut
∥∥∥∥2
X
dt ∀u ∈ H 1(0, T ;X), (3.5)
∥∥∥∥ un+1 − 2un + un−12
∥∥∥∥2
X
 1

∫ tn+1
tn−1
∥∥∥∥2ut2
∥∥∥∥2
X
dt ∀u ∈ H 2(0, T ;X). (3.6)
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Using the above notations, our fully discrete decoupled approximation of the system (2.8) is formulated as follows:
A0h = hA0, 0h =
h0, (3.7)
and for n = 0, 1, . . . ,M − 1,
Step 1: Find An+1h ∈ Vh such that(

An+1h − Anh

,Ah
)
+
(
1

curl An+1h , curl Ah
)
= (Jn+1s , Ah) − (∇nh,Ah) ∀Ah ∈ Vh; (3.8)
Step 2: Find n+1h ∈ Wh such that
(∇n+1h ,∇h) = −
(

An+1h − Anh

,∇h
)
∀h ∈ Wh. (3.9)
Obviously, for each n = 0, 1, . . . ,M − 1, it is clear that by Lax–Milgram theorem Eq. (3.8) has a unique solution
An+1h ∈ Vh as the left-hand side deﬁnes a symmetric positive bilinear form in H(curl;) with respect to An+1h ; while
(3.9) has a unique solution n+1h ∈ Wh if we prescribe a reference point of n+1h in .
4. Finite element error estimate
We are now going to derive the error estimate for the fully discrete ﬁnite element (3.7)–(3.9) in the energy-norm.
For the error analysis, we need the solution function A to be deﬁned also in the interval [−, T ] in terms of the
time variable t. This can be done by extending A with some regularity from the time interval [0, T ] to the interval
[−, T ]. So we shall always implicitly assume that A is well deﬁned in terms of time variable t on the interval [−, T ].
Furthermore, to achieve the optimal energy-norm error estimate for the concerned fully discrete ﬁnite element scheme,
we introduce an important projection operator Ph: H(curl;) → Vh. For any Q ∈ H(curl;), we have
(PhQ − Q,Qh) +
(
1

curl(PhQ − Q), curlQh
)
= 0 ∀Qh ∈ Vh. (4.1)
Setting Qh = ∇h ∈ Vh for any h ∈ Wh, we have
(PhQ − Q,∇h) = 0. (4.2)
By the deﬁnition of the projection Ph and (3.1), we easily see that for any Q ∈ H (curl;) (> 12 ),
‖Q − PhQ‖20 + ‖curl(Q − PhQ)‖20C infQh∈Vh(‖Q − Qh‖
2
0 + ‖curl(Q − Qh)‖20)
C(‖Q − hQ‖20 + ‖curl(Q − hQ)‖20)
Ch2‖Q‖2,curl. (4.3)
The following theorem is the main result of this paper.
Theorem 4.1. Let (A, ) and (Ah, h) be the solutions of the problem (2.8) and the decoupled ﬁnite element scheme
(3.8)–(3.9), respectively. Suppose that for some > 12 ,
A ∈ H 2(0, T ;H (curl;)),
 ∈ H 1(0, T ;H 1+()).
Then, we have∥∥∥∥(Ah + ∇h) − (At + ∇
)∥∥∥∥2
2(L2()3)
+ ‖curl(Ah − A)‖2∞(L2()3)C(+ h2), (4.4)
where C is a constant independent of both the time step  and the meshsize h.
T. Kang et al. / Journal of Computational and Applied Mathematics 196 (2006) 358–367 363
Proof. We multiply the ﬁrst-line equation by any Ah ∈ Vh and the second-line equation by any h ∈ Wh in (2.8), and
then integrate the resultants over  in space, respectively,(

A
t
,Ah
)
+ (∇,Ah) +
(
1

curl A, curl Ah
)
= (Js , Ah) ∀Ah ∈ Vh, (4.5)
(

A
t
,∇h
)
+ (∇,∇h) = 0 ∀h ∈ Wh. (4.6)
We use the backward difference at t = tk+1 for (4.5)–(4.6) to obtain(

Ak+1 − Ak

,Ah
)
+ (∇k+1,Ah) +
(
1

curl Ak+1, curl Ah
)
= (Jk+1s ,Ah) − (Rk+1,Ah) ∀Ah ∈ Vh, (4.7)(

Ak+1 − Ak

,∇h
)
+ (∇k+1,∇h) = −(Rk+1,∇h) ∀h ∈ Wh, (4.8)
where
Rk+1 = A
t
(tk+1) − A
k+1 − Ak

= 1

∫ tk+1
tk
(t − tk) 
2A
t2
dt . (4.9)
Then we have
‖Rk+1‖20C
∫ tk+1
tk
∥∥∥∥2At2
∥∥∥∥2
0
dt . (4.10)
Subtracting (3.8) from (4.7) and (3.9) from (4.8), respectively, we have(

(Ak+1h − Ak+1) − (Akh − Ak)

,Ah
)
+ (∇(kh − k+1),Ah) +
(
1

curl(Ak+1h − Ak+1), curl Ah
)
= (Rk+1,Ah) ∀Ah ∈ Vh, (4.11)(

(Ak+1h − Ak+1) − (Akh − Ak)

,∇h
)
+ (∇(k+1h − k+1),∇h) = (Rk+1,∇h) ∀h ∈ Wh. (4.12)
Set k+1h = Ak+1h − PhAk+1, k+1h = k+1h − 
hk+1 and ˜kh = kh − 
hk+1. Taking Ah = (k+1h − kh) and
h = 2k+1h in (4.11)–(4.12) and using (4.2), we obtain∥∥∥√(k+1h −kh)∥∥∥20 + (∇˜kh,k+1h −kh) + 
(
1

curlk+1h , curl(
k+1
h −kh)
)
= (R̂k+1,k+1h −kh) + (Ak+1 − PhAk+1,k+1h −kh), (4.13)
((k+1h −kh), ∇k+1h ) +
∥∥∥√∇k+1h ∥∥∥20 = (R̂k+1, ∇k+1h ) + (Ak+1 − PhAk+1, ∇k+1h ), (4.14)
where
R̂k+1 = (A
k+1 − PhAk+1) − (Ak − PhAk)

+ ∇(k+1 −
hk+1) + Rk+1. (4.15)
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Now adding up (4.13) and (4.14), multiplying both sides by 2 and using a2 +2ab+b2 = (a +b)2 for any real numbers
a and b, we have∥∥∥√(k+1h −kh + ∇k+1h )∥∥∥20 + ∥∥∥√(k+1h −kh + ∇˜kh)∥∥∥20
+
∥∥∥√∇k+1h ∥∥∥20 − ∥∥∥√∇˜kh∥∥∥20 + 2
(
1

curlk+1h , curl(
k+1
h −kh)
)
= 2(R̂k+1,k+1h −kh + ∇k+1h ) + 2(Ak+1 − PhAk+1,k+1h −kh + ∇k+1h ).
Making some rearrangements and using Cauchy–Schwarz’s inequality, we obtain∥∥∥√(k+1h −kh + ∇k+1h )∥∥∥20 + ∥∥∥√(k+1h −kh + ∇˜kh)∥∥∥20
−
∥∥∥√(R̂k+1 − ∇˜kh)∥∥∥20 + ∥∥∥√(R̂k+1 − ∇k+1h )∥∥∥20 + 2
(
1

curlk+1h , curl(
k+1
h −kh)
)
= 2(R̂k+1,k+1h −kh + ∇˜kh) + 2(Ak+1 − PhAk+1,k+1h −kh + ∇k+1h )

∥∥∥√R̂k+1∥∥∥2
0
+
∥∥∥√(k+1h −kh + ∇˜kh)∥∥∥20
+ 42
∥∥∥√(Ak+1 − PhAk+1)∥∥∥2
0
+ 1
2
∥∥∥√(k+1h −kh + ∇k+1h )∥∥∥20.
Thus, dividing both sides by  and using a(a − b)a2/2 − b2/2 for any real numbers a and b,

2
∥∥∥∥∥√
(
k+1h −kh

+ ∇k+1h
)∥∥∥∥∥
2
0
+ 
∥∥∥√(R̂k+1 − ∇k+1h )∥∥∥20 +
∥∥∥∥ 1√ curlk+1h
∥∥∥∥2
0
−
∥∥∥∥ 1√ curlkh
∥∥∥∥2
0

∥∥∥√(R̂k+1 − ∇˜kh)∥∥∥20 + ∥∥∥√R̂k+1∥∥∥20 + 4∥∥∥√(Ak+1 − PhAk+1)∥∥∥20. (4.16)
Next, we will estimate the right-hand side of (4.16) by (3.1), (3.2), (3.5), (3.6) and (4.3).
‖R̂k+1 − R̂k‖20

∥∥∥∥ (Ak+1 − PhAk+1) − (Ak − PhAk) − (Ak − PhAk) − (Ak−1 − PhAk−1)
∥∥∥∥2
0
+ ‖∇(k+1 −
hk+1) − ∇(k −
hk)‖20 + ‖Rk+1‖20 + ‖Rk‖20
Ch2
∥∥∥∥Ak+1 − Ak − Ak − Ak−1
∥∥∥∥2
,curl
+ Ch2‖k+1 − k‖21+ + ‖Rk+1‖20 + ‖Rk‖20
Ch2
∫ tk+1
tk−1
∥∥∥∥2At2
∥∥∥∥2
,curl
dt + Ch2
∫ tk+1
tk
∥∥∥∥t
∥∥∥∥2
1+
dt + ‖Rk+1‖20 + ‖Rk‖20
Ch2
∫ T
−
∥∥∥∥2At2
∥∥∥∥2
,curl
dt + Ch2
∫ T
0
∥∥∥∥t
∥∥∥∥2
1+
dt + C
∫ tk+1
tk−1
∥∥∥∥2At2
∥∥∥∥2
0
dt
Ch2 + sC
∫ tk+1
tk−1
∥∥∥∥2At2
∥∥∥∥2
0
dt .
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Then ∥∥∥√(R̂k+1 − R̂k + ∇(
hk+1 −
hk))∥∥∥2
0
1‖R̂k+1 − R̂k‖20 + 1‖
h(k+1 − k)‖21
Ch2 + C
∫ tk+1
tk−1
∥∥∥∥2At2
∥∥∥∥2
0
dt + C‖k+1 − k‖21
Ch2 + C
∫ tk+1
tk−1
∥∥∥∥2At2
∥∥∥∥2
0
dt + C
∫ tk+1
tk
∥∥∥∥t
∥∥∥∥2
1
dt .
Consequently, using (a + b)2 = a2 + 2ab + b2(1 + )a2 + (1/ + 1)b2 for any real numbers a, b and > 0, and
letting = , we obtain if  is properly small∥∥∥√(R̂k+1 − ∇˜kh)∥∥∥20
=
∥∥∥√(R̂k − ∇kh) + √(R̂k+1 − R̂k + ∇(
hk+1 −
hk))∥∥∥20
(1 + )
∥∥∥√(R̂k − ∇kh)∥∥∥20 + C
(
h2 + 
∫ tk+1
tk−1
∥∥∥∥2At2
∥∥∥∥2
0
dt + 
∫ tk+1
tk
∥∥∥∥t
∥∥∥∥2
1
dt
)
(1 + )
∥∥∥√(R̂k − ∇kh)∥∥∥20 + C
(
h2 +
∫ tk+1
tk−1
∥∥∥∥2At2
∥∥∥∥2
0
dt +
∫ tk+1
tk
∥∥∥∥t
∥∥∥∥2
1
dt
)
. (4.17)
In addition, we have∥∥∥√R̂k+1∥∥∥2
0
C
∥∥∥∥ (Ak+1 − PhAk+1) − (Ak − PhAk)
∥∥∥∥2
0
+ C‖∇(k+1 −
hk+1)‖20 + C
∫ tk+1
tk
∥∥∥∥2At2
∥∥∥∥2
0
dt
Ch2
∥∥∥∥Ak+1 − Ak
∥∥∥∥2
,curl
+ Ch2‖k+1‖21+ + C
∫ tk+1
tk
∥∥∥∥2At2
∥∥∥∥2
0
dt
C−1h2
∫ tk+1
tk
∥∥∥∥At
∥∥∥∥2
,curl
dt + Ch2‖k+1‖21+ + C
∫ tk+1
tk
∥∥∥∥2At2
∥∥∥∥2
0
dt , (4.18)
∥∥∥√(Ak+1 − PhAk+1)∥∥∥2
0
Ch2‖Ak+1‖2,curlCh2. (4.19)
Thus, making use of (4.17)–(4.19) comes to

2
∥∥∥∥∥√
(
k+1h −kh

+ ∇k+1h
)∥∥∥∥∥
2
0
+ 
∥∥∥√(R̂k+1 − ∇k+1h )∥∥∥20 − ∥∥∥√(R̂k − ∇kh)∥∥∥20
+
∥∥∥∥ 1√ curlk+1h
∥∥∥∥2
0
−
∥∥∥∥ 1√ curlkh
∥∥∥∥2
0
C2
∥∥∥√(R̂k − ∇kh)∥∥∥20 + Ch2
∫ tk+1
tk
∥∥∥∥At
∥∥∥∥2
,curl
dt + Ch2
+ C
(∫ tk+1
tk−1
∥∥∥∥2At2
∥∥∥∥2
0
dt +
∫ tk+1
tk
∥∥∥∥t
∥∥∥∥2
1
dt
)
. (4.20)
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For convenience, we set
−1h = A(−) − PhA(−),
R0 = A0
t
− A0 − A(−)

,
R̂0 = (A0 − hA0) − (A(−) − hA(−))

+ ∇(0 −
h0) + R0.
Summing both left-hand and right-hand side in (4.20) over k = 0, 1, . . . , n and applying the well-known discrete
Gronwall’s inequality, we have

n∑
k=0
∥∥∥∥∥√
(
k+1h −kh

+ ∇k+1h
)∥∥∥∥∥
2
0
+ ‖√(R̂n+1 − ∇n+1h )‖20 +
∥∥∥∥ 1√curln+1h
∥∥∥∥2
0
C
∥∥∥√(R̂0 − ∇0h)∥∥∥20 + C
∥∥∥∥ 1√ curl0h
∥∥∥∥2
0
+ Ch2 + C
(∫ T
−
∥∥∥∥2At2
∥∥∥∥2
0
dt +
∫ T
0
∥∥∥∥t
∥∥∥∥2
1
dt
)
. (4.21)
Applying (3.1) and (4.3), we obtain∥∥∥∥ 1√ curl0h
∥∥∥∥2
0
C(‖curl(hA0 − A0)‖20 + ‖curl(A0 − PhA0)‖20)Ch2,
and using 0h = 0,∥∥∥√(R̂0 − ∇0h)∥∥∥20∥∥∥√R̂0∥∥∥20Ch2 + C
∫ 0
−
∥∥∥∥2At2
∥∥∥∥2
0
dtC(+ h2),
so we conclude from (4.21) and (3.3)–(3.4) that
‖h + ∇h‖22(L2()3) + ‖curlh‖2∞(L2()3)C(+ h2).
Finally, applying the triangle inequality, we have∥∥∥∥(Ah + ∇h) − (At + ∇
)∥∥∥∥2
2(L2()3)
+ ‖curl(Ah − A)‖2∞(L2()3)C(+ h2). (4.22)
This completes the proof of this theorem. 
Remark 4.1. In practical situation, (1/) curl An+1h and −((An+1h − Anh)/) − ∇n+1h may be required rather than
Hn+1h and E
n+1
h , respectively. From (2.4)–(2.5), we conclude by Theorem 4.1 that
‖Hh − H‖2∞(L2()3)C(+ h2),
‖Eh − E‖22(L2()3)C(+ h2).
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