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Abstract
The recently introduced full-history recursive multilevel Picard (MLP) approximation
methods have turned out to be quite successful in the numerical approximation of solutions
of high-dimensional nonlinear PDEs. In particular, there are mathematical convergence
results in the literature which prove that MLP approximation methods do overcome the
curse of dimensionality in the numerical approximation of nonlinear second-order PDEs
in the sense that the number of computational operations of the proposed MLP approxi-
mation method grows at most polynomially in both the reciprocal 1/ε of the prescribed
approximation accuracy ε > 0 and the PDE dimension d ∈ N = {1, 2, 3, . . .}. However,
in each of the convergence results for MLP approximation methods in the literature it is
assumed that the coefficient functions in front of the second-order differential operator
are affine linear. In particular, until today there is no result in the scientific literature
which proves that any semilinear second-order PDE with a general time horizon and a non
affine linear coefficient function in front of the second-order differential operator can be
approximated without the curse of dimensionality. It is the key contribution of this article
to overcome this obstacle and to propose and analyze a new type of MLP approximation
method for semilinear second-order PDEs with possibly nonlinear coefficient functions
in front of the second-order differential operators. In particular, the main result of this
article proves that this new MLP approximation method does indeed overcome the curse
of dimensionality in the numerical approximation of semilinear second-order PDEs.
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1 Introduction
It is a very challenging task in applied mathematics to design and analyze approximation al-
gorithms for high-dimensional nonlinear partial differential equations (PDEs) and this topic of
research has been very intensively studied in the scientific literature in the last two decades.
Especially, there are two types of approximation methods which have turned out to be quite
successful in the numerical approximation of solutions of high-dimensional nonlinear second-
order PDEs, namely, (I) deep learning based approximation methods for PDEs (cf., e.g.,
[1–3, 9–11, 13, 14, 16, 17, 20, 22, 23, 25, 28–32, 41, 43, 46–52, 55, 56]) and (II) full-history recur-
sive multilevel Picard approximation methods for PDEs (cf. [6, 8, 18, 19, 24, 35, 37–39]; in the
following we abbreviate full-history recursive multilevel Picard as MLP). Deep learning based
approximation methods for PDEs are, roughly speaking, based on the idea to (Ia) approximate
the PDE problem under consideration through a stochastic optimization problem involving
deep neural networks as approximations for the solution or the derivatives of the solution of
the PDE under consideration and to (Ib) apply stochastic gradient descent methods to approx-
imately solve the resulting stochastic optimization problem. Even though there are a number
of encouraging simulation results for deep learning based approximation methods for PDEs
in the scientific literature, there are only partial mathematical error analyses in the scientific
literature which only partly explain why deep learning based approximation methods for PDEs
can approximately solve high-dimensional PDEs (cf., e.g., [12, 21, 26, 27, 30, 36, 42, 45, 53, 55]).
In particular, there are no results in the scientific literature which prove that deep learning
based approximation methods for PDEs overcome the curse of dimensionality in the sense that
the number of computational operations of any deep learning based approximation method
grows at most polynomially in both the reciprocal of the prescribed approximation accuracy
and the PDE dimension. MLP approximation methods are, roughly speaking, based on the
idea to (IIa) reformulate the PDE under consideration as a stochastic fixed point problem
with the PDE solution being the fixed point of the stochastic fixed point equation, to (IIb)
approximate the fixed point through Banach fixed point iterates (which are also referred to as
Picard iterates in the context of integral fixed point equations), and to (IIc) approximate the
resulting Banach fixed point iterates through suitable full-history recursive multilevel Monte
Carlo approximations. In the case of MLP approximation methods there are both encouraging
numerical simulation results (see [8, 19]) and rigorous mathematical results which prove that
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MLP approximation methods do indeed overcome the curse of dimensionality in the numerical
approximation of nonlinear second-order PDEs (see [5, 6, 18, 24, 35, 37–39]). However, in each
of the convergence results for MLP approximation methods in the scientific literature it is as-
sumed that the coefficient functions in front of the second-order differential operator are affine
linear. In particular, until today there is no result in the scientific literature which proves that
any semilinear second-order PDE with a general time horizon and a non affine linear coefficient
function in front of the second-order differential operator can be approximated without the
curse of dimensionality.
It is precisely the subject of this article to overcome this obstacle and to propose and analyze
a new type of MLP approximation method for semilinear second-order PDEs with possibly
nonlinear coefficient functions in front of the second-order differential operators. In particular,
the main result of this article, Proposition 4.1 in Section 4 below, proves that this new MLP
approximation method overcomes the curse of dimensionality in the numerical approximation
of semilinear second-order PDEs in the sense that the number of computational operations of
the proposed MLP approximation method grows at most polynomially in both the reciprocal
1/ε of the prescribed approximation accuracy ε ∈ (0,∞) and the PDE dimension d ∈ N =
{1, 2, 3, . . .}. To briefly outline the contribution of this work within this introductory section,
we now present in the following result, Theorem 1.1 below, a special case of Proposition 4.1.
Theorem 1.1. Let c, T ∈ (0,∞), f ∈ C(R,R), for every d ∈ N let ud ∈ C1,2([0, T ]×Rd,R),
µd = (µd,i)i∈{1,2,...,d} ∈ C(Rd,Rd), σd = (σd,i,j)i,j∈{1,2,...,d} ∈ C(Rd,Rd×d) satisfy for all t ∈ [0, T ],
x = (x1, x2, . . . , xd), y = (y1, y2, . . . , yd) ∈ Rd that
|f(x1)−f(y1)| ≤ c|x1−y1|, |ud(t, x)|2+ max
i,j∈{1,2,...,d}
(|µd,i(0)|+|σd,i,j(0)|) ≤ c
[
dc+
d∑
i=1
|xi|2
]
, (1)
|ud(T, x)−ud(T, y)|2+
d∑
i=1
|µd,i(x)−µd,i(y)|2+
d∑
i,j=1
|σd,i,j(x)−σd,i,j(y)|2 ≤ c
[ d∑
i=1
|xi− yi|2
]
, (2)
and ( ∂
∂t
ud)(t, x) + (
∂
∂x
ud)(t, x)µd(x) +
1
2
tr
(
σd(x)[σd(x)]
∗(Hessx u)(t, x)
)
= −f(ud(t, x)), (3)
let (Ω,F ,P) be a probability space, let Θ = ⋃n∈NZn, let rθ : Ω→ [0, 1], θ ∈ Θ, be i.i.d. random
variables1, let W d,θ : [0, T ] × Ω → Rd, d ∈ N, θ ∈ Θ, be i.i.d. standard Brownian motions,
assume for all t ∈ (0, 1) that P(r0 ≤ t) = t, assume that (rθ)θ∈Θ and (W d,θ)(d,θ)∈N×Θ are
independent, for every d,N ∈ N, θ ∈ Θ, x ∈ Rd, t ∈ [0, T ) let Y d,N,θ,xt = (Y d,N,θ,xt,s )s∈[t,T ] : [t, T ]×
Ω→ Rd satisfy for all n ∈ {0, 1, . . . , N}, s ∈ (nT
N
, (n+1)T
N
] ∩ (t, T ] that Y d,N,θ,xt,t = x and
Y d,N,θ,xt,s − Y d,N,θ,xt,max{t,nT/N}
= µd
(
Y d,N,θ,xt,max{t,nT/N}
)(
s−max{t, nT
N
})
+ σd
(
Y d,N,θ,xt,max{t,nT/N}
)(
W d,θs −W d,θmax{t,nT/N}
)
,
(4)
let Ud,θn,M : [0, T ]×Rd × Ω → R, d, n,M ∈ Z, θ ∈ Θ, satisfy for all d,M ∈ N, n ∈ N0, θ ∈ Θ,
t ∈ [0, T ], x ∈ Rd that
Ud,θn,M(t, x) =
1
N
(n)
Mn
Mn∑
i=1
ud
(
T, Y
d,MM ,(θ,0,−i),x
t,T
)
(5)
+
n−1∑
ℓ=0
[
(T−t)
Mn−ℓ
Mn−ℓ∑
i=1
(
f ◦ Ud,(θ,ℓ,i)ℓ,M − 1N(ℓ) f ◦ Ud,(θ,−ℓ,i)ℓ−1,M
)(
t+ (T − t)r(θ,ℓ,i), Y d,MM ,(θ,ℓ,i),x
t,t+(T−t)r(θ,ℓ,i)
)]
,
and for every d, n,M ∈ N let Cd,n,M ∈ N be the number of function evaluations of f , ud(T, ·),
µd, and σd and the number of realizations of scalar random variables which are used to compute
one realization of Ud,0n,M(0, 0) : Ω → Rd (cf. (167) for a precise definition). Then there exist
C ∈ R and n : N × (0, 1] → N such that for all d ∈ N, ε ∈ (0, 1] it holds that (E[|ud(0, 0) −
Ud,0
n(d,ε),n(d,ε)(0, 0)|2
])1/2 ≤ ε and Cd,n(d,ε),n(d,ε) ≤ CdCε−5.
1Note that the expression i.i.d. is an abbreviation for the expression independent and identically distributed.
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Theorem 1.1 follows from Corollary 4.4. Corollary 4.4, in turn, follows from Theorem 4.2
(see Section 4 for details). In the following we add a few comments concerning the mathematical
objects appearing in Theorem 1.1 above. The real number T ∈ (0,∞) in Theorem 1.1 above
specifies the time horizon for the PDEs (see (3)) whose solutions we intend to approximate in
Theorem 1.1 above. The real number c ∈ (0,∞) in Theorem 1.1 above is a constant which
we employ to formulate several regularity hypotheses in Theorem 1.1 above. The function
f : R → R in Theorem 1.1 above describes the nonlinearity for the PDEs (see (3)) whose
solutions we intend to approximate in Theorem 1.1 above. The functions ud : [0, T ]×Rd → R,
d ∈ N, in Theorem 1.1 above describe the PDE solutions which we intend to approximate in
Theorem 1.1 above. The functions µd : R
d → Rd, d ∈ N, in Theorem 1.1 above describe the
coefficient functions in front of the first-order derivative terms in the PDEs (see (3)) whose
solutions we intend to approximate in Theorem 1.1 above. The functions σd : R
d → Rd×d,
d ∈ N, in Theorem 1.1 above describe the coefficient functions in front of the second-order
derivative terms in the PDEs (see (3)) whose solutions we intend to approximate in Theorem 1.1
above. In (1) and (2) we formulate the Lipschitz hypotheses which we employ in Theorem 1.1
above. In (3) we specify the PDEs whose solutions we intend to approximate in Theorem 1.1
above. The probability space (Ω,F ,P) in Theorem 1.1 above is the probability space on
which we introduce the stochastic MLP approximations which we employ to approximate the
solutions ud : [0, T ]×Rd → R, d ∈ N, of the PDEs in (3). The set Θ =
⋃
n∈NZ
n in Theorem 1.1
above is used as an index set to introduce sufficiently many independent random variables on
this index set. The functions rθ : Ω → [0, 1], θ ∈ Θ, describe on [0, 1] continuously uniformly
distributed independent random variables which we use as random input sources for the MLP
approximations which we employ in Theorem 1.1 above to approximately compute the solutions
ud : [0, T ] × Rd → R, d ∈ N, of the PDEs in (3). The functions W d,θ : [0, T ] × Ω → Rd,
d ∈ N, θ ∈ Θ, describe independent standard Brownian motions which we use as random input
sources for the MLP approximations which we employ in Theorem 1.1 above to approximately
compute the solutions ud : [0, T ] × Rd → R, d ∈ N, of the PDEs in (3). The functions
Y d,N,θ,xt : [t, T ] × Ω → Rd, d,N ∈ N, θ ∈ Θ, x ∈ Rd, t ∈ [0, T ), in (4) above describe Euler-
Mayurama approximations which we use in the MLP approximations in (5) in Theorem 1.1
above as discretizations of the underlying Itoˆ processes associated to the linear parts of the
PDEs in (3). The functions Ud,θn,M : [0, T ]×Rd × Ω → R, d, n,M ∈ N0, θ ∈ Θ, in (5) describe
the MLP approximations which we employ in Theorem 1.1 above to approximately compute
the solutions ud : [0, T ]×Rd → R, d ∈ N, of the PDEs in (3). The natural numbers Cd,n,M ∈ N,
d, n,M ∈ N, describe the sum of the number of function evaluations of f , of the number of
function evaluations of ud(T, ·), of the number of function evaluations of µd, of the number of
function evaluations of σd, and of the number of realizations of scalar random variables which are
used to compute one realization of the MLP approximations which we employ in Theorem 1.1
above to approximately compute the solutions ud : [0, T ]×Rd → R, d ∈ N, of the PDEs in (3)
(cf. also (148) in Proposition 4.1 in Section 4 for a precise definition of (Cd,n,M)(d,n,M)∈N3 ⊆ N).
Theorem 1.1 establishes that the solutions ud : [0, T ] × Rd → R, d ∈ N, of the PDEs in (3)
can be approximated by the MLP approximations Ud,θn,M : [0, T ]×Rd × Ω → R, d, n,M ∈ N0,
θ ∈ Θ, in (5) with the number of involved function evaluations of f , ud(T, ·), µd, and σd and
the number of involved scalar random variables growing at most quintically in the reciprocal
1/ε of the prescribed approximation accuracy ε ∈ (0,∞) and at most linearly in the PDE
dimension d ∈ N. Our proofs of Theorem 1.1 above and Theorem 4.2 below, respectively,
are partially based on previous analyses for MLP approximations in the scientific literature
(cf., e.g., [5, 6, 18, 24, 35, 37–39]) and on analyses for numerical approximations for SDEs with
non-globally Lipschitz continuous coefficient functions (cf., e.g., [33]).
The remainder of this article is organized as follows. As mentioned above, MLP approxima-
tion methods are, roughly speaking, based on the idea to reformulate the PDE under considera-
tion (see (3)) as a stochastic fixed point equation (see (IIa) above) and then to approximate the
fixed point of the stochastic fixed point equation through suitable full-history recursive multi-
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level Monte Carlo approximations (see (IIb) and (IIc) above). In Section 2 below we establish
existence, uniqueness, and regularity properties for such stochastic fixed point equations. In
Section 3 below we introduce MLP approximations for solutions of such stochastic fixed point
equations (see (45) in Setting 3.1 in Subsection 3.1 below), we study measurability, integra-
bility, and independence properties for the introduced MLP approximations (see Lemma 3.2,
Lemma 3.3, and Lemma 3.4 in Subsection 3.2 below), and we establish in Corollary 3.12 in
Subsection 3.5 below upper bounds for the L2-distances between the exact solutions of the con-
sidered stochastic fixed point equations and the proposed MLP approximations. In our proof
of Corollary 3.12 we employ certain function space-valued Gronwall-type inequalities, which we
establish in Lemma 3.9, Lemma 3.10, and Lemma 3.11 in Subsection 3.4 below. In Section 4
we combine the existence, uniqueness, and regularity properties for stochastic fixed point equa-
tions, which we have established in Section 2, with the error analysis for MLP approximations
for stochastic fixed point equations, which we have established in Section 3 (see Corollary 3.12
in Subsection 3.5), to obtain a computational complexity analysis for MLP approximations
for semilinear second-order PDEs with possibly nonlinear coefficient functions in front of the
second-order differential operators.
2 Stochastic fixed-point equations
In this section we establish in the elementary results in Proposition 2.2 and Lemma 2.3 below
existence, uniqueness, and regularity properties for stochastic fixed point equations. Similar
existence, uniqueness, and regularity results for stochastic fixed point equations can, e.g., be
found in [4] and [7, Theorem 3.7]. In our proof of Proposition 2.2 we use the well-known
auxiliary measurability result in Lemma 2.1 below. For completeness we also include in this
section a detailed proof for Lemma 2.1.
2.1 Existence of solutions of stochastic fixed-point equations
Lemma 2.1. Let (X,X ) be a measurable space, let (Y,Y , µ) be a sigma-finite measure space,
let f : X × Y → R be measurable, and assume for all x ∈ X that ∫
Y
|f(x, y)|µ(dy) <∞. Then
it holds that X ∋ x 7→ ∫
Y
f(x, y)µ(dy) ∈ R is measurable.
Proof of Lemma 2.1. Throughout this proof let fk : X × Y → [0,∞), k ∈ {0, 1}, satisfy for all
k ∈ {0, 1}, x ∈ X , y ∈ Y that
fk(x, y) = max{(−1)kf(x, y), 0}. (6)
Note that Fubini’s theorem (cf., e.g., Klenke [44, Theorem 14.16]) ensures that for every mea-
surable g : X × Y → [0,∞) it holds that X ∋ x 7→ ∫
Y
g(x, y)µ(dy) ∈ [0,∞] is measurable.
This proves that for all k ∈ {0, 1} it holds that X ∋ x 7→ ∫
Y
fk(x, y)µ(dy) ∈ [0,∞) is mea-
surable. Combining this with the fact that for all x ∈ X it holds that ∫
Y
f(x, y)µ(dy) =∫
Y
f0(x, y)µ(dy)−
∫
Y
f1(x, y)µ(dy) implies that X ∋ x 7→
∫
Y
f(x, y)µ(dy) ∈ R is measurable.
The proof of Lemma 2.1 is thus completed.
Proposition 2.2. Let d ∈ N, L, T, c ∈ [0,∞), O ∈ B(Rd) satisfy O 6= ∅, let ‖·‖ : Rd → [0,∞)
be a norm on Rd, let (Ω,F ,P) be a probability space, let Xxt,s : Ω → O, s ∈ [t, T ], t ∈ [0, T ],
x ∈ O, be random variables, assume for every measurable ψ : [0, T ]×O → [0,∞) that {(t, s) ∈
[0, T ]2 : t ≤ s}×O ∋ (t, s, x) 7→ E[ψ(s,Xxt,s)] ∈ [0,∞] is measurable, let f : [0, T ]×O×R→ R,
g : O → R, and V : [0, T ] × O → (0,∞) be measurable, assume for all t ∈ [0, T ], s ∈ [t, T ],
x ∈ O, v, w ∈ R that |f(t, x, 0)| ≤ cV (t, x), |g(x)| ≤ cV (T, x), E[V (s,Xxt,s)] ≤ V (t, x), and
|f(t, x, v)− f(t, x, w)| ≤ L|v − w|. Then
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(i) there exists a unique measurable u : [0, T ]×O → R which satisfies for all t ∈ [0, T ], x ∈ O
that E
[|g(Xxt,T )|]+ ∫ Tt E[|f(s,Xxt,s, u(s,Xxt,s))|] ds+ supy∈O sups∈[0,T ] |u(s,y)|V (s,y) <∞ and
u(t, x) = E
[
g(Xxt,T )
]
+
∫ T
t
E
[
f
(
s,Xxt,s, u(s,X
x
t,s)
)]
ds (7)
and
(ii) it holds that for all t ∈ [0, T ] that
sup
x∈O
( |u(t, x)|
V (t, x)
)
≤
[
sup
x∈O
( |g(x)|
V (T, x)
)
+ sup
x∈O
sup
s∈[t,T ]
( |Tf(s, x, 0)|
V (s, x)
)]
eL(T−t). (8)
Proof of Proposition 2.2. Throughout this proof let V satisfy
V =
{
u : [0, T ]×O → R :
[
u is measurable and
[
sup
t∈[0,T ]
sup
x∈O
( |u(t, x)|
V (t, x)
)
<∞
]]}
(9)
and let ‖·‖λ : V → [0,∞), λ ∈ R, satisfy for every λ ∈ R, v ∈ V that
‖v‖λ = sup
t∈[0,T ]
sup
x∈O
(
eλt|v(t, x)|
V (t, x)
)
. (10)
Note that (9) and (10) ensure that for all λ ∈ R it holds that (V, ‖·‖λ) is a normed R-vector
space. Next we show that (V, ‖·‖0) is an R-Banach space. For this let v = (vn)n∈N : N → V
satisfy
lim supN→∞
(
supn,m∈N∩[N,∞) ‖vn − vm‖0
)
= 0. (11)
Observe that (11) demonstrates that for all t ∈ [0, T ], x ∈ O it holds that vn(t, x) ∈ R, n ∈ N, is
a Cauchy sequence. The fact that (R, |·|) is an R-Banach space hence assures that there exists
φ : [0, T ]×O → R which satisfies for all t ∈ [0, T ], x ∈ O that lim supn→∞ |φ(t, x)−vn(t, x)| = 0.
Combining this with the fact that for all n ∈ N it holds that vn is measurable proves that
φ is measurable. Next observe that the fact that for all t ∈ [0, T ], x ∈ O it holds that
lim supn→∞ |φ(t, x)− vn(t, x)| = 0 yields that for all N ∈ N it holds that
sup
t∈[0,T ]
sup
x∈O
( |φ(t, x)|
V (t, x)
)
= sup
t∈[0,T ]
sup
x∈O
( | limn→∞ vn(t, x)|
V (t, x)
)
≤ sup
t∈[0,T ]
sup
x∈O
(
[supn∈N |vn(t, x)|]
V (t, x)
)
= sup
n∈N
sup
t∈[0,T ]
sup
x∈O
( |vn(t, x)|
V (t, x)
)
= sup
n∈N
‖vn‖0
≤
[
sup
n∈N∩[N,∞)
‖vn − vN‖0
]
+
[
max
n∈{1,2,...,N}
‖vn‖0
]
≤
[
sup
n,m∈N∩[N,∞)
‖vn − vm‖0
]
+
[
max
n∈{1,2,...,N}
‖vn‖0
]
.
(12)
This and (11) imply that
sup
t∈[0,T ]
sup
x∈O
( |φ(t, x)|
V (t, x)
)
≤ sup
n∈N
‖vn‖0 <∞. (13)
6
Combining this with the fact that φ is measurable proves that φ ∈ V. In addition, observe that
(11) assures that
lim sup
n→∞
‖φ− vn‖0 = lim sup
n→∞
[
sup
t∈[0,T ]
sup
x∈O
(
limm→∞ |vm(t, x)− vn(t, x)|
V (t, x)
)]
≤ lim sup
n→∞
[
sup
t∈[0,T ]
sup
x∈O
sup
m∈N∩[n,∞)
( |vm(t, x)− vn(t, x)|
V (t, x)
)]
= lim sup
n→∞
[
sup
m∈N∩[n,∞)
‖vm − vn‖0
]
= 0.
(14)
This demonstrates that (V, ‖·‖0) is an R-Banach space. Combining this with the fact that for
all Λ ∈ R, λ ∈ [Λ,∞), v ∈ V it holds that ‖v‖Λ ≤ ‖v‖λ ≤ e(λ−Λ)T ‖v‖Λ shows that for all λ ∈ R
it holds that (V, ‖·‖λ) is an R-Banach space. Moreover, observe that the fact that for all x ∈ O
it holds that |g(x)| ≤ cV (T, x) ensures that for all t ∈ [0, T ], x ∈ O it holds that
E
[|g(Xxt,T )|] ≤
[
sup
y∈O
|g(y)|
V (T, y)
]
E[V (T,Xxt,T )] ≤
[
sup
y∈O
( |g(y)|
V (T, y)
)]
V (t, x) <∞. (15)
This implies that
[0, T ]×O ∋ (t, x) 7→ E[g(Xxt,T )] ∈ R (16)
is measurable. Furthermore, observe that the triangle inequality and the fact that for all
t ∈ [0, T ], x ∈ O, v, w ∈ R it holds that |f(t, x, v) − f(t, x, w)| ≤ L|v − w| yield that for all
v ∈ V, t ∈ [0, T ], s ∈ [t, T ], x ∈ O it holds that
E
[|f(s,Xxt,s, v(s,Xxt,s))|] ≤ E[|f(s,Xxt,s, 0)|+ L|v(s,Xxt,s)|]
≤
[
sup
r∈[s,T ]
sup
y∈O
( |f(r, y, 0)|+ L|v(r, y)|
V (r, y)
)]
E
[
V (s,Xxt,s)
]
≤
[
sup
r∈[s,T ]
sup
y∈O
( |f(r, y, 0)|+ L|v(r, y)|
V (r, y)
)]
V (t, x) <∞.
(17)
This implies that for all v ∈ V it holds that
[0, T ] × [0, T ] × O ∋ (s, t, x) 7→ 1[t,T ](s)E
[
f
(
max{s, t}, Xxt,max{s,t}, v(, Xxt,max{s,t})
)]
ds ∈ R
(18)
is measurable. Moreover, observe that (17) implies that for all v ∈ V, t ∈ [0, T ], x ∈ O it holds
that ∫ T
0
1[t,T ](s)
∣∣
E
[
f
(
max{s, t}, Xxt,max{s,t}, v(max{s, t}, Xxt,max{s,t})
)]∣∣ ds <∞. (19)
Lemma 2.1 and (16) hence prove that for all v ∈ V it holds that
[0, T ]×O ∋ (t, x) 7→ E[g(Xxt,T )]
+
∫ T
0
1[t,T ](s)E
[
f
(
max{s, t}, Xxt,max{s,t}, v(max{s, t}, Xxt,max{s,t})
)]
ds ∈ R (20)
is measurable. This and (17) imply that there exists Φ: V → V which satisfies for all t ∈ [0, T ],
x ∈ O, v ∈ V that
[Φ(v)](t, x) = E
[
g(Xxt,T )
]
+
∫ T
t
E
[
f
(
s,Xxt,s, v(s,X
x
t,s)
)]
ds. (21)
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In addition, note that the fact that for all t ∈ [0, T ], x ∈ O, v, w ∈ R it holds that |f(t, x, v)−
f(t, x, w)| ≤ L|v −w| ensures that for all λ ∈ (0,∞), v, w ∈ V it holds that ‖Φ(v)−Φ(w)‖λ ≤
L
λ
‖v−w‖λ (cf., e.g., Beck et al. [4, Lemma 2.8]). Hence, we obtain for all λ ∈ [2L,∞), v, w ∈ V
that
‖Φ(v)− Φ(w)‖λ ≤ 1
2
‖v − w‖λ. (22)
Banach’s fixed point theorem therefore demonstrates that there exists a unique u ∈ V which
satisfies Φ(u) = u. Combining this, (9), and (17) with (21) establishes item (i). Next observe
that (15) and (17) imply that for all t ∈ [0, T ] it holds that
sup
r∈[t,T ]
sup
x∈O
( |u(r, x)|
V (r, x)
)
= sup
r∈[t,T ]
sup
x∈O
( |(Φ(u))(r, x)|
V (r, x)
)
≤ sup
y∈O
( |g(y)|
V (T, y)
)
+ sup
r∈[0,T ]
sup
y∈O
( |Tf(r, y, 0)|
V (r, y)
)
+ L
∫ T
t
[
sup
r∈[s,T ]
sup
y∈O
( |u(r, y)|
V (r, y)
)]
ds.
(23)
This, the fact that u ∈ V, and Gronwall’s lemma yield that for all t ∈ [0, T ] it holds that
sup
r∈[t,T ]
sup
x∈O
( |u(r, x)|
V (r, x)
)
≤
[
sup
y∈O
( |g(y)|
V (T, y)
)
+ sup
r∈[0,T ]
sup
y∈O
( |Tf(r, y, 0)|
V (r, y)
)]
eL(T−t). (24)
This establishes item (ii). The proof of Proposition 2.2 is thus completed.
2.2 Perturbation analysis for stochastic fixed-point equations
Lemma 2.3. Let d ∈ N, g ∈ C(Rd,R), c, L, ρ, η ∈ [0,∞), T, δ, p, q ∈ (0,∞) satisfy p−1 +
q−1 ≤ 1, let ‖·‖ : Rd → [0,∞) be a seminorm on Rd, let (Ω,F ,P) be a probability space, let
Xx,kt,(·) = (X
x,k
t,s (ω))(s,ω)∈[t,T ]×Ω : [t, T ]×Ω→ Rd, t ∈ [0, T ], x ∈ Rd, k ∈ {1, 2}, be measurable, let
f : [0, T ]×Rd ×R→ R, V : Rd → (0,∞), ψ : [0, T ]×Rd → (0,∞), and uk : [0, T ]×Rd → R,
k ∈ {1, 2}, be measurable, and assume for all x, y ∈ Rd, t ∈ [0, T ], s ∈ [t, T ], r ∈ [s, T ],
v, w ∈ R, k ∈ {1, 2}, X ,Y ∈ B(R2d), and all measurable functions h : Rd ×Rd → [0,∞) that
Xx,kt,t = x, E
[
ψ(s,Xx,kt,s )
] ≤ ηψ(t, x), (25)
R
d ×Rd ∋ (y1, y2) 7→ E
[
h
(
Xy1,1s,r , X
y2,1
s,r
)] ∈ [0,∞] is measurable, (26)
E
[
E
[
h
(
X x˜,1s,r , X
y˜,1
s,r
)]∣∣
x˜=Xx,1t,s ,y˜=X
y,1
t,s
]
= E
[
h
(
Xx,1t,r , X
y,1
t,r
)]
, (27)
max{T |f(t, x, v)− f(t, y, w)|, |g(x)− g(y)|} ≤ LT |v−w|+ T−1/2[V (x) +V (y)]1/p‖x− y‖, (28)
E
[
E
[∥∥Xz1,1s,r −Xz2,1s,r ∥∥q]∣∣∣
z1=X
x,1
t,s ,z2=X
x,2
t,s
]
≤ δqψ(t, x), (29)
E
[|g(Xx,kt,T )|]+
∫ T
t
E
[|f(s,Xx,kt,s , uk(s,Xx,kt,s ))|] ds <∞, (30)
uk(t, x) = E
[
g(Xx,kt,T ) +
∫ T
t
f(s,Xx,kt,s , uk(s,X
x,k
t,s )) ds
]
, (31)
and max{|uk(t, x)|p, ceρ(t−s)E[V (Xx,kt,s )]} ≤ cV (x). Then it holds for all t ∈ [0, T ], x ∈ Rd that
|u1(t, x)− u2(t, x)| ≤ 4(1 + LT )T−1/2 exp
(
(L+ ρ
p
+ η
1/qL)(T − t))|V (x)|1/p|ψ(t, x)|1/qδ. (32)
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Proof of Lemma 2.3. Throughout this proof assume w.l.o.g. that c > 0. Note that Ho¨lder’s
inequality implies that for all s ∈ [0, T ], r ∈ [s, T ], x1, x2 ∈ Rd, k1, k2 ∈ {1, 2} it holds that
E
[(
V (Xx1,k1s,r ) + V (X
x2,k2
s,r )
)1/p ∥∥Xx1,k1s,r −Xx2,k2s,r ∥∥]
≤ (E[V (Xx1,k1s,r ) + V (Xx2,k2s,r )])1/p (E[∥∥Xx1,k1s,r −Xx2,k2s,r ∥∥q])1/q
≤ eρ(r−s)/p(V (x1) + V (x2))1/p
(
E
[∥∥Xx1,k1s,r −Xx2,k2s,r ∥∥q])1/q .
(33)
This, (31), the triangle inequality, linearity, Tonelli’s theorem, and (26)–(28) show that for all
t ∈ [0, T ], s ∈ [t, T ], x1, x2 ∈ Rd it holds that
E
[|u1(s,Xx1,1t,s )− u1(s,Xx2,1t,s )|]
= E


∣∣∣∣E
[
g(Xy1,1s,T )− g(Xy2,1s,T ) +
∫ T
s
f(r,Xy1,1s,r , u1(r,X
y1,1
s,r ))− f(r,Xy2,1s,r , u1(r,Xy2,1s,r )) dr
]∣∣∣∣
∣∣∣∣∣y1=Xx1,1t,s
y2=X
x2,1
t,s


≤ E[|g(Xx1,1t,T )− g(Xx2,1t,T )|]+
∫ T
s
E
[∣∣f(r,Xx1,1t,r , u1(r,Xx1,1t,r ))− f(r,Xx2,1t,r , u1(r,Xx2,1t,r ))∣∣] dr
≤ E
[
T−1/2
(
V (Xx1,1t,T ) + V (X
x2,1
t,T )
)1/p ∥∥Xx1,1t,T −Xx2,1t,T ∥∥]+ L
∫ T
s
E
[∣∣u1(r,Xx1,1t,r )− u1(r,Xx2,1t,r )∣∣] dr
+
∫ T
s
E
[
T−3/2
(
V (Xx1,1t,r ) + V (X
x2,1
t,r )
)1/p ∥∥Xx1,1t,r −Xx2,1t,r ∥∥] dr
≤ L
∫ T
s
E
[∣∣u1(r,Xx1,1t,r )− u1(r,Xx2,1t,r )∣∣] dr + eρ(T−t)/p(V (x1) + V (x2))1/p
·
[
T−1/2
(
E
[∥∥Xx1,1t,T −Xx2,1t,T ∥∥q])1/q +
∫ T
t
T−3/2
(
E
[∥∥Xx1,1t,r −Xx2,1t,r ∥∥q])1/q dr
]
.
(34)
This, Gronwall’s lemma, and the fact that for all t ∈ [0, T ], s ∈ [t, T ], x ∈ Rd it holds that
max{e−ρ(s−t)E[V (Xx,kt,s )], |u1(t, x)|p} ≤ cV (x) imply that for all t ∈ [0, T ], s ∈ [t, T ], x1, x2 ∈ Rd
it holds that
E
[|u1(s,Xx1,1t,s )− u1(s,Xx2,1t,s )|] ≤ eρ(T−t)/p(V (x1) + V (x2))1/p
·
[
T−1/2
(
E
[∥∥Xx1,1t,T −Xx2,1t,T ∥∥q])1/q +
∫ T
t
T−3/2
(
E
[∥∥Xx1,1t,r −Xx2,1t,r ∥∥q])1/q dr
]
eL(T−s).
(35)
Combining this with (25) assures that for all s ∈ [0, T ], x1, x2 ∈ Rd it holds that
|u1(s, x1)− u1(s, x2)| ≤ e(L+ρ/p)(T−s)(V (x1) + V (x2))1/p
·
[
T−1/2
(
E
[∥∥Xx1,1s,T −Xx2,1s,T ∥∥q])1/q +
∫ T
s
T−3/2
(
E
[∥∥Xx1,1s,r −Xx2,1s,r ∥∥q])1/q dr
]
.
(36)
This, (26), Ho¨lder’s inequality, (27), and (29) assure that for all t ∈ [0, T ], s ∈ [t, T ], x ∈ Rd it
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holds that
E[|u1(s,Xx,1t,s )− u1(s,Xx,2t,s )|]
≤ e(L+ρ/p)(T−s)E
[[
T−1/2(V (z1) + V (z2))
1/p
(
E
[∥∥Xz1,1s,T −Xz2,1s,T ∥∥q])1/q
]∣∣∣∣
z1=X
x,1
t,s ,z2=X
x,2
t,s
]
+ e(L+ρ/p)(T−s)
∫ T
s
E

[T−3/2(V (z1) + V (z2))1/p (E[∥∥Xz1,1s,r −Xz2,1s,r ∥∥q])1/q]∣∣∣z1=Xx,1t,s
z2=X
x,2
t,s

 dr
≤ 2e(L+ρ/p)(T−s)T−1/2 (E[V (Xx,1t,s ) + V (Xx,2t,s )])1/p sup
r∈[s,T ]


E


E
[∥∥Xz1,1s,r −Xz2,1s,r ∥∥q]∣∣∣z1=Xx,1t,s
z2=X
x,2
t,s




1/q
≤ 2T−1/2e(L+ρ/p)(T−t)(2V (x))1/pδ(ψ(t, x))1/q.
(37)
and (29) show that for all t ∈ [0, T ], x ∈ Rd, ε ∈ (0, 1) it holds that
|u1(t, x)− u2(t, x)|
=
∣∣∣∣E
[
g(Xx,1t,T )− g(Xx,2t,T ) +
∫ T
t
f(s,Xx,1t,s , u1(s,X
x,1
t,s ))− f(s,Xx,2t,s , u2(s,Xx,2t,s )) ds
]∣∣∣∣
≤ E[|g(Xx,1t,T )− g(Xx,2t,T )|]+
∫ T
t
E
[|f(s,Xx,1t,s , u1(s,Xx,1t,s )− (f(s,Xx,2t,s , u1(s,Xx,2t,s ))|] ds
+
∫ T
t
E
[|f(s,Xx,2t,s , u1(s,Xx,2t,s ))− f(s,Xx,2t,s , u2(s,Xx,2t,s ))|] ds
≤ E
[
T−1/2
(
V (Xx,1t,T ) + V (X
x,2
t,T )
)1/p ∥∥Xx,1t,T −Xx,2t,T ∥∥]+ L
∫ T
t
E
[|u1(s,Xx,1t,s )− u1(s,Xx,2t,s )|] ds
+
∫ T
t
E
[
T−3/2
(
V (Xx,1t,s ) + V (X
x,2
t,s )
)1/p ∥∥Xx,1t,s −Xx,2t,s ∥∥] ds+ L
∫ T
t
E
[|u1(s,Xx,2t,s )− u2(s,Xx,2t,s )|] ds
≤ T−1/2eρ(T−t)/p(2V (x))1/pδ(ε+ ψ(t, x))1/q + LT [2T−1/2e(L+ρ/p)(T−t)(2V (x))1/pδ(ε+ ψ(t, x))1/q]
+ T−1/2eρ(T−t)/p(2V (x))1/pδ(ε+ ψ(t, x))1/q
+ L
∫ T
t
[
sup
r∈[s,T ],z∈Rd
eρr/p|u1(r, z)− u2(r, z)|
(V (z))1/p(ε+ ψ(r, z))1/q
]
e−ρs/pE
[
(V (Xx,2t,s ))
1/p(ε+ ψ(s,Xx,2t,s ))
1/q
]
ds.
(38)
Next note that (25) implies for all t ∈ [0, T ], x ∈ Rd that ψ(t, x) ≤ ηψ(t, x). The fact that
ψ > 0 hence demonstrates that η ≥ 1. Ho¨lder’s inequality, the assumption that 1/p+ 1/q ≤ 1,
and (25) therefore assure that for all t ∈ [0, T ], s ∈ [t, T ], x ∈ Rd, ε ∈ (0, 1) it holds that
E
[
(V (Xx,2t,s )
1/p(ε+ ψ(Xx,2t,s ))
1/q
] ≤ (E[V (Xx,2t,s ])1/p(ε+E[ψ(s,Xx,2t,s )])1/q
≤ eρ(s−t)/p(V (x))1/p(ε+ ηψ(t, x))1/q ≤ eρ(s−t)/p(V (x))1/p[η(ε+ ψ(t, x))]1/q. (39)
This and (38) demonstrate that for all t ∈ [0, T ], x ∈ Rd, ε ∈ (0, 1) it holds that
|u1(t, x)− u2(t, x)| ≤ (2 + 2LT )
[
T−1/2e(L+ρ/p)(T−t)(2V (x))1/pδ(ε+ ψ(t, x))1/q
]
+ L
∫ T
t
[
sup
r∈[s,T ],z∈Rd
eρr/p|u1(r, z)− u2(r, z)|
(V (z))1/p(ε+ ψ(r, z))1/q
]
e−ρs/peρ(s−t)/p(V (x))1/pη1/q(ε+ ψ(t, x))1/q ds.
(40)
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This and the fact 21/p ≤ 2 imply that for all t ∈ [0, T ], ε ∈ (0, 1) it holds that[
sup
r∈[t,T ],x∈Rd
e(L+ρ/p)r|u1(r, x)− u2(r, x)|
(V (x))1/p(ε+ ψ(r, x))1/q
]
≤ 4(1 + LT )T−1/2e(L+ρ/p)T δ + Lη1/q
∫ T
t
[
sup
r∈[s,T ],z∈Rd
e(L+ρ/p)r|u1(r, z)− u2(r, z)|
(V (z))1/p(ε+ ψ(r, z))1/q
]
ds.
(41)
Gronwall’s lemma therefore ensures that for all t ∈ [0, T ], ε ∈ (0, 1) it holds that[
sup
r∈[t,T ],x∈Rd
e(L+ρ/p)r|u1(r, x)− u2(r, x)|
(V (x))1/p(ε+ ψ(r, x))1/q
]
≤ 4(1 + LT )T−1/2e(L+ρ/p)T δeLη1/q(T−t). (42)
Hence, we obtain that for all t ∈ [0, T ], x ∈ Rd, ε ∈ (0, 1) it holds that
|u1(t, x)− u2(t, x)| ≤ 4(1 + LT )T−1/2e(L+ρ/p+Lη
1/q)(T−t)(V (x))1/p(ε+ ψ(t, x))1/qδ. (43)
This completes the proof of Lemma 2.3.
3 Full-history recursive multilevel Picard (MLP) ap-
proximations
In this section we introduce MLP approximations for solutions of stochastic fixed point equa-
tions (see (45) in Setting 3.1 in Subsection 3.1 below), we study measurability, integrabil-
ity, and independence properties for the introduced MLP approximations (see Lemma 3.2,
Lemma 3.3, and Lemma 3.4 in Subsection 3.2 below), and we establish in Corollary 3.12 in
Subsection 3.5 below upper bounds for the L2-distances between the exact solutions of the con-
sidered stochastic fixed point equations and the proposed MLP approximations. In our proof
of Corollary 3.12 we employ certain function space-valued Gronwall-type inequalities, which we
establish in Lemma 3.9, Lemma 3.10, and Lemma 3.11 in Subsection 3.4 below. Our proof of
Lemma 3.9 employs the well-known and elementary auxiliary results in Lemma 3.6, Lemma 3.7,
and Lemma 3.8. For completeness we include in this section also detailed proofs for Lemma 3.6,
Lemma 3.7, and Lemma 3.8.
3.1 Mathematical description of MLP approximations
Setting 3.1. Let d ∈ N, T, C, L, ρ ∈ [0,∞), ∆ = {(t, s) ∈ [0, T ]2 : t ≤ s}, let f : [0, T ] ×
R
d × R → R, g : Rd → R, u : [0, T ] × Rd → R, and ϕ : Rd → (0,∞) be measurable, let
F : R[0,T ]×R
d → R[0,T ]×Rd satisfy for all t ∈ [0, T ], x ∈ Rd, y, y ∈ R, w ∈ R[0,T ]×Rd that
|f(t, x, y)− f(t, x, y)| ≤ L|y − y| and (F (w))(t, x) = f(t, x, w(t, x)), (44)
let (Ω,F ,P) be a probability space, let Θ = ⋃n∈NZn, let rθ : Ω→ [0, 1], θ ∈ Θ, be i.i.d. random
variables, let Y θ = (Y θt,s(x, ω))(t,s,x,ω)∈∆×Rd×Ω : ∆ × Rd × Ω → Rd, θ ∈ Θ, be measurable,
assume for all t ∈ (0, 1) that P(r0 ≤ t) = t, let Rθ : [0, T ]× Ω → [0, T ], θ ∈ Θ, satisfy for all
t ∈ [0, T ], θ ∈ Θ that Rθt = t + (T − t)rθ, assume for all t ∈ [0, T ], s ∈ [t, T ], x ∈ Rd that
Y θt,s(x), θ ∈ Θ, are i.i.d., assume that (rθ)θ∈Θ and (Y θt,s(x))(θ,t,s,x)∈Θ×∆×Rd are independent, let
Uθn,M : [0, T ]×Rd×Ω→ R, n,M ∈ Z, θ ∈ Θ, satisfy for all n ∈ N0, M ∈ N, θ ∈ Θ, t ∈ [0, T ],
x ∈ Rd that
Uθn,M(t, x) =
1
N
(n)
Mn
Mn∑
i=1
g
(
Y
(θ,0,−i)
t,T (x)
)
+
n−1∑
ℓ=0
(T − t)
Mn−ℓ

Mn−ℓ∑
i=1
(
F (U
(θ,ℓ,i)
ℓ,M )− 1N(ℓ)F (U (θ,−ℓ,i)ℓ−1,M )
)(R(θ,ℓ,i)t , Y (θ,ℓ,i)t,R(θ,ℓ,i)t (x)
) ,
(45)
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assume for all t ∈ [0, T ], s ∈ [t, T ], x ∈ Rd that E[|g(Y 0t,T (x))|]+∫ Tt E[|(F (u))(r, Y 0t,r(x))|] dr <
∞, E[ϕ(Y 0t,s(x))] ≤ eρ(s−t)ϕ(x), |(F (0))(t, x)|2 + |g(x)|2 + |u(t, x)|2 ≤ Cϕ(x), and
u(t, x) = E
[
g(Y 0t,T (x)) +
∫ T
t
(F (u))
(
r, Y 0t,r(x)
)
dr
]
. (46)
3.2 Measurability, integrability, and independence properties for
MLP approximations
Lemma 3.2 (Independence and distributional properties). Assume Setting 3.1. Then
(i) it holds for all n ∈ N0, M ∈ N, θ ∈ Θ that Uθn,M and F (Uθn,M) are measurable,
(ii) it holds for all n ∈ N0, M ∈ N, θ ∈ Θ that
S
(
(Uθn,M(t, x))(t,x)∈[0,T ]×Rd
) ⊆ S((r(θ,ϑ))ϑ∈Θ, (Y (θ,ϑ)t,s (x))(ϑ,t,s,x)∈Θ×∆×Rd), (47)
(iii) it holds for all n ∈ N0, M ∈ N, θ ∈ Θ that (Uθn,M(t, x))(t,x)∈[0,T ]×Rd, (Y θt,s(x))(t,s,x)∈∆×Rd,
and rθ are independent,
(iv) it holds for all n,m ∈ N0, M ∈ N, i, j, k, ℓ, ν ∈ Z, θ ∈ Θ with (i, j) 6= (k, l) that
(U
(θ,i,j)
n,M (t, x))(t,x)∈[0,T ]×Rd, (U
(θ,k,ℓ)
m,M (t, x))(t,x)∈[0,T ]×Rd, r
(θ,i,j), and (Y
(θ,i,j)
t,s (x))(t,s,x)∈∆×Rd are
independent, and
(v) it holds for all n ∈ N0, M ∈ N, t ∈ [0, T ], x ∈ Rd that Uθn,M(t, x), θ ∈ Θ, are identically
distributed.
Proof of Lemma 3.2. Note that (45), (44), the assumption that for all M ∈ N, θ ∈ Θ it holds
that Uθ0,M = 0, the fact that f is measurable, the fact that g is measruable, the fact that
for all θ ∈ Θ it holds that Y θ is measurable, the fact that for all θ ∈ Θ it holds that Rθ is
measurable, and induction establish item (i). Next observe that (44), item (i), and the fact that
f is measurable assure that for all n ∈ N0, M ∈ N, θ ∈ Θ it holds that F (Uθn,M) is measurable.
The assumption that for all M ∈ N, θ ∈ Θ it holds that Uθ0,M = 0, (45), the fact that for all
θ ∈ Θ it holds that Y θ is measurable, the fact that for all θ ∈ Θ it holds that Rθ is measurable,
and induction on N0 hence prove item (ii). Furthermore, note that item (ii) and the fact that
for all θ ∈ Θ it holds that (r(θ,ϑ))ϑ∈Θ, (Y (θ,ϑ)t,s (x))(ϑ,t,s,x)∈Θ∆×Rd, (Y θt,s(x))(t,s,x)∈∆×Rd, and rθ are
independent establish item (iii). In addition, note that item (ii), the fact that for all i, j ∈ Z,
θ ∈ Θ it holds that r(θ,i,j) and (Y (θ,i,j)t,s (x))(t,s,x)∈∆×Rd are independent, and the fact that for all
i, j, k, ℓ ∈ Z, θ ∈ Θ with (i, j) 6= (k, ℓ) it holds that
(r(θ,i,j,ϑ), Y
(θ,i,j,ϑ)
t,s (x))(ϑ,t,s,x)∈Θ×∆×Rd (48)
and
(r(θ,k,ℓ,ϑ), Y
(θ,k,ℓ,ϑ)
t,s (x))(ϑ,t,s,x)∈Θ×∆×Rd (49)
are independent prove item (iv). Furthermore, note that the assumption that for all M ∈
N, θ ∈ Θ it holds that Uθ0,M = 0, the assumption that for all t ∈ [0, T ], s ∈ [t, T ], x ∈ Rd it
holds that Y θt,s(x), θ ∈ Θ, are i.i.d., the fact that for all t ∈ [0, T ] it holds that Rθt , θ ∈ Θ,
are i.i.d., items (i)–(iv), induction, and, e.g., [37, Lemma 2.4] establish item (v). The proof of
Lemma 3.2 is thus completed.
Lemma 3.3 (Integrability). Assume Setting 3.1, let M ∈ N, and let dim: Θ → N satisfy for
all n ∈ N, θ ∈ Zn that dim(θ) = n. Then
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(i) it holds for all t ∈ [0, T ], ℓ ∈ N0, η, µ, ν ∈ Θ with min{dim(η), dim(µ)} ≥ dim(ν) that
sup
x∈Rd
[
(ϕ(x))−1eρtE
[∣∣∣(T − t) (F (Uηℓ,M)− 1N(ℓ)F (Uµℓ−1,M))(Rνt , Y νt,Rνt (x))
∣∣∣2]]1/2
≤ 1{0}(ℓ)(T − t)
[
sup
s∈[0,T ],x∈Rd
(ϕ(x))−1/2eρs/2|(F (0))(s, x)|
]
+ 1
N
(ℓ)(T − t)1/2L
[∫ T
t
sup
r∈[s,T ],x∈Rd
[
(ϕ(x))−1eρrE
[∣∣Uηℓ,M(r, x)− Uνℓ−1,M(r, x)∣∣2]] ds
]1/2
,
(50)
(ii) it holds for all θ ∈ Θ that
sup
t∈[0,T ]
sup
x∈Rd
[
(ϕ(x))−1eρtE
[|g(Y θt,T (x))|2]] ≤ sup
x∈Rd
[
(ϕ(x))−1|g(x)|2] eρT <∞, (51)
(iii) it holds for all n ∈ N0, θ ∈ Θ, η, µ, ν ∈ Θ with min{dim(η), dim(µ)} ≥ dim(ν) that
sup
t∈[0,T ]
sup
x∈Rd
[
eρt
ϕ(x)
E
[∣∣(T − t)(F (Uηn,M)− 1N(n)F (Uµn−1,M))(Rνt , Y νt,Rνt (x))∣∣2
]]1/2
<∞,
(52)
(iv) it holds for all n ∈ N0, θ ∈ Θ that
sup
t∈[0,T ]
sup
x∈Rd
[
(ϕ(x))−1eρtE
[∣∣Uθn,M(t, x)∣∣2]]1/2 <∞, (53)
and
(v) it holds for all n ∈ N0, η, ν ∈ Θ with dim(η) ≥ dim(ν) that
sup
t∈[0,T ]
sup
x∈Rd
[
eρt
ϕ(x)
E
[∣∣(T − t)(F (Uηn,M))(Rνt , Y νt,Rνt (x))∣∣2
]]1/2
= sup
t∈[0,T ]
sup
x∈Rd
[
eρt
ϕ(x)
∫ T
t
E
[∣∣(F (Uηn,M))(s, Y νt,s(x))∣∣2] ds
]1/2
<∞.
(54)
Proof of Lemma 3.3. Observe that item (ii) in Lemma 3.2 and the assumption that (rθ)θ∈Θ
and (Y θt,s(x))(θ,t,s,x)∈Θ×∆×Rd are independent show that for all ℓ ∈ N0, η, µ, ν ∈ Θ with
min{dim(η), dim(µ)} ≥ dim(ν) it holds that ((F (Uηℓ,M) − 1N(ℓ)F (Uµℓ−1,M))(t, x))(t,x)∈[0,T ]×Rd,
rν , and (Y νt,s(x))(t,s,x)∈∆×Rd are independent. Combining item (i) in Lemma 3.2, the assumption
that for all θ ∈ Θ it holds that Y θ is measurable, the fact that for all ν ∈ Θ, r ∈ (0, 1) it
holds that P(rν ≤ r) = r, and the fact that for all t ∈ [0, T ], s ∈ [t, T ], x ∈ Rd it holds that
E
[
ϕ(Y 0t,s(x))
] ≤ eρ(s−t)ϕ(x) with, e.g., [37, Lemma 2.2] therefore implies that for all ℓ ∈ N0,
t ∈ [0, T ), x ∈ Rd, η, µ, ν ∈ Θ with min{dim(η), dim(µ)} ≥ dim(ν) it holds that
E
[∣∣∣(T − t) (F (Uηℓ,M)− 1N(ℓ)F (Uµℓ−1,M)) (Rνt , Y νt,Rνt (x))
∣∣∣2]
=
1
T − t
∫ T
t
E
[
E
[∣∣(T − t) (F (Uηℓ,M)− 1N(ℓ)F (Uµℓ−1,M)) (s, z)∣∣2]∣∣∣
z=Y νt,s(x)
]
ds
= (T − t)
∫ T
t
E
[
E
[∣∣(F (Uηℓ,M)− 1N(ℓ)F (Uµℓ−1,M)) (s, z)∣∣2]∣∣∣
z=Y νt,s(x)
]
ds,
(55)
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E[∣∣(T − t)(F (Uηn,M))(Rνt , Y νt,Rνt (x))∣∣2
]
= (T − t)
∫ T
t
E
[∣∣(F (Uηn,M))(s, Y νt,s(x))∣∣2] ds, (56)
and
E
[∣∣∣(T − t) (F (Uηℓ,M)− 1N(ℓ)F (Uµℓ−1,M)) (Rνt , Y νt,Rνt (x))
∣∣∣2]
≤ (T − t)
∫ T
t
E
[(
sup
r∈[s,T ],z∈Rd
[
eρr
ϕ(z)
E
[∣∣F (Uηℓ,M)− 1N(ℓ)F (Uµℓ−1,M)(r, z)∣∣2]
])
ϕ(Y νt,s(x))
eρs
]
ds
≤ (T − t)
∫ T
t
(
sup
r∈[s,T ],z∈Rd
[
eρr
ϕ(z)
E
[∣∣F (Uηℓ,M)− 1N(ℓ)F (Uµℓ−1,M)(r, z)∣∣2]
])
eρ(s−t)ϕ(x)
eρs
ds
= e−ρtϕ(x)(T − t)2
[
1
T − t
∫ T
t
sup
r∈[s,T ],z∈Rd
[
eρr
ϕ(z)
E
[∣∣F (Uηℓ,M)− 1N(ℓ)F (Uµℓ−1,M)(r, z)∣∣2]
]
ds
]
.
(57)
This, the fact that ∀ η ∈ Θ, t ∈ [0, T ], x ∈ Rd : Uη0,M(t, x) = 0, and (44) imply that for all
ℓ ∈ N0, t ∈ [0, T ), η, µ, ν ∈ Θ with min{dim(η), dim(µ)} ≥ dim(ν) it holds that
sup
x∈Rd
[
(ϕ(x))−1eρtE
[∣∣∣(T − t) (F (Uηℓ,M)− 1N(ℓ)F (Uµℓ−1,M))(Rνt , Y νt,Rνt (x))
∣∣∣2]]1/2
≤ 1{0}(ℓ)(T − t)
[
sup
s∈[0,T ],x∈Rd
(ϕ(z))−1/2eρs/2|(F (0))(s, x)|
]
+ 1
N
(ℓ)(T − t)L
[
1
T − t
∫ T
t
sup
r∈[s,T ],x∈Rd
[
(ϕ(x))−1eρrE
[∣∣(Uηℓ,M − Uνℓ−1,M)(r, x)∣∣2]] ds
]1/2
= 1{0}(ℓ)(T − t)
[
sup
s∈[0,T ],x∈Rd
(ϕ(z))−1/2eρs/2|(F (0))(s, x)|
]
+ 1
N
(ℓ)(T − t)1/2L
[∫ T
t
sup
r∈[s,T ],x∈Rd
[
(ϕ(x))−1eρrE
[∣∣(Uηℓ,M − Uνℓ−1,M)(r, x)∣∣2]] ds
]1/2
.
(58)
This establishes item (i). Next, the fact that for all t ∈ [0, T ], s ∈ [t, T ], x ∈ Rd it holds that
Y θt,s(x), θ ∈ Θ, are identically distributed and the fact that for all t ∈ [0, T ], s ∈ [t, T ], x ∈ Rd
it holds that E
[
ϕ(Y 0t,s(x))
] ≤ eρ(s−t)ϕ(x) imply that for all θ ∈ Θ, t ∈ [0, T ], x ∈ Rd it holds
that
E
[∣∣g(Y θt,T (x))∣∣2] = E[∣∣g(Y 0t,T (x))∣∣2] ≤ E
[
sup
z∈Rd
[|g(z)|2/ϕ(z)] ∣∣ϕ(Y 0t,T (x))∣∣
]
≤ sup
z∈Rd
[|g(z)|2/ϕ(z)] eρ(T−t)ϕ(x). (59)
This and the fact that for all y ∈ Rd it holds that |g(y)|2 ≤ Cϕ(y) imply that for all θ ∈ Θ it
holds that
sup
t∈[0,T ]
sup
x∈Rd
[
(ϕ(x))−1eρt(E
[∣∣g(Y θt,T (x))∣∣2]] ≤ sup
z∈Rd
[|g(z)|2/ϕ(z)] eρT <∞. (60)
This proves item (ii). Next, let us prove items (iii) and (iv) by induction on n ∈ N0. The fact
that ∀ θ ∈ Θ: Uθ0,M = Uθ−1,M = 0, item (i), and the fact that for all t ∈ [0, T ], x ∈ Rd it holds
that |(F (0))(t, x)|2 ≤ Cϕ(x) show that for all ν ∈ Θ it holds that
sup
t∈[0,T ]
sup
x∈Rd
[
(ϕ(x))−1eρtE
[∣∣∣(T − t)(F (0))(Rνt , Y νt,Rνt (x))
∣∣∣2]
]1/2
<∞ (61)
14
and therefore establish the base case n = 0. For the induction step N0 ∋ (n− 1) 99K n ∈ N let
n ∈ N and assume the induction hypothesis that for all ℓ ∈ [0, n− 1] ∩N0, θ ∈ Θ, η, µ, ν ∈ Θ
with min{dim(η), dim(µ)} ≥ dim(ν) it holds that
sup
t∈[0,T ]
sup
x∈Rd
[
(ϕ(x))−1eρtE
[∣∣∣(T − t)(F (Uηℓ,M )− 1N(ℓ)F (Uµℓ−1,M ))(Rνt , Y νt,Rνt (x))
∣∣∣2]
]1/2
<∞ (62)
and
sup
t∈[0,T ]
sup
x∈Rd
[
(ϕ(x))−1eρtE
[∣∣Uθℓ,M(t, x)∣∣2]]1/2 <∞. (63)
The triangle inequality, (45), item (ii), and (62) then imply for all θ ∈ Θ that
sup
t∈[0,T ]
sup
x∈Rd
[
(ϕ(x))−1eρtE
[∣∣Uθn,M(t, x)∣∣2]]1/2 <∞. (64)
item (i), the assumption that n ∈ N, and (63) therefore show that for all η, µ, ν ∈ Θ with
min{dim(η), dim(µ)} ≥ dim(ν) it holds that
sup
t∈[0,T ]
sup
x∈Rd
[
eρt(ϕ(x))−1E
[∣∣∣(T − t)(F (Uηn,M )− 1N(n)F (Uµn−1,M ))(Rνt , Y νt,Rν (x))∣∣∣2
]]1/2
≤ TL
[
sup
s∈[0,T ]
sup
x∈Rd
[
(ϕ(x))−1eρsE
[∣∣∣(Uηn,M − Uνn−1,M)(s, x)∣∣∣2
]]]1/2
<∞.
(65)
This, (63), and (64) establish the induction step and hence finish the proof of items (iii) and (iv).
Next, combining item (i), item (iii), item (iv), (56), the triangle inequality, and a telescoping
sum argument implies item (v). The proof of Lemma 3.3 is thus completed.
Lemma 3.4 (Expectations of approximations). Assume Setting 3.1 and let θ ∈ Θ. Then
(i) it holds for all ℓ ∈ N0, t ∈ [0, T ], x ∈ Rd that
(
F (U
(θ,ℓ,i)
ℓ,M )− 1N(ℓ)F (U (θ,−ℓ,i)ℓ−1,M )
)(R(θ,ℓ,i)t ,
Y
(θ,ℓ,i)
t,R(θ,ℓ,i)t
(x)
)
, i ∈ N, are i.i.d.
(ii) it holds for all n ∈ N, t ∈ [0, T ], x ∈ Rd that
E
[
Uθn,M(t, x)
]
= E
[
g
(
Y θt,T (x)
)]
+ (T − t)E
[(
F (Uθn−1,M)
)(Rθt , Y θt,Rθt (x)
)]
= E
[
g
(
Y θt,T (x)
)]
+
∫ T
t
E
[(
F (Uθn−1,M)
)(
s, Y θt,s(x)
)]
ds.
(66)
Proof of Lemma 3.4. First, item (ii) in Lemma 3.2 shows for all i ∈ N, ℓ ∈ N0 that
S
({
U
(θ,ℓ,i)
ℓ,M (t, x) : t ∈ [0, T ], x ∈ Rd
})
⊆ S
({
r(θ,ℓ,i,ϑ), Y
(θ,ℓ,i,ϑ)
s,t (x) : ϑ ∈ Θ, s ∈ [0, T ], t ∈ [s, T ], x ∈ Rd
}) (67)
and
S
({
U
(θ,−ℓ,i)
ℓ−1,M (t, x) : t ∈ [0, T ], x ∈ Rd
})
⊆ S
({
r(θ,−ℓ,i,ϑ), Y (θ,−ℓ,i,ϑ)s,t (x) : ϑ ∈ Θ, s ∈ [0, T ], t ∈ [s, T ], x ∈ Rd
})
.
(68)
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This and the assumptions on independence show for all ℓ ∈ N0, t ∈ [0, T ], x ∈ Rd that(
F
(
U
(θ,ℓ,i)
ℓ,M
)− 1
N
(ℓ)F
(
U
(θ,−ℓ,i)
ℓ−1,M
))(R(θ,ℓ,i)t , Y (θ,ℓ,i)t,R(θ,ℓ,i)t (x)
)
, i ∈ N, are independent (69)
and show for all ℓ ∈ N0, i ∈ N, t ∈ [0, T ], x ∈ Rd that
U
(θ,ℓ,i)
ℓ,M , U
(θ,−ℓ,i)
ℓ−1,M , r
(θ,ℓ,i), and Y (θ,ℓ,i) are independent. (70)
A basic property on disintegration (see, e.g., [37, Lemma 2.2]) then implies item (i).
Next, item (iii) in Lemma 3.2 implies for all ℓ ∈ N0 that (Uθℓ,M(t, x))(t,x)∈[0,T ]×Rd, rθ,
and (Y θt,s(x))(t,s,x)∈{(r,u)∈[0,T ]2:u∈[r,T ]}×Rd are independent and (U
θ
ℓ−1,M(t, x))(t,x)∈[0,T ]×Rd, r
θ, and
(Y θt,s(x))(t,s,x)∈{(r,u)∈[0,T ]2:u∈[r,T ]}×Rd are independent. This, a basic property on disintegration
(see, e.g., [37, Lemma 2.2]), (70), the fact that for all ℓ ∈ N0, i ∈ N, t ∈ [0, T ], s ∈ [t, T ], x ∈ Rd
it holds that U (θ,ℓ,i)(t, x) and Uθ(t, x) are identically distributed (see item (v) in Lemma 3.2),
r(θ,ℓ,i) and rθ are identically distributed, and Y
(θ,ℓ,i)
t,s (x) and Y
θ
t,s(x) are identically distributed,
the integrability result in item (iii) in Lemma 3.3, and linearity of expectations show for all
i ∈ N, ℓ ∈ N0, t ∈ [0, T ], x ∈ Rd that
E
[(
F
(
U
(θ,ℓ,i)
ℓ,M
)− 1
N
(ℓ)F
(
U
(θ,−ℓ,i)
ℓ−1,M
))(R(θ,ℓ,i)t , Y (θ,ℓ,i)t,R(θ,ℓ,i)t (x)
)]
= E
[(
F
(
U
(θ,ℓ,i)
ℓ,M
))(R(θ,ℓ,i)t , Y (θ,ℓ,i)t,R(θ,ℓ,i)t (x)
)]
− 1
N
(ℓ)E
[(
F
(
U
(θ,−ℓ,i)
ℓ−1,M
))(R(θ,ℓ,i)t , Y (θ,ℓ,i)t,R(θ,ℓ,i)t (x)
)]
= E
[(
F (U θℓ,M )
)(
Rθt , Y θt,Rθt (x)
)]
− 1
N
(ℓ)E
[(
F
(
U θℓ−1,M
))(Rθt , Y θt,Rθt (x)
)]]
.
(71)
The assumption that for all t ∈ [0, T ], s ∈ [t, T ], x ∈ Rd it holds that Y ϑt,s(x), ϑ ∈ Θ, are
identically distributed, linearity of expectations combined with integrability (see item (iii) in
Lemma 3.3), a telescoping sum argument, and a basic property on disintegration (see, e.g., [37,
Lemma 2.2]) combined with item (iii) in Lemma 3.2 and the fact that for all t ∈ [0, T ) it holds
that Rt is uniformly distributed on [t, T ] therefore imply for all n ∈ N, t ∈ [0, T ], x ∈ Rd that
E
[
Uθn,M(t, x)
]
=
1
Mn
Mn∑
i=1
E
[
g
(
Y
(θ,0,−i)
t,T (x)
)]
+
n−1∑
ℓ=0
(T − t)
Mn−ℓ

Mn−ℓ∑
i=1
E
[(
F
(
U
(θ,ℓ,i)
ℓ,M
)− 1
N
(ℓ)F
(
U
(θ,−ℓ,i)
ℓ−1,M
))(R(θ,ℓ,i)t , Y (θ,ℓ,i)t,R(θ,ℓ,i)t (x)
)] (72)
and
E
[
Uθn,M(t, x)
]
= E
[
g
(
Y θt,T (x)
)]
+ (T − t)
n−1∑
ℓ=0
[
E
[(
F (Uθℓ,M)
)(Rθt , Y θt,Rθt (x)
)]
− 1
N
(ℓ)E
[(
F
(
Uθℓ−1,M
))(Rθt , Y θt,Rθt (x)
)]]
= E
[
g
(
Y θt,T (x)
)]
+ (T − t)E
[(
F (Uθn−1,M)
)(Rθt , Y θt,Rθt (x)
)]
= E
[
g
(
Y θt,T (x)
)]
+
∫ T
t
E
[(
F (Uθn−1,M)
)(
s, Y θt,s(x)
)]
ds.
(73)
This implies item (ii) and completes the proof of Lemma 3.4.
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3.3 Recursive error bounds for MLP approximations
Lemma 3.5 (Error recursion). Assume Setting 3.1 and let n,M ∈ N, t ∈ [0, T ]. Then
sup
x∈Rd
[
eρtϕ(x)−1E
[∣∣U0n,M(t, x)− u(t, x)∣∣2]]1/2
≤ 2e
ρT/2
√
Mn
sup
s∈[0,T ],z∈Rd
[
max{|T (F (0))(s, z)|, |g(z)|}√
ϕ(z)
]
+
n−1∑
ℓ=0

2(T − t)1/2L√
Mn−ℓ−1
(∫ T
t
sup
r∈[s,T ],x∈Rd
[
(ϕ(x))−1eρrE
[∣∣U0ℓ,M(r, x)− u(r, x)|2]
]
ds
)1/2 .
(74)
Proof of Lemma 3.5. Observe that the triangle inequality, (45), Bienayme´’s identity, the fact
that for all x ∈ Rd it holds that Y θt,T (x), θ ∈ Θ, are i.i.d., and item (i) in Lemma 3.4 imply that
for all x ∈ Rd it holds2 that
(
Var
(
U0n,M(t, x)
))1/2 ≤
(
Var
(
1
Mn
Mn∑
i=1
g
(
Y
(0,0,−i)
t,T (x)
)))1/2
+
n−1∑
ℓ=0

Var

 1
Mn−ℓ
Mn−ℓ∑
i=1
(T − t)
(
F
(
U
(0,ℓ,i)
ℓ,M
)− 1
N
(ℓ)F
(
U
(0,−ℓ,i)
ℓ−1,M
))(R(0,ℓ,i)t , Y (0,ℓ,i)t,R(0,ℓ,i)t (x)
)


1/2
≤ 1√
Mn
(
E
[∣∣g (Y 0t,T (x))∣∣2])1/2
+
n−1∑
ℓ=0
1√
Mn−ℓ
(
E
[∣∣∣(T − t)(F (U (0,ℓ,1)ℓ,M )− 1N(ℓ)F (U (0,−ℓ,1)ℓ−1,M ))(R(0,ℓ,1)t , Y (0,ℓ,1)t,R(0,ℓ,1)t (x)
)∣∣∣2])1/2 .
(75)
Lemma 3.3 (applied for every ℓ ∈ [0, n− 1] ∩N with η x (0, ℓ, 1), µx (0,−ℓ, 1), ν x (0, ℓ, 1)
in the notation of Lemma 3.3) hence shows that for all x ∈ Rd it holds that
(
Var
(
U0n,M(t, x)
))1/2 ≤ 2eρ(T−t)/2
√
ϕ(x)√
Mn
sup
s∈[0,T ],z∈Rd
[
max{|T (F (0))(s, z)|, |g(z)|}√
ϕ(z)
]
+
n−1∑
ℓ=1
e−ρt/2
√
ϕ(x)√
Mn−ℓ
(T − t)1/2L
·
(∫ T
t
sup
r∈[s,T ],z∈Rd
[
eρr
ϕ(z)
E
[∣∣U (0,ℓ,1)ℓ,M (r, z)− U (0,−ℓ,1)ℓ−1,M (r, z)∣∣2]
]
ds
)1/2
.
(76)
Next note that item (v) in Lemma 3.2 and the triangle inequality show that for all ℓ ∈ N,
η, ν ∈ Θ, s ∈ [0, T ], x ∈ Rd it holds that
(
E
[∣∣Uηℓ,M(s, x)− Uνℓ−1,M(s, x)∣∣2])1/2
≤
(
E
[∣∣Uηℓ,M(s, x)− u(s, x)∣∣2])1/2 + (E[∣∣Uνℓ−1,M(s, x)− u(s, x)∣∣2])1/2
=
(
E
[∣∣U0ℓ,M(s, x)− u(s, x)∣∣2])1/2 + (E[∣∣U0ℓ−1,M(s, x)− u(s, x)∣∣2])1/2 .
(77)
2Note that for every probability space (Ω,F ,P) and every random variable X : Ω→ R with E[|X |] <∞ it
holds that Var(X) = E[|X −E[X ]|2].
17
This, (76), and the fact that for all a0, a1, . . . , an ∈ [0,∞] it holds that
∑n−1
ℓ=1 (aℓ + aℓ−1) ≤∑n−1
ℓ=0 [(2− 1{n−1}(ℓ))aℓ] imply that for all x ∈ Rd it holds that
(
Var
(
U0n,M(t, x)
))1/2 ≤ 2eρ(T−t)/2
√
ϕ(x)√
Mn
sup
s∈[0,T ],z∈Rd
[
max{|T (F (0))(s, z)|, |g(z)|}√
ϕ(z)
]
+
n−1∑
ℓ=0

(2− 1{n−1}(ℓ))e−ρt/2√ϕ(x)√
Mn−ℓ−1
(T − t)1/2L
·
(∫ T
t
sup
r∈[s,T ],z∈Rd
[
eρrE
[|U0ℓ,M(r, z)− u(r, z)|2]
ϕ(z)
]
ds
)1/2 .
(78)
Hence, we obtain that
sup
x∈Rd
(
(ϕ(x))−1eρtVar
(
U0n,M(t, x)
))1/2 ≤ 2eρT/2√
Mn
sup
s∈[0,T ],z∈Rd
[
max{|T (F (0))(s, z)|, |g(z)|}√
ϕ(z)
]
+
n−1∑
ℓ=0

(2− 1{n−1}(ℓ))(T − t)1/2L√
Mn−ℓ−1
(∫ T
t
sup
r∈[s,T ],x∈Rd
[
eρrE
[|U0ℓ,M(r, x)− u(r, x)|2]
ϕ(x)
]
ds
)1/2 .
(79)
Next observe that (46) and item (ii) in Lemma 3.4 imply that for all x ∈ Rd it holds that
E
[
U0n,M(t, x)
]− u(t, x) = ∫ T
t
E
[
(F (U0n−1,M))(s, Y
0
t,s(x))− (F (u))(s, Y 0t,s(x))
]
ds. (80)
This, Jensen’s inequality, a result on disintegration (see, e.g., [37, Lemma 2.2]) combined with
item (iii) in Lemma 3.2, the Lipschitz condition of F (see (44)), and the fact that for all
t ∈ [0, T ], s ∈ [t, T ], x ∈ Rd it holds that E[ϕ(Y 0t,s(x))] ≤ eρ(s−t)ϕ(x) demonstrate for all
x ∈ Rd that∣∣
E
[
U0n,M(t, x)
]− u(t, x)∣∣
≤ (T − t)1/2
(∫ T
t
E
[∣∣(F (U0n−1,M))(s, Y 0t,s(x))− (F (u))(s, Y 0t,s(x))∣∣2] ds
)1/2
= (T − t)1/2
(∫ T
t
E
[
E
[∣∣(F (U0n−1,M))(s, z)− (F (u))(s, z)∣∣2]∣∣∣
z=Y 0t,s(x)
]
ds
)1/2
≤ (T − t)1/2

∫ T
t

 sup
r∈[s,T ],z∈Rd
E
[∣∣(F (U0n−1,M))(r, z)− (F (u))(r, z)∣∣2]
ϕ(z)


E
[
ϕ(Y 0t,s(x))
]
ds


1/2
≤ L(T − t)1/2

∫ T
t

 sup
r∈[s,T ],z∈Rd
E
[∣∣U0n−1,M(r, z)− u(r, z)∣∣2]
ϕ(z)


E
[
ϕ(Y 0t,s(x))
]
ds


1/2
≤ L(T − t)1/2

∫ T
t

 sup
r∈[s,T ],z∈Rd
E
[∣∣U0n−1,M(r, z)− u(r, z)∣∣2]
ϕ(z)

 eρ(s−t)ϕ(x) ds


1/2
.
(81)
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This implies that
sup
x∈Rd
[
eρt
∣∣
E
[
U0n,M(t, x)
]− u(t, x)∣∣
ϕ(x)
]1/2
≤ L(T − t)1/2
(∫ T
t
sup
r∈[s,T ],x∈Rd
[
eρrE
[|U0n−1,M(r, x)− u(r, x)|2]
ϕ(x)
]
ds
)1/2
.
(82)
The triangle inequality and (79) then show that
sup
x∈Rd
[
eρtϕ(x)−1E
[∣∣U0n,M(t, x)− u(t, x)∣∣2]]1/2
≤ sup
x∈Rd
[
eρtϕ(x)−1
∣∣
E
[
U0n,M(t, x)
]− u(t, x)∣∣]1/2 + sup
x∈Rd
[
eρtϕ(x)−1Var
(
U0n,M(t, x)
)]1/2
≤ L(T − t)1/2
(∫ T
t
sup
r∈[s,T ],x∈Rd
[
(ϕ(x))−1eρrE
[∣∣U0n−1,M(r, x)− u(r, x)∣∣2]] ds
)1/2
+
2eρT/2√
Mn
sup
s∈[0,T ],z∈Rd
[
max{|T (F (0))(s, z)|, |g(z)|}√
ϕ(z)
]
+

n−1∑
ℓ=0
(2− 1{n−1}(ℓ))(T − t)1/2L√
Mn−ℓ−1
(∫ T
t
sup
r∈[s,T ],x∈Rd
[
eρrE
[|U0ℓ,M(r, x)− u(r, x)|2]
ϕ(x)
]
ds
)1/2
=
2eρT/2√
Mn
sup
s∈[0,T ],z∈Rd
[
max{|T (F (0))(s, z)|, |g(z)|}√
ϕ(z)
]
+
n−1∑
ℓ=0
2(T − t)1/2L√
Mn−ℓ−1
(∫ T
t
sup
r∈[s,T ],x∈Rd
[
eρrE
[|U0ℓ,M(r, x)− u(r, x)|2]
ϕ(x)
]
ds
)1/2
.
(83)
This completes the proof of Lemma 3.5.
3.4 Function space-valued Gronwall-type inequalities
Lemma 3.6. Let K ∈ N, α, β ∈ [0,∞), ε0, ε1, . . . εK ∈ [0,∞] satisfy max{ε0, ε1, . . . εK−1} <∞
and εK ≤ α+ β
[∑K−1
k=0 εk
]
. Then εK <∞.
Proof of Lemma 3.6. Note that the hypothesis that max{ε0, ε1, . . . εK−1} < ∞ implies that
α + β
[∑K−1
k=0 εk
]
< ∞. This and the hypothesis that εK ≤ α + β
[∑K−1
k=0 εk
]
establish that
εK <∞. The proof of Lemma 3.6 is thus completed.
Lemma 3.7. Let N ∈ N, β, α0, α1, . . . , αN ∈ [0,∞), ε0, ε1, . . . εK ∈ [0,∞] satisfy for all
n ∈ {0, 1, . . . , N} that εn ≤ αn + β
[∑n−1
k=0 εk
]
(cf. Lemma 3.6). Then it holds for all n ∈
{0, 1, . . . , N} that
εn ≤ αn + β
[
n−1∑
k=0
(1 + β)n−k−1αk
]
<∞. (84)
Proof of Lemma 3.7. Throughout this proof let γ0, γ1, . . . , γN ∈ R satisfy for all n ∈ {0, 1, . . . , N}
that
γn = αn + β
[
n−1∑
k=0
γk
]
. (85)
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We claim that for all n ∈ {0, 1, . . . , N} it holds that
γn = αn + β
[
n−1∑
k=0
(1 + β)n−k−1αk
]
. (86)
We prove (86) by induction on n ∈ {0, 1, . . . , N}. For the base case n = 0 observe that
(85) ensures that γ0 = α0. This proves (86) in the base case n = 0. For the induction step
{0, 1, . . . , N−1} ∋ n−1 99K n ∈ {1, 2, . . . , N} observe that (85) implies for all n ∈ {1, 2, . . . , N}
with γn−1 = αn−1 + β
∑n−2
k=0(1 + β)
n−k−2αk it holds that
γn = αn + β
[
n−1∑
k=0
γk
]
= αn − αn−1 + βγn−1 + αn−1 + β
[
n−2∑
k=0
γk
]
= αn − αn−1 + βγn−1 + γn−1 = αn − αn−1 + (1 + β)γn−1
= αn − αn−1 + (1 + β)
(
αn−1 + β
[
n−2∑
k=0
(1 + β)n−k−2αk
])
= αn + βαn−1 + β
[
n−2∑
k=0
(1 + β)n−k−1αk
]
= αn + β
[
n−1∑
k=0
(1 + β)n−k−1αk
]
.
(87)
Induction hence establishes (86). Moreover, note that the hypothesis that for all n ∈ {0, 1, . . . , N}
it holds that εn ≤ αn + β
[∑n−1
k=0 εk
]
, (85), and induction prove that for all n ∈ {0, 1, . . . , N} it
holds that εn ≤ γn. This and (86) establish that for all n ∈ {0, 1, . . . , N} it holds that
εn ≤ αn + β
[
n−1∑
k=0
(1 + β)n−k−1αk
]
<∞. (88)
The proof of Lemma 3.7 is thus completed.
Lemma 3.8. Let K ∈ N, a, b, c ∈ [0,∞), α ∈ R, β ∈ [α,∞), let fn : [α, β]→ [0,∞], n ∈ N0,
be measurable, assume sups∈[α,β]max{|f0(s)|, |f1(s)|, . . . , |fK−1(s)|} < ∞, and assume for all
t ∈ [α, β] that
|fK(t)| ≤ acK +
K−1∑
ℓ=0
[
bcK−ℓ−1
[∫ t
α
|fℓ(s)|2 ds
]1/2]
. (89)
Then sups∈[α,β] |fK(s)| <∞.
Proof of Lemma 3.8. Note that the hypothesis that sups∈[α,β]max{|f0(s)|, |f1(s)|, . . . , |fK−1(s)|} <
∞ implies that
sup
t∈[α,β]
(
K−1∑
ℓ=0
[
bcK−ℓ−1
[∫ t
α
|fℓ(s)|2 ds
]1/2])
≤
K−1∑
ℓ=0
[
bcK−ℓ−1
[∫ β
α
|fℓ(s)|2 ds
]1/2]
≤
K−1∑
ℓ=0
[
bcK−ℓ−1
[
sup
s∈[α,β]
|fℓ(s)|
]
[β − α]1/2
]
<∞.
(90)
Combining this with (89) establishes that sups∈[α,β] |fK(s)| < ∞. The proof of Lemma 3.8 is
thus completed.
Lemma 3.9 (Iteration). Let N ∈ N, a, b, c ∈ [0,∞), α ∈ R, β ∈ [α,∞), let fn : [α, β]→ [0,∞],
n ∈ N0, be measurable, assume sups∈[α,β] |f0(s)| < ∞, and assume for all n ∈ {1, 2, . . . , N},
t ∈ [α, β] that
|fn(t)| ≤ acn +
n−1∑
ℓ=0
[
bcn−ℓ−1
[∫ t
α
|fℓ(s)|2 ds
]1/2]
(91)
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(cf. Lemma 3.8). Then
fN (β) ≤ acN + b(β − α)1/2[1 + b(β − α)1/2]N−1
[
max
k∈{0,1,...,N}
cN−k√
k!
][
sup
s∈[α,β]
|f0(s)|
]
+ ab(β − α)1/2
N−1∑
n=1
[1 + b(β − α)1/2]N−n−1
[
max
k∈{0,1,...,N−n}
cN−k√
k!
]
≤
[
a+ b(β − α)1/2
[
sup
s∈[α,β]
|f0(s)|
]] [
max
k∈{0,1,...,N}
cN−k√
k!
] [
1 + b(β − α)1/2]N−1 .
(92)
Proof of Lemma 3.9. Throughout this proof assume w.l.o.g. that α > β, let γk : B([α, β]) →
[0,∞), k ∈ N0, satisfy for all k ∈ N, A ∈ B([α, β]) that
γ0(A) = 1A(β) and γk(A) =
1
(β − α)k
∫
A
(β − t)k−1
(k − 1)! dt, (93)
and let εn ∈ [0,∞], n ∈ N0, satisfy for all n ∈ N0 that
εn = sup
{
cj
[∫ β
α
|fn(t)|2γk(dt)
]1/2
: j, k ∈ N0, n+ j + k = N
}
. (94)
Observe that (93) ensures that for all n, k, j ∈ N0 with n+ k + j = N it holds that∫ β
α
γk(dt) =
1
k!
(95)
This and (94) show that
ε0 = sup
{
cj
[∫ β
α
|f0(t)|2γk(dt)
]1/2
: j, k ∈ N0, j + k = N
}
≤ sup
{
cj |f0(s)|
[∫ β
α
γk(dt)
]1/2
: j, k ∈ N0, j + k = N, s ∈ [α, β]
}
= sup
{
cj |f0(s)|√
k!
: j, k ∈ N0, j + k = N, s ∈ [α, β]
}
≤
[
max
k∈{0,1,...,N}
cN−k√
k!
][
sup
s∈[α,β]
|f0(s)|
]
.
(96)
Next note that Fubini’s theorem and (93) imply that for all ℓ ∈ [0, N ]∩N, k ∈ N0 it holds that∫ β
α
∫ t
α
|fℓ(s)|2 ds γk(dt)
= 1{0}(k)
[∫ β
α
|fℓ(s)|2 ds
]
+ 1
N
(k)
[
1
(β − α)k
∫ β
α
(β − t)k−1
(k − 1)!
∫ t
α
|fℓ(s)|2 ds dt
]
= 1{0}(k)
[∫ β
α
|fℓ(s)|2 ds
]
+ 1
N
(k)
[
1
(β − α)k
∫ β
α
∫ β
s
(β − t)k−1
(k − 1)! |fℓ(s)|
2 dt ds
]
= 1{0}(k)
[∫ β
α
|fℓ(s)|2 ds
]
+ 1
N
(k)
[
1
(β − α)k
∫ β
α
(β − s)k
k!
|fℓ(s)|2 ds
]
= 1{0}(k)
[
(β − α)
∫ β
α
|fℓ(s)|2 γ1(ds)
]
+ 1
N
(k)
[
(β − α)
∫ β
α
|fℓ(s)|2 γk+1(ds)
]
= (β − α)
∫ β
α
|fℓ(s)|2 γk+1(ds).
(97)
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Combining (91) and (95) hence assures that for all n ∈ [1, N ]∩N, k, j ∈ N0 with n+k+ j = N
it holds that
cj
[∫ β
α
|fn(t)|2γk(dt)
]1/2
≤ acn+j
[∫ β
α
γk(dt)
]1/2
+
n−1∑
ℓ=0
[
bcn+j−ℓ−1
[∫ β
α
∫ t
α
|fℓ(s)|2 ds γk(dt)
]1/2]
≤ ac
N−k
√
k!
+
n−1∑
ℓ=0
[
b(β − α)1/2cn+j−ℓ−1
[∫ β
α
|fℓ(s)|2γk+1(ds)
]1/2]
.
(98)
This, (94), and the fact that for all n, k, j ∈ N0 with n+ k + j = N it holds that ℓ+ (n+ j −
ℓ− 1) + (k + 1) = N imply that for all n ∈ [1, N ] ∩N it holds that
εn ≤ a
[
max
k∈{0,1,...,N−n}
cN−k√
k!
]
+ b(β − α)1/2
[
n−1∑
ℓ=0
εℓ
]
. (99)
This, (93), (94), Lemma 3.7, and (96) show that
fN(β) =
[∫ β
α
|fN(t)|2 γ0(dt)
]1/2
= εN
≤ acN + b(β − α)1/2[1 + b(β − α)1/2]N−1
[
max
k∈{0,1,...,N}
cN−k√
k!
][
sup
s∈[α,β]
|f0(s)|
]
+ ab(β − α)1/2
N−1∑
n=1
[1 + b(β − α)1/2]N−n−1
[
max
k∈{0,1,...,N−n}
cN−k√
k!
]
.
(100)
This and the fact that for all l ∈ {0, 1, . . . , N} it holds that maxk∈{0,1,...,l} cN−k√k! ≤ maxk∈{0,1,...,N} c
N−k√
k!
imply that
εN ≤ a
[
max
k∈{0,1,...,N}
cN−k√
k!
]
+ ab(β − α)1/2
[
max
k∈{0,1,...,N}
cN−k√
k!
]N−1∑
n=1
[1 + b(β − α)1/2]N−n−1
+ b(β − α)1/2[1 + b(β − α)1/2]N−1
[
max
k∈{0,1,...,N}
cN−k√
k!
][
sup
s∈[α,β]
|f0(s)|
]
= a
[
max
k∈{0,1,...,N}
cN−k√
k!
]
[1 + b(β − α)1/2]N−1
+ b(β − α)1/2[1 + b(β − α)1/2]N−1
[
max
k∈{0,1,...,N}
cN−k√
k!
][
sup
s∈[α,β]
|f0(s)|
]
=
[
max
k∈{0,1,...,N}
cN−k√
k!
]
[1 + b(β − α)1/2]N−1
[
a + b(β − α)1/2
[
sup
s∈[α,β]
|f0(s)|
]]
.
(101)
This and (100) establish (92). The proof of Lemma 3.9 is thus completed.
Lemma 3.10 (Iteration). Let N ∈ N, a, b, c ∈ [0,∞), α ∈ R, β ∈ [α,∞), let fn : [α, β] →
[0,∞], n ∈ N0, be measurable, assume sups∈[α,β] |f0(s)| <∞, and assume for all n ∈ {1, 2, . . . , N},
t ∈ [α, β] that
|fn(t)| ≤ acn +
n−1∑
ℓ=0
[
bcn−ℓ−1
[∫ β
t
|fℓ(s)|2 ds
]1/2]
. (102)
Then
fN(α) ≤
[
a+ b(β − α)1/2
[
sup
s∈[α,β]
|f0(s)|
]] [
max
k∈{0,1,...,N}
cN−k√
k!
] [
1 + b(β − α)1/2]N−1 . (103)
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Proof of Lemma 3.10. Note that Lemma 3.9 (applied with α x −β, β x −α, (fn)n∈N0 x
(([−β,−α] ∋ t 7→ fn(−t) ∈ [0,∞]))n∈N0 in the notation of Lemma 3.9) implies (103). The
proof of Lemma 3.10 is thus completed.
Lemma 3.11 (Iteration). Let M,N ∈ N, T ∈ (0,∞), τ ∈ [0, T ], a, b ∈ [0,∞), let fn : [τ, T ]→
[0,∞], n ∈ N0, be measurable, assume sups∈[τ,T ] |f0(s)| <∞, and assume for all n ∈ {1, 2, . . . , N},
t ∈ [τ, T ] that
|fn(t)| ≤ a√
Mn
+
n−1∑
ℓ=0
[
b√
Mn−ℓ−1
[∫ T
t
|fℓ(s)|2 ds
]1/2]
. (104)
Then
fN(τ) ≤
[
a+ b(T − τ)1/2 sup
s∈[τ,T ]
|f0(s)|
]
eM/2M−N/2(1 + b(T − τ)1/2)N−1. (105)
Proof of Lemma 3.11. Note that Lemma 3.10 (applied with cx M−1/2, αx τ , β x T in the
notation of Lemma 3.10) assures that
fN (τ) ≤
[
a+ b(T − τ)1/2
[
sup
s∈[τ,T ]
|f0(s)|
]] [
sup
k∈N0
M
k/2√
k!
]
M−N/2
[
1 + b(T − τ)1/2]N−1 . (106)
The fact that supk∈N0(
M
k/2√
k!
) ≤ eM/2 hence proves that
fN (τ) ≤
[
a+ b(T − τ)1/2
[
sup
s∈[τ,T ]
|f0(s)|
]]
e
M/2M−N/2
[
1 + b(T − τ)1/2]N−1 . (107)
The proof of Lemma 3.11 is thus completed.
3.5 Non-recursive error bounds for MLP approximations
Corollary 3.12 (Error estimate). Assume Setting 3.1 and let N,M ∈ N, τ ∈ [0, T ). Then
sup
x∈Rd
[
E
[|U0N,M(τ, x)− u(τ, x)|2]
ϕ(x)
]1/2
≤ 2eM/2M−N/2(1 + 2TL)N−1eρ(T−τ)/2
·
[
sup
t∈[0,T ]
sup
x∈Rd
[
max{|T (F (0))(t, x)|, |g(x)|}√
ϕ(x)
]
+ TL sup
t∈[0,T ]
sup
x∈Rd
[
|u(t, x)|√
ϕ(x)
]]
.
(108)
Proof of Corollary 3.12. Throughout this proof let a1, a2 ∈ R satisfy
a1 = 2e
ρT/2
[
sup
t∈[0,T ]
sup
x∈Rd
(
max{|T (F (0))(t, x)|, |g(x)|}√
ϕ(x)
)]
and a2 = 2
√
TL, (109)
let fn : [τ, T )→ [0,∞], n ∈ {0, 1, . . . , N}, satisfy for all n ∈ {0, 1, . . . , N}, t ∈ [τ, T ) that
fn(t) = sup
s∈[t,T ]
sup
x∈Rd
[
eρsϕ(x)−1E
[|U0n,M(s, x)− u(s, x)|2]]1/2. (110)
Observe that (110) ensures that fn, n ∈ {0, 1, . . . , N}, are measurable. Furthermore, note that
(110) and Lemma 3.5 imply that for all n ∈ {1, 2, . . . , N}, t ∈ [τ, T ) it holds that
|fn(t)| ≤ sup
r∈[t,T ]
[
a1√
Mn
+
[
n−1∑
ℓ=0
a2√
Mn−ℓ−1
[∫ T
r
|fℓ(s)|2 ds
]1/2]]
≤ a1√
Mn
+
[
n−1∑
ℓ=0
a2√
Mn−ℓ−1
[∫ T
t
|fℓ(s)|2 ds
]1/2]
.
(111)
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Lemma 3.11, (110), and the fact that for all t ∈ [τ, T ) it holds that
f0(t) = sup
s∈[t,T ]
sup
x∈Rd
(
eρs/2|u(s, x)|√
ϕ(x)
)
≤ eρT/2
[
sup
s∈[0,T ]
sup
x∈Rd
(
|u(s, x)|√
ϕ(x)
])
<∞ (112)
therefore demonstrate that
sup
t∈[τ,T ]
sup
x∈Rd
[
eρtϕ(x)−1E
[∣∣U0N,M(t, x)− u(t, x)∣∣2]]1/2 = fN(τ)
≤
[
a1 + a2
√
T supt∈[τ,T ) |f0(t)|
]
eM/2M−N/2(1 + a2
√
T )N−1
≤ eM/2M−N/2(1 + 2TL)N−1
·
[
2eρT/2 sup
t∈[0,T ]
sup
x∈Rd
[
max{|T (F (0))(t, x)|, |g(x)|}√
ϕ(x)
]
+ 2TLeρT/2 sup
t∈[0,T ]
sup
x∈Rd
[
|u(t, x)|√
ϕ(x)
]]
.
(113)
This completes the proof of Corollary 3.12.
4 Computational complexity analysis for MLP approxi-
mations
In this section we combine the existence, uniqueness, and regularity properties for stochastic
fixed point equations, which we have established in Section 2, with the error analysis for MLP
approximations for stochastic fixed point equations, which we have established in Section 3
(see Corollary 3.12 in Subsection 3.5), to obtain in Theorem 4.2 in Subsection 4.2 a computa-
tional complexity analysis for MLP approximations for semilinear second-order PDEs in fixed
space dimensions. In Subsection 4.3 we combine the computational complexity analysis in
Theorem 4.2 with the elementary auxiliary result in Lemma 4.3 to obtain in Corollary 4.4 a
computational complexity analysis for MLP approximations for semilinear second-order PDEs
in variable space dimensions.
4.1 Error bounds for MLP approximations involving Euler-Maruyama
approximations
Proposition 4.1. Let d,m,M,K ∈ N, β, b, c ∈ [1,∞), p ∈ [2β,∞), ϕ ∈ C2(Rd, [1,∞)),
g ∈ C(Rd,R), µ ∈ C(Rd,Rd), σ = (σ1, σ2, . . . , σm) ∈ C(Rd,Rd×m), T, τ0, τ1, . . . , τK ∈ R
satisfy 0 = τ0 < τ1 < . . . < τK = T , let ‖·‖ : Rd → [0,∞) be the standard norm on Rd, let
f : [0, T ]× Rd × R → R be measurable, let F : R[0,T ]×Rd → R[0,T ]×Rd satisfy for all t ∈ [0, T ],
x ∈ Rd, v ∈ R[0,T ]×Rd that (F (v))(t, x) = f(t, x, v(t, x)), assume for all x, y ∈ Rd, z ∈ Rd\{0},
t ∈ [0, T ], v, w ∈ R that
max
{ |(ϕ′(x))(z)|
(ϕ(x))(p−1)/p‖z‖ ,
|(ϕ′′(x))(z,z)|
(ϕ(x))(p−2)/p‖z‖2 ,
c‖x‖+‖µ(0)‖
(ϕ(x))1/p
,
c‖x‖+[∑mi=1 ‖σi(0)‖2]1/2
(ϕ(x))1/p
} ≤ c, (114)
max
{|Tf(t, x, 0)|, |g(x)|} ≤ b(ϕ(x))β/p, (115)
max
{|g(x)− g(y)|, T |f(t, x, v)− f(t, y, w)|} ≤ cT |v − w|+ (ϕ(x)+ϕ(y))β/p‖x−y‖
T 1/2b−1
, (116)
max
{‖µ(x)− µ(y)‖2,∑mi=1‖σi(x)− σi(y)‖2} ≤ c2‖x− y‖2, (117)
let (Ω,F ,P, (Ft)t∈[0,T ]) be a filtered probability space which satisfies the usual conditions3, let
Θ =
⋃
n∈NZ
n, let rθ : Ω → [0, 1], θ ∈ Θ, be i.i.d. random variables, assume for all t ∈ (0, 1)
3Let T ∈ (0,∞) and let Ω = (Ω,F ,P, (Ft)t∈[0,T ]) be a filtered probability space. Then we say that Ω
satisfies the usual conditions if and only if it holds for all t ∈ [0, T ) that {A ∈ F : P(A) = 0} ⊆ Ft = ∩s∈(t,T ]Fs.
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that P(r0 ≤ t) = t, let Rθ : [0, T ] × Ω → [0, T ], θ ∈ Θ, satisfy for all θ ∈ Θ, t ∈ [0, T ] that
Rθt = t + (T − t)rθ, let W θ : [0, T ] × Ω → Rm, θ ∈ Θ, be i.i.d. standard (Ft)t∈[0,T ]-Brownian
motions, assume that (rθ)θ∈Θ and (W θ)θ∈Θ are independent, let x·y : R → R satisfy for all
t ∈ R that xty = max({τ0, τ1, . . . , τn} ∩ ((−∞, t) ∪ {τ0})), for every θ ∈ Θ, t ∈ [0, T ], x ∈ Rd
let Y θ,xt = (Y
θ,x
t,s )s∈[t,T ] : [t, T ]× Ω→ Rd satisfy for all s ∈ [t, T ] that Y θ,xt,t = x and
Y θ,xt,s − Y θ,xt,max{t,xsy}
= µ(Y θ,xt,max{t,xsy})
(
s−max{t, xsy})+ σ(Y θ,xt,max{t,xsy})(W θs −W θmax{t,xsy}), (118)
and let Uθn : [0, T ] × Rd × Ω → R, n ∈ Z, θ ∈ Θ, satisfy for all θ ∈ Θ, n ∈ N0, t ∈ [0, T ],
x ∈ Rd that
Uθn(t, x) =
1
N
(n)
Mn
Mn∑
i=1
g
(
Y
(θ,0,−i),x
t,T
)
+
n−1∑
ℓ=0
(T − t)
Mn−ℓ

Mn−ℓ∑
i=1
(
F
(
U
(θ,ℓ,i)
ℓ
)− 1
N
(ℓ)F
(
U
(θ,−ℓ,i)
ℓ−1
))(R(θ,ℓ,i)t , Y (θ,ℓ,i),xt,R(θ,ℓ,i)t
) .
(119)
Then
(i) for every t ∈ [0, T ], θ ∈ Θ there exists an up to indistinguishability unique continuous
random field (Xθ,xt,s )s∈[t,T ],x∈Rd : [t, T ] × Rd × Ω → Rd which satisfies for all s ∈ [t, T ],
r ∈ [s, T ], x ∈ Rd that (Xθ,xt,s )s∈[t,T ] is (Fs)s∈[t,T ]-adapted and P-a.s. it holds that
X
θ,Xθ,xt,s
s,r = X
θ,x
t,r , and X
θ,x
t,s = x+
∫ s
t
µ(Xθ,xt,s ) ds+
∫ s
t
σ(Xθ,xt,s ) dW
θ
s , (120)
(ii) there exists a unique measurable u : [0, T ]×Rd → R which satisfies for all t ∈ [0, T ], x ∈
R
d that
(
sups∈[0,T ],y∈Rd[|u(s, y)|(ϕ(y))−β/p]
)
+
∫ T
t
E
[|f(s,X0,xt,s , u(s,X0,xt,s ))|] ds+E[|g(X0,xt,T )|]
<∞ and
u(t, x) = E
[
g(X0,xt,T )
]
+
∫ T
t
E
[
f(s,X0,xt,s , u(s,X
0,x
t,s ))
]
ds, (121)
(iii) it holds for all t ∈ [0, T ], x ∈ Rd, n ∈ N, θ ∈ Θ that Uθn(t, x) is measurable, and
(iv) it holds for all t ∈ [0, T ], x ∈ Rd, n ∈ N that
(
E
[|U0n(t, x)− u(t, x)|2])1/2
12bc2exp(9c3T )|ϕ(x)|(β+1)/p ≤
[
exp(2ncT + M2 )
Mn/2
+ max
i∈{1,2,...,K}
( |τi−τi−1|1/2
T 1/2
)]
. (122)
Proof of Proposition 4.1. Throughout this proof let |||·||| : (⋃L,N∈NRL×N) → [0,∞) satisfy for
all L,N ∈ N, A = (Ai,j)(i,j)∈{1,2,...,L}×{1,2,...,N} ∈ RL×N that |||A||| = [
∑L
i=1
∑N
j=1 |Aij |2]1/2, let
δ = maxi∈{1,2,...,K} |τi − τi−1|, and let ∆ ⊆ [0, T ]2 satisfy that ∆ = {(t, s) ∈ [0, T ]2 : t ≤ s}.
First, (114), (117), and a standard result on stochastic differential equations with Lipschitz
continuous coefficients (see, e.g., [54, Theorem 13.1 and Lemma 13.6]) imply item (i). Next
observe that (117) and (114) imply that for all x ∈ Rd it holds that
max{‖µ(x)‖, |||σ(x)|||} ≤ max{‖µ(x)− µ(0)‖+ ‖µ(0)‖, |||σ(x)− σ(0)|||+ |||σ(0)|||}
≤ max{c‖x‖+ ‖µ(0)‖, c‖x‖+ |||σ(0)|||} ≤ c(ϕ(x)) 1p . (123)
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This, (114), and the fact that ∀ a, b ∈ [0,∞), λ ∈ (0, 1) : aλb1−λ ≤ λa + (1 − λ)b imply for all
x, y ∈ Rd that
∣∣(ϕ′(y))(µ(x))∣∣ + 1
2
∣∣∣∣∣
m∑
k=1
(ϕ′′(y))(σk(x), σk(x))
∣∣∣∣∣
≤ c(ϕ(y))1− 1p ‖µ(x)‖+ 1
2
c(ϕ(y))
1− 2
p
m∑
k=1
‖σk(x)‖2 = c(ϕ(y))1−
1
p ‖µ(x)‖+ 1
2
c(ϕ(y))
1− 2
p |||σ(x)|||2
≤ c(ϕ(y))1− 1p c(ϕ(x)) 1p + 1
2
c(ϕ(y))1−
2
p c2(ϕ(x))
2
p
≤ c2
[(
1− 1p
)
ϕ(y) + 1pϕ(x)
]
+ 12c
3
[(
1− 2p
)
ϕ(y) + 2pϕ(x)
]
≤
[
c3
(
1− 1p
)
+ 12c
3
(
1− 2p
)]
ϕ(y) +
[
c3 1p +
1
2c
3 2
p
]
ϕ(x) =
(
1.5c3 − 2c3p
)
ϕ(y) + 2c
3
p ϕ(x).
(124)
This and [15, Lemma 2.2] (applied for every t ∈ [0, T ), s ∈ [t, T ], x ∈ Rd, θ ∈ Θ with T x T−t,
O x Rd, V x
(
[0, T − t]×Rd ∋ (s, x) 7→ ϕ(x) ∈ [0,∞)), αx ([0, T − t] ∋ s 7→ 2c3 ∈ [0,∞)),
τ x s− t, X x (Xθ,xt,t+r)r∈[0,T−t] in the notation of [15, Lemma 2.2]) show for all θ ∈ Θ, x ∈ Rd,
t ∈ [0, T ], s ∈ [t, T ] that
E
[
ϕ(Xθ,xt,s )
] ≤ e2c3(s−t)ϕ(x). (125)
Next, (124), [40, Theorem 2.4] (applied for every x ∈ Rd, t ∈ [0, T ] with H x Rd, U x Rm,
O x Rd, τ x (Ω ∋ ω 7→ t ∈ [0, T ]), X x (x + µ(x)s + σ(x)Ws)s∈[0,T ], a x
(
[0, T ] × Ω ∋
(s, ω) 7→ µ(x) ∈ Rd), b x ([0, T ] × Ω ∋ (s, ω) 7→ σ(x) ∈ Rd×m), p x 1, V x ([0, T ] × Rd ∋
(s, y)) 7→ ϕ(y) ∈ [0,∞)), αx ([0, T ]×Ω ∋ (s, ω) 7→ (1.5c3−2c3/p) ∈ [0,∞]), β x ([0, T ]×Ω ∋
(s, ω) 7→ 2c3ϕ(x)/p ∈ [0,∞]), q1 x 1, q2 x ∞ in the notation of [40, Theorem 2.4]), and the
fact that ∀ a ∈ [0,∞) : 1 + a ≤ ea imply for all x ∈ Rd, t ∈ [0, T ] that
E
[
ϕ(x+ µ(x)t + σ(x)Wt))
] ≤ e(1.5c3−2c3/p)t (1 + 2c3t/p)ϕ(x) ≤ e2c3tϕ(x). (126)
This, the tower property, the Markov property ofW , and the fact that ∀ t ∈ [0, T ], s ∈ [t, T ], θ ∈
Θ, B ∈ B(Rd) : P((W θs −W θt ) ∈ B) = P(W θs−t ∈ B) imply for all θ ∈ Θ, x ∈ Rd, t ∈ [0, T ],
s ∈ [t, T ] that
E
[
ϕ(Y θ,xt,s )
]
= E
[
E
[
ϕ(Y θ,xt,s )
∣∣
Fxsy
]]
= E
[
E
[
ϕ
(
z + µ(z)(s−max{t, xsy}) + σ(z)(W θs −W θmax{t,xsy})
)∣∣∣
z=Y θ,x
t,max{t,xsy}
∣∣∣Fxsy]
]
= E
[
E
[
ϕ
(
z + µ(z)(s−max{t, xsy}) + σ(z)(W θs−max{t,xsy})
)]∣∣∣
z=Y θ,x
t,max{t,xsy}
]
≤ e2c3(s−max{t,xsy})E
[
ϕ
(
Y θ,xt,max{t,xsy}
)]
.
(127)
This, an induction argument, and (118) show that for all θ ∈ Θ, x ∈ Rd, t ∈ [0, T ], s ∈ [t, T ] it
holds that E
[
ϕ(Y θ,xt,s )
] ≤ e2c3(s−t)ϕ(x). Jensen’s inequality and (125) then show for all q ∈ [0, p],
θ ∈ Θ, x ∈ Rd, t ∈ [0, T ], s ∈ [t, T ] that
max
{
E
[
(ϕ(Y θ,xt,s ))
q
p
]
,E
[
(ϕ(Xθ,xt,s ))
q
p
]}
≤ max
{(
E
[
ϕ(Y θ,xt,s )
]) qp
,
(
E
[
ϕ(Xθ,xt,s )
]) qp} ≤ e2qc3(s−t)/p(ϕ(x)) qp . (128)
Next, continuity of µ, σ, path continuity of W θ, θ ∈ Θ, and Fubini’s theorem imply that for all
θ ∈ Θ and all measurable functions η : [0, T ]×Rd → [0,∞) it holds that
∆×Rd ∋ (t, s, x) 7→ E[η(s, Y θ,xt,s )] ∈ [0,∞] is measurable. (129)
26
Moreover, (114), (117), (124), and [4, Lemma 3.7] (applied with O x Rd, V x ([0, T ]×Rd ∋
(t, x) 7→ e−2c3t/pϕ(x) ∈ (0,∞)) in the notation of [4, Lemma 3.7]) imply that ∆×Rd×Rd×Ω ∋
(t, s, x, y, ω) 7→ (s,Xθ,xt,s (ω), Xθ,yt,s (ω)) ∈ R×Rd ×Rd is continuous with respect to convergence
in probability. This, the dominated convergence theorem, and a suitable approximation with
bounded continuous functions show that for all θ ∈ Θ and all measurable functions η : [0, T ]×
R
d ×Rd → [0,∞) it holds that
∆×Rd ×Rd ∋ (t, s, x, y) 7→ E[η(s,Xθ,xt,s , Xθ,yt,s )] ∈ [0,∞] is measurable. (130)
This, (129), (128), (115), (116), and Proposition 2.2 (applied for every X ∈ {Y 0, X0} with
L x c, O x Rd, (Xxt,s)t∈[0,T ],s∈[t,T ],x∈Rd x (Xt,s(x))t∈[0,T ],s∈[t,T ],x∈Rd, and V x
(
[0, T ] × Rd ∋
(s, x) 7→ e2c3β(T−s)/p(ϕ(x))β/p ∈ (0,∞)) in the notation of Proposition 2.2) establish that
a) there exist unique measurable u, uτ : [0, T ] × Rd → R, such that
supt∈[0,T ],x∈Rd
[
max{|u(t, x)|, |uτ(t, x)|}(ϕ(x))−β/p
]
< ∞ and such that for all t ∈ [0, T ],
x ∈ Rd it holds that
E
[∣∣g(Y 0,xt,T )∣∣ + ∫ Tt ∣∣f(s, Y 0,xt,s , uτ(s, Y 0,xt,s ))∣∣ ds] <∞,
E
[∣∣g(X0,xt,T )∣∣+ ∫ Tt ∣∣f(s,X0,xt,s , u(s,X0,xt,s ))∣∣ ds] <∞,
uτ(t, x) = E
[
g
(
Y 0,xt,T
)
+
∫ T
t
f
(
s, Y 0,xt,s , uτ (s, Y
0,x
t,s )
)
ds
]
, and
u(t, x) = E
[
g
(
X0,xt,T
)
+
∫ T
t
f
(
s,X0,xt,s , u(s,X
0,x
t,s )
)
ds
]
(131)
and
b) it holds that
sup
t∈[0,T ],x∈Rd
[
max{|u(t, x)|, |uτ (t, x)|}
e2c
3β(T−t)/p(ϕ(x))β/p
]
≤ sup
t∈[0,T ],x∈Rd
[ |g(x)|
(ϕ(x))β/p
+
|Tf(t, x, 0)|
(ϕ(x))β/p
]
ecT ≤ 2becT .
(132)
This proves item (ii). Next, (123) and (128) prove for all θ ∈ Θ, t ∈ [0, T ], r ∈ [t, T ], x ∈ Rd
that
max
{
E
[∥∥µ(Y θ,xt,max{t,xry})∥∥2] ,E
[∣∣∣∣∣∣∣∣∣σ(Y θ,xt,max{t,xry})∣∣∣∣∣∣∣∣∣2
]}
≤ c2E
[(
ϕ
(
Y θ,xt,max{t,xry}
))2/p] ≤ c2e4c3(r−t)/p(ϕ(x))2/p. (133)
The fact that ∀ t ∈ [0, T ], r ∈ [t, T ], x ∈ Rd, θ ∈ Θ: σ({Y θ,xt,max{t,xry}}) ⊆ Fr (see (118)) and the
fact that ∀ t ∈ [0, T ], x ∈ Rd : E[‖σ(x)Wt‖2] = |||σ(x)|||2t hence show for all θ ∈ Θ, t ∈ [0, T ],
r ∈ [t, T ], x ∈ Rd that
E
[∥∥σ(Y θ,xt,max{t,xry})(W θr −W θmax{t,xry})∥∥2] = E
[
E
[∥∥σ(y)(W θr −W θmax{t,xry})∥∥2]∣∣∣
y=Y θ,x
t,max{t,xry}
]
≤ E
[∣∣∣∣∣∣∣∣∣σ(Y θ,xt,max{t,xry})∣∣∣∣∣∣∣∣∣2δ
]
≤ c2e4c3(r−t)/p(ϕ(x))2/pδ.
(134)
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This, (118), the triangle inequality, and (133) imply for all θ ∈ Θ, t ∈ [0, T ], r ∈ [t, T ], x ∈ Rd
that(
E
[∥∥Y θ,xt,max{t,xry} − Y θ,xt,r ∥∥2])1/2 ≤ (E[∥∥µ(Y θ,xt,max{t,xry})∥∥2])1/2 (r −max{t, xry})
+
(
E
[∥∥σ(Y θ,xt,max{t,xry})(W θr −W θmax{t,xry})∥∥2])1/2
≤ ce2c3(r−t)/p(ϕ(x))1/pδ1/2|r − t|1/2 + ce2c3(r−t)/p(ϕ(x))1/pδ1/2
= c
[|r − t|1/2 + 1]e2c3(r−t)/p(ϕ(x))1/pδ1/2.
(135)
Next, (117) and the fact that c ≥ 1 imply that for all z, y ∈ Rd with z 6= y it holds that
〈z − y, µ(z)− µ(y)〉+ 12 |||σ(z)− σ(y)|||2
‖z − y‖2 +
(22 − 1)‖(σ(z)− σ(y))T(z − y)‖2
‖z − y‖4 ≤ 2c
2. (136)
This, [34, Theorem 1.2] (applied for every θ ∈ Θ, t ∈ [0, T ), s ∈ (t, T ], x ∈ Rd with
H x Rd, U x Rm, D x Rd, T x (s − t), (Fr)r∈[0,T ] x (Fr+t)r∈[0,s−t], (Wr)r∈[0,T ] x
(W θt+r − W θt )r∈[0,s−t], (Xr)r∈[0,T ] x (Xθ,xt,t+r)r∈[0,s−t], (Yr)r∈[0,T ] x (Y θ,xt,t+r)r∈[0,s−t], (ar)r∈[0,T ] x
(µ(Y θ,xt,max{t,xt+ry}))r∈[0,s−t], (br)r∈[0,T ] x (σ(Y
θ,x
t,max{t,xt+ry}))r∈[0,s−t], ε x 1, p x 2, τ x (Ω ∋
ω 7→ s − t ∈ [0, s − t]), α x 1, β x 1, r x 2, q x ∞ in the notation of [34, Theorem 1.2]),
(117), (135), the fact that ∀ t ∈ [0,∞) : √t(√t+ 1) ≤ et, the fact that 1 ≤ c, and the fact that
p ≥ 2 imply for all θ ∈ Θ, t ∈ [0, T ], s ∈ [t, T ], x ∈ Rd that(
E
[∥∥Xθ,xt,s − Y θ,xt,s ∥∥2])1/2
≤ sup
z,y∈Rd,z 6=y
exp

∫ s
t
[
〈z − y, µ(z)− µ(y)〉+ (2−1)(1+1)2 |||σ(z) − σ(y)|||2
‖z − y‖2 +
1− 1
2
1 +
1
2
− 1
2
1
]+
dr


·
[(∫ s
t
E
[∥∥µ(Y θ,xt,max{t,xry})− µ(Y θ,xt,r )∥∥2] dr
)1/2
+
√
(2−1)(1+1)
1
(∫ s
t
E
[∣∣∣∣∣∣∣∣∣σ(Y θ,xt,max{t,xry})− σ(Y θ,xt,r )
∣∣∣∣∣∣∣∣∣2] dr)1/2
]
≤ e3c2(s−t)3c
(
|s− t| sup
r∈[t,s]
E
[∥∥Y θ,xt,max{t,xry} − Y θ,xt,r ∥∥2]
)1/2
≤ e3c2(s−t)3c|s− t|1/2c[|s− t|1/2 + 1]e2c3(s−t)/p(ϕ(x))1/pδ1/2
≤ 3c2e4c2T e2c3(s−t)/p(ϕ(x))1/pδ1/2.
(137)
Next, item (i), (136), and [15, Corollary 2.26] (applied for every t ∈ [0, T ), s ∈ (t, T ] with
T x s− t, O x Rd, (Fr)r∈[0,T ] x (Ft,t+r)r∈[0,s−t], (Wr)r∈[0,T ] x (W 0t,t+r −W 0t )r∈[0,s−t], α0 x 0,
α1 x 0, β0 x 0, β1 x 0, c x 2c
2, r x 2, px 2, q0 x ∞, q1 x∞, U0 x (Rd ∋ x 7→ 0 ∈ R),
U1 x (R
d ∋ x 7→ 0 ∈ [0,∞)), U x (Rd ∋ x 7→ 0 ∈ R), (Xxr )r∈[0,T ],x∈Rd x (X0,xt,t+r)r∈[0,s−t],x∈Rd
in the notation of [15, Corollary 2.26]) imply for all t ∈ [0, T ), s ∈ (t, T ], x, y ∈ Rd that(
E
[‖X0,xt,s −X0,yt,s ‖2])1/2 ≤ e2c2(s−t)‖x − y‖. This and (137) imply for all t ∈ [0, T ], s ∈ [t, T ],
r ∈ [s, T ], x, y ∈ Rd that

E


E
[∥∥X0,x˜s,r −X0,y˜s,r ∥∥2]∣∣∣x˜=X0,xt,s
y˜=Y 0,xt,s




1/2
≤
(
E
[[
e2c
2(r−s) ∥∥X0,xt,s − Y 0,xt,s ∥∥]2
])1/2
≤ e2c2(r−s)3c2e4c2T e2c3(s−t)/p(ϕ(x))1/pδ1/2 ≤ 3c2e4c2T δ1/2[e4c3(T−t)/p(ϕ(x))2/p]1/2.
(138)
Next, (i), Tonelli’s theorem, and disintegration (see, e.g., [37, Lemma 2.2] ensure for all t ∈
[0, T ], s ∈ [t, T ], r ∈ [s, T ], x, y ∈ Rd and all measurable functions h : Rd ×Rd → [0,∞) that
28
Rd×Rd ∋ (y1, y2) 7→ E
[
h
(
X0,y1s,r , X
0,y2
s,r
)] ∈ [0,∞] is measurable, X0,xt,s and X0,ys,r are independent,
and thus E
[
E
[
h
(
X0,x˜s,r , X
0,y˜
s,r
)]|x˜=X0,xt,s ,y˜=X0,yt,s ] = E[h(X0,xt,r , X0,yt,r )] . This combined with item (i),
(118), (128), (130), (116), (138), (131), (132), and with Lemma 2.3 (applied with Lx c, ρx
2c3, η x 1, δ x 3c2e4c
2T δ1/2, px p/β, q x 2, (Xx,1t,s )t∈[0,T ],s∈[t,T ],x∈Rd x (X
0,x
t,s )t∈[0,T ],s∈[t,T ],x∈Rd,
(Xx,2t,s )t∈[0,T ],s∈[t,T ],x∈Rd x (Y
0,x
t,s )t∈[0,T ],s∈[t,T ],x∈Rd, V x b
p/βϕ, ψ x
(
[0, T ] × Rd ∋ (t, x) 7→
e4c
3(T−t)/p(ϕ(x))2/p ∈ (0,∞)), u1 x u, u2 x uτ in the notation of Lemma 2.3), the fact that
1 + cT ≤ ecT , and the fact that c, ϕ, p/2, p/(2β) ≥ 1 imply for all t ∈ [0, T ], x ∈ Rd that
|u(t, x)− uτ (t, x)|
≤ 4(1 + cT )T−1/2ecT+(2c3β/p+c)T (bp/βϕ(x))β/p[e4c3(T−t)/p(ϕ(x))2/p]1/23c2e4c2T δ1/2
≤ 4ecTT−1/2ecT+c3T+cT b(ϕ(x))βp ec3T (ϕ(x)) 1p3c2e4c2T δ1/2
≤ 12bc2T−1/2e9c3T (ϕ(x))β+1p δ1/2.
(139)
Next, Corollary 3.12 (applied for every t ∈ [0, T ), n ∈ N with L x c, ρ x 4βc3/p, Y θ x Y θ,
Uθ x Uθ, ux uτ , ϕx ϕ
2β/p, N x n, t0 x t in the notation of Corollary 3.12), (116), (131),
(132), (128), (115), and the fact that p ≥ 2β ≥ 2 imply for all t ∈ [0, T ], n ∈ N that
sup
x∈Rd
[
E[|U0n(t, x)− uτ(t, x)|2]
(ϕ(x))2β/p
]1/2
≤ eM/2M−n/2(1 + 2Tc)n−1e2c3βT/p
·
[
2 sup
s∈[0,T ],x∈Rd
[
max{|T (F (0))(s, x)|, |g(x)|}
(ϕ(x))β/p
]
+ 2Tc sup
s∈[0,T ],x∈Rd
[ |uτ (s, x)|
(ϕ(x))β/p
]]
≤ eM/2M−n/2(1 + 2Tc)n−1e2c3βT/p
[
2b+ 4TcbecT+2c
3βT/p
]
≤ eM/2M−n/2(1 + 2Tc)n−1e2c3βT/p2becT+2c3βT/p(1 + 2Tc) ≤ 2beM/2M−n/2e2ncT e3c3T .
(140)
This, the triangle inequality, (139), the fact that c, ϕ ≥ 1, and the fact that p ≥ 2 show for all
t ∈ [0, T ], x ∈ Rd, n ∈ N that
(
E
[|U0n(t, x)− u(t, x)|2])1/2 ≤ (E[|U0n(t, x)− uτ (t, x)|2])1/2 + |uτ(t, x)− u(t, x)|
≤ 2beM/2M−n/2e2ncT e3c3T (ϕ(x))βp + 12bc2T−1/2e9c3T (ϕ(x))β+1p δ1/2
≤ (eM/2e2ncTM−n/2 + δ1/2T−1/2) 12bc2e9c3T (ϕ(x))β+1p .
(141)
This shows item (iv). The proof of Proposition 4.1 is thus completed.
4.2 Complexity analysis for MLP approximations in fixed space di-
mensions
Theorem 4.2. Let d,m ∈ N, T ∈ (0,∞), m, g, f ∈ [0,∞), β, b, c ∈ [1,∞), p ∈ [2β,∞),
ϕ ∈ C2(Rd, [1,∞)), g ∈ C(Rd,R), µ ∈ C(Rd,Rd), σ = (σ1, σ2, . . . , σm) ∈ C(Rd,Rd×m), let
‖·‖ : Rd → [0,∞) be the standard norm on Rd, let f : [0, T ]×Rd ×R → R be measurable, let
F : R[0,T ]×R
d → R[0,T ]×Rd satisfy for all t ∈ [0, T ], x ∈ Rd, v ∈ R[0,T ]×Rd that (F (v))(t, x) =
f(t, x, v(t, x)), assume for all x, y ∈ Rd, z ∈ Rd\{0}, t ∈ [0, T ], v, w ∈ R that
max
{ |(ϕ′(x))(z)|
(ϕ(x))(p−1)/p‖z‖ ,
|(ϕ′′(x))(z,z)|
(ϕ(x))(p−2)/p‖z‖2 ,
c‖x‖+‖µ(0)‖
(ϕ(x))1/p
,
c‖x‖+[∑mi=1 ‖σi(0)‖2]1/2
(ϕ(x))1/p
} ≤ c, (142)
max
{|Tf(t, x, 0)|, |g(x)|} ≤ b(ϕ(x))β/p, (143)
max
{|g(x)− g(y)|, T |f(t, x, v)− f(t, y, w)|} ≤ cT |v − w|+ (ϕ(x)+ϕ(y))β/p‖x−y‖
T 1/2b−1
, (144)
max
{‖µ(x)− µ(y)‖2,∑mi=1‖σi(x)− σi(y)‖2} ≤ c2‖x− y‖2, (145)
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let (Ω,F ,P, (Ft)t∈[0,T ]) be a filtered probability space which satisfies the usual conditions, let
Θ =
⋃
n∈NZ
n, let rθ : Ω → [0, 1], θ ∈ Θ, be i.i.d. random variables, assume for all t ∈ (0, 1)
that P(r0 ≤ t) = t, let Rθ : [0, T ] × Ω → [0, T ], θ ∈ Θ, satisfy for all θ ∈ Θ, t ∈ [0, T ]
that Rθt = t + (T − t)rθ, let W θ : [0, T ] × Ω → Rm, θ ∈ Θ, be i.i.d. standard (Ft)t∈[0,T ]-
Brownian motions, assume that (rθ)θ∈Θ and (W θ)θ∈Θ are independent, for every N ∈ N, θ ∈ Θ,
x ∈ Rd, t ∈ [0, T ] let Y N,θ,xt = (Y N,θ,xt,s )s∈[t,T ] : [t, T ]× Ω→ Rd satisfy for all n ∈ {0, 1, . . . , N},
s ∈ (nT
N
, (n+1)T
N
] ∩ (t, T ] that Y N,θ,xt,t = x and
Y N,θ,xt,s − Y N,θ,xt,max{t,nT/N}
= µ
(
Y N,θ,xt,max{t,nT/N}
)(
s−max{t, nT
N
})
+ σ
(
Y N,θ,xt,max{t,nT/N}
)(
W θs −W θmax{t,nT/N}
)
,
(146)
let Uθn,M : [0, T ] × Rd × Ω → R, n,M ∈ Z, θ ∈ Θ, satisfy for all θ ∈ Θ, n ∈ N0, M ∈ N,
t ∈ [0, T ], x ∈ Rd that
Uθn,M(t, x) =
1
N
(n)
Mn
Mn∑
i=1
g
(
Y
MM ,(θ,0,−i),x
t,T
)
+
n−1∑
ℓ=0
(T − t)
Mn−ℓ

Mn−ℓ∑
i=1
(
F
(
U
(θ,ℓ,i)
ℓ,M
)− 1
N
(ℓ)F
(
U
(θ,−ℓ,i)
ℓ−1,M
))(R(θ,ℓ,i)t , Y MM ,(θ,ℓ,i),xt,R(θ,ℓ,i)t
) ,
(147)
and let Cn,M ∈ R, n,M ∈ Z, satisfy for all n ∈ Z, M ∈ N that
Cn,M ≤Mn(MMm+ g)1N(n) +
n−1∑
ℓ=0
[
Mn−ℓ(MMm+ f+ Cℓ,M + Cℓ−1,M)
]
. (148)
Then
(i) for every t ∈ [0, T ], x ∈ Rd, θ ∈ Θ there exists a unique (Fs)s∈[t,T ]-adapted stochastic
process Xθ,xt = (X
θ,x
t,s )s∈[t,T ] : [t, T ]×Ω→ Rd with continuous sample paths which satisfies
that for all s ∈ [t, T ] it holds P-a.s. that
Xθ,xt,s = x+
∫ s
t
µ(Xθ,xt,r ) dr +
∫ s
t
σ(Xθ,xt,r ) dW
θ
r , (149)
(ii) there exists a unique measurable u : [0, T ]×Rd → R which satisfies for all t ∈ [0, T ], x ∈
R
d that
(
sups∈[0,T ],y∈Rd[|u(s, y)|(ϕ(y))−β/p]
)
+
∫ T
t
E
[|f(s,X0,xt,s , u(s,X0,xt,s ))|] ds+E[|g(X0,xt,T )|]
<∞ and
u(t, x) = E
[
g(X0,xt,T )
]
+
∫ T
t
E
[
f(s,X0,xt,s , u(s,X
0,x
t,s ))
]
ds, (150)
(iii) it holds for all t ∈ [0, T ], x ∈ Rd, n ∈ N0, M ∈ N, θ ∈ Θ that Uθn,M(t, x) is measurable,
(iv) it holds for all t ∈ [0, T ], x ∈ Rd, n,M ∈ N that
(
E
[|U0n,M (t, x)− u(t, x)|2])1/2 ≤
[
exp(2ncT + M2 )
Mn/2
+
1
MM/2
]
12bc2|ϕ(x)|β+1p exp(9c3T ), (151)
and
(v) there exist n : (0, 1] × Rd → N such that for all ε, γ ∈ (0, 1], t ∈ [0, T ], x ∈ Rd it holds
that supn∈[n(ε,x),∞)∩N(E[|U0n,n(t, x)− u(t, x)|2])1/2 < ε and
n(ε,x)∑
n=1
Cn,n

 εγ+4 ≤(3m+ g+ 2f) sup
n∈N
[
n−γn/2 (5n exp(2ncT ))γ+4
]
· [45bc2exp(9c3T )(ϕ(x))(β+1)/p]γ+4 <∞.
(152)
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Proof of Theorem 4.2. Throughout this proof let n : (0, 1]×Rd → [1,∞] satisfy for all ε ∈ (0, 1],
x ∈ Rd that
n(ε, x) = inf
({
n ∈ N : sup
k∈[n,∞)∩N,t∈[0,T ]
E
[∣∣U0k,k(t, x)− u(t, x)∣∣2] < ε2
}
∪ {∞}
)
. (153)
Observe that Proposition 4.1 (applied for every M ∈ N with K x MM , (τk)k∈{0,1,...,MM} x
( kT
MM
)k∈{0,1,...,MM} in the notation of Proposition 4.1) establishes items (i)–(iv). Next note that
the fact that limn→∞(en/2e2ncTn−n/2) = 0 and item (iv) show for all x ∈ Rd, ε ∈ (0, 1] that
n(ε, x) ∈ N. (154)
Next observe that (148) and [5, Lemma 3.14] (applied for everyM ∈ N with αx 2MMm+g+f,
β x MMm + f, (Cn)n∈N0 x (Cn,M)n∈N0 in the notation of [5, Lemma 3.14]) show that for all
n,M ∈ N it holds that
Cn,M ≤
[
3MMm+ g+ 2f
2
]
(3M)n. (155)
This implies that for all n ∈ N, k ∈ {1, 2, . . . , n} it holds that
Ck,k ≤ (3m+g+2f)(3k2)k2 ≤ (3m+g+2f)(3(n+1)
2)n+1
2
≤ (3m+g+2f)(3(2n)2)n+1
2
= (3m+g+2f)(12n
2)n+1
2
. (156)
The fact that for all n ∈ N it holds that n3 ≤ 3n hence ensures that for all n ∈ N it holds that
n+1∑
k=1
Ck,k ≤ (3m+g+2f)(n+1)(12n2)n+12 ≤ (3m+ g+ 2f)n(12n2)n+1 ≤ 12(3m+ g+ 2f)36nn2n. (157)
This and item (iv) prove that for all γ ∈ (0, 1], t ∈ [0, T ], x ∈ Rd, n ∈ N it holds that that[
n+1∑
k=1
Ck,k
](
E
[∣∣U0n,n(t, x)− u(t, x)∣∣2]) 4+γ2
≤ 12(3m+ g + 2f)36nn2n (en/2e2ncTn−n/2 + n−n/2)γ+4 [12bc2e9c3T (ϕ(x))(β+1)/p]γ+4
= 12(3m+ g+ 2f)36nn−γn/2
(
en/2e2ncT + 1
)γ+4 [
12bc2e9c
3T (ϕ(x))(β+1)/p
]γ+4
≤ 12(3m+ g + 2f)n−γn/2 (36n/4en/2e2ncT )γ+4 [24bc2e9c3T (ϕ(x))(β+1)/p]γ+4
≤ (3m+ g+ 2f)n−γn/2 (5ne2ncT )γ+4 [45bc2e9c3T (ϕ(x))(β+1)/p]γ+4.
(158)
This, (156), and (154) imply that for all ε, γ ∈ (0, 1], t ∈ [0, T ], x ∈ Rd it holds in the case
n(ε, x) = 1 that
∑
n(ε,x)
k=1 Ck,kε
4+γ ≤ C1,1 ≤ 72(3m+ g + 2f) and it holds in the case n(ε, x) ≥ 2
that 
n(ε,x)∑
k=1
Ck,k

 ε4+γ ≤
[[
n+1∑
k=1
Ck,k
](
E
[∣∣U0n,n(t, x)− u(t, x)∣∣2]) 4+γ2
]∣∣∣∣∣
n=n(ε,x)−1
≤ (3m+ g+ 2f) sup
n∈N
[
n−γn/2
(
5ne2ncT
)γ+4] [
45bc2e9c
3T (ϕ(x))(β+1)/p
]γ+4
.
(159)
This, the fact that b, c, ϕ ≥ 1, and the fact that 72 ≤ 454 prove that
n(ε,x)∑
k=1
Ck,k

 ε4+γ ≤ (3m+ g+ 2f) sup
n∈N
[
n−γn/2
(
5ne2ncT
)γ+4] [
45bc2e9c
3T (ϕ(x))(β+1)/p
]γ+4
.
(160)
This, (153), and (154) imply item (v). The proof of Theorem 4.2 is thus completed.
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4.3 Complexity analysis for MLP approximations in variable space
dimensions
Lemma 4.3. Let d ∈ N, a ∈ [0,∞), let ‖·‖ : Rd → [0,∞) and ϕ : Rd → R satisfy for all
x = (x1, x2, . . . , xd) ∈ Rd that ϕ(x) = 2a + 2‖x‖2 = 2a + 2[
∑d
i=1 |xi|2]. Then it holds for all
x, y ∈ Rd that √a + ‖x‖ ≤ |ϕ(x)|1/2, |(ϕ′(x))(y)| ≤ 4|ϕ(x)|1/2‖y‖, and (ϕ′′(x))(y, y) = 4‖y‖2.
Proof of Lemma 4.3. First, observe that the fact that for all v, w ∈ R it holds that 2vw ≤
v2 + w2 ensures that for all s, t ∈ [0,∞) it holds that √s + √t ≤ √2s+ 2t. This and the
hypothesis that for all x ∈ Rd it holds that ϕ(x) = 2a + 2‖x‖2 prove that for all x ∈ Rd it
holds that √
a+ ‖x‖ ≤ (2a+ 2‖x‖2)1/2 = |ϕ(x)|1/2. (161)
Next note that the hypothesis that for all x ∈ Rd it holds that ϕ(x) = 2a + 2‖x‖2 shows
that for all i, j ∈ {1, 2, . . . , d}, x = (x1, x2, . . . , xd) ∈ Rd it holds that ϕ ∈ C2(Rd,R),
( ∂
∂xi
ϕ)(x) = 4xi, and (
∂2
∂xi∂xj
ϕ)(x) = 41{i}(j). Combining this, the Cauchy-Schwarz inequality,
and (161) demonstrates that for all x = (x1, x2, . . . , xd), y = (y1, y2, . . . , yd) ∈ Rd it holds that
|(ϕ′(x))(y)| = |∑di=1 4xiyi| ≤ 4‖x‖‖y‖ ≤ 4|ϕ(x)|1/2‖y‖ and (ϕ′′(x))(y, y) = 4‖y‖2. The proof of
Lemma 4.3 is thus completed.
Corollary 4.4. Let T ∈ (0,∞), γ ∈ (0, 1], c, v,m, f, g ∈ [0,∞), f ∈ C(R,R), for every
d ∈ N let ud ∈ C1,2([0, T ]×Rd,R), µd = (µd,i)i∈{1,2,...,d} ∈ C(Rd,Rd), σd = (σd,i,j)i,j∈{1,2,...,d} ∈
C(Rd,Rd×d) satisfy for all t ∈ [0, T ], x = (x1, x2, . . . , xd), y = (y1, y2, . . . , yd) ∈ Rd that
|ud(t, x)|2 + max
i,j∈{1,2,...,d}
(|µd,i(0)|+ |σd,i,j(0)|) ≤ c
[
dc +
d∑
i=1
|xi|2
]
, (162)
|ud(T, x)−ud(T, y)|2+
d∑
i=1
|µd,i(x)−µd,i(y)|2+
d∑
i,j=1
|σd,i,j(x)−σd,i,j(y)|2 ≤ c2
[ d∑
i=1
|xi−yi|2
]
, (163)
( ∂
∂t
ud)(t, x) + (
∂
∂x
ud)(t, x)µd(x) +
1
2
tr
(
σd(x)[σd(x)]
∗(Hessx u)(t, x)
)
= −f(ud(t, x)), (164)
and |f(x1) − f(y1)| ≤ c|x1 − y1|, let (Ω,F ,P) be a probability space, let Θ =
⋃
n∈NZ
n, let
rθ : Ω → [0, 1], θ ∈ Θ, be i.i.d. random variables, let W d,θ : [0, T ] × Ω → Rd, d ∈ N, θ ∈ Θ,
be i.i.d. standard Brownian motions, assume for all t ∈ (0, 1) that P(r0 ≤ t) = t, assume that
(rθ)θ∈Θ and (W d,θ)(d,θ)∈N×Θ are independent, for every d,N ∈ N, θ ∈ Θ, x ∈ Rd, t ∈ [0, T ) let
Y d,N,θ,xt = (Y
d,N,θ,x
t,s )s∈[t,T ] : [t, T ] × Ω → Rd satisfy for all n ∈ {0, 1, . . . , N}, s ∈ (nTN , (n+1)TN ] ∩
(t, T ] that Y d,N,θ,xt,t = x and
Y d,N,θ,xt,s − Y d,N,θ,xt,max{t,nT/N}
= µd
(
Y d,N,θ,xt,max{t,nT/N}
)(
s−max{t, nT
N
})
+ σd
(
Y d,N,θ,xt,max{t,nT/N}
)(
W d,θs −W d,θmax{t,nT/N}
)
,
(165)
let Ud,θn,M : [0, T ]×Rd × Ω → R, d, n,M ∈ Z, θ ∈ Θ, satisfy for all d,M ∈ N, n ∈ N0, θ ∈ Θ,
t ∈ [0, T ], x ∈ Rd that
Ud,θn,M(t, x) =
1
N
(n)
Mn
Mn∑
i=1
ud
(
T, Y
d,MM ,(θ,0,−i),x
t,T
)
(166)
+
n−1∑
ℓ=0
[
(T−t)
Mn−ℓ
Mn−ℓ∑
i=1
(
f ◦ Ud,(θ,ℓ,i)ℓ,M − 1N(ℓ) f ◦ Ud,(θ,−ℓ,i)ℓ−1,M
)(
t+ (T − t)r(θ,ℓ,i), Y d,MM ,(θ,ℓ,i),x
t,t+(T−t)r(θ,ℓ,i)
)]
,
and let Cd,n,M ∈ R, d, n,M ∈ Z, satisfy for all n ∈ Z, d,M ∈ N that
Cd,n,M ≤Mn(MMdv+MMm+ g)1N(n)
+
n−1∑
ℓ=0
[
Mn−ℓ
(
(MMd+ 1)v+MMm+ 2f+ Cd,ℓ,M + Cd,ℓ−1,M
)]
.
(167)
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Then there exist C ∈ R and n : N× (0, 1]→ N such that for all d ∈ N, ε ∈ (0, 1] it holds that(
E
[|ud(0, 0)− Ud,0n(d,ε),n(d,ε)(0, 0)|2])1/2 ≤ ε and Cd,n(d,ε),n(d,ε) ≤ C(1 + dv)d(γ+4)(2c+2)ε−(γ+4).
Proof of Corollary 4.4. Throughout this proof let C ∈ R satisfy that
C = (3m+ g + 2(v+ 2f) + 3) sup
n∈N
[
n−γn/2
(
5ne2n(c+4)T
)γ+4]
· [45(√c + c√T + T |f(0)|)(c+ 4)2e9(√c+c+4)3T (2d2c+2)]γ+4. (168)
Note that Theorem 4.2 (applied for d ∈ N with m x d, g x ud(T, ·), µ x µd, σ x σd,
ϕ x
(
R
d ∋ x = (x1, x2, . . . , xd) 7→ 2d2c+2 + 2
[∑d
i=1 |xi|2
] ∈ [1,∞)), f x ([0, T ] × Rd × R ∋
(t, x, v) 7→ f(v) ∈ R), β x 1, bx √c+ c√T + T |f(0)|, cx c+4, px 2, mx m+ dv, gx g,
fx v + 2f in the notation of Theorem 4.2) and Lemma 4.3 (applied for d ∈ N with ax d2c+2
in the notation of Lemma 4.3) prove that there exists n : N×(0, 1]→ N such that for all d ∈ N,
ε ∈ (0, 1] it holds that (E[|ud(0, 0)− Ud,0n(d,ε),n(d,ε)(0, 0)|2])1/2 ≤ ε and
Cd,n(d,ε),n(d,ε)ε
γ+4 ≤ (3(m+ dv) + g+ 2(v+ 2f)) sup
n∈N
[
n−γn/2
(
5ne2n(c+4)T
)γ+4]
· [45(√c+ c√T + T |f(0)|)(c+ 4)2e9(√c+c+4)3T (2d2c+2)]γ+4
≤ C(1 + dv)d(γ+4)(2c+2).
(169)
The proof of Corollary 4.4 is thus completed.
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