In correspondence analysis, rows and columns of a data matrix are depicted as points in low-dimensional space. The row and column profiles are approximated by minimizing the so-called weighted chisquared distance between the original profiles and their approximations, see or example, Greenacre (1984) . In this paper, we will study the inverse correspondence analysis problem, that is, the possibilities of retrieving one or more data matrices from a low dimensional correspondence analysis solution. We will show that there exists a nonempty closed and bounded polyhedron of such matrices. We also present an algorithm to find the vertices of the polyhedron. A proof that the maximum of the Pearson chi-squared statistic is attained at one of the vertices is given. In addition, it is discussed how extra equality constraints on some elements of the data matrix can be imposed on the inverse correspondence analysis problem. As a special case, we present a method for imposing integer restrictions on the data matrix as well. The approach to inverse correspondence analysis followed here is similar to the one employed by De Leeuw and Groenen (1997) in their inverse multidimensional scaling problem.
Introduction
In correspondence analysis (CA), the rows and columns of a data matrix F are depicted as points in low-dimensional space. Most often, F is a contingency matrix, but this need not be the case. The only restriction on F is that its elements are nonnegative. A CA solution is obtained by simultaneously approximating the row and column profiles through minimization of the socalled chi-squared distance. It is well known that the CA solution for both the rows and columns can be obtained immediately from the singular value decomposition of the scaled data matrix.
Much is known about the properties of CA, see, for example, Greenacre (1984) , Gifi (1990) , and Van de Velden (2000) . In this paper, we concentrate on a problem that has not been treated before. Given a low dimensional CA solution, which matrices F would have produced the current solution as a CA solution? We call this problem the inverse correspondence analysis problem.
There are several reasons to investigate the inverse CA problem. First of all, the size of the set of matrices F may reveal information about the uniqueness of the original solution. If this set is large, then there are many nonnegative matrices F that yield the same CA solution. Thus, even though the data have lead to a perfectly normal correspondence analysis solution, it is good to realize that there are many other data sets that would have led to exactly the same solution. On the other hand, if the set is small, there are much less nonnegative matrices F yielding the solution of the original problem. In particular, if the set only consists of the original data, then we know that there is a unique relation between the correspondence analysis solution and the data. Second, when CA solutions are reported in the literature, the original data are not always presented. The solution of the inverse CA problem enables us to generate data that has the original CA solution as its CA solution. These generated data can then be used in simulation studies. Thirdly, we believe that the study of inverse CA deepens our understanding of CA. Finally, through inverse CA, we are able to prove the upper bound of the Pearson chi-square given marginal frequencies but unknown data.
To study the inverse CA problem, we will follow a similar approach to the one proposed by De Leeuw and Groenen (1997) , in their treatment of the inverse multidimensional scaling problem (see also, Groenen, De Leeuw, & Mathar, 1996) . This paper is organized as follows. First, we introduce notation for CA. Then we formalize the inverse CA problem. Next, we present a computational method for computing the inverse CA solution. Then, we discuss where the upper bound of the Pearson chi-square statistic is attained. The next section discusses how additional equality and integer constraints can be imposed. We illustrate our method by an example. This paper is ended with some concluding remarks.
The Correspondence Analysis Problem
Before we start with the inverse CA problem, let us introduce notation needed for CA. Let F denote an n r × n c matrix of nonnegative elements on which CA is performed. Let r be the vector of row sums of F, that is, r = F1 and c the vector of columns sums, c = F 1, where 1 denotes a vector of ones of appropriate length. Furthermore, define n as the sum of all elements of F, that is, n = 1 F1.
Define the scaled data matrixF asF = D
, where D r and D c are diagonal scaling matrices with, respectively, the elements of r and c on their diagonal. The task of correspondence analysis is to find k-dimensional coordinates matrices R and C for row and column points such that the loss function
is minimized, where A 2 denotes the sum of squared elements of A. Consider the (complete) singular value decompositioñ
where I i denotes the i×i identity matrix. Then, by Eckart and Young (1936) we can minimize φ(R k , C k ) by
where U k and V k are respectively the n r × k and n c × k matrices of singular vectors corresponding to the k largest singular values gathered in the k × k diagonal matrix Λ k , and α is a nonnegative scalar. Clearly,
For α = 1, we obtain row principal coordinates and for α = 0 column principal coordinates. Now, suppose that the marginals r and c and the coordinates R k and C k are given. Then, the inverse correspondence analysis problem is concerned with the question what matrix F could have produced R k and C k as its CA solution. In other words, given a CA solution, can we find one or more matrices F that have the given CA solution as its CA solution?
In the next section, we shall investigate the properties of the set F satisfying the requirements for inverse CA. Necessarily, F must contain the original data matrix F as an element. We assume, without loss of generality, that n r ≥ n c , so that the rank of F equals n c or less. If k = n c , the inverse CA problem is trivial and set F only contains F. For k < n c , however, the problem is not trivial and is discussed below.
Formalizing the Inverse Correspondence Analysis Problem
Suppose that we have a correspondence analysis solution R k and C k in k dimensions. In addition, we will assume throughout this paper that the row and column sums of F are known, so that the scaling matrices D r and D c are known. Note that these vectors of row and column totals are of great importance in correspondence analysis. Not only do they provide the proper scaling for the coordinates, they are also referred to as the so-called trivial solution, see, e.g., Greenacre (1984) . Typically, one ignores this trivial solution, which can be done by simply discarding the solution, or by considering the singular value decomposition of
. In the following, we will assume that the trivial solution is contained in the coordinate matrices R k and C k . Hence, we will consider the singular value decomposition ofF for 1 ≤ k ≤ n c .
In the inverse CA problem, we look for all F that have 1. column sum c and row sum r, that is, F1 = c and 1 F = r, 2. R k and C k in its CA solution, and 3. only nonnegative elements.
Note that condition 2 does not imply that CA on a particular F yields R k and C k as the first k dimensions. Condition 2 only tells us that R k and C k will be among the CA dimensions. In the strict inverse CA problem, the additional condition imposed is that R k and C k must be the first k dimensions. In the remainder of this section, we investigate properties of the (strict) inverse CA problem.
Recall the complete singular value decompositioñ
Let
and, generically, 0 denotes a matrix of zeros of appropriate order. Furthermore, as U U = I n r and V V = I n c it follows that
Assuming for the moment that F is known, then the complete singular value decomposition for the scaled matrixF = D
can be expressed in the following wayF
Now assume that F and thusF are unknown, but
From the orthogonality restrictions (4) we can obtain matricesŨ c = U c T andṼ c = V c Q, where T and Q are unknown orthogonal matrices of the appropriate orders. Then,F is decomposed into two orthogonal partsF
where G = T Λ c Q. From (5) it can easily be derived that F can be reconstructed as
Therefore, in the inverse correspondence analysis problem, we search for those matrices G for which F reconstructed by (6) satisfies the three earlier mentioned conditions.
Lemma 1 For any G, the matrixF reconstructed by (5) has singular values Λ k and corresponding matrices of singular vectors
Proof. The matrices of singular vectors U k and V k , are matrices of eigenvectors ofFF andF F respectively. From (4) it follows immediately that for anyF reconstructed using (5) we haveFF
Lemma 2 For any G, the matrix F reconstructed by (6) has row sums equal to r and column sums equal to c.
Proof. This follows immediately from Lemma 1 and the fact that the trivial solution in correspondence analysis (that is, the first dimension) is equal to Lemma 1 tells us that any G inserted in (6) gives a CA decomposition that includes the original R k and C k . However, without any additional constraints on G some of the elements of F may become negative. Thus, we have additional restrictions on G to make the elements of F nonnegative. Note that if G is constrained so that all elements ofF are nonnegative, then F must have nonnegative elements as well, since
and D r and D c have nonnegative elements only. To meet these extra constraints all elements ofŨ c GṼ c must be larger than (or equal to) the elements of
Let g = vec(G), where the vec operator stacks the columns of G below each other. Using the relationship
between the vec operator and the Kronecker product, we can express the nonnegativity restrictions as
where
Lemma 3 The system of inequalities (8) is consistent.
Proof. Choosing G = T Λ c Q reconstructs the original F. Therefore, the set of matrices G or vectors g satisfying (8) is nonempty. Thus, the system of inequalities (8) is consistent.
Theorem 4 The solution set F of the inverse correspondence analysis problem is a convex set.
Proof. Each inequality in (8) defines a convex half space. The intersection of convex sets is convex, so that F is convex, too.
Theorem 5 The set F is a bounded closed polyhedron.
Proof. The fact that F is a closed polyhedron follows immediately since it is an intersection of half spaces defined by the system of inequalities (8).
Boundedness can be established if it can be proved that F does not contain a ray. If F contains a ray, then there exists a G 1 in F such that βG 1 ∈ F for β > 0. Let F t denote the trivial solution, that is,
c , and let F c =Ũ c GṼ c . From (4) it follows that F t F c = 0 (n c ×n c ) and F t F c = 0 (nr×nr) . As F t is strictly positive, that is, all its elements are greater than zero, it follows immediately that each row and column of F c must contain at least one negative element. Multiplying F c = U c GV c with a sufficiently large β will make F contain one or more negative values so that F falls outside the polyhedron. Therefore, F does not contain a ray and is consequently bounded.
Lemma 6 Each F at the hull of the polyhedron has at least
Proof. The system of inequalities (8) is derived from the nonnegativity restrictions on the elements of F. Since G is an (n r − k) × (n c − k) matrix, there are (n r − k)(n c − k) independent elements in g. Thus, any F at the hull of the polyhedron corresponds to a g for which at least (n r − k)(n c − k) of the inequalities are equalities. Since an equality in (8) corresponds to a zero element in F, there are at least (n r − k)(n c − k) zero elements in F at the hull of the polyhedron.
Theorem 7
The set F strict defined by strict inverse CA is a bounded convex set.
Proof. Set F strict is an intersection between F and the set G of matrices G with singular values smaller than or equal to λ k . To prove that the latter set is convex, we use a result of Magnus and Neudecker (1988, p. 205) stating that the largest eigenvalue λ 2 max of G G defines a convex function. Therefore, the set G of matrices G with λ 2 max ≤ λ 2 k is convex. This property also holds for strict monotone functions of λ 2 max such as the square root. Therefore, the set G of G's with λ max ≤ λ k is convex as well. The intersection of two convex sets is also convex, so that the intersection of F and G is convex. Since F is bounded, F strict must also be bounded.
Computing the Inverse Map
In De Leeuw and Groenen (1997) , a similar problem was investigated, the so-called inverse multidimensional scaling problem. Here, we take a similar computational approach.
The basic idea is to check all possible vertices of the system of inequalities defined by Cg ≥ −d. Let m = (n r − k)(n c − k) be the length of vector g. Then, check for all n r n c m combinations of rows whether the combination defines a valid vertex.
The Inverse Correspondence Analysis Algorithm:
1. Let the set of vertices V be empty.
Do for all
n r n c m combinations ψ:
3. Let C ψ and d ψ be the m rows of C and d respectively defined by ψ.
• Let g ψ be the solution of the system C ψ g = d ψ .
• Check if Cg ψ ≥ d. If so, then add g ψ to the set of vertices V .
End do.
Note that if some C ψ is not of full rank, then ψ cannot be a vertex, so it is simply discarded. Proof. Clearly, χ 2 (F) is quadratic in F so it is a convex function. Because F is determined by G through (6) and G must be in the convex set F , F lies in a convex set too. Rockafellar (1970, Theorem 32.3, p. 344) states that the maximum of a convex function over a convex set is obtained at an extremal point. An extremal point of a convex set is a point that cannot be expressed as a convex combination of other points in the convex set (Rockafellar, 1970, p. 162) . The extremal points of a polyhedron are the vertices. Because F is a polyhedron, the maximum χ 2 is obtained at a vertex.
This theorem can also be used to obtain the maximum χ 2 under the independence model, where only the the marginal frequencies r and c are given and no other CA dimension is known. In the independence case, too, the value χ 2 is bounded above and the maximum is attained at one of the vertices. This situation arises in the inverse CA problem when only the trivial dimension is given so that k = 1. To obtain the maximum value, the algorithm from Section 4 can be used, although computationally (much) faster methods may exist that make efficient use of the additional structure in the restrictions.
Additional Constraints in Inverse CA
We now consider the case where, in addition to the marginals, extra information concerning elements of F is available. First we discuss the case where one or more elements of F are known. Then we present an algorithm that can be used to reduce the original set F under the restriction that the elements of the original matrix need to be integers.
Equality Constraints
It may occur that one or more elements of F are known a priori. For example, if a certain event cannot occur, the corresponding value in F must be zero. Assume that p values of F, and hence, ofF, are known. Let φ denote the row indices of C for which the equality constraints are imposed, so that the rows of the p × m matrix C φ match the constrained rows of C. Furthermore, let f φ denote the p × 1 vector of corresponding (known) values ofF and let d φ denote the corresponding rows of d. The new constraints can be expressed as
Theorem 9 The solution of constrained inverse CA is a bounded convex polyhedron that may be empty.
Proof. By Theorem 5, the solution of the inverse CA problem defines a bounded convex polyhedron. The equality constraints defined by (9) are linear and thus convex. The union of a bounded polyhedron and a linear subspace is again a bounded polyhedron. Because the subspace may fall outside the polyhedron, e.g., by imposing an invalid constraint such as constraining f ij to be larger than either of the corresponding marginals r i or c i , the union of the two sets may be empty.
We distinguish three cases that may occur with respect to the constraints as expressed in (9): (a) p < m: There are fewer constraints than free elements in g. We can implement the restrictions in our algorithm in the following way.
The Constrained Inverse Correspondence Analysis Algorithm:
Do for all
, where each combination con- • Let g ψ * be the solution of the system C ψ * g = d ψ * .
• Check if Cg ψ * ≥ d. If so, then add g ψ * to the set of vertices V .
4. End do.
The number of constraints is equal to the number of unknown elements. Therefore, if the corresponding matrix C φ is nonsingular, that is, if C −1 φ exists, we obtain a unique solution for g. Thus, if F reconstructed using (6) is nonnegative, we have a valid unique solution. Else, if an element of the reconstructed matrix F is negative, the solution set F is empty.
If C φ is singular, that is, if some constraints are linearly dependent and hence redundant, we cannot uniquely determine g. We thus have a similar situation as in (a). We can obtain vertices satisfying the equality and nonnegativity constraints in the following way: Let p * denote the rank of C φ . Then, consider for all nrnc−p m−p * combinations of rows of C that contain C φ , the following system of equations:
) × m matrix with as first p rows independent rows of C corresponding to the equality constraints,f φ * is the vector f φ supplemented with p − p * zeros and d φ * is the vector of appropriate elements of d. Then, for each C φ * that has rank m, we can calculate
Upon checking the nonnegativity constraints Cg ≥ d, we add or discard the vertices to our solution set. Note that, if C φ * is not of full column rank then φ * cannot be a vertex and we can simply discard it.
(c) p > m: There are more constraints than free elements, so that the matrix C φ has more rows than columns. Then, assuming that C φ has full column rank, g can be calculated as
In order for g to be a valid solution, F reconstructed using (6) must be nonnegative. Else, the solution set F is empty.
If the rank of C φ is smaller than m, we have essentially the same situation as described under (b) and we can apply the same procedure to obtain vertices.
Note that, by imposing the additional constraints, we have decreased the number of inequalities to be checked. Therefore, with a sufficient number of constraints even large inverse CA problems become computationally feasible.
Integer constraints
Suppose we know that the elements of the original matrix F are integers. For example, we may know F to be a contingency matrix. This information can be used to reduce the solution set F in the following way.
Let F h denote the reconstructed matrix for the h-th
, where vec(G h ) = g h and let f h ij denote the ij-th element of F h . Define int + (x) as the first integer larger than x and int − (x) as the first integer smaller than x. Also, let F min be the matrix with elements int + (min h (f h ij )) (that is, the smallest ij-th element over all vertices) and F max have elements int − (max h (f h ij )) (that is, the largest ij-th element over all vertices).
Theorem 10 When F is restricted to have elements f ij that are integer, then elements of F are bounded below by F min and bounded above by F max .
Proof. This follows directly from the convexity of the solution set F in Theorem 4 and the integer constraint for the elements of F.
andf min = vec(F min ). Using (6), we must havẽ
These additional integer restrictions can be implemented as follows:
The Integer Constrained Inverse Correspondence Analysis Algorithm:
Find an initial set of vertices V by the Inverse Correspondence Analysis
Algorithm of Section 4. 2. Repeat until V does not change:
(a) Computef min andf max as described above. • Let g ψ 1 be the solution of the system
If so, then add g ψ 1 to the set of vertices V .
• Let g ψ 2 be the solution of the system
to the set of vertices V .
(d) End do.
As this procedure imposes additional restrictions, the number of vertices may increase. The solution space, however, becomes smaller. Moreover, the matrices F min and F max provide us with lower and upper bounds for the integer elements of F.
An Illustrative Example
To illustrate our method, consider the artificial smoking data of Greenacre (1984) , see Table 1 .
Suppose that in addition to the marginals r and c, we have the 2-dimensional CA solution for these data. That is, in our notation, k = 3 and R k and C k are 5 × 3 and 4 × 3 matrices with as their first column the .00 
c ), four valid solutions for g are obtained. Tabel 2 contains the four vertices and the corresponding reconstructed F matrices. Thus, any convex combination of these four vertices yields a CA solution with R k and C k , the marginals are r and c, and the elements of F are nonnegative. It may be verified that the convex combination .1962H 1 + .2866H 2 + .2134H 3 + .3038H 4 yields the original contingency matrix in Table 1 .
Because g only contains two elements, a visual representation of the inverse CA solution can easily be obtained (see Figure 1) . The axes represent the elements of g, that is, g 1 and g 2 . The area inside the polyhedron is 0.194. For a g of this size, the set with λ max < λ k can be graphed as circle.
For the same data, suppose that we want to impose the additional restriction that element i = 1 and j = 4 is fixed to 2. Clearly, the problem becomes the constrained inverse CA problem. The vertices of the constrained inverse CA solution is presented in Table 3 . Again it may be verified that for every convex combination of the two vertices the marginals are r and c, a CA solution contains R k and C k , the elements of F are nonnegative, and element i = 1 and j = 4 equals 2. Finally, suppose it is known that the original matrix is a contingency matrix. Then, using Theorem 10 we can obtain matrices with lower and upper (integer) bounds for the values of F. These matrices, based on the four reconstructed F matrices from 
Conclusion and Discussion
In this paper, we have specified the set of matrices that all yield a given low dimensional configuration in its correspondence analysis solution. This set is a nonempty bounded closed polyhedron. Computing the vertices of the polyhedron is a computationally very demanding task, even for relatively small CA problems. This task is reduced if the number of additional constraints on the elements is sufficiently large. We also specified a strict upper bound for the Pearson chi-squared statistic, not limited to inverse correspondence analysis, but also to the special case of the independence model where only the margins of the data matrix are available. Furthermore, we showed that if the data matrix is known to have integer values (as in a contingency table), then lower and upper integer bounds for the elements of the origina unknown contingency table can be obtained. In this case, the inverse CA solution set Table 3 : Vertices and reconstructed F by (6) of constrained inverse correspondence analysis of the smoking data using k = 3, where element i = 1 and j = 4 is fixed to 2. may be significantly reduced and can be unique. Throughout this paper, we have assumed that the row and column marginals were known in advance together with the low dimensional CA solution. This choice can easily be justified by recognizing that the marginals can be directly derived from the trivial CA dimension. However, an extension of the inverse CA problem to a situation where the marginals are unknown a priori, would lead to a much more complicated situation with a set that does not have the nice mathematical properties as in this paper.
The specification of the inverse set is available for some other multivariate analysis techniques such as multidimensional scaling (De Leeuw & Groenen, 1997; Groenen et al., 1996) and principal components analysis (Ten Berge & Kiers, 1999) , or could be developed in the same spirit as the present paper. We believe that investigation of the inverse set yields better understanding of the original problem.
