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Abstract – Over-The-Horizon(OTH) Radars provide a survey
of wide areas, using ionospheric reﬂections of the electromag-
netic waves. Most of the time they have to face multipath prob-
lems: state estimation has to be done with measurements involv-
ing different observation models. To tackle this measurement-to-
observation-model association problem, the Monte Carlo Data
Association (MCDA) algorithm, and a derivative one, the Iter-
ated Conditional Mode Data Association (ICMDA) have been de-
veloped. They only applied in linear context. We propose new
versions of these algorithms, well adapted to non-linear prob-
lems.Our two algorithms are applied, through numerical simu-
lations, to a concrete case: target tracking with the French OTH
radar Nostradamus, in clutter environment.
Keywords: Over-The-Horizon Radar, data association, MCMC,
tracking.
1 Introduction
Over-The-Horizon (OTH) radars perform long distance sur-
vey for wide areas using ionospheric reﬂections of electro-
magneticwaves. TheFrenchOTHradarNOSTRADAMUS
offers two particularities: it is monostatic and it enables
elevation angle measurement. In order to handle these
characteristics we propose two algorithms respectively de-
rived from algorithms called Monte Carlo Data Association
(MCDA) algorithm and Iterated Conditional Mode Data
Association algorithm (ICMDA) [1], both developed for
linear applications.
The ﬁnal purpose of OTH Radar NOSTRADAMUS is
to estimate the target’s ground coordinates (ground range,
ground range rate, azimuth and elevation angle). It requires
a measurement-to-model association: the observation equa-
tions depend on the ionospheric reﬂection layer the mea-
sures come from. Furthermore ground coordinates estima-
tion involves non-linear observation equations. MCDA and
ICMDA are then inefﬁcient. So, we have kept the main idea
of the method and built two algorithms taking into account
non-linear problems.
In section 2, we point out the problem statement. We de-
scribe our algorithms in section 3. Results and comparison
with previous algorithms are given in section 4 through nu-
merical simulations. Section 5 presents an adaptation of the
best algorithm to a more realistic case.
2 Problem statement
We consider a linear dynamical target state model
x(k + 1) = Fkx(k) + v(k) (1)
where x(k) is the state (earth coordinates) at time k, v(k)
is a sequence of zero-mean, white, Gaussian process noise
with known covariance matrix Q(k). Fk²<nx£nx is the
evolution matrix.
At time k, a set of ¹k radar measurements fyi(k)g
¹k
i=1
is detected. Each measurement originates from one of the
following models:
yi(k) =
8
> > > > > <
> > > > > :
h1(x(k)) + w1(k) for model 1
h2(x(k)) + w2(k) for model 2
. . .
. . .
hn(x(k)) + wn(k) for model n
clutter otherwise
(2)
where yi(k)²<ny and wi(k) is a sequence of zero-mean,
white, Gaussian measurement noise with known covariance
matrix Ri(k). Furthermore wi(k);i = 1:::n are mutually
independent and uncorrelated with v(k). The number of
clutter detections in each measurement set is Poisson dis-
tributed
pc(q) =
(¸V )
q
q! exp(¡¸V ) q = 0;1;2::: (3)
where V is the observation volume and ¸ is the mean num-
ber of clutter detections per volume units. The clutter mea-
surements are uniformly distributed in V . Each model
(except for clutter) generates one measurement maximum
which is coherent with the OTH-NOSTRADAMUS radar
observations: the algorithm can handle cases where several
measurements are generated by each model but for sake of
simplicity we just restrain to a single measurement per tar-
get case.
mk is the number of non-clutter measurements in
fyi(k)g
¹k
i=1,
Y (k) =
2
6
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4
y1(k)
y2(k)
. . .
y¹k(k)
3
7
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5and Ãk the measurement-to-model association vector so
that Ãk(j) = l means the jth measure comes from model l.
For a 3 measures set and 4 models:
Ãk =
2
4
2
4
0
3
5
meansy1(k)comesfrommodel2, y2(k)comesfrommodel
4, y3(k) comes from clutter. For n models, ¹k measures,
mk non-clutter measurements, the number of possible as-
sociation hypothesis is
rk(mk) =
n!¹k!
mk!(n ¡ mk)!(¹k ¡ mk)!
with mk = 0;1;2:::;ºk
(4)
where ºk = min(n;¹k). Thus, the total number of associ-
ation hypothesis is ¼k = Σ
ºk
mk=0rk(mk). Finally we call
XN = fxkgN
k=0, YN = fYkgN
k=0 and ΨN = fÃkgN
k=0.
3 Algorithms
The MCDA gives a Minimum Mean Square Error (MMSE)
estimation of ΨN knowing YN while the ICMDA gives
the Marginal Maximum A Posteriori (MMAP) estimate.
Both use Markov Chain Monte Carlo techniques through a
Gibbs sampler.
Monte Carlo Data Association Filter:
The MMSE estimation of ΨN is
ˆ ΨN = E(ΨNjYN) (5)
A Monte-Carlo approximation of this relation is
ˆ ΨN ¼
1
P ¡ p0
P X
p=p0
Ψ
(p)
N (6)
where P is the total association random sequence
length, p0 the number of initial discarded samples and
Ψ
(p)
N » p(ΨNjYN).
Iterated Conditional Mode Data Association Fil-
ter:
MMAP estimation is
ˆ ΨN = argmax
ΨN
p(ΨNjYN) (7)
with Monte-Carlo approximation
ˆ ΨN ¼ arg max
Ψ
(p)
N ;p=1::P
p(Ψ
(p)
N jYN) (8)
where Ψ
(p)
N » p(ΨNjYN). Both algorithms use the fol-
lowing step sequences:
1. Pick the initial association Ψ
(0)
N = fÃ
(0)
k gN
k=0 (ran-
domly or deterministically). Set p = 1
2. for each k = 0;1;:::;N take (9) for the MCDA, (10)
for the ICMDA
Ã
(p)
k » p(ÃkjYN;Ψ
(p)
:k) (9)
Ã
(p)
k = arg max
Ãk²fÃig
¼k
i=1
p(ÃkjYN;Ψ
(p)
:k) (10)
3. Set p = p + 1 and return to item (2).
Ψ
(p)
:k = fΨ
(p)
k¡1;Ψ
(p¡1)
k+1:Ng = fÃ
(p)
0 :::Ã
(p)
k¡1Ã
(p¡1)
k+1 :::Ã
(p¡1)
N g.
fÃk;ig
¼k
i=1 represents the whole set of association hypoth-
esis at time k. Applying Bayesian inference we get:
p(ÃkjYN;Ψ
(p)
:k).
p(ÃkjYN;Ψ
(p)
:k) =
p(YNjΨ
(p)
:k;Ãk)Pr(Ãk)
p(YNjΨ
(p)
:k)
/ p(YNjΨ
(p)
:k;Ãk)Pr(Ãk) (11)
One should consider Pr(ÃkjÃk¡1). But as this paper
focuses on the computation of YN conditional probability,
we only use Pr(Ãk).
Proposed conditional probability development in
order to handle non-linear equations:
p(ÃkjYN;Ψ
(p)
:k) / p(YNjΨ
(p)
:k;Ãk)Pr(Ãk)
p(YNjΨ
(p)
:k;Ãk) = p(Yk¡1jΨ
(p)
:k;Ãk)p(YkjYk¡1Ψ
(p)
:k;Ãk)
£p(Yk+1jYk;Ψ
(p)
:k;Ãk)p(Yk+2:NjYk+1;Ψ
(p)
:k;Ãk)
with p(Yk¡1jΨ
(p)
:k;Ãk) = p(Yk¡1jΨ
(p)
k¡1) independent
from Ãk. Furthermore p(Yk+2:NjYk+1;Ψ
(p)
:k;Ãk) is also
independent from Ãk. Measurement and Dynamical equa-
tions give
Yk+2 = hÃ
(p¡1)
k+1
(xk+2) + wk+2
xk+2 = Fxk+1 + vk+1
Knowing Yk+1, xk+1 depends only on Ã
(p¡1)
k+1 .Thus,
p(ÃkjYN;Ψ
(p)
:k) / p(Yk+1jYk;Ψ
(p)
:k;Ãk)
p(YkjYk¡1Ψ
(p)
:k;Ãk)Pr(Ãk)
which becomes
p(ÃkjYN;Ψ
(p)
:k) / p(Yk+1jYk;Ψ
(p)
k ;Ã
p¡1
k+1)
p(YkjYk¡1Ψ
(p)
k )Pr(Ãk) (12)
p(Yk+1jYk;Ψ
(p)
k ;Ã
p¡1
k+1) and p(YkjYk¡1Ψ
(p)
k ) can be
deduced from two consecutive iterations (at time k and
k + 1) of an extended Kalman algorithm [2].Algorithms procedure:
1. Pick the initial association Ψ
(0)
N and set p = 1.
2. initialise the Kalman recursion ˆ x0j¡1, P0j¡1, k = 0
3. for each data-to-model association hypothesis Hi, i =
1:::¼k run two consecutive iterations of a Kalman ﬁl-
ter:
from ˆ xk¡1jk¡1, Pk¡1jk¡1, Ãk = Hi, Ã
(p¡1)
k+1 compute:
(a) ˆ xkjk¡1 , Pkjk¡1 , ˆ xk+1jk and Pk+1jk
(b) p(YkjYk¡1Ψ
(p)
k ) = N(Yk;hÃk(ˆ xkjk¡1);Sk)
p(Yk+1jYk;Ψ
(p)
k ;Ã
(p¡1)
k+1 ) =
N(Yk+1;hÃ
(p¡1)
k+1
(ˆ xk+1jk);Sk+1)
with Sk = R + HÃkPkjk¡1H0
Ãk and
Sk+1 = R + HÃ
(p¡1)
k+1
Pk+1jkH0
Ã
(p¡1)
k+1
(c) normalize p(ÃkjYN;Ψ
(p)
:k) for i = 1:::¼k
4. For the NL-MCDA algorithm: generate a sample Ã
(p)
k
For the NL-ICMDA algorithm: set Ã
(p)
k as the most
likely association
5. run a Kalman iteration using Ã
(p)
k , ˆ xk¡1jk¡1,
Pk¡1jk¡1 and store the resulting ˆ xkjk¡1, Pkjk¡1, ˆ xkjk
and Pkjk. Set k = k + 1 and return to item (3).
6. For the NL-MCDA algorithm if p = P calculate (6)
else p = p + 1, return to item (2).
For the NL-ICMDA algorithm if Ψ
(p)
N = Ψ
(p¡1)
N end,
else p = p + 1, return to item (2).
4 Numerical simulations
We ﬁrst give results on simple models to show the improve-
ment performed by our algorithms. Then come OTH Radar
Nostradamus simulations:
1. an example of results we can obtain with our algo-
rithms
2. a comparison with two previous algorithms adapted to
non-linear context. This comparison is made in OTH
Radar Nostradamus context through simulated data.
Results on simple models.
SIM 1 is a set of linear models and SIM 2 is a set of non-
linear ones:
xk =
·
x1(k + 1)
x2(k + 1)
¸
= F:
·
x1(k)
x2(k)
¸
+
·
v1(k)
v2(k)
¸
yk =
·
y1(k)
y2(k)
¸
= hi
µ·
x1(k)
x2(k)
¸¶
+
·
w1(k)
w2(k)
¸
where hi is the ith model. The noise covariance is different
for SIM 1 and SIM 2 but is the same for all models of the
same set.
SIM 1 (linear models):
hi
µ·
x1(k)
x2(k)
¸¶
=
·
i 0
0 1
¸·
x1(k)
x2(k)
¸
SIM 2 (non-linear models):
hi
µ·
x1(k)
x2(k)
¸¶
=
·
i £ x1(k) + 2 £ i
cos(x2(k))
¸
We take ¸V = 3. All algorithms are initialized with the
same Ψ(0) and are performed on the same data sets (with
N = 600). For the (NL)MCDA the chain length P = 6.
The Root Mean Square Error (RMSE), the average rate
of correct data-to-model associations, the relative execution
times are given in table 1 for linear models and in table 2
for non-linear ones. NL is put for Non-Linear.
SIM 1 MCDA ICMDA NL- NL-
MCDA ICMDA
RMSE 0.26 0.18 0.24 0.18
correct
associations 81.2% 83.3% 81.6% 83.2%
Time 1 0.92 1.9 1.17
Table 1: Results on linear models of sim 1. Computed over
50 independent runs.
SIM 2 MCDA ICMDA NL- NL-
MCDA ICMDA
RMSE 120 116 0.47 0.56
correct
associations 3% 6% 85% 86%
Time 1 1.21 1.92 1.7
Table 2: Results on non-linear models of sim 2. Computed
over 50 independent runs.
From those results we can point out that the new algorithms
are slower than the previous ones but provide as good re-
sults when the measurement equation is linear . It is obvi-
ous that they are well-adapted to non-linear case.
We can notice that the NL-MCDA total mean time is
nearly twice the MCDA, whereas the NL-ICMDA is only
about 1.2 times the ICMDA: for MCDA/NL-MCDA, the
total association random sequence length P was given the
same value: the new version is actually twice slower than
the previous one. Total execution time for the NL-ICMDA
is not twice the ICMDA one because it is generally faster to
converge: those results show that the NL-ICMDA is slower
to compute but faster to converge.
We can also notice that ICMDA algorithms results are
better than MCDA ones. For these simulations the value
of the total association random sequence length P in the
MCDA was chosen to give nearly the same computation
total time as the ICMDA: if we had set P higher, these
results would have been more similar (note that we do not
propose a method to choose P: as NL-ICMDA results are
more adapted to our objective we are not faced with this
problem).Results on OTH-NOSTRADAMUS radar numeri-
cal simulations.
For its good performances and its convergence speed we
choose the NL-ICMDA rather than the NL-MCDA.
We have to consider a target probability detection (Pd =
0:9). We simulate a ﬁve-layered ionosphere which turns
into ﬁve potential propagation models. We assume to know
all its true parameters. On Figs. 1 and 2 we show the re-
sults of two simulations, the ﬁrst one with three propagation
paths and the other one with a single propagation path.
When considering a known ionosphere, the NL-ICMDA
gives more than 90% correct associations and so the state
estimation algorithm provides accurate estimates of the
target’s state (ground range and rate, azimuth and elevation
angle). These performances are not achievable with a
simple ICMDA.
Comparison with previous algorithms usable in
non-linear context.
We compare NL-ICMDA results to those of MPDA [3] and
EMDA [4]. Like the NL-ICMDA, the EMDA estimates
ΨN. It is based on an EM algorithm. The MPDA is an
online algorithm which directly estimates ground coordi-
nates ˆ XN = E(XNjYN). This expression is developed
on every possible data-to-model association. The three
algorithms are applied to OTH Radar Nostradamus through
simulations. The setup remains the same as previously.
Results are given in Table 3.
Remark: because of the structure of MPDA it is a non-
sense to give the correct association percentage.
Algorithm MPDA EMDA NL-ICMDA
RMSE 858.4 347.70 333.11
Time 1.0 4.99 4.62
Table 3: Ground range RMSE and total mean time com-
puted over 50 independent runs.
The main interest of the MPDA is its low computational
complexity. Better results are obtained with the EMDA and
the NL-ICMDA.
NL-ICMDA algorithm has higher performances than the
EMDA. Computational time of one iteration of the NL-
ICMDA algorithm is slower than one of the EMDA algo-
rithm, but it needs less iteration to converge so that ﬁnal
mean time is in favor of the NL-ICMDA.
5 Data-to-model association with unknown
model parameters
To ﬁnalize the adaptation of the data association algorithm
to the OTHR NOSTRADAMUS, we need to consider that
model parameters are not known but only approximated.
Ionosphere proﬁle parameters are indeed deduced from
ionosphere measurements called ionogram. An ionogram
is performed by the radar every thirty minutes. An ap-
proximation of ionosphere proﬁle parameters (P) is then
deduced.
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Fig. 1: State estimation errors in multipath environ-
ment. Estimates are based on the association (propagation
model/measurement) given by the NL-ICMDA.Pd = 0:9,
the target comes toward the radar. Its initial position is:
azimuth 120 degrees, ground range 1350 km. Its ground
range rate is 120 m/s. Errors are solid, §3¾ conﬁdence
intervals are dashed. There are three elevation angle mea-
surements (called sites) because in this example there are
three paths (each one has obviously the same ground range,
ground range rate and azimuth but a different elevation an-
gle measurement).
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Fig. 2: State estimation errors for a single path.
Estimates are based on the association (propagation
model/measurement) given by the NL-ICMDA.Pd = 0:9,
the target comes toward the radar. Its initial position is: az-
imuth120degrees, groundrange2200km. Itsgroundrange
rate is 120 m/s. Error are solid, §3¾ conﬁdence intervals
are dashed.Feeding our algorithm with approximated ionosphere pa-
rameters leads to poor results (the percentage of correct as-
sociation decrease to approximately 30%). To tackle this
problem we propose to calculate:
ˆ ΨN = argmax
ΨN
p(ΨNjYN;I) (13)
rather than (7). I represents the previous measured iono-
gram.
Thus equation (10) becomes
Ã
(p)
k = arg max
Ãk²fÃig
¼k
i=1
p(ÃkjYN;Ψ
(p)
:k;I) (14)
As
p(ÃkjYN;Ψ
(p)
:k;I) =
Z
p(ÃkjYN;Ψ
(p)
:k;I;P)p(PjI)dP
where P is the proﬁle parameters vector, we have the fol-
lowing approximation:
p(ÃkjYN;Ψ
(p)
:k;I) ¼
1
M
M X
m=1
p(ÃkjYN;Ψ
(p)
:k;I;P(m))
where P(m) » p(PjI).
We suppose p(PjI) = N(P0;
P
0). P0 and
P
0 are
estimated using ionogram inversion techniques.
Examples of results are given on Figs. 3 to 6. Simulation
setup is still the same as for Figs. 1 and 2. Estimated proﬁle
parameters P0 and the related covariance matrix
P
0 come
from estimations based on realistic synthetic data. For our
simulation we set the real proﬁle P = P0 + diag(
pP
0).
Results of this simulation are given on Fig. 5 for the target
located at 1350 km of the radar and on Fig. 6 for the one
located at 2200 km. Figs. 3 and 4 give the results obtained
with the simple NL-ICMDA described in section 3.
The tracking algorithm following the data-to-model
association is a simple extended Kalman algorithm based
on the real proﬁle.
Results are very encouraging: the percentage of correct
associations is nearly the same as in section 4 (known pa-
rameters). The main drawback of this method is its high
computational complexity. In [5] we propose some approx-
imations and a method which enable a sequential interpre-
tation of this algorithm.
6 Conclusion
In this paper we proposed two algorithms: NL-MCDA
and NL-ICMDA. The method is the same than the MCDA
and ICMDA: MCMC approximation to estimate data-to-
model association, but their development enables non-
linear problems. They have a higher computational com-
plexity per iteration but other tested algorithms converge
slower (MCDA, ICMDA, EMDA) or are less precise (par-
ticularly the MPDA algorithm). For these reasons the NL-
ICMDA seems to be the algorithm to use to track with the
ionosphere dependant OTH-NOSTRADAMUS radar.
Then we tried a ﬁrst adaptation to a more realistic case:
data-to-model association with estimated model parame-
ters. Again, results are encouraging.
The main drawback of this method is its computation
complexity. But the special ionosphere properties allow ap-
proximations. The ﬁnal algorithm is still precise but faster.
More details will be given in [5].
Future works will focus on developing state estimation
algorithms enabling estimated model parameters.
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Fig. 3: State estimation errors in multipath environ-
ment(three paths). Estimates are based on the associa-
tion (propagation model/measurement) given by the NL-
ICMDA described in section 3. The covariance error is
centered on zero. As the algorithm does not take into ac-
count that model parameters are estimated, the percentage
of correct associations is about 30%. It involves a bias of
more than 20 km on the ground range estimation.
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5
:
S
t
a
t
e
e
s
t
i
m
a
t
i
o
n
e
r
r
o
r
s
i
n
m
u
l
t
i
p
a
t
h
e
n
v
i
r
o
n
-
m
e
n
t
(
t
h
r
e
e
p
a
t
h
s
)
.
E
s
t
i
m
a
t
e
s
a
r
e
b
a
s
e
d
o
n
t
h
e
a
s
s
o
c
i
a
-
t
i
o
n
(
p
r
o
p
a
g
a
t
i
o
n
m
o
d
e
l
/
m
e
a
s
u
r
e
m
e
n
t
)
g
i
v
e
n
b
y
t
h
e
N
L
-
I
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D
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b
a
s
e
d
a
l
g
o
r
i
t
h
m
d
e
s
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r
i
b
e
d
i
n
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e
c
t
i
o
n
5
.
T
h
e
c
o
-
v
a
r
i
a
n
c
e
e
r
r
o
r
i
s
c
e
n
t
e
r
e
d
o
n
z
e
r
o
.
T
h
e
p
e
r
c
e
n
t
a
g
e
o
f
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o
r
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r
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c
t
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o
c
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a
t
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i
s
a
p
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o
x
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m
a
t
i
v
e
l
y
8
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6
:
S
t
a
t
e
e
s
t
i
m
a
t
i
o
n
e
r
r
o
r
s
f
o
r
a
s
i
n
g
l
e
p
a
t
h
.
E
s
t
i
m
a
t
e
s
a
r
e
b
a
s
e
d
o
n
t
h
e
a
s
s
o
c
i
a
t
i
o
n
(
p
r
o
p
a
g
a
t
i
o
n
m
o
d
e
l
/
m
e
a
s
u
r
e
m
e
n
t
)
g
i
v
e
n
b
y
t
h
e
N
L
-
I
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M
D
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b
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e
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o
-
r
i
t
h
m
d
e
s
c
r
i
b
e
d
i
n
s
e
c
t
i
o
n
5
.