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Abstract This chapter develops and presents a time resolution based hierarchy of
microgrid models for analysis and control design purposes. The focus is on micro-
grids with distributed generation interfaced via grid-forming inverters. The process
of developing the model hierarchy involves two key stages: the formulation of a mi-
crogrid high-order model using circuit and control laws, and the systematic reduc-
tion of this high-order model to reduced-order models using singular perturbation
techniques. The time-scale based hierarchy of models is comprised of the aforemen-
tioned microgrid high-order model (µHOm), along with three reduced-order mod-
els (microgrid reduced-order model 1 (µROm1), microgrid reduced-order model 2
(µROm2) and microgrid reduced-order model 3 (µROm3)) which are presented in
this chapter.
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1 Introduction
A microgrid may be defined as a collection of loads and distributed energy resources
(DERs), interconnected via an electrical network with a small physical footprint,
which is capable of operating in (1) grid-connected mode, as part of a large power
system; or (2) islanded mode, as an autonomous power system.
The DERs that constitute a microgrid are often interfaced to the electrical net-
work via a grid-feeding inverter, where the output real and reactive powers are con-
trolled to track a given reference; or via a grid-forming inverter, where the output
voltage magnitude and frequency are controlled to track a given reference.
As the popularity and adoption of the microgrid concept in electricity systems
increases, it becomes necessary to develop comprehensive mathematical models
that can be used for analysis and control design purposes. By utilizing concepts
from circuit and control theory, accurate mathematical models may be developed
for inverter-based microgrids. However, this in turn leads to the development of
highly complex models which are often too detailed for the intended control design
or analysis purposes. It therefore becomes necessary to simplify these models to less
detailed forms which, though less accurate, can represent the phenomena of interest
for each particular application.
The main contribution of this chapter is the development of a time resolution-
based hierarchy of models for inverter-based microgrids. Specifically, the focus is
on microgrids with grid-forming-inverter-interfaced power supplies interconnected
to loads through an electrical network. Using Kirchhoff’s laws, Ohms law, and basic
control law definitions, a microgrid high-order model (µHOm) is developed. Af-
terward three reduced-order models (microgrid reduced-order model 1 (µROm1),
microgrid reduced-order model 2 (µROm2) and microgrid reduced-order model 3
(µROm3)) are formulated from the µHOm using singular perturbation techniques
for model order reduction—the Kuramoto-type model developed in [5] can be ex-
tracted from µROm3. The time resolution for which the reduced-order models are
valid is also identified, and all four models are explicitly presented with the small
parameters used for singular perturbation analysis identified. Finally, a comparison
of the models responses, for a given test case, is presented.
The development of high-order and reduced-order models for inverter-based mi-
crogrids has received significant attention in the literature recently. More specif-
ically, Pogaku et al. [11] present a high-order model for grid-forming-inverter
based microgrids but exclude a discussion on model-order reduction. Anand and
Fernandes [1] and Rasheduzzaman et al. [12] present reduced-order models for mi-
crogrids but the models are obtained using small-signal analysis, which is only valid
within certain operating regions. Kodra et al. [7] discuss the model-order reduction
of an islanded microgrid using singular perturbation analysis. However, the elec-
trical network dynamics are not included in the high-order model presented, and a
simple linear model, which does not fully capture the dynamics of the islanded mi-
crogrid, is used for the singular perturbation analysis. Do¨rfler and Bullo [5] present
a Kuramoto-type model for a grid-forming-inverter developed using singular pertur-
bation analysis. The electrical network is considered in the analysis and sufficient
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conditions for which the reduced-order Kuramoto-type model is valid are presented.
However, the analysis is not as detailed as that presented in this chapter. More specif-
ically, the time-scale resolution associated with the Kuramoto-type is not discussed,
the analysis is performed for a lossless electrical network, and the high-order model,
on which singular perturbation analysis is performed, is not rigorously developed.
Schiffer et al. [14] develop a detailed high-order model for grid-forming-inverter-
based microgrids. Singular perturbation analysis is then employed to perform time-
scale separation and model-order reduction, as done in this chapter with underlying
assumptions stated. However, though the authors claim that the model-order reduc-
tion can be performed, the small parameters used for singular perturbation analysis
are not explicitly identified, and details of the singular perturbation analysis are not
presented. Also, the time resolution associated with the reduced-order model devel-
oped is not identified. Luo and Dhople [10] present three models for a grid-forming-
inverter-based microgrid which are obtained by performing successive model reduc-
tion steps on a high-order model, using singular perturbation analysis. However, the
singular perturbation analysis is presented in a much less detailed form as is in this
chapter, the time scales associated with each reduced model are not identified, and
the high-order model from which all other models are derived is not explicitly stated
with all the small parameters used for singular perturbation analysis identified.
The remainder of this chapter is organized as follows. In Section 2, the follow-
ing relevant concepts, to be used in later developments, are introduced: (1) the qd0
transformation of three-phase variables [9], (2) graph-theoretic notions, and (3) sin-
gular perturbation analysis techniques for time-scale modeling and model-order re-
duction [8] . In Section 3, the microgrid high-order model (µHOm) is developed.
Circuit laws and control design definitions are used to formulate mathematical mod-
els for: (1) the three-phase grid-forming inverter (2) the electrical network of the
microgrid and (3) the interconnected loads . Afterwards the models are combined
to result in the so-called µHOm. In Sections 4–6, small parameters ε1 = 1×10−5,
ε2 = 1×10−3 and ε3 = 1×10−1 are chosen respectively, and in each case, the small
parameter is used to perform time-scale separation and model-order reduction of
the µHOm, using singular perturbation techniques, to obtain µROm1, µROm2 and
µROm3, respectively. Finally, in Section 7, the time resolutions of µROm1, µROm2
and µROm3 are identified, and a comparison between the models responses, for a
given test case, is presented.
2 Preliminaries
In this section, we first introduce the qd0 transformation of three-phase variables
to arbitrary and synchronous reference frames. Next, we introduce graph-theoretic
notions used in later developments to develop models for an electrical network and
its interconnected electrical loads. Finally, a primer on singular perturbation analysis
for time-scale modeling and model-order reduction is presented.
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2.1 The qd0 Transformation
Let α( j)(t) denote the angular position of a reference frame rotating at angular
velocity ω( j)(t), and let f( j)
qd0[α( j)(t)]
(t) =
[
f ( j)
q[α( j)(t)]
(t) f ( j)
d[α( j)(t)]
(t) f ( j)
0[α( j)(t)]
(t)
]T
de-
note the qd0 transform of a three-phase variable, f( j)abc(t) =
[
f ( j)a (t) f
( j)
b (t) f
( j)
c (t)
]T
,
to the rotating reference frame. From [9], the general form of the qd0 transformation
is given by:
f( j)
qd0[α( j)(t)]
(t) = K1(α( j)(t))f
( j)
abc(t), (1)
where:
K1(α( j)(t)) =
2
3
cos(α( j)(t)) cos(α( j)(t)− 2pi3 ) cos(α( j)(t)+ 2pi3 )sin(α( j)(t)) sin(α( j)(t)− 2pi3 ) sin(α( j)(t)+ 2pi3 )
1
2
1
2
1
2
 ,
α( j)(t) =
∫ t
0
ω( j)(τ)dτ+α( j)(0).
(2)
Let f( j)qd0[ω0t](t) =
[
f ( j)q[ω0t](t) f
( j)
d[ω0t]
(t) f ( j)0[ω0t](t)
]T
denote the qd0 transformation of
f( j)abc(t) to a reference frame with angular position ω0t. Then we have that:
f( j)qd0[ω0t](t) = K1(ω0t)f
( j)
abc(t), (3)
where ω0 denotes the synchronous frequency, and:
K1(ω0t) =
2
3
cos(ω0t) cos(ω0t− 2pi3 ) cos(ω0t+ 2pi3 )sin(ω0t) sin(ω0t− 2pi3 ) sin(ω0t+ 2pi3 )
1
2
1
2
1
2
 . (4)
In a balanced three-phase system the element f ( j)0[.](t) of f
( j)
qd0[.](t) is equal to zero
(see [9], pp. 98–99). The qd0 reference frames in Eqs. 1 and 3 are referred to as the
arbitrary reference frame and the synchronous reference frame respectively [9].
Synchronous Reference Frame to Arbitrary Reference Frame Transformation
Consider a three phase sinusoidal variable, f( j)
abc[α( j)(t)]
(t). Let
−→
f ( j)qd0[ω0t](t) and−→
f ( j)
qd0[α( j)(t)]
(t) denote its phasor representation in the synchronous reference frame
and the arbitrary reference frame of the inverter at bus j respectively, and let∣∣∣−→f ( j)qd0[.](t)∣∣∣ denote the phasor magnitude accordingly, so that:
A Hierarchy of Models for Inverter-Based Microgrids 5
−→
f ( j)qd0[ω0t](t) := f
( j)
q[ω0t]
(t)− j f ( j)d[ω0t](t), (5)−→
f ( j)
qd0[α( j)(t)]
(t) := f ( j)
q[α( j)(t)]
(t)− j f ( j)
d[α( j)(t)]
(t), (6)
where j denotes the complex variable, i.e., j =
√−1. The phasor representations are
related through the expression:
−→
f ( j)
qd0[α( j)(t)]
(t) =
−→
f ( j)qd0[ω0t](t)exp(−jδ
( j)(t)), (7)
with
δ ( j)(t) := α( j)(t)−ω0t. (8)
From Eqs. 5–7, it follows that:
f ( j)
q[α( j)(t)]
(t) = f ( j)q[ω0t](t)cos(δ
( j)(t))− f ( j)d[ω0t](t)sin(δ
( j)(t)), (9)
f ( j)
d[α( j)(t)]
(t) = f ( j)q[ω0t](t)sin(δ
( j)(t))+ f ( j)d[ω0t](t)cos(δ
( j)(t)), (10)
and
f ( j)q[ω0t](t) = f
( j)
q[α( j)(t)]
(t)cos(δ ( j)(t))+ f ( j)
d[α( j)(t)]
(t)sin(δ ( j)(t)), (11)
f ( j)d[ω0t](t) =− f
( j)
q[α( j)(t)]
(t)sin(δ ( j)(t))+ f ( j)
d[α( j)(t)]
(t)cos(δ ( j)(t)), (12)
which can be compactly written as:
f( j)
qd0[α( j)(t)]
(t) = K2(δ ( j)(t))f
( j)
qd0[ω0t]
(t), (13)
f( j)qd0[ω0t](t) =
(
K2(δ ( j)(t))
)−1
f( j)
qd0[α( j)(t)]
(t), (14)
with
K2(δ ( j)(t)) =
[
cos(δ ( j)(t)) −sin(δ ( j)(t))
sin(δ ( j)(t)) cos(δ ( j)(t))
]
. (15)
Figure 1 is a graphical representation of Eqs. 13–14, from where it follows that:
f ( j)q[ω0t](t)− j f
( j)
d[ω0t]
(t) =
(
f ( j)
q[α( j)(t)]
(t)− j f ( j)
d[α( j)(t)]
(t)
)
exp(jδ ( j)(t))
=
(
f ( j)
d[α( j)(t)]
(t)+ j f ( j)
q[α( j)(t)]
(t)
)
exp
(
j
(
δ ( j)(t)− pi
2
))
(16)
and
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f ( j)
q[α( j)(t)]
(t)− j f ( j)
d[α( j)(t)]
(t) =
(
f ( j)q[ω0t](t)− j f
( j)
d[ω0t]
(t)
)
exp(−jδ ( j)(t))
=
(
f ( j)d[ω0t](t)+ j f
( j)
q[ω0t]
(t)
)
exp
(
−j
(
δ ( j)(t)+
pi
2
))
(17)
)()( tj
)]([ )( tq j
)]([ )( td j
][ 0tq 
][ 0td 
)(f )(
]0[
tj
td 
)(f )(
]0[
tj
tq 
)()( tj
)(f )(
)]()([
tj
tjd 
)(f )(
)]()([
tj
tjq 
Fig. 1: Graphical representation.
Phase Angle Dynamics
The transformation matrix in Eq. 15 is a function of δ ( j)(t). From Eq. 8, the evolu-
tion of δ ( j)(t) is governed by:
dδ ( j)(t)
dt
=
dα( j)(t)
dt
−ω0, (18)
and since from Eq. 2 we have that ω( j)(t) = dα
( j)(t)
dt , it follows that:
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dδ ( j)(t)
dt
= ω( j)(t)−ω0. (19)
2.2 Graph-Theoretic Notions
The topology of an electrical network can be described by a connected undirected
graph, G = (V ,E ), with V denoting the set of buses in the network, so that
V := {1,2, . . . , |V |}, and E ⊂ V ×V , so that { j,k} ∈ E if buses j and k are electri-
cally connected. For a graph G with |E | directed edges and n nodes, we define the
incidence matrix to be a |E |×n matrix
M = [mi j].
where
[mi j] = 1 if edge j is directed into node i,
[mi j] =−1 if edge j is directed away from node i,
[mi j] = 0 if edge j is not incident on node i.
Let S := {|V |+ 1, . . . , |V |+ |E |} and define a one-to-one map, p : E → S such
that every e ∈ S is arbitrarily assigned to exactly one edge { j,k} ∈ E , so that
p
({ j,k}) = e. Consequently, we can represent the resistance, inductance and cur-
rent across a line extending from bus j to bus k as: R(e), L(e) and I(e)(t) respectively.
Without loss of generality, we assume that a net load is connected to each bus of
an electrical network (if no load is connected, the net load connected is zero). Let
V (I ) ⊆V denote the set of buses connected to an inverter-interfaced source, and let
V (N ) ⊆ V denote the set of buses not connected to an inverter-interfaced source,
so that V (I )∪V (N ) = V and V (I )∩V (N ) = /0, with V (I ) := {1,2, . . . , |V (I )|},
and V (N ) := {|V (I )|+ 1, |V (I )|+ 2, . . . , |V |}. For a network with n nodes, let
S′ := {|V |+ |E |+ 1, . . . , |V |+ |E |+ |V (I )|}, and define a one-to-one map, p′ :
V (I )→ S′, p′ : V (N )→ V (N ) such that:
• for bus j ∈ V (I ), p′ ( j) = e′ where e′ ∈ S′ is arbitrarily assigned to exactly one
node j ∈ V (I ); and
• for bus j ∈ V (N ), p′ ( j) = e′ where e′ = j.
Consequently, we can represent the resistance, inductance and current injection of
the net load at bus j as: R(e
′), L(e
′) and I(e
′)(t) respectively, where e′ ∈ S′ if j ∈ V (I )
and e′ = j if j ∈ V (N ).
2.3 A Primer on Singular Perturbation Analysis
For the development of reduced-order model i, we consider the high-order model
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x˙i(t) = fi
(
xi(t),zi(t),wi(t),εi
)
, (20)
εiz˙i(t) = gi
(
xi(t),zi(t),wi(t),εi
)
, (21)
0= hi
(
xi(t),zi(t),wi(t),εi
)
. (22)
Standard Form. When we set εi = 0, the state space dimension of the high-order
model reduces because Eq. 21 degenerates into an algebraic or transcendental equa-
tion, and it follows that:
0= gi
(
x¯i(t), z¯i(t), w¯i(t),0
)
, (23)
0= hi
(
x¯i(t), z¯i(t), w¯i(t),0
)
, (24)
where the bar ( ¯ ) notation is used to indicate that the variables belong to a system
with εi = 0.
The high-order model is in standard form if and only if, in a domain of interest,
Eqs. 23–24 have r ≥ 1 isolated real roots for z¯i(t) and w¯i(t). Let z¯i(t) = ζ¯i
(
x¯i(t)
)
and w¯i(t) = ν¯i
(
x¯i(t)
)
be isolated roots of Eqs. 23–24, it follows that:
˙¯xi(t) = fi
(
x¯i(t), z¯i(t), w¯i(t),0
)
= fi
(
x¯i(t), ζ¯i
(
x¯i(t)
)
, ν¯i
(
x¯i(t)
)
,0
)
. (25)
Time-Scale Separation. Let τi = tεi . We perform a two-time-scale asymptotic ex-
pansion of xi, zi and wi, having some terms defined in a t-scale and others in a
τi-scale.
General asymptotic expansion procedures use two power series in εi to represent
xi, zi and wi, individually. The coefficients of the first series are functions of t, and
those of the second are functions of τi (see [8], pp. 11-12).
Truncating the asymptotic expansions to only the first terms, it follows that:
xi(t)≈ x¯i(t)+ x˜i(τi), (26)
zi(t)≈ z¯i(t)+ z˜i(τi), (27)
wi(t)≈ w¯i(t)+ w˜i(τi), (28)
where the bar ( ¯ ) and tilde ( ˜ ) notations are used to describe the t-scale and τi-
scale variables respectively. Substituting the truncated expansions into the high-
order model, we obtain:
˙¯xi(t)+
1
εi
dx˜i(τi)
dτi
= fi
(
x¯i(t)+ x˜i(τi), z¯i(t)+ z˜i(τi), w¯i(t)+ w˜i(τi),εi
)
, (29)
εi ˙¯zi(t)+
dz˜i(τi)
dτi
= gi
(
x¯i(t)+ x˜i(τi), z¯i(t)+ z˜i(τi), w¯i(t)+ w˜i(τi),εi
)
, (30)
0= hi
(
x¯i(t)+ x˜i(τi), z¯i(t)+ z˜i(τi), w¯i(t)+ w˜i(τi),εi
)
. (31)
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Assumption 2.1 x˜i(0) = 0, and x¯i(t) satisfies Eq. 25
Given the above assumptions and setting εi = 0, it follows that x˜i(τi)≡ 0, and
˙¯xi(t) = fi
(
x¯i(t), z¯i(t)+ z˜i(τi), w¯i(t)+ w˜i(τi),0
)
, (32)
dz˜i(τi)
dτi
= gi
(
x¯i(0), z¯i(0)+ z˜i(τi), w¯i(0)+ w˜i(τi),0
)
, (33)
0= hi
(
x¯i(0), z¯i(0)+ z˜i(τi), w¯i(0)+ w˜i(τi),0
)
, (34)
where
x¯i(0)= xi(0), z¯i(t)= ζ¯i
(
x¯i(t)
)
, w¯i(t)= ν¯i
(
x¯i(t)
)
and z˜i(0)= zi(0)− z¯i(0).
For the standard high-order model, a distinct solution w˜i(τi) = ν˜i
(
z˜i(τi)
)
exists for
Eq. 34, and the model can be simplified to:
˙¯xi(t) = fi
(
x¯i(t), z¯i(t)+ z˜i(τi), w¯i(t)+ ν˜i
(
z˜i(τi)
)
,0
)
, (35)
dz˜i(τi)
dτi
= gi
(
x¯i(0), z¯i(0)+ z˜i(τi), w¯i(0)+ ν˜i
(
z˜i(τi),0
))
. (36)
The expressions in Eqs. 35–36 represent an approximate time-scale separation of the
high-order model dynamics to fast-time-scale, τi, and slow-time-scale, t, dynamics.
Sufficient Conditions for Model-Order Reduction. Tikhonov’s theorem provides
sufficient conditions for which the approximate time-scale separation above is valid
for model-order reduction (see [8], pp. 10–11).
Assumption 2.2 The equilibrium z˜i(τi) = 0 of Eq. 36 is asymptotically stable in
x¯i(0), and z˜i(0) belongs to its domain of attraction.
Assumption 2.3 The eigenvalues of ∂gi∂zi evaluated, for εi = 0, along x¯i(t), z¯i(t),
have real parts smaller than a fixed negative number.
Tikhonov’s theorem states that if the high-order model is in standard form, and
Assumptions 2.2 and 2.3 are satisfied, then, with error O(εi), the high-order model
can be approximately described by a slow model,
˙¯xi(t) = fi
(
x¯i(t), ζ¯i
(
x¯i(t)
)
, ν¯i
(
x¯i(t)
)
+ ν˜i (0) ,0
)
, (37)
and a fast model,
dz˜i(τi)
dτi
= gi
(
x¯i(0), ζ¯i
(
x¯i(0)
)
+ z˜i(τi), ν¯i
(
x¯i(0)
)
+ ν˜i
(
z˜i(τi)
)
,0
)
, (38)
where
x¯i(0) = xi(0) and z˜i(0) = zi(0)− ζ¯i
(
x¯i(0)
)
,
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so that
xi(t) = x¯i(t)+O(εi) and zi(t) = z˜i(τi)+ ζ¯i
(
x¯i(t)
)
+O(εi).
The high-order model may be reduced to the form in Eq. 37, which is indepen-
dent of z˜i(τi). In subsequent chapters, Eq. 37 is called Reduced-Order Model i.
Time Resolution of Reduced-Order Model i. Given Assumptions 2.2–2.3, it fol-
lows that the eigenvalues associated with the fast dynamics in the high-order model
have strictly negative real parts. Choosing a small parameter εi such that − 1εi is
greater than the real part of eigenvalues associated with the fast dynamics, then
the fast model in Eq. 38 reaches equilibrium z˜i(τi) = 0 in 5εi seconds, after it is
perturbed from an equilibrium state. As a result, the time resolution for reduced-
order model i is approximately 5εi seconds.
3 Microgrid High-Order Model (µHO)
In this section, basic circuit laws are used in conjunction with notions introduced
in Section 2 to develop a High-Order model for a grid-forming-inverter-based AC
microgrid operating in islanded mode. First, a model is developed for the three-
phase grid-forming-inverter which includes a three-phase inverter model, a LCL fil-
ter model and a voltage magnitude controller model. Next, a model for the three-
phase electrical network is developed, and afterward a three-phase load model is in-
troduced. Finally, the three-phase grid-forming-inverter model, the network model
and the load model are combined to form the µHOm.
3.1 Inverter Model
A 3-phase inverter coupled with a battery, an LCL filter and a voltage magnitude
controller is adopted in this work (see Fig. 2 for a diagram). An averaged model, as
opposed to a switched model, is used to describe the 3-phase inverter dynamics (see
[15], pp. 27–38, for more details).
Inverter Averaged Model
For an inverter connected to bus j of a microgrid, let V ( j)DC , u
( j)(t), e( j)(t), eˆ( j)(t)
and v( j)(t) denote the dc voltage at the inverter input, the Pulse Width Modulation
(PWM) output voltage of the inverter, the internal voltage of the inverter, the LCL
capacitor voltage and the voltage at bus j of the network respectively. Additionally,
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Fig. 2: 3-phase voltage-sourced inverter at bus j.
let ξ ( j)(t) and i( j)(t) denote the inverter output current and the filtered inverter out-
put current respectively. Then the dynamics of the LCL filter, shown in Fig. 3, can
be described by:
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Fig. 3: LCL Filter at bus j.
l( j)
di( j)a (t)
dt
=−r( j)i( j)a (t)+ e( j)a (t)− v( j)a (t), (39)
l( j)
di( j)b (t)
dt
=−r( j)i( j)b (t)+ e( j)b (t)− v( j)b (t), (40)
l( j)
di( j)c (t)
dt
=−r( j)i( j)c (t)+ e( j)c (t)− v( j)c (t), (41)
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c( j)
deˆ( j)a (t)
dt
=−i( j)a (t)+ξ ( j)a (t), (42)
c( j)
deˆ( j)b (t)
dt
=−i( j)b (t)+ξ ( j)b (t), (43)
c( j)
deˆ( j)c (t)
dt
=−i( j)c (t)+ξ ( j)c (t), (44)
l( j)0
dξ ( j)a (t)
dt
=−e( j)a (t)− r( j)0 ξ ( j)a (t)+u( j)a (t), (45)
l( j)0
dξ ( j)b (t)
dt
=−e( j)b (t)− r( j)0 ξ ( j)b (t)+u( j)b (t), (46)
l( j)0
dξ ( j)c (t)
dt
=−e( j)c (t)− r( j)0 ξ ( j)c (t)+u( j)c (t), (47)
e( j)a (t) =
(
−i( j)a (t)+ξ ( j)a (t)
)
rˆ( j)0 + eˆ
( j)
a (t), (48)
e( j)b (t) =
(
−i( j)b (t)+ξ ( j)b (t)
)
rˆ( j)0 + eˆ
( j)
b (t), (49)
e( j)c (t) =
(
−i( j)c (t)+ξ ( j)c (t)
)
rˆ( j)0 + eˆ
( j)
c (t). (50)
where l( j)0 , l
( j) and c( j) denote the inductances and capacitance of the LCL filter
respectively, and r( j)0 , rˆ
( j)
0 and r
( j) denote the inverter and filter resistances.
In a balanced three-phase system, the 0 axis component of the qd0 transforma-
tion is equal to zero (see [9], pp. 98–99). To reduce the dimension of the model in
Eqs. 39–47 and describe the controller dynamics (to be presented later) as a DC
command tracking task instead of a sinusoidal command tracking task, the model
in Eqs. 39–47 is transformed to a two-phase model using the qd0 transformation
presented in Section 2.1.
Then, by using the expression in Eq. 1, the LCL filter dynamics for the inverter
at bus j, in its arbitrary reference frame, is given by:
l( j)
di( j)
q[α( j)(t)]
(t)
dt
=− r( j)i( j)
q[α( j)(t)]
(t)−ω( j)(t)l( j)i( j)
d[α( j)(t)]
(t)+ e( j)
q[α( j)(t)]
(t)
− v( j)
q[α( j)(t)]
(t), (51)
l( j)
di( j)
d[α( j)(t)]
(t)
dt
= ω( j)(t)l( j)i( j)
q[α( j)(t)]
(t)− r( j)i( j)
d[α( j)(t)]
(t)+ e( j)
d[α( j)(t)]
(t)
− v( j)
d[α( j)(t)]
(t), (52)
c( j)
deˆ( j)
q[α( j)(t)]
(t)
dt
=− i( j)
q[α( j)(t)]
(t)−ω( j)(t)c( j)eˆ( j)
d[α( j)(t)]
(t)+ξ ( j)
q[α( j)(t)]
(t), (53)
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c( j)
deˆ( j)
d[α( j)(t)]
(t)
dt
=− i( j)
d[α( j)(t)]
(t)+ω( j)(t)c( j)eˆ( j)
q[α( j)(t)]
(t)+ξ ( j)
d[α( j)(t)]
(t), (54)
l( j)0
dξ ( j)
q[α( j)(t)]
(t)
dt
=− e( j)
q[α( j)(t)]
(t)− r( j)0 ξ ( j)q[α( j)(t)](t)−ω
( j)(t)l( j)0 ξ
( j)
d[α( j)(t)]
(t)
+u( j)
q[α( j)(t)]
(t), (55)
l( j)0
dξ ( j)
d[α( j)(t)]
(t)
dt
=− e( j)
d[α( j)(t)]
(t)+ω( j)(t)l( j)0 ξ
( j)
q[α( j)(t)]
(t)− r( j)0 ξ ( j)d[α( j)(t)](t)
+u( j)
d[α( j)(t)]
(t), (56)
e( j)
q[α( j)(t)]
(t) =
(
−i( j)
q[α( j)(t)]
(t)+ξ ( j)
q[α( j)(t)]
(t)
)
rˆ( j)0 + eˆ
( j)
q[α( j)(t)]
(t), (57)
e( j)
d[α( j)(t)]
(t) =
(
−i( j)
d[α( j)(t)]
(t)+ξ ( j)
d[α( j)(t)]
(t)
)
rˆ( j)0 + eˆ
( j)
d[α( j)(t)]
(t). (58)
Henceforth, the dynamics of the filtered inverter output current, the LCL capacitor
voltage and the internal voltage of the inverter at bus j, as given in Eqs. 51–54
and Eqs. 57–58, are expressed in the synchronous reference frame, using Eq. 14, as
follows:
l( j)
di( j)q[ω0t](t)
dt
=− r( j)i( j)q[ω0t](t)−ω0l
( j)i( j)d[ω0t](t)+ e
( j)
q[ω0t]
(t)− v( j)q[ω0t](t), (59)
l( j)
di( j)d[ω0t](t)
dt
= ω0l( j)i
( j)
q[ω0t]
(t)− r( j)i( j)d[ω0t](t)+ e
( j)
d[ω0t]
(t)− v( j)d[ω0t](t), (60)
c( j)
deˆ( j)q[ω0t](t)
dt
=− i( j)q[ω0t](t)−ω0c
( j)eˆ( j)d[ω0t](t)+ξ
( j)
q[ω0t]
(t), (61)
c( j)
deˆ( j)d[ω0t](t)
dt
=− i( j)d[ω0t](t)+ω0c
( j)eˆ( j)q[ω0t](t)+ξ
( j)
d[ω0t]
(t), (62)
e( j)q[ω0t](t) =
(
−i( j)q[ω0t](t)+ξ
( j)
q[ω0t]
(t)
)
rˆ( j)0 + eˆ
( j)
q[ω0t]
(t), (63)
e( j)d[ω0t](t) =
(
−i( j)d[ω0t](t)+ξ
( j)
d[ω0t]
(t)
)
rˆ( j)0 + eˆ
( j)
d[ω0t]
(t). (64)
Inverter Voltage Magnitude Controller
For voltage magnitude control, we adopt an outer voltage-control-loop and inner
current-control-loop structure (see, e.g., [6]). Let φ ( j)
[α( j)(t)]
(t) and γ( j)
[α( j)(t)]
(t) de-
note the state variables for the voltage and current Proportional-Integral (PI) con-
trollers respectively, let e( j)
r[α( j)(t)]
(t) = e( j)
rq[α( j)(t)]
(t) denote the voltage magnitude
controller reference, which implies that e( j)
rd[α( j)(t)]
(t) = 0, and let ξ ( j)
r[α( j)(t)]
(t) =
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ξ ( j)
rq[α( j)(t)]
(t)− jξ ( j)
rd[α( j)(t)]
(t) denote the current controller reference. We define the
following variables:
eˆ( j)
rq[α( j)(t)]
(t) := e( j)
rq[α( j)(t)]
(t)+
(
i( j)
q[α( j)(t)]
(t)−ξ ( j)
q[α( j)(t)]
(t)
)
rˆ( j)0 , (65)
eˆ( j)
rd[α( j)(t)]
(t) :=
(
i( j)
d[α( j)(t)]
(t)−ξ ( j)
d[α( j)(t)]
(t)
)
rˆ( j)0 . (66)
The controller dynamics can be described by:
dφ ( j)
q[α( j)(t)]
(t)
dt
= eˆ( j)
rq[α( j)(t)]
(t)− eˆ( j)
q[α( j)(t)]
(t), (67)
dφ ( j)
d[α( j)(t)]
(t)
dt
= eˆ( j)
rd[α( j)(t)]
(t)− eˆ( j)
d[α( j)(t)]
(t), (68)
dγ( j)
q[α( j)(t)]
(t)
dt
= ξ ( j)
rq[α( j)(t)]
(t)−ξ ( j)
q[α( j)(t)]
(t), (69)
dγ( j)
d[α( j)(t)]
(t)
dt
= ξ ( j)
rd[α( j)(t)]
(t)−ξ ( j)
d[α( j)(t)]
(t). (70)
Feedback Linearization To implement the adopted control structure, feedback lin-
earization is employed [3, 15]. Let κ( j)Pφ and κ
( j)
Pγ denote the proportional controller
gains for the voltage and current controllers respectively, and let κ( j)Iφ and κ
( j)
Iγ denote
the corresponding integral controller gains. Let ξ ( j)
rq[α( j)(t)]
(t) and ξ ( j)
rd[α( j)(t)]
(t) denote
the q-axis and d-axis current-control-loop outputs respectively, and let u( j)
rq[α( j)(t)]
(t)
and u( j)
rd[α( j)(t)]
(t) denote the q-axis and d-axis voltage-control-loop outputs respec-
tively. Using identical controllers on the q-axis and d-axis, and employing feedback
linearization, the controller outputs are given by:
ξ ( j)
rq[α( j)(t)]
(t) = κ( j)Pφ
(
eˆ( j)
rq[α( j)(t)]
(t)− eˆ( j)
q[α( j)(t)]
(t)
)
+κ( j)Iφ φ
( j)
q[α( j)(t)]
(t)
+
2
V ( j)DC
(
i( j)
q[α( j)(t)]
(t)+ω( j)(t)c( j)eˆ( j)
d[α( j)(t)]
(t)
)
, (71)
ξ ( j)
rd[α( j)(t)]
(t) = κ( j)Pφ
(
eˆ( j)
rd[α( j)(t)]
(t)− eˆ( j)
d[α( j)(t)]
(t)
)
+κ( j)Iφ φ
( j)
d[α( j)(t)]
(t)
+
2
V ( j)DC
(
i( j)
d[α( j)(t)]
(t)−ω( j)(t)c( j)eˆ( j)
q[α( j)(t)]
(t)
)
, (72)
u( j)
rq[α( j)(t)]
(t) =
V ( j)DC
2
(
κ( j)Pγ
(
ξ ( j)
rq[α( j)(t)]
(t)−ξ ( j)
q[α( j)(t)]
(t)
)
+κ( j)Iγ γ
( j)
q[α( j)(t)]
(t)
)
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+ω( j)(t)l( j)0 ξ
( j)
d[α( j)(t)]
(t)+ e( j)
q[α( j)(t)]
(t) (73)
=
V ( j)DC
2
κ( j)Pγ
(
κ( j)Pφ
(
eˆ( j)
rq[α( j)(t)]
(t)− eˆ( j)
q[α( j)(t)]
(t)
)
+κ( j)Iφ φ
( j)
q[α( j)(t)]
(t)
−ξ ( j)
q[α( j)(t)]
(t)
)
+κ( j)Iγ γ
( j)
q[α( j)(t)]
(t)
)
+ω( j)(t)κ( j)Pγ c
( j)eˆ( j)
d[α( j)(t)]
(t)
+κ( j)Pγ i
( j)
q[α( j)(t)]
(t)+ω( j)(t)l( j)0 ξ
( j)
d[α( j)(t)]
(t)+ e( j)
q[α( j)(t)]
(t), (74)
u( j)
rd[α( j)(t)]
(t) =
V ( j)DC
2
(
κ( j)Pγ
(
ξ ( j)
rd[α( j)(t)]
(t)−ξ ( j)
d[α( j)(t)]
(t)
)
+κ( j)Iγ γ
( j)
d[α( j)(t)]
(t)
)
−ω( j)(t)l( j)0 ξ ( j)q[α( j)(t)](t)+ e
( j)
d[α( j)(t)]
(t) (75)
=
V ( j)DC
2
κ( j)Pγ
(
κ( j)Pφ
(
eˆ( j)
rd[α( j)(t)]
(t)− eˆ( j)
d[α( j)(t)]
(t)
)
+κ( j)Iφ φ
( j)
d[α( j)(t)]
(t)
−ξ ( j)
d[α( j)(t)]
(t)
)
+κ( j)Iγ γ
( j)
d[α( j)(t)]
(t)
)
−ω( j)(t)κ( j)Pγ c( j)eˆ( j)q[α( j)(t)](t)
+κ( j)Pγ i
( j)
d[α( j)(t)]
(t)−ω( j)(t)l( j)0 ξ ( j)q[α( j)(t)](t)+ e
( j)
d[α( j)(t)]
(t). (76)
Assumption 3.1 The voltage u( j)
rq[α( j)(t)]
(t)− ju( j)
rd[α( j)(t)]
(t) is synthesized instanta-
neously by the inverter PWM mechanism, so that u( j)
q[α( j)(t)]
(t) = u( j)
rq[α( j)(t)]
(t) and
u( j)
d[α( j)(t)]
(t) = u( j)
rd[α( j)(t)]
(t).
Normalized Inverter Model
For ease of analysis in subsequent developments, we normalize the inverter model
using the base variables V ( j)DQ, S
( j) and ω0, where V
( j)
DQ denotes the rated peak line to
neutral voltage of the inverter at bus j, S( j) denotes the rated three-phase voltam-
peres of the inverter at bus j, and ω0 denotes the nominal or synchronous frequency.
We define the base variables I( j)DQ :=
2S( j)
3V ( j)DQ
, Z( j)DQ :=
V ( j)DQ
I( j)DQ
, L( j)DQ :=
Z( j)DQ
ω0
, C( j)DQ :=
1
ω0Z
( j)
DQ
,
Φ ( j)DQ :=
V ( j)DQ
ω0
and Γ ( j)DQ :=
I( j)DQ
ω0
for current, resistance, inductance, capacitance, volt-
age controller state variable, and current controller state variable of the inverter at
bus j respectively. Henceforth, capitalized notation is used to indicate normalized
quantities.
Substituting Eqs. 71, 72, 74 and 76 into Eqs. 55–64 and normalizing the resulting
system of equations, it follows that the LCL filter dynamics can be described by:
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L( j)
ω0
dI( j)q[ω0t](t)
dt
=−R( j)I( j)q[ω0t](t)−L
( j)I( j)d[ω0t](t)+E
( j)
q[ω0t]
(t)−V ( j)q[ω0t](t), (77)
L( j)
ω0
dI( j)d[ω0t](t)
dt
= L( j)I( j)q[ω0t](t)−R
( j)I( j)d[ω0t](t)+E
( j)
d[ω0t]
(t)−V ( j)d[ω0t](t), (78)
C( j)
ω0
dEˆ( j)q[ω0t](t)
dt
=− I( j)q[ω0t](t)−C
( j)Eˆ( j)d[ω0t](t)+Ξ
( j)
q[ω0t]
(t), (79)
C( j)
ω0
dEˆ( j)d[ω0t](t)
dt
=− I( j)d[ω0t](t)+C
( j)Eˆ( j)q[ω0t](t)+Ξ
( j)
d[ω0t]
(t), (80)
L( j)0
ω0
dΞ ( j)
q[α( j)(t)]
(t)
dt
= K( j)Pγ I
( j)
q[α( j)(t)]
(t)−
V ( j)DC K
( j)
Pγ K
( j)
Pφ
2
Eˆ( j)
q[α( j)(t)]
(t)
+K( j)Pγ
ω( j)(t)
ω0
C( j)Eˆ( j)
d[α( j)(t)]
(t)+
V ( j)DC K
( j)
Iγ
2
Γ ( j)
q[α( j)(t)]
+
V ( j)DC K
( j)
Pγ K
( j)
Pφ
2
Eˆ( j)
rq[α( j)(t)]
(t)+
V ( j)DC K
( j)
Pγ K
( j)
Iφ
2
Φ ( j)
q[α( j)(t)]
(t)
−
R( j)0 + V ( j)DC K( j)Pγ2
Ξ ( j)
q[α( j)(t)]
(t), (81)
L( j)0
ω0
dΞ ( j)
d[α( j)(t)]
(t)
dt
= K( j)Pγ I
( j)
d[α( j)(t)]
(t)−
V ( j)DC K
( j)
Pγ K
( j)
Pφ
2
Eˆ( j)
d[α( j)(t)]
(t)
−K( j)Pγ
ω( j)(t)
ω0
C( j)Eˆ( j)
q[α( j)(t)]
(t)+
V ( j)DC K
( j)
Iγ
2
Γ ( j)
d[α( j)(t)]
+
V ( j)DC K
( j)
Pγ K
( j)
Pφ
2
Eˆ( j)
rd[α( j)(t)]
(t)+
V ( j)DC K
( j)
Pγ K
( j)
Iφ
2
Φ ( j)
d[α( j)(t)]
(t)
−
R( j)0 + V ( j)DC K( j)Pγ2
Ξ ( j)
d[α( j)(t)]
(t), (82)
E( j)q[ω0t](t) =
(
−I( j)q[ω0t](t)+Ξ
( j)
q[ω0t]
(t)
)
Rˆ( j)0 + Eˆ
( j)
q[ω0t]
(t), (83)
E( j)d[ω0t](t) =
(
−I( j)d[ω0t](t)+Ξ
( j)
d[ω0t]
(t)
)
Rˆ( j)0 + Eˆ
( j)
d[ω0t]
(t), (84)
and the controller dynamics can be described by:
1
ω0
dΦ ( j)
q[α( j)(t)]
(t)
dt
=− Eˆ( j)
q[α( j)(t)]
(t)+ Eˆ( j)
rq[α( j)(t)]
(t), (85)
1
ω0
dΦ ( j)
d[α( j)(t)]
(t)
dt
=− Eˆ( j)
d[α( j)(t)]
(t)+ Eˆ( j)
rd[α( j)(t)]
(t), (86)
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1
ω0
dΓ ( j)
q[α( j)(t)]
(t)
dt
=
2
VDC
I( j)
q[α( j)(t)]
(t)−K( j)Pφ Eˆ( j)q[α( j)(t)](t)+
2ω( j)(t)
ω0VDC
C( j)Eˆ( j)
d[α( j)(t)]
(t)
−Ξ ( j)
q[α( j)(t)]
(t)+K( j)Iφ Φ
( j)
q[α( j)(t)]
(t)+K( j)Pφ Eˆ
( j)
rq[α( j)(t)]
(t), (87)
1
ω0
dΓ ( j)
d[α( j)(t)]
(t)
dt
=
2
VDC
I( j)
d[α( j)(t)]
(t)− 2ω
( j)(t)
ω0VDC
C( j)Eˆ( j)
q[α( j)(t)]
(t)−K( j)Pφ Eˆ( j)d[α( j)(t)](t)
−Ξ ( j)
d[α( j)(t)]
(t)+K( j)Iφ Φ
( j)
d[α( j)(t)]
(t)+K( j)Pφ Eˆ
( j)
rd[α( j)(t)]
(t), (88)
where
K( j)Pγ =
κ( j)Pγ
Z( j)DQ
, K( j)Iγ =
κ( j)Iγ
ω0Z
( j)
DQ
, K( j)Pφ = κ
( j)
Pφ Z
( j)
DQ, K
( j)
Iφ =
κ( j)Iφ Z
( j)
DQ
ω0
.
Voltage and Frequency Droop
Let D( j)E and D
( j)
ω respectively denote voltage and frequency droop coefficients. Fol-
lowing [4], we assume that the reference voltage E( j)
rq[α( j)(t)]
(t) and the frequency
set-point ω( j)(t) for each inverter are obtained from the following droop laws:
E( j)
rq[α( j)(t)]
(t) = E( j)0 +
1
D( j)E
(
Q( j)r −Q( j)f (t)
)
, (89)
ω( j)(t) = ω0+
1
D( j)ω
(
P( j)r −P( j)f (t)
)
. (90)
with the dynamics of the filtered reactive power, Q( j)f (t), and real power, P
( j)
f (t),
described by:
1
ω( j)c
dQ( j)f (t)
dt
=−Q( j)f (t)+E( j)q[ω0t](t)I
( j)
d[ω0t]
(t)−E( j)d[ω0t](t)I
( j)
q[ω0t]
(t), (91)
1
ω( j)c
dP( j)f (t)
dt
=−P( j)f (t)+E( j)q[ω0t](t)I
( j)
q[ω0t]
(t)+E( j)d[ω0t](t)I
( j)
d[ω0t]
(t). (92)
where, for the inverter at bus j, E( j)0 is the voltage droop law constant, ω
( j)
c is the
filter cut-off frequency, and P( j)r and Q
( j)
r are real and reactive power generation
set-points respectively.
Substituting Eq. 90 into Eq. 19, the time evolution of δ ( j)(t) can be described by:
D( j)ω
dδ ( j)(t)
dt
= P( j)r −P( j)f (t). (93)
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3.2 Network Model
Assumption 3.2 All lines connecting the network buses are less than 50 miles long.
Given Assumption 3.2, [2] shows that the short transmission line model is a good
approximation to describe the terminal behavior of the network. Using the per-unit
normalization (see [2], pp. 157–163), let V ( j)q[ω0t](t)− jV
( j)
d[ω0t]
(t) denote the normal-
ized voltage at bus j, and let R(e), L(e) and I(e)q[ω0t](t)− jI
(e)
d[ω0t]
(t) denote the nor-
malized resistance, normalized inductance and normalized current across line ( j,k),
respectively, where p
({ j,k})= e as introduced in Section 2.2,
V ( j)q[ω0t](t)− jV
( j)
d[ω0t]
(t) =
(
V ( j)
q[α( j)(t)]
(t)− jV ( j)
d[α( j)(t)]
(t)
)
exp(jδ ( j)(t))
=
(
V ( j)
d[α( j)(t)]
(t)+ jV ( j)
q[α( j)(t)]
(t)
)
exp
(
j
(
δ ( j)(t)− pi
2
))
,
(94)
and
I(e)q[ω0t](t)− jI
(e)
d[ω0t]
(t) =
(
I(e)
q[α( j)(t)]
(t)− jI(e)
d[α( j)(t)]
(t)
)
exp(jδ ( j)(t))
=
(
I(e)
d[α( j)(t)]
(t)+ jI(e)
q[α( j)(t)]
(t)
)
exp
(
j
(
δ ( j)(t)− pi
2
))
.
(95)
The short transmission line model is depicted in Fig. 4.
)(eR )(eL
)(j)( )( ][
)(
][ 00
tVtV j td
j
tq  
)(j)( )( ][
)(
][ 00
tItI e td
e
tq  
)(j)( )( ][
)(
][ 00
tVtV k td
k
tq  
Fig. 4: Short transmission line model (bus j to bus k).
From Fig. 4, the voltage across a line connecting bus j and bus k of the network
can be described by:
V ( j)q[ω0t](t)−V
(k)
q[ω0t]
(t) =
L(e)
ω0
dI(e)q[ω0t](t)
dt
+R(e)I(e)q[ω0t](t)+L
(e)I(e)d[ω0t](t), (96)
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V ( j)d[ω0t](t)−V
(k)
d[ω0t]
(t) =
L(e)
ω0
dI(e)d[ω0t](t)
dt
+R(e)I(e)d[ω0t](t)−L
(e)I(e)q[ω0t](t). (97)
Generalized Network Model
Using the concepts presented in Section 2.2, we provide the following definitions
for the network with n buses.
V(V )q[ω0t](t) :=

V (1)q[ω0t](t)
...
V (n)q[ω0t](t)
 , V(V )d[ω0t](t) :=

V (1)d[ω0t](t)
...
V (n)d[ω0t](t)
 . (98)
For e = |V (I )|+1:
I(E )q[ω0t](t) :=

I(e)q[ω0t](t)
I(e+1)q[ω0t](t)
...
I(e+|E |−1)q[ω0t] (t)
 , I
(E )
d[ω0t]
(t) :=

I(e)d[ω0t](t)
I(e+1)d[ω0t](t)
...
I(e+|E |−1)d[ω0t] (t)
 (99)
R(E ) :=

R(e) 0 · · · 0
0 R(e+1) · · · 0
...
...
. . .
...
0 0 · · · R(e+|E |−1)
 , (100)
L(E ) :=

L(e) 0 · · · 0
0 L(e+1) · · · 0
...
...
. . .
...
0 0 · · · L(e+|E |−1)
 . (101)
Let M denote the incidence matrix of the network; then the network dynamics are
described by:
MV(V )q[ω0t](t) =
1
ω0
L(E )
dI(E )q[ω0t](t)
dt
+R(E )I(E )q[ω0t](t)+L
(E )I(E )d[ω0t](t), (102)
MV(V )d[ω0t](t) =
1
ω0
L(E )
dI(E )d[ω0t](t)
dt
+R(E )I(E )d[ω0t](t)−L
(E )I(E )q[ω0t](t). (103)
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3.3 Load Model
Using the notation presented in Section 2.2, let V (( j)q[ω0t](t)− jV
(( j)
d[ω0t]
(t) denote the
normalized voltage at bus j, and let I(e
′)
q[ω0t]
(t)− jI(e′)d[ω0t](t) denote the normalized cur-
rent injection by the net load at bus j. The load dynamics can be described by a
non-linear system of differential equations which we assume to be of the form:
µ( j)V˙ ( j)q[ω0t](t) = qV
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (104)
µ( j)V˙ ( j)d[ω0t](t) = dV
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (105)
µ( j)I˙(e
′)
q[ω0t]
(t) = qI
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (106)
µ( j)I˙(e
′)
d[ω0t]
(t) = dI
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
. (107)
where µ( j) denotes the largest time constant of the net load at bus j, qV
(
·, ·, ·, ·
)
,
dV
(
·, ·, ·, ·
)
, qI
(
·, ·, ·, ·
)
and dI
(
·, ·, ·, ·
)
are nonlinear functions of the load state vari-
ables, p′ ( j) = e′, as discussed in Section 2.2, and
V ( j)q[ω0t](t)− jV
( j)
d[ω0t]
(t) =
(
V ( j)
d[α( j)(t)]
(t)+ jV ( j)
q[α( j)(t)]
(t)
)
exp
(
j
(
δ ( j)(t)− pi
2
))
,
(108)
I(e
′)
q[ω0t]
(t)− jI(e′)d[ω0t](t) =
(
I(e
′)
d[α( j)(t)]
(t)+ jI(e
′)
q[α( j)(t)]
(t)
)
exp
(
j
(
δ ( j)(t)− pi
2
))
.
(109)
)(j)( )'( ][
)'(
][ 00
tItI e td
e
tq  
j  Bus
)(jV)( )( ][
)(
][ 00
ttV j td
j
tq  
Fig. 5: Load model (net load at bus j).
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3.4 µHO Model
We consider a microgrid with n buses. Let the microgrid have m ≤ n generator
buses, with each bus connected to an inverter-interfaced power supply. Combining
the models in Sections 3.1–3.3, we can develop a microgrid dynamical model; we
refer to this model as the microgrid High-Order model (µHO).
At each generator bus j = 1,2...,m, the dynamics of the connected inverter-
interfaced power supply are described by:
D( j)ω
dδ ( j)(t)
dt
= P( j)r −P( j)f (t), (110)
1
ω( j)c
dQ( j)f (t)
dt
=−Q( j)f (t)+E( j)q[ω0t](t)I
( j)
d[ω0t]
(t)−E( j)d[ω0t](t)I
( j)
q[ω0t]
(t),
(111)
1
ω( j)c
dP( j)f (t)
dt
=−P( j)f (t)+E( j)q[ω0t](t)I
( j)
q[ω0t]
(t)+E( j)d[ω0t](t)I
( j)
d[ω0t]
(t),
(112)
L( j)
ω0
dI( j)q[ω0t](t)
dt
=−R( j)I( j)q[ω0t](t)−L
( j)I( j)d[ω0t](t)+E
( j)
q[ω0t]
(t)−V ( j)q[ω0t](t),
(113)
L( j)
ω0
dI( j)d[ω0t](t)
dt
= L( j)I( j)q[ω0t](t)−R
( j)I( j)d[ω0t](t)+E
( j)
d[ω0t]
(t)−V ( j)d[ω0t](t),
(114)
1
ω0
dΦ ( j)
q[α( j)(t)]
(t)
dt
=− Eˆ( j)q[ω0t](t)cos(δ
( j)(t))+ Eˆ( j)d[ω0t](t)sin(δ
( j)(t))
+ Rˆ( j)0 I
( j)
q[ω0t]
(t)cos(δ ( j)(t))− Rˆ( j)0 I( j)d[ω0t](t)sin(δ
( j)(t))
− Rˆ( j)0 Ξ ( j)q[α( j)(t)](t)−
1
D( j)E
Q( j)f (t)+E
( j)
0 +
1
D( j)E
Q( j)r ,
(115)
1
ω0
dΦ ( j)
d[α( j)(t)]
(t)
dt
=− Eˆ( j)q[ω0t](t)sin(δ
( j)(t))− Eˆ( j)d[ω0t](t)cos(δ
( j)(t))
+ Rˆ( j)0 I
( j)
q[ω0t]
(t)sin(δ ( j)(t))+ Rˆ( j)0 I
( j)
d[ω0t]
(t)cos(δ ( j)(t))
− Rˆ( j)0 Ξ ( j)d[α( j)(t)](t), (116)
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C( j)
ω0
dEˆ( j)q[ω0t](t)
dt
=− I( j)q[ω0t](t)−C
( j)Eˆ( j)d[ω0t](t)+Ξ
( j)
q[α( j)(t)]
(t)cos(δ ( j)(t))
+Ξ ( j)
d[α( j)(t)]
(t)sin(δ ( j)(t)), (117)
C( j)
ω0
dEˆ( j)d[ω0t](t)
dt
=− I( j)d[ω0t](t)+C
( j)Eˆ( j)q[ω0t](t)−Ξ
( j)
q[α( j)(t)]
(t)sin(δ ( j)(t))
+Ξ ( j)
d[α( j)(t)]
(t)cos(δ ( j)(t)), (118)
L( j)0
ω0
dΞ ( j)
q[α( j)(t)]
(t)
dt
= K( j)Pγ
1+ V ( j)DC K( j)Pφ Rˆ( j)0
2
 I( j)q[ω0t](t)cos(δ ( j)(t))
−K( j)Pγ
1+ V ( j)DC K( j)Pφ Rˆ( j)0
2
 I( j)d[ω0t](t)sin(δ ( j)(t))
−
R( j)0 + V ( j)DC K( j)Pγ2 (1+K( j)Pφ Rˆ( j)0 )
Ξ ( j)
q[α( j)(t)]
(t)
−
V ( j)DC K
( j)
Pγ K
( j)
Pφ
2
Eˆ( j)q[ω0t](t)cos(δ
( j)(t))+
V ( j)DC K
( j)
Iγ
2
Γ ( j)
q[α( j)(t)]
+
V ( j)DC K
( j)
Pγ K
( j)
Pφ
2
Eˆ( j)d[ω0t](t)sin(δ
( j)(t))+
V ( j)DC K
( j)
Pγ K
( j)
Pφ
2
E( j)0
+
V ( j)DC K
( j)
Pγ K
( j)
Iφ
2
Φ ( j)
q[α( j)(t)]
(t)+
V ( j)DC K
( j)
Pγ K
( j)
Pφ
2D( j)E
Q( j)r
−
V ( j)DC K
( j)
Pγ K
( j)
Pφ
2D( j)E
Q( j)f (t)+K
( j)
Pγ C
( j)Eˆ( j)q[ω0t](t)sin(δ
( j)(t))
+
K( j)Pγ C
( j)
D( j)ω ω0
(
P( j)r −P( j)f (t)
)
Eˆ( j)q[ω0t](t)sin(δ
( j)(t))
+K( j)Pγ C
( j)Eˆ( j)d[ω0t](t)cos(δ
( j)(t))
+
K( j)Pγ C
( j)
D( j)ω ω0
(
P( j)r −P( j)f (t)
)
Eˆ( j)d[ω0t](t)cos(δ
( j)(t)),
(119)
L( j)0
ω0
dΞ ( j)
d[α( j)(t)]
(t)
dt
= K( j)Pγ
1+ V ( j)DC K( j)Pφ Rˆ( j)0
2
 I( j)q[ω0t](t)sin(δ ( j)(t))
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+K( j)Pγ
1+ V ( j)DC K( j)Pφ Rˆ( j)0
2
 I( j)d[ω0t](t)cos(δ ( j)(t))
−
R( j)0 + V ( j)DC K( j)Pγ2 (1+K( j)Pφ Rˆ( j)0 )
Ξ ( j)
d[α( j)(t)]
(t)
−
V ( j)DC K
( j)
Pγ K
( j)
Pφ
2
Eˆ( j)q[ω0t](t)sin(δ
( j)(t))+
V ( j)DC K
( j)
Iγ
2
Γ ( j)
d[α( j)(t)]
−
V ( j)DC K
( j)
Pγ K
( j)
Pφ
2
Eˆ( j)d[ω0t](t)cos(δ
( j)(t))
− K
( j)
Pγ C
( j)
D( j)ω ω0
(
P( j)r −P( j)f (t)
)
Eˆ( j)q[ω0t](t)cos(δ
( j)(t))
+
K( j)Pγ C
( j)
D( j)ω ω0
(
P( j)r −P( j)f (t)
)
Eˆ( j)d[ω0t](t)sin(δ
( j)(t))
−K( j)Pγ C( j)Eˆ( j)q[ω0t](t)cos(δ
( j)(t))
+K( j)Pγ C
( j)Eˆ( j)d[ω0t](t)sin(δ
( j)(t))
+
V ( j)DC K
( j)
Pγ K
( j)
Iφ
2
Φ ( j)
d[α( j)(t)]
(t), (120)
1
ω0
dΓ ( j)
q[α( j)(t)]
(t)
dt
=
(
2
VDC
+K( j)Pφ Rˆ
( j)
0
)
I( j)q[ω0t](t)cos(δ
( j)(t))
−
(
2
VDC
+K( j)Pφ Rˆ
( j)
0
)
I( j)d[ω0t](t)sin(δ
( j)(t))+K( j)Pφ E
( j)
0
−K( j)Pφ Eˆ( j)q[ω0t](t)cos(δ
( j)(t))+K( j)Pφ Eˆ
( j)
d[ω0t]
(t)sin(δ ( j)(t))
−
(
1+K( j)Pφ Rˆ
( j)
0
)
Ξ ( j)
q[α( j)(t)]
(t)+
K( j)Pφ
D( j)E
(
Q( j)r −Q( j)f (t)
)
+
2C( j)
VDC
(
P( j)r −P( j)f (t)
)
Eˆ( j)q[ω0t](t)sin(δ
( j)(t))
+
2C( j)
VDCD
( j)
ω ω0
(
P( j)r −P( j)f (t)
)
Eˆ( j)q[ω0t](t)sin(δ
( j)(t))
+
2C( j)
VDC
(
P( j)r −P( j)f (t)
)
Eˆ( j)q[ω0t](t)sin(δ
( j)(t))
+
2C( j)
VDCD
( j)
ω ω0
(
P( j)r −P( j)f (t)
)
Eˆ( j)d[ω0t](t)cos(δ
( j)(t))
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+K( j)Iφ Φ
( j)
q[α( j)(t)]
(t), (121)
1
ω0
dΓ ( j)
d[α( j)(t)]
(t)
dt
=
(
2
VDC
+K( j)Pφ Rˆ
( j)
0
)
I( j)q[ω0t](t)sin(δ
( j)(t))
+
(
2
VDC
+K( j)Pφ Rˆ
( j)
0
)
I( j)d[ω0t](t)cos(δ
( j)(t))
−K( j)Pφ Eˆ( j)q[ω0t](t)sin(δ
( j)(t))−K( j)Pφ Eˆ( j)d[ω0t](t)cos(δ
( j)(t))
−
(
1+K( j)Pφ Rˆ
( j)
0
)
Ξ ( j)
d[α( j)(t)]
(t)+K( j)Iφ Φ
( j)
d[α( j)(t)]
(t)
− 2C
( j)
VDC
Eˆ( j)q[ω0t](t)cos(δ
( j)(t))
− 2C
( j)
VDCD
( j)
ω ω0
(
P( j)r −P( j)f (t)
)
Eˆ( j)q[ω0t](t)cos(δ
( j)(t))
+
2C( j)
VDC
Eˆ( j)d[ω0t](t)sin(δ
( j)(t))
+
2C( j)
VDCD
( j)
ω ω0
(
P( j)r −P( j)f (t)
)
Eˆ( j)d[ω0t](t)sin(δ
( j)(t)),
(122)
where
E( j)q[ω0t](t) =− Rˆ
( j)
0 I
( j)
q[ω0t]
(t)+ Rˆ( j)0 Ξ
( j)
q[α( j)(t)]
(t)cos(δ ( j)(t))
+ Rˆ( j)0 Ξ
( j)
d[α( j)(t)]
(t)sin(δ ( j)(t))+ Eˆ( j)q[ω0t](t), (123)
E( j)d[ω0t](t) =− Rˆ
( j)
0 I
( j)
d[ω0t]
(t)− Rˆ( j)0 Ξ ( j)q[α( j)(t)](t)sin(δ
( j)(t))
+ Rˆ( j)0 Ξ
( j)
d[α( j)(t)]
(t)cos(δ ( j)(t))+ Eˆ( j)d[ω0t](t), (124)
From Section 3.2, the microgrid network dynamics are described by:
1
ω0
L(E )
dI(E )q[ω0t](t)
dt
=−R(E )I(E )q[ω0t](t)−L
(E )I(E )d[ω0t](t)+MV
(V )
q[ω0t]
(t),
(125)
1
ω0
L(E )
dI(E )d[ω0t](t)
dt
=−R(E )I(E )d[ω0t](t)+L
(E )I(E )q[ω0t](t)+MV
(V )
d[ω0t]
(t).
(126)
From Section 3.3, the load dynamics are described by:
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µ( j)V˙ ( j)q[ω0t](t) = qV
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (127)
µ( j)V˙ ( j)d[ω0t](t) = dV
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (128)
µ( j)I˙(e
′)
q[ω0t]
(t) = qI
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (129)
µ( j)I˙(e
′)
d[ω0t]
(t) = dI
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
. (130)
Henceforth, Eqs. 110–130 are referred to as the microgrid High-Order
(µHOm) model.
4 Microgrid Reduced-Order Model 1 (µROm1)
In this section, the singular perturbation techniques discussed in Section 2.3 are used
to reduce the order (state-space dimension) of the µHOm to obtain µROm1.
Assumption 4.1 For ε1 = 1×10−5, the dynamic properties of the µHOm are such
that for:
x1(t) =
[
δ ( j)(t) Q( j)f (t) P
( j)
f (t) I
(e′)
q[ω0t]
(t) I(e
′)
d[ω0t]
(t) V ( j)q[ω0t](t) V
( j)
d[ω0t]
(t) I(E )q[ω0t](t)
I(E )d[ω0t](t) I
( j)
q[ω0t]
(t) I( j)d[ω0t](t) Φ
( j)
q[α( j)(t)]
(t) Φ ( j)
d[α( j)(t)]
(t)
]T
,
z1(t) =
[
Γ ( j)
q[α( j)(t)]
(t) Γ ( j)
d[α( j)(t)]
(t) Ξ ( j)
q[α( j)(t)]
(t) Ξ ( j)
d[α( j)(t)]
(t) Eˆ( j)q[ω0t](t) Eˆ
( j)
d[ω0t]
(t)
]T
,
and w1(t) =
[
E( j)q[ω0t](t) E
( j)
d[ω0t]
(t)
]T
, the dynamics of z1(t) are at least 1ε1 times
faster than those of x1(t), and the µHOm can be expressed compactly as follows:
x˙1(t) = f1
(
x1(t),z1(t),w1(t),ε1
)
, (131)
ε1z˙1(t) = g1
(
x1(t),z1(t),w1(t),ε1
)
, (132)
0= h1
(
x1(t),z1(t),w1(t),ε1
)
. (133)
Assumption 4.2 Equations 131–133 are in standard form and satisfy Assump-
tions 2.1–2.3, according to the formulations in Section 2.3
Assumption 4.3 For i = 1,2, . . . , there exists k( j)i ∈ (0,10) such that:
K( j)Pγ C
( j)
D( j)ω ω0
= k( j)1 ε1,
2C( j)
VDCD
( j)
ω ω0
= k( j)2 ε1,
2ω0ε1
VDC
= k( j)3 ε1,
2C( j)ω0ε1
VDC
= k( j)4 ε1,
C( j)K( j)Pφ Rˆ
( j)
0
(
1+K( j)Pφ Rˆ
( j)
0
)
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 = k( j)5 ε1, C
( j)K( j)Iφ Rˆ
( j)
0
(
1+K( j)Pφ Rˆ
( j)
0
)
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 = k( j)6 ε1,
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C( j)K( j)Pφ Rˆ
( j)
0
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 = k( j)7 ε1, C
( j)
(
1+K( j)Pφ Rˆ
( j)
0
)2
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 = k( j)8 ε1, 2R( j)0V ( j)DC K( j)Iγ =
k( j)9 ε1.
Given Assumption 4.2, the µHOm can be approximately described by a slow
model,
˙¯x1(t) = f1
(
x¯1(t), ζ¯1
(
x¯1(t)
)
, ν¯1
(
x¯1(t)
)
+ ν˜1 (0) ,0
)
, (134)
and a fast model,
dz˜1(τ1)
dτ
= g1
(
x¯1(0), ζ¯1
(
x¯1(0)
)
+ z˜1(τ1), ν¯1
(
x¯1(0)
)
+ ν˜1
(
z˜1(τ1)
)
,0
)
, (135)
where
x¯1(0) = x1(0) and z˜1(0) = z1(0)− ζ¯1
(
x¯1(0)
)
so that:
x1(t) = x¯1(t)+O(ε1) and z1(0) = z˜1(τ1)+ ζ¯1
(
x¯1(t)
)
+O(ε1).
The µHOm is reduced to the expression in Eq. 134, which is independent of z˜1(τ1).
This is the so-called Microgrid Reduced-Order Model 1 (µROm1).
Next, the explicit ordinary differential equations (ODEs) that constitute µROm1
are derived. For i= 1, Eqs. 23–24 are expressed explicitly, and the isolated real roots
for z¯i(t) and w¯i(t) are given by:
Γ ( j)
q[α( j)(t)]
(t) =− 2K
( j)
Pγ
V ( j)DC K
( j)
Iγ
1+ V ( j)DC K( j)Pφ Rˆ( j)0
2
 I( j)q[ω0t](t)cos(δ ( j)(t))
+
2K( j)Pγ
V ( j)DC K
( j)
Iγ
1+ V ( j)DC K( j)Pφ Rˆ( j)0
2
 I( j)d[ω0t](t)sin(δ ( j)(t))
+
K( j)Pγ
K( j)Iγ
(
1+K( j)Pφ Rˆ
( j)
0
)
Ξ ( j)
q[α( j)(t)]
(t)
+
K( j)Pγ K
( j)
Pφ
K( j)Iγ
Eˆ( j)q[ω0t](t)cos(δ
( j)(t))−
K( j)Pγ K
( j)
Pφ
K( j)Iγ
E( j)0
−
K( j)Pγ K
( j)
Pφ
K( j)Iγ
Eˆ( j)d[ω0t](t)sin(δ
( j)(t))−
K( j)Pγ K
( j)
Pφ
D( j)E K
( j)
Iγ
(
Q( j)r −Q( j)f (t)
)
−
K( j)Pγ K
( j)
Iφ
K( j)Iγ
Φ ( j)
q[α( j)(t)]
(t)− 2K
( j)
Pγ C
( j)
V ( j)DC K
( j)
Iγ
Eˆ( j)d[ω0t](t)cos(δ
( j)(t))
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− 2K
( j)
Pγ C
( j)
V ( j)DC K
( j)
Iγ
Eˆ( j)q[ω0t](t)sin(δ
( j)(t)), (136)
Γ ( j)
d[α( j)(t)]
(t) =− 2K
( j)
Pγ
V ( j)DC K
( j)
Iγ
1+ V ( j)DC K( j)Pφ Rˆ( j)0
2
 I( j)q[ω0t](t)sin(δ ( j)(t))
− 2K
( j)
Pγ
V ( j)DC K
( j)
Iγ
1+ V ( j)DC K( j)Pφ Rˆ( j)0
2
 I( j)d[ω0t](t)cos(δ ( j)(t))
+
K( j)Pγ
K( j)Iγ
(
1+K( j)Pφ Rˆ
( j)
0
)
Ξ ( j)
d[α( j)(t)]
(t)
+
K( j)Pγ K
( j)
Pφ
K( j)Iγ
Eˆ( j)q[ω0t](t)sin(δ
( j)(t))−
K( j)Pγ K
( j)
Iφ
K( j)Iγ
Φ ( j)
d[α( j)(t)]
(t)
+
K( j)Pγ K
( j)
Pφ
K( j)Iγ
Eˆ( j)d[ω0t](t)cos(δ
( j)(t))− 2K
( j)
Pγ C
( j)
V ( j)DC K
( j)
Iγ
Eˆ( j)d[ω0t](t)sin(δ
( j)(t))
+
2K( j)Pγ C
( j)
V ( j)DC K
( j)
Iγ
Eˆ( j)q[ω0t](t)cos(δ
( j)(t)), (137)
Ξ ( j)
q[α( j)(t)]
(t) =
K( j)Pφ Rˆ
( j)
0
1+K( j)Pφ Rˆ
( j)
0
I( j)q[ω0t](t)cos(δ
( j)(t))+
K( j)Iφ
1+K( j)Pφ Rˆ
( j)
0
Φ ( j)
q[α( j)(t)]
(t)
−
K( j)Pφ Rˆ
( j)
0
1+K( j)Pφ Rˆ
( j)
0
I( j)d[ω0t](t)sin(δ
( j)(t))+
K( j)Pφ
1+K( j)Pφ Rˆ
( j)
0
E( j)0
−
K( j)Pφ
1+K( j)Pφ Rˆ
( j)
0
Eˆ( j)q[ω0t](t)cos(δ
( j)(t))
+
K( j)Pφ
1+K( j)Pφ Rˆ
( j)
0
Eˆ( j)d[ω0t](t)sin(δ
( j)(t))
+
K( j)Pφ
D( j)E
(
1+K( j)Pφ Rˆ
( j)
0
) (Q( j)r −Q( j)f (t)) , (138)
Ξ ( j)
d[α( j)(t)]
(t) =
K( j)Pφ Rˆ
( j)
0
1+K( j)Pφ Rˆ
( j)
0
I( j)q[ω0t](t)sin(δ
( j)(t))+
K( j)Iφ
1+K( j)Pφ Rˆ
( j)
0
Φ ( j)
d[α( j)(t)]
(t)
+
K( j)Pφ Rˆ
( j)
0
1+K( j)Pφ Rˆ
( j)
0
I( j)d[ω0t](t)cos(δ
( j)(t))
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−
K( j)Pφ
1+K( j)Pφ Rˆ
( j)
0
Eˆ( j)q[ω0t](t)sin(δ
( j)(t))
−
K( j)Pφ
1+K( j)Pφ Rˆ
( j)
0
Eˆ( j)d[ω0t](t)cos(δ
( j)(t)), (139)
Eˆ( j)q[ω0t](t) =
1
C( j)
I( j)d[ω0t](t)+
1
C( j)
Ξ ( j)
q[α( j)(t)]
(t)sin(δ ( j)(t))
− 1
C( j)
Ξ ( j)
d[α( j)(t)]
(t)cos(δ ( j)(t)), (140)
Eˆ( j)d[ω0t](t) =−
1
C( j)
I( j)q[ω0t](t)+
1
C( j)
Ξ ( j)
q[α( j)(t)]
(t)cos(δ ( j)(t))
+
1
C( j)
Ξ ( j)
d[α( j)(t)]
(t)sin(δ ( j)(t)), (141)
E( j)q[ω0t](t) =− Rˆ
( j)
0 I
( j)
q[ω0t]
(t)+ Rˆ( j)0 Ξ
( j)
q[α( j)(t)]
(t)cos(δ ( j)(t))
+ Rˆ( j)0 Ξ
( j)
d[α( j)(t)]
(t)sin(δ ( j)(t))+ Eˆ( j)q[ω0t](t), (142)
E( j)d[ω0t](t) =− Rˆ
( j)
0 I
( j)
d[ω0t]
(t)− Rˆ( j)0 Ξ ( j)q[α( j)(t)](t)sin(δ
( j)(t))
+ Rˆ( j)0 Ξ
( j)
d[α( j)(t)]
(t)cos(δ ( j)(t))+ Eˆ( j)d[ω0t](t). (143)
Next, we reduce the system of equations by substituting Eqs 136–141 into
the µH0 Model given in Eqs. 110–130. Then, µR0 Model-1 can be explic-
itly expressed as follows:
D( j)ω
dδ ( j)(t)
dt
= P( j)r −P( j)f (t), (144)
1
ω( j)c
dQ( j)f (t)
dt
=−Q( j)f (t)+E( j)q[ω0t](t)I
( j)
d[ω0t]
(t)−E( j)d[ω0t](t)I
( j)
q[ω0t]
(t),
(145)
1
ω( j)c
dP( j)f (t)
dt
=−P( j)f (t)+E( j)q[ω0t](t)I
( j)
q[ω0t]
(t)+E( j)d[ω0t](t)I
( j)
d[ω0t]
(t),
(146)
µ( j)V˙ ( j)q[ω0t](t) = qV
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (147)
µ( j)V˙ ( j)d[ω0t](t) = dV
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (148)
µ( j)I˙(e
′)
q[ω0t]
(t) = qI
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (149)
µ( j)I˙(e
′)
d[ω0t]
(t) = dI
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (150)
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1
ω0
L(E )
dI(E )q[ω0t](t)
dt
=−R(E )I(E )q[ω0t](t)−L
(E )I(E )d[ω0t](t)+MV
(V )
q[ω0t]
(t),
(151)
1
ω0
L(E )
dI(E )d[ω0t](t)
dt
=−R(E )I(E )d[ω0t](t)+L
(E )I(E )q[ω0t](t)+MV
(V )
d[ω0t]
(t),
(152)
L( j)
ω0
dI( j)q[ω0t](t)
dt
=−R( j)I( j)q[ω0t](t)−L
( j)I( j)d[ω0t](t)+E
( j)
q[ω0t]
(t)−V ( j)q[ω0t](t),
(153)
L( j)
ω0
dI( j)d[ω0t](t)
dt
= L( j)I( j)q[ω0t](t)−R
( j)I( j)d[ω0t](t)+E
( j)
d[ω0t]
(t)−V ( j)d[ω0t](t),
(154)
1
ω0
dΦ ( j)
q[α( j)(t)]
(t)
dt
=−
K( j)Iφ K
( j)
Pφ
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2Φ ( j)q[α( j)(t)](t)
+
C( j)K( j)Iφ
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2Φ ( j)d[α( j)(t)](t)
+
K( j)Pφ
(
I( j)q[ω0t](t)cos(δ
( j)(t))− I( j)d[ω0t](t)sin(δ
( j)(t))
)
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2
+
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
E( j)0
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2
+
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2(
Q( j)r −Q( j)f (t)
)
D( j)E C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+D( j)E
(
K( j)Pφ
)2 , (155)
1
ω0
dΦ ( j)
d[α( j)(t)]
(t)
dt
=−
K( j)Iφ K
( j)
Pφ
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2Φ ( j)d[α( j)(t)](t)
+
C( j)K( j)Iφ
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2Φ ( j)q[α( j)(t)](t)
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+
K( j)Pφ
(
I( j)q[ω0t](t)sin(δ
( j)(t))+ I( j)d[ω0t](t)cos(δ
( j)(t))
)
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2
−
C( j)K( j)Pφ
(
E( j)0 +
1
D( j)E
(
Q( j)r −Q( j)f (t)
))
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 , (156)
where
E( j)q[ω0t](t) =−
K( j)Pφ
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 I( j)q[ω0t](t)
+
C( j)K( j)Iφ
(
Φ ( j)
q[α( j)(t)]
(t)sin(δ ( j)(t))−Φ ( j)
d[α( j)(t)]
(t)cos(δ ( j)(t))
)
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2
+
K( j)Iφ K
( j)
Pφ
(
Φ ( j)
q[α( j)(t)]
(t)cos(δ ( j)(t))+Φ ( j)
d[α( j)(t)]
(t)sin(δ ( j)(t))
)
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2
+
E( j)0 C
( j)K( j)Pφ
(
1+K( j)Pφ Rˆ
( j)
0
)
sin(δ ( j)(t))
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2
+
C( j)K( j)Pφ
(
1+K( j)Pφ Rˆ
( j)
0
)(
Q( j)r −Q( j)f (t)
)
sin(δ ( j)(t))
D( j)E C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+D( j)E
(
K( j)Pφ
)2
+
(
K( j)Pφ
)2
cos(δ ( j)(t))
(
E( j)0 +
1
D( j)E
(
Q( j)r −Q( j)f (t)
))
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 ,
(157)
E( j)d[ω0t](t) =−
K( j)Pφ
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 I( j)d[ω0t](t)
+
C( j)K( j)Iφ
(
Φ ( j)
q[α( j)(t)]
(t)cos(δ ( j)(t))+Φ ( j)
d[α( j)(t)]
(t)sin(δ ( j)(t))
)
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2
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−
K( j)Iφ K
( j)
Pφ
(
Φ ( j)
q[α( j)(t)]
(t)sin(δ ( j)(t))−Φ ( j)
d[α( j)(t)]
(t)cos(δ ( j)(t))
)
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2
+
E( j)0 C
( j)K( j)Pφ
(
1+K( j)Pφ Rˆ
( j)
0
)
cos(δ ( j)(t))
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2
+
C( j)K( j)Pφ
(
1+K( j)Pφ Rˆ
( j)
0
)(
Q( j)r −Q( j)f (t)
)
cos(δ ( j)(t))
D( j)E C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+D( j)E
(
K( j)Pφ
)2
−
(
K( j)Pφ
)2
sin(δ ( j)(t))
(
E( j)0 +
1
D( j)E
(
Q( j)r −Q( j)f (t)
))
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 . (158)
Assumption 4.4 The effect of a disturbance (load change, loss of line, loss of gen-
erator, etc.) on the system state is such that Assumptions 2.1–2.3 are satisfied, ac-
cording to the formulations in Section 2.3
Assumptions 4.1 and 4.4 are sufficient conditions for which µR0 Model-1 approxi-
mates the µHOm.
5 Microgrid Reduced-Order Model 2 (µROm2)
In this section, we further reduce the order (state-space dimension) of the µHOm to
obtain µROm2.
Assumption 5.1 For ε2 = 1×10−3, the dynamic properties of the µHOm are such
that for:
z2(t) =
[
I(e
′)
q[ω0t]
(t) I(e
′)
d[ω0t]
(t) V ( j)q[ω0t](t) V
( j)
d[ω0t]
(t) I(E )q[ω0t](t) I
(E )
d[ω0t]
(t) I( j)q[ω0t](t) I
( j)
d[ω0t]
(t)
Φ ( j)
q[α( j)(t)]
(t) Φ ( j)
d[α( j)(t)]
(t) Γ ( j)
q[α( j)(t)]
(t) Γ ( j)
d[α( j)(t)]
(t) Ξ ( j)
q[α( j)(t)]
(t) Ξ ( j)
d[α( j)(t)]
(t)
Eˆ( j)q[ω0t](t) Eˆ
( j)
d[ω0t]
(t)
]T
,
x2(t) =
[
δ ( j)(t) Q( j)f (t) P
( j)
f (t)
]T
, and w2(t) =
[
E( j)q[ω0t](t) E
( j)
d[ω0t]
(t)
]
, the dy-
namics of z2(t) are at least 1ε2 times faster than those of x2(t), and the µHOm can
be expressed compactly as follows:
x˙2(t) = f2
(
x2(t),z2(t),w2(t),ε2
)
, (159)
ε2z˙2(t) = g2
(
x2(t),z2(t),w2(t),ε2
)
, (160)
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0= h2
(
x2(t),z2(t),w2(t),ε2
)
. (161)
Assumption 5.2 Equations 159–161 are in standard form and satisfy Assumptions
2.1–2.3, according to the formulations in Section 2.3
Assumption 5.3 For i = 1,2, . . . , there exists k( j)i , kˆi ∈ (0,10) such that:
K( j)Pγ C
( j)
D( j)ω ω0
= k( j)1 ε2,
2C( j)
VDCD
( j)
ω ω0
= k( j)2 ε2,
2ω0ε1
VDC
= k( j)3 ε2,
2C( j)ω0ε1
VDC
= k( j)4 ε2,
C( j)K( j)Pφ Rˆ
( j)
0
(
1+K( j)Pφ Rˆ
( j)
0
)
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 = k( j)5 ε2, C
( j)K( j)Iφ Rˆ
( j)
0
(
1+K( j)Pφ Rˆ
( j)
0
)
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 = k( j)6 ε2,
C( j)K( j)Pφ Rˆ
( j)
0
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 = k( j)7 ε2, C
( j)
(
1+K( j)Pφ Rˆ
( j)
0
)2
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 = k( j)8 ε2,
C( j)
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2
ω0K
( j)
Iφ K
( j)
Pφ
= k( j)9 ε2,
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
K( j)Iφ K
( j)
Pφ
= k( j)10 ε2,
C( j)
K( j)Pφ
= k( j)11 ε2,
C( j)
K( j)Iφ
= k( j)12 ε2,
1
K( j)Iφ
= k( j)13 ε2,
K( j)Pγ K
( j)
Pφ Rˆ
( j)
0
K( j)Iγ
= k( j)14 ε2,
2R( j)0
V ( j)DC K
( j)
Iγ
= k( j)15 ε2,
C( j)K( j)Pφ
(
1+K( j)Pφ Rˆ
( j)
0
)
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 = k( j)16 ε2, C( j)K
( j)
Pφ
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 = k( j)17 ε2,
µ( j) = k( j)18 ε2,
1
ω0
L(E ) = ε2

kˆ1 0 . . . 0
0 kˆ2 . . . 0
...
...
. . .
...
0 0 . . . kˆ|E |
= ε2K(E ), and C( j) < 1, Rˆ( j)0 < 1
Given Assumption 5.2, the µHOm can be approximately described by a slow
model,
˙¯x2(t) = f2
(
x¯2(t), ζ¯2
(
x¯2(t)
)
, ν¯2
(
x¯2(t)
)
+ ν˜2 (0) ,0
)
, (162)
and a fast model,
dz˜2(τ2)
dτ2
= g2
(
x¯2(0), ζ¯2
(
x¯2(0)
)
+ z˜2(τ2), ν¯2
(
x¯2(0)
)
+ ν˜2
(
z˜2(τ2)
)
,0
)
, (163)
where
x¯2(0) = x2(0) and z˜2(0) = z2(0)− ζ¯2
(
x¯2(0)
)
so that:
x2(t) = x¯2(t)+O(ε2) and z2(0) = z˜2(τ2)+ ζ¯2
(
x¯2(t)
)
+O(ε2).
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The µHOm is reduced to the expression in Eq. 162, which is independent of z˜2(τ2).
This is the so-called Microgrid Reduced-Order Model 2 (µROm2).
Next, the explicit ODEs that constitute µROm2 are derived. For i = 2, Eqs. 23–
24 are expressed explicitly, and the isolated real roots for z¯i(t) and w¯i(t) are given
by the following system of equations:
0 = qV
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (164)
0 = dV
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (165)
0 = qI
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (166)
0 = dI
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (167)
Φ ( j)
q[α( j)(t)]
(t) = 0, (168)
Φ ( j)
d[α( j)(t)]
(t) = 0, (169)
Γ ( j)
q[α( j)(t)]
(t) =
K( j)Pγ K
( j)
PφC
( j)
(
1+K( j)Pφ Rˆ
( j)
0
)2(
I( j)q[ω0t](t)sin(δ
( j)(t))
)
(
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2)
K( j)Iγ
+
K( j)Pγ K
( j)
PφC
( j)
(
1+K( j)Pφ Rˆ
( j)
0
)2(
I( j)d[ω0t](t)cos(δ
( j)(t))
)
(
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2)
K( j)Iγ
−
K( j)Pγ K
( j)
PφC
( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2(
E( j)0 − 1D( j)E
(
Q( j)r −Q( j)f (t)
))
(
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2)
K( j)Iγ
,
(170)
Γ ( j)
d[α( j)(t)]
(t) =−
K( j)Pγ K
( j)
PφC
( j)
(
1+K( j)Pφ Rˆ
( j)
0
)2(
I( j)q[ω0t](t)cos(δ
( j)(t))
)
(
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2)
K( j)Iγ
+
K( j)Pγ K
( j)
PφC
( j)
(
1+K( j)Pφ Rˆ
( j)
0
)2(
I( j)d[ω0t](t)sin(δ
( j)(t))
)
(
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2)
K( j)Iγ
, (171)
Ξ ( j)
q[α( j)(t)]
(t) =
(
K( j)Pφ
)2(
I( j)q[ω0t](t)cos(δ
( j)(t))− I( j)d[ω0t](t)sin(δ
( j)(t))
)
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 , (172)
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Ξ ( j)
d[α( j)(t)]
(t) =
(
K( j)Pφ
)2(
I( j)q[ω0t](t)sin(δ
( j)(t))+ I( j)d[ω0t](t)cos(δ
( j)(t))
)
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2
−
C( j)
(
K( j)Pφ
)2(
E( j)0 +
1
D( j)E
(
Q( j)r −Q( j)f (t)
))
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 , (173)
E( j)q[ω0t](t) =
(
K( j)Pφ
)2
cos(δ ( j)(t))
(
E( j)0 +
1
D( j)E
(
Q( j)r −Q( j)f (t)
))
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 , (174)
E( j)d[ω0t](t) =−
(
K( j)Pφ
)2
sin(δ ( j)(t))
(
E( j)0 +
1
D( j)E
(
Q( j)r −Q( j)f (t)
))
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 , (175)
for G( j) = R
( j)
R( j)
2
+L( j)
2 and B( j) =
−L( j)
R( j)
2
+L( j)
2 ,
I( j)q[ω0t](t) = G
( j)E( j)q[ω0t](t)+B
( j)E( j)d[ω0t](t)−G
( j)V ( j)q[ω0t](t)−B
( j)V ( j)d[ω0t](t), (176)
I( j)d[ω0t](t) = G
( j)E( j)d[ω0t](t)−B
( j)E( j)q[ω0t](t)−G
( j)V ( j)d[ω0t](t)+B
( j)V ( j)q[ω0t](t), (177)
and the network current injections are described by:
I(V )q[ω0t](t)− jI
(V )
d[ω0t]
(t) = Y(E )
(
V(V )q[ω0t](t)− jV
(V )
d[ω0t]
(t)
)
, (178)
where
I(V )q[ω0t](t) =M
TI(E )q[ω0t](t), (179)
Y(E ) =MT
(
G(E )+ jB(E )
)
M, (180)
with
G(E )=R(E )
(
(R(E ))2+(L(E ))2
)−1
and B(E )=−L(E )
(
(R(E ))2+(L(E ))2
)−1
,
where the inverted matrices are invertible diagonal matrices. Y(E ) represents the bus
admittance matrix of the network (see, e.g., [2]), and has the structure:
for diagonal terms : Y (i,i) = G(i,i)+ jB(i,i)
= (sum of admittances connected to bus i),
and for i 6= j : Y (i, j) = G(i, j)+ jB(i, j)
=− (sum of admittances connected between bus i and j).
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Assumption 5.4 For ε2 = 0, the load behavior is fully captured by the so called
ZIP model (see e.g. [13]) so that Eqs. 164–167 can be combined to give:
V ( j)q[ω0t](t)I
(e′)
q[ω0t]
(t)+V ( j)d[ω0t](t)I
(e′)
d[ω0t]
(t) = −P( j)0 −
∣∣∣−→V ( j)qd0(t)∣∣∣P( j)1 −∣∣∣−→V ( j)qd0(t)∣∣∣2 P( j)2 ,
(181)
V ( j)q[ω0t](t)I
(e′)
d[ω0t]
(t)−V ( j)d[ω0t](t)I
(e′)
q[ω0t]
(t) = −Q( j)0 −
∣∣∣−→V ( j)qd0(t)∣∣∣Q( j)1 −∣∣∣−→V ( j)qd0(t)∣∣∣2 Q( j)2 ,
(182)
where P( j)0 , P
( j)
1 , P
( j)
2 , Q
( j)
0 , Q
( j)
1 and Q
( j)
2 denote constants for the net load at bus j.
Inverter Voltage Angle Defining the inverter voltage angle as follows
θˆ ( j)(t) := arctan
−E( j)d[ω0t](t)
E( j)q[ω0t](t)
 , (183)
from Eqs. 174–175, it follows that:
θˆ ( j)(t) = δ ( j)(t). (184)
Power Flow Formulation For the n-bus microgrid, let N j represent the set of all
buses electrically connected to bus j, including bus j, and let β ( j) ∈ {0,1} be a
constant such that β ( j) = 1 if bus j is connected to an inverter-interfaced power
supply and β ( j) = 0 otherwise. Using Eqs. 176–178, 181 and 182, the power flow
equations at bus j = 1,2, ...n of the network are given by:
0 = P( j)0 +
∣∣∣−→V ( j)qd0(t)∣∣∣P( j)1 +∣∣∣−→V ( j)qd0(t)∣∣∣2 P( j)2 +β ( j)G( j) ∣∣∣V ( j)(t)∣∣∣2
−β ( j)
∣∣∣−→V ( j)qd0(t)∣∣∣∣∣∣−→E ( j)qd0(t)∣∣∣(G( j) cos(θ ( j)(t)− θˆ ( j)(t))+B( j) sin(θ ( j)(t)
−θˆ ( j)(t)
))
+
∣∣∣−→V ( j)qd0(t)∣∣∣ ∑
k∈N j
∣∣∣−→V (k)qd0(t)∣∣∣(G( j,k) cos(θ ( j)(t)−θ (k)(t))
+B( j,k) sin
(
θ ( j)(t)−θ (k)(t)
))
, (185)
0 = Q( j)0 +
∣∣∣−→V ( j)qd0(t)∣∣∣Q( j)1 +∣∣∣−→V ( j)qd0(t)∣∣∣2 Q( j)2 −β ( j)B( j)∣∣∣−→V ( j)qd0(t)∣∣∣2
−β ( j)
∣∣∣−→V ( j)qd0(t)∣∣∣∣∣∣−→E ( j)qd0(t)∣∣∣(G( j) sin(θ ( j)(t)− θˆ ( j)(t))−B( j) cos(θ ( j)(t)
−θˆ ( j)(t)
))
+
∣∣∣−→V ( j)qd0(t)∣∣∣ ∑
k∈N j
∣∣∣−→V (k)qd0(t)∣∣∣(G( j,k) sin(θ ( j)(t)−θ (k)(t))
36 Olaoluwapo Ajala, Alejandro D. Domı´nguez-Garcı´a, and Peter W. Sauer
−B( j,k) cos
(
θ ( j)(t)−θ (k)(t)
))
. (186)
Assumption 5.5 The power flow equations jacobian is invertible in the domain of
interest, so from the implicit function theorem, the power flow equations have iso-
lated roots in the domain of interest. It can be shown that this implies that the re-
duced system of algebraic equations (Eqs. 164–167) have isolated roots, from where
it follows that the µHOm is in standard form.
Next, we reduce the system of equations by substituting Eqs 168–178 into
the µH0 Model given in Eqs. 110–130, Then, µR0 Model-2 can be explic-
itly expressed as follows:
D( j)ω
dθˆ ( j)(t)
dt
= P( j)r −P( j)f (t), (187)
1
ω( j)c
dQ( j)f (t)
dt
=−B( j)
∣∣∣−→V ( j)qd0(t)∣∣∣2−∣∣∣−→V ( j)qd0(t)∣∣∣∣∣∣−→E ( j)qd0(t)∣∣∣(G( j) sin(θ ( j)(t)
−θˆ ( j)(t)
)
−B( j) cos
(
θ ( j)(t)− θˆ ( j)(t)
))
−Q( j)f (t),
(188)
1
ω( j)c
dP( j)f (t)
dt
= G( j)
∣∣∣−→E ( j)qd0(t)∣∣∣2−∣∣∣−→V ( j)qd0(t)∣∣∣∣∣∣−→E ( j)qd0(t)∣∣∣(G( j) cos(θ ( j)(t)
−θˆ ( j)(t)
)
+B( j) sin
(
θ ( j)(t)− θˆ ( j)(t)
))
−P( j)f (t),
(189)
and for B(E ) = −L(E )
(
(R(E ))2+(L(E ))2
)−1
, G(E ) =
R(E )
(
(R(E ))2+(L(E ))2
)−1
, I(V )q[ω0t](t) = M
TI(E )q[ω0t](t), Y
(E ) =
MT
(
G(E )+ jB(E )
)
M, G( j) = R
( j)
R( j)
2
+L( j)
2
and B( j) = −L
( j)
R( j)
2
+L( j)
2 , the algebraic and transcendental equations are
given by:
0 = P( j)0 +
∣∣∣−→V ( j)qd0(t)∣∣∣P( j)1 +∣∣∣−→V ( j)qd0(t)∣∣∣2 P( j)2 +β ( j)G( j)∣∣∣−→V ( j)qd0(t)∣∣∣2
−β ( j)
∣∣∣−→V ( j)qd0(t)∣∣∣∣∣∣−→E ( j)qd0(t)∣∣∣(G( j) cos(θ ( j)(t)− θˆ ( j)(t))+B( j) sin(θ ( j)(t)
−θˆ ( j)(t)
))
+
∣∣∣−→V ( j)qd0(t)∣∣∣ ∑
k∈N j
∣∣∣−→V (k)qd0(t)∣∣∣(G( j,k) cos(θ ( j)(t)−θ (k)(t))
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+B( j,k) sin
(
θ ( j)(t)−θ (k)(t)
))
, (190)
0 = Q( j)0 +
∣∣∣−→V ( j)qd0(t)∣∣∣Q( j)1 +∣∣∣−→V ( j)qd0(t)∣∣∣2 Q( j)2 −β ( j)B( j)∣∣∣−→V ( j)qd0(t)∣∣∣2
−β ( j)
∣∣∣−→V ( j)qd0(t)∣∣∣∣∣∣−→E ( j)qd0(t)∣∣∣(G( j) sin(θ ( j)(t)− θˆ ( j)(t))−B( j) cos(θ ( j)(t)
−θˆ ( j)(t)
))
+
∣∣∣−→V ( j)qd0(t)∣∣∣ ∑
k∈N j
∣∣∣−→V (k)qd0(t)∣∣∣(G( j,k) sin(θ ( j)(t)−θ (k)(t))
−B( j,k) cos
(
θ ( j)(t)−θ (k)(t)
))
, (191)
(192)
and
∣∣∣−→E ( j)qd0(t)∣∣∣=
(
K( j)Pφ
)2(
E( j)0 +
1
D( j)E
(
Q( j)r −Q( j)f (t)
))
C( j)2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 . (193)
6 Microgrid Reduced-Order Model 3 (µROm3)
In this section, we further reduce the order (state-space dimension) of the µHOm to
obtain µROm3.
Assumption 6.1 For ε3 = 1×10−1, the dynamic properties of the µHOm are such
that for:
z3(t) =
[
Q( j)f (t) P
( j)
f (t) I
(e′)
q[ω0t]
(t) I(e
′)
d[ω0t]
(t) V ( j)q[ω0t](t) V
( j)
d[ω0t]
(t) I(E )q[ω0t](t) I
(E )
d[ω0t]
(t)
I( j)q[ω0t](t) I
( j)
d[ω0t]
(t) Φ ( j)
q[α( j)(t)]
(t) Φ ( j)
d[α( j)(t)]
(t) Γ ( j)
q[α( j)(t)]
(t) Γ ( j)
d[α( j)(t)]
(t)
Ξ ( j)
q[α( j)(t)]
(t) Ξ ( j)
d[α( j)(t)]
(t) Eˆ( j)q[ω0t](t) Eˆ
( j)
d[ω0t]
(t)
]T
,
x3(t) = δ ( j)(t), and w3(t) =
[
E( j)q[ω0t](t) E
( j)
d[ω0t]
(t)
]T
, the dynamics of z3(t) are
at least 1ε3 times faster than those of x3(t), and the µHOm can be expressed com-
pactly as follows:
x˙3(t) = f3
(
x3(t),z3(t),w3(t),ε3
)
, (194)
ε3z˙3(t) = g3
(
x3(t),z3(t),w3(t),ε3
)
, (195)
0= h3
(
x3(t),z3(t),w3(t),ε3
)
. (196)
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Assumption 6.2 Equations 194–196 are in standard form and satisfy Assumptions
2.1–2.3, according to the formulations in Section 2.3
Assumption 6.3 For i = 1,2, . . . , there exists k( j)i , kˆi ∈ (0,10) such that:
K( j)Pγ C
( j)
D( j)ω ω0
= k( j)1 ε3,
2C( j)
VDCD
( j)
ω ω0
= k( j)3 ε3,
2ω0ε1
VDC
= k( j)3 ε3,
2C( j)ω0ε1
VDC
= k( j)4 ε3,
C( j)K( j)Pφ Rˆ
( j)
0
(
1+K( j)Pφ Rˆ
( j)
0
)
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 = k( j)5 ε3, C
( j)K( j)Iφ Rˆ
( j)
0
(
1+K( j)Pφ Rˆ
( j)
0
)
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 = k( j)6 ε3,
C( j)K( j)Pφ Rˆ
( j)
0
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 = k( j)7 ε3, C
( j)
(
1+K( j)Pφ Rˆ
( j)
0
)2
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 = k( j)8 ε3,
C( j)
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2
ω0K
( j)
Iφ K
( j)
Pφ
= k( j)9 ε3,
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
K( j)Iφ K
( j)
Pφ
= k( j)10 ε3,
C( j)
K( j)Pφ
= k( j)11 ε3,
C( j)
K( j)Iφ
= k( j)12 ε3,
1
K( j)Iφ
= k( j)13 ε3,
K( j)Pγ K
( j)
Pφ Rˆ
( j)
0
K( j)Iγ
= k( j)14 ε3,
2R( j)0
V ( j)DC K
( j)
Iγ
= k( j)15 ε1,
C( j)K( j)Pφ
(
1+K( j)Pφ Rˆ
( j)
0
)
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 = k( j)16 ε3, C( j)K
( j)
Pφ
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2 = k( j)17 ε3
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
= k( j)18 ε3,
K( j)Pγ K
( j)
PφC
( j)
(
1+K( j)Pφ Rˆ
( j)
0
)2
(
C( j)
2
(
1+K( j)Pφ Rˆ
( j)
0
)2
+
(
K( j)Pφ
)2)
K( j)Iγ
= k( j)19 ε3,
µ( j) = k( j)20 ε3,
1
ω( j)c
= k( j)21 ε3,
1
ω0
L(E ) = ε3

kˆ1 0 . . . 0
0 kˆ3 . . . 0
...
...
. . .
...
0 0 . . . kˆ|E |
= ε3K(E ),
and C( j) < 1, Rˆ( j)0 < 1
Given Assumption 6.2, the µHOm can be approximately described by a slow
model,
˙¯x3(t) = f3
(
x¯3(t), ζ¯3
(
x¯3(t)
)
, ν¯3
(
x¯3(t)
)
+ ν˜3 (0) ,0
)
, (197)
and a fast model,
dz˜3(τ3)
dτ3
= g3
(
x¯3(0), ζ¯3
(
x¯3(0)
)
+ z˜3(τ3), ν¯3
(
x¯3(0)
)
+ ν˜3
(
z˜3(τ3)
)
,0
)
, (198)
where
x¯3(0) = x3(0) and z˜3(0) = z3(0)− ζ¯3
(
x¯3(0)
)
so that:
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x3(t) = x¯3(t)+O(ε3) and z3(0) = z˜3(τ3)+ ζ¯3
(
x¯3(t)
)
+O(ε3).
The µHOm is reduced to Eq. 197, which is independent of z˜3(τ3). Henceforth, Eq.
197 is called Microgrid Reduced-Order Model 3 (µROm).
Next, the explicit ODEs that constitute µROm3 are derived. For i = 2, Eqs. 23–
24 are expressed explicitly, and the isolated real roots for z¯i(t) and w¯i(t) are given
by the following system of equations:
0 = qV
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (199)
0 = dV
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (200)
0 = qI
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (201)
0 = dI
(
V ( j)q[ω0t](t),V
( j)
d[ω0t]
(t), I(e
′)
q[ω0t]
(t), I(e
′)
d[ω0t]
(t)
)
, (202)
Q( j)f (t) = E
( j)
q[ω0t]
(t)I( j)d[ω0t](t)−E
( j)
d[ω0t]
(t)I( j)q[ω0t](t), (203)
P( j)f (t) = E
( j)
q[ω0t]
(t)I( j)q[ω0t](t)+E
( j)
d[ω0t]
(t)I( j)d[ω0t](t), (204)
Φ ( j)
q[α( j)(t)]
(t) = 0, (205)
Φ ( j)
d[α( j)(t)]
(t) = 0, (206)
Γ ( j)
q[α( j)(t)]
(t) = 0, (207)
Γ ( j)
d[α( j)(t)]
(t) = 0, (208)
Ξ ( j)
q[α( j)(t)]
(t) = I( j)q[ω0t](t)cos(δ
( j)(t))− I( j)d[ω0t](t)sin(δ
( j)(t)), (209)
Ξ ( j)
d[α( j)(t)]
(t) = I( j)q[ω0t](t)sin(δ
( j)(t))+ I( j)d[ω0t](t)cos(δ
( j)(t))
−C( j)
E( j)0 + 1
D( j)E
(
Q( j)r −Q( j)f (t)
) , (210)
E( j)q[ω0t](t) =
E( j)0 + 1
D( j)E
(
Q( j)r −Q( j)f (t)
)cos(δ ( j)(t)), (211)
E( j)d[ω0t](t) =−
E( j)0 + 1
D( j)E
(
Q( j)r −Q( j)f (t)
)sin(δ ( j)(t)), (212)
for G( j) = R
( j)
R( j)
2
+L( j)
2 and B( j) =
−L( j)
R( j)
2
+L( j)
2 ,
I( j)q[ω0t](t) = G
( j)E( j)q[ω0t](t)+B
( j)E( j)d[ω0t](t)−G
( j)V ( j)q[ω0t](t)−B
( j)V ( j)d[ω0t](t), (213)
I( j)d[ω0t](t) = G
( j)E( j)d[ω0t](t)−B
( j)E( j)q[ω0t](t)−G
( j)V ( j)d[ω0t](t)+B
( j)V ( j)q[ω0t](t), (214)
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the network current injections are described by:
I(V )q[ω0t](t)− jI
(V )
d[ω0t]
(t) = Y(E )
(
V(V )q[ω0t](t)− jV
(V )
d[ω0t]
(t)
)
, (215)
where I(V )q[ω0t](t), I
(V )
d[ω0t]
(t) and Y(E ) are defined in Eqs. 179 and 180.
Next, given Assumptions 5.4–5.5 and the formulations derived in Eqs. 183–
186, we reduce the system of equations by substituting Eqs. 200–215, 185
and 186 into the µH0 Model given in Eqs. 110–130. Then, µR0 Model-3
can be explicitly expressed as follows:
For B(E ) = −L(E )
(
(R(E ))2+(L(E ))2
)−1
, G(E ) =
R(E )
(
(R(E ))2+(L(E ))2
)−1
, Y(E ) = MT
(
G(E )+ jB(E )
)
M, G( j) =
R( j)
R( j)
2
+L( j)
2 and B( j) =
−L( j)
R( j)
2
+L( j)
2 ,
D( j)ω
dθˆ ( j)(t)
dt
= P( j)r −G( j)
∣∣∣−→E ( j)qd0(t)∣∣∣2+∣∣∣−→V ( j)qd0(t)∣∣∣∣∣∣−→E ( j)qd0(t)∣∣∣(G( j) cos(θ ( j)(t)
−θˆ ( j)(t)
)
+B( j) sin
(
θ ( j)(t)− θˆ ( j)(t)
))
, (216)
and
0 = P( j)0 +
∣∣∣−→V ( j)qd0(t)∣∣∣P( j)1 +∣∣∣−→V ( j)qd0(t)∣∣∣2 P( j)2 +β ( j)G( j)∣∣∣−→V ( j)qd0(t)∣∣∣2
−β ( j)
∣∣∣−→V ( j)qd0(t)∣∣∣∣∣∣−→E ( j)qd0(t)∣∣∣(G( j) cos(θ ( j)(t)− θˆ ( j)(t))+B( j) sin(θ ( j)(t)
−θˆ ( j)(t)
))
+
∣∣∣−→V ( j)qd0(t)∣∣∣ ∑
k∈N j
∣∣∣−→V (k)qd0(t)∣∣∣(G( j,k) cos(θ ( j)(t)−θ (k)(t))
+B( j,k) sin
(
θ ( j)(t)−θ (k)(t)
))
, (217)
0 = Q( j)0 +
∣∣∣−→V ( j)qd0(t)∣∣∣Q( j)1 +∣∣∣−→V ( j)qd0(t)∣∣∣2 Q( j)2 −β ( j)B( j)∣∣∣−→V ( j)qd0(t)∣∣∣2
−β ( j)
∣∣∣−→V ( j)qd0(t)∣∣∣∣∣∣−→E ( j)qd0(t)∣∣∣(G( j) sin(θ ( j)(t)− θˆ ( j)(t))−B( j) cos(θ ( j)(t)
−θˆ ( j)(t)
))
+
∣∣∣−→V ( j)qd0(t)∣∣∣ ∑
k∈N j
∣∣∣−→V (k)qd0(t)∣∣∣(G( j,k) sin(θ ( j)(t)−θ (k)(t))
−B( j,k) cos
(
θ ( j)(t)−θ (k)(t)
))
, (218)
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0 =
1
D( j)E
(
Q( j)r +B( j)
∣∣∣−→V ( j)qd0(t)∣∣∣2+∣∣∣−→V ( j)qd0(t)∣∣∣∣∣∣−→E ( j)qd0(t)∣∣∣(G( j) sin(θ ( j)(t)
−θˆ ( j)(t)
)
−B( j) cos
(
θ ( j)(t)− θˆ ( j)(t)
)))
−
∣∣∣−→E ( j)qd0(t)∣∣∣+E( j)0 .
(219)
where P( j)0 , P
( j)
1 , P
( j)
2 , Q
( j)
0 , Q
( j)
1 and Q
( j)
2 denote constants for the net load at
bus j, β ( j) = 1 if bus j is connected to an inverter-interfaced power supply
and β ( j) = 0 otherwise.
7 Comparison of µHOm and µROm
In this section, the time resolution for the reduced-order models is discussed, and a
comparison between the models responses is presented.
7.1 Model Time-Scale Stamp
The reduced-order models presented in Sections 4–6 are developed using singular
perturbation analysis techniques, and the model-order reduction process is summa-
rized in Fig. 6. For µROmi, where i = 1,2,3, the approximated fast dynamics are
on a tεi seconds time-scale, where
1
εi is indicative of the eigenvalues of the fast dy-
namics. Given that the state variables associated with these fast dynamics reach an
equilibrium in 5εi seconds, we choose the time resolution of µROm i to be 50εi
seconds. Correspondingly, we can identify the time-scales for which each reduced-
order model adequately approximates the µHOm.
Table 1: Model Time-Scale Stamps
small parameter time-scale
µROm1 ε1 = 1×10−5 500 µs
µROm2 ε2 = 1×10−3 50 ms
µROm3 ε3 = 0.1 5 s
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7.2 Test System
The test system used to validate all the models formulated above consists of two grid
forming inverters connected to a network with an RLC load. A schematic is shown
in Fig. 7 below, and the model parameters are shown in Table 2. Let I(5)lq[ω0t](t)−
jI(5)ld[ω0t](t) denote the current across the load inductance.
The load model used in µHOm and µROm1 is given by:
C(5)
ω0
dV (5)q[ω0t](t)
dt
=− 1
R(5)
V (5)q[ω0t](t)−C
(5)V (5)d[ω0t](t)− I
(5)
lq[ω0t]
(t)+ I(5)q[ω0t](t),
(220)
C(5)
ω0
dV (5)d[ω0t](t)
dt
=− 1
R(5)
V (5)d[ω0t](t)+C
(5)V (5)q[ω0t](t)− I
(5)
ld[ω0t]
(t)+ I(5)d[ω0t](t),
(221)
L(5)
ω0
dI(5)lq[ω0t](t)
dt
=−L(5)I(5)ld[ω0t](t)+V
(5)
q[ω0t]
(t), (222)
L(5)
ω0
dI(5)ld[ω0t](t)
dt
= L(5)I(5)lq[ω0t](t)+V
(5)
d[ω0t]
(t), (223)
The load model used in µROm2 and µROm3 is given by:
V (5)q[ω0t](t) =
R(5)
1+
(
R(5)C(5)
)2
I(5)q[ω0t](t)+ V
(5)
d[ω0t]
(t)
L(5)

−
(
R(5)
)2
C(5)
1+
(
R(5)C(5)
)2
I(5)d[ω0t](t)− V
(5)
q[ω0t]
(t)
L(5)
 , (224)
V (5)d[ω0t](t) =
(
R(5)
)2
C(5)
1+
(
R(5)C(5)
)2
I(5)q[ω0t](t)+ V
(5)
d[ω0t]
(t)
L(5)

+
R(5)
1+
(
R(5)C(5)
)2
I(5)d[ω0t](t)− V
(5)
q[ω0t]
(t)
L(5)
 . (225)
A test case is considered where all four models have the same initial conditions, but
at t = 20[s], the load resistance changes to 0.1kΩ , the load inductance changes to
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Fig. 6: Summary of Model-Order Reduction Process.
10mH and the capacitance changes to 70µF. The comparison between the models is
captured in Fig. 8–11 below.
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Table 2: System Parameter
Parameter j = 1 j = 2 e = 3 e = 4 e′ = 5
Battery V ( j)DC 900V 900V n/a n/a n/a
Three-Phase Inverter S
( j) 10kVA 12kVA n/a n/a n/a
V ( j)DQ 321.0265V 321.0265V n/a n/a n/a
LCL filter
r( j)0 0.1Ω 0.15Ω n/a n/a n/a
l( j)0 1.35mH 1.5mH n/a n/a n/a
r( j) 0.03Ω 0.04Ω n/a n/a n/a
l( j) 0.35mH 0.33mH n/a n/a n/a
r˜( j)0 15mΩ 16mΩ n/a n/a n/a
c( j) 50µF 60µF n/a n/a n/a
Inner Current Control κ
( j)
Pγ 10.4479 10.4479 n/a n/a n/a
κ( j)Iγ 6.374×105 6.374×105 n/a n/a n/a
Outer Voltage Control κ
( j)
Pφ 6.1825 6.1825 n/a n/a n/a
κ( j)Iφ 1.364×104 1.364×104 n/a n/a n/a
Droop Control D
( j)
ω 13.2629 13.2629 n/a n/a n/a
D( j)E 2.3368 2.3368 n/a n/a n/a
Network r
(e) n/a n/a 0.35Ω 0.4Ω n/a
l(e) n/a n/a 1.5mH 2mH n/a
Load r
(e′) n/a n/a n/a n/a 0.2kΩ
l(e
′) n/a n/a n/a n/a 11mH
c(e
′) n/a n/a n/a n/a 64µF
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Fig. 7: Test System.
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Fig. 8: Generator Output Frequency (Hz)
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Fig. 9: Generator Output Voltage Magnitude (pu)
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Fig. 10: Generator Output Real Power (pu)
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