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ABSTRACT 
Given a square complex matrix A with Moore-Penrose inverse A’, we describe the 
class of invertible matrices T such that (TAT- I)’ = TA’T- ‘. 
INTRODUCTION 
Let A E A( n, C) be an n-by-n matrix over the complex field C. If A is 
invertible, then (TAT-‘)- ’ = TA- ‘T- ’ for every invertible n-by-n complex 
matrix T; we say that A ~ ’ is covariant under the group GL( n, C) of invertible 
n-by-n complex matrices. If A is singular with Moore-Penrose inverse A’, then 
A’ is not in general covariant under GL(n,C). Thus, the following question 
arises: for which invertible matrices T does the covariance condition 
(TAT- ’ )’ = TA’T- ’ hold? Specifically, we ask for a description of the class 
V(A) = { T:(TAT-l)+ = TA+T-l}. 
This question was recently posed, and solved in case A is of rank 1 or 2, 
by H. Schwerdtfeger [6]. The purpose of the present paper is to provide a 
solution without the restriction on rank. Indeed, we show that %(A) is 
described by a unitary matrix U, and a subspace S’(A) of the space .8( n, C) 
of hermitian n-by-n complex matrices. Specifically, if %( n, C) is the collection 
of unitary n-by-n complex matrices and .9’(A) is the collection of positive 
definite matrices in U,X(A)U,*, then V(A) = %(n, C&9’(A). We also de- 
termine the dimension of X(A), considered as a vector space over the real 
field Iw. 
It is easily verified that the covariance condition is satisfied by nonzero 
scalar multiples of unitary matrices. Thus, if 9( n,C) denotes the group 
of invertible scalar multiples of unitary n-by-n complex matrices, then for 
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every A, 
s(n,C) G V(A) & GL(n,C). 
Two additional questions thus arise: when is %(A) = g(n,C), and when is 
V(A) = GL,( n, C)? Both of these questions are answered below. 
PRELIMINARIES 
LEMMA 1. Let T be invertible. Then T E %(A) iff T*T commutes with 
both AA’ and A’A. 
Proof. Let T E %?(A). Since the Moore-Penrose inverse [5, p. 4061 of A is 
the unique matrix A’ satisfying the equations 
AA+A=A, A+AA+=A+, (AA+)* = AA+, (A+A)* = A+A, 
then in particular 
T*-‘u+T* = [( TAT-‘)(TA+T-‘)I* = (TAT-‘)(TA+T-l) = TAA+T-‘; 
that is, T*TAA+ = AA’T*T; likewise, T*TA’A = A’AT*T. Conversely, if T*T 
commutes with both AA’ and A’A, then by use of the equations that define 
the Moore-Penrose inverse, it follows that TA’T- ’ is the Moore-Penrose 
inverse of the matrix TAT- ‘; that is, T E g(A). (See also [6, Section I].) w 
A consequence of this lemma is the fact that 9( n, C) G %‘(A). Indeed, if T 
is a nonzero scalar multiple z of a unitary matrix, then T*T = 221 commutes 
with both AA+ and A’A, and T E %‘(A). 
Let JH(T, n,C) denote the collection of r-by-n complex matrices. If r < n, 
then we say that F, G E &Z!(r, n,C) are (r, n - r) unitarily equivalent pro 
vided that F = PGQ where P and Q = dg(Q,, Q,) are unitary with P, Q1 E 
&I( r,C), Qz E M(n - r,C). Clearly the relation = of (r, n - r) unitary 
equivalence is an equivalence relation on JX(r, n,C). 
LEMMA 2. Let (R, S)E M(r, n,C) with R E M(r,C) be such that 
(R, S)(R, S)* = 1,. Let O,l, d,,. . ., d t be the distinct singular values of R with 
multiplicities To, rl, sl,. . . ,st, respectively; also, let d = dg(dil,l,...,d,l,,), 
e = dg(e,l,,,. . . , e,l,!), where ei =(l- dF)‘12. Then (R,S) is (r,n- r) 
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unitarily equivalent to 
i 
dOOOOe 
M=O 10 0 0 
000100 
where the rows of M are partitioned into blocks of size r - r0 - rl, rl, r,, 
respectively, and the columns of M are partitioned into blocks of size 
r - r, - rl, rl, rO, rO, n - 2r + rl, r - r0 - r,, respectively. 
Proof. Since (R, S)(R, S)* = l,, we first note that the list of rows of a 
matrix (r, n - r) unitarily equivalent to (R, S) is orthonormal with respect to 
the standard inner product of the space C”. 
Now, by the singular-value decomposition theorem (see, for example, [3, 
p. 2811 or [4, p. 327]), let P, Q b e unitary such that PRQ = dg(d, IO), where 
d = dg(d,l,,, . . . , d,l,,), 1 E A(r,,C), and 0 E A(r,,C). Then 
where the last column of the displayed matrix is a partitioned representation 
of PS. Since ll*+ yy* = 1 E A(r,,C), then y = 0. Also, since (R, S) is of full 
row rank, let p and q be unitary such that pzq = (g,O), where g is a diagonal 
matrix with positive diagonal elements. If the third row of the displayed 
matrix is multiplied on the left by p and the fourth column is multiplied on 
the right by q, then it follows that 
i 
d 0 0 a 
(R,S)= 
where (a, b) = xq. Since the rows of this matrix are orthonormal, then 
g = 1 E Jl(rO,C) and a = 0. Furthermore, since dd* + bb* = 1 E JZ( r - r, - 
rl, C), and both d and e are real diagonal matrices such that d2 + e2 = 1, 
then bb* = 1- d2 = e2, That is, (e-‘b)(e-lb)* = 1, the rows of e-lb are 
orthonormal as vectors in Q=E--‘+‘, and e-‘bv = (0,l) for some unitary 
v E A(n - r - rO,C). By multiplying the fifth column of the preceding 
displayed matrix on the right by v, since bv = (0, e), it follows that (R, S) is 
(r, n - r) unitarily equivalent to M above. w 
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LEMMA 3. Let A E &(n,C). Zf 
with U, V, fi, and V unitary and D E Jti*(r,C) invertible, then the singular 
values of 
R=(l,,O)VU ‘d , 
i 1 
ii = (l,,O)VU l, 
i i 0 
are the same. 
Proof. Since the rows of (l,,O)V and the rows of (l,, 0)V are both 
orthonormal and span the same subspace of C “, then (l,, 0)V = P(l,, 0)V for 
some unitary P E JZ( r, C). Also, since 
then 
That is, U*6 commutes with dg(l,,O), and hence U*6 = dg(Q,, Qs), where 
Qi E A(r,C) and Qs E A( n - r,C) are unitary. Therefore, 
a = (l,,O)Vir 
i i 
‘d = P(l,,o)vuu*U lr 
( 1 0 
Consequently, since fi*fi = Q:R*RQ, with Qi unitary, the singular values of 
R and a are identical. (See, for example, [2, p. 691 or [4, p. 3271.) n 
THE MAIN RESULTS 
THEOREM. Let A E Jl( n, C) be of rank r. Let U and V be unitary and 
such that 
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where D is an invertible matrix of order r. Let 0, 1, d,, . . . ,d t be the distinct 
singular values of 
(l,,O)VU lr C4qr,C) 
i i 0 
of multiplicities rO, rl, sl,. . . ,st, respectively. Define (R, S) = (l,, O)VU, and 
let P, Q1 E JZ( r,C), Qz E JI(n - r,C), and Q = dg(Q,, Q2) be unitary such 
that P(R, S)Q is the matrix M of Lemma 2. Finally, define X(A) to be the 
subspace of X’( n, C) consisting of the collection of block diagonal hermitian 
matrices of the form 
&(I,,..., t, I K,,K,,L,,L,,Il,...,J,), 
where the orders of II,. . . , .&, K,, K,, L,, and L, are, respectively, sI,. . .,st, r,, 
rO, rO, and n - 2r + rI. Then T E %‘(A) iff T is invertible and (TUQ)*TUQ E 
z(A). 
Proof. Let the conditions be as in the statement of the theorem. Since 
A = u( i :)v= U( ~)&.,o)vuu* = uQQ*( ~)P*MQ*u*, 
and d2 + e2 = 1 E M(r - r0 - rl, C), then MM* = l,, A’ = 
UQM*P( D-‘,O)QQ*U*, and 
UJQ)*, A’A = UQM*M( UQ)*, 
Let T be invertible. By use of Lemma 1, T E V(A) iff (TUQ)*TUQ commutes 
with both the (r, n - r )-partitioned matrix dg( l,, 0) and the (r - r0 - 
rl, rI, rO, rO, n - 2r + rI, r - r0 - r,>partitioned matrix 
d2 0 0 0 0 de 
0 1 0 0 0 0 
M*M= o 0 0 0 0 0 
0 00100’ 
0 00000 
_ed 0 0 0 0 e2_ 
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Clearly (TUQ)*TUQ commutes with dg(l,,O) iff it is of the form dg(K, L) 
with K E X(r,C) and L E X(n - r, C). Moreover, by direct calculation, 
(TUQ)*TUQ al so commutes with M*M iff K = dg(J, K,, K,) and L = 
dg(L,, L,, I), where K, E X’(ri,C), K,, L, E Z’(q,,C), L, E .%‘(n - 2r + 
r,,C), and J=dg(Ji,..., J,)withJi~&‘(s,,C),i=l,..., t. Inotherwords,if 
Z(A) is defined as in the statement of the theorem, then T E U(A) iff 
(TUQ)*TUQ E &‘(A). n 
We illustrate the Theorem by listing the forms of X(A) in the cases 
where A is of rank 1. Since r0 + ri + si + . . . + s, = r, if T = 1 < n, then t < 1 
and .?P( A) consists of the matrices of three possible forms: 
(1) dg(K,, L,, L,) with K,, L, E S’(l,C), L, E Z(n - 2,C) when r, = 
1, ri = 0, s1 = 0. 
(2) dg(J,, L,, Ji)withJ, E X&C), L, E X(n - 2,C) when r0 = 0, ri = 0, 
sr = 1. 
(3) dg(K,, L,) with K, E 3&?(l,Q=), L, E X(n - 1,C) when r, = 0, ri = 1, 
sr = 0. 
These results correspond to the conclusions of [6, Section 21. 
We now state some consequences of the Theorem. 
COROLLARY 1. Let the conditions be as in the Theorem. If U, = UQ, and 
if B(A) is the collection of positive definite matrices in U,X’(A)U,*, then 
%?(A) = %(n,C)SI(A). Furthermore, if Y(n, R) is the space of real scalar 
matrices, thenY(n,R)c &‘(A)c &‘(n,C), and 
dim,.%‘(A)=2r,jr+ris+(n-2r+rr)2+ is,?. 
i=l 
Proof. If H is positive definite hermitian, then there exists a unique 
positive definite hermitian square root H1/2 of H. In particular, if H E .%‘(A) 
is positive definite, then since each diagonal block of H as specified in the 
theorem is positive definite with a positive definite square root, let fi be the 
block diagonal matrix of respective square roots of the blocks of H. Since fi is 
positive definite with fi2 = H, then H ‘I2 = A E X’(A). In other words, if H 
is positive definite, then H E Z(A) iff H’12 E X(A). 
Now, let T be invertible. Let U,H, be the unique polar factorization of T, 
with Ur unitary and H, positive definite hermitian. (See, for example, [l, p, 
2551, [2, p. 741, or [5, p, 4121.) If U, = UQ, then by the Theorem, T E V?(A) 
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iff 
( U,*H,u*)2 = (U,*HrU,)*( U,*H,U,) = (HrU,)*H,U, 
= (UrH,U,)*(UrH,U,) = (TU,)*TU, E Z(A). 
Since U,*H,U, is positive definite hermitian, then by the conclusion of the 
preceding paragraph, T E W(A) iff U,*HrU, E X’(A). That is, T E W(A) iff 
H, E U,X(A)U’* = sl( A). In other words, T = U,H, E %(A) iff UT E 
@(n,C) and H, E 9’(A). 
Next, since the elements of X(A) are block diagonal hermitian matrices, 
then 4( n, W) c X(A) c Z’( n,C). Finally, the formula for dim, X(A) fol- 
lows from the sizes of the linearly independent blocks which determine 
3’(A) and the fact that dim, X( m, C) = m2. n 
FACT. Let the conditions be as in the Theorem. Then 
n+l L-1 2 gmin{r,n-r}+(n-2r)2 
< dim, X(A) < n2 - 2r( n - r) < n2. 
Moreover, as functions of n and r, and of n alone, these bounds are best 
possible. 
Proof. Since k2 + m2 < (k + m)2 for nonnegative integers k and m, and 
C:,isi = r - r, - ri, then 
dim,&‘(A)<2raa+ria+(n-2r+r,)2+(r-r,,-ri)2 
< {(r-rO-ri)2+r,2+r,2} 
+(r,2+(n-2r+r,)2+(r-rr0-rJ} 
6 (r - r0 - ri + r0 + ri)‘+ (r, + n - 2~ + rr + r - r0 - ri)’ 
= r2 + (n - r)’ = n2 - 2r( n - r) < ft2. 
These upper bounds are best possible: indeed, if 
dim, X’(A) = n2 - 2r(n - r); in addition, if r = 
dim, Z(A) = n2. 
A = dg(l,,O), then 
0 or r=n, then 
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Next, suppose that r < n - r. Then 0 < n - 2r and 
dim,X(A)>r~+2rha+(n-2r+r,)2+ c l2 
ar,2+(n-2r+r,)2+ 2 12+ C 12+ 2 -12 
j=l k=l i=l 
i=l 
n+l 
>(n-2r)+r=n-r> - 
[ 1 2 . 
NOW, suppose that n - T 6 T. Since 0 G n - 2r + r,, then 0 6 2r - n 6 rl, 
and 
i 
r ~ r, - 71 
dimnP(A)>r~+r$+ rz+(n-2r+r1)2+ c l2 
i=l 
>(2r_n)2+ ; 12+fl-~+r112+r-y’12 
i j=l k=l i=l 
n--r 
>(2r-n)2+ C 12=(2r-n)2+(n-r) 
i=l 
>(2r-n)+(n-r)=r> F 
[ 1 
As a function of r and n this lower bound is attained for the (r, n - 2r, r)- 
partitioned, (n - r, 2r - n, n - r)-partitioned matrices 
where d and e are diagonal matrices with distinct positive elements on the 
diagonals such that d2 + e2 = 1; in addition, if r = [n/2], r = [(n + 1)/2], 
respectively, then the lower bound [(n + 1)/2] is attained. n 
COROLLARY 2. Let the conditions be as in the Theorem. Then V(A) = 
9( n, C) iff either n = 1, or n = 2, r = 1, r, = 0, r, = 0. 
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Proof. We first note that %(A) = Y( n, C) iff &“(A) = Y( n, R). Indeed, 
if X’(A) = 3( n, U&Y), then g(A) is the collection of positive diagonal matrices, 
and V(A)= %(n,C)S(A)= Y(n,C). Conversely, suppose %(A)= g(n,C) 
and let H E &‘(A). Choose c > 0 to be sufficiently large so that cl + H is 
positive definite. (See, for example, [2, p. 691 or [4, p. 4261.) Since U,(cl + 
H)U,* E 9(A)c 9(n,C), then cl+ H = Wz, where W is unitary and z EC. 
If z = wh with Ww = 1, h > 0, then by the uniqueness of polar factorization, 
Ww = 1, cl + H = hl, and H = (h - c)l E X(n,R). 
Now, since Y(n, R) c X’(A), it follows that %?(A) = 5?( n, C) iff 
dim, X(A)= 1. By the preceding Fact, if n = 1, then dim, .%‘(A) = 1; if 
n > 2, then dim, X(A) > 2; if n = 2, then by Corollary 1, dim, Z(A) = 1 
iff T = 1, r0 = 0, ri = 0. n 
COROLLARY 3. Let the conditions be as in the Theorem. Then V(A) = 
GL(n,C) ifr = 0 OT r = n. 
Proof If r = 0 or r = n, then A is either 0 or invertible, and %?(A) = 
GL(n,C). 
Conversely, let U(A) = GL( n, C). If H E X( n, C), then since P = U,( cl 
+ H)tJ,* is positive definite for c > 0 sufficiently large, we have by hypothesis 
P E %?(A), and U,“PU, = cl + H E &‘(A); therefore, since cl E X(A), it 
follows that H E X(A). That is, .X(A) = X’( n, C), dim, X’(A) = n2, and by 
the Fact above, r = 0 or T = n. n 
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