In this paper we propose a novel algorithm to combine two or more cellular complexes, providing a minimal fragmentation of the cells of the resulting complex. We introduce here the idea of arrangement generated by a collection of cellular complexes, producing a cellular decomposition of the embedding space. e algorithm that executes this computation is called Merge of complexes. e arrangements of line segments in 2D and polygons in 3D are special cases, as well as the combination of closed triangulated surfaces or meshed models.
e result of the computation discussed in this paper is the arrangement A(S) = X , with X := d k =0 X k , where X k is called the k-skeleton of the cellular complex X , usually with d ∈ {2, 3}, providing a cellular decomposition of the space E d where the underlying space (point-set) of S is embedded.
For example, you may consider a set L = {l h } of line segments, and the plane arrangement generated by it (see [10] ), i.e., the 2-dimensional complex made by open cells of dimension 0, 1 and 2. Analogously, you may consider a set P = {p k } of planar polygons in E 3 . In this case the space arrangement A(P) is a 3-dimensional complex X made by closed 0-, 1-, 2-and 3-cells. A similar result A(S) is produced by any set S of 3D meshes and/or 2D meshes decomposing either open or closed surfaces, and with any kind of connected cells. Finally, let us remember that, given a set A, the regularized set A * is the closure of the interior of A. Our generated arrangements are regularized by construction, since all cells not contained in an d-dimensional cell are removed.
Problem statement and results
In general, we want to compute the (regularized) cellular d-complex X generated by a set of (d − 1)-complexes of linear, bounded and connected cells in E d . is problem can be identi ed with the construction, by induction, of a d-dimensional cellular complex, through the ltration (or strati cation) of its skeletons X 0 , X 1 , . . . , X d −1 , X d . In fact, the unknown d-cells of the output arrangement are generated starting from 0-cells, used as 0-chains to compute the coboundary operator δ 0 , used in turn to compute the 1-cells and the δ 1 operator over 1-chains, and so on, by iteratively growing in dimension.
e above introduces an important feature of the algorithm presented in this paper, since in computing the arrangement A(S) induced by S, and hence the cellular complex X := A(S), we actually compute the whole chain complex C • generated by X . For example, in 3D we get to know all objects and arrows (morphisms) in the diagram below, and hence we get a complete knowledge of space subdivision topology. Given the input collection S, we generate the chain complex One component of our algorithmic work ow is the topological gi -wrapping, reminiscent of the "gi -wrapping" algorithm for computing convex hulls of 2D and 3D discrete sets of points [12, 29] . Actually, our topology-based algorithm broadly generalizes the former, been applicable also to non-convex contractible polyhedra of any dimension.
e robustness of geometrical and topological computations is approached here by lowering the dimension of numerical computations whenever it is possible, and by solving independently the resulting set of subproblems. E.g., the intersection of 3-cells is reduced to a set of intersections of bounding 2-cells, and each of those to a set of pairwise intersections of bounding line segments in 2D. e topology is nally reconstructed bo om-up, by successive identi cation of geometrical elements (reduction to quotient spaces) by nearest neighborhood queries on vertices, and syntactical identi cation of coincident cells in canonical form, i.e., as sorted lists of vertex indices. e problem studied in this paper has a number of useful geometric applications, including the motion planning of robots, the variadic 1 computation of Boolean operations (union, intersection, di erence, symmetric di erence), and the topology repair of graphical meshes, all starting from a set of cellular complexes embedded in the same Euclidean space. In particular, we are currently using chain complexes and boundary operators to extract the models of neurons and vessels from extreme-resolution 3D images of brain tissue, and to dramatically reduce the complexity of their representation, while preserving the homotopy type, in order to piecewise compute the connectome of brain structures [11, 33] .
Previous work
e construction of arrangements of lines, segments, planes and other geometrical objects can be found in [21] together with a description of the CGAL so ware [20] , implementing 2D/3D arrangements with Nef polyhedra [24] . A wide analysis of papers and algorithms concerning the construction and counting of cells may be found in the dedicated survey chapter on Arrangements in the Handbook of Discrete and Computational Geometry [22] . e arrangements of polytopes, hyperplanes and d-circles are discussed in [7] . e above references deal with space arrangements generated by analytical subspaces.
Some early papers were concerned with e cient representation of 3D cellular decompositions. In particular, [18] de ned the polygon-edge data structure, to represent orientable and non-punctured 3D decompositions and their duals, manipulated by intricate operations with specialized Euler operators. e much simpler and compact SOT (Sorted Object Table) representation is proposed in [23] for object decompositions with tetrahedral meshes. Discrete Exterior Calculus (DEC) with simplicial complexes was introduced by [27] and made popular by [14] and [19] . More recently, a systematic recipe has been proposed in [40] for constructing a family of exact constructive solid geometry operations starting from a collection of triangle meshes. To the best of our knowledge, no literature exists for the computational problem introduced and discussed in this paper, wri en as a guide to build a dedicated so ware library.
Most of the above algorithms and procedures are restricted to speci c data structures optimized for representation of selected class of geometric objects under consideration. In contrast, our formulation is cast in terms of (co)chain complexes and (co)boundary operators that may be implemented using variety of data structures. Our reference implementation relies in Linear Algebraic Representation (LAR) [17] , that is particularly well suited for e cient implementation of topological operations in terms of matrix algebra over cellular complexes with cells of a general kind.
Paper preview
In Section 2 the main de nitions concerning cell complexes and chain complexes are recalled, together with the characteristic features of the Linear Algebraic Representation (LAR) scheme. In Section 3 a gentle introduction to our computational approach is given, supported also by a cartoon chronicle of a simple 3D example.
e main contribution of the paper, i.e., the novel algebraic algorithm for computing the merging of d-complexes, is explained in Section 4. Section 5 provides some pseudocode and discusses the complexity of the main computational steps. For clarity, Section 6 exempli es the developed algorithms on simple examples. e closing Section 7 summarizes the work and highlights its salient features. Some very simple examples of LAR input/output and topology computations are given in the Appendix. 
BACKGROUND
For the sake of readability, let us introduce the meaning of some symbols: Λ = Λ(X ) is a cellular decomposition of the topological space X , i.e., a quasi-disjoint union of cells; Λ p is the set of p-cells; C p is a linear space of p-chains of cells over a eld of coe cients; X p is a p-complex, i.e. the p-skeleton of the d-complex X d := A(S). Finally, S is a collection of cellular d-complexes and/or (d − 1)-complexes embedded in E d space. We use greek le er for cells and latin le ers for chains, i.e., for signed combinations of cells. With some abuse of language, cells in Λ p and singleton chains in C p are o en identi ed. Also, let us remind the reader that the characteristic function χ A : S → {0, 1} is a function de ned on a set S = {s j }, that indicates membership of an element s j in a subset A ⊆ S, having the value 1 for all elements of A and the value 0 for all elements of S not in A. We call characteristic matrix M of a collection of subsets A i ⊆ S (i = 1, . . . , n) the binary matrix M = (m i j ), with m i j = χ A i (s j ), that provides a basis for a linear space of p-chains.
Cellular complex and chain spaces
Let X be a topological space, and Λ(X ) = k Λ k (k ∈ 0, 1, . . . , d) be a cellular decomposition of X , with Λ k a set of closed and connected k-cells. A CW-structure on the space X is a ltration
A CW-complex is a space X endowed with a CW-structure, and is also called a cellular complex. In this paper, we restrict a ention to CW-complexes, even though our merge operation may generate punctured d-cells, i.e., cells with holes. As a ma er of fact, such spaces are handled by combining standard CW-complexes (i.e., with cells homeomorphic to balls) by the adjunction of p-cells (0 ≤ p ≤ d) to the interior of d-cells. See, e.g., the Algorithm 2 of Section 5.2.
2.1.1 Chains. Let (G, +) be a nontrivial commutative group, whose identity element will be denoted 0. A p-chain of X with coe cients in G is a mapping c p : X → G such that, for each σ ∈ X p , reversing a cell orientation changes the sign of the chain value:
Chain addition is de ned by addition of chain values: if
, for each σ ∈ X p . e resulting group is denoted C p (X ; G). When clear from the context, the group G is o en le implied, writing C p (X ).
Let σ be an oriented cell in X and ∈ G. e elementary chain whose value is on σ , − on −σ and 0 on any other cell in X is denoted σ . Each chain can then be wri en in a unique way as a sum of elementary chains. With abuse of notation, we do not distinguish between cells and singleton chains (i.e., the elementary chains whose value is 1 σ for some cell σ ), used as elements of the standard bases of chain groups.
Chains are o en thought of as a aching orientation and multiplicity to cells: if coe cients are taken from the group G = ({−1, 0, 1}, +) (Z 3 , +), then cells can only be discarded or selected, possibly inverting their orientation (see [15] ). It is useful to select a conventional choice to orient the singleton chains (single cells) automatically. 0-cells are considered all positive. e p-cells, for 1 ≤ p ≤ d − 1, can be given a coherent (internal) orientation according to the orientation of the rst (p − 1)-cell in their canonical (sorted on facet indices) representation. Finally, a d-cell may be oriented as the sign of its oriented volume.
Cochains.
Cochains are dual to chains: a p-cochain a aches additively an element of the group G to each p-chain. Singleton cochains, a aching the identity element 1 to singleton chains, form the standard bases of cochains groups. e groups of p-chains and those of p-cochains may be identi ed with each other in in nitely di erent ways. Di erent legitimate identi cations, while a ecting the metric properties of the chain-cochain complex [16] , do not change the topology of nite complexes. Since we shall only use the topological properties of nite chain-cochain complexes, we feel free to chose the simplest possible identi cation, obtained by identifying the elements of the standard chain bases with the corresponding elements of the standard cochain bases. In this paper, we take for granted that chains and cochains are identi ed in this trivial way.
2.1.3 Examples. For reader's convenience, we include here some very simple examples of cellular complexes, and some basic computations with boundary and coboundary operators. In Figure 1 we show the same space partition into cells of dimension 0 (ν i , 1 ≤ i ≤ 6), dimension 1 (η j , 1 ≤ j ≤ 8), and dimension 2 (γ k , 1 ≤ k ≤ 3), associated with di erent additive groups of coe cients. . . , ν 6 }, 1-cells in Λ 1 = {η 1 , . . . , η 8 }, and 2-cells in Λ 2 = {γ 1 , γ 2 , γ 3 }: (a) non-oriented complex, with cell coe icients in Z 2 = {0, 1}; (b) oriented complex, with cell coe icients in G = {−1, 0, +1}; (c) oriented complex, with cell coe icients in R, using di erent colors for the maps from Λ 0 , Λ 1 , and Λ 2 to R. To interpret the real numbers here, see Example 2.5; (d) the exploded 2-complex with |Λ 0 | + |Λ 1 | + |Λ 2 | = 6 + 8 + 3 cells.
Example 2.1 (Chains). Unoriented chains take coe cients from Z 2 = {0, 1}. E.g., a 0-chain c ∈ C 0 shown in Figure 1a is given by c = 1ν 1 +1ν 2 +1ν 3 +1ν 5 . Hence, the coe cients associated to all other cells are zero. e coordinate vector of c with respect to the (ordered) basis (ν 1 , ν 2 , . . . , ν 6 ) is hence 
Analogously, for the unsigned and the signed matrices of the ∂ 1 operator, we have: 
As a check, let compute the 0-boundary of the coordinate representations of the unsigned 1-chains
where the matrix product is computed mod 2, and where
Example 2.4 (Dual cochains).
e concept of cochain ϕ p in a group C p of linear maps from chains C p to R allows for the association of numbers not only to single cells, as done by chains, but also to assemblies of cells. A cochain is hence the association of discretized subdomains of a cell complex with a global numeric quantity, usually resulting from a discrete integration over a chain. Each cochain ϕ p ∈ C p can be seen as a linear combination of the unit p-cochains ϕ p 1 , . . . , ϕ p k 2 whose value is 1 on a unit p-chain and 0 on all others. e evaluation of a real-valued cochain is denoted as a duality pairing, in order to stress its bilinear property:
is mapping is orientation-dependent, and linear with respect to the assemblies of cells, modeled by chains [26] . Also, remember here that we identify chain and cochain spaces (see Section 2.1.2).
Example 2.5 (Coboundary).
e coboundary operator δ p : C p → C p+1 acts on p-cochains as the dual of the boundary operator ∂ p+1 on (p + 1)-chains. For all ϕ p ∈ C p and c p+1 ∈ C p+1 , it is:
Recalling that chain-cochain duality means integration, the reader will recognize this de ning property as the combinatorial archetype of Stokes' theorem. It is possible to see [16] that since we use dual bases, matrices representing dual operators are the transpose of each other: for all
2 Coincident with η 1 p , . . . , η k p by identi cation of primal and dual bases.
In Figure 1c , coe cients from R are associated to elementary (co)chains, as resulting from the evaluation of cochain functions on elementary chains. When cochain coe cients are taken from G = {−1, 0, +1}, we get, from Eqs. (1) and (2):
as you can check by looking to Figure 1b.
Linear Algebraic Representation
LAR (Linear Algebraic Representation) [17] is a representation scheme [35] for geometric and solid modeling. e domain of the scheme is provided by cellular complexes, while its codomain is the set of sparse matrices. e topology in LAR is given just by the binary characteristic matrix M d of d-cells for polytopal complexes, or by the pair M d , M d −1 for more general (non convex and/or non contractible) types of cells [17] . e LAR polyhedral domain coincides with complexes of connected d-cells, including nonconvex and multiply connected cells. Sparse matrices are stored in memory using either the CSR (Compressed Sparse Row) or the CSC (Compressed Sparse Column) memory format [8] . Note that the sparsity of matrices representing a cellular complex grows quadratically with the number n of cells, so that the sparse matrix representation of a cellular complex is O(n). e very general shape allowed for cells makes the LAR scheme notably appropriate for biomedical applications like the modeling of neuronal tissues [11, 33] and the solid modeling of buildings and their components [31] . E.g., the whole facade of a building can be described by a single 3-cell in its solid model. Also, the algebraic foundation of LAR allows not only for fast queries about incidence and adjacency of cells, but also for extracting-via fast SpMV computational kernels-the boundary or coboundary of any 3D subset of the building model.
LAR provides a direct management of all subsets of cells and their physical properties through the linear spaces of chains induced by the model partitioning, and their dual spaces of cochains. e linear operators of boundary and coboundary between such linear spaces, suitably implemented by sparse matrices, directly supply the discrete di erential operators of gradient, curl and divergence, while their combination gives the Laplacian [15] . A word of warning is in order here: contrary to gradient, curl and divergence, the Laplacian operator substantially depends on metric properties, hence on the speci c chain-cochain identi cation.
LAR of a cellular complex
A common representation of a d-complex in both commercial and academic systems is some-o en very intricate-data structure storing its d-boundary. For 3D meshes discretising the space of a simulation, or when the representation scheme is some other cell decomposition [35] , the object of the storage structure is the set of either d-or (d − 1)-cells, or both. e representation of cells is normally supplemented by the storage of subsets of the incidence relations between topological elements, o en paired with some ordering though linked lists of pointers.
e details of such data structures vary greatly depending on the type of cells, dimension, or speci c intended applications, leading to many specialized and ad hoc computational procedures that must be redesigned for each new data structure. For example, boundary evaluation or boundary traversal algorithms depend on many speci c assumptions in the data structure and do not generalize across dimensions.
LAR is a more concise and simpler representation that supports the same queries and operators (incidence, boundary, coboundary, etc.) without additional computational overhead. In Appendix A we show some very simple examples of LAR de nition of cellular complexes and computation of their properties. With the LAR scheme, only the characteristic functions of d-cells as vertex subsets are necessary for representing polytopal complexes. Examples include simplicial, cubical, and Voronoi complexes. For more general cell complexes, including non-convex and non-contractible cells, useful in some applications, both the d and (d − 1)-skeletons are needed [17] . In all cases, boundary and coboundary operators and all topological queries are supported by computational kernels for sparse matrix multiplication implemented on GPUs.
It is worth noting that this dimension-independent representation supports a description of cellular and chain complexes, including topological operators, without special data structures, but simply as either signed integers or arrays of signed integers, either dense or sparse depending on the size of the complex. e LAR scheme enjoys several useful properties, including simplicity, compactness, readability, and direct usability for calculus. e reader is referred to [17] for further discussion and details.
Example 2.6 (2D cellular complex).
e LAR of the simple example in Figure 1 is given below. Here, arrays V, EV, FV contain, respectively, the coordinates of vertices, the indices of cell vertices for edges, and the same for faces. [1, 3] , [1, 4] , [2, 5] , [3, 4] , [4, 5] 
It is worth noting that, by using the Merge algorithm introduced in this paper, the complete representation of geometry and topology can be reduced to [1, 3] , [1, 4] , [2, 5] , [3, 4] , [4, 5] ] since the 2-cells FV may be computed by the plane arrangement A(E) induced by the set E of line segments codi ed here by V and EV arrays. See, e.g., the Example 6.3.
A GENTLE INTRODUCTION
To perform a Boolean set operation on two or more solids represented by their boundaries, you need to compute how two (or more) cellular complexes (boundaries of solids) break each other into pieces, and select the 3D pieces that enter the Boolean result. We deal with the rst step of this process, which is commonly called a merge operation.
is problem becomes much harder when using a three-dimensional mesh decomposing your solids, i.e., when using 3D decompositions (see, e.g., [18] ). Whereas these problems have treated independently in the past, a uni ed approach is preferable in order to deal with increasingly complex and diverse models that may include variety of cellular models. For example, you may require to combine two or more 3D meshes with open or closed surfaces which partition the interesting parts of a model.
In a few words, you may o en need to merge two or more cellular complexes, even of di erent dimensions, and compute the resulting space arrangement. In discrete geometry, an arrangement is the decomposition of the d-dimensional linear, a ne, or projective space into connected open cells of lower dimensions, induced by an intersection of a nite collection of geometric objects. is computation, using simple methods well founded on basic mathematical operations of algebraic topology, is the topic of this paper. We adopt here a dimension-independent notation, since concepts and methods are the same in 2D and in 3D, so that their implementation can be uni ed and made simpler, and even used for applications in higher dimensions. e main idea of this paper is to reduce the intersections of higher dimensional discrete varieties to a number of (much) simpler intersections, between pairs of lines in the 2D plane. For this purpose, we (i) reduce the intersection of a (d − 1)-cell σ with all the possibly intersecting others to an independent set of intersections of their 1-faces with the z = 0 plane, (ii) calculate the resulting (easily computed) arrangements in 2D, and nally (iii) come back to higher dimension, while at the same time identifying the possibly coincident instances of (back-transformed) faces of σ , that were independently generated from each other.
A cartoon chronicle of the computation of the arrangement of E 3 (space decomposition including the unbounded exterior cell) generated by two very simple cellular 2-complexes, i.e., by the boundaries of two translated and rotated unit cubes, is shown in Figures 2, 3 , 4, and 5.
Input and setup
First we need to assemble the input collection of data into a single representation, by properly concatenating the arrays of vertices and cells. Figure 2a shows the LAR input, made by the vertex array V and by the arrays CV, FV of indices of vertices of each 3-cell and 2-cell of the cubes. CV, FV stand for "cells by vertices" and "faces by vertices", respectively. Note that the input is not a cellular complex, since faces intersect outside of their boundary. e relative positions of cubes, and both their (explosed) boundary 2-complex X h 2 (h ∈ {1, 2}) are shown in Figures 2b and 2c. e bounding boxes of each σ ∈ B, with B = Λ 1 2 ∪ Λ 2 2 , and Λ h 2 the sets of 2-cells, are displayed in yellow in Figure 2d . Note that some 3D bounding boxes of 2-cells degenerate to rectangles, since their 2-faces are aligned with the coordinate planes, while others are not. Figure 3 gives the sequence of computations on a generic 2-cell σ (i.e. a cell of dimension d − 1) in the input set B. First the subset I(σ ) of 2-cells of possible intersection with σ is computed, by intersecting the results of queries upon three (i.e., d) interval trees, based on sides of containment boxes of 2-cells. en the set Σ = {σ } ∪ I(σ ) is transformed in such a way that the 2-cell σ is mapped into the z = 0 subspace, i.e. to x 3 = 0. In this space E 2 × E the 1-cells in Σ are used to compute a set of line segments in E 2 , generated by intersection of edges of each 2-cell in I(σ ) with z = 0, and by join (convex combination) of alternate pairs of intersection points of boundary edges along the intersection line of a 2-face with z = 0.
Decomposition of input 2-cells (facets:
2 = d − 1)
Construction of ∂ 2 boundary matrix
e planar processing of the 2-cell σ continues in Figure 4 , where the arrangement X 2 (Σ) := A(Σ) induced by Σ on E 2 is computed (see Figure 4b) . is computation by intersection of lines produces a linear graph, shown exploded in Figure 4a . e dangling edges (and dangling tree subgraphs) are removed, by computing the maximal 2-point-connected subgraphs [38] via the [28] algorithm. e resulting graph is actually a representation of the ∂ 1 (σ ) and δ 0 (σ ) operators of the chain 2-complex associated to a plane arrangement.
Finally, the oriented 2-cells of the partition A(Σ) are computed as shown in Figure 4b , so generating the ∂ 2 (σ ) and δ 1 (σ ) operators of the plane arragement. e process is repeated for each σ ∈ B, each X 2 (σ ) = A(Σ) is mapped back in E 3 , and coincident 0-and 1-cells are identi ed numerically or syntactically, making use of their unique canonical LAR representation. e canonical representation of a cell is the tuple (array) of sorted indices of cell vertices, a er identi cation of numerically nearby-coincident vertices using a kd-tree. e resulting 2-complex X 2 (B), embedded in E 3 , is shown in Figure 4c 
Note that the 2-cells in 3-space have no orientation; (d) image of the (exploded) spatial index over 2-cells, using (yellow) 3D containment boxes & three 1D interval trees (not included in the image). remind that a 1-cell τ , is wri en 3 by convention as ν k − ν h when k > h, and is oriented from ν h to ν k . e conventional rules used in this paper about sign and orientation of cells are summarized at the end of Section 2.1.1. 3.4 ∂ 3 boundary matrix and A(X 3 ) output Finally, the 3-cells of the 3-space partition induced by B are computed, using the algorithm of Sections 4.1.6 and 4.1.7, pseudo-coded in Section 5.1, whose results are shown in Figure 5 .
For each 1-cell in the X 1 skeleton we compute the cyclic order of 2-cells incident on it, in order to extract the 3-cells via our topological gi wrapping algorithm (see Figure 6 e LAR representation of the output complex X 3 is nally given in Figure 5d , using a userreadable version of CSR (Compressed Sparse Row) format for binary matrices, where the non-zeros of binary data do not need storage. is representation is useful for input/output of LAR models, as the reader may see in Appendix A, and for their long-term storage in document format.
It is easy to see that, for B-reps of 2D manifolds without boundary, the space required by LAR is |FV | = 2|E| [39] , i.e., 1/4 of the well-known winged-edge representation [3] . |FV | is the cardinality of the incidence relation between faces and vertices. In LAR, it is given by the sum of lengths of elements of the array FV. As an example, consider the B-rep of a 3-cube: each face contains 4 vertices (6 × 4 = 24 = 2 × 12), where 12 is the number of edges. Note that the actually computed ∂ + 3 matrix contains one more column (the exterior 3-cell) which is a linear combination of the other columns. Hence, in order to get a basis for the linear space C 3 , and the matrix representation of ∂ 3 with the correct number of independent elements, this column has to be located (see Section 4.1.9) and removed, as shown in Figure 5b and O(nk log k) when the number of 2-cells on the frontier of 3-cells is bounded by a (small) integer k.
MERGE ALGORITHM
e computation of the arrangement of E d generated by a collection of d-complexes, here called merge of complexes, is discussed in this section using the mathematical language of chain complexes, i.e., the linear spaces of chains (of cells) and the linear (co)boundary maps between such spaces.
It is worth noting that the support space (point-set union) of the (d − 1)-skeleton of the output complex equals the union of the corresponding input skeletons. By contrast, approaches based on spatial indices, like [2, 37] , lead to much larger fragmentation of the underlying space and correspondingly larger size of the computed cellular arrangement. e reader may easily appreciate how much this di ers from other dimension-independent approaches based on spatial indices, like 2 d -trees or BSP-trees.
Dimension-independent workflow
Let d be the dimension of the embedding space E d , and
the input collection of d-complexes, and denote with
-th skeleton of the h-th d-complex. We proceed to compute the arrangement of E d generated by S d , or, more precisely, the regularized d-complex X = A(S d −1 ). Note that, in a full-edged dimension-independent implementation, the algorithm would iterate on dimensions, starting from dimension 2. Consequently, no recursion is needed, and this allows for an e cient parallel implementation. We leave this ma er to a further paper. For the sake of concreteness, the reader may here assume d = 3. An interval tree is a data structure to hold intervals [34] , that allows to e ciently nd all intervals that overlap with any given interval or point. It is mainly used for windowing queries. We compute a spatial index I : B → 2 B , mapping each (d − 1)-cell σ to the subset of (d − 1)-cells τ such that box(σ ) ∩ box(τ ) ∅, where box(γ ) is the containment box of γ ∈ B, i.e. the minimal d-parallelepiped parallel to the Cartesian frame, and such that γ ⊆ box(γ ). e I map is computed by set intersection of the outputs of d elementary queries on 1D coordinate interval trees.
Compute the facet arrangments in
by σ elements of B, fragmented by all the incident cells I(σ ):
To compute the arrangements, for each σ ∈ B, a submanifold map 5 M : E d → E d is easily determined, mapping σ into the subspace with implicit equation
Accordingly, for each σ ∈ B:
(1) compute an a ne transformation M that maps σ into the subspace ). 5 Submanifold map is a function that maps some submanifold to a coordinate subspace of a chart.
), σ ∈ B}, represented as the proper LAR structure.
Assemble the output (d − 1)-skeleton.
A kd-tree, or k-dimensional tree, is a binary search tree used to organize a discrete set of k-dimensional points. Kd-trees are very useful for range and nearest neighbour searches [4] . Here, a kd-tree is computed over the vertices of the collection of complexes X d −1 , in order to collapse into a single point all the vertices sharing the same ϵ-neighborhood, with small ϵ ∈ R. As a consequence of this reduction of the vertex set, we
•
en, a coordinate representation of the matrix of the coboundary
is incrementally constructed, by computing one by one the d-cells in X , i.e, the rows in δ d −1 . is procedure will complete our reconstruction of A(S). It can be shown that this computation can be executed in parallel, with a number of independent tasks equal to the number of d-cells in X .
Let us consider the boundary map • the property that every (d − 1)-cell in a d-complex is shared at most by two d-cells [25] .
Note that if the complex includes also the exterior (unbounded) cell, then such incidence relation between cells in X (1) are in one-to-one correspondence with cells in
Since we mostly deal with oriented chain complexes, we normally want to build a coherently oriented cellular complex X from the arrangement A( We say that a basis of d-chains is minimal (or canonical) when the sum of cell numbers of its cycles, as combinations of facets with non-zero coe cients, equals the double of the number of facets. In other terms, if we denote the cardinality of a p-basis as #X p , we have, for a canonical d-basis and the matrix [∂ + d ] = (a i j ) with a i j ∈ {−1, 0, 1}
In other terms, every facet (d − 1-cell) is used exactly twice in constructing the rows of
]. is property, well known in solid modeling, is normally represented [39] as an identity between the cardinalities of incidence relations between vertices, edges and faces in 3D boundary representations and/or graphs drawn on a 2-manifold.
4.1.7 Topological gi wrapping. e algorithm given in this sections reminds of the "giwrapping" algorithm for computing convex hulls [12, 29] . Actually, the topology-based algorithm given here is a broad generalization, since it applies also to non-convex polyhedra contractible to a point. In particular, we start a 4.1.8 Cyclic subgroups of the δ ∂c chain. We remark that in computing the representation c ∈ C d −1 of a C d basis element, we iterate over "corollas" -(d − 1)-chains -of coherently oriented X d −1 cells extracted from the coboundary δ ∂c ∈ C d −1 of a cycle ∂c ∈ C d −2 , with n = #δ ∂c and m = #∂c. In the following we iterate over subsets of "petals" associated to each element of ∂c.
Let us consider the symmetric group S n of permutations of elements of δ ∂c. By linearity of δ , the group elements can be partitioned into m cyclic subgroups R k ⊂ X d −1 , one-to-one mapped to each element τ ∈ ∂c, with m k =1 #R k = #δ ∂c = n. In the concrete case with d = 2 of Example 6.1, such subgroups are represented in Figures 8b and 8d by arrowed circles.
It is easy to prove that each R k contains one and only one c component, computable as σ = R k ∩c, so that the generic corolla application returns m cells, each one generated either by next(σ )(R k ) or by prev(σ )(R k ), depending on the orientation of each "hinge" cell τ ∈ C d −2 with respect to the orientation of ∂c, codi ed by either a +1 or a −1 coe cient in ∂c.
e computation of the minimal boundary of a d-cell is shown for d = 2 in Example 6.1 and Figures 8 and 9 . e above description also holds for higher values of d, and in particular in 3-space, where the cyclic subgroups are around edges-see Figures 6b, 6d, 6f. 4.1.9 Linear independence of the extracted cycles. First remind that, with abuse of language, we o en use cell as synonym of singleton chain, element of a basis for a chain space.
erefore, when constructing the matrix of a linear operator between linear spaces, say ∂ d :
, by building it column-wise, we actually construct an element of the basis of the rst space, represented as a linear combination of basis elements of the second space. In this sense we "build" or "extract" one d-cell as a (d − 1)-cycle. e extraction of the LAR representation of a d-cell is lately completed, by union of the corresponding rows of the characteristic matrix M d −1 , nally ge ing the list of vertices of the "built" or "extracted" d-cell. Now, the (d − 1)-cycles generated in Section 4.1.6 to construct the basis d-cells are not linearly independent, since one of them, and in particular the external unbounded cycle, is computable as the sum of all the other ones [32] . To remove the external cycle from the basis requires a dedicated test. We may nd in linear time the vertices having an extremal (max or min) value of one coordinate, and select for each one the incident subset of (d − 1)-cycles, i.e., the incident subset of [∂ + d ] columns. eir intersection will necessary contain only the exterior cell. In the worst case-the wildest non convex cells, having one vertex in all extrema positions-it may be necessary to compute the absolute value of the signed volume of cells [5, 9] . e cell greatest in volume will be removed from the basis.
Poset of isolated boundary cycles. When the boundary of the chain sum of all basis d-cells (called total d-chain in what follows
) is an unconnected set of (d − 1)-cycles, these n isolated boundary components have to be compared with each other, to determine the possible relative containment and consequently their orientation. To this purpose an e cient point classi cation algorithm is used, in order to compute the poset (partially ordered set) induced by the containment relation of isolated components.
e n × n binary and antisymmetric matrix M = (m i j ) of the containment relation between the external cycles of the n maximal 2-point-connected subgraphs (see Section 4.2.2) of each planar subproblem is constructed, computing each element of the matrix with a single point-cycle containment test, because the two corresponding cycles (the one associated to row i of M, from which the vertex point is extracted, and the one associated to column j) certainly do not intersect.
en the a ribute of each cycle c j as either external or internal (and hence its relative orientation) is given by the parity of n p=1 m p j . Further details on this point and pseudocode are given in Section 5.2 and Algorithm 2.
Base case: arrangement of lines in E 2
e actual base case in E 2 , starting from a collection L of 1D complexes, i.e., from a collection of line segments, is discussed in depth in this section. Example 6.3 and Figure 10 illustrate this point. A similar procedure, using the bipartite graph of incidence between vertices and cells, is used in higher dimensions to regularize the result, i.e., to remove the higher dimensional dangling parts.
Segment subdivision: linear graph.
Each input line segment in L is subdivided against all the intersecting segments, detected using a spatial indexing based on interval trees (Figure 10b ). Each generated sub-segment produces a pair of unique vertices. asi-coincident vertices-i.e. very close numerically-are nally identi ed, and a single 1-complex, stored as vertices and edges in a complex X 1 , is created. Remember that a cellular 1-complex is just a graph, and the generation of line sub-segments (graph edges) is embarrassingly parallel.
Maximal 2-point-connected
subgraphs. e X 1 complex is reduced to the union of its maximal 2-point-connected subgraphs, discovered by using the [28] algorithm, in order to remove all dangling edges and tree subgraphs. As a consequence, A(X 1 ) generates a partition of E 2 with open, connected, and regularized, but still undetected, 2-cells (Figure 10c ) to be computed in the next step.
4.2.3
Topological extraction of X 2 . e topological gi -wrapping algorithm in 2D is used for computation of the 1-chain representation of cells in X 2 , providing also the signed ∂ 2 and δ 1 operators, is discussed in Section 4.1.6, and shown in Figures 8 and 9 . In Figures 10d and 10e we show the extraction of 2-cell elements in X 2 , starting from a random set of line segments.
Comments
Our approach is embarrassingly parallel, since no e ort is spent to separate the problem into a number of independent tasks: if B 2 is the collection of 2-cells in S, with n 2 = #B 2 , we have n 2 independent tasks for the computation of planar arrangements X σ 2 , σ ∈ B 2 . For example, given two complexes in E 3 , intersect all their polygonal facets with each possibly intersecting facet, to produce the 0-, 1-, and 2-cells of their planar arrangements independently from each other. en, order the symbolic representations of cells both internally and externally, to discover quotient sets and to compute X 2 in E 3 . Finally, extract a basis of 3-cells for the linear space C 3 and compute the coboundary operator δ 2 .
All geometric computations on each target facet are essentially two-dimensional, since the focus, a er a proper a ne map, is on partitioning the z = 0 plane against the a ne hulls of incident polygons, or, more precisely, against the line segments intersecting z = 0, so always reducing the problem to the arrangement of line segments (see Figure 10) .
If computing would entail only k-planes, e.g. lines in 2D and planes in 3D, then all cells in their arrangement would be connected and convex [7] , leading to straightforward geometric and topological computations. Conversely, in our case, because the arrangements are generated by nite geometric objects, the resulting cellular complex may contain general non convex cells, possibly multiply-connected, and needs more complicated algorithms for inclusion of hole vertices in LAR cells, that we remind are just sorted sets of vertex indices. A CDT (Constrained Delaunay Triangulation) of every 2-cell is performed in our implementation, both for correct computation of the permutation subgroups 4.1.8, and for visualization of non convex cells.
PSEUDOCODES AND COMPLEXITY
Here we provide a slightly simpli ed pseudocode of some algorithms discussed in the previous sections, and discuss their worst case complexity. e used pseudocode style is a blend of Python and Julia. Of course, the accumulated assignment statement A += B stands for A = A + B, where the meaning of "+" symbol depends on the contest, e.g. may stand either for sum (of chains), or for union (of sets), or for concatenation (of matrix columns). Analogously, A -= B stands for A = A − B. Note the precondition, warning that the algorithm can only be used to compute the ∂ d matrix for a cell decomposition of a d-space. In fact, only in this case the (d − 1)-cells are shared by exactly two d-cells, including the exterior cell. e termination predicate is a consequence of this property: the algorithm terminates when all incidence numbers in the marks array equal 2, so that their sum is exactly 2n, where n is the number of (d − 1)-cells. Of course, the actual implementation in scienti c languages like Python or Julia uses sparse arrays and coordinates in {−1, 0, 1} to achieve an actual e cient execution in storage space and computation time. e complexity of each 3-cell is measured by a set of triples (COO representation of sparse matrices [8] ), associated with a cycle of 2-cells, where each 2-cell is always shared by two 3-cells. Hence the total number of triples, i.e. the space complexity of the COO representation of [∂ + 3 ], is exactly 2n, where n is the number of 2-cells in the X 2 skeleton. e construction of a single 3-cell requires the search of the adjacent adj 2-cell for each pivot 2-cell in the boundary shell. e search for next or prev 2-cell as adj requires the circular sorting of each permutation subgroup of 2-cells incident to each 1-cell on each boundary of an incomplete 2-cycle. Consequently, we need a total number of sorts of small sets (normally bounded by a small integer-4 for cubical 3-complexes-hence O(1) timewise) that is bounded by the number of 1-cells. e subsets to be sorted are encoded in the rows of the incidence relation between 1-cells and 2-cells, i.e., by the i, j indices of non-zero elements of [∂ 2 ]. e computation of (unsigned) [∂ 2 ] is in turn performed through SpMSpM multiplication of two sparse matrices (see [17] ), and hence in time linear in the complexity of the output, i.e., in the number of non-zero elements of the [∂ 2 ] matrix. Summing up, if n is the number of d-cells and m is the number of (d − 1)-cells, the time complexity of this algorithm is O(nm log m) in the worst case of unbounded complexity of d-cells, and roughly O(nk log k) if their complexity is bounded by k faces.
Managements of contents of non-intersecting shells
e cellular 3-complexes considered in this paper may contain cells with a number of holes, and/or inclusions of smaller cells and sub-complexes. In the general case, deep hierarchies of inclusion are possible. A containment relation R between isolated boundary cycles, called shells in the following, must be handled. For this purpose we detect the shells, then discover the whole inclusion graph matrix (a i j ) , where a i j ∈ {−1, 0, 1} Output:
# update the counters of used cells
between shells, and compute its transitive reduction, i.e. the smallest relation having the transitive closure of R as its transitive closure [1] .
An example of the transitive reduction tree of R is given in Figure 7b for a 2D case. When d = 3, rst we compute the set of disjoint parts of the X 2 complex in E 3 , given by the connected subgraphs, called components, of the FV relation. For each connected component of X 2 , we extract the [∂ + 3 ] matrix and remove from it the column that corresponds to the boundary of the component, i.e., to its exterior unbounded cell. Note that each such "isolated" component de nes a connected boundary shell. We have to detect their relative containment, and possibly remove some cycles from the boundary operator matrix, so implicitly moving the cycle to the (unconnected) boundary of the exterior cell.
Preview of algorithm.
We need to consider two main concepts here: (i) the maximal connected components of X d −1 , producing disconnected d-components of the output complex X d ; (ii) the possible inclusions of components within single cells of the output d-complex. We list in the following the main stages of the algorithm. Our goal is the computation of both the X d skeleton, and the ∂ d operator. In other words, we "extract" the d-cells of a cellular complex from the knowledge of its X d −1 skeleton:
(1) First, we have to split the (isolated) connected components of the input X d −1 skeleton, using its LAR representation;
] p and its boundary cycle, and remove it from the matrix, moving into a shell array D; (3) compute the containment relation graph between shells in D, and the tree T of its transitive reduction R. (4) for each arc (c i , c j ) ∈ T with even distance from the root, look for the d-cell ρ of the component with bounding shell c j at minimal distance from the shell c i , and remove the ρ's bounding cycle from the component matrix
and the LAR representation of X d . 
Pseudocode discussion.
For the sake of clarity, this subsection discusses the d = 3 case. Consider the bipartite graph G = (N , A), with N = Λ 2 ∪ Λ 0 , and A ⊆ Λ 2 × Λ 0 , associated with the sparse matrix encoding the FV relation. G has one node for each facet (2-cell), one node for each vertex (0-cell), and one arc for each incident pair. erefore, the arcs in A are in one-to-one correspondence with the nonzero elements of the FV matrix. By computing the maximal 2-connected components of G, we subdivide the X 2 skeleton into h connected components: 
. e set D = {c p } of h disjoint 2-cycles, is the initialization of the set of X d shells. Some further (empty) shells of X d can be discovered later, resulting from mutual containment of D elements.
en we compute the transitive reduction R of the point-containment relation between shells in D, by computing for i, j ∈ range(h), i < j, the containment test pointSet(ν, c j ) between any vertex ν ∈ c i and the cycle c j , with (c i , c j ) ∈ R. If the edge set of the graph of R is empty, then no disjoint component of X 3 is contained inside another one, and both X 3 and ∂ 3 may by assembled by disjoint union of cells of X p 3 and columns of [∂ 3 ] p , respectively, for 1 ≤ p ≤ h. If conversely the above is not true, then for each arc (i, j) in the tree of R, with odd distance of i node from the root, it is necessary to discover which cell of the container component X j actually contains the contained component X i , i.e., its shell c i . More complex intersecting situations are not with dimension e × 16, where e is the number of edges and 8 is the number of shells. In fact, in this case every edge belongs to two minimal adjacent 1-cycles (shells from connected components of X 1 graph and their exterior cycles).
According to the discussion above, about preliminary extraction of connected d-components, and to Algorithm 2, we actually extract from X 1 8 shells, then we consider the 8 × 8 matrix of the transitively reduced containment relation R. is one is antisymmetric, and we do not care about the re exive part (see Figure 7c ). e nal boundary matrix [∂ 2 ] gets size e × 3, a er the restructuring induced by the containment relation R of shells, and considering also the parity of nodes of the tree of R, that determines the alternation between full and empty spaces.
e resulting boundary matrix corresponds to a 2-complex with three 2-cells, denoted as σ 1 2 (yellow), σ 2 2 (green), and σ 3 2 (blue) in Figures 7a and 7b . Let us note that we have reduced the set of 8 isolated shells to three non-reducible 2-cells (in this example coincident one-to-one with isolated 2-components of the input complex).
5.2.3
Complexity of shell management. e computation of the connected components of a graph G can be performed in linear time [28] . e recognition of the h shells requires the computation of # collection of all 2-cells from
# CSC signed matrix S 2 = ∅ # initialisation of collection of local fragments for σ ∈ S 2 do # for each 2-cell σ in the input set M = SubManifoldMap(σ ) # a ne transform s.t. σ → x 3 = 0 subspace Σ = M I(σ ) # apply the transformation to (possible) incidencies to σ S 1 (σ ) = ∅ # collection of line segments in
# intersection points and int. segment(s) with
# Compute a set of collinear intersection segments
# accumulate intersection segments with σ generated by τ end
# arrangement of σ space induced by a soup of 1-complexes
# identi cation of 0-and 1-cells using kd-trees and canonical LAR
processing. e transformation of output LAR in canonical form (sorted 1-array of integers) is done in O(1) for each edge, so giving A = O(m log 2 m) + O(m log m) + O(1) = O(m log 2 m). In conclusion, the total running time of Algorithm 3 is O(k 1 k 2 n + m log 2 m).
APPLICATIONS AND EXAMPLES
An important application of the Merge algorithm is for implementing Boolean operations between solids represented as cellular complexes, by using decompositions of either the boundary or the interior. For example, the free space for motion planning of robots in 2D or 3D can be obtained by merging the (grown) models of obstacles within a cubical mesh of the workspace, and by computing the generated arrangement. Other important applications may be found in biomedical applications, e.g., the extraction of solid models of small-scale biological structures from high-resolution 3D medical images [11, 33] . Example 6.1. In Figure 9 we show a fragment of a 1-complex X = X 1 in E 2 , with cells k ∈ X 0 and e h ∈ X 1 . Here we compute stepwise the 1-chain representation c ∈ C 1 of a 2-cell of the complex X 2 = A(X 1 ). Look also at Figures 8a-e to follow stepwise the extraction of the 2-cell.
(a) Set c = e 12 . en ∂c = 12 − 11 ; (b) then δ ∂c = δ 12 − δ 11 by linearity. Hence, δ ∂c = (e 10 + e 11 + e 12 + e 13 ) − (+e 12 + e 14 + e 15 + e 16 + e 17 ). (c) Actually, by computing corolla(c) we get (e) Finally, ∂ corolla(c) = ∅, and the extraction algorithm terminates, giving e 10 +e 12 −e 17 −e 7 +e 8 as the C 1 (X ) representation for a basis element of C 2 (X ), with X = A(X 1 ), and hence as a column for the oriented matrix of the unknown ∂ 2 : C 2 → C 1 .
Example 6.2. An example of extraction of a minimal 2-cycle c, representation in C 2 of a basis element of C 3 , is shown in Figure 6 . e coe cients of the linear combination provide a matrix column of the coordinate representation of the operator ∂ 3 :
Let us preliminary recall some notions about p-chains as linear combinations of oriented (p − 1)-chains, for 0 ≤ p ≤ d (see Section 2.1). It is possible to see that the ordering (numbering) of vertices, edges, and faces (i.e. of 0-, 1-, and 2-cells) completely determines the pa ern of signs in the matrices of boundary/coboundary operators. Example 6.3 (Arrangement of line segments). In Figure 10 we show the whole algorithm pipeline for the computation of the plane arrangement X 2 = A(L) generated by a set L of random line segments in E 2 . e merge algorithm introduced in this paper directly produces the regularized 
CONCLUSION
In this paper we have introduced a computational topology method for constructing the space arrangement induced by a collection of cellular complexes. e most a ractive feature of this approach consists in its minimal subdivision of the output cells: no part of the boundary of any output cell was not present in the boundary of input cells.
e Merge algorithm applies to any kind of decompositions of either the interior or the boundary of the merged spaces, including polytopal (e.g. Voronoi) complexes or complexes with non convex cells, even punctured, i.e., non contractible to a point (with holes).
e output of the Merge algorithm produces not only a complete generation of the cellular d-complex induced by a collection of d-complexes, but also the associated chain complex, hence including all the signed boundary/coboundary operators, a consistent orientation of all cells, and hence the complete knowledge of the topology. e introduced method di ers signi cantly from other approaches, not only because of the language, based on chain complexes and their operators, but also for the actual computer implementation, that uses only two classical data structures (kd-tree of vertices and 1D interval trees) as computation accelerators, without introducing representations typical of non-manifold solid modeling, that might seem mandatory in this kind of algorithms and applications. e actual implementation, based on LAR [17] and implemented in Julia language [6] in a parallel computational environment using CUDA, e ciently describes cells and chains with either dense or sparse arrays of signed integers, and their linear operators with sparse matrices. It is currently being used for deconstruction modeling of buildings [31] , as well as for the extraction of solid models of biomedical structures at the cellular scale [11, 33] .
implementor and maintainer of the dimension-independent library pyplasm, without which this work could have not been possible.
A APPENDIX: EXAMPLES OF LAR
In this Appendix we give some examples of LAR use, to show the reader how a cellular complex is de ned, how to compute a signed boundary operator, and how some topological adjacency relations may be computed in 2D and 3D, respectively, by multiplication of sparse matrices. [5, 15] , [5, 17] , [5, 18] , [6, 15] , [15, 20] , [6, 17] , [11, 20] , [11, 14] , [6, 11] , [3, 19] , [19, 20] , [3, 14] , [1, 3] , [14, 17] , [0, 14] , [9, 17] , [2, 18] , [18, 21] , [2, 9] , [8, 21] , [8, 12] , [2, 8] , [16, 21] , [7, 16] ,[0,1], [1, 10] , [0, 9] , [12, 13] , [10, 13] , [0, 13] , [7, 12] , [4, 10] , [4, 7] , [9, 12] ] FV = [ [5, 6, 15, 17] , [2, 5, 9, 17, 18] , [6, 11, 15, 20] , [6, 11, 14, 17] , [3, 11, 14, 19, 20] We would like to note that, by means of the canonical representation, we can execute e ciently, via string syntax, both equality tests and/or set operations on the textual representation of chains and cells. is approach is used, e.g., in order to perform the identi cation of coincident cells and their reduction to quotient sets. Of course, the incidence relation VV in form of array of arrays of integers is immediately derivable, 6 Of course, −0 is just a symbolic notation here. In Python, where array indexing is 0-based, the indices of cells and their sign are maintained separated within sparse arrays. Conversely, the notation of d -chains as arrays of signed (nonzero) integers can be used directly in Julia, where arrays are 1-based. e above TV array of "tetrahedra by vertices" is the user-readable format of the sparse characteristic matrix M 3 of 3-cells, and provides a complete LAR representation of the solid model, allowing for e cient queries on topology. For example the adjacency relation TT between tetrahedra is [1, 4] , [1, 4, 6] , [2, 3, 5, 18] , [4, 8, 19] , [3, 7] , [6, 8, 9] , [5, 7, 10] , [7, 10, 12] , [8, 9, 11, 24] , [10, 14, 25] , [9, 13] , [12, 14, 15] , [11, 13, 16] , [13, 16] , [14, 15, 17, 30] , [16, 31] , [4, 19] , [5, 18, 20, 21] , [19, 22] , [19, 22, 24] , [20, 21, 23] , [22, 26] , [10, 21, 25] , [11, 24, 26, 27] , [23, 25, 28] , [25, 28, 30] , [26, 27, 29] , [28, 32] , [16, 27, 31] , [17, 30, 32, 33] , [29, 31, 34] , [31, 34] , [32, 33, 35] , [34] ]
