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Abstract
A central problem in releasing aggregate information about sensitive data is to do so accurately while
providing a privacy guarantee on the output. Recent work focuses on the class of linear queries, which
include basic counting queries, data cubes, and contingency tables. The goal is to maximize the utility
of their output, while giving a rigorous privacy guarantee. Most results follow a common template: pick
a “strategy” set of linear queries to apply to the data, then use the noisy answers to these queries to
reconstruct the queries of interest. This entails either picking a strategy set that is hoped to be good for
the queries, or performing a costly search over the space of all possible strategies.
In this paper, we propose a new approach that balances accuracy and efficiency: we show how
to improve the accuracy of a given query set by answering some strategy queries more accurately than
others. This leads to an efficient optimal noise allocation for many popular strategies, including wavelets,
hierarchies, Fourier coefficients and more. For the important case of marginal queries we show that this
strictly improves on previous methods, both analytically and empirically. Our results also extend to
ensuring that the returned query answers are consistent with an (unknown) data set at minimal extra cost
in terms of time and noise.
1 Introduction
The long-term goal of much work in data privacy is to enable the release of information that accurately
captures the behavior of an input data set, while preserving the privacy of individuals described therein.
There are two central, interlinked questions to address around this goal: what privacy properties should the
transformation process possess, and how can we ensure that the output is useful for subsequent analysis
and processing? The model of Differential Privacy has lately gained broad acceptance as a criterion for
private data release [7, 9]. There are now multiple different methods which achieve Differential Privacy
over different data types [1, 2, 4, 6, 11, 12, 14, 16, 17, 23]. Some provide a strong utility guarantee, while
others demonstrate their utility via empirical studies. These algorithms also vary from the highly practical,
to taking time exponential in the data size.
The output of the data release should be compatible with existing tools and processes in order to provide
usable results. The model of contingency tables is universal, in that any relation can be represented exactly
in this form. That is, the contingency table of a dataset over a subset of attributes contains, for each possible
attribute combination, the number of tuples that occur in the data with that set of attribute values. In this
paper, we call such a contingency table the marginal of the database over the respective subset of attributes.
The set of all possible marginals for a relation is captured by the data cube. Contingency tables and the data
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tid A B C
1 0 0 1
2 0 1 1
3 0 0 0
4 0 0 1
5 1 1 0
x = (1,2,0,1,0,0,1,0)
(a) Table D for vector x
Q=

1 1 1 1 0 0 0 0
0 0 0 0 1 1 1 1
1 1 0 0 0 0 0 0
0 0 1 1 0 0 0 0
0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1

(b) Query Q for marginals on A and A,B
S=

1 1 0 0 0 0 0 0
0 0 1 1 0 0 0 0
0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1

(c) Strategy matrix S
R=

1 1 0 0
0 0 1 1
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(d) Recovery matrix R
Figure 1: Example contingency table, query matrix, with strategy and recovery matrices.
cube in turn are examples of a more general class of linear queries, i.e., each query is a linear combination
of the entries of the contingency table over all attributes in the input relation.
There has been much interest in providing methods to answer such linear queries with privacy guaran-
tees. In this paper, we argue that these all fit within a general framework: answer some set of queries S over
the data (not necessarily the set that was requested), with appropriate noise added to provide the privacy,
then use the answers to answer the given queries A limitation of prior work is that it applies uniform noise to
the answers to S: the same magnitude of noise is added to each query. However, it turns out that the accuracy
can be much improved by using non-uniform noise: using different noise for each answer, while providing
the same overall guarantee. The main contribution of this paper is to provide a full formal understanding of
this problem and the role that non-uniform noise can play.
Example. Figure 1(a) shows a table with 3 binary attributes A, B and C. As in prior work [16], we think of
a database D as an N -dimensional vector x ∈ RN , where N is the domain size of D; i.e., if D has attributes
A1, . . . , Ad, then N = Πdi=1|Ai|. We linearize the domain of D, so that each index position i, 1 ≤ i ≤ N ,
corresponds to a unique combination α of attribute values, and xi is the number of tuples in D that have
values α. In Figure 1(a), we linearized the domain in the order 000, 001, . . . , 111. Here, position i = 2
corresponds to the combination of values α = 001. Thus, x2 = 2 sinceD contains two tuples (1 and 4) with
these values.
Suppose that we want to compute two marginals over D: the marginal over A, and the marginal over
A,B. The query marginals can be represented as a matrix Q, as depicted in Figure 1(b), so that the answer
is Qx: The first two rows compute the marginal over A; i.e., the first row is the linear query that counts all
tuples t with t.A = 0; while the second row counts all tuples with t.A = 1. Similarly, the third row counts
all tuples with t.A = 0 and t.B = 0, and so on. Differentially private mechanisms answer Q in the form of
y = Qx+ τ , where τ is a random vector whose distribution provides a certain level of privacy. The error of
the answer is generally defined as the variance Var(y) [16, 23].
For example, one way to provide ε-differential privacy adds uniform noise to each answer. Based on the
structure of Q in Figure 1(b), we can add noise with variance 8
ε2
to each answer; see details in Section 2).
Over the six queries, the sum of variances is 48
ε2
. However, we can do better with a non-uniform approach.
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For example, we can add noise with variance 2( 94ε)
2 to the answers for the first two rows of Q, and noise
with variance 2( 95ε)
2 to the remaining four answers, and still provide ε-differential privacy. The sum of the
six variances is then 2 · 2( 94ε)2 + 4 · 2( 95ε)2 = 46.17/ε2. We can improve this even further by changing how
we answer the queries: we can answer the first query Q1 by taking half of the first answer, and adding half
of the third and fourth answers. The resulting variance of Q1 is
1
4 · 2
(
9
4ε
)2
+ 14 · 2
(
9
5ε
)2
+ 14 · 2
(
9
5ε
)2
= 5.77/ε2.
Similar tricks yield the same variance for all other answers, so the sum of all six variances is now 34.6/ε2,
a 28% reduction over the uniform approach.
This example shows that we can significantly improve the accuracy of our answers while preserving the
same level of privacy by adopting non-uniform noise and careful combination of intermediate answers to
give the final answer. Yet further improvement can result by choosing a different set of queries to obtain
noisy answers to. The problem we address in this paper is how to use these techniques to efficiently and
accurately provide answers to such queries Q that meet the differential privacy guarantee. This captures the
core problems of releasing data cubes, contingency tables and marginals. Our results are more general, as
they apply to arbitrary sets of linear queries Q, but our focus is on these important special cases. We also
discuss how to additionally ensure that the answers meet certain consistency criteria. Next, we study how
existing techniques can be applied to this problem, and discuss their limitations.
The Strategy/Recovery approach. Mechanisms for minimizing the error of linear counting queries under
differential privacy have attracted a lot of attention. Work in the theory community [2, 10, 11, 12, 13, 22]
has focused on providing the best bounds on noise for an arbitrary set of such queries, in both the online and
offline setting. However, these mechanisms are rarely practical for large databases with moderately high
dimensionality: they can scale exponentially with the size of their input.
Work in database research has aimed to deliver methods that scale to realistic data sizes. Much of this
work builds on basic primitives in differential privacy such as adding appropriately scaled noise to a numeric
quantity from a specific random distribution (see Section 2). Repeating this process for multiple different
quantities, and reasoning about how the privacy guarantees compose, it is possible to ensure that the full
output meets the privacy definition. The goal is then to minimize the error introduced into the query answers
(as measured by their variance) while satisfying the privacy conditions.
Given this outline, we observe that the bulk of methods using noise addition fit into a two-step framework
that we dub the ‘strategy/recovery’ approach:
• Step 1. Find a strategy matrix S and compute the vector z = Sx + ν, where ν is a random noise
vector drawn from an appropriate distribution. Then z is the differentially private answer to the queries
represented by S.
• Step 2. Compute a recovery matrix R, such that Q = RS. Return y = Rz as the differentially private
answer to the queries Q. The variance Var(y) is often used as an error measure for the approach.
We show this method schematically in Figure 2. For example, Figures 1(c) and 1(d) show a possible
choice of matrices S and R for the query matrix Q in Figure 1(b). In this case, the strategy S computes the
marginal on A,B; Step 1 above adds random noise independently to all cells in this marginal. The recovery
R computes the marginal on A by aggregating the corresponding noisy cells from the marginal on A,B (the
first two rows of R), and also outputs the marginal on A,B (the last four rows of R).
We now show how prior work fits into this approach. In many cases, the first step directly picks a
fixed matrix for S, by arguing that this is suitable for a particular class of queries Q. For example, when
setting S = I (hence R = Q), the approach computes a set of noisy counts x˜i by adding Laplace noise
independently to each xi. The answer to any query matrix Q is computed over these noisy counts, i.e.,
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y
Var(y)
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Q, x
Figure 2: Framework of prior work.
y = Qx˜; this model was analyzed in [1]. By contrast, when S = Q (and R = I), as discussed in [7], the
approach adds noise to the result of each query in Q, i.e., y = Qx+ ν.
Several more sophisticated strategies have been designed, with the goal of minimizing the error Var(y)
for various query workloads. When Q consists of low-dimensional range queries, [23] proposes S to be
the wavelet transform, while [14] studies the strategy S corresponding to a hierarchical structure over x.
However, as shown in [16], neither of these strategies is particularly accurate for other types of queries.
For marginals, [1] chooses S to be the Fourier transform matrix, and [6] employs a clustering algorithm
over the queries to compute S. Figures 1(c) and 1(d) depict the output computed via [6] on query matrix Q
(Figure 1(b)). Other work has suggested the use of random projections as the strategy matrix, connecting
to the area of sparse recovery [5, 18]. Many of these choices are relatively fast: that is, S and S−1 can be
applied to a vector of length N in time O(N) or O(N logN) in the case of wavelet and Fourier transforms,
respectively. This is important, since real data can have large values of N , and so asymptotically higher
running time may not be practical. A limitation of [6] is that the clustering step is very expensive, limiting
the scalability of the approach.
An important technical distinction for the strategy/recovery approach is whether or not the strategy S is
invertible. If it is (e.g., when S is the Fourier or wavelet transform), then the recovery matrix R = QS−1 is
unique, and the query answer y is guaranteed to be consistent (see Definition 2.3). Then the error measure
Var(y) depends only on S (and Q). However, if S is not invertible, then there can be many choices for R,
and Var(y) depends on both S and R. The optimal recovery R that minimizes Var(y) (for a fixed S) can
be computed via the least squares method [14, 16] and Var(y) has a closed-form expression as a function of
S. Using this fact, Li et al. [16] study the following optimization problem: Given queries Q and a formula
for Var(y) as a function of S, compute the strategy S that minimizes Var(y). This is a tough optimization,
since the search is over all possible strategy matrices S. Their matrix mechanism uses a rank-constrained
semidefinite program (SDP) to compute the optimal S. Solving this SDP is very costly as a function of N ,
making it impractical for data with more than a few tens of entries.
In summary, the search for a strategy matrix S is currently done either by picking one that we think
is likely to be “good” for queries Q, or by solving an SDP, which is impractical even for moderate size
problems.
Our Contributions. Most of the prior approaches discussed above use the uniform “noise budgeting” strat-
egy, i.e., each value νi of the noise vector is (independently) drawn from the same random distribution. The
scaling parameter of this distribution depends on the desired privacy guarantee ε, as well as the “sensitivity”
of the strategy matrix S (see Section 2).
In the extended version of [16], the authors prove that any non-uniform noise budgeting strategy can be
reduced to a uniform budgeting strategy by scaling the rows of S with different factors. However, computing
the optimal scaling factors this way is impractical, as it requires solving an SDP. The only efficient method
for computing non-uniform noise budgets we are aware of applies to the special case when Q is a range
query workload [4]. There, S corresponds to a multi-dimensional hierarchical decomposition, and recovery
R corresponds to the greedy range decomposition. The resulting budgeting is not always optimal.
In this paper we show how to compute the optimal noise budgets in time at most linear in the sizes of R
and S, for a large class of queries Q (including marginal queries), and for most of the matrices S considered
in prior work. This includes the Fourier transform, the wavelet transform, the hierarchical structure over x,
and any strategy consisting of a set of marginals (in particular, the clustering strategy of [6]).
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Figure 3: Our proposed framework.
The overall framework introduced is depicted in Figure 3: Given strategy matrix S and recovery matrix
R, we compute optimal noise budgets εi for each query, and draw each noise value νi from a random
distribution that depends on εi (Step 2). We then derive a new recovery matrix R that minimizes Var(y)
(Step 3), for the noise budgets computed in Step 2.
The most general approach would be to provide a mathematical formulation for the following global
optimization problem: Given the query matrix Q, compute the strategy S, the recovery R, and the noise
budgets εi that minimize Var(y). However, this problem essentially reduces to that addressed by the matrix
mechanism [16], and requires solving an SDP.
Instead, we study how to efficiently solve optimization problems where two out of the three parameters
S, R and {εi}i are fixed. In Section 3.1, we solve the optimization problem: Given a decomposition of
query matrix Q into strategy S and recovery R, compute the optimal noise budgets εi that minimize Var(y).
We provide a formula for Var(y), as a function of S and R. In Section 3.2, we apply the generalized least
squares method to solve the following problem: Given the query matrix Q, the strategy S, and the noise
budgets εi, compute the recovery R that minimizes Var(y). Following the steps in this framework provides
efficient algorithms with low error. A faster alternative computes a consistent output y of Step 3 with small
(but non-optimal) error; see Sections 3.3 and 4.3. Our approach strictly improves over the previous result
from [6].
In the common case that S is invertible, our framework decreases the error for the Fourier and wavelet
approaches from prior work. Computing the optimal noise budgets here is very fast, so this improvement
comes with only a small time overhead: less than 1 second in our experiments.
To summarize, our contributions are as follows:
• We propose a framework for minimizing the error of differentially private answers. It improves on the
accuracy of existing strategies, at minimal computation cost.
• We develop fast algorithms within this framework for marginal queries. Our algorithms compute
consistent answers. In particular, whenQ is the set of all k-way marginals, we give asymptotic bounds
on the error of our mechanism; we are not aware of any such analysis for the matrix mechanism. As
a by-product, our analysis also improves the error bound for the uniform noise case.
• We conduct an extensive experimental study on marginal query workloads and show that our frame-
work reduces the error of existing strategies (including the Fourier strategy [1] and the Cluster strat-
egy [6]).
Organization. Section 2 introduces the necessary definitions for describing our framework. The optimiza-
tion results required by Steps 2 and 3 are developed in Section 3. In Section 4, we describe novel results
that allow us to apply our framework to marginal queries in an efficient manner, and to compute consistent
results. Our experimental study is presented in Section 5, and we conclude in Section 6.
2 Definitions
We begin by recalling the definition of differential privacy and some fundamental mechanisms which satisfy
this definition.
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Definition 2.1 (Differential privacy [9, 8]). A randomized algorithm A satisfies (, δ)-differential privacy if
for all databases D1 and D2 differing in at most one element, and all measurable subsets S ⊆ Range(A),
Pr[A(D1) ∈ S] ≤ e · Pr[A(D2) ∈ S] + δ.
We say that an algorithm satisfies -differential privacy if it satisfies (, 0)-differential privacy.
Definition 2.2 (Lp-sensitivity). For p ≥ 1 let the Lp-sensitivity ∆p(f) of a function f : D → Rq be defined
as:
∆p(f) = max
D1,D2
‖f(D1)− f(D2)‖p,
for all D1 and D2 differing in at most one element. Here, ‖ · ‖p denotes the standard Lp norm, i.e., ‖x‖p =
(
∑n
i=1 |xi|p)1/p for x ∈ Rn.
We rely on the following two basic mechanisms to construct differentially private algorithms:
Theorem 2.1 (Laplace mechanism [9]). If f is a function f : D → Rq, then releasing f with additive q-
dimensional Laplace noise with variance 2
(
∆1(f)

)2
in each component satisfies -differential privacy.
Theorem 2.2 (Gaussian mechanism [8, 19]). If f is a function f : D → Rq, then releasing f with additive q-
dimensional Gaussian noise with variance
(
2∆22(f)
log(2/δ)
2
)
in each component satisfies (, δ)-differential
privacy.
Query workloads, consistency, strategy and recovery. As mentioned in Section 1, we represent the
database as a vector x ∈ RN and the query workload as a matrix Q ∈ Rq×N : each row Qi·, 1 ≤ i ≤ q, is a
linear query over database x. It is easy to see that the sensitivity of Q is ∆p(Q) = maxNj=1 ‖Q·j‖p, where
Q·j denotes the jth column of Q.1 One differentially private answer to Q is a vector y = Qx + τ , where
τ ∈ Rq is the noise vector drawn from an appropriate (Laplace or Gaussian) distribution. Our formal goal
is to minimize the variance of a given linear functional aT · Var(y) for some fixed vector a ∈ Rq+, while
guaranteeing differential privacy. For example, if a =
−→
1 we minimize the sum of the variances of noise
over all queries. In particular, we study workloads Q that consist of marginals over x, such as the set of all
k-way marginals, for some small integer k.
Definition 2.3. A noisy output y = Qx + τ is consistent if there exists at least one vector xc such that
y = Qxc.
We decompose a query workloadQ into a strategy matrix S ∈ Rm×N , and a recovery matrixR ∈ Rq×m,
such that Q = RS. The query answer y is then computed as y = Rz, where z = Sx+ν is the noisy answer
to S (hence, τ = Rν). In general, there are many possible ways to pick R and S given Q, and our goal will
be to minimize the resulting Var(y).
3 Our Framework
In this section we solve the optimization problems required by Steps 2 and 3 of our framework from Figure 3.
3.1 Optimal Noise Budgeting (Step 2)
A novel part of our scheme is a special purpose budgeting mechanism: For each row Si· in the strategy S,
we release zi = Si·x + νi, where νi is drawn from a Laplace distribution that depends on a value εi. We
show how to choose the values εi optimally so that the overall method satisfies ε-differential privacy and the
1We assume that each individual contributes a weight of 1 to some entry of x, in line with prior work. Other cases can be
handled by rescaling the sensitivity accordingly.
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resulting noise is minimized. We also design an approach based on grouping rows of the strategy matrix S,
which allows us to compute the optimal εi’s efficiently.
Proposition 3.1. Let S be an m×N strategy matrix, and let ε1, . . . , εm be a set of m non-negative values.
Define the noisy answer to S to be an m-dimensional vector z such that zi = Si·x+ νi, 1 ≤ i ≤ m.
(i) If νi is drawn from the Laplace distribution with variance 2ε2i
, then z satisfies α-differential privacy,
where α = 2 maxNj=1(
∑m
i=1 |Sij |εi).
(ii) If νi is drawn from the Gaussian distribution with variance 2
log(2/δ)
ε2i
, andα = 2 maxNj=1
√∑m
i=1 S
2
ijε
2
i ,
z satisfies (α, δ)-differential privacy.
Proof. We only show (i), the proof for (ii) is shown in A. We decompose S as D−1DS where D is the
diagonal matrix D = diag(ε1, . . . εm). We now consider the Lp sensitivity of the function f(x) = (DS)x.
From Definition 2.2, we have
∆p(f) ≤ 2 Nmax
j=1
‖(DS)·j‖p = 2 Nmax
j=1
(
m∑
i=1
|Sijεi|p)1/p
Thus, adding noise with variance proportional to (2∆p(f)α )
2 provides α-differential privacy (via Theorem 2.1
with p = 1) or (α, δ)-differential privacy (via Theorem 2.2 with p = 2). Finally, multiplying by D−1 has
the effect of rescaling the variance in each component: the ith component now has variance proportional
to (∆p(f)αεi )
2. Setting α = ∆p(f) for p = 1 or p = 2 and applying the correct scaling constants gives the
claimed result.
The proofs for (ii) and other results are omitted for brevity.
Recall that the output is computed as y = Rz. Our goal is to choose values εi that minimize the variance
aT Var(y) = aT Var(Rν). We detail this for Laplace mechanism:
aT ·Var(Rν) = 2
q∑
i=1
ai
m∑
j=1
R2ij
ε2j
= 2
m∑
i=1
1
ε2i
q∑
j=1
ajR
2
ji.
Let bi = 2
∑q
j=1 ajR
2
ji. By Proposition 3.1, it follows that the optimal noise budgeting {εi} is the solution
to the following optimization problem:
Minimize:
∑m
i=1
bi
ε2i
(1)
Subject to:
∑m
i=1 |Sij |εi ≤ ε, 1 ≤ j ≤ N. (2)
i ≥ 0, 1 ≤ i ≤ m (3)
Because all bi’s are non-negative, the objective function is convex. The body defined by the linear inequal-
ities is also convex. The resulting problem can thus be solved using a convex optimization package that
implements, e.g., interior point methods. Such methods require time polynomial in m, N, and the required
accuracy of the solution [21].
Efficient Solution via Grouping. Convex optimization solvers may require a large number of iterations
and be too inefficient for databases of moderate dimensionality. However, for most of the frequently used
strategy matrices, the optimization problem can be significantly simplified, if we partition the rows of the
strategy matrix S into groups, and define the corresponding values εi to be the same for all rows in a group.
We show that the groups can be chosen in such way that all conditions
∑m
i=1 |Sij |εi ≤ ε become identical
once we set the εi’s to be equal in each group, which leads to a closed form solution. This approach was
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implicitly used in [4]. We show that this concept can be applied to a larger class of strategy matrices. The
optimal solution for the simplified problem is a feasible solution for the general problem. If recovery matrix
R satisfies a certain property (as is the case for all matrices we consider), then the optimal solution for
the simplified problem is also guaranteed optimal for the general case. In particular, we find optimal noise
budgets for strategy/recovery methods such as Fourier [1] and clustering [6].
Definition 3.1. Let S be an m × N strategy matrix. We say that S satisfies the grouping property if there
exists a grouping function over its rows G : [m] → [g], g ≤ m, such that the following two conditions are
satisfied:
— row-wise disjointness: for any two rows i1, i2 of S withG(i1) = G(i2) and for any column j, Si1jSi2j =
0;
— bounded column norm: for any group r, and for any two columns j1, j2, we have maxi:G(i)=r |Sij1 | =
maxi:G(i)=r |Sij2 | = Cr.
The minimum g for which S has a grouping function G is called the grouping number of S.
Together, the two conditions in Definition 3.1 imply that any column of S contains at most one non-zero
value from each group, and that that value is the same (within a group) for all columns. Hence, not every
S can meet this definition: while we could put every row in a singleton group, we also then require that the
magnitude of all non-zero entries in the row are identical. Nevertheless, as we show below, many commonly
used matrices are groupable.
Example. Matrix S in Figure 1(c) has grouping number g = 1: each column has exactly one entry equal to
1, so C1 = 1. On the other hand, if S = Q is the matrix in Figure 1(b), the grouping number is 2: we define
one group containing the first two rows, and another containing the last four rows. We have C1 = C2 = 1.
Note that, e.g., the first and third rows cannot be grouped together, since Q11Q31 = 1 6= 0. We now apply
this definition to the other strategy matrices proposed:
Base counts. As noted in the introduction, directly materializing the noisy version of x is equivalent to
S = I. In this case, all rows form a single group; hence, g = 1 and C1 = 1.
Collections of marginals. When S is a set of marginals, all rows that compute the cells in the same marginal
can be grouped together, as in the above example. Hence, the number of groups g is the number of marginals
computed; and Cr = 1 for each group r.
Hierarchical structures. When S represents a hierarchy over x, all rows that compute the counts at the
same level in the hierarchy form one group. Hence, the grouping number g is the depth of the hierarchy
and all Cr values are 1. Specifically, when S represents a binary tree over x, the grouping number is g =
dlog2Ne. The same essentially holds for the one-dimensional Haar wavelet (here, g = dlog2Ne+ 1). For
higher dimensional wavelets, the grouping number grows exponentially with the dimension of the wavelet
transform.
Fourier transform. The Fourier transform (discussed in more detail in Section 4.1) is dense: every entry is
non-zero and has absolute value 2−d/2. In this case, each row forms its own group, the grouping number is
N , and Cr = 2−d/2 for any group r.
Sparse random projections. Sketches are sparse random projections that partition the data x into buckets,
repeated t times [5]. All entries in the sketch matrix S are {−1, 0,+1}. In this case, all rows that define one
particular partition of the data form one group, so g = t and Cr = 1.
Arbitrary strategies S. If S is groupable, we can greedily find a grouping as follows: start a group with an
arbitrary row, and try to add each remaining row to existing groups; if a row cannot be added to an existing
group, a new group is created for it. While this may not result in a minimum g, any grouping suffices for our
purposes. We do not discuss the greedy approach further, since all the strategies we study can be grouped
directly as discussed above.
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Definition 3.2. Let S be an m × N strategy matrix with grouping function G. Let R be a corresponding
q ×m recovery matrix. We say that R is consistent with G if for any rows i1, i2 of S with G(i1) = G(i2),
we have bi1 = bi2 (where bi = 2
∑q
j=1 ajR
2
ji are as in objective function (1)).
When Q is a set of marginals and a =
−→
1 , it is easy to verify that R is consistent with the optimal
grouping of S, for all the choices of S considered in prior work: S = I , S = Q, S =Fourier transform,
and S = strategy marginals computed by clustering [6] (here, R aggregates cells of the centroid marginal to
compute each of the marginals assigned to a cluster).
The next result follows directly from the properties of the grouping function.
Lemma 3.2. Let S be a strategy matrix with grouping function G. There is a feasible solution to the opti-
mization problem (1) – (3) such that for each group r and for all pairs of rows i1, i2 withG(i1) = G(i2) = r,
we have εi1 = εi2 . Moreover, all privacy conditions (2) are equivalent, and can be satisfied with equality.
If R is consistent with G, then the above solution is optimal for the problem defined by (1) – (3).
Proof. Let η = η1, . . . , ηg be the noise budgets corresponding to the g groups of S; i.e., all ε values for
the rows in group 1 are equal to η1, etc. Because of the grouping property, each condition (2) becomes∑g
i=1Ciηi ≤ ε, where Ci is the value defined by the bounded column norm for the group i (recall Defini-
tion 3.1). Since the objective function is a minimization, we can make this inequality an equality. Clearly,
{ηi}i are a feasible solution for (1) – (3).
If R is consistent with G, we can change any optimal solution of (1) – (3) into a solution in which all ε
values in a group are equal, without increasing the objective function. We omit a formal proof here.
Thus, when S has grouping function G, we can write a simpler optimization problem for noise budget-
ing:
Minimize:
∑g
i=1
∑
r:G(r)=i br
η2i
(4)
Subject to:
∑g
i=1Ciηi = ε. (5)
ηi ≥ 0, 1 ≤ i ≤ m (6)
Since there is now just a single constraint on the ηis, we can solve this via a simple Lagrange multiplier
method. The corresponding Lagrange function is:
Λ(λ, η) =
( g∑
i=1
∑
r:G(r)=i br
η2i
)
+ λ
( g∑
i=1
Ciηi − ε
)
.
Setting the partial derivatives ∂∂ηi to zero, we obtain ηi =
(
2
λCi
∑
r:G(r)=i br
)1/3
. By the privacy constraint
(5),
g∑
i=1
(
2C2i
λ
∑
r:G(r)=i br
)1/3
= ε and thus:
λ = 2
ε3
( g∑
i=1
(
C2i
∑
r:G(r)=i
br
)1/3)3
Corollary 3.3. In the case when all values Ci are equal to the same value C the optimum value of the
objective function is equal to C
2
2
(∑g
i=1 s
1/3
i
)3
, where si =
∑
r : G(r)=i br. For (, δ)-differential privacy
the corresponding value of the objective function is equal to 2C
2 log(2/δ)
2
(∑g
i=1
√
si
)2.
Lemma 3.2 implies the following.
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Theorem 3.4. Let S be a strategy matrix with grouping function G, and R be a corresponding recovery
matrix consistent with G. Then the solution to the optimization problem (4) – (6) is the optimal noise
budgeting for S and R.
As discussed above, when Q is a set of marginals, all the strategy/recovery matrices proposed in prior
work fit the conditions of Theorem 3.4, and thus their accuracy can be improved via optimal noise budgeting.
Observe that the optimization problem (4) – (6) can be solved reasonably fast: given R, S and a grouping
of S, we can derive the vector of bi values in time linear in the size of R, i.e., in O(qm). For particular S
(e.g. the Fourier matrix), the cost can be even lower, due to the symmetric structure of S and R. Finally, all
εi values, as well as Var(y), can be computed in O(m) time.
3.2 Optimal Recovery Matrix (Step 3)
Given S ∈ Rm×N and the noise parameters εi, we wish to compute a matrix R ∈ Rq×m such that Q = RS
and Var(y) is minimized. Recall that y = Rz = R(Sx+ν), where νi is drawn from the Laplace distribution
of variance 2
ε2i
, as in Section 3.1 (the case of Gaussian distribution is similar). As we show below, the
resulting y will also be consistent.
We derive R via least squares statistical estimators. More precisely, given z = Sx+ ν, we first compute
an estimate xˆ of x which is linear in z and has minimum variance. The vector xˆ is called the optimal
(generalized) least squares solution. As we show below, xˆ = Gz for some matrix G. We then define
R = QG and y = Rz = Qxˆ. A similar approach was used in [16] for the case of uniform noise. We extend
the computation to the case of non-uniform noise budgets εi.
Let Σ be the covariance matrix of z: Σ = Cov(z) = diag( 2
ε2i
). Define U = Σ−1/2S; hence, rank(U) =
rank(S). For simplicity, we assume that rank(S) = N . The same ideas as in [16, Section 3.3] can be used
to handle the case rank(S) < N ; see also [20] for further details. Then the LS solution is computed as
xˆ = (UTU)−1UTΣ−1/2z.
Since Σ is diagonal, Σ = ΣT . We obtain
(UTU)−1UT = (STΣ−1/2Σ−1/2S)−1STΣ−1/2
= (STΣ−1S)−1STΣ−1/2.
Thus, xˆ = (STΣ−1S)−1STΣ−1z.
Let G = (STΣ−1S)−1STΣ−1. We define R = QG, i.e.,
R = Q(STΣ−1S)−1STΣ−1. (7)
Note that y = Rz = Qxˆ is consistent, as per Definition 2.3 (with xc = xˆ). By a well-known result from
linear statistic estimation [20], the following holds:
Lemma 3.5. Matrix R computed as in (7) minimizes aT Var(y) (where y = Rz). Moreover, y is consistent
and unbiased, i.e., E[y] = Qx.
Observation 1. If S is an orthonormal basis (as with wavelets, Fourier and identity strategies), we have
ST = S−1. This implies G = S−1 = ST , so R = QST .
The cost of finding R as above is relatively high, due to the need to perform matrix inversion. While the
diagonal matrix Σ is trivial to invert, since Σ−1ii = (Σii)
−1, the matrix STΣ−1S is generally dense, so is
more costly to invert.
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3.3 Fast Consistency
The vector y = Rz = R(Sx+ν) computed via the optimal recovery matrixR in Step 3 (Section 3.2) has two
important properties: (i) y is consistent (Definition 2.3); and (ii) Var(yi) is minimized for each 1 ≤ i ≤ q.
Since E[yi] = Qi·x we have Var(yi) = E[(yi − Qi·x)2]. Thus, y achieves minimum error for each query
in expectation. As observed in [1, 6] for practical applications it may be necessary to return a vector y1
which is consistent and minimizes a different error measure, e.g., we may wish to minimize ‖y1 − Qx‖p.
For example, p = 1 implies that y1 minimizes the average error and p =∞ minimizes maximum error.
In this section we show how to efficiently compute another recovery matrix R1 such that y1 = R1z is
consistent and ‖y1 −Qx‖p is small. This approach is particularly useful when the query matrix Q ∈ Rq×N
has q  N . As we show below, we significantly improve the running times of the approaches used in [1, 6]
for this case. The approach in [1, 6], translated in our strategy/recovery framework, is described below.
Start by defining a recovery matrix R0 such that Q = R0S and y0 = R0(Sx + ν) has bounded error
‖y0−Qx‖p ≤ t. Usually, R0 is the recovery matrix from Step 2 of our framework. For example, the matrix
R0 in [6] is implied by the clustering function over marginals, which heuristically minimizes some Lp-error
of the noisy answers. Next, compute a consistent answer y1 that minimizes ‖y1 − y0‖p. Recall that y1 is
consistent if there exists xc such that y1 = Qxc. Hence, for p = 1 or p = ∞, y1 can be computed via a
linear program (LP) with variables corresponding to the entries of xc, and consistency conditions expressed
as linear constraints. Other requirements can also be imposed on xc, e.g., integrality or non-negativity. For
p = 2, y1 is the solution to a least squares problem (LS).
However, such an LP, resp. LS, uses at least N variables corresponding to the entries in xc. When N is
large (as is usually the case), this leads to large linear programs. This issue was reported as a bottleneck in
the experimental evaluation of [6]. We now propose a different LP, resp. LS, formulation for the consistency
problem, which requires at most q variables (recall that q is the number of queries in the workload Q). This
leads to large improvements in running time when q  N .
First, note that rank(Q) = q implies that any answer y ∈ Rq is consistent. This is because the linear
system Qxc = y admits the solution xc = QT (QQT )−1y (rank(Q) = q implies that QQT is invertible). In
particular, y1 = y0 is consistent and minimizes ‖y1 − y0‖p for any p.
Assume that rank(Q) = q′ < q. We pick q′ linearly independent rows ofQ, denoted asQ′ ∈ Rq′×N , and
use them to decompose Q as Q = CQ′ for some matrix C ∈ Rq×q′ . Because Q′ has linearly independent
rows, the above argument implies that, for any y ∈ Rq′ , the linear system Q′xc = y has a solution. Hence,
any answer y is consistent for the queries Q′. Then y1 = Cy is consistent for all queries Q: y1 = Cy =
CQ′xc = Qxc.We find y that minimizes ‖Cy−y0‖p and returnCy: For p = 1 and p =∞, y is the solution
to an LP; for p = 2, y is the solution to a least squares problem. In all cases, the number of variables is
q′ < q  N . As observed in [1], the utility guarantee follows by the triangle inequality. If ‖Qx−y0‖p ≤ t,
then
‖y1 − y0‖p = min
y∈Rq′
‖Cy − y0‖p ≤ ‖CQ′x− y0‖p ≤ t.
Thus, the additional Lp-error introduced by consistency is at most the Lp-error of the original noisy answer,
i.e., the error at most doubles.
When Q is a set of marginals, we can formulate the LP, resp. LS, without explicitly computing rank(Q)
or finding a collection of linearly independent rows Q′. Rather, we use the Fourier coefficients of the
marginals. The discussion is deferred to Section 4.3.
4 Consistent Marginals via Fourier Strategies
In this section, we focus on the case when all queries Q correspond to marginals. Here, we show that the
choice of S as an appropriate Fourier matrix gives strong guarantees on the variance, as well as providing
11
consistent query answers.
4.1 Marginals and Fourier analysis
In this section we assume that all d attributes in the database table are binary; for simplicity, let the domain of
each attribute be {0, 1}. We emphasize that this assumption is without loss of generality: an attribute which
has |A| distinct values can be mapped to dlog |A|e binary attributes (and we do so in our experimental study).
However, we present our results with binary attributes to avoid overcomplicating the notation. Consequently,
there are N = 2d entries in the database vector x, where each entry is indexed by some α ∈ {0, 1}d, and xα
is the number of entries in the database with attributes α; recall the example in Figure 1(a).
There are also 2d possible marginals (a.k.a. subcubes of the data cube) of interest, corresponding to
aggregations along a subset of dimensions. For any α ∈ {0, 1}d, let Cα denote the marginal over non-
zero attributes in α, and let ‖α‖ denote the number of non-zero entries in α, i.e., the dimensionality of the
marginal. Note that here α is the bit-vector indicator for the attributes in the marginal. We will consistently
use it as a superscript in such cases, and as a subscript when it indexes an entry in a vector.
We use the following notations, as in [1]: For any pair of α, β ∈ {0, 1}d we write α ∧ β for the bit-
wise intersection of the pair, i.e. (α ∧ β)i = αi ∧ βi. The inner-product in this space, 〈α, β〉, can also be
expressed via the intersection operator: 〈α, β〉 = ‖α∧β‖. We say that α is dominated by β, denoted α  β,
if α ∧ β = α.
The computation of a marginal Cα over the input can be thought of as a linear operator Cα : R2d →
R2‖α‖ mapping the full-dimensional contingency table to the marginal over non-zero attributes in α, by
adding relevant entries over the attributes not in α. More precisely, for each β  α, the cell β in the
marginal Cα, denoted (Cαx)β , sums the entries in the contingency table x whose attributes in α are set to
values specified by β: (Cαx)β =
∑
γ : γ∧α=β xγ .
Example. Let x be the vector in Figure 1(a). Assume we want to compute the marginal Cα = C110, i.e.,
the marginal over attributes A and B. Then the value in the cell (A = 0, B = 0) is denoted by (C110x)000
(i.e., β = 000). The value in the cell (A = 0, B = 1) is denoted by (C110x)010. Note that 000  110 and
010  110. On the other hand, 001 6 110, so there is no cell (C110x)001 in the marginal over A,B. So,
while the cell index β is d-dimensional, only the ‖α‖ bits corresponding to non-zeros in α vary—the rest
are held at 0. Hence, there are only 2‖α‖ cell indexes in the marginal Cαx. In this example, there are only
4 cells in C110x. By the above formula, (C110x)000 = x000 + x001 = 3 and (C110x)010 = x010 + x011 =
1.
The set of all marginals Cα with ‖α‖ = k is referred to as the set of all k-way marginals. They are
commonly used to visualize the low-rank dependencies between attributes, to build efficient classifiers from
the data, and so on.
We use the Hadamard transform, which is the 2d-dimensional discrete Fourier transform over the Boolean
hypercube {0, 1}d. This allows us to represent any marginal as a summation over relevant Fourier coeffi-
cients. The advantage is that the number of coefficients needed for each marginal is just the number of entries
in the marginal. The Fourier basis vectors fα for α ∈ {0, 1}d have components fαβ = 2−d/2(−1)〈α,β〉. The
vectors fα form an orthonormal basis in R2d . We will use the following properties of Fourier basis vectors
and marginal operators in the Fourier basis (proofs can be found in [1]):
Theorem 4.1. For all α, β ∈ {0, 1}d we have:
1. (Cαfβ)γ =
∑
η : η∧α=γ
fβη =
∑
η : η∧α=γ
(−1)〈β,η〉/2d/2.
2. Cαx =
∑
βα
〈fβ, x〉Cαfβ
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Strategy ε-privacy (ε, δ)-privacy
Base counts O(1ε2
(d+k)/2) [9] O(1ε2
(d+k)/2
√
log(1/δ)) [8]
Marginals O(1ε2
k
(
d
k
)
) [1] O(1ε2
k
√(
d
k
)
log(1/δ)) [1]
Fourier coefficients (uniform noise) O(1εk
(
d
k
)√
2k) Theorem B.1 O(1ε
√
k2k
(
d
k
)
log(1/δ)) [1]
Fourier coefficients (non-uniform noise) O(1εk
√(
d
k
)(
d+k
k
)
) Lemma 4.2 O(1ε
√
k
(
d+k
k
)
log(1/δ)) Lemma 4.2
Lower bound Ω˜(1ε
√(
d
k
)
) [15] Ω˜(1ε
√(
d
k
)
(1− δ/ε)) [15]
Table 1: Releasing all k-way marginals for k < d/2. Expected noise per marginal: E
[
‖Cβx− C˜β‖1
]
. The
total number of released marginals is
(
d
k
)
and the total number of Fourier coefficients required to compute
these marginals is
∑k
i=0
(
d
k
) ≤ k · (dk).
4.2 Bounds for marginals
The use of a Fourier strategy matrix was studied in [1], under a uniform error budget. Here, we show that
using a non-uniform budgeting can provide asymptotically improved results. We study the case when the
query setQ corresponds to a collection of `marginals Cα1 , . . . , Cα` . For a given marginal Cαi the accuracy
bounds will be parametrized by its dimensionality ‖αi‖, the total number of marginals ` and the total number
of Fourier coefficients corresponding to the collection of marginals, denoted as |F|. Theorem 4.1(2) implies
that |F| = | ∪i {β : β  αi}|. If the random variable corresponding to the differentially private value of a
marginal Cαx is denoted as C˜αx, then we state a bound on the expected absolute error, E
[
‖Cαx− C˜αx‖1
]
to simplify presentation and comparison with prior work. All our bounds can also be stated in terms of the
variance Var(C˜αx), or as high-probability bounds.
The asymptotic bounds on error are easier to interpret in the important special case of the set of all k-way
marginals. In this case because of the symmetry of the query workload, the expected error in all marginals
is the same. Table 1 summarizes bounds on error in this case together with the unconditional lower bounds
for all differentially private algorithms from [15]. While in the case of (ε, δ)-differential privacy our upper
bounds are almost tight with the lower bounds from [15], for ε-differential privacy the gap is still quite
significant and remains a challenging open problem.
Our next lemma (proof in Appendix C) gives bounds on expected error of the Fourier strategy with
non-uniform noise.
Lemma 4.2. For a query workload consisting of all k-way marginals over data x ∈ R2d the bounds on the
expected error of the Fourier strategy mechanism with non-uniform noise are given as follows:
1. For ε-differential privacy the expected noise per marginal is O
(
1
ε · k
√(
d
k
)(
d+k
k
))
.
2. For (ε, δ)-differential privacy the expected noise per marginal is O
(
1
ε ·
√
k
(
d+k
k
)
log(1/δ)
)
.
These bounds are summarized in Table 1, along with those that follow from other approaches.We note
in passing that we can provide a tighter analysis of the noise for the Fourier strategy under uniform noise
than in [1], by a factor of O(
√
2k)—details are in Appendix B.
Time cost comparison. To directly compute a single k-way marginal over d-dimensional data takes time
O(2d), and so computing all k-way marginals takes O(dk2d) naively. Computing the Fourier transform of
the data takes time O(d2d), and deriving the k-way marginals from this takes time O(4k) per marginal, i.e.,
O(d2d+4kdk) for all marginals [1]. We compare the cost of different strategies to these costs. Materializing
noisy counts (S = I) and aggregating them to obtain the k-way marginals also takes time O(dk2d), as does
materializing the marginals and then adding noise (S = Q).
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The clustering method proposed in [6] is more expensive, due to a search over the space of possible
marginals to output. The cost is O(dkkmin(2ddk, 3d)): clearly as the dimensionality grows, this rapidly
becomes infeasible. However, across all strategies, the step of choosing the non-uniform error budget is
dominated by the other costs, and so does not alter that asymptotic cost.
4.3 Consistency via Fourier coefficients
In Section 3.3 we discussed a general approach for computing consistent answers for a query workload Q ∈
Rq×N with rank(Q) < q. The approach required explicitly finding a set of rank(Q) linearly independent
rows in Q and decomposing Q. We now show that when Q is a set of marginals we can compute consistent
answers without such expensive steps. Instead, we ensure consistency by writing an LP that uses the Fourier
coefficients corresponding to the marginals in Q. Let Q consist of ` marginals Cα1 , . . . , Cα` . We introduce
variables for the Fourier coefficients corresponding to these marginals, denoted as F = {fˆβ|∃i : β  αi}.
To simplify notation, we rename them as F = {fˆ1, . . . , fˆm}, where |F| = m. Marginals Cα1 , . . . , Cα` can
be computed from F , using formulas from Theorem 4.1:
(Cαi)γ =
∑
ααi fˆ
α (Cαifα)γ ,
for all i ≤ ` and γ  αi. We will index entries in the marginals by pairs (i, γ), where γ  αi. Let the
total number of entries in marginals Cα1 , . . . , Cαk be equal to
∑`
i=1 2
‖αi‖ = K. Let R be the recovery
matrix for the Fourier strategy: R ∈ RK×m with entries R(i,γ),α = (Cαifα)γ . Then (Cα1 , . . . , Cα`) = R ·
(fˆ1, . . . , fˆm). Suppose that we are given a set of inconsistent noisy values of these marginals (C˜α1 , . . . , C˜α`).
We formulate the following optimization problem to find the consistent set of marginals (C¯α1 , . . . , C¯α`) that
is closest to the noisy values in Lp-norm:
Minimize ‖(C¯α1 , . . . , C¯αk)− (C˜α1 , . . . , C˜α`)‖p
Subject to (C¯α1 , . . . , C¯α`) = R · (fˆ1, . . . , fˆm)
For p = 2 this is gives a least squares problem, with m variables and K constraints, which is expressed as:
Minimize ‖R · (fˆ1, . . . , fˆm)− (C˜α1 , . . . , C˜α`)‖2.
For p = 1 and p =∞, this gives an LP similar to [1].
The running time of this consistency step via least squares only depends on the number of queries. For
example, for the case of all k-way marginals, we need to work with matrices of size O(dk), and perform
a constant number of multiplications and inversions. In contrast, prior work required solving LPs of size
proportional to the size of the data, N = 2d, which takes time polynomial in N .
5 Experimental study
Datasets. We studied performance on two real datasets:
Adult: The Adult dataset from the UCI Machine Learning repository (http://archive.ics.uci.
edu/ml/) has census information on 32561 individuals. As in [6], we extract a subset of sensitive categor-
ical attributes, for workclass (cardinality 9), education (16), marital-status (7), occupation (15), relationship
(6), race (5), sex (2) and salary (2).
NLTCS: The National Long-Term Case Study from StatLib (http://lib.stat.cmu.edu/), contains
information about 21576 individuals. Each record consists 16 binary attributes, which correspond to func-
tional disability measures: 6 activities of daily living and 10 instrumental activities of daily living.
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(b) ADULT data, Q∗1
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(c) ADULT data, Qa1
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(d) ADULT data, Q2
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(e) ADULT data, Q∗2
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(f) ADULT data, Qa2
Figure 4: Accuracy of marginal release on ADULT data
Query workloads. The choice of query workloads in our experimental study is motivated by an application
of low-order marginals to statistical model fitting. In this setting, the typical set of queries consists of all
k-way marginals (for some small value of k) together with some subset of (k + 1)-way marginals, chosen
depending on the application. We consider three different approaches:
1. Qk: all the k-way marginal tables.
2. Q∗k: all the k-way marginal tables, plus half of all (k + 1)-way marginals.
3. Qak: all the k-way marginal tables, plus all (k + 1)-way marginals that include a fixed attribute.
Evaluation metrics. We measure the average absolute error per entry in the set of marginal queries. To
show the utility of these results, we scale each error by the mean true answer of its respective marginal
query, i.e., we plot it as a relative error. Thus, a relative error of less than 1 is desirable, as otherwise the
true answers are dwarfed by the noise (on average). Note that while the number of tuples in each dataset
is relatively small, our approaches do not depend on the tuple count, but rather the dimensionality of the
domain N = Πdi=1|Ai|. Larger datasets would only improve the quality metrics, while keeping the running
time essentially unchanged.
Algorithms Used. We present results for -differential privacy. Results for (, δ)-differential privacy are
similar, and are omitted. We include seven approaches within the strategy/recovery framework, based on
choice of the strategy matrix, S. Here, the notation S+ indicates that we use the non-uniform noise allocation
for strategy S as described in Section 3.1, while the corresponding S is with uniform noise.
• S = I — Add noise via Laplace mechanism directly to base cells and aggregate up to compute the
marginals. Here, the optimal noise allocation is always uniform.
• S = Q — Add uniform (Q) or non-uniform (Q+) noise to each marginal independently.
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(a) NLTCS data, Q1
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(b) NLTCS data, Q∗1
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(c) NLTCS data, Qa1
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(d) NLTCS data, Q2
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(e) NLTCS data, Q∗2
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(f) NLTCS data, Qa2
Figure 5: Accuracy of marginal release on NLTCS data
• S = F — Add uniform (F ) or non-uniform (F+) noise to each Fourier coefficient, corresponding to
the given query workload.
• S = C — Add uniform (C) or non-uniform (C+) noise to each marginal returned by the greedy
clustering strategy proposed in [6].
Our goal is to study the effects of non-uniform noise budgeting over all strategies. The decision on
which strategy to use rests with the data owner. However, we show clear tradeoffs between running time
and accuracy for all strategies, which can provide helpful hints.
To ensure consistency of the released marginals, we use the Fourier analytic approach, described in
Section 4.3.
5.1 Adult Dataset
Figure 4 shows the results on the Adult data set, for query workloads Q1, Q∗1, Qa1, Q2, Q∗2 and Qa2. The
attributes in this data set have varying cardinalities, but are encoded as binary attributes as described in
Section 4.1. We plot the results on a logarithmic scale as we vary the privacy parameter , to more clearly
show the relative performance of the different measures. Immediately, we can make several observations
about the relative performance of the different methods. On this data, the naive method of materializing
counts (I) is never effective: the noise added is comparable to the magnitude of the data in all cases. Across
the different query workloads, choosing the strategy S = Q works generally well. In this case non-uniform
noise allocation can significantly improve the accuracy. For example, over workload Q∗1 (Figure 4(b)), we
see an improvement of 20-25% in accuracy.
For more complex queries which result in more marginals of higher degree (Q∗2 and Qa2, in Figures 4(e)
and 4(f) respectively), the accuracy is lower overall, and the noise is greater than the magnitude of the data
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for more restrictive settings of the privacy parameter . To some extent this can be mitigated as the number
of individuals represented in the data increases: the noise stays constant as the value of the counts in the
table grows.
Across this data, we observe that while the non-uniform approach improves the accuracy of the Fourier
strategy, it is inferior to other strategies. Although asymptotically this strategy has good properties (as
described in Table 1), in this case k is not very large, so the gap between the k and 2k terms for constant k
is absorbed within the big-Oh notation. The running times of our methods were all fast: the Fourier (F ) and
Query (Q) methods took at most tens of seconds to complete, while the clustering (C) took longer, due to
the more expensive clustering step.
5.2 NLTCS data
Figure 5 shows the corresponding results on the binary NLTCS data. Over all experiments, there is an
appreciable benefit to applying the optimal non-uniform budgeting. The optimal budgeting case is reliably
better than the uniform version, for the same strategy matrix. There are occasional inversions, due to the
random nature of the mechanisms used, but the trend is clear. The advantage can be notable: for example,
on Q∗1 (Figure 5(b)) and Q∗2 (Figure 5(e)), the error of the Fourier strategy is reduced 30-35% by using non-
uniform budgeting. For the clustering approach, the improvement is smaller, but still measurable, around
5% on average. However, recall that strategy C becomes infeasible on higher dimensional data, due to its
exponential cost.
Figure 6 shows the end-to-end running time of the different methods. This demonstrates clearly the
dramatically slow running time of the clustering method: reaching several hours to operate on a single,
moderate-sized dataset. As the dimensionality increases, this becomes exponentially worse. By contrast,
the time needed by the other strategies is negligible: always less than a second, and typically less than a
tenth of a second. The optimization and consistency steps take essentially no time at all, compared to the
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data handling and processing. On the other hand, all methods have virtually constant time as a function of
the number of tuples in the data.
Returning to the accuracy, over the k = 1-way marginals and variations, the approach of materializing
the base counts (I) is not competitive, while the clustering strategy (C) achieves the least error. The more
lightweight Fourier-based approach achieves slightly more error, but is much more scalable. As the degree
of the marginals increases (Q∗2, Figure 5(e), and Qa2, Figure 5(f)), the trivial solution of materializing the
base cells becomes more accurate. For workloads that are made up of high-degree marginals, this method
dominates the other approaches, although such workloads are considered less realistic.
6 Concluding Remarks
We considered the problem of releasing data based on linear queries, which captures the common case
of data cubes and marginals. We showed how existing matrix-based strategies can be improved by using
non-uniform noise based on the query workload. Our results show that such non-uniform noise results in
significantly lower error across all cases considered. Further, the cost of this is low, and the results can be
made consistent with minimal extra effort.
Other notions of consistency are possible within this framework. For example, it is sometimes required
that the query answers correspond to a data set in which all counts are integral and non-negative. This can
be achieved when the method actually materializes a noisy set of base counts xˆ (as in the case of strategy I)
by adding the constraints that xˆj ≥ 0 and rounding the results to the nearest integer. It remains to show how
to enforce such consistency constraints efficiently when base counts are not explicitly materialized.
On the theoretical side, we have shown bounds on accurate k-way release under differential privacy of
O(kε
√(
d
k
)(
d+k
k
)
). An open problem is to close the gap between this and the lower bound of Ω˜(1ε
√(
d
k
)
).
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A Budgeting for (, δ)-differential privacy
Proof of Proposition 3.1, part (ii). Consider a matrix S′ ∈ Rm×N with entries S′ij = iSijα , where α =
maxNj=1
√∑m
i=1 
2S2ij . Because L2-norm of any column of S
′ is at most 1 by Theorem 2.2 adding to values
S′ix Gaussian noise with variance
2 log(2/δ)
2
guarantees (, δ)-differential privacy. Given these noisy values
which we denote as S˜′i, the noisy values S˜i can be computed as S˜i =
αS˜′i
i
and so S˜i has variance
2 log(2/δ)α2
2i 
2 ,
which is at most 2 log(2/δ)
2i
for  > α as desired.
Proof of Corollary 3.3 for (, δ)-differential privacy. For (, δ)-differential privacy the analog of optimiza-
tion problem (4) – (6) is:
Minimize: 2 log(2/δ)
m∑
i=1
si
2i
m∑
i=1
C2i 
2
i = 
2
We can ignore the multiplicative factor in the objective function, because it doesn’t change the optimum
solution. Then the corresponding Lagrange function is:
Λ(λ, 2i ) =
(
m∑
i=1
si
2i
)
+ λ
(
m∑
i=1
C2i 
2
i − 2
)
.
Using condition ∂
∂2i
= 0 we have:
−si
4i
+ λC2i = 0,
so 2i =
1
Ci
√
si
λ and we have
m∑
i=1
Ci
√
si
λ
= 2,
which gives
√
λ = 1
2
∑m
i=1Ci
√
si and 2i =
2
Ci
√
si∑m
j=1 Cj
√
sj
. The value of the objective function is now
given as:
2 log(2/δ)
2
(
m∑
i=1
Ci
√
si
)2
.
If all values Ci are equal to C this gives
2 log(2/δ)C2
2
(∑m
i=1
√
si
)2.
B Fourier strategy–Uniform Noise
In this section, we provide a tighter analysis of the expected noise that results from using the Fourier strat-
egy with uniform noise. This is to be compared with the bound of O(2‖α‖|B| log(|B|/δ)/ε) stated in [1,
Theorem 7].
Theorem B.1. Let the query workload Q consist of marginals Cα1 , . . . , Cαk and B be the set of Fourier
coefficients, corresponding to this workload, such that B = {β|∃Cαi : β  αi}. Then if we release all
Fourier coefficients in B via the Laplace mechanism with uniform noise and use them to compute private
values of the marginals C˜α1 , . . . , C˜αk for each marginal Cαi bounds on the noise per marginal can be given
as:
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1. E[‖Cαix− C˜αi‖1] ≤ |B|
√
23+‖αi‖
 .
2. ‖Cαix− C˜αi‖1 = O
(
|B|
√
2‖αi‖ log(|B|/δ)

)
, with probability at least 1− δ.
Proof. Let α = αi and w.l.o.g, assume that x = 0, so:
‖Cαx− C˜α‖1 = ‖C˜α‖1 =
∥∥∥∥∑
βα
φβC
αfβ
∥∥∥∥
1
=
∑
γα
∣∣∣∣∑
βα
φβ(C
αfβ)γ
∣∣∣∣
=
∑
γα
∣∣∣∣∑
βα
φβ
∑
η : η∧α=γ
(−1)〈β,η〉2−d/2
∣∣∣∣
= 2−d/2
∑
γα
∣∣∣∣∑
βα
φβ · 2d−‖α‖(−1)〈β,γ〉
∣∣∣∣
= 2d/2
∣∣∣∣∑
βα
φβ
∣∣∣∣ (8)
The last step follows due to the symmetry of the Laplace random variables φβ . Note that for iid unbiased
random variables Y , E[|Y |] = E[
√
Y 2] ≤ √E[Y 2] = √Var(Y ), using Jensen’s inequality. Hence, using
the linearity of expectation and the fact that Var(φβ) =
8|B|2
22d
, we have:
E
[
‖Cαx− C˜α‖1
]
= E
[
2d/2
∣∣∣∣∑
βα
φβ
∣∣∣∣]
≤ 2d/2
√
2‖α‖Var(φβ) =
√
23+‖α‖|B|

. (9)
To get a concentration bound for the second part of the Theorem, we use the fact that with probability at
least 1− δ, |∑β φβ| = O(√∑β Var(φβ) log 1/δ) (see, e.g. [3]).
Substituting this in (8), we have with probability 1− δ,
‖Cαix− C˜αi‖1 = O
(√
2‖αi‖
|B|
ε
log1/2
1
δ
)
Rescaling δ by a factor of |B| means that by a union bound this holds for all αi.
C Omitted Proofs
Proof of Lemma 4.2. We have q = 2k
(
d
k
)
, m =
∑k
i=0
(
d
i
)
and N = 2d. For the set of all k-way marginals
the matrices Q ∈ Rq×N , S ∈ Rm×N and R ∈ Rq×m have the following entries:
Q(i,t)j =
{
1, if i ∧ j = t
0, otherwise,
R(i,t)j =
{
(−1)〈i,t〉2d/2−k, if j  i
0, otherwise.
Sij = (−1)〈i,j〉/2d/2,
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where we abuse notation indexing entries by vectors i, j, t ∈ {0, 1}d only if entries corresponding to respec-
tive subsets exist. Here, t indexes
(
d
k
)
marginals. Formally, we use all pairs (i, t), where ‖i‖ = k and t  i
to index over [q]. We use an index i, where ‖i‖ ≤ k to index over [m] and a regular index 0 ≤ i < 2d to
index over [N ]. The grouping number of S is equal to m because the groups consist of individual rows of S,
so for all 1 ≤ i ≤ m we have Ci = 1/2d/2 and bi = 2
∑q
j=1 ajR
2
ji. Using a =
−→
1q and substituting entries
of R, we have bi = 2d−k+1 ·
(d−‖i‖
k−‖i‖
)
, where we use index i as described above. Thus,
m∑
i=1
b
1/3
i = 2
(d−k+1)/3
k∑
i=0
(
d
i
)(
d− i
k − i
)1/3
.
Now, using Corrollary 3.3 privacy (and assuming k < d/2) we get the sum of the noise variances over
all entries equal to
1
2k−1ε2
( k∑
i=0
(
d
i
)(
d− i
k − i
)1/3)3
≤ 3(k + 1)
2
2k−1ε2
k∑
i=0
(
d
i
)3(d− i
k − i
)
=
3(k + 1)2
2k−1ε2
k∑
i=0
(
d
i
)2(d
k
)(
k
i
)
=
3(k + 1)2
(
d
k
)
2k−1ε2
k∑
i=0
(
d
i
)2(k
i
)
≤ 3(k + 1)
2
(
d
k
)2
2k−1ε2
k∑
i=0
(
d
i
)(
k
i
)
=
3(k + 1)2
(
d+k
k
)(
d
k
)2
2k−1ε2
Thus, dividing by q, the variance of noise per entry of a marginal table is O
(
k2(dk)(
d+k
k )
22kε2
)
. By Jensen’s
inequality, the expected magnitude of noise per entry is O
(
k
√
(dk)(
d+k
k )
2kε
)
.
For (ε, δ)-differential privacy Corollary 3.3 gives variance at most:
O
(
log(1/δ)
2kε2
( k∑
i=0
(
d
i
)(
d− i
k − i
)1/2)2)
≤ O
(
log(1/δ)
2kε2
· 2(k + 1)
k∑
i=0
(
d
i
)2(d− i
k − i
))
= O
(
k log(1/δ)
2kε2
k∑
i=0
(
d
i
)(
d
k
)(
k
i
))
= O
(
k
(
d
k
)(
d+k
k
)
log(1/δ)
2kε2
)
,
which gives O( 1
2kε
√
k
(
d+k
k
)
log(1/δ)) expected noise per marginal entry.
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