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Introduction
The development, maturation and maintenance of the nervous system, its anatomical and functional structure, with particular attention to the brain and the role it plays in behavior and cognition, has been the centre of much scientific investigation. The functional unit of the nervous system is the neuron which Neuroscientists seek to understand not only the normal mechanisms of the nervous system, but also the nature of developmental and neurological disorders with the intent of finding new ways to prevent or treat them. In order to obtain 20 this knowledge, it is necessary to unveil how sensory information is processed by neuronal networks and how a behavioral output is produced. The models systems utilised are diverse ranging from using larval and adult zebrafish, invertebrate model species, such as Drosophila melanogaster and Caenorhabditis elegans, and also rodent mammals. In order to be useful as an animal model, 25 the organism should be able to exhibit physiological, pathological or behavioral features of the human disease. However, with regards to imaging, the choice of the most appropriate animal model is not always based on the one that is best suited to address a specific question of interest. For example, larval zebrafish are a poor anatomical model for the human brain but they are frequently used 30 because they are transparent and therefore easy to be imaged. Drosophila and C. elegans have also been used as models for brain diseases because they offer advantages in terms of a high degree of genetical control and they also have a relatively short lifetime; however, they are far removed phylogenetically from mammals. Among mammals, mice are by far the species most used to gain in- 35 sights into the pathogenesis of neurodegeneration (e.g. Alzheimers disease) even if they cannot be affected normally by this pathology [1] . Despite this, the main reason for their use relies on again the ability to control their genetic make-up but also the relatively small size of their brain which again makes it easier to be imaged. However, irrespective of the model, there is a need for imaging tech- 40 niques to provide a full spatio-temporal access to the neuronal activity of large networks of neurons but with sub-cellular and millisecond resolution [2, 3] .
Why should we use optical imaging in neuroscience?
Optical imaging has advantages over traditional neuroscience imaging techniques such as Electroencephalography (EEG), Magnetoencephalography (MEG), 45 functional Magnetic Resonance Imaging (fMRI) and Positron Emission Tomog-A c c e p t e d M a n u s c r i p t 
raphy (PET).
A major advantage is the potential optical imaging of the nervous system over many length scales: from the single synapse to the entire brain, while retaining the capability of achieving very high spatio-temporal resolution (see Figure 1 ).
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The latter capability is a necessary requisite if fast events such as action potentials are to be resolved. Their flexibility and easiness to be modified makes optical setups suitable to be integrated with many other techniques for multi modal imaging. Another advantage is the possibility of selectively labeling different neurons and recording their activity as changes in optical brightness, by 55 using engineered light-emitting protein sensors, termed genetically encoded voltage indicators (GEVis). GEVis relate changes in voltage to changes in brightness by sensing the neuron membrane potential. Also neuroscientists have relied on encoded calcium indicators (GECIs) in order to follow rapid post-synaptic events. GECIs are florescent proteins modified so that their folding properties 60 are sensitive to the calcium concentration that changes within the cell after the A c c e p t e d M a n u s c r i p t firing of an action potential. Therefore, local changes in calcium concentration can be used as an indirect measure of voltage transients in neurons. However, the kinetics of calcium transients is relatively slow and GEVis need to be used in order to report sub-threshold electrical activity in dendritic and somatic mem-65 branes, though the speed of activity means that its recording usually requires specialised optics.
The development of confocal microscopy was a key initial step to enable optical imaging for neuroscience research. Confocal microscopy uses an epifluorescence geometry, in which the objective lens used to send the excitation light 70 to the sample is the same used to collect the emitted fluorescence. In confocal microscopy the out of plane unfocused light is rejected by using a spatial pinhole; however, the optical sectioning is not obtained in the illumination process, therefore, as in wide field microscopy, the specimen is subjected to wide light exposure. Furthermore, the sample is scanned one point at a time rendering the 75 acquisition of volumetric images very long. The wide light exposure combined with the limited acquisition speed results in a much higher exposure of the sample causing potential photobleaching. Moreover, high resolution imaging deep into biological tissues is not possible. Deeper penetration and a lower attenuation can be achieved by using two-photon microscopy (2PM) in an analogous 80 geometry, which has been employed to visualise neuronal activity both at the single synapse level [5, 6, 7] and at the whole brain level [8, 9, 10] . In 2PM a fluorophore is excited to a higher state, by absorbing two photons with combined energies similar to that which is needed to excite the fluorophore to the same state using a single photon. The use of longer infrared wavelengths (650 85 nm to 1200 nm) reduces autofluorescence and absorption by biological samples.
2PM provides both high lateral and axial resolution and high sensitivity inside scattering tissues [11] , while reducing photobleaching by exciting only a single point in space. However, single point scanning 2PM has a limited temporal resolution due to the fact that three dimensional imaging cannot be achieved 90 by scanning a single point trough a 3D volume. A minimum laser dwell time of the order of 1 sec is needed to collect a significant number of photons in a A c c e p t e d M a n u s c r i p t given voxel [12] limiting the acquisition rate to ∼ 10 6 voxels per second. This drastic limit imposed by single scanning point techniques, limits the number of neurons that can be dynamically recorded making these approaches limiting for 95 imaging in neuroscience. In order to improve parallelization, other implementations such as simultaneous multi-point excitation [13, 14, 15] , and temporal focusing [8, 16, 17, 18] can be considered. However, these methods add both experimental complexity and cost. Random-access imaging including acoustooptical deflectors [19, 20, 21, 22] , has been used to rapidly record the activity 100 of multiple neurons in the intact brain [21] . However, this approach samples the volume sparsely at different points and is highly sensitive to motion, and so cannot be used in freely moving organisms [22, 23] . Sub-diffraction resolution down to a few tens of nanometers can be achieved by using super resolution techniques such as stimulated emission depletion (STED) microscopy, photo- tions and dynamics using patterned illumination. However, an important aspect to be taken into account when considering optical imaging techniques is that resolution, penetration depth and speed are competing parameters. In STED the imaging speed is typically lower than for confocal or 2P microscopy, due to the longer pixel dwell-time which is necessary to collect more photons from 
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An optical imaging technique with high temporal resolution which is limited only by the camera and photon count, is light field microscopy (LFM) [30, 31] .
In this technique, the sensor pixels capture the light field rays coming from a microlens array placed in the native image plane. higher time resolution compared to a spinning disk confocal setup due to the lower phototoxicity [39] . A reduction in photobleaching and photoxicity by up to three orders of magnitude has been reported when using LSFM instead of confocal microscopy [40] . The lower photodamage effects make this technique particularly suited for developmental biology studies [44, 45] 
Light sheet fluorescence microscopy
Even though the geometry for optical sectioning used in LSFM was first shown in 1902 [55] , the possibility of using light sheet for biological studies and this is a problem when imaging developing samples. Therefore, the sample can also be placed in a container made from agarose or by using polymers and kept in position by using clips. However, it is difficult to make small agarose or polymeric chambers with thin enough walls to image the sample through them. A c c e p t e d M a n u s c r i p t
Different LSFM geometries
The thin sheet of light used in LSFM can be generated by using a cylindrical lens, as in selective plane illumination microscopy (SPIM) [12] or by using a scanning mirror to rapidly scan the beam through the sample, as in digitally 255 scanned light-sheet microscopy (DSLM) [60] . The presence of the scanning mirror offers an increased flexibility of DSLM over SPIM. The height of the light sheet can be adjusted by changing the scanning amplitude, while its thickness is related to the diameter of the incoming beam on the mirror. The formed light sheet is homogeneous leading to a uniform power density across the field 260 of view and the penetration depth can be highly increased by using techniques such as beam shaping [61] and 2P excitation [62] . Due to the rapid scanning of the light sheet DSLM, images are less prone to striping artifacts resulting from absorption in the sample plane and though artifacts can be reduced by using propagation invariant beams [63] . On the other hand, a cylindrical lens is easy sheet is resonantly pivoted about its focus [64] . The choice between the SPIM 275 and DSLM configuration is based on the sample under investigation in order to balance photodamage effects, image quality and acquisition speed. These light sheet microscopes are set up in an horizontal plane to achieve an orthogonal configuration between the two beam paths. This geometry allows the sample to be placed at the intersection of the two paths being free to rotate in order to opti- Another system that shares these capabilities is the four-lenses se-320 lective plane illumination microscope setup development by Schmid et al. [68] , which enabled the recording of the development of multiple embryos in parallel and the mapping of all labelled cells for each embryo in less than 10s.
While the horizontal configuration is more convenient for samples requiring 
Bouchard et al. [50] developed confocally-aligned planar excitation (SCAPE)
A c c e p t e d M a n u s c r i p t microscopy in which optically sectioned 3D data are acquired by using a single objective without the need for either the objective, or the sample, to be moved.
In SCAPE, the light sheet is swept back and forth through the sample by using an oscillating polygonal scanning mirror. The fluorescence emitted from the illuminated plane is collected by the same objective can lead to on-axis intensity rapid oscillatory behaviour [84] . The holographic generation of Bessel beams by using spatial light modulators (SLMs) is another
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A c c e p t e d M a n u s c r i p t well established method and it also allows the generation of multiple beams simultaneously. However, the most efficient way of creating a Bessel beam is imposing a phase shift to an incident Gaussian beam by passing it through an axicon [85, 86] . By changing the angle of the axicon therefore, it is possible to control the Bessel beam core size.
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The smaller core size, the self-healing properties and the propagation invariance of Bessel beams make them very good candidates for imaging thick non-transparent samples with high resolution [61] . However, if single photon illumination is used, the Bessel beam side lobes contribute to background noise and higher levels of phototoxicity [76] . In order to minimize these problems, it [92, 93] . This can be done by using a spatial light modulator (SLM) 455 or by using a custom made designed cubic phase mask [94, 95] . Airy beam structure contributes positively to the imaging process. This is a great advantage over 1D Bessel techniques in which much of the florescence is rejected to improve image quality and therefore the light sheet intensity needs to be increased to achieve the same contrast. As the power of an Airy light sheet is spread out over a larger area with respect to an equivalent Gaussian light 470 sheet, and because of the positive contribution of all its structures to imaging formation, the peak intensity is reduced and with it the photobleaching [77] .
However, how much of the transverse Airy structure will be collected in-focus is dictated by the depth of field (DOF) of the detection lens, which increases with the decreasing of the detection lens NA.
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The detection lens DOF should be as large as possible to ensure that most of the Airy profile is within it. In this way all of the generated fluorescence contributes to the image and through the use of computational deconvolution resolution comparable to a Gaussian light sheet with equal NA can be obtained. High resolution images from 480 raw data can be restored performing deconvolution by using a simple 1D Wiener filter applied along the axial direction of the images [77] . Airy LSFM seems to be very promising for imaging in turbid neural tissues.
J. Nylk et al [97] carried out a comparison between Airy LSFM and Gaussian
LSM showing three-fold improvement in image quality at a depth of 50 µm into mouse brain tissue most likely due to the 'self-healing' properties of the beam.
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They also tested the penetration depth in cleared samples with each beam type showing a 30% extended penetration depth when using an Airy light sheet.
They recently developed the attenuation compensation of light field approach in which the intensity of the beam is changed upon its propagation enabling its strategical redistribution within the sample in order to maximize signal and 495 minimize irradiation [98] . By using this method they were able to image an additional 70% dendritic spines in mouse brain tissue with respect to using a non compensated Airy beam.
Applications of light sheet fluorescence microscopy in neuroscience
The development of LSFM rendered possible the observation of 500 phenomena that were not easily accessible before, such as the comprehensive quantitative analyses of cellular dynamics in entire developing organisms. In particular, the development of four-lenses LSFM setups, which records multiple views of the specimen simultaneously, allowed recording cellular dynamics in complex biological systems, 505 such as Drosophila melanogaster embryos, and in-vivo imaging of the developing nervous system [66] . The combination of LSFM with advanced computational tools also allowed automated cellular phenotyping and mapping of gene expression dynamics for entire embryos [66] . One of the main challenges in developmental and regenerative 510 biology is the study of lineages of cells, which determine their avail-A c c e p t e d M a n u s c r i p t able differentiation fates. LSFM allowed recording nuclei localization and tracking of majority of cell movements in entire wild-type and mutant zebrafish embryos in the first 24 hours of development [60] .
The lineage of cells giving rise to a specific organ was also observed,
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at a later stage of development, during organogenesis of the posterior lateral line in zebrafish [99] . Its capability of fast and low pho- A c c e p t e d M a n u s c r i p t specimen by dipping it in a medium with the same refractive index as protein.
In this way, the refractive indices of intra-and extracellular compartments become the same, allowing the light to pass through the sample without scattering.
605
They imaged the sample from top and bottom, after a 180 rotation, directly in the clearing solution with two illumination arms and one detection objective.
They were capable of imaging GFP expressing neurons in whole brains of transgenic mice and obtaining anatomical details of the whole brain visualizing the shape of the hippocampus. They could even discern GFP-labelled neuronal 610 soma and dendrites within the hippocampus through the overlying neocortex.
However, for objects bigger than 2 mm they could not reach sub-micrometer resolution and had limited penetration depth due to the specimens autofluorescence. Furthermore, they could not image whole brains of mice older than 2 weeks as heavily myelinated structures do not become transparent rendering Although the development of optical clearing methods render possible the observation of entire fixed brains there is a compelling necessity for in-vivo brain imaging. As previously mentioned, this cannot be easily obtained with LSFM techniques using two orthogonal objectives which dictate a limitation 660 in the sample geometry. Instead, the development of single objective LSFM techniques, such as SCAPE, is a potential route for imaging neuronal activity in live mouse brain through a cranial window [50] .
A c c e p t e d M a n u s c r i p t
Outlook
The application of light sheet fluorescence microscopy in neuroscience has 
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This method allowed cell discrimination at 125 µm depth into the mouse brain.
Of particular interest is to couple the previously mentioned attenuation compensation of light field approach [98] with self-learning algorithms to develop a new generation of smart LSFM in which not only acquisition parameters are optimized (e.g. Autopilot [121] ), but also the penetration depth thorough light 700 exposure control.
Another aspect to be considered is the acquisition of very large data sets (on the order of terabytes) which poses unprecedented challenges regarding data management, analysis, and mining [122] . Therefore, improvement in data storage and image processing will be required. This could be achieved with smart A c c e p t e d M a n u s c r i p t A c c e p t e d M a n u s c r i p t A c c e p t e d M a n u s c r i p t
