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LIMITS OF RATIONAL MAPS, R-TREES AND
BARYCENTRIC EXTENSION
YUSHENG LUO
Abstract. In this paper, we show that one can naturally associate a
limiting dynamical system F : T −→ T on an R-tree to any degenerating
sequence of rational maps fn : Cˆ −→ Cˆ of fixed degree. The construction
of F is in 2 steps: first we use barycentric extension to get E fn : H3 −→
H3; second we take appropriate limit on rescalings of hyperbolic space.
An important ingredient we prove here is that the Lipschitz constant
depends only on the degree of the rational map. We show that the
dynamics of F records the limiting length spectrum of the sequence fn.
1. Introduction
A rich theory is developed in the study the dynamics of rational maps
f : Cˆ −→ Cˆ with d = deg(f) ≥ 2. The space Ratd(C) of all rational maps of
degree d is not compact, hence it is useful to construct limiting dynamical
systems as fn →∞ in Ratd(C).
In this paper, we show that to any sequence fn → ∞, one can naturally
associate a degree d branched covering on an R-tree F : T −→ T . The map
F is constructed in two steps.
(1) By applying the barycentric extension, we extend each rational map
fn : Cˆ −→ Cˆ to a map E fn : H3 −→ H3 (see Section 2 and [6]).
(2) Using the standard idea that H3 takes on the appearance of a R-
tree under rescaling (Cf. [13]), we construct the branched covering
by taking limits of the barycentric extensions E fn with appropriate
rescalings.
The following equicontinuity theorem plays a crucial role.
Theorem 1.1. For any rational map f : Cˆ −→ Cˆ of degree d, the norm of
the derivative of its barycentric extension E f : H3 −→ H3 satisfies
sup
x∈H3
‖DE fx‖ ≤ C deg(f).
Here the norm is computed with respect to the hyperbolic metric and C is a
universal constant.
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2 YUSHENG LUO
Remark. The theorem in particular says that the Lipschitz constant of E f
is C deg(f), i.e., ∀x, y ∈ H3,
d(E f(x),E f(y)) ≤ C deg(f)d(x, y).
In dimension 1, if f : S1 ∼= ∂∆ −→ ∂∆ ∼= S1 is the restriction of a
Blaschke product, or more generally, an inner function. The barycentric
extension E f : H2 ∼= ∆ −→ ∆ ∼= H2 satisfies E f = f on ∆ ∼= H2. Hence,
the Schwarz lemma implies that the barycentric extension E f is a distance
non-increasing map with respect to hyperbolic metric, i.e., uniformly 1-
Lipschitz. Theorem 1.1 is a replacement for the Schwarz lemma in higher
dimension.
If we consider the map z 7→ zd, then the Lipschitz constant along the
geodesic connecting 0 and∞ in S2 is exactly d. Hence the Lipschitz constant
of the extension of zd is at least d, and the bound we get is qualitatively
best possible.
There is a more general statement for quasiregular maps and in higher
dimensions. See Theorem 4.1 for details.
Geometric limit as branched coverings on an R-tree. Let us return to
the study of fn →∞. Theorem 1.1 shows E fn are equicontinuous, however
(1) E fn are not bounded in general: the image of 0 ∈ H3 may escape to
infinity;
(2) even if E fn are bounded, the degree will definitely drop: some preim-
ages of 0 will escape to infinity (see Proposition 7.1).
It is thus natural to consider limits of rescalings of H3. Given a sequence
rn → ∞, we construct the asymptotic cone (rH3, x0, d) for the sequence of
pointed metric spaces (H3,0, dH3/rn). The construction of the asymptotic
cone uses a non-principal ultrafilter ω which will be fixed once for all. The
ultrafilter ω performs all the subsequence-selection in advance, and allows
any sequences in compact spaces to converge automatically without the need
to pass to any further subsequences. We will denote the limit with respect
to the ultrafilter by limω. It is well-known that (
rH3, x0, d) is an R-tree [28],
i.e., any two points x, y ∈ rH3 can be joined by a unique arc [x, y] ⊂ rH3
which is isometric to an interval of R.
The appropriate scale we consider here is
rn := max
y∈E f−1n (0)
dH3(0, y),
as it brings all the preimages of 0 in view. We show that
Theorem 1.2. Let fn →∞ in Ratd(C), let
rn := max
y∈E f−1n (0)
dH3(y,0)
and rH3 be the asymptotic cone of H3 with rescaling rn. Then we have a
limiting map
F = lim
ω
E fn :
rH3 −→ rH3,
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and it is a degree d branched covering of the R-tree rH3.
Remark. The construction of limiting map works for any rescalings sn →
∞. If sn satisfies limω sn/rn = K ∈ (0,∞), the two limiting maps are
conjugate to each other. However, if limω sn/rn = 0, the degree of the
limiting map will drop. On the other hand, if limω sn/rn =∞, then x0 ∈ rH3
is totally invariant (both forward and backward invariant), resulting in less
interesting dynamical system.
We also have a version for sequences [fn] → ∞ in the moduli space of
rational maps Md = Ratd(C)/PSL2(C) (see Theorem 7.9).
Although the barycentric extension does not behave well under composi-
tion, we show that the limiting map is dynamically natural:
Theorem 1.3 (Dynamical naturality). Let F be the limiting map on rH3
for degenerating rational maps fn ∈ Ratd(C), then for any N ∈ N,
FN = lim
ω
E fNn .
The ends of a tree and translation lengths. A ray α in the R-tree T
is a subtree isometric to [0,∞) ⊂ R. Two rays are equivalent if α1 ∩ α2 is
still a ray. The collection (T ) of all equivalence classes of rays forms the set
of ends of T . We will use α to denote both a ray and the end it represents.
We say a sequence of points xi converges to an end α, denoted by xi → α,
if for all β ∼ α, xi ∈ β for all sufficiently large i.
We define the translation length of an end α by
L(α, F ) = lim
xi→α
d(xi, x
0)− d(F (xi), x0)
We show that the translation length is well-defined and < +∞ (possibly
equals to −∞). If C = {α1, ..., αq} is a cycle of periodic ends, we define the
translation length of the periodic cycle C by
L(C,F ) =
q∑
i=1
L(αi, F )
Similarly, if C = {z1, ..., zq} ⊂ P1C is a periodic cycle of f of period q, we
define the length of the cycle C as
L(C, f) := log |(f qn)′(z1,n)|.
For the asymptotic cone rH3 ofH3, by using the ultrafilter ω, any sequence
zn ∈ Cˆ determines an end α of the tree (see Section 7). We use the notation
zn ω α to denote this. If zn is periodic with period q, then so is α. We
show that one can recover the limiting lengths spectrum from the translation
lengths for the limiting map F :
Theorem 1.4. Let fn ∈ Ratd(C) be a degenerating sequence with limiting
map F : rH3 −→ rH3. Let Cn ⊂ P1C be a sequence of periodic cycles of fn of
4 YUSHENG LUO
period q, with Cn ω C, then
L(C,F ) = lim
ω
L(Cn, fn)
rn
.
Supplement: example of barycentric extension of z2. We conclude
our discussion by studying the barycentric extension of the map f(z) = z2
in detail. The exact formula for the extension is hard to compute, even in
this simple case .
Let σ(z) = 1z¯ , then
σ ◦ f ◦ σ = f.
Hence by naturality, it is easy to see that the hyperbolic plane P bounded
by the equator of S2 is totally invariant under E f .
Let (r, θ, h) be the cylindrical coordinates for the hyperbolic 3-space H3
with respect to the hyperbolic metric. More precisely, (r, θ) is the polar
coordinates for the projection of p ∈ H3 onto the hyperbolic plane P ⊂ H3
and h is the signed hyperbolic distance of p to the plane. We show that
Theorem 1.5. In the cylindrical coordinate, the barycentric extension E f
of f(z) = z2 is given by
E f(r, θ, h) = (log(cosh(r))− δ(r), 2θ, 2h).
Here δ(r) > 0 when r > 0, and δ(r)→ 0 as r →∞.
Since in (r, θ) coordinate, z2 has the form
(r, θ) 7→ (log(cosh(r)), 2θ),
Theorem 1.5 implies the restriction of E f on the hyperbolic plane defined
by h = 0 is not z2, contrary to a conjecture of Petersen [26].
Notes and discussion. An important ingredient of Thurston’s theory on
surface automorphisms is his construction of an equivariant compactification
of the Teichmu¨ller space [32] [10]. Isometric actions on R-trees provide such
compactifications for various spaces of geometric structures. In [23], Morgan
and Shalen showed how to assign an isometric action of the fundamental
group Γ of a manifold on a R-tree to a sequence of representations that
‘degenerate’ using valuations. This shed new light and generalized parts of
Thurston’s Geometrization Theorem for 3-manifolds. Bestvina and Paulin
gave a new geometric perspective on this theory in [3] and [25]. The approach
using R-trees was later used by Otal to give a proof of Thurston’s Double
Limit Theorem and the Hyperbolization Theorem for 3-manifolds that fiber
over the circle (see [24]). The use of asymptotic cone and its connection
with Gromov-Hausdorff limit are explained in [24] [16] and [5].
Various constructions of R-trees also appear in complex dynamics. In [22],
McMullen constructed a branched covering on a Ribbon R-tree as geometric
limits of divergent sequence Blaschke products. Using Berkovich spaces, R-
trees also appear naturally in the study of degenerating families of rational
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maps (see [15] [4]). Other application of trees in complex dynamics can be
found in [30] and [8].
The barycentric extension method has also been used in various geometric
settings. In [1] and [2], Besson, Coutois and Gallot use the explicit bound on
the Jacobian of the barycentric extension of the Patterson-Sullivan measure
to prove rigidity results on negatively curved Riemannian manifold. Other
applications of barycentric extensions in geometry can be found in [9] and
[31].
In comparison with the previous work, the geometric limits constructed
in Theorem 1.2 and Theorem 7.9 generalize the Ribbon R-tree construction
in [22] and give analogous compactifications as in [23], [3] and [25]. The
limiting ratios of lengths of marked geodesics for degenerating sequence of
Riemann surfaces (or more generally, representations of fundamental groups
of a manifold) are naturally recorded in the limiting isometric action on the
R-tree (see [23] [24]). Theorem 1.4 gives the analogous result in complex
dynamics.
Upcoming sequel. In the sequel [18], we will compare our construction of
branched coverings of the R-tree using barycentric extension to the Berkovich
dynamics of the complexified Robinson’s field, and show that two approaches
are equivalent. We shall also apply the relation in Theorem 1.4 to classify
those hyperbolic components that admit a degenerating sequence where all
the multipliers stay bounded. The connection between the limiting maps
on the R-tree with boundaries of Teichmu¨ller theory and Kleinian groups is
explored further there.
The structure of the paper. In the first two sections, we will review the
construction of barycentric extension and some of the techniques that will
be used. The proof the Theorem 1.1 is given in Section 4. Theorem 1.1
allow us to construct various limits for barycentric extensions of a sequence
of rational maps. We will study the limits of barycentric extensions in H3
in Section 5. The construction of the geometric limits as branched coverings
on R-trees for barycentric extensions on rescalings of H3 is given in Section
7, and the study of translation length and multipliers of periodic cycles is
given in Section 8. Finally, we will study the barycentric extension of z2 in
Section 9.
Acknowledgments. The author thanks C. T. McMullen for advice and
helpful discussion on this problem.
2. The barycentric extension
The theory of barycentric extension was extensively studied for circle
homeomorphisms in [6]. The construction can be easily generalized to any
continuous maps on sphere Sn−1, (see [21][26]). In this section, we will
use the implicit differentiation to compute the derivative of the barycentric
extension.
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Throughout the paper, we will fix a ball model of the hyperbolic space
Hn, in other words, we choose a base point, which we call it 0 and a base
frame at 0.
We will first define the barycenter of a measure on Sn−1. Given a prob-
ability measure µ on Sn−1 with no atoms of mass ≥ 1/2, then there is a
unique point β(µ) ∈ Hn called the barycenter of µ for which the measure is
balanced (see [6], [14] or [26] for a proof). A measure is said to be balanced
at a point x ∈ Hn if one moves x to the origin in the ball model of hyper-
bolic space using isometry, the push forward of the measure has Euclidean
barycenter at the origin. We also say a measure is balanced if the measure
is balanced at 0.
Let µSn−1 be the probability measure coming from the spherical metric
on Sn−1, and we say a map is admissible if f∗µSn−1 has no atoms.
Let f : Sn−1 −→ Sn−1 be an admissible continuous map, then the barycen-
tric extension E f is a map from Hn −→ Hn which sends the point x ∈ Hn
to the barycenter of the measure f∗(Mx)∗(µSn−1), where Mx is any isometry
sending the origin 0 of the ball model to x.
The extension is conformally natural in the sense if M1,M2 ∈ IsomHn,
then they are conformal maps of the conformal boundary Sn−1, and the
extension satisfies
M1 ◦ E (f) ◦M2 = E (M1 ◦ f ◦M2)
Given a point x ∈ Hn ∼= B(0, 1) ∈ Rn, the map
Mx(y) =
y(1− |x|2) + x(1 + |y|2 + 2 < x,y >)
1 + |x|2|y|2 + 2 < x,y >
is an isometry sending the origin 0 to x. In fact, this is the unique isometry
preserving the frame along the geodesic connecting 0 to x with respect to
the Levi-Civita connection. Note that M−1x = M−x. Restricting Mx to
Sn−1, an easy computation shows that the Jacobian
JacMx(ζ) = (
1− |x|2
|ζ + x|2 )
n−1
with ζ ∈ Sn−1.
Let F (x,y) denote the function
F (x,y) =
∫
Sn−1
M−1y (f(Mx(ζ)))dµSn−1(ζ)
=
∫
Sn−1
M−y(f(ζ))(Mx)∗dµSn−1(ζ)
=
∫
Sn−1
M−y(f(ζ))(
1− |x|2
|ζ − x|2 )
n−1dµSn−1(ζ)
With the notations as above, the barycentric extension of f is the unique
solution of the implicit formula: F (x,E f(x)) = ~0.
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With this formula, implicit differentiation allows us to compute the de-
rivative of the extension:
DE (f)(x) = −F−1y (x,E (f)(x))Fx(x,E (f)(x))
We can compute this derivative very explicitly. Since Isom+(Hn)×Isom+(Hn)
acts transitively on pairs of points in Hn, we can assume that E (f)(0) = 0,
i.e., ∫
Sn−1
f(ζ)dµSn−1(ζ) = ~0 (2.1)
and compute the derivative at the origin 0.
Proposition 2.1. Assume that
∫
Sn−1 f(ζ)dµSn−1(ζ) =
~0, then we have
Fy(~0,~0)(~v) = −2~v + 2
∫
Sn−1
< ~v, f(ζ) > f(ζ)dµSn−1(ζ)
Similarly,
Fx(~0,~0)(~v) = 2(n− 1)
∫
Sn−1
< ~v, ζ > f(ζ)dµSn−1(ζ)
Proof. For the first equality, we have
Fy(~0,~0)(~v) = lim
t→0
F (~0, t~v)
t
= lim
t→0
∫
Sn−1 M−t~v(f(ζ))dµSn−1(ζ)
t
= lim
t→0
∫
Sn−1
1
t
· f(ζ)(1− t
2|~v|2)− t~v(1 + |f(ζ)|2 − 2 < t~v, f(ζ) >)
1 + t2|~v|2|f(ζ)|2 − 2t < ~v, f(ζ) > dµSn−1(ζ)
= lim
t→0
∫
Sn−1
1
t
· (f(ζ)− 2t~v +O(t2))(1 + 2t < ~v, f(ζ) > +O(t2))dµSn−1(ζ)
= −2~v + 2
∫
Sn−1
< ~v, f(ζ) > f(ζ)dµSn−1(ζ)
Similarly, for the second equality, we have
Fx(~0,~0)(~v) = lim
t→0
F (t~v,~0)
t
= lim
t→0
∫
Sn−1 f(ζ)(
1−|t~v|2
|ζ−t~v|2 )
n−1dµSn−1(ζ)
t
= lim
t→0
∫
Sn−1
1
t
· f(ζ)(1 + t2|~v|2)n−1(1− 2t < ~v, ζ > +t2|~v|2)1−ndµSn−1(ζ)
= lim
t→0
1
t
· f(ζ)(1 +O(t2))(1 + 2(n− 1)t < ~v, ζ > +O(t2))dµSn−1(ζ)
= 2(n− 1)
∫
Sn−1
< ~v, ζ > f(ζ)dµSn−1(ζ)

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In order to bound the norm of the derivative, it is now sufficient to bound
Fx from above and Fy from below. Since f(ζ), ζ has norm 1, and µSn−1 is
a probability measure, it is easy to see that ||Fx|| ≤ 2(n− 1).
Note that Fy is a self-adjoint operator, to bound the norm F
−1
y , it is
sufficient to bound the eigenvalues of Fy from below, or equivalently, bound
the eigenvalues of
∫
Sn−1 < ~v, f(ζ) > f(ζ)dµSn−1(ζ) away from 1.
Note that the quantity
∫
Sn−1 < ~v, f(ζ) > f(ζ)dµSn−1(ζ) can be thought
of the second moment of the function f(ζ). Hence, the bound we are going
to get can be interpreted as bounding the second moment of f(ζ) under the
condition that f is balanced, i.e.,
∫
Sn−1 f(ζ)dµSn−1(ζ) =
~0.
3. Modulus and conformal capacity
In this section, we shall review some of the techniques that will be used to
bound the Lipschitz constant of the barycentric extension on Hn. To control
the expansion, the moduli of curve systems play an essential role. Let Γ be
a family of curves in Rn, the modulus of Γ or extremal width of Γ is
M(Γ) = inf
ρ
∫
Rn
ρn dm
where the inf is taken over all Borel functions ρ : Rn −→ [0,∞] such that∫
γ
ρ ds ≥ 1
for every locally rectifiable curves in γ ∈ Γ. For our purpose, we will be
considering an equivalent formulation of capacity of a condenser.
Definition 3.1. A condenser in Rn is a pair E = (A,C) where A is open
in Rn and C 6= ∅ is a compact subset of A.
The (conformal) capacity of E is defined by
capE := inf
u
∫
A
|∇u|ndm
where the infimum is taken over all nonnegative functions u ∈ C0(A) ∩
W 1n,loc(A)
1 with compact support and u|C ≥ 1.
Remark. Let Γ be the family of curves that starts from C and escape
every compact set of A, then capE = M(Γ) = 1/EL(Γ) where EL denotes
the extremal lengths (see Chapter II Section 1 and Section 10 of [27] for
details). In particular, if A − C is an annulus in R2, then the conformal
capacity equals to the reciprocal of the modulus of the annulus.
Using approximation, it is also not hard to see that we can restrict to
u ∈ C∞c (A) or u as piecewise linear maps in the definition without changing
the value (see Section 5 and 7 in [11]).
1W 1n(U) consists of all real valued functions u ∈ Ln(U) with weak first order partial
derivatives which are themselves in Ln(U). W 1n,loc(A) consists those functions that are
locally in W 1n .
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Let E = (A,C) be a condenser with A bounded. We say a closed set σ
is separating if σ ⊂ A − C and if there are two open sets U1 and U2 of A
with C ⊂ U1, ∂A ⊂ U2 and A − Σ = U1 ∪ U2. The following is a higher
dimensional generalization of modulus of family of separating curves.
Definition 3.2. Let Σ be the set of all separating sets of a bounded con-
denser E = (A,C) in Rn, the modulus of separating sets is defined by
M(Σ) := inf
f∧Σ
∫
Rn
f
n
n−1dm
where f ∧ Σ means f is a nonnegative Borel function on Rn such that∫
σ
fdHn−1 ≥ 1 for all σ ∈ Σ
where dHn−1 is the n− 1-dimensional Hausdorff measure.
Remark. It can be seen that if we denote Σ′ to be the set of separating with
infinite n− 1-dimensional Hausdorff measure, then M(Σ′) = 0 (See Section
3.1 in[33]). Hence in dimension 2, let Γ be the family of curves separating
C and S2 −A, we have M(Σ) = M(Γ) = 1/EL(Γ).
Using approximation, we may also assume that the separating sets are
piecewise linear without changing the value (See Section 3.3 in [33] and
Section 7 in [11]).
The following theorem is proved in [33] [12]
Theorem 3.3. Let E = (A,C) be a bounded condenser in Rn and Σ be the
set of all separating sets, then M(Σ) = cap(E)−
1
n−1 .
Example 3.4. In dimension 2, when A−C is an annulus, denote Γ1 is the
family of curves connecting two components of the boundary of A−C, and Γ2
is the family of essential closed curves of A− C, then cap(E) = 1/EL(Γ1),
where EL(Γ1) is the extremal length of family Γ1, and the modulus of sep-
arating sets M(Σ) = 1/EL(Γ2). Theorem 3.3 follows from the well-known
fact that 1/EL(Γ1) = EL(Γ2).
More generally, if A − C is a union of annuli A1 ∪ ... ∪ An with moduli
m1, ...,mn, then cap(E) =
∑n
i=1 1/mi. To compute M(Σ), we note that the
restriction of extremal metric on each annulus Ai must be a multiple of the
extremal metric. Hence
M(Σ) = inf
n∑
i=1
mix
2
i
where the inf is taken over all non negative xi with
∑n
i=1 xi ≥ 1. It is not
hard to see that M(Σ) is minimized when xk =
1/mk∑n
i=1 1/mi
. Hence cap(E) =
M(Σ)−1.
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The modulus of curve families and conformal capacity behave well under
quasiregular maps. In dimension 2, a map f is quasiregular if it is a composi-
tion of a holomorphic map and a quasiconformal map. In higher dimensions,
quasiregular maps can be more complicated. In this paper, we only use the
property in Theorem 3.6 below for quasiregular maps, but for completeness,
we also include the formal definition of quasiregular maps here. We say a
map f : U −→ Rn is W 1n,loc if each component is W 1n,loc.
Definition 3.5. A mapping f : U −→ Rn of a domain U ⊂ Rn is quasireg-
ular if
(1) f ∈ C0(U) ∩W 1n,loc(U)
(2) there exists K, 1 ≤ K <∞ such that
|f ′(x)|n ≤ K Jac f(x) a.e.
The smallest K is called the outer dilatation KO(f) of f . If f is quasireg-
ular, then it is also true that
Jac f(x) ≤ K ′l(f ′(x))n a.e.
for some K ′ ≥ 1 where l(f ′(x)) := inf |h|=1 |f ′(x)h|. The smallest K ′ is
called the inner dilatation KI(f) of f . The maximal of KO and KI is called
the dilatation of f , and denoted by K(f). A quasiregular map is called
K-quasiregular if K(f) ≤ K. In dimension 2, the inner dilatation coincides
with the outer dilatation.
A quasiregular map shares many nice properties with holomorphic func-
tions. A non-constant quasiregular map is discrete and open, i.e., the preim-
age of a point is discrete, and the image of open set is open.
Let f : U −→ Rn be a quasiregular map, and E = (A,C) be a condenser.
Since the map f is open, f(E) = (f(A), f(C)) is another condenser. We say
that A is normal if f(∂A) = ∂f(A). Let
N(f,A) := sup
y
|f−1(y) ∩A|
be the maximal number of preimages in A. The following theorem allows
us to control the geometry of the image of the condensers. The proofs can
be found in Chapter II Section 1 and Section 10 of [27].
Theorem 3.6. Let f : U −→ Rn be a non-constant quasiregular map and
E = (A,C) be a condenser in U with A normal and N(f,A) <∞. Then
cap(E) ≤ KO(f)N(f,A) cap(f(E))
Remark. In [27], the theorem is stated for normal condensers. A normal
condenser is defined so that A is connected. It is ready to verify that the
proof of the theorem does not require this assumption.
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4. Proof of the Theorem 1.1
In this section, we will prove the following more general statement. The-
orem 1.1 follows immediately from it by setting n = 3 and K = 1.
Theorem 4.1. Let f : Sn−1 −→ Sn−1 be a proper K-quasiregular map of
degree d, then the barycentric extension of f
E f : Hn −→ Hn
is uniformly C(n) · (Kd) 1n−2 -Lipschitz, where C(n) only depends on the di-
mension n.
Recall that
F (x,y) =
∫
Sn−1
M−1y (f(Mx(ζ)))dµSn−1(ζ)
and from the computation in Section 2, we have
Fy(~0,~0)(~v) = −2~v + 2
∫
Sn−1
< ~v, f(ζ) > f(ζ)dµSn−1(ζ).
Note that under the assumption the balanced condition 2.1, we have the
bound on
||Fx(~0,~0)|| ≤ 2(n− 1).
Hence to prove Theorem 4.1, we only need the following proposition to
control the norm of ||Fy(~0,~0)−1|| under the balanced condition.
Proposition 4.2. Let f : Sn−1 −→ Sn−1 be a proper K-quasiregular map
of degree d such that ∫
Sn−1
f(ζ)dµSn−1(ζ) = ~0.
then
||Fy(~0,~0)−1|| ≤ C(Kd)
1
n−2 (4.1)
for some constant C = C(n) only depends on the dimension n.
Proof of Theorem 4.1 assuming Proposition 4.2. If E f(0) = 0, then we have
the balanced condition. So
||Fx(~0,~0)|| ≤ 2(n− 1),
and by Proposition 4.2,
||Fy(~0,~0)−1|| ≤ C(Kd)
1
n−2 .
Combining the two, we get
||DE f(0)|| ≤ ||Fx(~0,~0)||||Fy(~0,~0)−1|| ≤ C(Kd)
1
n−2
Since Isom+Hn× Isom+Hn acts transitively on pairs of points in Hn, and
the extension is natural, the theorem is proved. 
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Proof of Proposition 4.2. Since
Fy(~0,~0)(~v) = −2~v + 2
∫
Sn−1
< ~v, f(ζ) > f(ζ)dµSn−1(ζ),
we need to bound the norm of the linear operator
T : ~v →
∫
Sn−1
< ~v, f(ζ) > f(ζ)dµSn−1(ζ)
away from 1 subject to the balanced condition. Since T is self-adjoint, after
a change of variable, we may assume the largest eigenvalue is associated to
e0 ∈ Rn.
Let A′ = B(0,
√
3) ∈ Rn−1 and C ′ = B(0, 1√
3
) ⊂ A′. Equivalently, A′−C ′
is the image under stereographic projection of ‘belt’ −12 < e0 < 12 . Let
E = (A,C) = (f−1(A′), f−1(C ′). We may assume that the preimage of A
does not contain ∞ so E is a condenser in Rn.
Recall that µSn−1 is the probability measure induced by the spherical
metric on Sn−1. Let V := µSn−1(A − C), V1 := µSn−1(C) and V2 :=
µSn−1(S
n−1 − A) be the (normalized) spherical volume of the A − C, C
and Sn−1 −A respectively. Note that we have
< e0, T (e0) > =< e0,
∫
Sn−1
< e0, f(ζ) > f(ζ)dµSn−1(ζ) >
=< e0,
∫
A−C
< e0, f(ζ) > f(ζ)dµSn−1(ζ) > +
+ < e0,
∫
(Sn−1−A)∪C
< e0, f(ζ) > f(ζ)dµSn−1(ζ) >
≤ (1
2
)2 · V + 1 · (1− V ) = 1− 3
4
V (4.2)
Hence to bound the < e0, T (e0) > away from 1, we need to bound V from
below.
The idea of the proof is that if V is very small, then it forces V1 and V2
to be both big by the balanced condition. This forces any separating set
to bound a lot of spherical volume, so the isoperimetric inequality implies
any separating set has large n − 1-dimensional volume with respect to the
spherical metric. This gives an upper bound of the modulus of the separating
set M(Σ) of E = (A,C) in terms of V . But we have a lower bound of the
modulus in terms of the capacity of f(E) by Theorem 3.3 and Theorem 3.6.
This gives a lower bound on V .
We now implement these ideas and consider two cases.
(1) V ≥ 13
(2) V < 13
For the first case, we immediately have
< e0, T (e0) >≤ 3
4
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For the second case, by the balanced condition, we have
0 =< e0,
∫
Sn−1
f(ζ)dµSn−1(ζ) >
=< e0,
∫
Sn−1−A
f(ζ)dµSn−1(ζ) +
∫
A−C
f(ζ)dµSn−1(ζ) +
∫
C
f(ζ)dµSn−1(ζ) >
≤ 1 · V2 + 1
2
· V + (−1
2
) · V1 = V2 + 1
2
V − 1
2
(1− V2 − V )
=
3
2
V2 + V − 1
2
≤ 3
2
V2 − 1
6
Hence V2 ≥ 19 , similarly, V1 ≥ 19 . By exchange the role of the set associated
to V1 and V2, we may assume that V1 < 1/2.
Let ωn−2 is the n− 2-measure of the unit sphere Sn−2, then f(E) is the
condenser E′ = (A′, C ′), and it has capacity (see for example, Chapter II
Section 1 of [27])
cap(f(E)) =
ωn−2
(log 3)n−2
.
Since f has degree d, we know N(f,A) ≤ d. Hence by Theorem 3.6, we have
cap(E) ≤ ωn−2Kd
(log 3)n−2
(4.3)
Let Σ be the set of separating sets associated to E, and Σ′ ⊂ Σ be the
set of separating sets which is piecewise linear. Let φn−1dm be the push
forward of the spherical measure under the stereographic projection. The
isoperimetric inequality for sphere (See Troisie`me Partie, Chapitre I in [17]
and [29]) says that if E ⊂ Sn−1 is a measurable set, then
P(E) ≥ P(Bθ)
where Bθ is a geodesic ball of the same volume as E and P(E) is the perime-
ter of E (See [19]). If the boundary of E is smooth enough, in particular, if
∂E is piecewise linear, then P(E) = Hn−2
Sn−1(∂E). Here Hn−2Sn−1 is the n − 2
dimensional Hausdorff measure on the sphere.
Let σ ∈ Σ′ and let E denote the set bounded by σ containing C. Then
|E| ∈ (19ωn−1, 89ωn−1). Therefore, we have that∫
σ
φn−2dHn−2Rn−1 = Hn−2Sn−1(σ) ≥ Ωn−2(
1
9
ωn−1).
Here Ωn−2(V ) denotes the n − 2-measure of the boundary of a ball of
volume V . Hence if we consider the function
g(x) :=
φn−2
Ωn−2(19ωn−1)
for x ∈ A− C
and g(x) = 0 elsewhere, then∫
σ
gdHn−2Rn−1 ≥ 1 for all σ ∈ Σ′.
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Hence we have
M(Σ) = inf
h∧Σ
∫
Rn−1
h
n−1
n−2dm
= inf
h∧Σ′
∫
Rn−1
h
n−1
n−2dm
≤
∫
Rn−1
g
n−1
n−2dm
= (
1
Ωn−2(19ωn−1)
)
n−1
n−2
∫
A−C
φn−1dm
= (
1
Ωn−2(19ωn−1)
)
n−1
n−2V · ωn−1
By Theorem 3.3, we have
M(Σ) = cap(E)−
1
n−2
so we have
cap(E) = M(Σ)−(n−2) ≥ (Ωn−2(
1
9ωn−1))
n−1
V n−2ωn−2n−1
(4.4)
Now combining inequality 4.3 and 4.4, we get
ωn−2Kd
(log 3)n−2
≥ Ωn−2(
1
9ωn−1))
n−1
V n−2ωn−2n−1
which gives
V ≥ log 3 · (Ωn−2(
1
9ωn−1))
n−1
n−2
(Kd)
1
n−2ωn−1
Now plug this in inequality 4.2, we get
< e0, T (e0) >≤ 1−
3 · log 3 · (Ωn−2(19ωn−1))
n−1
n−2
4 · (Kd) 1n−2ωn−1
so we have
||T || ≤ max(3
4
, 1− 3 · log 3 · (Ωn−2(
1
9ωn−1))
n−1
n−2
4 · (Kd) 1n−2ωn−1
)
Since Fy(~0,~0) = 2I − 2T , we have
||Fy(~0,~0)−1|| ≤ max(2, 2 · (Kd)
1
n−2ωn−1
3 · log 3 · (Ωn−2(19ωn−1))
n−1
n−2
) (4.5)
which proves the result. 
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5. Limits of barycentric extensions on H3
In this section, we will study the limit of barycentric extensions E fn for
a sequence fn ∈ Ratd(C) on H3.
The space Ratd(C) of rational maps of degree d is an open variety of P2d+1C .
More concretely, fixing a coordinate system of P1C, then a rational can be
expressed as a ratio of homogeneous polynomials f(z : w) = (P (z, w) :
Q(z, w)), where P and Q have degree d with no common divisors. Using
the coefficients of P and Q as parameters, then
Ratd(C) = P2d+1C − V (Res)
where Res is the resultant of the two polynomials P and Q.
One natural compactification of Ratd(C) is Ratd(C) = P2d+1C . We will
call this compactification the algebraic compactification.
Every map in f ∈ Ratd(C) determines the coefficients of a pair of homo-
geneous polynomials, and we write
f = (P : Q) = (Hp : Hq) = Hϕf
where H = gcd(P,Q) and ϕf = (p : q) is a rational map of degree at most
d. A zero of H is called a hole of f and the set of zeros of H is denoted by
H(f).
Given a sequence of rational maps fn ∈ Ratd(C) which converges to f ∈
Ratd(C), we will say f is the algebraic limit of the sequence fn. We will say
the limit map has degree k if ϕf has degree k.
The following lemma is well-known (see Lemma 4.2 in [7]):
Lemma 5.1. Let fn ∈ Ratd(C), and assume fn → f algebraically, then fn
converges compactly to ϕf on P1C −H(f).
As an immediate corollary, we have
Lemma 5.2. Let fn ∈ Ratd1(C) and gn ∈ Ratd2(C), and assume fn → f
and gn → g algebraically. If ϕf is not a constant function taking value in
H(g), then gn◦fn converges compactly to ϕg ◦ϕf on P1C−H(f)−ϕ−1f (H(g)).
Since H(f) and ϕ−1f (H(g)) are both finite sets if ϕf is not a constant
function taking value in H(g), the above lemma immediately implies that
Lemma 5.3. Let fn ∈ Ratd1(C) and gn ∈ Ratd2(C), and assume fn → f
and gn → g algebraically. If ϕf is not a constant function taking value in
H(g), then (gn ◦ fn)∗µS2 converges weakly to (ϕg ◦ ϕf )∗µS2.
Using this criterion, we have
Lemma 5.4. Let fn ∈ Ratd(C), then E fn(0) stays bounded away from 0 if
and only if degree 0 maps are not in the limit set of {fn} in Ratd(C).
Proof. If a constant map is in the limit set, then there is a subsequence nk
such that fnk converges to ϕf = C compactly away a set of finite points.
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We will show that E fn(0) can not stay in a bounded set. Suppose not, then
the isometries Mn taking 0 to E fn(0) stays in a compact set of PSL2(C).
Hence, by taking a sub-subsequence if necessary, we may assume that Mnk
converges to M ∈ PSL2(C). By naturally of the extension, we have
E (M−1nk ◦ fnk)(0) = 0
Hence (M−1nk ◦ fnk)∗µS2 is balanced for all k. But this is not possible as
y Lemma 5.3, (M−1nk ◦ fnk)∗µS2 converges weakly to a delta measure (M ◦
ϕf )∗µS2 . This proves one direction.
Conversely, if E fn(0) is unbounded, then there is a subsequence nk such
that the sequence of isometries Mnk with Mnk(0) = E fn(0) converges alge-
braically to a map M of degree 0. Hence M−1nk converges algebraically to
M−1 with deg(ϕM−1) = 0. By taking a sub-subsequence, we may assume
that fnk also converges algebraically to f . By naturally of the extension, we
have
E (M−1nk ◦ fnk)(0) = 0
Hence (M−1nk ◦ fnk)∗µS2 is balanced for all k. Suppose that ϕf is not a
constant map, then by Lemma 5.3, (M−1nk ◦ fnk)∗µS2 converges to the delta
measure (ϕM−1◦ϕf )∗µS2 , which is a contradiction to the balanced condition.
Therefore, ϕf is a constant map.
The lemma is now proved. 
Using Theorem 1.1, we are able to show
Theorem 5.5. Let fn ∈ Ratd(C) converges algebraically to f = Hϕf ∈
Ratd(C), and assume deg(ϕf ) ≥ 1, then E fn converges compactly to Eϕf .
Proof. We first claim that E fn converges to Eϕf pointwise. By naturality,
it suffices to show that E fn(0) converges to 0 under the assumption that
Eϕf (0) = 0.
Let Mn ∈ PSL2(C) such that Mn(0) = E fn(0). By Lemma 5.4, Mn
is bounded in PSL2(C). We claim Mn(0) converges to 0, as otherwise,
there is a subsequence so that M−1nk converges to M
−1 ∈ PSL2(C) with
M(0) 6= 0. But by Lemma 5.3, (M−1nk ◦fnk)∗µS2 converges weakly to (M−1 ◦
ϕf )∗µS2 . Since for each k, (M−1nk ◦ fnk)∗µS2 is balanced, so (M−1 ◦ ϕf )∗µS2
is also balanced. Hence by naturality, Eϕf (0) = M(0) 6= 0 which is a
contradiction. Hence E fn converges to Eϕf pointwise.
Now by Theorem 1.1, the sequence E fn is Cd-Lipschitz, so the pointwise
convergence can be promoted to uniform convergence on any compact set.
Therefore, E fn converges compactly to Eϕf . 
Convergence of annuli. We define a notion of convergence of annulus as
follows (Cf. Carathe´odory topology in Section 5 of [20]).
Definition 5.6. Let Un be topological disks of C, and Kn be a compact
and connected subset of Un respectively. Let An = Un −Kn and un ∈ Kn.
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We say (An, un) converges to the annulus (A, u) if A = U −K where U is a
topological disk and K ⊂ U is compact and connected such that
(1) un converges to u.
(2) Kn converges in the Hausdorff topology on compact subset of P1C to
K.
(3) P1C − Un converges in the Hausdorff topology on compact subset of
the sphere to D, and U is a component of P1C −D containing u.
Equivalently, the annuli An = Un −Kn and un ∈ Kn converges to A =
U −K and u ∈ K if (Un, un) converges to (U, u) in Carathe´odory topology
and Kn converges to K in Hausdorff topology.
The proof of the following lemma can be found in the proof of Theorem
5.8 in [20].
Lemma 5.7. The space of pairs (A, u) with m(A) ≥ m is compact up to
affine conjugacy.
More precisely, any sequence (An, un) with m(An) ≥ m, normalized so
that un = 0 and the diameter of the bounded component of C−An is 1, has
a convergent subsequence.
The following lemma will be used to give criterions to bound the degree
of the algebraic limit.
Lemma 5.8. Let fn ∈ Ratd(C), and A ⊂ C−{0} be an annulus of modulus
≥ m. Let An be an annulus of C−{0} such that the diameter of the bounded
component of C − An is 1 and fn : An −→ A is a degree en covering map.
Then after passing to a subsequence and perturbing A if necessary, we have
f = limn→∞ fn = Hϕf , en = e for all n, (An, 0) converges to an annulus
(A∞, 0), and ϕf : A∞ −→ A is a degree e covering map. In particular
deg(limn→∞ fn) ≥ e.
Proof. After passing to a subsequence, we may assume f = limn→∞ fn =
Hϕf , e = en for all n. Since m(An) ≥ m/d, by Lemma 5.7, we may also
assume that (An, 0) converges to an annulus (A∞, 0).
Perturb A if necessary, we may assume there are no holes of f on ∂A∞.
We will now show that ϕf : A∞ −→ ϕf (A∞) is a degree e covering map.
First we claim A∞ ∩ H(f) = ∅. Otherwise, there is an open set U ⊂ A∞
and a point a ∈ P1C − A so that a ∈ fn(U) for all sufficiently large n.
This is a contradiction to fn(U) ⊂ A. Hence fn converges uniformly on a
neighborhood of A∞ to ϕf by Lemma 5.1, so ϕf is proper on A∞. Note
that A∞ contains no critical point of ϕf . Hence ϕf is a covering map. The
degree is e by argument principle. 
6. R-trees and branched coverings
In this section, we give various definitions and notations related to branched
coverings between R-trees.
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R-trees. An R-tree is a nonempty metric space (T, d) such that any two
points x, y ∈ T are connected by a unique topological arc [x, y] ⊂ T , and
every arc of T is isometric to an interval in R.
We say x is an endpoint of T if T − {x} is connected; otherwise x is an
interior point. If T−{x} has three or more components, we say x is a branch
point. The set of branch points will be denoted B(T ). We say T is a finite
tree if B(T ) is finite. Note that we allow a finite tree to have an infinite end,
so a finite tree may not be compact. We will write [x, y) and (x, y) for [x, y]
with one or both of its endpoints removed.
A ray α in the R-tree T is a subtree isometric to [0,∞) ⊂ R. Two rays
are equivalent if α1 ∩ α2 is still a ray. The collection (T ) of all equivalence
classes of rays forms the set of ends of T . We will use α to denote both a
ray and the end it represents. We say a sequence of points xi converges to
an end α, denoted by xi → α, if for all β ∼ α, xi ∈ β for all sufficiently large
i.
Convexity and subtrees. A subset S of T is called convex if x, y ∈ S =⇒
[x, y] ⊂ S. The smallest convex set containing E ⊂ T is called the convex
hull of E, and is denoted by hull(E). More generally, we can easily extend
the definition of convex, convex hull to subset S ⊂ T ∪ (T ). Note that
subset S ⊂ T is convex if and only if S is connected if and only if S is a
subtree. Moreover, S is a finite subtree of T if and only if S is the convex
hull of a finite set E ⊂ T ∪ .
Branched coverings between R-trees. We now give the definition of a
branched covering between R-trees:
Definition 6.1. Let f : T1 −→ T2 be a continuous map between two R-
trees, we say f is a degree d branched covering if there is a finite subtree
S ⊂ T1 such that
(1) S is nowhere dense in T1, and f(S) is nowhere dense in T2.
(2) For every y ∈ T2 − f(S), there are exactly d preimages in T1.
(3) For every x ∈ T1 − S, f is a local isometry.
(4) For every x ∈ S, and any sufficiently small neighborhood U of f(x),
f : V − f−1(f(V ∩ S)) −→ U − f(V ∩ S) is an isometric covering,
where V is the component of f−1(U) containing x.
Local degree and critical sets. Let f : T1 −→ T2 be a degree d branched
covering, and x ∈ T1, we define the local degree at x, denoted as degx(f) as
the degree of the isometric covering of f : V −S −→ U−f(S) for sufficiently
small neighborhood U of f(x). We define C(f) = {x ∈ T1 : degx(f) ≥ 2}
as the critical locus of f . Note that C(f) ⊂ S. The image of C(f) are
called the critical values of f and denoted by CV (f). Intuitively, one shall
think of the finite subtree S as an intermediate step recording all ‘potential’
critical points for the branched covering, while C(f) is the actual set of
critical points. For our purposes, it is more convenient to introduce the
intermediate subtree S.
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Here are some properties which are ready to check using definitions:
Proposition 6.2. Let f : T1 −→ T2 be a degree d branched covering, then
(1) C(f) is a closed set.
(2) For y ∈ T2,
∑
f(x)=y degx(f) = d.
(3) If degx(f) = 1, then f is a local isometry near x.
(4) For every x ∈ T1, and any sufficiently small neighborhood U of f(x),
f : V − f−1(f(V ∩ C(f))) −→ U − f(V ∩ C(f)) is an isometric
covering where V is the component of f−1(U) containing x.
(5) If U is a subtree disjoint from C(f), then f maps U isometrically to
f(U).
7. Limits of barycentric extensions on rescalings of H3
Let fn ∈ Ratd(C), we say fn is degenerating if fn escapes every compact
set of Ratd(C). We will show first show that fn is degenerating if and only
if there is loss of mass for the barycentric extension:
Proposition 7.1. Let fn ∈ Ratd(C), and rn := maxy∈E f−1n (0) dH3(0, y).
Then fn is degenerating if and only if rn →∞.
Proof. We will first prove the ‘if’ direction. Assume rn → ∞, and suppose
for contradiction that fn is not degenerating. After passing to a subsequence,
we may assume that fn converges algebraically to f ∈ Ratd(C). Let Mn ∈
PSL2(C) be the sequence such that E fn(Mn(0)) = 0 and dH3(0,Mn(0))→
∞. After passing to a further subsequence, we may assume Mn converges al-
gebraically to M with deg(ϕM ) = 0. By Lemma 5.3, (fn◦Mn)∗µS2 converges
to the delta measure (f ◦ϕM )∗µS2 which is a contradiction to (fn ◦Mn)∗µS2
being balanced. Therefore fn is degenerating.
Conversely, assume fn is degenerating. Suppose for contradiction that
rn does not go to ∞, then after passing to a subsequence, we may assume
rn is bounded. After passing to a further subsequence, we may assume fn
converges algebraically to f with deg(ϕf ) < d. After passing to a further
subsequence if necessary, we may assume the critical values of fn converge
to a finite set CV . Choose an annulus A of modulus K in Cˆ − CV , then
for all sufficiently large n, f−1n (A) consists of d annuli counted multiplicity.
Some sequence An in this family must converge to the hole H. We normalize
using Mn ∈ PSL2(C) so that Mn(An) is an annulus in C separating 0 and
∞ with diameter of the bounded component of C − Mn(An) equal to 1.
Note that Mn is degenerating. Since the moduli of Mn(An) has modulus
bounded below by K/d, after passing to a subsequence, Mn(An) converges
to A∞ (see the proof of Theorem 5.8 in [20]). Since for all sufficiently large
n, fn ◦Mn maps any essential open annulus A′ ⊂ A∞ into A nontrivially in
fundamental group, so constant maps are not in the limit set of {fn ◦Mn}.
After passing to a subsequence if necessary, fn ◦Mn converges algebraically
to g with deg(ϕg) > 1. By Theorem 5.5, E fn ◦Mn converges compactly to
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Eϕg. We now choose a Euclidean ball B(0, r) ⊂ R3 with r < 1 such that
(Eϕg)−1(0) ∩B(0, 1)−B(0, r) = ∅. This is possible as Eϕg is proper.
Now we claim that for sufficiently large n, (E fn ◦Mn)−1(0)∩B(0, r) 6= ∅.
Indeed, suppose for contradiction that (E fn ◦Mn)−1(0) ∩ B(0, r) = ∅, we
can define a sequence of new maps
Fn : B(0, r) −→ S2
x 7→ E fn ◦Mn(x)/|E fn ◦Mn(x)|R3
and
F : ∂B(0, r) −→ S2
x 7→ Eϕg(x)/|Eϕg(x)|R3
Since E fn ◦Mn converges uniformly to Eϕg on ∂B(0, r), Fn|∂B(0,r) is ho-
motopic to F . But F is homotopic to ϕg, and since ϕg has degree ≥ 1,
Fn|∂B(0,r) has degree ≥ 1. So Fn cannot extend to a continuous map from
B(0, r) to S2, which gives a contradiction.
We now choose xn ∈ B(0, r) such that E fn◦Mn(xn) = 0. Then Mn(xn) ∈
E f−1n (0) but dH3(0,Mn(xn))→∞ as Mn is degenerating and xn ∈ B(0, r),
which is a contradiction.
This proves the proposition. 
Ultralimit of metric spaces. Proposition 7.1 suggests the natural objects
to consider for the barycentric extensions of a degenerating sequence rational
maps are the rescalings of metric spaces. In the following, we will construct
the asymptotic cones of H3.
We begin by reviewing the theory of ultrafilter on N. A subset ω ⊂ ℘(N)
of the power set of N is called an ultrafilter if
(1) If A,B ∈ ω, then A ∩B ∈ ω;
(2) If A ∈ ω and A ⊂ B, then B ∈ ω;
(3) ∅ /∈ ω;
(4) If A ⊂ N, then either A ∈ ω or N−A ∈ ω
By virtue of the 4 properties of an ultrafilter, one can think of an ultrafilter
ω as defining a finitely additive {0, 1}-valued probability measure on N: the
sets of measure 1 are precisely those belonging to the filter ω. We will call
such sets as ω-big or simply big. Its complement is called ω-small or simply
small. If a certain property is satisfied by a ω-big set, then we will also say
this property holds ω-almost surely. From now on, we do not distinguish an
ultrafilter as a subset of ℘(N) or a finitely additive {0, 1}-valued probability
measure on ℘(N).
example Let a ∈ N, we define
ωa := {A ⊂ ℘(N) : a ∈ A}.
Then it can be easily verified that ωa is an ultrafilter on N. example
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An ultrafilter of the above type will be called a principal ultrafilter. It
can be shown that an ultrafilter is principal if and only if it contains a finite
set. An ultrafilter which is not principal is called a non-principal ultrafilter.
The existence of a non-principal ultrafilter is guaranteed by Zorn’s lemma.
Let ω be a non-principal ultrafilter on N. If xn be a sequence in a metric
space (X, d) and x ∈ X, we say x is the ω-limit of xn, denoted by
lim
ω
xn = x
if for every  > 0, the set {n : d(xn, x) < } is big.
It can be easily verified (see [16]) that
(1) If the ω-limit exists, then it is unique.
(2) If xn is contained in a compact set, then the ω-limit exists.
(3) If x = limn→∞ xn in the standard sense, then x = limω xn.
(4) If x = limω xn, then there exists a subsequence nk such that x =
limk→∞ xnk in the standard sense.
From these properties, one should intuitively think (as one of the benefits)
of the non-principal ultrafilter ω as performing all the subsequence-selection
in advance, and all sequences in compact spaces will automatically converge
without the need to pass to any further subsequences.
From now on and throughout the rest of the thesis, we will fix a non-
principal ultrafilter ω on N.
Let (Xn, pn, dn) be a sequence of pointed metric spaces with basepoints
pn. Let X denote the set of sequences {xn}, xn ∈ Xn such that dn(xn, pn)
is a bounded function of n. We also define an equivalence relation ∼ by
{xn} ∼ {yn} ⇔ lim
ω
dn(xn, yn) = 0
Let Xω = X/ ∼, and we define
dω({xn}, {yn}) = lim
ω
dn(xn, yn)
The function dω makes Xω a metric space, and is called the ultralimit of
(Xn, pn, dn) with respect to the ultrafilter ω, and is written as limω(Xn, pn, dn)
or simply limωXn for short.
The ultralimit of Xn has many of the desired properties (see Section 7.5
in [28] and [16] for associated definitions and proofs):
(1) The ultralimit Xω is always a complete metric space.
(2) The ultralimit of a length space is a length space.
(3) The ultralimit of a geodesic space is a geodesic space.
(4) If Xn are proper metric spaces, with (Xn, pn) → (Y, y) in the sense
of Gromov-Hausdorff, then
(Y, y) ∼= lim
ω
(Xn, pn).
Now let (X, p) be a fixed pointed metric space. Given a positive sequence
rn with limω rn = ∞, which will be called a rescaling, the asymptotic cone
of X with respect to the rescaling rn and the base point p is the ultralimit
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of the sequence (X, p, 1rnd), and is denoted by (
rX, (p), dω) or simply
rX for
short.
Let rn → ∞ be a rescaling, we let rH3 to be the asymptotic cone of H3
with rescaling rn. It is well known that
rH3 is an R-tree that has uncount-
ably many branches at every point (see [16] and [28]). In the sequel [18],
we will see that rH3 is isometric to the Berkovich hyperbolic space of the
complexified Robinson’s field.
Let z ∈ P1C ∼= S2, we denote γ(t, z) ∈ H3 as the point at distance t
away from 0 in the direction corresponding to z. Then given any sequence
zn ∈ P1C, the ray
s(t) = (γ(t · rn, zn))
is a geodesic ray parameterized by arc length in rH3. So we can associate a
sequence (zn) to an end in (
rH3), and denote this by
zn ω α.
Conversely, if s(t) is a geodesic ray starting from (0). Let (γ(k · rn, zk,n))
represent the point s(k), then one can choose a subsequence kn so that the
geodesic ray s′(t) = (γ(t · rn, zkn,n)) represents the same end as s(t).
Using Theorem 1.1, we will show the following lemma:
Lemma 7.2. Let fn ∈ Ratd(C), and rn → ∞. Assume that there exists
some K > 0 such that dH3(0,E fn(0)) < Krn, then there is a natural limiting
Lipschitz map:
F := lim
ω
E fn :
rH3 −→ rH3
Proof. Note that by definition, a point x ∈ rH3 is represented by a sequence
(xn). We define F [(xn)] = [(E fn(xn))]. We will now check this is well-
defined.
Note that
dH3(0,E fn(xn)) ≤ dH3(0,E fn(0)) + dH3(E fn(0),E fn(xn)).
Since (xn) represents a point in
rH3, we have
dH3(xn,0) < Mrn
for some M . Hence Theorem 1.1 implies that
dH3(E fn(0),E fn(xn)) < Cd ·Mrn
Since we we assume dH3(0,E fn(0)) < Krn, we get
dH3(0,E fn(xn)) < (Cd ·M +K)rn,
so (E fn(xn)) represents a point in rH3.
Similarly, if (xn) and (yn) represent the same point in
rH3, then
lim
ω
dH3(xn, yn)/rn = 0.
Theorem 1.1 implies that
dH3(E fn(xn),E fn(yn)) ≤ Cd · dH3(xn, yn).
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Hence limω dH3(E fn(xn),E fn(yn))/rn = 0 as well.
This proves F is well-defined. The fact F is uniformly Lipschitz follows
from similar computation. 
Note that if fn is degenerating, rn := maxx∈E f−1n (0) dH3(0, x) → ∞ by
Proposition 7.1. By Theorem 1.1,
dH3(0,E fn(0) ≤ Cd · d(x,0)
where x ∈ E f−1n (0). Hence dH3(0,E fn(0)) < Cd · rn, and we have the
following immediate corollary.
Corollary 7.3. Let fn ∈ Ratd(C) be a degenerating sequence, and rn :=
maxy∈E f−1n (0) dH3(0, y). Then there is a natural limiting Lipschitz map:
F := lim
ω
E fn :
rH3 −→ rH3
From now on, we will fix a degenerating sequence fn ∈ Ratd(C). Let
rn = maxy∈E f−1n (0) dH3(0, y), and
F := lim
ω
E fn :
rH3 −→ rH3
be the associated limiting map on the asymptotic cone rH3 with rescalings
rn.
Critical subtree. Let c1,n, ..., c2d−2,n be the 2d − 2 critical points of fn.
Then c1,n ω κ1, ..., c2d−2,n ω κ2d−2 are 2d − 2 ends (which may be the
same) of the tree rH3. Let S = hull(κ1, ..., κ2d−2), then S is a finite subtree of
rH3. We will call S the critical subtree. Similarly, let fn(c1,n, ..., fn(c2d−2,n)
be the 2d − 2 critical values of fn, and the corresponding ends are called
ends of critical values.
Given two points x, y ∈ H3, we can associate an annulus, denoted by
A(x, y), defined as follows. Let H1 and H2 be two geodesics planes perpen-
dicular to the geodesic segment [x, y] and passing though x and y respec-
tively. The boundary of H1 and H2 in P1C ∼= ∂H3 are two circles C1 and C2.
The annulus A(x, y) is defined as the region bounded by C1 and C2. Note
that the modulus m(A(x, y)) = dH3(x, y)/2pi.
We will first prove the following lemma.
Lemma 7.4. Let x, y ∈ rH3. Assume the projection of the ends of critical
values onto [x, y] are not interior points, then there are segments
[a1, b1], ..., [ak, bk] ⊂ rH3
with disjoint interior such that
(1) F maps [ai, bi] linearly onto [x, y] with derivative ei ∈ N;
(2)
∑k
i=1 ei = d.
Moreover, any preimage of x (and y) appears as one of ai (and bi respec-
tively).
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Proof. Since the projection of the ends of critical values onto [x, y] are not
interior points, we can choose representatives (xn), (yn) of x, y so that the
annulus An := A(xn, yn) contains no critical values of fn. Let Cx,n and
Cy,n be the boundaries of An associated to xn and yn. Let Ai,n represents a
component of the preimage of An, then by Riemann-Hurwitz formula, each
Ai,n is again an annulus. Similarly, we let Cx,i,n and Cy,i,n be the boundaries
of Ai,n that are mapped to Cx,n and Cy,n respectively. We denote ei as the
degree of the covering fn : Ai,n −→ An (note that the degrees are well
defined ω almost surely). Note that
∑
ei = d.
By naturality of the barycentric extension, we may assume that xn = 0,
and Cx,n = S
1. Let Mn ∈ PSL2(C) so that 0 and∞ are in the component of
P1C−M−1(Ai,n) bounded by Cx,i,n and Cy,i,n respectively, and diam(Cx,i,n) =
1. Then by Lemma 5.8, limω fn ◦Mn has degree ≥ 1. Let ai,n = Mn(0)
represent ai (note that a priori, d(ai, x
0) may be infinity), then ai is mapped
to x by Theorem 5.5.
Let Di,n = minx∈Cy,i,n |z|, then m(Ai,n) = log(Di,n)2pi + O(1) (see Theorem
2.1 in [20]). Let Ln ∈ PSL2(C) be hyperbolic transformation switching 0
and ∞ such that maxz∈L−1n (Cu,n) |z| = 1. Let bi,n = Ln(0) represent bi, then
by similar argument as above, bi is mapped to y.
Note that
lim
ω
dH3(ai,n, bi,n)/dH3(xn, yn) = lim
ω
(log(Di,n) +O(1))/dH3(xn, yn)
= lim
ω
(2pim(Ai,n) +O(1))/2pim(An)
= lim
ω
(2pim(An)/e+O(1))/2pim(An) = 1/ei
The last equality holds as limω 2pim(An) =∞.
Since this holds true for any pair of points in [x, y], we conclude that
[ai, bi] maps linearly onto [x, y] with derivative ei ∈ N. Since the components
A1,n, ..., Ak,n are disjoint, the segments (a1, b1), ..., (ak, bk) are all disjoint.
It remains to show that ai and bi are points in
rH3. Since d(ai, bi) <∞,
it suffices to show that d(ai, x
0) < ∞. Indeed, we consider the segment
[x0, x]. Note if un is preimage of 0, then un represents a point in
rH3 by our
choice of rn. Therefore, if the projection of the ends of critical values onto
[x0, x] are not interior points, then by the above argument any preimage
ai of x is in
rH3. More generally, we may cut the segment [x0, x] = [x0 =
x0, x1] ∪ ... ∪ [xn−1, xn = x] into finite pieces so that the projection of the
ends of critical values are not interior points for each segment. Then by
induction and above argument, we conclude that ai is a point in
rH3.
For the moreover part, by naturality, we may assume x = x0 and 0 is
sent to 0 and prove that x0 appears as one of ai. Indeed, by Lemma 5.4,
deg(limω fn) ≥ 1, so one of Ai,n must converge to some non degenerate set.
This proves the claim. 
Let z ∈ rH3, and x = F (z). Choose y close to x so that no ends of critical
values project to the interior of (x, y), and let (ai, bi) be the associated
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segment in Lemma 7. The local degree of F at z, denoted by degx F , is
defined to be
∑
z=ai
ei. It is not hard to check this definition is independent
of the choice of y. Note that every point has exactly d preimages counted
multiplicities.
Similar to Lemma , we have
Lemma 7.5. Let x, y ∈ rH3. Assume the projection of the critical ends onto
[x, y] are not interior points, then F maps [x, y] linearly onto [F (x), F (y)]
with derivative e ∈ N.
Moreover, if [x, y] ⊂ rH3 − S, then F maps [x, y] onto [F (x), F (y)] iso-
metrically.
Proof. The first part is essentially proved in a similar way as in Lemma 7.
To see the moreover part, we note that if the projection of the critical
ends onto [x, y] are not interior points, we can choose representatives xn, yn
so that the annulus A(xn, yn) and one of the component of P1C − A(xn, yn)
contain no critical points. This forces the degree of the associated covering
on the annulus to be 1.
More generally, if the projection of the critical ends onto [x, y] is an an
interior point a. Let xn, yn represent x, y respectively, and let an in the
geodesic segment connecting xn, yn such that a = (an). By naturality,
we may assume that an = 0 is mapped to 0, and the geodesic segment
connecting xn, yn is contained in the geodesic with ends 0,∞ ∈ P1C. We
claim that deg(limω fn) = 1. Indeed, if deg(limω fn) > 1, then there are at
least two distinct limits of critical points of fn in P1C, but this contradicts
[x, y] ⊂ rH3 − S. Now moving an along the geodesic segment connecting
xn, yn if necessary, we may assume that all the critical points converge to
1 ∈ P1C. Therefore, the image of [x, a) and (a, y] are disjoint. Now apply
the previous argument to the geodesic segment [x, a] and [a, y] separately,
we get the result. 
Lemma 7.6. Let y ∈ rH3 − F (S), then it has exactly d preimages.
Proof. Since y ∈ rH3 − F (S), we can find two points u, v ∈ rH3 so that
y ∈ (u, v) ⊂ [u, v] ⊂ rH3 − F (S). By Lemma 7, there are segments
[a1, b1], ..., [ak, bk] such that F maps [ai, bi] to [x, y] with derivative ei and∑
ei = d. Since [ai, bi] ∈ rH3 − S, by Lemma 7.5, ei = 1. Note that (ai, bi)
are disjoint, so there are exactly d preimages of y. 
Lemma 7.7. Let x ∈ rH3, then for sufficiently small neighborhood U of
F (x),
F : V − F−1(F (V ∩ S)) −→ U − F (V ∩ S)
is an isometric covering of degree degx F where V is the component of
F−1(U) containing x.
Proof. Since F (x) has exactly d preimages counted multiplicities, in partic-
ular, there are at most d preimages. We choose a neighborhood U of F (x)
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so small so that the component V of F−1(U) containing x contains no other
preimages of F (x).
Let y ∈ U − F (S), we claim that y has exactly degx F preimages in U
(each with multiplicity 1).
If no ends of critical values project to the interior of [x, y], then we are
done as each preimage of y has multiplicity 1 by Lemma 7.6. More generally,
we can cut [x, y] = [x0 = x, x1]∪ ...∪ [xn−1, xn = y] into finite pieces so that
the projection of the ends of critical values are not interior points for each
segment. The claim then follows by induction.
The covering map is isometric follows from Lemma 7.5. 
Combining the Lemmas above, we proved Theorem 1.2:
Proof of Theorem 1.2. It is easy to check that S and F (S) are both no where
dense in rH3. So by Lemma 7.6 and Lemma 7.7, F is a branched covering
of degree d. 
We also prove Theorem 1.3 here:
Proof of Theorem 1.3. Given N , and x ∈ rH3, represent x by M0,n(0). Let
Mi,n be defined so that Mi,n = E fn(Mi−1,n(0)). Note that MN,n(0) repre-
sent FN (x). For any i = 1, ..., N , limωM
−1
i,n ◦ fn ◦Mi−1,n has degree ≥ 1.
Hence limωM
−1
N,n◦fNn ◦M0,n has degree ≥ 1, so dH3(MN,n(0),E fNn (M0,n(0)))
is bounded by Theorem 5.5. Therefore, FN = limω E fNn . 
A version for degenerating sequence of conjugacy classes. The group
PSL2(C) acts on Ratd(C) by conjugation, and the quotient space Md =
Ratd(C)/PSL2(C) is called the moduli space of rational maps. Since choos-
ing a base point 0 ∈ H3 is equivalent to choosing a representative of the
conjugacy class [f ] up to the compact group SO(3), we can naturally extend
the construction to a sequence of conjugacy classes [fn] ∈Md as follows.
For [f ] ∈Md, we define
r([f ]) := min
x∈H3
max
y∈E f−1(x)
dH3(y, x).
Note that r([f ]) is well-defined as E f is proper. It follows immediately from
Proposition 7.1 that
Proposition 7.8. Let [fn] ∈ MRatd. Then [fn] is degenerating if and only
if r([fn])→∞.
This suggests to consider representative fn so that
max
y∈E f−1n (0)
dH3(y,0) = r([fn]).
We will show
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Theorem 7.9. Let [fn] ∈Md be a degenerating sequence, rn := r([fn]) and
rH3 be the asymptotic cone of H3 with rescaling rn. Let fn be representatives
so that
max
y∈E f−1n (0)
dH3(y,0) = rn,
then the limiting map
F = lim
ω
E fn :
rH3 −→ rH3
is a branched covering of degree d with no totally invariant point.
Proof. Since we choose representatives so that
max
y∈E f−1n (0)
dH3(y,0) = r([fn]),
we know for any point x ∈ rH3,
max
y∈F−1(x)
d(y, x) ≥ 1.
Therefore, there is no totally invariant point. 
Geometric Limit. In the following, we will illustrate why the natural map
Ebc(fn) can be thought of as a geometric limit. Let (T, p) be an R-tree with
a base point p, F : (T, p) −→ (T, p) and Fn : H3 −→ H3. Let W be an
invariant subset of T with p ∈ W . Following the definitions in Section 11
of [22], we say Fn converges to F geometrically (with respect to W ) if there
exists a sequence of maps
hn : (W,p) −→ (H3,0)
and a sequence of rescalings rn →∞ such that
(1) Rescaling: We have
d(x, y) = lim
n→∞ r
−1
n dH3(hn(x), hn(y))
for all x, y ∈W ;
(2) Conjugacy: For all x ∈W , we have
lim
n→∞ r
−1
n dH3(hn(F (x)), (Fn)(hn(x))) = 0
Theorem 7.10. Let fn ∈ Ratd(C), rn →∞. Assume that there exists some
K such that dH3(0,E fn(0)) < Krn, and W is a countable invariant subset
of rH3 with x0 ∈W . Then after passing to a subsequence, E fn converges to
F = limω E fn geometrically (with respect to W ).
Proof. Let x0 ∈ W1 ⊂ W2 ⊂ ... be an increasing sequence of finite set with
W = ∪∞k=1Wk.
Let x ∈Wk, we choose a representative x = [(xn)], (we choose the repre-
sentative x0 = [(0)]). We define inductively on k:
hkn : Wk −→ H3
x→ xn
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We may assume hk
′
n |Wk = hkn for all k′ > k and all n.
By definition of the construction, we have for x, y ∈Wk,
d(x, y) = lim
ω
r−1n dH3(hn(x), hn(y))
and
lim
ω
r−1n dH3(hn(F (x)), (E fn)(hn(x))) = 0.
Since the ultralimit of a sequence of real numbers is in the accumula-
tion set, and the set Wk is finite, we can consecutively choose subsequence
for a finite number of times (abusing the notation here, we still index the
subsequence by n) and get
d(x, y) = lim
n→∞ r
−1
n dH3(hn(x), hn(y))
and
lim
n→∞ r
−1
n dH3(hn(f(x)), (E fn)(hn(x))) = 0.
Now using a diagonal argument, we can pass to a subsequence so that for
all x, y ∈Wk,
d(x, y) = lim
n→∞ r
−1
n dH3(hn(x), hn(y))
and
lim
n→∞ r
−1
n dH3(hn(f(x)), (E fn)(hn(x))) = 0.
This proves the Theorem. 
Remark. We may take W = x0, the grand orbit of base point x0. By
Theorem 1.2, this set is countable. By taking a countable dense subset, it is
not hard to generalize the argument and prove when W is the convex hull
of a countable invariant subset of rH3.
8. Periodic ends and length spectra
In this section, we will prove Theorem 1.4. Let fn ∈ Ratd(C) be a degen-
erating sequence,
rn := max
y∈E f−1n (0)
dH3(y,0)
and F : rH3 −→ rH3 be the limiting map.
Recall that a sequence zn ∈ P1C represents an end in rH3. We first show
that
Lemma 8.1. Let zn ω α, then fn(zn) ω F (α).
Proof. By naturality of the extension, we may assume zn = 0 and fn(0) = 0.
Since F−1(x0) is finite, we can find a point x in the ray starting at x0 in
the direction of α so that it cuts the end α from F−1(x0). Hence, we can
represent x by Ln(0) where Ln = anz.
The hyperbolic plane perpendicular to the geodesic connecting 0,∞ ∈ P1C
that passes through Ln(0) cuts H3 into two components. We use H0,n and
H∞,n to denote the half spaces associated to 0 and ∞ respectively. Since
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x separates α and F−1(x0), E f−1n 0 all lie in H∞,n ω almost surely. Let
Mn(0) = E fn(Ln(0)), then Hϕf = limωM
−1
n ◦ fn ◦ Ln has degree ≥ 1.
We claim that 0 is not a hole of the limit. Indeed, otherwise, there is a
small neighborhood U of 0 which is mapped by fn to P1C ω almost surely.
This forces H0,n to contain some preimage of 0, which is a contradiction.
Therefore, M−1n ◦fn◦Ln converges uniformly near 0, and hence the sequence
fn(zn) ω F (α). 
Let α : [0,∞) −→ rH3 represents an end. By Lemma 7.5, the map
F is eventually either an isometry or expanding with constant derivative.
Therefore, the translation length
L(α, F ) = lim
xi→α
d(xi, x
0)− d(F (xi), x0)
is well defined.
We are now ready to prove Theorem 1.4:
Proof of Theorem 1.4. We may prove the case when q = 1. The general case
can be proved by considering iterations.
Let zn be a sequence of fixed point for fn, then it represents a fixed end
in rH3 by Lemma 8.1. By naturality, we let zn = 0. We first assume that
(zn) represents an end α which is not critical. Let Mt,n(z) = e
t·rnz, then
the sequence Mt,n represents α(t). Let Lt,n(0) = E fn ◦Mt,n(0) such that
Lt,n(0) = 0. Let ft = limω L
−1
t,n ◦ fn ◦Mt,n = Htϕft with deg(ϕft) = 1 for
sufficiently large t. For sufficiently large t, 0 is not a hole of ft, and ϕft has
degree 1 by similar argument as in Lemma 8.1. Therefore, we have
lim
ω
(L−1t,n ◦ fn ◦Mt,n)′(0) = ϕ′ft(0) 6= 0
Note that limω log |M ′t,n(0)|/rn = d(α(t), x0) and limω log |L′t,n(0)|/rn =
d(F (α(t)), x0), so we get the result as log |ϕ′ft(0)| = O(1).
If α is a critical end, then we can show limω
log |(fqn)′(z1,n)|
rn
= −∞ in a
similar way. 
9. The barycentric extension of z2
In this section, we consider the extension of a rational map on S2. We
have not tried to state our result in the most general form, and for simplicity
of the presentation, we will now restrict ourselves to the case of degree 2. In
this case, IsomH3 × IsomH3 acts transitively on Rat2(C), so by naturality,
there is only one map z2 to study.
Recall that (r, θ, h) is the cylindrical coordinate system for the hyperbolic
3-space H3. We will now prove Theorem 1.5
Proof of Theorem 1.5. Since the extension is natural, and e2tf(z/et) = f(z),
so E f sends the hyperbolic plane of h = t to h = 2t. Hence, E f preserves
the hyperbolic plane H20 of h = 0. Also by naturality, the restriction of E f
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on each hyperbolic plane h = t to h = 2t is the same as E f |H20 . Hence, in
order to prove the proposition, we only need to show
E f |H20 : H
2
0 −→ H20
(r, θ) 7→ (log(cosh(r))− δ(r), 2θ)
Since f(z) = e2pi2θif(z/e2piθi), by naturality, E f |H20(r, θ) = (g(r), 2θ) for
some function g. Hence, we only need to figure out the E f |H20(r, 0). To
compute this, we need the following lemma:
Lemma 9.1. Let ft(z) = z
z−t
1−tz for t ∈ (0, 1), then there exists a positive
function δ : (0, 1) −→ R+ such that E f(0) = (−δ(t), 0, 0) for all t ∈ (0, 1).
Figure 9.1. The graph of the function It
Proof of Lemma 9.1. Let
P : C −→ C× R ∼= R3
z 7→ ( 2z
1 + |z|2 ,
|z|2 − 1
|z|2 + 1)
be the stereographic projection By definition, E ft(0) = 0 if and only if∫
S2
P (ft(P
−1(~x)))dµS2(~x) = ~0
We will compute the integral on the left. Note that by symmetry, the second
component (in C×R) of the integral is always 0. Changing the variables to
z, we get the first component of the integral equals to
It :=
∫
C
2z z−t1−tz
1 + |z z−t1−tz |2
4
(1 + |z|2)2
i
2
|dz|2
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Using a simple change of variables in polar coordinate, we may express the
integral as
It =
∫ ∞
0
∫ 2pi
0
2z z−t1−tz
1 + |z z−t1−tz |2
4
(1 + |z|2)2 rdθdr
=
∫ ∞
0
(
∫
∂Br
2z z−t1−tz
1 + |z z−t1−tz |2
4
(1 + |z|2)2
|z|dz
iz
)dr
where Br is the disk centered at 0 of radius r. Let Jt,r be the inner integral,
we will show that Jt,r is negative for all r 6= 1. Note that on ∂Br, z¯ = r2/z,
so we have
Jt,r =
∫
∂Br
2z z−t1−tz
1 + |z z−t1−tz |2
4
(1 + |z|2)2
|z|dz
iz
=
∫
∂Br
2z z−t1−tz
1 + r2 (z−t)(z¯−t)(1−tz)(1−tz¯)
4
(1 + r2)2
rdz
iz
=
8r
i(1 + r2)2
∫
∂Br
z−t
1−tz
1 + r2 (z−t)(r
2/z−t)
(1−tz)(1−tr2/z)
dz
=
8r
i(1 + r2)2
∫
∂Br
(z − t)(z − tr2)
(1− tz)(z − tr2) + r2(z − t)(r2 − tz)dz
=
16rpi
(1 + r2)2
Resz∈Br
(z − t)(z − tr2)
(1− tz)(z − tr2) + r2(z − t)(r2 − tz)
Let F (z) = (z−t)(z−tr2) and G(z) = (1−tz)(z−tr2)+r2(z−t)(r2−tz),
note that G(r) = r(1− tr)2 +r3(r− t)2 > 0 as t ∈ (0, 1) and r > 0. Since the
coefficient of z2 in G(z) is negative, there are two real roots x1, x2 with x1 <
r < x2. Note that G(t) = t(1− t2)(1− r2) and G(tr2) = tr4(r2 − 1)(1− t2)
have different sign when r 6= 1, and G(max{t, tr2}) > 0, so the smaller root
x1 is in between t and tr
2. Hence, F (x1) < 0. Therefore, when r 6= 1
Resz∈Br
(z − t)(z − tr2)
(1− tz)(z − tr2) + r2(z − t)(r2 − tz) =
F (x1)
−t(1 + r2)(x1 − x2) < 0
Hence, Jt,r < 0 for all r 6= 1, so It < 0. So∫
S2
P (ft(P
−1(~x)))dµS2(~x) = (−v(t), 0, 0)
for some positive function v(t) > 0. This means that the barycenter of
(ft)∗dµS2 is in the negative x-axis, so
E f(0) = (−δ(t), 0, 0)
for some positive function δ(t) > 0 which proves the lemma. 
Let Mt(z) =
z−t
1−tz , then Mt2 ◦ f ◦M−1−t (z) = f 2t
1+t2
(z). Note that the the
distance dH3(0,Mt(0)) = log
1+t
1−t . Hence, by the Lemma 9.1 and naturality,
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we have
E f |H20(r, 0) = (log(cosh(r))− δ(r), 0)
Note that the spherical derivative of 1 ∈ C ∼= S2 is 2, by a similar argu-
ment as in Theorem 1.4, we have
log 2 = lim
r→∞ dH3((r, 0),0)− dH3(E f |H20(r, 0),0)
= lim
r→∞(r − (log(cosh(r))− δ(r)))
Note that
lim
r→∞ r − log(cosh(r)) = log 2
Therefore δ(r)→ 0 as r →∞.

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