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We experimentally demonstrate quantum enhanced resolution in confocal fluorescence microscopy
exploiting the nonclassical photon statistics of single nitrogen-vacancy color centers in diamond. By
developing a general model of superresolution based on the direct sampling of the kth-order autocorrelation
function of the photoluminescence signal, we show the possibility to resolve, in principle, arbitrarily close
emitting centers.
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In the last decade, measurement techniques enhanced by
using peculiar properties of quantum light [1,2] have been
successfully demonstrated in several remarkable real appli-
cation scenarios, for example, interferometric measurements
aimed to reveal gravitational waves and the quantum gravity
effect [3,4], biological particle tracking [5], phase contrast
microscopy [6], and imaging [7,8]. Very recently, a novel
technique to beat the diffraction limit in microscopy that
relies on the antibunching behavior of photons emitted by
single fluophores has been proposed [9], and realized in
wide field microscopy [10] by using an EMCCD camera.
The maximum obtainable imaging resolution in classical
far-field fluorescence microscopy, according to the Abbe
diffraction limit, is R≃ 0.61λ=NA, where λ is the wave-
length of the light and NA is the numerical aperture of the
objective. This restricts the current capability of precisely
measuring the position of very small objects such as single
photon emitters (color centers, quantum dots, etc.) [11–19],
limiting their potential exploitation in the frame quantum
technology [20,21]. In general, the research of methods
to obtain a microscopy resolution below the diffraction limit
is a topic of the utmost interest [22–29] that could provide
dramatic improvement in the observation of several systems
spanning from quantum dots [30] to living cells [31–34]. As
a notable example, in several entanglement-related experi-
ments using strongly coupled single photon emitters it is of
the utmost importance to measure their positions with the
highest spatial resolution [35]. In principle, this limitation
can be overcome by recently developed microscopy tech-
niques such as stimulated emission depletion (STED) and
ground state depletion (GSD) [36,37]. Nevertheless, even if
they have been demonstrated effectively able to provide
superresolved imaging in many specific applications, among
which are color centers in diamond [38], they are charac-
terized by rather specific experimental requirements (dual
laser excitation system, availability of luminescence quench-
ing mechanisms by stimulated emission, nontrivial shaping
of the quenching beam, high power). Furthermore, these
techniques are not suitable in applications in which the
fluorescence is not optically induced [39,40], so that new
methods are required for those applications.
Inspired by the works in [9], in this Letter we develop a
comprehensive theory of superresolution imaging of clusters
of single photon emitters based on high order Glauber
correlation functions gðkÞðt ¼ 0Þ. Our theory discloses the
unexpected possibility of approaching an arbitrary resolution
just by measuring the spatial map of the correlation up to
k0th order when it is reasonable to assume gðkÞ ¼ 0 for
k > k0. For example, two arbitrarily closed emitters can be,
in principle, separated just by measuring gð2Þ being of course
gð3Þ ¼ 0. Then, it confirms the indication of [9] that a fair
1=
ffiffiffi
k
p
improvement of resolution can be obtained with the
measurement of gðkÞ, if no further information is available.
We experimentally test the theory of quantum superresolu-
tion in the significant case of confocal microscopy for the
first time, considering clusters of few NV centers in artificial
diamond grown by chemical vapor deposition and using a
detector-tree of commercial (non-photon-number-resolving)
single photon detectors [18,41]. We demonstrate a resolution
increase by sampling the gð2Þ of the signal, and a further
improvement by measuring gð3Þ. Furthermore, we show that
just by considering the contribution of higher powers of gð2Þ,
when only two centers are relevant (as certified by gð3Þ ¼ 0),
larger improvement in the resolution can be obtained, as
predicted by the theory. This technique appears particularly
valuable since the sampling of gð2Þ is a widely used and
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well-established experimental procedure to test the statistical
properties of quantum optical sources in general, and of
single photon sources in particular; thus, its adoption may
come at almost zero cost.
Let PðxÞ be the probability of detecting a photon at the
image position x from a single photon emitter upon a
pulsed excitation [42].
The function PðxÞ is typically an unimodal distribution
and when fluorescence saturation effects are neglected the
normalized PðxÞ represents the point spread function (PSF)
of the microscope. In general, when taking the kth power,
½PðxÞk, the function gets narrower. In most cases PðxÞ can
be well fitted by a Gaussian function, so the full width at
half maximum (FWHM) of ½PðxÞk reduces by a factor ffiffiffikp .
The fluorescence signal S coming from n arbitrarily
distributed emitters in a specific image position x is then
proportional to SðxÞ ∝Pnα¼1 PαðxÞ. In order to obtain a
resolution enhancement in the case of the n single photon
emitters, i.e., to resolve thepresenceandthepositionof twoor
more centers when they are closer than the PSF, it would be
useful to have a function containing pure kth powers of each
single emitter probability
P
n
α¼1½PαðxÞk. Unfortunately, the
kth power of the signal itself contains also the cross products
terms (c.p.) multiplied by the appropriate multinomial
coefficients, SkðxÞ ∝Pnα¼1½PαðxÞk þ c:p:
The method described in the following allows the
removal of the contribution from the cross product terms
using photon correlations, resulting in an effective increase
of optical resolution.
To simplify our analysis and without any loss of
generality, we consider that all the losses and inefficiencies
are accounted for as part of the source of the quantum state;
i.e., the state ρˆαðxÞ corresponding to the single photon
emission of the αth source that is detected at the position x
of the ideal (unit-quantum efficiency and photon-number
resolving) single-photon detector can be expressed as
ρˆαðxÞ ¼ PαðxÞj1iαh1jα þ ½1 − PαðxÞj0iαh0jα: ð1Þ
The multiphoton state generated by several n single-
photon emitters is then ρˆ ¼ ⊗nα¼1ρˆα.
Defining the number of detected photons from the
system of single-photon emitters Nˆ ¼Pnα¼1 aˆ†αaˆα, one
obtains that hNˆi ¼ tr½ρˆ Nˆ ¼Pnα¼1 PαðxÞ.
In this case we define the kth-order auto-correlation
function as
gðkÞ ¼ h
Q
k−1
i¼0ðNˆ − iÞi
hNˆik : ð2Þ
[Note that in case of continuous wave excitation the
functions have time dependence: we are dealing with the
value of gðkÞðt ¼ 0Þ.] Knowing the value of hNˆi and the set
of gðiÞ (1 ≤ i ≤ k), an image with increased resolution
can be ideally obtained at any order k. For instance, the
expressions of the superresolved images for orders span-
ning from k ¼ 2 to k ¼ 5 are
X2
α¼1
½PαðxÞ2 ¼ hNˆi2½1 − gð2Þ; ð3Þ
X3
α¼1
½PαðxÞ3 ¼ hNˆi3

1 −
3
2
gð2Þ þ 1
2
gð3Þ

; ð4Þ
X4
α¼1
½PαðxÞ4 ¼ hNˆi4

1− 2gð2Þ þ 1
2
½gð2Þ2 þ 2
3
gð3Þ −
1
6
gð4Þ

;
ð5Þ
X5
α¼1
½PαðxÞ5 ¼ hNˆi5

1 −
5
2
gð2Þ þ 5
4
½gð2Þ2 þ 5
6
gð3Þþ
−
5
12
gð2Þgð3Þ −
5
24
gð4Þ þ 1
24
gð5Þ

: ð6Þ
In general, the expressions of the superresolved images
for any k have the following form
Xn
α¼1
½PαðxÞk ¼ hNˆik
Ximax
i¼1
yiβi; ð7Þ
where βi represent in general products of the form
gðj1Þgðj2Þ…gðjlÞ, imax is the number of possible (ordered)
combinations, satisfying the condition
P
l
p¼1 jp ¼ k [note
that gð1Þ is equal to 1 according to Eq. (7)], and yi are
multiplicative coefficients that can be straightforwardly
calculated, as it is shown in the cases up to k ¼ 5 in
Eqs. (3)–(6).
Figure 1 shows the setup used for our experiment, i.e., a
laser scanning single photon sensitive confocal microscope.
The excitation light emitted by a solid state laser at 532 nm,
coupled into a single mode fiber is collimated by a
4 × objective. A dichroic mirror (long-pass at 570 nm)
reflects the excitation light (3 mW maximum) inside the
FIG. 1 (color online). Setup of the experiment: (a) XYZ closed-
loop piezoelectric stage, (b) sample, (c) 100 × oil objective,
(d) excitation light (532 nm), (e) laser source, (f) dichroic filter,
(g) long-pass filters, (h) 50∶50 fiber beam splitter, (i) single-
photon detectors, and (j) coincidence electronics.
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oil immersion objective (Olympus, 100×, NA ¼ 1.3) focus-
ing inside the sample and transmits the fluorescence light
towards the detecting apparatus. The sample (Element SixTM
electronic-grade polycrystalline chemical vapor deposition
diamond) is mounted on a closed-loop XYZ piezoelectric
stage, remotely controlled via PC, allowing nanometric-
resolution positioning in a 80 μm × 80 μm area range. The
fluorescence light (occurring within a 640–800 nm spectral
window) is collected by the same objective used for
excitation and then passes through the dichroic mirror and
a long-pass filter in order to obtain a suitable attenuation
(> 1012) of the pump component. The signal is then focused
by a f ¼ 100 mm achromatic doublet and coupled to a
50 μm multimode optical fiber that not only delivers the
signal to the detectors, but also acts as a pinhole for the
confocal system. The fiber leads to a detector-tree configu-
ration [18,41] realized by means of two integrated 50∶50
beam splitters in cascade connecting to three single-photon
avalanche photodiodes (Perkin-Elmer SPCM-AQR), operat-
ing in Geiger mode. This configuration, reproducing a
generalized version of the “Hanbury Brown–Twiss”
(HBT) interferometer [43], allows the detection of two- or
threefold coincidences and the direct sampling of the values
of the second order (gð2Þ) and third order (gð3Þ) [44–46]
autocorrelation functions [47]. The signal counts and coin-
cidences are measured via a picosecond time-tagging mod-
ule (PicoQuant Hydra-Harp).
The first significant experimental results, demonstrating
this method, are shown in Fig. 2. In the first section (a), a
typical photoluminescence map of an area of the sample
obtained via our confocal microscope is shown. One can
observe that in some cases the centers are well separated,
while in other cases they are too close to each other to be
resolved by acquiring only the fluorescence signals. For
instance, in the enlarged picture (b) a cluster of centers is
shown that can be barely recognized as a unresolved group
of three emitters. In (c),(d) themaps of the (respectively) gð2Þ
and gð3Þ functions are shown. Here, the presence of three
resolvedNV centers is evident from the low value of gð2Þ and
gð3Þ in correspondence of the center’s positions, while in the
surrounding region the values reach 1 because of back-
ground fluorescence light. Finally the superresolved maps
for k ¼ 2 as in Eq. (3) and k ¼ 3 as in Eq. (4) are reported in
the insets (e) and (f). The progressive increase of the
resolution in the above-mentioned maps for increasing
values of k can be evaluated by comparing the width of
the intensity PSF with the FWHMs of the superresolved
maps. The intrinsic resolution of our microscope is esti-
mated, by fitting the profiles of Fig. 2(b), to be
ð500 16Þ nm, conservatively corresponding to the Abbe
diffraction limit in the real experimental conditions. By
fitting the profiles of Figs. 2(e) and 2(f), corresponding to
k ¼ 2 and k ¼ 3, respectively, we obtained FWHM ¼
ð360 30Þ nm and FWHM ¼ ð290 30Þ nm, confirming
the expected resolution enhancement. Specifically, Fig. 3
shows the FWHM values compared with the expected
1=
ffiffiffi
k
p
scaling of the resolution, where an excellent agree-
ment is obtained, proving the substantial consistency of
our data.
The advantages of our technique can be evinced even
more from Fig. 4, where the photoluminescence signal
from the observed region of the sample is mapped on a
single-peaked spot (a) whose oval shape (with a major axis
larger than 500 nm) hints at the presence of more than one
center, although no information on the quantity and relative
position of these emitters can be extracted. Since the
centers are very close to each other, even if the direct
scanning of gð2Þ shown in (b) reveals the presence of two
dips (i.e., two emitters), the superresolved map obtained for
k ¼ 2 (c) is not able to separate them. No decisive
improvement of the resolution of the image can be obtained
by applying the third-order formula [see Eq. (4)], since only
two emitters are present and the gð3Þ contribution is null
everywhere, excluding background contribution that can be
removed in the gð2Þ map [48]. Nonetheless, in this kind of
scenario, a further improvement on the resolution can be
achieved by applying the series of Eq. (7) at higher orders
of k with gðkÞ ¼ 0 for k ≥ 3.
FIG. 2 (color online). Example of the super-resolution tech-
nique applied to a cluster of 3 NV centers. (a) Typical scan on a
region of the sample obtained collecting the signals emitted by
each center on a pixel-by-pixel basis via single-photon sensitive
confocal microscope. (b) Magnification of the area of interest.
(c) Map of gð2Þ function. (d) Map of gð3Þ function. (e) Super-
resolved map for k ¼ 2. (f) Super-resolved map for k ¼ 3.
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As shown in the progression of (d),(e), and (f) of Fig. 4,
the resolution increases at increasing k orders (respectively,
the third, fourth, and fifth) and eventually the positions
of the two centers (or their distance) can be inferred with
higher precision (270 70 nm).
In conclusion, we have experimentally demonstrated
superresolved optical imaging of NV centers in bulk sin-
gle-crystal artificial diamond by making smart use of the
direct sampling of the kth-order Glauber autocorrelation
function gðkÞ on a point-by-point basis (in particular, for
k ¼ 2; 3). The analysis has been performed by feeding the
signals acquired by our confocalmicroscope to single-photon
detectors in a tree configuration. A comprehensive theory of
the phenomenon enables two alternative scenarios. On one
side, it predicts a narrowing of the PSF proportional to the
square root of the highest order of the measured autocorre-
lation function. Moreover, if the further information that
gðkÞ ¼ 0 for k > k0 is introduced in the model, arbitrary
resolution can be reached in principle by using only up to the
kth order correlation. According to this, an experimental map
distinguishing two very closedNVcenters has been obtained,
which would not be envisaged by the theory of Ref. [9],
neither exploiting the intensity map nor by gð2Þ and even gð3Þ
measurement. Therefore, the advantage of our technique has
been demonstrated both theoretically and experimentally,
paving the way for its use in several different experimental
configurations, particularly in fields where the application of
STED/GSD techniques are limited.
Furthermore, we note that the exploitation of the pro-
posed technique is extremely straightforward to be imple-
mented in microscopy systems investigating single-photon
emitters, since they typically already make use of HBT
interferometers for the gð2Þ measurements. Further enhance-
ment of the resolution in the presence of multiple single
photon emitters is achievable by measuring higher-order g
function, it is just necessary to increase the number of ports
of the HBT interferometer, namely, the detector tree, a rather
simple task due to the easy scalability of these detection
systems [18]. Implementing amultiport HBT interferometer
is useful not only for increasing the image resolution, but
also because it has been proven to be a powerful diagnostic
tool for quantum sources, not just single photon sources.
Indeed, it was proven that by measuring gðkÞ with k ≥ 2 one
can reconstruct the mean number of photons of the different
quantum optical modes of a quantum field [45]. For
example, the optical modes of unwanted sources of back-
ground light superimposed to the emission of the single
photon source of interest can be easily identified [45]. This
can be of great interest for understanding the origin of this
background and thus finding a way to eliminate it.
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