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ABSTRACT 
Speech emotion recognition technology is designed for recognizing the speaker’s emotional 
states from speech signals, which is of both theoretical value and practical value. In the past 
researches the basic emotion types were the main concerns, which, however, might not satisfy the 
real world requirements. In this dissertation the practical speech emotion recognition technology 
is studied, including several cognitive related emotion types, namely fidgetiness, confidence and 
tiredness. 
The high quality of naturalistic emotional speech data is the basis of this research. In this 
dissertation the following techniques are used for inducing practical emotional speech: cognitive 
task, computer game, noise stimulation, sleep deprivation and movie clips. By human annotation 
and selection the practical speech emotion database is achieved. By adding the electrocardiogram 
signals the bi-modal emotional database is achieved. 
The emotional speech features analysis is an important step. In this dissertation 481 static 
features are extracted, including voice quality features and prosodic features. Feature analysis is 
carried out on practical speech emotions like fidgetiness, confidence and tiredness. Harmonic-to-
noise ratio is studied for its distribution characters in the practical speech emotions. Through 
feature reduction and recognition experiments the effectiveness of the features proposed in this 
dissertation is justified. 
With the high-quality naturalistic emotional speech data achieved, the practical speech 
emotion recognition system is studied based on Gaussian mixture model. First, promising 
recognition results are achieved under sufficient training data. Second, considering the drawbacks 
of Gaussian mixture model, two-class classifier set is adopted for performance improvement 
under the small sample case. Third, considering the context information in continuous emotional 
speech, a Gaussian mixture model embedded with Markov networks is proposed. The recognition 
rate is improved by modeling the continuality of emotions. 
Upon establishing a satisfactory speech emotion recognition system based on Gaussian 
mixture model, a further study is carried out for system robustness analysis. First, noise influence 
on the speech emotion recognition system is studied. Noise reduction algorithm based on 
auditory masking properties is fist introduced to the practical speech emotion recognition, and 
achieved satisfactory results. Second, to deal with the complicated unknown emotion types under 
real situation, an emotion recognition method with rejection ability is proposed, which enhanced 
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the system compatibility against unknown emotion samples. Third, coping with the difficulties 
brought by a large number of unknown speakers, an emotional feature normalization method 
based on speaker-sensitive feature clustering is proposed. Speaker-independent robustness of the 
system is improved. Fourth, by adding the electrocardiogram channel, a bi-modal emotion 
recognition system based on speech signals and electrocardiogram signals is first introduced. The 
emotion recognition rate and the system survivability are improved. 
The speech emotion recognition methods studied in this dissertation may be extended into 
the cross-language speech emotion recognition and the whispered speech emotion recognition. 
The difficulties in cross-language speech emotion recognition are analyzed. The general features 
across the Chinese and the German speech data are studied, and cross-language test is carried out. 
The experimental results show that the angry emotion model in this dissertation has a relatively 
strong generality in both languages. The difficulties and characters in the whispered speech 
emotion recognition are also studied. Effective whispered speech emotional features are extracted 
and the proposed Gaussian mixture model embedded with Markov networks is tested on the 
whispered speech emotion data. The experimental results show a promising improvement. 
At the end of this dissertation the applications of the practical speech emotion recognition 
technique are discussed and the development of affective computing in speech signals is 
prospected. 
Key words:  emotion recognition; noise; speaker-independent; Gaussian mixture model; 
Markov networks 
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（2） 在小样本条件下改进了基于 GMM 模型的实用语音情感分类器的性能。针对 GMM 模型对训
练数据依赖性较强的弱点，结合两类分类器组和情感码字的相关译码，提高了 GMM 分类
器在小样本条件下的识别性能。（第四章第四小节） 




































































































































国际上流行的语音情感数据库有 AIBO（Artificial Intelligence Robot）语料库[47]、
VAM(The Vera am Mittag)数据库[48]、丹麦语数据库[49]、柏林数据库[23]、SUSAS(Speech 














些听辨人员的母语均为丹麦语，年龄在 18岁至 59岁之间。 





录制过程可以参考 Hansen 等人的报告[50]。 




AIBO 语料库（The FAU Aibo Emotion Corpus）是 2009 年在 Interspeech 会议上举办的
Emotion Challenge 评比中指定的语音情感数据库。情感数据的采集方式是，通过儿童与索尼的
AIBO 机器狗进行自然交互，从而进行情感数据的采集。说话人由 51 名儿童组成，年龄段为 10
岁到 13 岁，其中 30 个为女性。实验过程中，被试儿童被告知索尼的机器狗会服从他们的指
挥，鼓励被试像和朋友说话一样同机器狗交谈，而实际上索尼的机器狗是通过无线装置由工作
人员控制的，以达到同被试儿童更好交互的目的。语料库包含了 9.2 小时的语音数据，四万八

























国际上从事语料库大规模开发的著名机构有：美国的非营利性组织 LDC（The Language 
Data Consortium）、欧洲 1995 年成立的 ELRA（European Language Resources Association）







图 2.2 实用语音情感数据库的制作过程 













频率为 11kHz 和 48kHz 两种、16 位量化精度，录制的语音信号保存为 PCM(Pulse Code 
Modulation)编码的 WAV(Waveform Audio Format)格式。录音硬件设备包括：高性能计算机一


















根据 Scherer 等人的观点[9, 19, 53, 54],人类声音中蕴含的情感信息，受到无意识的心理



















































句。单词着重考虑了名词、动词。分别选用名词 5 个、动词 5 个。因为形容词往往会附带感情
色彩，在这里没有加以考虑。短句的选择主要按不同句型分类，着重考虑使用频率较高的陈述
句，挑选部分疑问句、祈使句，如表 2.2所示。 
表 2.2 实用语音情感数据库的文本类型 
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                                                                 （2-8） 







































（1） 五种实用情感的实验数据集，如表 2.3 所示，包含烦躁、喜悦、中性、自信和疲倦
等情感类别。 
（2） 九种语音情感的实验数据集，如表 2.4 所示，包含烦躁、喜悦、中性、自信、疲
倦、生气、悲伤、惊讶和恐惧等情感类别。 
表 2.3 实验数据集 A（五种情感） 





































































总计 2000条 2000条 2000 条 2000 条 2000 条 
表 2.4 实验数据集 B（九种情感） 
































短句 短句 短句 短句 
数据来源 诱发 诱发 自然 诱发 诱发 表演 表演 表演 表演 
注 1：表中增加四种基本情感：前五种情感数据与实验数据集 A 中的相同，后面四种基本情感数据是实验




























早期的情感特征分析主要来自心理学领域的研究，Pittam 等人的研究[1, 57, 58]表明，
4kHz 以上频谱能量特征可以反映情感的变化，这一部分频段能量的增加能反映激励程度的提
高，可用于区分悲伤与生气等。 





































































































图 3.1 喜悦样本的短时能量和基音轮廓 
 
 






图 3.3 烦躁样本的短时能量和基音轮廓 
 
 






图 3.5 恐惧样本的短时能量和基音轮廓 
 
 






图 3.7 生气样本的短时能量和基音轮廓 
 
 





























图 3.10 基音均值归一化分布 
 
 
图 3.11 第一共振峰频率均值分布 
 
 























H n f u

                                   （3-1） 
其中，T为谐波周期，n为周期数，噪声分量的能量为， 
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其中  if u 为一个周期内的波形，HNR定义为： 







HNR n f u f u f u
  
                             （3-3） 
对五种情感，烦躁、喜悦、自信、疲倦和中性状态下的语音信号进行 HNR 提取，如图 3.14
至图 3.18 所示。图中显示了实用语音情感状态下的 HNR 特征实例，其文本内容都固定为“好像
快要下雨了”，我们可以看到，HNR 的轮廓、取值范围都随着情感状态的变化而发生较为明显的
变化。因而，将 HNR 用于区分本中的几种实用语音情感类别是可行的。比较图中所示的样本可





图 3.19 至图 3.20 所示。在均值特征上，疲倦和喜悦的取值较自信和烦躁的高；在方差特征
上，疲倦和自信的取值落差较大。 
 





图 3.15 疲倦样本的谐波噪声比特征实例 
 





图 3.17 中性样本的谐波噪声比特征实例 
 






图 3.19 实用语音情感的谐波噪声比均值分布 
 
 












我们参考了国内外的语音情感识别文献[9, 12, 13, 18, 33, 42, 56, 68, 69]，总结了研
究者们使用的情感特征，挑选出了一些重要的特征用在实用语音情感识别中。并且我们对这些
情感特征做了一些改进和补充，形成了本文中的基本声学特征组，如表 3.1到表 3.2所示。 
用于识别和建模的特征向量一般有两种构造方法，静态统计特征和短时动态特征。动态特征
对音位信息的依赖性较强，为了建立与文本无关的情感识别系统，本文中选用了静态统计特征



































































频谱能量特征中还采用了 4kHz 以上的能量百分比，根据 Pittam 等人的研究结果显示，这一
部分频段能量的增加能反映激励程度的提高，可用于区分悲伤与生气等[1, 57, 58]。 







































84-89 400-2000Hz 频段内谐波噪声比的均值、最大值、最小值、中值、范围和方差 
















































Analysis ） 、 PCA （ Principal Components Analysis ） 、 FDR （ Fisher Discriminant 















3.4.2 基于 FDR 的特征选择 
特征选择可以通过对每个特征维度上情感类别的可区分性来进行评价和优选。以两类的情
况为例，在第 i 个维度上，样本的类别中心
1 和 2 之间的距离反映出类别之间的离散程度，每
个类别的方差
1 和 2 反映出在第 i 维上的类内聚合程度。FDR 可用于情感的特征选择，基于
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                                                              （3-7） 


























14 MFCC3 的二阶差分的最大值 
15 短时能量的方差 
16 F3 带宽的均值 
17 第一共振峰的最小值 




22 F3 带宽一阶差分的均值 
23 F2 带宽的均值 







3.4.3 基于 PCA 与 LDA 的特征压缩 
线性判别分析（LDA）是一种常用的特征降维优化方法，通过一种特定的线性变换，将高维
特征空间映射到低纬子空间上，使得投影后的类别内模式尽量聚合，类别间模式尽量的分开。
同 FDR 一样我们需要定义类内和类间离散度准则。 
类内离散度矩阵定义为： 





W i j i j i
jiN
  S x m x m                                             （3-8） 
其中 i 为类别编号，j 为样本编号，









S S                                                                           （3-9） 
其中，









  S m m m m                                                    （3-10） 


































WS 为 LDA 变换后的类内离散度矩阵。上式即为我们
要优化的代价函数，构造 Largrange 函数得到： 






















S u S u
u
                                              （3-13） 
所以有： 
1
W B i i
 S S u u                                                             （3-14） 
由此得到的变换矩阵可将原始特征空间降维至 c-1 维的低维空间中，在特征维数较高时，
LDA 的压缩性能是非常明显的。然而在实际中 LDA 的应用会受到训练数据量的限制，当原始特
征维数非常高，而训练数据量不足时，会导致矩阵出现奇异值，LDA 无法正常使用。因此，在




征降维算法同 GMM 分类器结合，在第二章表 2.4 中的实验数据集 B 上进行情感识别测试，数据
集中包含了九种情感类型，每种情感 2000条样本。 
 




实验中的训练与测试比例为 9：1，采用交叉验证的测试方法，实验结果如图 3.21 和图
3.22 所示。图 3.21 中改变 FDR 选择出的特征维数，当维数达到 20 维和 25维时，两条识别率曲
线不再变化，发生重合。图 3.22 中改变 PCA+LDA 特征压缩方法中的 PCA 截取维数，当维数增加
到 20 维和 30 维时，识别率曲线不再变化，两种条件下的识别率曲线发生重合。我们比较图中
识别率的高低可以看到，PCA+LDA的特征压缩方法的性能要略优于 FDR 方法。 
 
















识别率 优点 缺点 
GMM[18, 73-
75] 
































































很大的影响。在本章中，我们将会根据训练数据的充足与否，对 GMM 算法进行研究和改进。 
高斯混合模型在说话人识别和语种识别中获得了成功的应用。就目前来说，很多研究的结
果显示，GMM 在语音情感识别中是一种较合适的建模算法[18, 51, 73, 74, 82]。近年来的研究
文献中，报道了不少采用 GMM 建立的语音情感识别系统。这些基于 GMM 的识别系统，相对于其
它识别算法来说，获得了较好的识别率。在 2009 年，语音领域的著名的国际会议
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X X                                                          （4-1） 
这里 X是语音样本的 D 维特征向量，t 为其样本序号； ( )ib X ， Mi ,...,2,1 是成员密度；
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ia                                                                     （4-3） 
完整的高斯混和密度由所有成员密度的均值矢量、协方差矩阵和混合权值参数化。这些参
数聚集一起表示为： 
{ , , }i i i iλ a U Σ ， Mi ,...,2,1                                        （4-4） 
根据贝叶斯判决准则，基于 GMM 的情感识别可以通过最大后验概率来获得， 
arg max( ( ))t k
k
EmotionLabel p X λ                                        （4-5） 
其中 k 为情感类别序号。 
对于高斯混合模型的参数估计，可以采用 EM（Expectation-maximization ）算法进行。EM
是最大期望算法，它的基本思想是从一个初始化的模型开始，去估计一个新的模型 ，使得
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                                                (4-9) 
GMM各个分量的权重、均值和协方差矩阵的估计值，通过每一次迭代趋于收敛。 
高斯混合模型中的混合度，在理论上只能推导出一个固定的范围，具体的取值需要在实验
中确定，各高斯分量的权重可以通过 EM 算法估计得到，在 EM 算法的迭代中，要避免协方差矩
阵变为奇异矩阵，保证算法的收敛性。 




































数据集 A 和实验数据集 B。实验数据集 A 包含五种情感：烦躁、喜悦、自信、疲倦和中性。实验
数据集 B 中包含了九种情感：烦躁、喜悦、自信、疲倦、中性、生气、悲伤、惊讶和恐惧。详
细的说话人数量和样本数量参见第二章的 2.6 小节，这里不再重复叙述。 
数据集 A 中主要是与认知有关的实用语音情感，识别测试结果如表 4.2 所示。实验中采用
轮换测试方法，将数据集等分成十份，采用 9：1的训练/测试比例，交叉验证后取得平均值。 
数据集 B中增加了几种基本的语音情感，将情感类别扩展到九类，采用同样的轮换测试方




表 4.2 基于 GMM 的五种实用情感的识别率（%） 
 烦躁 喜悦 自信 疲倦 中性 
烦躁 84.3 0 6.9 5.7 3.1 
喜悦 0.3 81.1 5.1 3.4 10.1 
自信 7.6 9.2 72.9 4.1 6.2 
疲倦 8.6 2.7 5.2 68.5 15.0 




表 4.3 基于 GMM 的九种语音情感的识别率（%） 
 烦躁 喜悦 自信 疲倦 中性 生气 悲伤 惊讶 恐惧 
烦躁 77.2 0 3.0 3.1 1.4 2.9 5.8 2.5 4.1 
喜悦 0.2 75.1 3.5 1.7 5.7 3.6 1.8 3.2 5.2 
自信 3.8 4.8 68.8 2.5 2.9 8.3 4.5 3.0 1.4 
疲倦 5.5 2.0 4.4 64.4 10.2 2.1 4.7 1.1 5.6 
中性 1.5 6.6 5.1 7.9 68.7 1.2 3.5 2.9 2.6 
生气 4.8 2.1 4.9 1.2 0.9 81.5 0 2.2 2.4 
悲伤 2.1 1.1 2.3 5.5 3.9 0 80.2 0.4 4.5 
惊讶 2.1 8.3 3.0 1.1 5.9 2.8 1.4 73.3 2.1 
恐惧 3.3 0 1.6 8.8 3.2 3.3 9.0 2.9 67.9 
 
高斯混合模型采用 K 均值聚类算法进行初始化，EM 算法进行参数估计，EM 算法的迭代次数
上限设为 50 次，GMM 的混合度设为 32。特征降维部分采用 3.4 节中的方法，PCA 压缩中截取前























图 4.3 基本情感与实用情感识别率的比较图 
4.3 支持向量机、K 近邻分类器和高斯混合模型的比较实验 
诸多模式识别的算法可以应用于语音情感识别，参考近年来国内外研究文献[7, 9, 10, 13, 
18, 28, 51, 73, 76, 78, 84]，在本节中我们选用了 SVM 分类器和 KNN 分类器进行识别测试，
同上文中的 GMM分类器进行比较。 
4.3.1 支持向量机 






在本节的实验中，SVM 的核函数选取为径向基函数（Radial Basis Function，RBF）函数，
















图 4.4 二叉树结构的多分类支持向量机 





















我们在实验数据集 A 上，进行了识别测试。训练与测试的比例为 9：1，与上文中高斯混合
模型实验一样，采用相同的轮换测试的方法。KNN 分类器中 K 参数设置为 10，SVM 分类器中的核
函数选择为 RBF 函数，GMM 分类器中的混合度设置为 32。实验中我们调节了各个分类器中的参
数设置，使其在当前的数据集上获得最好的识别性能。表 4.4 中为 SVM、KNN 和 GMM 的识别率结
果，可以看到 GMM 的总体识别率最高，其中烦躁的识别率最高，达到 77.2%。在 SVM 中，悲伤的
识别率最高，而在 KNN 中生气的识别率最高，可见不同的分类算法对情感建模有较大的影响，
在实际中应根据数据集的特点进行合理的选择。 
表 4.4 三种识别算法在实用语音情感中的平均识别率比较 
识别算法 平均识别率 各类情感的识别率（%） 
烦躁 喜悦 自信 疲倦 中性 生气 悲伤 惊讶 恐惧 
GMM 73.0% 77.2 75.1 68.8 64.4 68.7 81.5 80.2 73.3 67.9 
SVM  67.1% 69.2 74.5 62.2 60.2 59.3 75.7 77.3 68.4 56.7 
KNN 63.1% 66.1 70.4 52.3 59.2 62.5 76.2 70.1 62.3 48.9 
KNN 分类器的核心思想是相似的样本观察应该属于相似的类别中，一般用欧式距离来度量这




































, 1,2, ,i i n                                                           （4-10） 
待识别的样本记为 x，样本属于某个类别的概率分别表示为： 










                                                        （4-12） 
多类分类问题可以表示为： 




这里  arg max 表示取最大值的下标，并假设最大值存在。 
同样，两类分类问题可以表示为： 
  , arg max , 1,2j ix j P x i                                       （4-14） 
也可以写为： 
  , 3 arg min , 1,2j ix j P x i                                     （4-15） 
这里  arg min 表示取最小值的下标，并假设最小值存在，即 
1 2( ) ( )P x P x                                                      （4-16） 
记一个两类分类器的输出为：
,i jC   
这里 i，j 为该两类分类器识别的两个类别的标号，且 i j 。 
根据式(4-15)我们设计两类分类器的输出为： 
  , arg min , ,i j kC P x k i j                                         （4-17） 
由式(4-13)可知： 




P x P x x  
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i ji j C
x                                                                 （4-19） 








 ,C |1 , ,i jC i j n i j                                                  （4-20） 
为了证明多类分类问题的等效分解，我们需要下面的这个命题： 
命题(1)：“两类分类器组的 2
nC 个输出值中必然存在 1n 个互不相等的值” 
这里的两类分类器组的输出由式（4-17）得到，将这 1n 个互不相同的值记为， 





3n  的情况， 
有三个输出值
1,2C 、 1,3C 、 2,3C ，假设不存在 1 2n  个互不相等的值， 
则， 
1,2 1,3 2,3C C C                                                               （4-22） 
上式与式（4-17）矛盾 
假设不成立， 3n  时，必然存在 1n 个互不相等的值 
考察 1n 的情况，即 4n  时， 
因为
1,2C 、 1,3C 、 2,3C 中有 2 个互不相等的值， 
根据式（4-17）知， 
1,2 1,3 2,3, , 4C C C                                                           （4-23） 
假设
1,4C 、 2,4C 、 3,4C 中有一个值为 4，则有三个互不相等的值 
假设 1,4C 、 2,4C 、 3,4C 中没有一个值为 4，结合式(4-16)得， 
1,4 2,4 3,41, 2, 3C C C                                                （4-24） 
此为三个不同的值。 
因此 4n  时， 2nC 个分类器输出值中同样必然有 1n 个不同的值。 
根据数学归纳法，对于 3n  ，命题(1)成立。 
在式(4-19)与命题(1)的基础上可以证明根据 2
nC 个两类分类器可以完成 n 个类别分类的问
题。 
令
xx  ，由于K C ，注意到式(4-19)，有 
 1 2 1| , , ,x i ni k k k                                                    （4-25） 
令集合 
 = | 1,2, ,i i n                                                          （4-26） 
 1 2 1| , , ,i nW i k k k                                                   （4-27） 
所以有： 




根据命题(1)，W 中有 1n 个不同的值， 
1W n 




                                                                                
（4-30） 
以及 
W                                                                                 （4-31） 
所以有： 
1W 
                                                                         
（4-32） 
在集合 W 中只包含一个元素 x ，即为识别的结果。 








两类分类器，以后验概率代替式（4-13）到式(4-18)中样本属于某个类别的概率 ( )iP x  ，则




















   


















ip ， jp 是后验概率密度的取值，当分类器判决越可靠时，差值越大， ,i jw 越大，反
之当
,i jw 越小时，说明样本距离重叠区域越近，分类可靠性越差。 
得到了分类器的置信度
,i jw ，据此进行权值融合，将分类器的输出定义为， 
*
, ,i j i jC w I  ， 1-1I   ，                            (4-35) 
其中 I 是两类分类的判决， 1I   表示判断为两类分类中的第一个类别， 1I   表示判断为
另一个类别。 
为了实现判决融合，下面将这组分类器的输出构成一个超矢量，用相关译码的方法来进行判
决，如图 4.5所示。  
在理想的情况下，判决可靠度 ,i jp 为 1，此时得到的输出值
*




, ,i j i jC p I  ，围绕在理想值（码字）
的周围，可根据实际输出值与码字的距离进行译码。相关译码器的作用即是通过相关运算来衡
量实际值与理想值之间的接近程度，最大的相关值对应的情感类别，即为识别结果， 
 * arg max ii r                               （4-36） 
*i 表示识别出的类别标号， ir为相关值，通过式（4-37）得到， 
×n
T T
m R C I                                （4-37） 
其中， 
 1 2, , , nr r rR                              （4-38） 
C 是每个分类器输出值构成的列向量，






图 4.5 分类器组的判决融合框图 
表 4.5 情感类别的码字 
两类分类器 情感类别对应的输出值 
喜悦 烦躁 自信 疲劳 中性 
喜悦/烦躁 +1 -1 0 0 0 
喜悦/自信 +1 0 -1 0 0 
喜悦/疲劳 +1 0 0 -1 0 
喜悦/中性 +1 0 0 0 1 
烦躁/自信 0 +1 -1 0 0 
烦躁/疲劳 0 +1 0 -1 0 
烦躁/中性 0 +1 0 0 -1 
自信/疲劳 0 0 +1 -1 0 
自信/中性 0 0 +1 0 -1 


















实验中采用了实验数据集 A（详见第二章 2.6 节），包含五种情感，烦躁、喜悦、中性、自
信和疲倦。随着测试比例的变化，训练数据量变的不足，因而在特征模块中也要有相应的参数
调整。在训练与测试比例下降为 2：8 时，在送入 LDA 模块之前，PCA 截取的特征维数要从原本
的 20 调整到 10，以防止 LDA 模块计算中出现奇异矩阵。在训练数据不足的情况下 GMM 的混合度
不能设置的过高，测试比列为 2:8 时，GMM 混合度设置为 12，以保证 EM 算法的精确度。在第三
章中，我们比较了 PCA 截断维数对识别率的影响，在其中我们采用了较充足的训练样本，而此
处随着训练样本的减少 PCA 截断维数应该设置的较小。 
 
图 4.6改变训练与测试比例后的识别结果 
表 4.6 测试比例 2：8时五种情感的识别率（%） 
 烦躁 喜悦 自信 疲倦 中性 
烦躁 64.2 0.5 15.1 12.6 7.6 
喜悦 0.6 61.4 12.0 5.4 20.6 
自信 12.8 17.6 52.7 7.0 9.9 
疲倦 13.9 3.2 8.6 48.3 26.0 
中性 4.1 11.8 10.1 14.6 59.4 
通过改变训练与测试比例，我们可以看到图 4.6小样本条件下多类分类器性能的下降。测







表 4.7 改进的 GMM 分类器组的识别率结果（%） 
 烦躁 喜悦 自信 疲倦 中性 
烦躁 67.4 0.5 15.1 11.0 6.0 
喜悦 0.4 69.8 9.1 3.5 17.2 
自信 11.1 15.9 59.1 6.0 7.9 
疲倦 11.9 2.0 6.7 56.5 22.9 




率提高到了 64.2%，说明在多类分类问题分解为两类分类问题后，训练数据能够满足 GMM 训练的
要求。基本 GMM算法中，特征空间维数为 4，的混合度设置为 12时，在小样本条件下获得较好
的性能表现。本节中与两类分类器组结合后，特征空间维数为 1，GMM 混合度设置为 24，在小样
本条件下获得了明显的性能提升。同时，将五种情感分别组成十个情感类别对后，能够分别优




































对于随机场的定义可以进行如下的表述：  1 2, , , Ns s ss 表示基于指标集 S的一组随机变
量，其中每一个随机变量 is 可以取集合L中的一个值 is 则随机变量组 S被称为随机场[91]。 
当且仅当一个随机场满足如下两个条件是，称为马尔科夫网络[89]： 
（1）非负性， ( ) 0,P s s  S                                                                                          （4-39） 
（2）马尔科夫性，
1 2 1 1( | , , , , , ) ( |{ }, )i i i N i j iP s s s s s s P s s j                             （4-40） 
其中，
i 为 is 的邻域。 
马尔科夫网络与吉布斯随机场具有对应关系[89]。吉布斯随机场具有如下的形式： 
( )/1( ) U s TP S s e
Z
                                                     （4-41） 
其中， ( )U s 为能量函数，由具体问题定义，T 为温度，来自于吉布斯随机场的物理背景，Z 是
一个标准化常数： 
( )/U s T
s










（Labeling Problem）。每种情感对应于一个标签 lL，L 为标签的集合，一条语句对象 s 即
是标记问题中的一个位置（Site）， sS ，S 为位置的集合。因此情感识别过程可以表达为映




















1l 和 2l 之间的距离 1,2d 。 
两个标签之间的距离，或者说情感标签的相似度，可以在“唤醒度-效价度”二维情感空间
当中定义：  
1,2 1 1 2 2 1
( , ) ( , )d a v a v                                        （4-43） 
或者， 
1,2 1 1 2 2 2
( , ) ( , )d a v a v                                       （4-44） 
其中，
1a 为唤醒度坐标， 1v 为效价度坐标， 1为 L1 距离， 2 为 L2 距离。 
4.5.3 能量函数的定义 
下面我们首先来考察三角形（即“团”）的势能，定义形状模型的形变惩罚函数。我们将三
角形的三条边替换为三根弹簧，即得到弹簧模型（Spring Model），如图 4.10 所示。记三个顶
点为
1s ， 2s ， 3s ，对应的三条边的距离为 1,2d ， 1,3d ， 2,3d ，设三根弹簧的弹性系数为， 1,2 ，
1,3 ， 2,3 。在这里我们做第二个假设，一条语句的前半部分和后半部分对于情感的表达同样重
要。因此，根据依据对称性原理，在长句与两条短句之间的弹性系数相等，即 2,3 1,3  。归一
化后有： 
2,3 1,3 1                                                           （4-45） 
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   ，此处为权重系数，我们注意到




图 4.10 惩罚函数的弹簧模型 
马尔科夫网络中的每个节点代表一次分类器的识别结果，其一阶能量可以通过分类器输出
的置信度来定义。本文中我们将采用 GMM似然概率的模糊熵形式来进行一阶能量的定义。 
对于马尔科夫网络中一个节点的 GMM 判决输出，分别对应C种情感的 GMM 似然概率密度
值，以 GMM 似然概率密度值映射到 0 到 1 之间作为当前样本归属于第 c个情感类别的隶属度













X                     （4-52） 
对于第 c个情感类别的所有可能的样本构成的模糊集 1 2{ , ,..., }c nE  X X X ，其隶属度分别为
1 2( ), ( ),..., ( )c c c n  X X X ，其模糊熵具有如下形式 [29, 69]： 
( ( )) ln ( )c i c ie K  X X                     （4-53） 
其中K是大于0 的数。将式(4-52)代入得，第 i个样本归属于第 c个情感类别的模糊熵为， 
    ( ( )) ln arctan ( ) /10 ln / 2c i i ce K p    X X          （4-54） 
由于模糊熵 ( ( ))c ie  X 反映了第 c个情感标签 1l 的置信度，将其作为马尔科夫网络的一阶能
量定义形式，注意到总能量是一阶能量与三阶能量的加权形式，参数 K 可以合并到弹性系数
中，因此将其设为 1，可得到： 
    ln arctan ( ) /10 ln / 2
cl i c










作业中的诱发语音，详细采集情况参见第二章。每种情感语料包含 1000 条短句样本，总计 5000
条，其中 4000 条样本用于训练，1000 条样本用于测试，训练数据与测试数据的比例为 8：2。 
在特征提取步骤中，采用了第三章中表 3.1 和表 3.2 中所示的特征。特征压缩采取第三章
中 LDA 结合 PCA 的方法，PCA 压缩中截取前 20 维特征。GMM 的混合度设为 24，采用 K 均值聚类








图 4.11 考虑语料中情感连续性后的识别率提升 
表 4.8 孤立短句语料的情感识别率（%） 
 烦躁 喜悦 自信 疲倦 中性 
烦躁 82.2 0.2 7.6 6.0 4.0 
喜悦 0.6 80.3 5.7 3.1 10.3 
自信 8.1 9.9 70.3 4.6 7.1 
疲倦 8.3 2.9 5.2 68.5 15.1 
中性 2.3 7.6 6.5 9.7 73.9 
 
表 4.9 马尔科夫网络连续语料识别结果（%） 
 烦躁 喜悦 自信 疲倦 中性 
烦躁 85.8 0.3 6.5 4.8 2.6 
喜悦 0.4 81.9 6.2 3.7 7.8 
自信 6.8 9.1 74.9 5.2 4.0 
疲倦 9.2 2.3 4.5 71.5 12.5 






斯混合模型后，考虑了前后情感的连续性，识别率如表 4.9所示，平均识别率提升到 78.1% 。











































































早在 1993 年，Vagar 与 Steeneken 深入研究了加性噪声对语音识别系统的性能的影响程度
[95]。此后对抗噪声的鲁棒语音识别系统一直是研究的一个热点问题。在语音情感识别领域，
对噪声干扰的研究起步较晚，目前这方面的研究成果非常少。Schuller 等人在 2006 年，首次研
究了语音情感识别系统中的这个问题[16]。他们的研究工作中，采用了大量的声学特征，研究





























减谱法是一种应用广泛的语音降噪算法。将不含有噪声的时域语音信号记为 ( )s t ，令符合零
均值高斯分布的噪声信号为 ( )n t 。假设噪声是加性的，则含有噪声的语音信号 ( )y t 可以表示
为：  
      ( ) ( ) ( )y t s t n t                    （5-1） 
对上式两边分别进行傅立叶变换，得到频域中的形式，并用 ( )Y  、 ( )S  、 ( )N  表示
( )y t 、 ( )s t 、 ( )n t 的傅里叶变换，则可得到： 
      ( ) ( ) ( )Y S N                             （5-2） 
我们可以进一步得到其功率谱密度之间的关系为： 
2 2 2 * *| ( ) | | ( ) | | ( ) | ( ) ( ) ( ) ( )Y S N S N S N                                  （5-3） 
假设语音信号与加性噪声之间是相互独立的，那么上式后面的两项均为零，由此可以得
到： 
    2 2 2| ( ) | | ( ) | | ( ) |Y S N                          （5-4） 
分别用 ( )yP  、 ( )sP  、 ( )nP  表示 ( )y t 、 ( )s t 和 ( )n t 的功率谱密度，则有： 
          ( ) ( ) ( )y s nP P P                                    （5-5） 
由于平稳噪声信号的功率谱在发声段之前和发声段之中基本无变化，因此可以根据发声前
的“无声段”（假设这一时间段内无语音信号，而只包含噪声）来估计噪声的功率谱 ( )nP  ，由
此可得： 
             ( ) ( ) ( )s y nP P P                                                              （5-6） 
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相位作为增强后语音的相位，即用 ( )y t 的相位谱来替代估计之后的语音信号的相位谱。 
               







 1961 年，Eberhard Zwicker 提出了 Bark 频带划分[99]，通常来说 24 个 Bark 频带就足以
覆盖人耳的听觉感知频率范围，如表 5.1 所示。通过 Bark 刻度可以将线形频率变换到人耳听觉
感知域，其间的函数关系可以用下式表示[99, 100]： 
     
2( )13 arctan(0.76 ( )) 3.5 arctan( )
7.5
f kHz






表 5.1 临界频带的划分 
临界频带 频率（Hz） 
下限 上限 宽度 
0 0 100 100 
1 100 200 100 
2 200 300 100 
3 300 400 100 
4 400 510 110 
5 510 630 120 
6 630 770 140 
7 770 920 150 
8 920 1080 160 
9 1080 1270 190 
10 1270 1480 210 
11 1480 1720 240 
12 1720 2000 280 
13 2000 2320 320 
14 2320 2700 380 
15 2700 3150 450 
16 3150 3700 550 
17 3700 4400 700 
18 4400 5300 900 
19 5300 6400 1100 
20 6400 7700 1300 
21 7700 9500 1800 
22 9500 12000 2500 
23 12000 15500 3500 















C k SF k j B

                            （5-10） 
其中
kB 为第 k 个频带的 Bark 能量，我们注意到将扩展函数进行傅立叶变换后的形式为
2/  ，因此高频分量的衰减较大，更容易发生掩蔽。 

























                                                                               （5-13） 







                              （5-14） 
其 中 常 量 m a x 60dbSFM dB  。 当 0dbSFM dB 时 ， 0  ， 则 信 号 完 全 是噪声 ； 当






     ( ) (14.5 ) (1 ) 5.5O k k                          （5-15） 
由此可以得到噪声掩蔽阈值为：     
                   10
log ( ) ( )/10
( ) 10
C k O k
T k
                           （5-16） 
由于我们计算的掩蔽阈值是针对扩展后的信号的，因此需要对其进行解卷积以获得扩展前
原信号的掩蔽阈值。在这个过程中可能会出现负能量和零能量的情况，此时则应该采用能量归
一化的方法，将得到的 Bark 带上的掩蔽阈值除以能量增益得到解卷积后的掩蔽阈值。 
考虑到人耳的绝对听阈，当我们求出的原蔽阈值小于绝对听阈时，则取人耳的绝对听阈
值。绝对听阈的定义为： 
   0.8 2 3 4( ) 3.64 6.5exp( 3.3) 10absT k f f f
                        （5-17） 
  最终的掩蔽阈值则可以表示为： 
















其中，m 为帧的序号， 1, 2, 3,m  ， n 为帧内数据点序号， 0,1, , 1n N  ， N 为帧长。    
对等式两边进行傅里叶变换可得， 
                                                           ( , ) ( , ) ( , )Y m k X m k D m k                                                    （5-20） 
其中， k 是离散频率， ( , )Y m k 、 ( , )X m k 和 ( , )D m k 分别是含噪语音 ( , )y m n 、纯净语音
( , )x m n 和噪声 ( , )d m n 的傅立叶变换。 
根据文献[106]，增强以后的语音幅度谱函数可以表达为： 
'
0( , ) arg min ( , ),
m
X
X m k E d X m k X y

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（5-22） 
( , ),d X m k X
 
  
是 ( , )X m k 和 X

的距离度量函数，用来度量语音增强前后语音谱的接近程度。 
式（5-21）的目标是找到 ( , )X m k

使得在条件期望之下的距离度量函数最小。如果
'm m ，那么就是对 ( , )X m k

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                                                  （5-24） 
定义信号功率谱估计： 
 ' ' 22 20 1( ) ( , )m
m
m
X m SP m mmmX m
E A k y G Y   






其中 ( )mA k 为第m帧估计语音谱的幅度，则有增强后的语音谱函数为： 
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                      （5-27） 
式中 ( , )m k 是时间和频率的函数， 定义如下的误差函数： 
                     2 2ˆ( , ) ( , ) ( , )m k X m k X m k                                                （5-28） 
根据可听闻阈的要求，令： 















                                                   （5-30） 
则有[98]： 
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    
   
   

  
                                                        （5-31） 
注意到  2 2( , ) sE X m k  ，  2 2( , ) dE D m k  ，化简式(5-31)有 ： 
2 2 2 2( , ) (1 )( ) ( , )s s d sT m k M M T m k                                    （5-32） 
当 2 ( , ) 0s T m k   时，即语音信号功率小于掩蔽阈值时，我们采用式(5-23)的滤波函数，




当 2 ( , ) 0s T m k   时，即语音信号功率大于掩蔽阈值时，由于 0M  ，所以 
2 2
2 2 2 2
( , ) ( , )
(1 )s s
s d s d












































                                                    （5-35） 
化简后得到： 
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量用于 LDA 降维。高斯混合模型的混合度设置为 32，采用 K 均值聚类算法进行模型的初始化，































图 5.3 减谱法降噪情感识别测试结果 








第三章表 3.1 和表 3.2 中列出的特征。在今后的研究中，比较研究不同种类的噪声下情感特征
的抗噪声性能，也将是一个有价值的研究方向。 
 









































GMM 对烦躁、喜悦和中性三种情感进行建模，每种情感对应一个 GMM 模型，通过最大后验概率准
则判决。















                     （5-38） 
其中 i( )jp x λ 通过每个情感的 GMM 模型得到。对于给定的语句样本，特征矢量出现的概率是
一个常量，假设每种情感等概率的出现，C为情感类别数。 
1
( ) ,1jP i C
C
  λ                         （5-39） 
那么，待识别的样本可以判决为， 
* arg max ( )i j
j
j p x λ                       （5-40） 




本到达时，分别通过C种情感的 GMM 模型，得到C个 GMM 似然概率密度值，以 GMM 似然概率密























                         （5-42） 
函数图形如图 5.5 所示 













图 5.5 映射函数图形 
对于第 j个情感类别的所有可能的样本构成的模糊集 1 2{ , ,..., }j nE x x x ，其隶属度分别为
1 2( ), ( ),..., ( )j j j n  x x x ，令其模糊熵为 ( ( ))j ie  x ，则 ( ( ))j ie  x 应该满足[69]： 
1) ( ( ))j ie  x 随 j( )i x 的增加而减少； 
2) 当 j( )i x 为 1时， ( ( ))j ie  x 为 0； 
3) 两个独立的模糊集合的熵应该满足可加性。 
这里可加性是一个严格的条件，只有满足可加性，模糊集合的熵才能唯一确定。对于独立




: ( ) ( ) ( )j k jk i j i k i  E E x x x                   （5-43） 
集合
j kE E 的熵定义为： 
( ( )) ( ( )) ( ( ))jk i j i k ie e e   x x x                  (5-44) 
类似于随机熵的证明，可以得到满足上面三个条件的模糊熵的表达式为[69]： 
( ( )) ln ( )j i j ie K  x x                         (5-45) 
其中K是大于0 的数。将式(5-41)代入得，第 i个样本归属于第 j个情感类别的模糊熵为， 
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C
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 x x x                     (5-47) 
将式（5-46）代入有， 
        
1
2
arctan ( ) /10 ln arctan ( ) /10 ln / 2
C







  x x λ x λ   (5-48) 
对 N个待识别情感的 GMM模型，可以得到 N个 GMM似然概率密度值，分别代表样本与 N个
情感类别的符合程度。似然概率密度值构成的判决集合的模糊熵越高表示样本属于待识别情感
的不确定程度越大，当模糊熵超过一定阈值Th时则发生拒判，常数K取 / 2 。 
( )iS Thx                              (5-49) 
将式(5-48)代入即， 
      
1
1
arctan ( ) /10 ln / 2 ln arctan ( ) /10
C




















实验中依然采用了实验数据集 A 中的数据，但是加入了大量的（500 条）未知情感类别的语
料，测试与训练数据比例为 9:1。未知情感数据不需要进过 GMM 训练，直接可以进行识别测试实
验。  
特征降维部分采用 3.4 节中的方法，PCA 压缩中截取前 20 个维度的分量用于 LDA 降维。高斯
混合模型的混合度设为 32，采用 K 均值聚类的方法进行初始化，通过 EM 算法迭代进行参数估
计，其中的迭代次数上限设为 50次。 
表 5.2加入未知情感后的识别率（%） 
 烦躁 喜悦 自信 疲倦 中性 拒判 
烦躁 80.5 0.0 5.4 4.7 2.8 6.6 
喜悦 0.0 78.9 3.6 2.2 7.3 8.0 
自信 6.2 8.1 70.1 3.3 5.2 7.1 
疲倦 7.1 2.2 3.7 66.5 11.8 8.7 
中性 1.2 4.7 6.9 7.2 71.7 8.3 
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                                                       (5-52) 






图 5.7 说话人规整化前的第一共振峰均值 
 























W P x p
W M
                                                 (5-53) 
其中W 是 k-划分矩阵， ijw 是类别标号， P为 k 个聚类原型， hM 为硬划分空间。 
 1 2, , ,
T kn
kp p p P R                                                             (5-54) 
样本与聚类原型之间的距离为， 
     2 ,
T




| 0,1 , , ; 1;0 ,
k n
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w i j w w n i
 
 
        
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w i j w w n i
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        
 
 M W R                       (5-57) 
由此可得，模糊 K均值聚类问题可以表示为[113]： 















W P x p
W M
                                           (5-58) 
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                                          (5-59) 




















表 5.3 非特定说话人特征规整化算法 
输入：说话人敏感的特征 sx ，481 维的原始特征 ox ， 14, 2k    
输出：规整化的情感特征 nx  













Step 2: 计算模糊聚类中心与隶属度函数 









































1t t   
end for 
Step 3: 计算模糊聚类的分类标签集  
  | maxl ijj w l L ， 1,2, ,l k  
Step 4: 获得原始样本空间中的说话人聚类分组： 
 
's o






,1 ,2 ,, , ,
o
o o o
j j j j D ljx x x w   x  
其中 D=481 
Step6：计算说话人聚类的样本中心 









   
Step7： 特征规整化 
o


















































表 5.4 五十一个说话人的交叉验证的测试结果 
 烦躁 喜悦 悲伤 中性 
烦躁 83.0 2.6 13.8 0.6 
喜悦 0.6 79.9 8.3 11.2 
悲伤 7.1 4.2 78.7 10.0 
中性 0.0 11.5 7.3 81.2 
 
表 5.5 五十一个说话人的交叉验证的测试结果（特征规整化后） 
 烦躁 喜悦 悲伤 中性 
烦躁 87.1 0.7 12.1 0.1 
喜悦 1.1 83.9 6.8 8.2 
悲伤 3.5 5.5 86.1 4.9 
中性 1.2 9.5 4.6 84.7 
 
表 5.6 非特定说话人的测试结果 
 烦躁 喜悦 悲伤 中性 
烦躁 84.2 2.0 13.3 0.5 
喜悦 0.4 82.1 8.7 8.8 
悲伤 8.2 4.2 79.5 8.1 
中性 0 9.7 7.3 83.0 
 
表 5.7 非特定说话人的测试结果（特征规整化后） 
 烦躁 喜悦 悲伤 中性 
烦躁 87.4 0.7 11.7 0.2 
喜悦 2.3 85.2 6.5 6.0 
悲伤 4.6 6.8 81.4 7.2 
中性 1.0 9.1 4.6 85.3 
 
从识别率实验的结果可以看到，采用本节中的特征规整化算法之后，识别率有了明显的提







图 5.10 特征规整化前的情感样本分布 
 










在特征降维部分，需要设置 PCA 的截断维数。我们选择截取 PCA 变换的前 20 个维度，以用
于 LDA 变换。LDA 变换会受到训练数据量的制约，如果维度过高，而训练样本过少，则会造成计
算的协方差矩阵为奇异矩阵，影响算法性能。我们采用高斯混合模型进行情感建模，在某些说
话人识别的应用中，GMM 的混合度可能高达上千个，而在情感识别中，则低很多。高斯混合模型
的混合度，我们设置成 4 至 128，其中，当 GMM 的混合度为 32 时，获得最佳的效果。高斯混合
模型的其它参数，权值、均值向量、协方差矩阵等，通过 EM 算法进行估计，EM 算法的迭代次数


















































据开始前 30s 到结束后 30s 时间段内的心电数据，与相对应的语音数据绑定存储。由于情感的
一次表现一般持续 1 分钟至 2 分钟，而 HRV 频谱等心电特征的提取一般需要至少 1 分钟的数
据，因此在实验中截取 1分钟至 2分钟的心电数据作为一条样本。 
 
图 5.12 双模态情感数据采集流程 
表 5.8 双模态样本数量表 
传感器通道 情感类别 样本数量 被试人数 
人声麦克风 
ECG 传感器 
喜悦 400 男性 5人 















































状态的变化。三种情感状态下 HRV的低频/高频能量比如图 5.13 所示。 






心电信号的嵌入维数设定为 8 较为合理，采用 Grassberger-Procaccia 算法[118]（G-P 算法）
得到的三种情感状态下的关联维数如表 5.9 所示。 
对烦躁、喜悦和中性 3种情感状态的识别，本文一共采用了以下 23个心电特征参数： 
特征 1-8：关联维数、Lyapunov 指数的最大值、最小值、均值、方差； 
特征 9-12：RR间期的最大值、最小值、均值、方差； 
特征 13-15：HRV的低频能量、高频能量、低频/高频能量比； 
特征 16-23：T波及 R波能量的最大值、最小值、均值、方差。 
表 5.9 心电的关联维特征分析 
关联维特征 烦躁 中性 喜悦 
均值 2.553 2.875 2.621 
最大值 3.041 3.433 3.142 









































X λ X λ
X λ
                                     (5-61) 









































Ververidis 等[121]认为，4 到 5 个特征已经可以描述情感的分布。本节中的情感类别数量较
少，仅为三种，因此实验中截取 PCA 变换的前 10个维度来构成识别用的特征矢量。 
 



















此 GMM 混合度的设定也较小：混合度为 6，即高斯分量的个数为 6。训练样本集包含每种情感的
300 条语音样本与 300 条心电样本， 测试集包含每种情感的 100 条语音样本与 100 条心电样
本。实验中采用相同的训练集与测试集对单模态、多模态分类器进行测试，结果见表 5.10 和表
5.11。 
表 5.10 基于语音信号的单模态分类器的识别率（%） 
测试样本类别 烦躁 中性 喜悦 
烦躁样本 83 8 9 
中性样本 13 78 9 
喜悦样本 6 12 82 
表 5.11 基于心电信号的单模态分类器的识别率（%） 
测试样本类别 烦躁 中性 喜悦 
烦躁样本 71 15 14 
中性样本 19 69 12 
喜悦样本 11 15 74 





















表 5.12 判决层融合算法的识别率（%） 
测试样本类别 烦躁 中性 喜悦 
烦躁样本 89 9 2 
中性样本 5 88 7 
喜悦样本 8 2 90 
表 5.13 特征层融合算法的识别率（%） 
测试样本类别 烦躁 中性 喜悦 
烦躁样本 90 6 4 
中性样本 4 89 7 




















































感识别器。James A. Russell [25]从不同文化背景的角度研究了人脸表情识别的普遍性。


















































数据集1 数据集 2 
柏林情感语音库的数据集 中文情感语音库的数据集 
情感类别 样本数量 情感类别 样本数量 
生气 127  生气 219  
恐惧 69  恐惧 189  
喜悦 71  喜悦 189  
中性 79  中性 214  
悲伤 62  悲伤 217  
本节中提取了基本的声学特征，包括：基音、短时能量、共振峰，和MFCC等。在此基础上
构造了二阶差分和三阶差分作为进一步的特征。构造了最大值、最小值、均值、方差、和范围














181-375: 镁尔倒谱系数 MFCC-0至 MFCC-12*、及其一
阶、二阶差分的均值、最大值、最小值、范
围和标准差 
*其中 MFCC-n代表第 n阶镁尔倒谱系数 
表 6.3 跨语言特征选择结果 
数据库与权重 前 20个最佳特征选择结果（特征编号） 
数据集 1 
（德语） 
3, 1, 213, 183, 184, 211, 256, 345, 
214, 330, 215, 260, 340, 185, 360, 
241, 315, 300, 233, 286 
数据集 2（汉
语） 
3, 1, 176, 168, 177, 172, 179, 178, 
169, 167, 174, 327, 171, 101, 329, 
173, 8, 131, 96, 185 
跨数据集评选
（权重 0.1） 
3, 1, 176, 168, 177, 172, 179, 178, 
169, 167, 174, 327, 171, 101, 329, 8, 
173, 131, 185, 184 
跨数据集评选
（权重 0.3） 
3, 1, 176, 168, 177, 172, 179, 178, 
169, 167, 174, 327, 184, 171, 8, 213, 
185, 211, 183, 101 
跨数据集评选
（权重 0.5） 
3, 1, 176, 168, 177, 213, 184, 183, 
172, 211, 179, 185, 171, 178, 169, 
167, 256, 8, 174, 214 
跨数据集评选
（权重 0.7） 
3, 1, 213, 183, 184, 211, 176, 256, 
345, 214, 168, 185, 330, 260, 215, 
177, 340, 360, 241, 171 
跨数据集评选
（权重 0.9） 
3, 1, 213, 183, 184, 211, 256, 345, 
214, 330, 215, 260, 185, 340, 360, 









1 (1 ) 2FDR w FDR w FDR                                (6-1) 
此处 FDR 是在汉语和德语上的综合特征评价结果，FDR1 是德语数据上的评价结果，FDR2 

















表 6.4 跨语言的不匹配训练与测试结果 
(a) 在汉语上训练，在德语上测试 (%) 
特征选择权重 GMM 混合度 生气 恐惧 喜悦 中性 悲伤 
0.1 16 63.779 0 0 0 32.258 
0.3 20 63.779 0 0 0 33.871 
0.5 32 63.779 0 0 0 25.806 
0.7 32 98.425 82.608 0 15.189 6.451 
0.9 20 100 0 71.831 0 1.612 
0.9 16 100 100 0 0 0 
 
(b) 在德语上训练，在汉语上测试(%) 
特征选择权重 GMM 混合度 生气 恐惧 喜悦 中性 悲伤 
0.1 16 94.063 0 0 0 82.027 
0.3 12 94.063 0 0 0 85.714 
0.5 4 94.063 0 0 0 95.852 
0.7 4 94.063 0 0 0 100 
















表 6.5 生气情感的跨语言识别 
(a) 生气 vs. 恐惧 (%) 
训练 ( 汉语数据集) 测试 (德语数据集) 
 生气 恐惧 中性 
生气 100 0 0 
恐惧 2.89855 73.913 23.1884 
中性 0 67.0886 32.9114 
GMM 混合度为 12，特征选择权重为 0.7 
(b) 生气 vs. 喜悦 (%) 
训练 ( 汉语数据集) 测试 (德语数据集) 
 生气 喜悦 中性 
生气 100 0 0 
喜悦 5.6338 91.5493 2.8169 
中性 30.3797 58.2278 11.3924 
GMM 混合度为 12，特征选择权重为 0.9 
(c) 生气 vs. 悲伤 (%) 
训练 ( 汉语数据集) 测试 (德语数据集) 
 生气 悲伤 中性 
生气 94.0639 0 0 
悲伤 6.07477 0 90.6542 
中性 0 0 100 














研究耳语音具有重要的理论意义和实际价值。Schwartz 早在 1968 年研究了从耳语音当中
辨别说话人的性别的问题[136]，Tartte 等人研究了耳语音中元音的听辨，研究表明某些语言中
的元音[a]和[o]在耳语音中有较为严重的混淆[134, 137]。早期的研究主要从发音学的角度去
















































































的基音轮廓如图 6.4 所示，耳语音的共振峰提取结果如图 6.5 所示。由于耳语音基音特征的缺
失，共振峰特征就格外重要。因此在耳语音情感数据的采集阶段，要保证语音的质量以便于后
续研究中的参数分析。由于耳语音的短时能量要比正常音弱很多，噪声干扰的问题对于耳语音
















图 6.4 正常音的基音轮廓 
 
 











































特征类型 关联的耳语音情感 所属情感维度 是否可用
于耳语音 
参考文献 
基音 N/A 唤醒维 否 Dellaert等[7, 8, 13, 15, 
146] 
共振峰 生气、悲伤、喜悦 效价维 是 Tartter等[129, 132, 134] 
MFCC 生气、悲伤、喜悦 效价维 是 林玮等[142, 147] 
LPC N/A 效价维 是 Nwe等[78] 
短时能量 生气、悲伤 唤醒维 是 龚呈卉等[132] 
语速 生气、悲伤 唤醒维 是 龚呈卉等[132] 
时长 N/A 唤醒维 是 龚呈卉等[132] 














7 MFCC10 一阶差分的标准差 







15 MFCC11 的最大值 
16 MFCC12 的最大值 
17 短时能量的抖动 
18 MFCC6 的最大值 
19 语速 
20 MFCC12 一阶差分的标准差 






























































 音质特征 韵律特征 对应的情感维度差异 
惊讶vs悲伤 62%(惊讶)，66%（悲伤） 58%(惊讶)，48%（悲伤） 唤醒维差异 
喜悦vs生气 60%(喜悦)，64%（生气） 70%(喜悦)，72%（生气） 效价维差异 
生气vs悲伤 70%(生气)，66%（悲伤） 72%(生气)，76%（悲伤） 唤醒维差异 




















识别结果如表 6.10 所示。 
表 6.10 耳语音情感识别结果 
测试样本 
识别结果 
喜 怒 惊 悲 中性 
喜 53.1% 7.0% 9.6% 14.2% 16.1% 
怒 8.7% 64.3% 11.8% 4.6% 10.6% 
惊 10.1% 12.3% 56.7% 9.4% 11.5% 
悲 13.9% 5.2% 9.1% 58.2% 13.6% 
中性 14.1% 8.4% 9.2% 11.7% 56.6% 
 
表 6.11 弹性系数对耳语音情感识别结果的影响 
弹性系数 识别结果（L1 距离/L2距离） 
喜 怒 惊 悲 中性 
0.1 39.7%/41.8% 47.2%/49.7% 38.6%/40.2% 41.7%/42.9% 37.9%/40.1% 
0.2 44.5%/46.3% 51.1%/53.2% 40.3%/42.4% 44.9%/46.8% 43.1%/44.3% 
0.3 49.0%/51.4% 57.2%/60.9% 47.1%/50.3% 49.8%/53.1% 48.2%/50.5% 
0.4 55.3%/53.1% 62.1%/64.3% 54.3%/56.7% 56.9%/58.2% 55.1%/56.6% 















































































































我们带来自动化的便捷的生活方式，荷兰飞利浦公司的“House of the Future”研究项目就是
一个典型的例子。相比之下，更加人性化的、更深层次融入人们生活中的智能机器人，应该会
给我们的生活方式带来更大的冲击。目前，除了索尼的智能机器狗外，还有一些有趣的智能机
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