Abstract: We present the signal-to-noise performance of a short-wave infrared detector, which offers an internal avalanche-free gain. The detector is based on a similar mechanism as the heterojunction phototransistor and takes advantage of a type-II band alignment. Current devices demonstrate a noise-equivalent sensitivity of ∼670 photons at 260 K and over a linear dynamic range of 20 dB. While this level of sensitivity is about an order of magnitude better than an ideal p-i-n detector attached to the same low-noise amplifier, it was still limited by the amplifier noise (∼2600 electrons root mean square) due to the insufficient device gain. Performance comparison with other SWIR detector technologies demonstrates that the so-called electron-injection detectors offer more than three orders of magnitude better noise-equivalent sensitivity compared with state-of-theart phototransistors operating at similar temperature.
Introduction
Sensitive detectors in the short-wave infrared (SWIR) band with low noise levels and high signal-to-noise ratios (SNRs) have wide applications in bio photonics [1] , [2] , astronomy, optical tomography [3] , [4] , and Light Detection and Ranging (LIDAR) [5] .
Photon detectors with an internal gain mechanism, such as avalanche photodiodes (APDs) and phototransistors, offer an overall system-level sensitivity enhancement compared to p-i-n diodes [6] . Phototransistors do not suffer from an excess noise factor, can operate at a low bias voltage, and with a low gain sensitivity to the bias voltages [7] . Therefore, formation of two-dimensional imaging arrays based on this technology could be less challenging compared to APDs. Nonetheless, phototransistors typically have a lower bandwidth and their gain can significantly drop at low optical powers. For example, the gain of heterojunction phototransistors (HPTs) can drop to half of its peak value at photo generated current density of $10 À2 to 10 À1 Acm À2 [8] - [10] . Here we present the sensitivity measurement results from a special type of phototransistor, called electron injection (EI) detectors [11] . Although their structure and charge-carrier multiplication process is similar to an HPT, EI detectors offer a significant advantage, which is mainly due to a unique 3-D geometry, and a type-II band alignment, as others and we have reported earlier [12] - [14] . Our detector is based on InP/InAlAs/GaAsSb/InGaAs material system. The large valance band discontinuity at the InP/GaAsSb emitter-base junction exhibits an excellent hole blocking property, leading to the superior emitter injection efficiency. The unique geometry allows EI detectors to maintain their high gain down to a very low value of photo generated current density of $10 À4 Acm À2 for the current devices [13] . The detector operates by absorbing photons in a large volume, confining the photo-excited holes into a small sensor and then amplifying the signal through electron-injection. It has a cutoff wavelength of 1700 nm and operates in linear mode with a bias of about −3 V. The optical gain at high-photon-flux conditions was reported previously [15] - [17] . In this paper, we present the measured noise-equivalent sensitivity, signal-to-noise-ratio and dynamic range of the detector at low-light-level conditions. Fig. 1(a) shows the schematic diagram, and Fig. 1(b) shows a scanning electron microscope image of the detector. The energy band diagram as a function of depth along the central axis of the device (no illumination, bias voltage ¼ À2:5 V) is shown in Fig. 1(c) Photon absorption results in generation of an electron-hole pair in the InGaAs absorber (active region). Under negative bias, the electron and the hole are separated. The hole gets trapped in the GaAsSb (hole) trap layer for the period of its lifetime. This leads to a change of the GaAsSb (electron) barrier potential, and results in a large electron injection, and hence internal amplification in the device. As the electrons pass over the barrier, they lower the local potential and increase the barrier height, opposing the flow of more electrons. This negative feedback mechanism results in a stable low noise internal amplification and adds no excess noise [18] . The trapped hole finally recombines, relaxing the bands.
Detector Layer Structure and Detection Mechanism

Experimentally Measured Noise equivalent Sensitivity and Dynamic Range
Preliminary low-photon number experiments were performed by evaluating the electron-injection detector's linearity and dynamic range at low light level conditions.
Our setup schematic used in this measurement is shown in Fig. 2 . For this measurement, a pulsed monochromatic laser source at 1550 nm central wavelength illuminates the device from the backside. The beam was focused on the detector's absorber to a spot of approximately 3 m in diameter. For this, one of cryostat's feed troughs was used to connect to the fiber coming from the laser source. The other end of the fiber (GRIN fiber), was held in front of a 45 degree gold coated mirror. To produce the 3 m spot size on the detector absorber, we used an aspheric lens on top of the gold coated mirror. In order to be able move the laser spot, this assembly was fixed in a custom-made machined tool and controlled by the micromanipulated probe arms. The detector ground was separated from the cryostat ground using a ceramic plate, which acted as an electrical insulator. Local ground for sample was provided by connecting probe ground to gold plated stage, which was in electrical contact with the back of detector. Detector was DC coupled to the low noise transimpedance amplifier (TIA), and the TIA provided an isolated low noise ground and also the detector bias through a shielded input line. Cryostat outer shield was electrically connected to the TIA shield through triaxial cables and connections. This configuration acts a Faraday cage and prevents electromagnetic interference from reaching the internal signal wire. The detector's photocurrent is amplified using the TIA. The detector's photocurrent was amplified using the transimpedance amplifier. For laser power calibration, a commercial p-i-n detector, from OSI Optoelectronics with 3 mm active area (FCIInGaAs-3000-X), was placed inside the setup as a separate experiment and its response was measured. To prevent ground loops, a commercial fiber pigtailed p-i-n detector provided the scope's trigger signal.
Using the measured signal current ði signal Þ obtained from the reading on the oscilloscope, detector responsivity ðRÞ and, consequently, the optical gain ðG opt Þ were extracted. Responsivity in an electron-injection detector is
In (1), q is the electron charge, E ph is the photon energy, int is internal quantum efficiency, and M is the internal gain. int and M are the unknowns and it can be difficult to separate the two by a measurement technique. In our experiments, we have adopted the product ð int MÞ as the optical gain. Optical gain is always smaller than the internal gain, as int is always less than unity. Here, we equate the internal quantum efficiency to 100% and underestimate the internal gain. The external quantum efficiency ð ext Þ was calculated from the uncoated surface reflectivity ðr $ 30%Þ, the thickness of the absorbing layer ðL $ 1 mÞ and its absorption coefficient ( $ 1 m À1 at 1550 nm). The noise equivalent sensitivity performance of our device at higher temperatures than 260 K is limited by the detector dark current. Thus, to take advantage of the electron-injection detector's internal gain, device was cooled further down to 260 K. The measured dark current versus bias voltage characteristic at 260 K is shown in Fig. 3(a) . The stable dark current characteristic implies that EI detectors are good candidates for formation of high yield large-format high-pixel-density focal plane arrays (FPAs). As compared with APDs with super-exponential current-voltage dependence; the sub-linear current-voltage relation in EI detectors results in the detector characteristics not significantly changing by the possible voltage variation across the FPA. The Arrhenius plot, in the inset of Fig. 3(a) , indicates that activation energy is 0.42 eV. This is in agreement with the injection barrier height in our theoretical model [11] . Fig. 3(b) shows the signal current as a function of number of photons for optical powers down to ∼400 fW. The number of incident photons per second was calculated from P=hc, where P is the optical power, is the wavelength, and hc= is the energy per photon. The laser pulse width was set equal to our amplifier bandwidth (10 s). Under this condition, the amplifier input noise was measured to be 2600 electrons rms. As shown in Fig. 3(b) , at low photon numbers, the signal demonstrates linearity over two orders of magnitude dynamic range. The reason for the sudden drop in signal below $ 10 6 photons can be explained by the measured optical gain plot shown in Fig. 3(c) . As shown in this plot, G opt drops from ∼2000 to ∼9 across an input power of 10 to 1 nanowatt. The origin of the drop in optical gain is related to the recombination current in the injector/trapping layer heterojunction at low optical powers and has been extensively discussed in our previous publications [13] , [14] . The signal-to-noise-ratio of our detector was calculated from the ratio of the measured signal current to the measured noise current ði n Þ
In (2), is the total quantum efficiency ð ¼ int Ã ext Þ, N ph is the number of photons, F is the excess noise factor, PRF is the pulse repetition frequency, and BW is the measurement bandwidth. At each data step, the signal current and noise power measurements were taken simultaneously.
The noise current is the sum of the squares of the shot noise due to the dark current ði ndark Þ, shot noise due to the statistical nature of incoming photons ði nphoton Þ, and the amplifier noise ði namp Þ. The power independent noise sources (i ndark and i namp ) were directly measured in real time using the rms voltage reading on the scope with a 2.5 GHz bandwidth real time scope (Agilent Technologies MSO9254A). For this, initially, the rms noise of our setup was read directly. The input noise level of the set up was dominated by the transimpedance amplifier noise ($130 fA= p Hz at a bandwidth of ∼100 kHz). The gain of the transimpedance amplifier was 10 6 V/A. A similar measurement was carried out with the detector bias on and the laser off to calculate the shot noise due to dark current of our detector. To be able to measure shot noise due to dark current, the transimpedence amplifier had to be used at its maximum gain setting of 10 9 V/A, (input noise ¼ 4:3 fA= p Hz at 1.1 KHz (Green line) SNR of an ideal detector with zero dark current but without an internal amplification mechanism. Such a detector achieves noise-equivalent sensitivity of ∼5806 photons. The EI detector, on the other hand, achieves noiseequivalent sensitivity of ∼670 photons at 260 K by suppressing the contribution from the amplifier noise (∼2600 electrons) as a result of the presence of the internal gain (blue curve). Our model shows that with suppressed recombination current, one can achieve a noise-equivalent sensitivity of 25 at 260 K (red curve) with the current amplifier. For comparison purposes, the measured noise-equivalent sensitivity of a number of SWIR APDs and HPTs reported in the literature is also marked. Black markers show room temperature data, and red markers show data at similar temperature. External quantum efficiency for these detectors is assumed to be 100% unless otherwise stated in the paper. The external quantum efficiency for the EI detector was ∼44%. As shown in this plot, HPTs typically show a larger value of noise-equivalent sensitivity, compared with APDs. The EI detector technology achieves better performance compared with both technologies. Electron-injector detector offers more than three orders of magnitude better noise-equivalent sensitivity compared with phototransistors operating at similar temperature.
bandwidth). Dark current shot noise of detector was measured to be $ 91 fA= p Hz at 260 K.
To calculate the photo current shot noise, which is the first term in the denominator of (2), we used the formula i nphoton ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
, where hI int i is the average internal photo current before amplification. Utilizing the measured detector gain, system bandwidth, and PRF ∼50 KHz, i nphoton was calculated at all optical power levels. Excess noise factor of the detector was confirmed to be unity (i.e., almost shot noise limited) using a spectrum analyzer. Fig. 4 plots the measured SNR at 260 K. The black line represents the maximum achievable signal-to-noise-ratio ðSNR sh Þ, which is dictated by the statistical nature of incoming photons shot noise: SNR shot ¼ p ððN ph =2F ÞðBW =PRF ÞÞ. The green solid curve shows SNR of a detector with zero dark current, same quantum efficiency as the electron-injection detector, and no internal amplification (such as an ideal p-i-n detector). As shown in this figure, the ideal p-i-n detector requires at least 5806 photons to achieve a unity SNR. On the other hand, the electron-injection detector achieves noise equivalent sensitivity of ∼670 photons. Thus, the contribution from the amplifier noise (∼2600 electrons rms) is suppressed in the presence of the gain in the EI detector. Our sensitivity is still limited by the amplifier noise, and better amplifiers-such as ones used by others in similar measurements- [19] , [20] , could lead to better results with the current devices. Our model shows that under the condition of suppression of the injector/trapping layer recombination current and maintaining an amplification of ∼3000 for the EI detector at all photon numbers, one can achieve a noise equivalent sensitivity of 25 photon (limited by dark current) at 260 K with the current amplifier. This is shown by the red curve in Fig. 4 . For comparison purposes, the calculated noise-equivalent sensitivity of a number of SWIR APDs and HPTs reported in the literature is also included in this plot. Black markers show room temperature data and red markers show data at similar temperature (260 K). The noise-equivalent sensitivity for the HPT and APD technologies was obtained from the reported noise-equivalent power, and responsivity. To calculate number of photons, bandwidth and laser pulse width are considered to be 100 KHz and 10 us respectively. Here, we took the conservative approach of equating external quantum efficiency of all detectors to 100% unless otherwise stated in the reference. The corresponding value for EI detector was ∼44%. As shown in this plot, HPTs typically show a larger value of noise equivalent sensitivity compared to APDs. The EI detector technology achieves better performance, compared to both technologies. As reported earlier [14] , our models show that the gain of current device is still limited by Shockley-Read-Hall recombination and defects at heterojunctions at low power conditions. Maintaining the high gain down to lower optical powers, which is technology dependent [13] , [14] and is not a fundamental device limit, is the focus of our current research.
Conclusion
To conclude, we report the experimentally measured signal-to-noise-ratio performance of the electron-injection detector down to 400 fW optical power. Current devices show a noise equivalent sensitivity of ∼670 photons in a 10 s laser pulse width, which is set equal to our amplifier bandwidth. While this level of sensitivity is about an order of magnitude better than an ideal p-i-n detector, it is heavily limited by the transimpedence amplifier that has a high input noise level of 2600 electrons rms. The noise equivalent sensitivity was further compared with that of a number of SWIR APDs and HPTs reported in the literature. It was shown that EI detector achieves a better performance compared to both technologies.
