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ABSTRACT
Key frames play an important role in video abstraction. Clus-
tering is a popular approach for key-frame extraction. In this
paper, we propose a novel method for key-frame extraction
based on dominant-set clustering. Compared with the existing
clustering-based methods, the proposed method dynamically
decides the number of key frames depending on the complex-
ity of video shots, produces key frames in a progressive man-
ner and requires less computation. Experimental results on
different types of video shots have verified the effectiveness
of the method.
Index Terms— Key frames, dominant-set clustering
1. INTRODUCTION
Key frames are a set of salient images extracted from video
sequences [1]. They provide a simple yet effective way of
summarizing the content of videos for browsing and retrieval
and are also widely used in video abstraction due to their com-
pactness. Much research has been conducted in the past few
years in understanding the problem of key-frame extraction
and developing effective algorithms [2–5]. Truong et al. [1]
provide a comprehensive overview of the fundamental aspects
of the existing approaches and conclude that clustering is one
of the effective approaches for key-frame extraction. The
clustering approach tends to produce a compact set of key
frames and can be performed at both shot level and clip level.
In this study, we focus on shot-based key-frame extraction.
We adopt the same assumption as in [2] that if the frame is
important or salient, the camera will focus more on the scene
of the frame. Based on this assumption, a novel method for
key-frame extraction is proposed by employing dominant-set
clustering algorithm. The efficiency and effectiveness are ver-
ified by the experiments on a large set of real videos.
The rest of the paper is organized as follows. Section 2
briefly reviews the related work. Section 3 introduces the
clustering algorithm based on the concept of dominant set.
Our method for extracting key frames is described in Section
4. Experimental results on real video data are presented and
discussed in Section 5, followed by conclusions and remarks
in Section 6.
2. RELATED WORK
In clustering-based key-frame extraction, video frames are
first grouped into a finite set of clusters in a selected fea-
ture space. The selected features are assumed to be able to
capture the salient visual content conveyed by the video and
the frames closest to the cluster centers are chosen as the
key frames, often one frame per cluster. Many traditional
clustering algorithms have been explored in the past [2–5].
Zhuang et al. [2] employ a sequential clustering technique
that assigns the current frame to an existing cluster if their
similarity is maximum and exceeds a threshold, or creates
a new cluster otherwise. Girgensohn and Boreczky in [3]
use the complete link method of hierarchical agglomerative
clustering in color feature space. However, both of them are
heavily threshold-dependent. Yu et al. [4] use fuzzy c-means
clustering in the color feature subspace. Gibson et al. [5] use
Gaussian Mixture Models(GMM) in the eigenspace of the im-
age, in which the number of GMM components is the num-
ber of required clusters. The main drawback of the afore-
mentioned methods is that they are not able to automatically
determine the number of clusters and, hence, would fail to
automatically adapt the clustering to the video content.
Recently, pairwise data clustering techniques, especially
the dominant-set clustering, are gaining increasing popularity
over traditional clustering techniques due to their intuitive-
ness, strong theoretical fundamentals and inherent hierarchi-
cal nature [6]. This paper employs the dominant-set cluster-
ing to extract key frames and the results are compared with
the traditional adaptive clustering method in [2].
3. DOMINANT-SET CLUSTERING ALGORITHM
3.1. Concept of Dominant Set
Dominant set, defined by Pavan et al. [7], is a combinatorial
concept in graph theory that generalizes the notion of a max-
imal complete subgraph to edge-weighted graphs. It simulta-
neously emphasizes on internal homogeneity and external in-
homogeneity, and thus is considered as a general definition of
“cluster”. Pavan et al. [7] establish an intriguing connection
between the dominant set and a quadratic program as follows:
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Table 1. Dominant-set clustering algorithm
Input: the similarity matrix W
1. Initialize Wk, k = 1 with W
2. Calculate the local solution of (1) by (2): uk and f(uk)
3. Get the dominant set: Sk = σ(uk)
4. Split out Sk from Wk and get a new affinity matrix Wk+1
5. If Wk+1 is not empty, Wk = Wk+1 and k = k + 1, then
go to step 2; else exit
Output: ∪kl=1{Sl, ul, f(ul)}
Table 2. Dominant-set fast assignment algorithm
Input: Affinity vector α ∈ Rn, ∪kl=1{Sl, ul, f(ul)}





− 1), l ∈ {1, · · · , k}
2. Find l∗ = argmaxl ml
3. If ml
∗ ≤ 0, l∗ = 0
Output: l∗
max f(x) = xT Wx
s.t. x ∈ Δ (1)
where




and W is the similarity matrix. Let u denote a strict local so-
lution of the above program. It has been proved by [7] that
σ(u) = {i|ui > 0} is equivalent to a dominant set of the graph
represented by W . In addition, the local maximum f(u) indi-
cates the “cohesiveness” of the corresponding cluster. Repli-
cator equation can be used to solve the program (1):




3.2. Dominant-Set Clustering Algorithm
The concept of dominant set provides an effective framework
for iterative pairwise clustering. Considering a set of samples,
an undirected edge-weighted graph with no self-loops is built
in which each vertex represents a sample and two vertices are
linked by an edge whose weight represents the similarity of
the two vertices. To cluster the samples into coherent groups,
a dominant set of the weighted graph is iteratively found and
then removed from the graph until the graph is empty. Table 1
shows the clustering process. Different from traditional clus-
tering algorithms, the dominant-set clustering automatically
determines the number of the clusters and has low computa-
tional cost.
To group any new samples after the clustering process has
taken place, Table 2 shows the fast assignment algorithm pro-
posed by Pavan et al. [6], where α is an affinity vector con-
taining the similarities between the new sample xnew and n
existing samples. If the output l > 0 , assign xnew to cluster
l; else consider xnew as an outlier.
4. KEY-FRAME EXTRACTION USING
DOMINANT-SET CLUSTERING
Figure 1 shows an overview of the proposed method for key-
frame extraction. The method consists of four steps: com-
puting the similarity matrix, clustering, selecting key clusters
and selecting key frames.
Fig. 1. the flowchart of our approach for key-frame extraction
4.1. Computing the Similarity Matrix
Given a shot, the visual similarity between every pair of
frames is calculated in a selected feature space and stored in a
matrix. Ideally, the semantic content should be well described
in the feature space in order to extract meaningful key frames.
However, such a feature space hardly exists. As usual, we cal-
culate the similarity based on low-level visual features such as
color, texture and shape. Among different types of low-level
visual features, color has been widely used in key-frame ex-
traction due to its robustness and efficiency. Huang et al. [8]
propose a novel color feature descriptor called autocorrelo-
gram that includes the spatial correlation of colors. They also
develop an efficient way to compute the autocorrelogram and
propose a difference measure called d1 distance measure to
compare two feature vectors. Previous research has shown
that the autocorrelogram and the d1 distance measure are ef-
fective in capturing the visual saliency of video frames. In this
paper, we adopt the autocorrelogram in HSV color space as
the low-level visual feature. In order to reduce the influence of
the illumination variations, colors are quantized into 16×4×1
levels. We choose the same distance set D = {1, 3, 5, 7} as [8].
The d1 distance measure is used to compute the difference di,j
between frame i and frame j. Then the similarity between
frame i and frame j is calculated by (3)




where δ is a positive real number which affects the decreas-
ing rate of w. Notice that other features such as shape and
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motion information and different distance metrics can also be
employed in computing the similarity between two frames.
4.2. Clustering
As described in Table 1, the dominant-set clustering algo-
rithm begins with the similarity matrix and iteratively bi-
partitions the frames into dominant set and non-dominant set,
therefore, produces the clusters progressively and hierarchi-
cally. The clustering process usually stops when all frames
are grouped into one of the clusters or when certain criteria
are satisfied. We choose to terminate the clustering process
when more than 90% frames in a shot are clustered so as to
avoid forming tiny and meaningless clusters. The rest frames
are assigned to the formed clusters or ignored directly as noise
using the fast assignment algorithm as shown in Table 2.
Alternatively, the clustering can be terminated when the
maximal number of clusters has been reached. This criteria
is particularly useful for embedded devices or systems, such
as mobiles, where limited resources and processing time are
available.
4.3. Selecting Key Clusters
Some clusters formed by the dominant-set clustering may be
not sufficiently significant. A common approach is to dis-
card the clusters whose sizes, i.e. number of frames, are
smaller than a threshold. The remaining clusters are con-
sidered as key clusters from which key frames are to be ex-
tracted. However [3] argues that a key cluster should repre-
sent at least one uninterrupted sequence of frames longer than
a duration threshold. Since the similarity between two frames
does not include the temporal information, the frames in a
cluster may not be consecutive in time. In our method, we
select the consecutive sequences with a tolerance of several
interrupted frames. This strategy has been proved effective
in practice. The threshold should be adaptive to the length
of the shot. In experiments, it is set to fifteen percent of the
shot’s length. The clusters containing a sequence of consecu-
tive frames longer than this duration threshold are selected as
key clusters while other clusters are simply discarded.
4.4. Selecting Key Frames
In most cases, a key cluster consists of only one consecutive
sequence of frames which are long enough and the frame that
is closest to the centroid of the key cluster in the feature space
is chosen as the key frame. However, for complicated shots,
such as those taken during zooming-in and -out operations, it
is possible that a key cluster is composed of multiple consec-
utive sequences of frames which are all long enough. In this
case, we select multiple key frames from the cluster, each be-
ing the middle frame of the corresponding consecutive long
sequence. Notice that we simply choose the middle frame in-
stead of the frame closest to the key cluster center for each
sequence in order to avoid the selected key frames being tem-
porally too close.
2211(2152-2430) 2352(2152-2430) 3042(2992-3100)
Fig. 2. Examples of key frames extracted from a golf video
Table 3. Experimental Results
shots Key frames Key-frame Percentage
/shot
News video 210 227 1.08 0.35%
Entertainment 208 326 1.57 0.76%
Home video 269 330 1.23 0.48%
Sports video 138 262 1.90 0.96%
5. EXPERIMENTAL RESULTS
5.1. Experimental Setup and Results
More than three hours of various types of videos including
news, entertainment, home and sports are used to evaluate
the proposed method. Each video sequence is segmented
into shots by the twin-comparison approach [9]. The frames
in gradual transition are ignored and shots whose duration
are less than a threshold (e.g.,30 frames) are merged with
their neighbor shots to avoid meaningless shots. Then key
frames are extracted for each shot by employing our proposed
method. Figure 2 shows two typical examples: the first two
key frames are extracted for a zooming-in golf shot and the
third key frame is selected for a static shot focusing on sev-
eral players. The detailed experiment results are summarized
in Table 3, where the key-frame/shot ratio represents the aver-
aged number of key frames per shot and the percentage stands
for the percentage of key frames over the video sequence. It is
noticed that sports and entertainment videos have higher key-
frame/shot ratios and higher percentages than news and home
videos. This is consistent to the fact that usually more ac-
tions and content variations exist in sports and entertainment
videos. This result illustrates qualitatively the effectiveness of
our method in its dynamic adaption to video content.
5.2. Subjective Evaluation and Comparison
So far, there are no standard and consistent framework to
systematically evaluate the performance a key-frame extrac-
tion method. This may be partly due to the subjectiveness
of the definition of key frames and partly due to the lack
of benchmarking databases with ground truth. [1] describes
three approaches for evaluating key-frame extraction meth-
ods: descriptive evaluation, objective metrics and subjective
user study. The descriptive evaluation is inadequate and the
objective metrics is often biased toward certain summariza-
tion viewpoints. We conduct the subjective user study similar
to Liu et al. [10]. The key frames extracted from each shot
are examined by human subjects and a score out of the three
scales representing Good, Acceptable and Bad is assigned to
each shot. The score takes the meanings, coverage and re-
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Table 4. Evaluation Results
Middle Frame Adaptive Clustering Our Approach
Good Acceptable Bad Good Acceptable Bad Good Acceptable Bad
News video 82.38% 9.19% 8.37% 88.57% 7.14% 4.29% 90.0% 6.19% 3.81%
Entertainment 41.35% 30.77% 27.88% 62.50% 24.04% 13.46% 81.73% 14.42% 3.85%
Home video 66.78% 18.15% 15.07% 72.26% 20.81% 6.85% 84.93% 11.64% 3.42%
Sports video 43.59% 23.08% 33.33% 56.41% 26.92% 16.67% 74.34% 20.52% 5.13%
1a: 6895(6880-6958) 1b: 6948(6880-6958) 1c: 6918(6880-6958)
2a: 2776(2701-3065) 2b: 2819(2701-3065) 2c: 3002(2701-3065)
Fig. 3. key frames for two shots extracted by adaptive clustering
and the proposed method
dundancy of the key frames into consideration. Scores on a
large collection of shots by ten subjects are used to verify the
performance of a key frame extraction algorithm.
We compare our method with the two commonly used
methods. One is to select the middle frame of a shot as its
key-frame due to its simplicity and the other is the adap-
tive clustering proposed in [2] since it is effective, efficient
and adaptive to visual content. In the experiments, we set
δ = 0.85, M = 4 for the adaptive clustering [2] because in
most cases four key frames are sufficient to represent a shot.
Note that the parameters, especially δ, are important to the
performance of the adaptive clustering. Ten subjects are asked
to give scores based on their satisfaction to how well the
key frames extracted by three different methods capture the
salient content of a shot. Table 4 shows the statistical results
for each type of videos. The middle frame approach performs
worst for all types of videos because it lacks of adaptation
to the content of a shot. Our method and adaptive clustering
perform comparably for news video whereas our method per-
forms much better for the rest types of videos. The reason
is that the adaptive clustering is very sensitive to the choice
of its parameters and, therefore, there hardly exists a set of
parameters that work for all types of videos.
In Figure 3, the first row shows key frames for a players
close-up shot: (1a) and (1b) extracted by the adaptive cluster-
ing are redundant whereas (1c) extracted by our approach is
compact. The second row shows key frames for a ball shoot
shot: (2a) extracted by the adaptive clustering is less informa-
tive than (2b) and (2c) extracted by our approach.
6. CONCLUSIONS
In this paper, we have presented a method for key-frame ex-
traction based on dominant-set clustering. The method is
computationally simple and dynamically determines the num-
ber of key frames. Experiments on various types of real
videos have shown that the method is adaptive to the video
content. In addition, the proposed method produces key
frames progressively, which is desirable for embedded de-
vices. Furthermore, the method can be employed to both
shots and clips, and can be easily extended to any other useful
visual features, such as motion, and different distance metrics.
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