Closed semirings are algebraic structures that provide a unified approach to a number of seemingly unrelated problems of computer science and operations research. For example, semirings can be used to describe the algebra related to regular expressions, graph-theoretical path problems, and linear equations. We present a new axiomatic formulation of semirings. We introduce the concept of eliminant, which simplifies the treatment of closed semirings considerably and yields very simple proofs of otherwise difficult theorems. We use eliminants to define matrix closure, formulate closure algorithms, and prove their correctness.
Introduction
There are a number of important problems in computer science and operations research which had earlier been studied separately as seemingly unrelated problems, but have recently been recognized to be instances of the same general problem. Examples of these include various 'path problems' such as the determination of the shortest or the most reliable path or the path with the largest capacity, or the enumeration of all paths between each pair of points in a network (see the bibliographies on path problems [5, 12] ). Other examples are cut-set enumeration, transitive closure of binary relations [14] , finding the regular expression to describe the language accepted by a finite automaton [11] , and compiled code optimization and data flow analysis [9] .
The use of semirings as a unified approach to path problems was undertaken by a number of people (see [13, 16] for representative examples), and the problems were formulated in such a way that the optimal path computation became equivalent to the asteration (closure) of a matrix with elements from a suitable semiring. Later, Backhouse and Carré pointed out the similarities between the asteration or matrices over 2 Semirings Definition 2.1. A *-semiring is a system (S, +, ·, * , 0, 1) in which S is a set closed with respect to the binary operations + (addition) and · (multiplication) and the unary operation * (asteration), 0 and 1 are elements of S, and the following laws are satisfied:
(1) a + (b + c) = (a + b) + c, addition is associative, (2) a + b = b + a, addition is commutative, (3) a + 0 = 0, 0 is the identity for addition, (4) (a · b) · c = a · (b · c), multiplication is associative, (5) a · 1 = 1 · a = a, 1 is the identity for multiplication, (6) a · 0 = 0 · a = 0, 0 is a zero for multiplication, (7) a · (b + c) = a · b + a · c, multiplication is left and,
The system (S, +, ·, 0, 1) is called a semiring if S is possibly not closed with respect to * (a * is not defined for some or all a in S), but the laws (1) through (8) still hold.
For the most part, we will denote multiplication by juxtaposition as is customary.
Note: In the literature, asteration is usually called closure, and a *-semiring is usually called closed semiring. We prefer the term asteration to avoid such awkward statements as ". . . is closed with respect to closure". The term asterate of a for a * was coined by Conway [4] .
Some simple examples of *-semirings are shown in Table 1 . Similar tabulations have often been given (cf. [2, 3, 10] ). 
Matrices over semirings
The set of all n × n matrices over a *-semiring S = (S, +, ·, * , 0, 1) can itself be made into a semiring or *-semiring by suitably defining +, ·, * , 0, and 1 for it. We define addition and multiplication of n × n matrices in the usual way, and 0 = O, the matrix with all entries zero, 1 = I = (δ i j ), the Kronecker δ. The size, n, of O and I is to be inferred from the context. It is now an easy matter to verify that the set of all n × n matrices over a *-semiring, together with the above defined addition, multiplication, O and I, forms a semiring.
The asteration of matrices is best defined via eliminants which we introduce next.
Eliminants and selects
The theorems of this section provide some basic identities for the manipulation of eliminants which will be used in the subsequent sections. as follows: For n = 1 and n = 2, the value is given explicitly:
For n 3, the value is specified in terms of a smaller order eliminant,
where 
we define the k, i, j-select of A, writtenÃ k i j , for 1 i, j n and 0 k n, to be the eliminant of the matrix obtained by selecting the first k rows followed by the ith and the first k column followed by the jth; in symbols,Ã
nn is the same as elim(A), so that elim(A) = Ã n−1 nn . Furthermore, Definition 4.1 gives
A general relation embracing the above two as extreme cases is given by the next theorem.
Theorem 4.3.
Given an n × n matrix A and an integer r, 1 r n − 1, let B be the (n − r) × (n − r) matrix specified by
Note: The construction of b i j from A can be pictorially represented in terms of a partitioning of A as follows:
where Z i * and Y * j are the ith row and jth column of Z and Y , respectively.
Before proving the theorem, let us look at an example. For a 4 × 4 matrix partitioned by taking r = 2, the theorem asserts that Of course, the latter equality is also obtained from the theorem by taking r = 1.
Proof of Theorem 4.3. We prove the theorem by induction on r. The case r = 1 immediately follows from Definition 4.1. For r = s + 1, let B be the (n − r) × (n − r) matrix given by
We need to show that elim(A) = elim(B). By the induction hypothesis,Ã r r+i,r+ j orÃ r+1 s+1+i,s+1+ j can be expanded, giving
Each element of the (n − s − 1) × (n − s − 1) matrix B is now a 2 × 2 eliminant, and Definition 4.1 is applicable (in reverse) to B. Specifically, we get
where C is an (n − s) × (n − s) matrix with elements c i j =Ã s s+i,s+ j . Using the induction hypothesis again, we obtain elim(C) = elim(A).
Some easily proven properties of eliminants are given by the next three theorems. 
Theorem 4.6. A constant can be added to an eliminant by adding that constant to the last diagonal element of the eliminant.
The following equalities illustrate the use of the above theorems: 
Proof. We will prove the theorem for the row case by induction on n. The proof for the column case is similar.
Basis step (n = 1): |a 11 | = a 11 .
Inductive step (n > 1):
where
.
Hence, for all j, 1 j n − 2,
Thus, all off-diagonal elements of the last row in the right-hand side eliminant in (1) 
Note: The right-hand side can also be written asÃ
in . With the subscript (i * ) denoting the ith row, the theorem may be rephrased as follows: If, for an n × n matrix A, the last row is the ith row of the identity matrix, A n * = I i * for some i < n, then elim(A) =Ã n−1 in .
Proof of Theorem 4.8. The proof follows by induction on n. For n = 1, the result is vacuously true. For n = 2, the only value for i is 1. In this case, a 12 a n−1,1 a n−1,2 · · · a 11 a 1i a n−1,1 a n−1,i · · · a 11 a 1n a n−1,1 a n−1,n . . . . . . . . .
This is an order n − 1 eliminant in which the last row is I i−1, * (0's, but 1 in the (i − 1)st position). By the induction hypothesis, we can replace the last row by row i − 1. The resulting eliminant is seen to be equivalent to the right-hand side of the theorem by virtue of Definition 4.1.
The analogous theorem for the column case is the following.
Theorem 4.9. If, in an n × n eliminant, the last column consists of zeros except for a one in row j, j < n, then the last column may be replaced by the jth column.
Note: With the subscript * j denoting the jth column, the theorem may be rephrased as follows: If, for an n × n matrix A, A * n = I * j for some j < n, then elim(A) =Ã n−1 n j .
Theorem 4.10. For any n
Proof.
(1) For the case k = 1, the result is thus verified:
Now, let 1 < k n, and consider the eliminant
By Theorem 4.3, this can be rewritten as
The proof of part (3) 
Matrix asterates
We are now in a position to define asterates for matrices over a *-semiring. We present a formal definition of A * , and then justify it by showing that A * = AA * + I = A * A + I. Definition 5.1. Give an n × n matrix A, the asterate of A, denoted A * , is the n × n matrix (b i j ) given by
Note: The above eliminant is obtained by bordering A at right and bottom; the bordering elements are all zero, except for 1's in row j and column i. Thus, we can also write Proof. We will prove A * = AA * + I; the other part can be proven in a similar way. Let C = AA * + I. Then, for 1 < i, j < n, we have
a ik b k j , where δ i j = 1 if i = j, and 0 otherwise.
We can transform the right-hand expression as follows. First, we apply Theorem 4.4 to move the premultiplier a ik into the kth position in the bottom row of b k j . Next, we use Theorem 4.5 to carry out the summation of the k eliminants into a single eliminant. Finally, we use Theorem 4.6 to add the constant term δ i j to the diagonal element in the bottom row. The result is
Consider row i in the above eliminant. The last element of this row is 1 if i = j and 0 otherwise, that is, its last element is δ i j . It follows that the last row and row i are equal in the above eliminant. By Theorem 4.8, we can replace that last row by I * i . But, then, the eliminant is b i j . Thus, b i j = c i j and A * = C = AA * + I. 
Proof. We use the definition of A * and Theorems 4.6, 4.8, and 4.9:
Of course, the equality proved in this theorem could have been used alternatively to define matrix asterate.
Matrix asteration algorithms
In many applications of *-semirings, one is required to compute the asterate A * of A. One way to accomplish this is to use the following algorithm which was given in its present form by McNaughton and Yamada [11] . This algorithm is equivalent to the Gauss-Jordan elimination method for inverting matrices in linear algebra.
Algorithm 6.1
Input : An n × n matrix A. Output: An n × n matrix S. Claim : S = A * . begin
1.
B (0) := A; 2.
for k := 1 to n do 3.
for i := 1 to n do 4.
for j := 1 to n do Proof. We will first prove by induction on k that the matrices B (k) computed in steps 1 to 5 satisfy the relation
by the induction hypothesis Algorithm 6.1 requires n intermediate n × n matrices in addition to input and output matrices. It is possible to do the asteration in place without requiring any other matrix storage by rescheduling the computations so that no entry is modified before its use. Specifically, we can use the following algorithm.
Algorithm 6.3 (In place matrix asteration)
Input : An n × n matrix A. Output: A is overwritten to contain its own asterate on termination.
begin for k := 1 to n do begin for i := 1 to k − 1, k + 1 to n do a ik := a ik a kk * ; for i := 1 to k − 1, k + 1 to n do for j := 1 to k − 1, k + 1 to n do a i j := a i j + a ik a k j ; for j := 1 to k − 1, k + 1 to n do a k j := a kk * a k j ; a kk := a kk * end end 7 Solution of linear systems of equations Theorem 7.1. A solution to the system of linear equations
is given by
Note: The last row in the above eliminant consists of zeros except for a one in column i. Hence the solution may also be expressed as
where A, B are the matrix of coefficients and the vector of constants, respectively, in the system of equations, and I i * is the ith row of the identity matrix of the same size as A. Furthermore, by Theorem 4.8, the last row of the eliminant can also be replaced with row i; pictorially,
Proof of Theorem 7.1. For 1 i n, let x i be defined as above. Then we have If several systems of linear equations have to be solved simultaneously, the problem is formulated in terms of a matrix equation: For give n × n matrices A, B, find an n × n matrix X satisfying
Since A * B = (AA * + I)B = A(A * B) + B, we know that X = A * B is a solution of (2).
To describe the solution in the form of eliminants, we will make use of the following theorem. Proof. Let E be the 2 × 2 eliminant (with n × n matrix entries) and F the (2n) × (2n) matrix, such that
Since E = D +CA * B, we have, for 1 i, j n, Since X = BA * is clearly a solution of X = XA + B, we can similarly prove the following theorem. 
