For the last two full calendar years, 2015 and 2016, the US offi ce of the British newspaper The Guardian carried out a colossal data collection that should have been done by federal authorities but clearly wasn't. It recorded every single person killed by police forces in the US.
The resulting database, headlined "The Counted" (http://bit.ly/2dgQzLC), is a textbook case demonstrating the power of data. From the shocking total statistics revealing a constant rate of three deaths per day, making law enforcement a bigger cause of mortality per capita by orders of magnitude, compared with European countries, through to the individual case stories collected on the website, there are many powerful lessons to be learned for social scientists and policymakers alike.
The headline fi nding, however, was always going to be the dramatically increased risk to African Americans. Beyond the most famous cases highlighted by the Black Lives Matter movement in their protests and social media work, there were hundreds of others, and the risk to a random black person is more than twice that to a random person of European descent. Between the two years covered by the database, the relative incidence of deaths among black citizens has dropped from 7.69 per million to 6.64 (white: 2.95 to 2.9), suggesting the growing awareness of the problem may have saved lives.
A century ago, the killings by lynch mobs, which, as activists have pointed out, produced a similar number of victims per year, were clearly fuelled by overt racism. Today, however, this kind of attitude has shrunk to a small minority, between 5 and 15% according to polls. Police offi cers involved in the shootings typically said they felt threatened, even if that perception was based on a wrong association. Many black people have died, for instance, when they were reaching for their wallet to show their documents-a move misinterpreted by police offi cers who automatically assumed they were reaching for a gun.
Stereotypes such as those linking dark skin to criminal inclinations, even if they reside unacknowledged in our unconscious minds, cost lives and can harm society in many other ways. A very simple test can detect such implicit bias, but from recognising it to removing it, there will still be a long road to travel.
Implicit association
Mahzarin Banaji at Harvard University, Brian Nosek, now at the University of Virginia, and Anthony Greenwald, now at the University of Washington in Seattle, developed and popularised an easy-to-use online test that detects associations in the subconscious mind, the Implicit Association Test (IAT, www.implicit.harvard.edu). It simply asks people to sort two sets of binaries into two bins, such as positive vs. negative adjectives, and dark vs. light-skinned faces. If somebody has the implicit association of dark skin being a good thing, they will be quicker at sorting positive adjectives and dark faces to one side, and will take longer to sort the other way round, when black is associated with negative.
When they fi rst tried out the test, both Banaji and Greenwald were shocked to fi nd that they themselves were slower to sort dark faces with positive words than with negative ones. Since then, millions of people have taken the test online and shown that they are not alone. Around 40% of respondents in the US state that they hold no prejudice against black people but still fi nd it harder to sort dark faces together with positive words.
More surprisingly still, people who have taken the test and become aware of their bias can't switch it off. Many participants who were unhappy with their fi rst result found that repetition tests stubbornly reproduced similar outcomes. Some studies have shown that priming the mind with a prelude in a similar test format can reduce the bias, but this
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Can we change our biased minds?
A simple test taken by millions of people reveals that virtually everybody has implicit biases that they are unaware of and that may clash with their explicit beliefs. From policing to scientifi c publishing, all activities that deal with people are at risk of making wrong decisions due to bias. Raising awareness is the fi rst step towards improving the outcomes. Michael Gross reports.
United colours: Overt prejudice against out groups identifi ed by race, gender, or sexual orientation has decreased dramatically in the last few decades, as witnessed by the broad popularity of events such as Pride parades and multicultural carnivals. However, these groups continue to experience disadvantages, which may be due to the hidden bias that social psychologists have detected with the Implicit Association Test (IAT). (Photo: Kiran Foster, Flickr.) R1090 Current Biology 27, R1089-R1107, October 23, 2017 reduction appears to be a temporary, elastic effect rather than a permanent improvement.
Beyond race issues, the simple design of the test enables researchers to test for all kinds of associations, including age or gender role stereotypes. Many of these can be self-undermining, such as when women subconsciously associate professional success with being male, or older citizens associate the elderly in general with fragility.
The IAT, fi rst introduced in 1998, has accrued more than 17 million test sessions by 2015. Many other researchers used it for their studies in social psychology and beyond, and developed their own variants. It even featured in the 2016 presidential elections in the US, as Hilary Clinton referred to it in her fi rst TV debate with Donald Trump.
As is perhaps inevitable with anything that rises to so much fame, there is some lively controversy around it and a backlash from people who say it has been hyped and overrated. Weaknesses include the relatively modest reproducibility in repeat experiments, but then again, a person may feel more or less biased on a different day. Ironically, the test aiming to detect bias appeared to have its own biases at fi rst, some of which the creators have acknowledged and amended with software updates. For example, people respond to the prompts with different overall speed depending on their age and experience with similar formats, which may bias results. On the other hand, someone who wanted to hide their bias could slow down the responses they fi nd easier, which might justify penalty points for slow responders.
One certainly shouldn't expect an isolated IAT result to provide accurate probabilities regarding a specifi c future behaviour. What the individual user of the online demonstration version can expect, however, is a warning light pointing to an area where they may have a bias they weren't aware of. As such, it could help to reduce problems that hidden biases may cause.
Hidden cost
Banaji and Greenwald have discussed the implications of the IAT work and its often surprising results in a 2013 book for general readers (Blindspot: Hidden Biases of Good People). Among other things, they also discuss the problems that bias can cause society in various ways. For example, hiring decisions based on implicit associations favouring male candidates for tech jobs or female ones for art-related roles (in line with one of the biases most widely detected by IATs) may overlook the best-suited candidate simply on the basis of their gender. In the corporate world, such mistakes based on apparently subtle bias can very quickly translate into very real costs due to lost revenue.
In scientifi c research, decisions about large grants and important publication are made by peer review which can very well be affected by bias. The US National Institutes of Health (NIH), the world's largest biomedical research agency, has commissioned psychologist Patricia Devine from the University of Wisconsin in Madison to conduct an experimental test of bias in its grant review, where accepted grants are sent out for review again with some of the names changed to suggest different gender or ethnic background. The organisation launched this analysis of its selection practice after a 2011 study found that black scientists are less likely to be funded. Again, the misdirection of funds caused by bias is likely to be costly for society.
Worse still, the policing problems highlighted by The Guardian's database "The Counted" and the Black Lives Matter movement have shown that rapid decisions made on the basis of biased perception can cost lives. In November 2014, 12-year-old Tamir Rice was playing with a toy gun in a playground in Cleveland, Ohio. A police patrol arriving at the scene and wrongly perceiving the boy as a threat shot and fatally wounded him within seconds of arrival.
The impact doesn't remain limited to the hundreds of lives lost. The cooperativity and trusts within society are clearly damaged by the fact that a large portion of society has to live with the knowledge that they are perceived as a threat by another portion simply due to their skin colour.
One could place hope on the more objective assessments done by artifi cial intelligence (AI) analysing big data, which we increasingly trust with running our lives (Curr. Biol. (2015) 25, R255-R258). However, recent research has shown that AI learning from observing human behaviour risks becoming just as biased as we are. This problem became widely known in March 2016, after Microsoft launched an automatic twitter account designed to learn from other twitter users how to behave like them. Within less than a day, the company had to shut down the new user, as it started posting racist and sexually charged tweets.
In a recent study, Aylin Caliskan from Princeton University and colleagues investigated whether biases and stereotypes such as those revealed in IATs are also refl ected in the proximity with which these pairs of words occur in text of any kind produced by humans. For this, the researchers used established methods measuring 'word embedding' and programmed them in analogy to existing IATs, as word embedding association tests. For all IAT results they tested, they could detect a similar bias in the texts. They conclude from these fi ndings that machine learning based on ordinary human language risks ending up reproducing human bias (Science (2017) 356, 183-186).
What to do about it
So if machines aren't the answer, what can we do to beat the bias? A fair selection can sometimes be guaranteed if the achievement to be judged can be kept completely separate from information about the person in question. This separation has been introduced with spectacular success and almost by accident in the world of classical music. Blind auditions, where the sight of the performer is blocked by a shield and only the sound travels to the assessment panel, are widely used to fi ll positions.
The introduction of blind auditions in the US in the 1970s was an accidental success, as Banaji and Greenwald note in their book, because it hadn't even occurred to music professionals that they might be biased by perceptions of race or gender. The bias they were trying to address was that of favouring a small group of musicians who had studied with famous teachers. In the event, the percentage of female musicians hired to the major orchestras jumped from 20 to 40% overnight.
As we can't always rely on luck, being aware of one's own bias is the important fi rst step towards dealing with it. As the editor-in-chief of the Science journals, Jeremy Berg, put it in a recent editorial (Science (2017) 357, 849): "Implicit biases are intrinsic human characteristics that should be acknowledged and managed, rather than denied or ignored."
Blind assessment of scientifi c grant applications or papers is possible in some cases, although not quite with the same purity as the blind auditions. As scientifi c work is described in words and typically based on previous work from the same group of people or others connected to them, complete anonymisation is not always possible. Blinding is, of course, an established standard in clinical trials, and could, as Berg reports, usefully be spread to animal experiments.
Berg also writes that he has taken the IAT test and encouraged his editors to do the same to become more aware of their own implicit associations. Where bias cannot be completely excluded, it is better to be aware of it, so one can use conscious and rational reasoning to evaluate the options and override the instinctive bias.
Removing bias from the unconscious is much harder, as multiple studies using the IAT have shown. Reminders of counter-stereotypical examples may help for a limited time, but then there is the rest of society, which has a knack of repeating and reinforcing stereotypes and keeping the bias alive long after the conscious prejudice has become obsolete.
Banaji reports she has developed a screensaver for her computer reminding her of human diversity. In this small effort, however, she may be outgunned by the algorithms of social media platforms like facebook, which all tend to work on the basis of giving people more of what they like. Thus, if a person prefers to look at white faces, most current technology will pamper their bias and show them more white faces, thus reinforcing their bias. To change our biased minds we may have to reinvent our technology.
Michael Gross is a science writer based at Oxford. He can be contacted via his web page at www.michaelgross.co.uk What turned you on to biology in the fi rst place? An irrational fondness for reptiles. From the time I learned to walk, I toddled around the backyard trying to catch small lizards. That passion broadened to include snakes and other cold-blooded creatures as I grew older. And when I was in high school, I encountered the breathtaking simplicity and elegance of natural selection. It is far and away the most important idea that any human being has ever had, and a key to understanding organismal diversity. The intersection between evolutionary theory, ecological processes and reptile biology has entranced me ever since.
Rick Shine
Who infl uenced you early on?
The animals I encountered in the bushland around Sydney and Canberra had more infl uence on me than any human being. In retrospect, I am immensely grateful to my parents for not putting pressure on me to aim for a 'real job'. They supported my passion for reptiles, even when that translated into a school-child catching deadly snakes and bringing them home to keep in cages in the garage. That freedom allowed me to follow my dream.
What is the best advice you've been given? Early in my career, a senior colleague told me "You have to decide whether you are going to spend your career reading the scientifi c literature,
