Abstract-In this study, we introduce the concept of a virtual "flea market" over a Vehicular Ad Hoc Network (VANET) called FleaNet. FleaNet customers express their demands/offers to buy/sell items via radio queries. These queries are opportunistically disseminated, exploiting the mobility of other customers, until a matching customer/vendor is found. We identify the key performance metrics, namely, query resolution latency, scalability, mobility, and churning, and evaluate their impact on performance using analytic and simulation models. The results show that FleaNet can function as an effective virtual marketplace.
to communicate to a greater extent and with a greater flexibility than ever before.
The research described in this paper is related to an emerging body of work on vehicular wireless connectivity. Previous works include PeopleNet [5] , which enables wireless users to form a virtual social network that mimics the way people seek information via social networking through direct contacts. In PeopleNet, devices communicate with each other on behalf of their owners to exchange or obtain needed information. For example, an individual who wants to buy/sell a ticket for a Yankees/Red Sox baseball game for which tickets are sold out can simply "post" a buy/sell ticket query (for a stated price) near Yankee Stadium. To permit the exchange of information over relatively large geographic areas, PeopleNet uses fixed infrastructure (e.g., cellular networks, mesh networks, etc.) to post a query to its geographically pertinent place called a bazaar, e.g., the Yankees' stadium. Within this bazaar, it takes advantage of the free-of-charge but intermittent connectivity provided by short-range radio technologies, such as Bluetooth, resulting in epidemic query dissemination. In other words, a query is propagated from one device to another without restriction whenever a wireless connection can "opportunistically" be established. If a match to the query is found, then the user who initially placed the query is eventually informed of the match (e.g., via e-mail or short message service).
In this paper, we propose FleaNet, which is a "virtual flea market" service that works in urban vehicular networks to facilitate communications between buyers and sellers of goods (or information) and to efficiently find matches of interest, potentially leading to transactions. FleaNet provides an excellent platform for mobile location-aware classified ads, such as those related to selling/buying baseball tickets to/from interested mobile users in a local area. FleaNet can also be used for the retrieval of more generic location-aware (sensor) data, such as gas prices or traffic information. The mobile, virtual flea market concept extends PeopleNet in many ways. First, intervehicular communication enables an extended geographic coverage, since DSRC/WAVE [2] , [3] has a longer radio range, and vehicles provide a means for faster mobility (driving versus walking). Second, FleaNet relaxes the concept of a bazaar, allowing users to define their own bazaar by specifying the region of interest, such as the area where they reside. Third, FleaNet can operate on vehicular ad hoc networks (VANETs) without any infrastructure support because it uses intervehicular communication for query dissemination, matching, and notification.
In fact, the urban vehicular network is large scale, highly mobile, and quite dense. Occasional intermittent network connectivity is overcome by mobility. The FleaNet design must 0018-9545/$26.00 © 2009 IEEE be scalable and must tolerate intermittent connectivity. It must not interfere with safety messaging, the primary motivation for V2V communications. For these reasons, the unrestricted epidemic dissemination of PeopleNet and other such schemes [6] [7] [8] [9] [10] is unsuitable in FleaNet because of the risk of flooding and the overhead of many redundant matches.
FleaNet remedies this problem through mobility-assisted query dissemination, where the query "originator" periodically advertises a query only to a few hop neighbors. Each neighbor then stores the advertisement (i.e., query) in its local database without any further relaying; thus, the query spreads only because of vehicle motion. Upon receiving a query, a node tries to locally resolve it in its database; in case of a match, the originator will automatically be informed. Since a match only happens in its neighbors, redundant match notification can be minimized. The match could lead to an actual transaction; FleaNet also provides a routing mechanism for the notification with last encounter routing (LER) [11] -a geo-routing method that combines a location service and routing service, which is extended to cope with intermittent network connectivity.
This paper contributes new concepts/results to the existing body of research in this area as follows.
1)
We introduce a new model for a virtual marketplace over vehicular networks and propose FleaNet, which a novel epidemic-based architecture that supports query dissemination, matching, and notification routing and scales up to thousands of nodes without disrupting existing services. FleaNet handles the issue of nonuniform popularity of queries by providing different levels of query dissemination strategies, ranging from single-hop dissemination to multiuser cooperative dissemination. 2) The FleaNet protocols are extensively evaluated through both analysis and simulation. Our results show that a random query can be resolved, in most cases, within a tolerable amount of time and with minimal bandwidth, storage, and processing/routing overheads. If the advertiser, i.e., Adstation, is stationary, then the query resolution time is critically dependent on its location. In addition, FleaNet tolerates a reasonable degree of churning (i.e., nodes with queries leave the network area).
This paper is organized as follows: In Section II, we review related research. In Section III, we present the FleaNet system architecture. In Section IV, we introduce the FleaNet system. This is followed by a simple analysis in Section V. In Section VI, we evaluate our protocols through extensive simulations. Finally, we present the conclusions of the research in Section VII.
II. RELATED WORK

A. Query Dissemination
Mobile-to-mobile information exchange with infrastructure support has been addressed in PeopleNet [5] . It forms a virtual wireless social network through portable devices with multiple network interfaces, such as cellular and Bluetooth interfaces. In PeopleNet, a given area is divided into nonoverlapping regions called bazaars, each of which is dedicated to handling certain types of queries placed by users. A query (either sell or buy) is propagated through the network infrastructure, typically the cellular network, to k randomly selected users in the associated bazaar; this acts to generate the initial seeds for data dissemination. To spread queries in a sparse network in a given bazaar, PeopleNet uses epidemic query dissemination; a node randomly swaps queries with one of its neighbors because encounters between people may be rare and the size of the buffers is relatively small.
As mentioned earlier, PeopleNet is less efficient when it operates in a dense large-scale network, such as a VANET, because the dissemination policy results in network-wide flooding; this is also true for other epidemic dissemination protocols [6] [7] [8] [9] [10] . One might argue that this problem can be alleviated by introducing probabilistic forwarding and a large advertisement interval (e.g., a received query could be disseminated with low probability), but such a policy is intrinsically not scalable, because a node could potentially receive a number of queries proportional to the size of the network. 1 In addition, this epidemic dissemination may potentially lead to many "redundant" matches. In the worst case, given that a sell query has already disseminated to all users, for example, N , once a buy query starts spreading from the originator, it will generate N − 1 redundant matches. The originator will be notified of these redundant matches, which will severely degrade the performance. For these reasons, PeopleNet or other similar schemes [6] [7] [8] [9] [10] cannot directly be applied to vehicular networks.
Instead, we utilize the two-hop multicopy protocol, which is a mobility-assisted data dissemination technique [12] wherein the source node only copies a message to its direct contact nodes (i.e., to nodes within its communication range) and those nodes may then forward it to the destination node. It is important to note that such a protocol is "scalable," as shown in our earlier paper [1] . The key difference from the multicopy protocol is that FleaNet does not assume any particular destination for a given message; rather, the message is disseminated over the network, and intermediate nodes with a matched query of shared interests are the potential destinations of the message.
In AdTorrent [13] , static wireless digital billboards on the roadside are used for advertising. Digital billboards only push advertising content to the vehicles passing by. Such content is potentially large in size, e.g., hotel virtual tours or show previews. Each node gossips about its content availability to neighbors to facilitate the search. Mobile users search for content of interest by querying neighbors via multihop querying and then download the advertising content. When a network suffers from intermittent connectivity, such multihop querying/ downloading may not be feasible. The overall download delay could be very large as a user has to encounter other users with data of interest. Given this, Zhang et al. [14] proposed Roadcast, which is a popularity-aware content-sharing scheme. Instead of downloading a data item that is highly relevant to a user's interest, Roadcast trades relevance for download delay by reranking data items based on (local access) popularity to give more opportunities to spread data items with high popularity, thus increasing data accessibility in the future. FleaNet is more focused on disseminating and resolving spatiotemporal queries through which users satiate their market demands, such as buying or selling an item. Since there is equilibrium between supply and demand in a typical market, we could say that FleaNet is basically a "balanced" push/pull system. Moreover, the concept of popularity in FleaNet is different from that in Roadcast because FleaNet users are interested in a certain "good" and not a specific query (e.g., there could be many queries from different users for the same good).
Note that we assume that the nodes are willing to consume their resources to help other nodes by, for instance, disseminating the advertisements of other nodes. In our companion paper [15] , we investigated vehicular networks with non-cooperative nodes and proposed mechanisms to induce or enforce cooperation among nodes.
B. Geographic Routing
Georouting in VANET has been extensively investigated for scalable delivery. Georouting works well in dense networks. However, if the vehicle density is low, for example, during nonrush hour periods and in peripheral areas, then the vehicle connectivity is intermittent. In this case, it is possible to exploit the predictable mobility in a VANET to "assist" georouting with carry and forward: A vehicle carries packets and forwards them to a newly found vehicle that is moving toward their destinations. This works well only for delay-tolerant applications. Reference [16] uses the knowledge of the relative velocities and directions of one's neighbors to make forwarding decisions. A mobility-centric data dissemination algorithm for vehicular networks (MDDV) [17] utilizes vehicle traffic history data and routes packets based on a predetermined trajectory using a digital map.
A prerequisite of geographic routing is a location service that informs the location of the destination. Devising efficient, scalable, and robust location services has been an active area of research in recent years [18] . Unfortunately, the frequent changes experienced in a vehicle network topology make an accurate location service costly. An elegant way of reducing this cost is by exploiting the spatial-temporal correlation that exists in most realistic mobility patterns, i.e., the distance between two nodes is more or less correlated with the time elapsed since their last encounter. This observation brought forth LER [11] . In FleaNet, since each vehicle can piggyback its current position into its query advertisement, LER can be supported at no extra cost. LER, however, does not address intermittent connectivity. In this paper, we enhance LER by providing the carry-andforward functionality. As we will see later, enhanced LER plays a key role in FleaNet when the query source needs to notify the owner of the chosen match of its decision.
C. Publish and Subscribe Systems
The publish/subscribe (or pub/sub) paradigm has widely been used to provide selective information dissemination where "publishers" act as information providers, "subscribers" act as information consumers, and a "broker" mechanism routes relevant publications to the subscribers of interest. Existing pub/sub systems for mobile networks usually use subscription messages to establish routing structure, such as [21] , or to learn mobility patterns for delay-tolerant routing [22] , which is then used to route publication messages to the subscribers. In FleaNet, however, a user's query is symmetric, since it can be both a publication and a subscription. Thus, we use hop-limited opportunistic data dissemination for both types of queries, where nodes broadcast their own queries to k-hop neighboring nodes, and queries are opportunistically diffused to the network as a result of vehicular mobility. During this hop-limited query broadcasting, a match of interest can be found by comparing incoming queries with the queries stored in one's storage. Like the context of relevance or interest in Frey and Roman's work [23] , FleaNet users specify the regions of interest to which their queries will be disseminated. Note that FleaNet differs from existing spatial/ temporal pub/sub systems [23] , [25] in that it uses opportunistic data dissemination, employing vehicular mobility patterns instead of geocasting, which typically assumes network connectivity; the proposed dissemination strategy is scalable and nonintrusive to other existing protocols such as periodic safety message broadcasting.
III. FleaNet SYSTEM ARCHITECTURE
A. System Model
FleaNet is based on urban vehicular networks in which vehicles communicate through a wireless interface, such as DSRC [2] and 802.11p (WAVE) [3] . DSRC/WAVE operates in the 5.9-GHz band having multiple channels, some of which are allocated for non-safety-related applications, such as FleaNet. Vehicles, as well as static roadside Adstations, generate and propagate advertisements or queries. As we will see, our dissemination is quite simple: a node periodically broadcasts its query to neighboring nodes, and thus, a query is dispersed in the network via "mobility."
Advertisements in FleaNet are location sensitive because a publisher specifies the region of interest in the advertisements (e.g., within 10 mi from the publisher's home location). This relaxes the concept of a bazaar. The region of interest could be centered on the user's current location or the location of a popular place. For instance, a mobile user who wants to sell baseball tickets near the stadium can set his/her region of interest to be centered at the stadium, and a roadside gas station can set its region of interest to be centered at the store location. Thus, FleaNet is suited for mobile classified ads (or bazaars) for selling/buying items to/from local area users and also for advertising and searching for more generic location-aware data, such as gas prices and special offers in a certain area.
One of the main distinctions between FleaNet nodes and typical personal mobile devices, such as PDAs and smartphones, is that FleaNet nodes (e.g., in-car computers or desktop machines in a building) are not strictly restricted by energy constraints and possess fairly high processing power and storage. FleaNet does not consider Internet connections through the hotspots available on urban streets or through secondor third-generation services; rather, it focuses on information dissemination using "free-of-charge" vehicle-to-vehicle communications. Moreover, we assume that users with the same goal are willing to cooperate.
B. FleaNet Messages
In FleaNet, every message has a common message header that includes a message type field followed by a user ID (UID) and encoded positions. There are three message types: 1) query; 2) match; and 3) transaction. First, a query message is used for representing information about the goods that a person possesses or seeks. Second, a match message is used to inform users that a node has found queries with a matching interest. Finally, a transaction message is used whenever a user wants to make a transaction request or respond to such a request.
A query includes the sequence number, query type, notification flag (N ), maximum number of matches (N MAX ), reference location/radius (R-Loc/Radius), expiration time, detailed user description, and match sensitivity threshold. The sequence number, along with the UID, is used to uniquely identify a query. There could potentially be many types of queries, but for the sake of simplicity, we assume that there are two query types, namely, buy and sell, for the same item. A notification flag is set if a user wants to receive the query resolution results. By setting N MAX , a user can explicitly set the maximum number of matches that he/she wants to receive. R-Loc contains the user's reference location and the dissemination radius. A user can define an arbitrary location (e.g., his/her real home address) as a home location and accordingly set the dissemination radius. The expiration time for a query can be set through Exp. The user's detailed description is in the user description field. The N MAX , or the expiration time field, permits nodes to automatically dispose of the query after either receiving N MAX matches or passing the expiration time. The query size is relatively small, and a node typically packs a number of queries into a single packet.
C. Query Similarity Measure
In FleaNet, we say that query q 1 matches query q 2 when the degree of similarity is above the threshold defined in the query
where the function sim is a vector-based similarity metric. To be precise, a query vector q is defined as q = (w 1,q , w 2,q , . . . , w t,q ), where t is the total number of index terms for those queries. The vector model evaluates the degree of similarity between q 1 and q 2 as the correlation between these two vectors. In FleaNet, we quantify the correlation by the cosine of the angle between q 1 and q 2 [26] . That is
w i,· ≥ 0, sim(q 1 , q 2 ) varies from 0 to 1. Thus, instead of attempting to predict whether a query is relevant or not, the vector model ranks the queries according to their degree of similarity to the original query. In FleaNet, the query originator establishes a match sensitivity threshold for sim(q 1 , q 2 ), and a match only occurs when a degree of similarity is above that threshold. Note that more advanced methods, such as the inverse document frequency, can be used to deal with the situation where terms appearing in many queries are not very useful for quantifying the relevance [26] . When a match occurs, a node sends a match message. This match message includes the UID and the sequence number of the matched query. After this, a person can make a final decision by sending a transaction request, which includes the UID and the sequence number of the matching query. Upon receiving this request, the owner of the matching query responds with a transaction response, through which the owner provides notice of his/her decision to accept or reject the offer.
IV. FleaNet PROTOCOL
A. Query Dissemination
Using QUERYBROADCAST, a node (mobile/static) periodically broadcasts its query to its one-hop neighbors by default. We use random jitter to avoid packet collisions due to synchronized broadcasting among neighbors. 2 Each node listens to its neighbors' query broadcasts and stores the received queries in its local database. Owing to the nodes' mobility, queries are opportunistically disseminated through the entire network. Fig. 1 depicts the case of two mobile nodes (i.e., C 1 and C 2 ) that encounter other nodes over time. A black triangle with a timestamp in the figure represents an encounter between C 1 and other nodes that are within the communication range of C 1 at that time. We denote the query generated by node C k as Q C k . Since C 1 and C 2 periodically advertise queries Q C 1 and Q C 2 , respectively, when they meet each other at time T − t 4 , they can receive and store each other's query. In other words, C 1 carries Q C 2 and C 2 carries Q C 1 in their local databases after time T − t 4 .
Queries may slowly propagate due to restricted urban mobility patterns. One of the ways to improve the query dissemination speed is to increase the range of the QUERYBROADCAST to m-hop neighboring nodes, particularly when the network is sufficiently dense to support multihop broadcasting. To reduce redundant packet transmissions, we use probabilistic forwarding, in which a received broadcast message is forwarded with a predefined probability.
As an alternative or a complementary means to m-hop dissemination, for a given query, we can introduce the concept of "proxies," which disseminate queries on behalf of other nodes. In our scheme, only the query originator periodically broadcasts queries to its neighbors by using QUERYBROADCAST. When we deploy k additional proxy nodes, there will be a total of k + 1 advertisers that periodically advertise a query to their neighboring nodes in parallel. FleaNet uses the following proxy query advertiser selection policies: Random Walk (RW) and Neighbor Split (NS). In RW, to select k proxy advertisers, a query originator first chooses one of its neighboring nodes and sends an ADVERTISERSELECT message with the number of remaining proxy advertisers (initially k). The ID of the selected advertiser is appended in the message (called an advertiser list) to prevent duplicate selection. Similarly, the current ADVERTISERSELECT message holder randomly selects one of its neighboring nodes (that is not on the advertiser list) and passes the message after decreasing the number of remaining advertisers to k − 1. This process repeats itself until the number of remaining advertisers becomes zero.
In NS, a query originator equally splits k proxy advertisers among its neighboring nodes. Assuming that there are r neighboring nodes, r − 1 nodes will have k/r , and the remaining node will have k − k/r × (r − 1). This information is then embedded in the ADVERTISERSELECT message and is broadcast to one's neighboring nodes. Upon receiving this message, each node first checks whether it has previously received the message, and the node decreases its share in the message by one only if it has not received the message before. After this step, we now have r nodes that will split their share of selecting new advertisers, as previously described. The splitting process repeats itself until one's share becomes zero.
B. Match and Transaction Notification
Every incoming query is resolved from the local database. If a node C RES finds a set of matched queries QĆ If N max goes below zero, then the query will be discarded. Finally, the user in C IN will choose one of the matched queries and notify the originator of the chosen matched query, for example,Ć , of his/her decision by sending a transaction request message, i.e., TRANXREQ. IfĆ accepts the transaction, then he/she will respond with a transaction reply message, i.e., TRANXREP.
In FleaNet, queries are symmetric: both seller and buyer disseminate their queries to their neighboring nodes, and their queries are diffused through the network via mobility. During the periodic broadcast phase, a match could happen when a buyer finds a neighboring node that is storing a sell query or vice versa.
If there are multiple neighboring nodes, then it is nontrivial to control N MAX . Assuming that there are two neighboring nodes, and each node finds more than N MAX matches, they will all return N MAX matches to the query originator. It will receive up to 2 × N MAX matches from its neighbors, as there could be some overlapping matches. In this case, the node will only select N MAX matches from the list of returned matches, which does not violate the user requirements. The overhead of redundant packet transmission is minimal since the match size is small and multiple queries can be fit into a single packet.
Note that, in vehicular networks, packets are routed according to geographic forwarding schemes. However, a prerequisite of geographic routing is a location service that allows a source node to obtain the location of a destination before data traffic is initiated. In contrast to this approach, FleaNet exploits a hybrid approach that intertwines location service and routing using node encounter history called LER [11] . The underlying concept is that the node encounter history, or the last encounter information, generally provides a rough, yet useful, estimate of the current network topology (or the destination location). Since the speed of multihop packet forwarding is much faster than the mobility of users, routing based on encounter history can quickly direct the packet toward the up-to-date location of the destination. In FleaNet, the last encounter information can be published when nodes periodically send a QUERYBROADCAST. However, the original LER does not support intermittent connectivity, i.e., if a node fails to find any fresher encounter information, then routing fails. We extend LER to cope with intermittent connectivity; when a node fails to find a next hop node, it stores the packet in its buffer and waits for other nodes with more up-to-date encounter information.
V. FleaNet PERFORMANCE ANALYSIS
We develop an analytical model for the notification latency. FleaNet's scalability results can be found in our earlier paper [1] .
Let us assume that in an area of L × L meters square, there are N nodes, each of which communicates with other nodes within a radio range of R meters. For simplicity, we also assume that there exists a single target query of interest (e.g., one buyer and one seller). Given that nodes are moving based on random waypoint (RWP), random direction, or Manhattan mobility, Groenevelt et al. [12] show that the intermeeting time between two mobile nodes (or the pairwise intermeeting time) follows an exponential distribution. Let us first characterize the matching latency, which can be defined as the time needed for a random seller to meet one of the nodes with a matching query, i.e., either the buyer itself or any node that encountered the buyer. The same definition holds for a buyer seeking sellers. According to [12] , the average latency D can be expressed as
Here, λ is a pairwise intermeeting rate and depends on the mobility pattern. It is defined as
is the average relative speed between two mobile nodes. From (3), we see that the latency is inversely proportional to the number of nodes and to the rate λ (and thus the average relative speed). The fast mobility of an urban vehicular network reduces the average latency. However, as we will see in Section VI-A, the restricted mobility patterns of an urban environment severely decrease the odds of nodes meeting each other (compared with random mobility), thus offsetting the benefits of fast mobility.
In reality, it is likely that there will be many people with the same interest. Let us analyze the impact of popularity. Assume that there are K users with the same interest, or K query advertisers (e.g., selling an "iPod nano"). We generalize the model in [12] to the case of K query advertisers. Fig. 3 shows a Markov chain where each state denotes the number of users who have at least one advertisement. In state K, an advertiser encounters the remaining M − K users at the rate of (M − K)λ. Since there are K advertisers, the aggregate rate from state K to K + 1 is (M − K)Kλ. A match happens when the target node T encounters any of the K advertisers. Thus, the rate from state K to T is Kλ. This way, we can find the rates for other states, as shown in Fig. 3 .
We now calculate the average delay. When a match occurs at state K, the average delay is 1/Kλ. This happens 3 http://www.craigslist.org/. with probability
Similarly, when a match happens at state K + 1 (i.e., the state transition is K → K + 1 → T ), the average delay is simply the summation of the delays at state K and the current state K + 1, i.e.,
This event happens with probability
This way, we can find the probability and average delay of the case where a set of transitions is given as K → K + 1 → · · · → K + i → T . Thus, the average delay is given as
Here, we have
and
Note that unlike the case of K = 1, it is nontrivial to derive the closed-form solution.
To illustrate the impact of popularity, we consider the scenarios with N = 100 and two different pairwise intermeeting rates: λ = 1/300 and 1/500. We solve the preceding equation and plot the results in Fig. 4 . This figure clearly shows that the average delay decreases as the popularity increases. 
VI. EVALUATION
In this section, we evaluate FleaNet's performance through extensive simulations using Ns-2 [27] .
A. Simulation Setup
Each node is considered to have 802.11b connectivity, with a bandwidth of 11 Mb/s and a radio range of 250 m. For the radio propagation model, the two-ray ground reflection model is assumed. For realistic mobility generation, we use VanetMobiSim [28] in combination with a Westwood vicinity street map obtained from the U.S. Census Bureau's TIGER (TGR06037, Los Angeles) (see Fig. 5 ). Hereinafter, we refer to this mobility as the Westwood Mobility (WM). VanetMobiSim can simulate macromobility and micromobility patterns in urban environments. Macromobility deals with road topology/ structure and traffic signs (stop signs, traffic lights, and speed limits), and micromobility models the speed and acceleration of each vehicle. For macromobility, we use a random trip generation module: each vehicle randomly picks starting and ending points in the given map and moves along the shortest path while considering traffic congestion. For micromobility patterns, we use the intelligent driver model to determine the distance between two consecutive vehicles for a given speed. To contrast WM mobility with a random mobility pattern, we also test our protocol using RWP, in which each node finds a random position in the terrain area and travels toward that position with a random speed. In both mobility models, the simulations consider a vehicular network with the number of nodes varying between 100 and 400 in a 2400 m × 2400 m area. Vehicles travel at an average speed of between 5 and 25 m/s; e.g., if we set WM with v min = 0 and v max = 10, we assume an average speed of 5 m/s.
As a metric for the evaluation of system performance, we mainly use the average latency of transaction completion, which comprises the matching latency and the routing latency. For a given query, the matching latency measures the time for a node to receive a match after initiating a query. When a node encounters another node that has a matching query (i.e., LOCALMATCH), TRANXREQ is sent to the query originator using the extended LER (e.g., from a seller to a buyer or vice versa), and the routing latency measures the time needed to deliver the notification to the destination. In our simulations, we assume that a user immediately sends a transaction request to the other party. Thus, the latency of transaction completion is the sum of the matching latency and the routing latency. These latencies are dependent on many parameters, specifically density/speed, query popularity, and mobility. This section focuses on our investigation of the impacts of such parameters.
For each mobility scenario (density and speed), we generate 30 mobility scenario files using VanetMobiSim. For each protocol configuration, we select a random pair of nodes from a mobility scenario and measure the latency. We repeat this five times for each mobility scenario file; thus, we run 150 simulations for each protocol configuration. Unless otherwise mentioned, we report the average latency with a 95% confidence interval.
B. Impact of Mobility
The analysis discussed in Section V shows that the average latency is a function of node density and speed. In this section, we study the effect of these mobility parameters on the transaction completion latency using both WM and RWP mobility models. Fig. 6 shows the latency as a function of density and speed in each node density with a buyer. For each node density, a node is randomly selected as a seller to evaluate how node density affects the matching latency depending only on the speed. In the figure, the x-and y-axes represent the average vehicle speed and the transaction completion latency, respectively. From this figure, we see that both density and speed of vehicles are important factors in determining the latency. As the average speed or the number of nodes increases, the matching latency decreases. This is not surprising, since as the average speed or number of nodes increases, a node has a higher chance of meeting other nodes, which translates into more rapid dissemination of the query and also a greater chance of finding a match. This trend in our simulation results is consistent with the analytic results given in Section V, indicating that the average speed is the dominating factor in the matching latency. We have shown that the latency is inversely proportional to the average speed and to the square root of the number of nodes [see (3) ]. In addition, the advantage of increasing the speed exists even with different node densities. In other words, increasing the speed is equally beneficial in all node density cases. We can clearly see that the total latency improves by 80.08% for 100 nodes and by 80.67% for 400 nodes, which are about the same.
We also observe that the average total latency is much lower in RWP than in WM. For example, the latency at the lowest speed (s = 5 m/s) in RWP is 41.8% lower than the latency in WM. On the basis of this observation, we conclude that WM can be regarded as a worst-case scenario, and therefore, we use WM mobility for the rest of our experiments to evaluate the proposed protocol in a more realistic urban environment.
C. Impact of Query Popularity
The overall latency is heavily dependent on the query popularity. We can easily see that if many people are interested in a specific item, then notification will occur quickly. To show this, we plot the latency as a function of popularity in a singlebuyer k-seller case, as shown in Fig. 7 . We increase the ratio Fig. 7 . Impact of delay with respect to popularity.
of sellers in the network from 5% to 25% in increments of 5%, as shown on the x-axis, and vary the number of nodes (i.e., 100-400 nodes). Given a single buyer, x% sellers are randomly selected, and the latency for transaction notification is measured. We limit ourselves to the single-buyer case to clearly understand the impact of query popularity on latency. The figure clearly confirms our intuition about the impact of popularity on the latency: As the popularity increases, the latency decreases. The latency improvement rate decreases in a relative way as the percentage of sellers increases. For example, at a node density of 100, the delay improves by 57.7% from 5% sellers to 10% sellers. However, the improvement rate gradually decreases to 26.2% when the number of sellers reaches 25% of the total node population. The trend is also observed in the 400-node scenario, with the rate of performance deteriorating from 53.8% to 17.6%. The figure also shows that the total latency improvement is 79.5% from 5% sellers to 25% sellers for a node density of 100. The performance-increasing rate remains consistent for other node densities.
D. Proxy Query Advertiser Selection Strategies
A query originator can expedite query dissemination by using m-hop dissemination and/or employing k proxy concurrent advertisers. We increase the number of proxy advertisers that advertise a query on a seller's behalf using different advertiser selection strategies, namely, RW and NS. Recall from Section IV that, in RW, the AdvertiserSelect message randomly hops from one node to another to select k proxy advertisers, and in NS, the value k is equally divided among one's neighboring nodes, and advertiser selection occurs in parallel. In our simulation, latency improvement is observed when the number of proxy advertisers is increased from 1 to 25. To understand the impact of increasing the number of proxy advertisers alone, we use a single-seller/buyer scenario. In the simulations, nodes move at an average speed of 10 m/s, and queries are disseminated to either single-hop or three-hop neighbors.
RW: Fig. 8 shows what happens when we increase the number of proxy advertisers k from 1 to 25. As the number of proxy advertisers increases, the performance of the system improves. The latency improvement peaks when we have k = 5 and tapers off after k = 15. For example, in the 100-node scenario, increasing the number of proxy advertisers from 1 to 5 results in a 38.78% latency improvement, whereas that from 10 to 15 improves the delay only in 11.45%. This trend becomes obvious as the network size increases from 100 to 400 nodes. In the 400-node scenario, latency improves by 58.88% when the number of additional advertisers increases to 5, but only a 15% improvement is obtained when the number of proxy advertisers increases from 10 to 15. The latency improvement, however, becomes larger as the number of proxy advertisers grows from 15 to 25 for node densities of 100 and 200. On the other hand, in the 300-and 400-node cases, no significant benefit is observed by increasing the number of proxy advertisers to more than 15. Since there is only one seller in each simulation setting, we expect a steady delay improvement as the number of proxy advertisers increases to over 25. Although the overall latency improvement obtained from increasing the number of proxy advertisers in RW is consistent and steady, the network size often affects the delay. When the vehicles are dense (e.g., N = 300 and N = 400) in the network, adding a few proxy advertisers provides a significant delay improvement, whereas the benefit is less obvious in low-density scenarios (e.g., N = 100 and N = 200). In the extended version of this paper [24] , we also report the results with three-hop dissemination, showing that multihop dissemination significantly improves the latency, yet the degree of improvement decreases as the node density increases.
NS: We use the same simulation setting as in RW. Similar to RW, the performance of the system improves as the number of proxy advertisers increases. However, the latency improvement tapers off after it reaches a certain number. For example, we obtain about a 52.74% improvement by employing five proxy advertisers, whereas the performance improvement reduces to 4.76% when the number of proxy advertisers increases from 20 to 25. Furthermore, the performance improvement grows with node density. For example, the latency improves by 48.69% when we increase the number of proxy advertisers to five in the 100-node scenario, and it improves to 59.9% in the 400-node scenario.
The differences in latency improvement between RW and NS can be observed in Fig. 8 . Although both RW and NS improve the latency, we see that NS is slightly better than RW. The better performance of NS with a small k can be attributed to its query dissemination strategy. Compared with RW, NS can quickly increase the number of proxy advertisers, as it can logarithmically decrease the size using the neighbor size as the base, whereas it takes linear time for RW to increase the number of additional advertisers.
Note that using proxy advertisers can be interpreted as an increase in query popularity. In the previous section, we observe that the total latency is directly influenced by the query popularity. Taking the result as a reference for delay improvement, we compare the performance improvement by increasing the number of proxy advertisers as opposed to increasing the query popularity (i.e., by increasing the number of sellers) in the network. Considering the different query popularity conditions of the simulations, we compare the total latency with the same number of query disseminators (e.g., multiple sellers versus multiple advertisers). Our results show that increasing the number of sellers results in better performance than increasing the number of additional advertisers. The latency in the case of ten sellers is 3.5 times lower than that in the case of k = 10 proxy advertisers in the 100-node scenario. This gap increases with the number of sellers or the number of proxy advertisers. For example, with 25 sellers, the delay is 4.47 times lower. This is simply because of the extra delay involved in finding proxy advertisers. In other words, queries can be disseminated by sellers without any "start-up" delay, whereas queries cannot be spread until proxy advertisers are chosen. Fig. 9 shows how node density/speed influences routing delay. Recall that routing is carried out by extended LER. As shown in this figure, the routing latency decreases as the node density increases. In the 100-node scenario, the average routing delay is 3.52 s. When the number of nodes is 300, the routing delay becomes 1.36 s, which is 2.16 s less than that in the 100-node scenario. In addition, the routing delay decreases as the average speed increases. For instance, the routing delay gradually reduces from 5.79 to 2.18 s as the average speed increases from 5 to 25 m/s in the 100-node scenario. Comparing the results in the earlier section, the routing delay is an order of magnitude smaller than the matching latency. Note that the packet delivery ratio used is 100% in all the scenarios.
E. Routing Delay Analysis
F. Impact of Location
Nodes can be static, e.g., Adstation in FleaNet. In this section, we show how a stationary node affects the average notification latency, i.e., the impact of its location. We can consider that since the average relative speed between two nodes is higher when both are moving, a mobile node has a higher chance of meeting more nodes than a stationary node, which results in faster query dissemination. The restricted mobility of the WM model worsens the situation for a stationary node, because nodes tend to stay longer in an area where roads are densely clustered together.
This can be better understood by modeling the travel of a vehicle through the urban grid as a Markov chain, where each state in the Markov chain represents a vehicle occupying a given road segment (see Fig. 10 ). The vehicle moves from one segment to another. The transition probability P ij from state R i to R j can be calculated from the mobility trace as follows. Given that, for a given period of time τ , we observe a total of γ nodes leaving segment R i , the transition probability P ij is defined as the fraction of nodes making the transition to segment R j . From this Markov chain, we can find the stationary distribution (or the spatial node distribution) π, where π i is the probability that a node is in road segment R i .
In reality, the length of a road segment can vary. Cars will traverse short segments faster than long segments, and thus, the "residence" time (or sojourn time) of each state depends on the length of a road segment. Unlike the preceding discrete-time Markov chain, the transition in this case is determined by both the current state and the length of time that a node has spent in the current state. This can be modeled using a semi-Markov process {Z(t) : t ≥ 0} describing the state at time t. Its embedded Markov chain is the same as the preceding Markov chain (see Fig. 10 ). The probability of being at state R i is proportional
, where π i is the stationary distribution calculated from the embedded Markov chain. In other words, the longer the length of a road segment, the higher the probability that a node is observed at that road segment. Thus, the occupancy distribution at state R i is given as
where E[T j ] denotes the mean time that a node spends at road segment j for all j.
For ease of illustration, we assume that each segment has the same number of forks and that the average length of a road segment is fixed (i.e., E[
Assuming that a vehicle at the end of a segment randomly chooses its direction among k forks, i.e., the current segment is connected to k different road segments, the transition probability from road segment i to j is simply P ij = 1/k. Then, the stationary probability that a vehicle stays in road segment R i is p i = 1/N , where N is the number of road segments. Now, the probability that a vehicle stays in an area with "m" segments is simply m/N . Without loss of generality, the thicker the concentration of segments in the area (e.g., historic downtown), the higher the probability that a vehicle stays in that area. Moreover, when the length of a road segment is not fixed (i.e., E[T i ] = E[T j ] for all i = j), this probability also depends on the total length of the road segments; thus, the longer the total distance, the higher the probability.
To clearly understand how the position of a stationary node affects the latency, we use a scenario based on the WM model, with 100 nodes moving at an average speed of 25 m/s without churning and with a static buyer. We perform 100 trials with random node placements, where one of the nodes is randomly chosen as a seller. Queries are broadcast within three-hop neighbors, and no proxy query advertiser is applied in the scenario. In Fig. 11 , the total latency distribution is presented in ascending order with the rank of the delay on the x-axis. The ith index of the x-axis represents a node with the ith largest latency. For example, the smallest latency (rank 1) is 55.4 s, whereas the largest latency (rank 100) is 755.9 s. As can be seen, the largest latency is 13.6 times higher than the smallest latency. Thus, the latency heavily depends on the location. By examining the location of the static node in each experiment, we found that the first 10% of the stationary nodes (Rank 1 to Rank 10) are located on the southwest side of the map, where the entrance to the highway is located. In fact, there is heavy traffic around the highway entrance and the loop to the highway in the scenario. Therefore, it is likely that the stationary node in the area has the highest probability of encounters with other nodes. On the other hand, the last 10% of the stationary nodes (Rank 91-Rank 100) are placed either at the border of the map or in the northwest area, where the roads are sparse.
G. Impact of Churning
To simulate a more realistic mobile environment, we measure the latency of stationary nodes in the presence of churning, where nodes move out of the network area (or out of the region of interest). When a node reaches the border area of the network (width of 100 m), we reset the node's buffer to probability p, with a higher probability representing a higher churning rate. We vary the reset probability p from 0 to 0.2, in increments of 0.05, to show the impact of churning. Fig. 12 shows the delay distribution using a box-and-whisker plot. As shown in the graph, the median value increases with the reset probability. The median increases from 165.34 to 319.79 s as the reset probability increases to 0.6. Similarly, the maximum delay with a 0.6 reset probability is about 196 s longer than that without churning. Manual examination of the results reveals that some stationary nodes located at the border area have a noticeable delay increment of 22.6%. In an earlier section, we showed that stationary nodes with high delay are placed either at the border of the map or in the northwest area, where roads are sparse. Nodes visit these sites less frequently than the other sites due to road layout. Moreover, those nodes traveling near the border area are more likely to suffer from churning. Thus, as churning increases, stationary nodes near the border area experience a much higher delay.
VII. CONCLUSION
In this paper, we have proposed a novel concept of a virtual marketplace called FleaNet. Using FleaNet, mobile and stationary users can carry out buy/sell transactions (or other activities for matching common interests) on a vehicular network. This concept is implemented through the FleaNet architecture, which defines the details of FleaNet components, such as FleaNet nodes (e.g., Adstations) and query formats. Query dissemination and resolution are carried out through a FleaNet protocol suite, which is scalable to thousands of nodes and nonintrusive with regard to other existing services. We have evaluated the proposed protocols by means of mathematical analyses and simulations. In particular, our simulation results showed that, in most cases, a random query could be resolved within a tolerable amount of time.
