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Some characterisations of Σ-pure-injective objects in compactly
generated triangulated categories.
Raphael Bennett-Tennenhaus.
Abstract
We provide various ways to characterise Σ-pure-injective objects in a compactly generated
triangulated category. These characterisations mimic analogous well-known results from the
model theory of modules. The proof of our main result involves two approaches. In the
first approach we adapt arguments from the module-theoretic setting. Here the one-sorted
language of modules over a fixed ring is replaced with a canonical multi-sorted language.
Throughout we use a restriction of the Yoneda embedding, which associates to each object
a corresponding multi-sorted structure. The second approach is to translate statements between
the domain and codomain of this restriction. In particular, to obtain results about Σ-pure-
injectives in triangulated categories, we use results about Σ-injective objects in locally coherent
Grothendieck categories. By combining the two approaches, we highlight a connection between
sorted pp-definable subgroups and annihilator subobjects of generators in the functor category.
1. Introduction.
The model theory of modules refers to the specification of model theory to the module-
theoretic setting. Fundamental work, such as that of Baur [1], placed focus on certain formulas
in the language of modules, known as pp formulas. In particular, module embeddings which
reflect solutions to pp formulas, so-called pure embeddings, became of particular interest. This
served as sufficient motivation to study modules which are pure-injective: that is, injective with
respect to the class of pure embeddings.
In famous work of Ziegler [16], a topological space was defined whose points are inde-
composable pure-injective modules. The introduction of what is now known as the Ziegler
spectrum proved to be a groudbreaking moment in this branch of model-theoretic algebra, and
interest in understanding pure-injectivity has since grown. Specifically, in work such as that
of Huisgen-Zimmerman [8], functional results appeared in which pure-injective and so-called
Σ-pure-injective modules were characterised. These characterisations are well documented, for
example, in a book of Jensen and Lenzing [10].
A frequently used tool in these characterisations is the relationship between a module and
its image in a certain functor category. To explicate, the functor is given by the tensor product,
restricted to the full subcategory of finitely presented modules. For example, a module is pure-
injective if and only if the corresponding tensor functor is injective. Subsequently one may
convert statements about pure-injective modules into statements about injective objects in
Grothendieck categories, and translate problems and solutions back and forth.
For example, Garcia and Dung [4] developed the understanding of Σ-injective objects
in Grothendieck categories by building on work of Harada [6], which generalised a famous
characterisation of Σ-injective modules going back to Faith [3]. These authors showed that, as
above, such developments helped simplify arguments about Σ-pure-injective modules and their
characterisations.
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In this article we attempt to provide, in a utilitarian manner, some analouges to the
previously mentioned characterisations. The differnce here is that, instead of working in a
category of modules, we work in a triangulated category which, in a particular sense, is
compactly generated. Never-the-less, the statements we prove and arguments used to prove
them are motivated directly from certain module-theoretic counterparts.
The notion of compactness we refer to comes from work of Neeman [14], where the
idea was generalised from algebraic topology. Krause [13] provided the definitions of pure
monomorphisms, pure-injective objects and the Ziegler spectrum of a compactly generated
triangulated category. Garkusha and Prest [5] subsequently introduced a multi-sorted language
for this setting, which mimics the role played by the language of modules. Furthermore these
authors gave a correspondence between the pp-formulas in this multi-sorted language and
coherent functors.
In Theorem 1.1 we use the following notation and assumptions.
– T is a compactly generated triangulated category and T has all small coproducts.
– T c is the full subcategory of compact objects of T and T c is skeletally small.
– Ab is the category of abelian groups.
– Mod-T c is the category of contravariant additive functors T c → Ab.
– G is a set of finitely presented generators of Mod-T c.
– Y : T →Mod-T c is the functor taking an object N to the restriction of T (−, N).
Recall that, by the Brown representability theorem, since the categories we are considering
have all small coproducts, they have all small products; see Remark 4.3.
Theorem 1.1. For an object M of T the following statements are equivalent.
(i) M is Σ-pure injective, that is, for any set I the coproduct M (I) is pure-injective.
(ii) The countable coproduct M (N) is pure-injective.
(iii) For any generator G ∈ G each ascending chain
⋂
θ∈K[1] ker(θ) ⊆
⋂
θ∈K[2] ker(θ) ⊆ . . . of
Y(M)-annihilator subobjects of G must stabilise.
(iv) For any set I the canonical morphism from M (I) to the product M I is a section.
(v) For any object X of T c each descending chain ϕ1(M) ⊇ ϕ2(M) ⊇ . . . of pp-definable
subgroups of M of sort X must eventually stabilise.
(vi) M is pure injective, and for any set I the object M I is isomorphic to a coproduct of
indecomposable pure-injective objects with local endomorphism rings.
The proof of Theorem 1.1 is at the end of the article. The equivalences of (i), (ii), (iii) and
(iv) in Theorem 1.1 follow by directly combining work of Garcia and Dung [4] and work of
Krause [13]. The equivalence of (v) and (vi) with the previous conditions is more involved.
For (v) we adapt ideas going back to Faith [3], whilst applying results due to Harada [6] and
Garcia and Dung [4]. For (vi) we adapt arguments of Huisgen-Zimmerman [8].
The article is organised as follows. In §2 we recall some prerequisite terminology from
multi-sorted model theory. In §3 we specify to compactly generated triangulated categories
by recalling the canonical multi-sorted language of Garkusha and Prest [5]. In §4 we build
up some results about products and coproducts in these categories which mimic ideas of
Huisgen-Zimmerman [8]. In §5 we highlight a connection between annihilator subobjects of
finitely generated functors and pp-definable subgroups, where the presentation of the functor
determines the sort of the subgroup. In §6 we begin combining the results developed in the
previous sections with results from Krause [13]. In §7 we complete the proof of Theorem 1.1.
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2. Multi-sorted languages, structures and homomorphisms.
There are various module-theoretic characterisations for the purity in terms of positive-
primitive formulas in the underlying one-sorted language of modules over a ring. Similarly,
purity in compactly generated triangulated categories may be discussed in terms of formulas
in a multi-sorted language. Although Definitions 2.1, 2.3, 2.5, 2.6 and 2.7 are well-known, we
recall them for completeness. We closely follow [2, §2, §7] consistency.
Definition 2.1. [2, Definition 34] For a non-empty set S an S-sorted predicate language
L is a tuple 〈pred
S
, funcS, arS, sortS〉 where:
(i) each s ∈ S is called a sort;
(ii) the symbol pred
S
denotes a non-empty set of sorted predicate symbols;
(iii) the symbol funcS denotes a set of sorted function symbols which is disjoint with predS;
(iv) the symbol arS denotes an arity function predS ⊔ funcS → N; and
(v) the symbol sortS denotes a sort function, taking any n-ary R ∈ predS (respectively
F ∈ funcS) to a sequence in S of length n (respectively n+ 1).
When n > 0 in condition (v) we often write sortS(R) = (s1, . . . , sn) (respectively sortS(F ) =
(s1, . . . , sn, s)). Note that functions F with arS(F ) = 0 have a sort.
For each sort s we introduce a countable set Vs of variables of sort s. The terms of L each
have their own sort, and are defined inductively by stipulating: any variable x of sort s will
be considered a term of sort s; and for any F ∈ funcS with sortS(F ) = (s1, . . . , sn, s) and for
any terms t1, . . . , tn of sort s1, . . . , sn respectively, F (t1, . . . , tn) is considered a term of sort s.
Note that constant symbols, given by functions F with arS(F ) = 0, are also terms.
The atomic formulas with which L is equipped are built from the equality t =s t
′ between
terms t, t′ of common sort s, together with the formulas R(t1, . . . , tn) where R ∈ predS,
sortS(R) = (s1, . . . , sn) and where each ti is a term of sort si. First-order formulas ϕ in L
are built from: the variables of each sort; the atomic formulas; binary connectives ∧, ∨, and
=⇒ ; negation ¬; and the quantifiers ∀ and ∃.
A positive-primitive or pp formula ϕ(x1, . . . , xn) with free variables xi has the form
∃wn+1, . . . , wm :
∧k
j=1 ψj(x1, . . . , xn, wn+1, . . . , wm)
where each ψj is an atomic formula (see, for example, [7, p.50]).
One may build a theory for a multi-sorted language L by specficying a set of axioms. For
our purposes these axioms are those charaterising objects and morphisms in a fixed category.
Example 2.2. [10, §6] Let A be a unital ring. We recall how the language LA of A-modules
may be considered as a predicate language in the sense of Definition 2.1. In this case there
is only one sort, which we ignore, and which uniquely determines the function sortA. Let
predA = {0}. Let funcA = {+} ∪ {a×− | a ∈ A} where + is binary and a×− is unary.
In Definition 2.3 the notion of a structure is recalled. For the language LA we have that this
notion, together with the appropriate axioms, recovers the properties defining A-modules.
Definition 2.3. [2, Definition 35] Fix a set S 6= ∅ and an S-sorted predicate language L.
An L-structure is a tuple M = 〈S(M), (R(M) | R ∈ pred
S
), (F (M) | F ∈ funcS)〉 such that:
(i) the symbol S(M) denotes a family of sets {s(M) | s ∈ S};
(ii) if sortS(R) = (s1, . . . , sn) then R(M) is a subset of s1(M)× · · · × sn(M); and
(iii) if sortS(F ) = (s1, . . . , sn, s) then F (M) : s1(M)× · · · × sn(M)→ s(M) is a function.
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Denoting the cardinality of any set X by |X |, let |L| = |pred
S
⊔ funcS| and, for M as above, let
|M| be the sum of the cardinalities |s(M)| as s runs through S.
The so-called one-sorted language from Example 2.2 is trivial in the sense that there is only
one possibility for the sort function. In this sense, Example 2.4 is a non-trivial example of the
multi-sorted languages we recalled in Definition 2.1.
Example 2.4. Here we recall an example of an {r, m}-sorted predicate language which is
in contrast to Example 2.2. The predicates in this language will be the unary symbols 0r and
1r of sort r and 0m of sort m. The functions in this language will be the ternary symbols +
and × where sortr,m(+) = (m, m, m) and sortr,m(×) = (r, m, m). After specifying the appropriate
axioms, structures AM are tuples (A,M) where A is a unital ring and M is an A-module.
In this way one interprets the symbols 0r and 1r as the additive and multiplicative identities
in A. Similarly the symbol 0m is interpreted as the additive identity in M . In Definition 2.5
the notion of a homomorphism between structures is recalled. In this sense, a homomorphism
(A,M)→ (B,N) is given by a pair (f, l) where f : A→ B is a homomorphism of rings and
l :M → N is a homomorphism of A-modules where the action of A on N is given by f .
Definition 2.5. [2, Definition 3] Fix a set S 6= ∅, an S-sorted predicate language L and
L-structures L and M. By an L-homomorphism h : L→ M we mean a family {hs | s ∈ S} of
functions hs : s(L)→ s(M) such that:
(i) if sortS(R) = (s1, . . . , sn) then R(M) = {(hs1(a1), . . . , hsn(an)) | (a1, . . . , an) ∈ R(L)};
(ii) and if sortS(F ) = (s1, . . . , sn, s) then for all (a1, . . . , an) ∈ s1(L)× · · · × sn(L) we have
hs(F (L)(a1, . . . , an)) = F (M)(hs1 (a1), . . . , hsn(an)).
Note that, in the notation of Definition 2.5, [2, Theorem 17] says that a collection of
functions hs : s(L)→ s(M) defines an L-homomorphism if and only if, whenever ϕ(x1, . . . , xn)
is an atomic formula with sortS(xi) = si, then for all (a1, . . . , an) ∈ s1(L)× · · · × sn(L), if
L |= ϕ(a1, . . . , an) then M |= ϕ(hs1(a1), . . . , hsn(an)).
Definition 2.6. [2, Definition 36] Fix a set S 6= ∅ and an S-sorted predicate language L.
By an L-embedding we mean an L-homomorphism h : L→ M such that:
(i) if ϕ(x1, . . . , xn) is an atomic formula with sortS(xi) = si, then for all (a1, . . . , an) ∈
s1(L)× · · · × sn(L), L |= ϕ(a1, . . . , an) if and only if M |= ϕ(hs1 (a1), . . . , hsn(an)).
By an L-pure embedding we mean an L-homomorphism h : L→ M such that:
(ii) if ϕ(x1, . . . , xn) is a pp formula with sortS(xi) = si, then for all (a1, . . . , an) ∈ s1(L)×
· · · × sn(L), if M |= ϕ(hs1 (a1), . . . , hsn(an)) then L |= ϕ(a1, . . . , an).
Note that L-pure embeddings are L-embeddings. Note also that the statement of Definition
2.5(ii) is the contrapositive of the definition in [7, p.50], so in this sense, over a ring A and in
the notation from Example 2.2, an injective A-module homomorphism is pure if and only if it
is an LA-pure embedding.
Definition 2.7. Fix a non-empty set S, an S-sorted predicate language L and L-structures
L and M. We say L is an L-substructure of M if s(L) ⊆ s(M) for each s ∈ S and, labelling these
inclusions is, the family {is | s ∈ S} defines an L-homomorphism i : L→ M. If, additionally,
i : L→ M is an L-pure embedding, we say L is an L-pure substructure of M.
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3. Purity in the canonical language of a compactly generated triangulated category.
We now specify the setting of multi-sorted model theory outlined in §2. Throughout the
sequel we consider a fixed compactly generated triangulated category; see Assumption 3.3.
Before recalling their definition (Definition 3.2) we fix some notation.
Notation 3.1. Let A be an additive category. Denote the hom-sets A(X,Y ) and the
identity maps 1X . For any set I and any collection B = {Bi | i ∈ I} of objects in A, if the
categorical product
∏
iBi exists in A, we write pj,B :
∏
iBi → Bj for the natural morphisms
equipping it, in which case the universal property gives unique morphisms vj,B : Bj →
∏
iBi
such that pj,Bvj,B is the identity 1j on Bj for each j. Similarly uj,B : Bj →
⊕
iBi will denote
the morphisms equipping the coproduct
⊕
iBi if it exists, in which case there exist unique
morphisms qj,B :
⊕
iBi → Bj such that qj,Buj,B = 1j for each j.
Fix an object A in A and consider the covariant functor A(A,−). Note that both the product
and coproduct of the collectionA(A,B) = {A(A,Bi) | i ∈ I} exist in the categoryAb of abelian
groups. We identify
⊕
i∈I A(A,Bi) with the subgroup of
∏
i∈I A(A,Bi) consisting of tuples
(gi | i ∈ I) such that gi = 0 for all but finitely many i ∈ I.
Consequently, if
∏
iBi exists in A then map λA,B : A(A,
∏
iBi)→
∏
iA(A,Bi) from the
universal property is given by f 7→ (pi,Bf | i ∈ I) for each f ∈ A(A,
∏
iBi). Similarly if
⊕
iBi
exists in A then map γA,B :
⊕
iA(A,Bi)→ A(A,
⊕
iBi) from the universal property is given
by γA,B(gi | i ∈ I) =
∑
i ui,Bgi. In general each of the morphisms λA,B are isomorphisms.
Definition 3.2. [14, Definition 1.1] Let T be a triangulated category with suspension
functor Σ, and assume all small coproducts exist in T . An object X of T is said to be compact
if, for any set I and collection M = {Mi | i ∈ I} of objects in T , the morphism γX,M is an
isomorphism. Let T c be the full triangulated subcategory of T consisting of compact objects.
Given a set G of compact objects in T , we say that T is compactly generated by G if there
are no non-zero objects M in T satisfying T (X,M) = 0 for all X ∈ G (or, said another way,
any non-zero object M gives rise to a non-zero morphism X →M for some X ∈ G).
If T is compactly generated by G we call G a generating set provided ΣX ∈ G for all X ∈ G.
Assumption 3.3. In the remainder of §2 fix a triangulated category T with suspension
functor Σ, and we assume that T has all small coproducts, that T is compactly generated by
a generating set G, and that T c is skeletally small.
Definition 3.4 and Remark 3.6 closley follow [5, §3], in which a multi-sorted language is
associated to the category T .
Definition 3.4. In what follows let S denote a fixed set of objects in T c given by choosing
exactly one representative of each isomorphism class. Such a set S exists because we are
assuming that T c is skeletally small.
[5, §3] The canonical language LT of T is given by a S-sorted predicate language
〈predS , funcS , arS , sortS〉, defined as follows. The set predS consists of a symbol 0G with
sortS(0G) = G for each G ∈ S. The set funcS consists of: a ternary symbol +G with
sortS(+G) = (G,G,G) for each G ∈ S; and a unary operation − ◦ a with sortS(− ◦ a) = (H,G)
for each morphism a : G→ H with G,H ∈ S. Variables of sort G ∈ S will be denoted vG.
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Notation 3.5. Suppose A is any additive category. We write A-Mod (respectively
Mod-A) for the category of additive covariant (respectively contravariant) functors A → Ab
where Ab is the category of abelian groups.
For any object M of T we let T (−,M)| denote the object of Mod-T c defined by restriction
of the object T (−,M) of Mod-T to T c. We write Y : Mod-T c → Ab to denote the restricted
Yoneda functor. That is, Y takes an object M to Y(M) = T (−,M)|, and takes a morphism
h : L→M to the natural transformation Y(h) : T (−, L)| → T (−,M)| given by defining, for
each compact object X , the map Y(h)X : T (X,L)→ T (X,M) by g 7→ hg.
Remark 3.6. [5, §3] Consider the theory given from the set of axioms expressing the
positive atomic diagram of the objects in T c, including the specification that all functions are
additive. In this way the category of models for the above theory is equivalent to the category
Mod-T c. The objects M of T are regarded as structures M for this language via Y.
That is, in the notation of Definition 2.3, we let G(M) = T (G,M), we interpret the predicate
symbol 0G as the identitly element of G(M), we interpret +G as the additive group operation
on G(M), and we interpret − ◦ a as the map G(M)→ H(M) given by f 7→ fa.
Lemma 3.7. Let L and M be objects in T with corresponding LT -structures L and M.
Then the choice of S made in Definition 3.4 defines a bijection between LT -homomorphisms
L→ M and morphisms Y(L)→ Y(M) (that is, natural transformations) in Mod-T c.
Proof. Any object X of T c lies in the same isoclass as some unique c(X) ∈ S, in which case
we choose an isomorphism φX : c(X)→ X . In this way, any object N defines an isomorphism
− ◦ φX,N : T (X,N)→ T (c(X), N) by precomposition with φX . Recall that here the LT -
structure N is defined by setting G(N) = T (G,N) for each sort G ∈ S. In case X ∈ S we
assume, without loss of generality, that φX = 1X .
Define the required bijection as follows. Fix an LT -homomorphism h : L→ M. For any
object X of T c define the function H(h)X : T (X,L)→ T (X,M) by l 7→ (hc(X)(lφX))φ
−1
X .
Converlsey, fixing a natural transformation H : Y(L)→ Y(M), let h(H)G = HG for each
G ∈ S. It suffices to explain why these assignments swap between LT -homomorphisms and
morphisms in Mod-T c. To do so, we explain why the compatability conditions which define
these morphisms are in correspondence.
To this end, note firstly that the preservation of (the predicate symbol 0G and the function
symbols +G) is equivalent to saying that each function HX is a homomorphism of abelian
groups. Letting b : X → Y be a morphism in T c and a = φ−1Y bφX , for any object N of T the
sorted function symbol − ◦ a is interpreted in N by the equation (− ◦ a)(N) = − ◦ (φ−1N,Y )bφN,X .
Thus, by construction, saying that the function symbols − ◦ a are preserved is equivalent to
saying that the collection of HX (for X compact) defines a natural transformation.
In what follows we discuss the notion of purity in the context of triangulated categories.
Definition 3.8. [13, Definition 1.1] A morphism h : L→M in T is called a pure
monomorphism if Y(h)X : T (X,L)→ T (X,M) is injective for each object X of T c.
Now we may begin to build results which mimic well-known ideas from the model theory
of modules. To consistently compare and contrast our work with the module-theoretic setting,
we use the book of Jensen and Lenzing [10]. In this spirit, Lemma 3.9 is analogous to [10,
Theorem 6.4(i,ii)], and Lemma 3.10 is analogous to [10, Proposition 6.6].
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Lemma 3.9. A morphism h : L→M in T is a pure monomorphism if and only if the image
h : L→ M of Y(h) under the bijection from Lemma 3.7 is an LT -pure embedding.
Proof. By [5, Proposition 3.1] any pp-formula ϕ(vG) is equivalent to a divisibility formula
∃uH : vG = uHa where a : G→ H is morphism and G,H ∈ S. By Definition 2.6, h is an LT -
pure embedding if and only if, for any morphism a : G→ H with G,H ∈ S and any pair
(f, g) ∈ G(L)×H(L), if hg = hfa then g = fa. Since any compact object is isomorphic to an
object in S, this is equivalent to the condition which says that, for each compact object X , the
morphism T (X,L)→ T (X,M) given by g 7→ hg is injective.
Lemma 3.10. Let G ∈ S and let ϕ(vG) be a pp-formula in one free variable of sort G. If
h : L→M is a pure monomorphism in T then ϕ(L) = {g ∈ T (G,L) | hg ∈ ϕ(M)}.
Proof. The claim follows from Lemma 3.9, together with the definition of an LT -pure
embedding, which states that solutions to the negation of a pp-formula are preserved.
4. Products, coproducts, coherent functors and pp-formulas.
Recall, from Definition 2.1, that pp-formulas in LT are those lying in the closure of the set
of equations under conjunction and existential quantification.
Definition 4.1. [5, §2] Given G ∈ S and an object M of T with LT -structure M, a pp-
definable subgroup of M of sort G is the set ϕ(M) = {f ∈ G(M) | M |= ϕ(f)} of solutions (in
M) to some pp-formula ϕ(vG) in one free variable of sort G ∈ S.
For any morphism b : X → Y in T c and any object M in T recall the map T (b,M) :
T (Y,M)→ T (X,M) is defined by precomposition with b. In this case we let
Mb = im(T (b,M)) = {fb ∈ T (X,M) | f ∈ T (Y,M)}
If G,H ∈ S and φX : G→ X and φY : H → Y are isomorphisms in T (as in the proof of
Lemma 3.7), then fb 7→ fφ−1Y bφX defines a isomorphism Mb→ ϕ(M) in Ab where ϕ(vG) is
the pp-formula ∃uH : vG = uHa where a = φ
−1
Y bφX .
We continue, slightly abusing terminology, by reffering to any set of the form Mb (for some
b ∈ T (X,Y )) as a pp-definable subgroup of M of sort X .
Recall that a covariant functor F : T → Ab is said to be coherent provided there is an exact
sequence in T -Mod of the form
T (A,−)→ T (B,−)→ F → 0
Remark 4.2. If t :M → N and a : G→ H are morphisms in T with G,H ∈ S, then tv ∈
Na for any v ∈Ma. Hence, for the pp-formula ∃uH : vG = uHa in LT , the assignment of
objects M 7→ ϕ(M) from defines a functor ϕ : T → Ab. Furthermore, by [5, Lemma 4.3] these
functors are coherent, and any such coherent functor arises this way.
We now recall that the categories we are considering must have all small products.
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Remark 4.3. As a result of Assumption 3.3, by the Brown representability theorem we
have that T has all small products. See [12, Lemma 1.5] for details.
Lemma 4.4 is analogous to [10, Proposition 6.7(i,ii)]. Recall the notation from Notation 3.1.
Lemma 4.4. Let G ∈ S and let ϕ(vG) be a pp-formula in one free variable of sort G. For
any set I and any collection M = {Mi | i ∈ I} of objects in T the restrictions of γG,M and λG,M
define isomorphisms
⊕
i ϕ(Mi)→ ϕ(
⊕
iMi) and ϕ(
∏
iMi)→
∏
i ϕ(Mi).
Proof. By the existence of small products and coproducts in T and the functorality of ϕ, the
universal properties give morphisms δ :
⊕
i ϕ(Mi)→ ϕ(
⊕
iMi) and µ : ϕ(
∏
iMi)→
∏
i ϕ(Mi).
By [5, Lemma 4.3] the functor ϕ is coherent, so by the equivalence of statements (1) and (3)
from [13, Theorem A] the morphisms δ and µ are isomorphisms. It is straightforward to check
that δ and µ are the restrictions of γG,M and λG,M respectively.
We now adapt some technical results from work of Huisgen-Zimmerman [8], in which a (now
well-known) charaterisation of Σ-pure-injective modules was given. Our adaptations, namely
Lemmas 4.6 and 7.7, are used in the sequel. Recall Notation 3.1.
Corollary 4.5. Fix collections M = {Mi | i ∈ N} and L = {Lj | j ∈ J} of objects in T
and let M =
∏
iMi and L =
⊕
j Lj . Suppose that M = L, and let a : G→ H be a morphism
in T with G,H ∈ S, and let ϕ(vG) = (∃uH : vG = uHa). Then there is an isomorphism
κ〈ϕ〉 :
∏
i∈N ϕ(Mi)→
⊕
j∈J ϕ(Lj), (fi | i ∈ N) 7→ (qj,Lf | j ∈ J)
where f : G→
∏
iMi is given by the universal property, and whose inverse is
κ−1〈ϕ〉 :
⊕
j∈J ϕ(Lj)→
∏
i∈N ϕ(Mi), (gj | j ∈ J) 7→ (
∑
j∈J pi,Muj,Lgj | i ∈ N).
Proof. By Lemma 4.4 the restriction of γG,L and λG,M define isomorphisms δ :
⊕
i ϕ(Mi)→
ϕ(
⊕
iMi) and µ : ϕ(
∏
iMi)→
∏
i ϕ(Mi). It is straightforward to show that the map κ〈ϕ〉, as
written in the statement of the claim, is just δ−1µ−1.
The proof of Lemma 4.6 follows the proof of the cited result of Huisgen-Zimmerman, who
used the language of so-called p-functors, which commute with small products and coproducts.
Lemma 4.6. [8, Lemma 4] Suppose
∏
i∈NMi =
⊕
j∈J Lj in the notation from Corollary 4.5.
Let ϕ1(M) ⊇ ϕ2(M) ⊇ . . . be a descending chain of pp-definable subgroups of M of some sort
G ∈ S. For each n ∈ N let Ψ(n) = {ϕn(Lj) | j ∈ J}, Π(n) = {
∏
i<n ϕn(Mi),
∏
i≥n ϕn(Mi)} and
for each j ∈ J consider the morphisms ρn,j = qj,Ψ(n)κ〈ϕn〉u≥,Π(n), given by the composition
∏
i≥n ϕn(Mi)
u≥,Π(n)
//
∏
i∈N ϕn(Mi)
κ〈ϕn〉
//
⊕
j∈J ϕn(Lj)
qj,Ψ(n)
// ϕn(Lj)
Then there exists r ∈ N and J ′ ⊆ J finite whereim(ρr,j) ⊆ ϕn(Lj) for all n ≥ r and j /∈ J ′.
Proof. Without loss of generality we assume, for each n ∈ N, that u≥,Π(n) is (the inclu-
sion) given by sending (θn+i | i ∈ N) = (θn, θn+1, . . . ) (where θi ∈ ϕn(Mi)) to the sequence
(0, . . . , 0, θn, θn+1, . . . ), the initial n terms of which are 0. Similarly, we can assume qj,Ψ(n) is
the restriction of qj,T (G,L) for each j and each n.
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Assume for a contradiction that for any r ∈ N and any finite subset J ′ of J , there exists n ∈ N
with n ≥ r and there exists j ∈ J \ J ′ such that im(ρr,j) 6⊆ ϕn(Lj). We may inductively define:
a strictly increasing sequence (rt | t ∈ N) of positive integers; a sequence (jt | t ∈ N) of pairwise
distinct elements in J ; and, for each t ∈ N, an element (θtrt , θ
t
rt+1, . . . ) ∈
∏
i≥rt
ϕrt(Mi) whose
image under ρrt,jt lies outside ϕrt+1(Lj). For the moment fix t ∈ N. By our initial assumptions,
we have that
u≥,Π(rt)(θ
t
rt
, θtrt+1, . . . ) = (0, . . . , 0, θ
t
rt
, θtrt+1, θ
t
rt+2, . . . ) ∈
∏
i∈N ϕrt(Mi).
The universal property of the product gives unique morphism θt : G→
∏
i∈NMi such that
pi,Mθ
t = θti for each i ∈ N, where we set θ
t
i = 0 when i < rt. Define σ
t by
σt = κ〈ϕrt〉(u≥,Π(rt)(θ
t
rt
, θtrt+1, . . . )) ∈
⊕
j∈J ϕrt(Lj) ⊆
⊕
j∈J T (G,Lj),
and so σt = (qj,Lθ
t | j ∈ J) by Corollary 4.5. Since the right-most coproduct is taken in Ab
we have some distinct jt(1), . . . , jt(dt) ∈ J for which σt =
∑dt
h=1 σ
t
h where we let
σth = ujt(h),T (G,L)(qjt(h),T (G,L)(σ
t)).
For each h let κ−1〈ϕrt〉(σ
t
h) = (θ
t
0,h, θ
t
1,h, . . . ). This means
∑dt
h=1 θ
t
i,h = θ
t
i for each i ∈ N, and
so without loss of generality we may assume that jt = jt(h) for some h and that θ
t
i,k = 0 when
i < rt. Now define ω
t = (ωt0, ω
t
1, . . . ) by
ωt = κ−1〈ϕrt〉(ujt,T (G,L)(qjt,T (G,L)(σ
t))) ∈
∏
i∈N ϕrt(Mi),
and so ωti = 0 whenever i < rt. Now let t vary. Since (rt | t ∈ N) is strictly increasing, for each
i ∈ N we have ωti = 0 for all but finitely many t. Let ω = (
∑
t∈N ω
t
0,
∑
t∈N ω
t
1, . . . ), considered
as an element of
∏
i∈N T (G,Mi). Fix l ∈ N. Altogether we have
qjl,T (G,L)(γ
−1
G,L(λ
−1
G,M(ω))) =
∑
t≥l qjl,Ψ(rt)(τ
t) = ρrl,jl(θ
l
rl
, . . . ) +
∑
t>l ρrt,jt(θ
t
rt
, . . . ).
Let χ = γ−1G,L(λ
−1
G,M(ω)). Since ρrl,jl(θ
t
rl
, θtrl+1, . . . ) /∈ ϕrl+1(Ljl) and ρrt,jt(θ
t
rt
, θtrt+1, . . . ) ∈
ϕrl+1(Ljt) for all t > l, the above shows qjl,T (G,L)(χ) 6= 0. We now have the contradiction
that there is some χ ∈
⊕
j T (G,Lj) with qj,T (G,L)(χ) 6= 0 for infinitely many j ∈ J .
5. Annihilator subobjects and pp-definable subgroups.
Recall that, in a category with all small coproducts, a set {Gα | α ∈ Ω} of objects is called a
set of generators provided, for each object Q, there is an epimorphism
⊕
α Gα → Q. In case Ω is
a singleton we say the category has a generator. Recall an additive category A is Grothendieck
provided: A is abelian; A has all small coproducts; A has a generator; and the direct limit of
any short exact sequence in A is again exact.
Remark 5.1. Let A be a Grothendieck category. Recall that an object Q of A is finitely
presented provided the functor A(Q,−) : A → Ab commutes with direct limits. Recall that
an object S of A is finitely generated provided there is an exact sequence R → Q→ 0 in A.
The categories considered in work of Garcia and Dung [4] and Harada [6] were Grothendieck
categories with a set of finitely generated generators.
Following Krause [11], a category A is said to locally coherent provided: A is a Grothendieck
category; A has a set {Gα | α ∈ Ω} of generators such that each Gα is finitely presented; and the
full subcategory of A consisting of finitely presented objects is abelian. As noted at the top of
[5, p.3] the category Mod-T c is locally coherent. Thus, we may specify various definitions and
results from [4] and [6] to the category Mod-T c. This is done in Definition 5.2 and Lemmas
5.3 and 5.4.
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We now recall a notion introduced by Harada.
Definition 5.2. [6, §1] Let A be a Grothendieck category with a set {Gα | α ∈ Ω} of
finitely generated generators. Let Q and R be objects in A. A subobject P of Q is said to be
an R-annihilator subobject of Q provided P =
⋂
ker(θ) where the intersection runs over all θ
from some subset K of A(Q,R).
Lemma 5.3 focuses on a particular context of the specification of Definition 5.2 to the locally
coherent category Mod-T c, and was written only to simplify the proof of Lemma 5.4.
Lemma 5.3. Let M and X be objects in T and T c respectively, and let pi : T (−, X)→ Q
be an epimorphism in Mod-T c. For each objectW of T c and any Y(M)-annihilator subobject
of Q, say of the form P =
⋂
θ∈K ker(θ), we have
P(W ) = {piW (g) | g ∈ T (W,X) and θX(piX(1X))g = 0 for all θ ∈ K}.
Proof. It suffices to assume K 6= ∅, and we fix θ ∈ K. The morphisms pi and θ of Mod-T c
are, by definition, given by homomorphisms piU : T (U,X)→ Q(U) and θU : Q(U)→ T (U,M)
such that the following diagram commutes for any morphism f : U → V in T c.
T (V,X)
T (f,X)

piV
// Q(V )
Q(f)

θV
// T (V,M)
T (f,M)

T (U,X)
piU
// Q(U)
θU
// T (U,M)
Now, for the compact object W , let z ∈ Q(W ). In what follows we use the commutativity of
the above diagram in different cases. Since piW is onto, z = piW (g) for some g ∈ T (W,X).
Take the case f = g, so that U =W and V = X . By evaluating the commutativity of the
left hand square at the identity 1X on X , we have that piW (g) = Q(g)(piX(1X)). Together with
the commutativity of the left hand square, this shows θW (z) = θX(piX(1X))g. Hence, whenever
z = piW (g), we have z ∈ ker(θW ) if and only if θX(piX(1X))g = 0. So far we have shown ker(θW )
is the set of elements of the form piW (g) such that g :W → X satisfies θX(piX(1X))g = 0.
Now suppose θ, θ′ ∈ K and z ∈ ker(θW ) ∩ ker(θ′W ). By the above we have piW (g) = z =
piW (g
′) where g, g′ ∈ T (W,X) satisfy θX(piX(1X))g = 0 and θ′X(piX(1X))g
′ = 0. Take the case
f = g − g′. The commutativity of the outer rectangle shows that
θX(piX(1X))g
′ = θX(piX(1X))(g
′ − g) = θW (piW (g
′ − g)) = 0.
We now have that P(W ) is contained in the right had side of the required equality. The reverse
inclusion is straightforward.
Lemma 5.4 is based on a proof of a given by Huisgen-Zimmerman [9, Corollary 7] of a well-
known characterisation of Σ-injective modules due to Faith [3, Proposition 3]. We use Lemma
5.4 to simplify the proof of Lemma 6.6, a key result employed in the sequel.
Lemma 5.4. Let M and X be objects in T and T c respectively, and let T (−, X)→
Q→ 0 be an exact sequence in Mod-T c. Any strictly ascending chain of (Y(M)-annihilator
subobjects of Q) gives a strictly descending chain of (pp-definable subgroups of M of sort X).
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Proof. Suppose P1 ( P2 ( . . . is a strictly ascending chain of Y(M)-annihilator subobjects
of Q, say where, for each integer n > 0, we have Pn =
⋂
θ∈K[n] ker(θ) for some subset K[n] of
morphisms θ : Q→ Y(M) in Mod-T c.
We assume K[1] ) K[2] ) . . . without loss of generality. For each n there is an objectWn of T c
for which Pn(Wn) ( Pn+1(Wn), and we choose hn ∈ Pn+1(Wn) \ Pn(Wn). Let pi : T (X,−)→ Q
be the epimorphism in Mod-T c giving the exact sequence T (−, X)→ Q → 0.
Since piWn is onto and hn ∈ Q(Wn) we have hn = piWn(gn) for some morphism gn :Wn → X
in T c. By Lemma 5.3, since hn ∈ Pn+1(Wn) we have that θX(piX(1X))gn = 0 for all θ ∈ K[n+
1]. Similarly, since hn /∈ Pn(Wn) there exists τ(n) ∈ K[n] such that τ(n)X(piX(1X))gn 6= 0.
We now follow the proof of [5, Proposition 3.1]. Using the axioms of triangulated categories
there exists a morphism bn : X → Yn which completes gn :Wn → X to a triangle
Wn
gn
// X
bn
// Yn // ΣWn
Applying the covaraint functor T (Wn,−) : T → Ab to this triangle yields an exact sequence of
abelian groups, and so bn is a pseudocokernel of gn in T c. That is, for any morphism t : X → Z
in T c with tgn = 0, there exists a morphism s : Yn → Z for which t = sbn.
Let τn = τ(n)X (piX(1X)) for each n. Combining what we have so far, for each n we have
τ(n+ 1) ∈ K[n+ 1], so τn+1gn = 0, and so τn+1 = snbn for some morphism sn : Yn →M , and
so τn+1 ∈Mbn. On the other hand, if τn+1 ∈Mbn+1 then τn+1gn+1 = 0 which contradicts that
τ(n+ 1)X(piX(1X))gn+1 6= 0, and so τn+1 /∈Mbn+1. This gives a strict descending chain
Mb1 )Mb1 ∩Mb2 )Mb1 ∩Mb2 ∩Mb3 ) · · · )
⋂d
i=1Mbi ) . . .
A direct application of [5, Proposition 3.1] shows that each finite intersection
⋂d
i=1Mbi has
the form Mad for some morphism ad : X → Zd in T c, and so the chain above is, as required,
a strictly descending chain of pp-definable subgroups of M of sort X .
Definition 5.5. [6, §1] Let A be a Grothendieck category with a set of finitely generated
generators. Fix an object M of A. We say that M is Σ-injective if, for any set I, the coproduct
M(I) =
⊕
i∈I M is injective. We say that M is fp-injective if, whenever 0→ P→ R→ Q→ 0
is an exact sequence in A where Q is finitely presented, any morphism P→M extends to a
morphism R→M; see for example [4, §1].
For the proof of Corollary 5.8 we recall two results: Proposition 5.6, due to Garcia and Dung,
characterises Σ-injectivity in the fp-injective setting; and Lemma 5.7, due to Krause, shows
that it is sufficient to consider the fp-injective setting.
Proposition 5.6. [4, Proposition 1.3] Let M be an fp-injecitve object in a Grothendieck
category A which has a set G of finitely presented generators G. Then M is Σ-injective if and
only if, for each G ∈ G, every ascending chain of M-annihilator subobjects of G must stabilise.
Lemma 5.7. [12, Lemma 1.6] For anyM in T the object Y(M) of Mod-T c is fp-injective.
Corollary 5.8. Let M be an object in T . Suppose, for any compact object X of T ,
that every descending chainMa1 ⊇Ma2 ⊇ . . . of pp-definable subgroups ofM of sort X must
stabilise. Then the image Y(M) of M in Mod-T c is Σ-injective.
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Proof. We prove the contrapositive, so we assume Y(M) is not Σ-injective. Recall, from
Remark 5.1, that Mod-T c is locally coherent, and so it is a Grothendieck category with a set G
of finitely presented generators. Note M = Y(M) is fp-injective by Lemma 5.7, and combining
our initial assumption with Proposition 5.6 shows that, for some G ∈ G, there exists a strictly
ascending chain ofM-annihilator subobjects of G. Since G is finitely presented, there is an exact
sequence of the form T (−, Y )→ T (−, X)→ G→ 0 in Mod-T c where X and Y lie in T c. By
Lemma 5.4 the aforementioned ascending chain strict ascending chain gives rise to a strictly
descending chain of pp-definable subgroups of M of sort X .
6. Σ-pure-injective objects and canonical morphisms.
Definition 6.1. Recall Notation 3.1. Let I be a set and let M be an object of T . By
the universal properties of the product and coproduct of the collection M = {M | i ∈ I}, there
exists a unique summation morphism σI,M :
⊕
iM →M and a unique canonical morphism
ιI,M :
⊕
iM →
∏
iM for which σI,Mui,M = 1M and ιI,Mui,M = vi,M for each i.
Proposition 6.2. LetM be an object of T and let I be a set. Then the canonical morphism
ιI,M is a pure monomorphism.
Proof. Let X be any compact object in T . In general: the morphism λX,M is an isomor-
phism; the canonical morphism ιI,T (X,M) is injective; and λX,MT (X, ιI,M)γX,M = ιI,T (X,M).
Since X is compact the morphism γX,M is an isomorphism. This shows T (X, ιI,M) is injective
if X is compact, and so ιI,M is a pure monomorphism.
Definition 6.3. [12, Definition 1.1] An objectM of T is called pure-injective if each pure
monomorphism M → N is a section, and M is called Σ-pure-injective if, for any set I, the
coproduct
⊕
i∈IM =M
(I) is pure-injective.
At this point it is worth recalling some characterisations of purity due to Krause. Theorem
6.4 is analogous to [10, Theorem 7.1 (ii,v,vi)].
Theorem 6.4. [13, Theorem 1.8, (1,3,5)] Let M be an object of T . Then the following
statements are equivalent.
(i) M is pure-injective.
(ii) The image Y(M) of M is an injective object of Mod-T .
(iii) For any set I the morphism σI,M factors through the morphism ιI,M.
Proposition 6.5 is analogous to the equivalence of (i) and (ii) in [10, Theorem 8.1].
Proposition 6.5. Let M be an object of T . Then M is Σ-pure-injective if and only if, for
each set I, the canonical morphism ιI,M is a section.
Proof. Assume thatM is Σ-pure-injective and that I is a set. By assumiption the domain of
ιI,M is pure-injective. Since ιI,M is a pure monomorphism, this means it is a section. Supposing
conversley that ιI,M is a section for each set I, it remains to show that M is Σ-pure-injective.
Choose a set T and let N =
⊕
t∈T M . It suffices to prove N is pure-injective.
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Let S be any set and consider the collection N = {N | s ∈ S}. By Theorem 6.4 it suffices
to find a map θS,N :
∏
sN → N such that σS,N = θS,NιS,N. Let M = {M | t ∈ T }. For each
(s, t) ∈ S × T the morphisms us,Nut,M satisfy the universal property of the coproduct
⊕
s,tM ,
and so we assume us,t,M = us,Nut,M without loss of generality.
Consider the morphisms ϕs,t,M = qt,Mps,N for each (s, t) ∈ S × T . Since us,t,M = us,Nut,M
we have qs,t,M = qt,Mqs,N by uniqueness. Consequently ϕs,t,Mvs,Nqs,Nus,t,M is the identity on
M . By the universal property of the product, there is a morphism ω :
∏
sN →
∏
s,tM such
that ps,t,Mω = ϕs,t,M for each (s, t). It suffices to let θS,N = σS,NpiS×T,Mω. By the uniqueness
of the involved morphisms, it is straightforward to see that σS,N = θS,NιS,N.
Lemma 6.6 is analogous to [10, Theorem 8.1(ii,iii)].
Lemma 6.6. Let G ∈ S and letM be a Σ-pure-injective object in T . Then every descending
chain of pp-definable subgroups of M of sort G stabilises.
Proof. For a contradiction we assume the existence of a strictly descending chain Ma0 )
Ma1 )Ma2 ) . . . of (pp-definable subgroups of M of sort G) for some G ∈ S. Hence there
is a collection of compact objects Hn ∈ S such that an ∈ T (G,Hn) for each n ∈ N. By our
assumption we may choose elements fn ∈ T (Hn,M) such that fnan /∈Man+1.
By Proposition 6.5 the canonical morphism ιN,M :
⊕
N
M →
∏
N
M is a section, and so there
is some morphism piN,M :
∏
N
M →
⊕
N
M such that piN,MιN,M is the identity on
⊕
N
M . Let
〈fa〉 = (fnan | n ∈ N), considered as an element of
∏
n∈N T (G,M). Fix n ∈ N and let ϕn(vG) be
the formula ∃uHn : vG = uHnan. Let M = {M | n ∈ N}. Recall λG,M is always an isomorphism,
and since G is compact, γG,M is an isomorphism. Define the map ω by
ω = (γG,M)
−1T (G, piN,M)(λG,M)−1 :
∏
n∈N T (G,M)→
⊕
n∈N T (G,M).
Let ω(〈fa〉) = (wn | n ∈ N). The contradiction we will find is that wl 6= 0 for all l ∈ N, which
contradicts that ω has codomain
⊕
n∈N T (G,M). Fix l ∈ N. Define 〈fa〉≤l and 〈fa〉>l by
〈fa〉≤l = (f0a0, . . . , flal, 0, 0, . . . ) and 〈fa〉>l = (0, . . . , 0, fl+1al+1, fl+2al+2, . . . ),
where the first l entries of 〈fa〉>l are 0. Note that 〈fa〉≤l ∈
⊕
n∈N T (G,M). Furthermore, since
the chain Ma0 ⊇Ma1 ⊇Ma2 ⊇ · · · is descending, we have fnan ∈ ϕl(M) for all n > l and so
fa>l ∈
∏
n∈N ϕl+1(M).
By Lemma 3.10(ii), the restrictions of (λG,M)
−1 and (γG,M)
−1 respectively define isomor-
phisms
∏
n∈N ϕl+1(M)→ ϕl+1(
∏
n∈NM) and ϕl+1(
⊕
n∈NM)→
⊕
n∈N ϕl+1(M). Similarly
T (G, piN,M) restricts to define a morphism ϕl+1(
∏
n∈NM)→ ϕl+1(
⊕
n∈NM). Altogether we
have that ω restricts to a morphism
∏
n∈N ϕl+1(M)→
⊕
n∈N ϕl+1(M).
Let ω(〈fa〉>l) = (zn | n ∈ N), and so zn ∈ ϕl+1(M) for all n. Recall it suffices to show wl 6= 0
where ω(fa) = (wn | n ∈ N). From the above we have
(w0, . . . , wl, wl+1, . . . ) = ω(〈fa〉) = ω(〈fa〉≤l + 〈fa〉>l) = 〈fa〉≤l + ω(〈fa〉>l)
= (f0a0 + z0, . . . , flal + zl, fl+1al+1 + zl+1, . . . ),
and so wl 6= 0 as otherwise ϕl+1(M) ∋ −zl = flal /∈ ϕl+1(M).
We now recall a result of Krause which is used heavily in the sequel.
Corollary 6.7. [12, Corollary 1.10] The restricted Yoneda functor Y induces an
equivalence between the full subcategory of pure-injective objects in T and the full subcategory
of injective objects in Mod-T c.
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Note that, since Y is additive, by Corollary 6.7 a pure-injective objectM is indecomposable
if and only if Y(M) is an indecomposable (injective) object.
Remark 6.8. Fix a collection M = {Mi | i ∈ I} of objects in T . Since small coproducts
exist in T (by Assumption 3.3) and Ab, the morphisms γX,M combine to define a natural
transformation
⊕
i T (−,Mi)→ T (−,
⊕
iMi). By Definition 3.2 this transformation is in fact
an isomorphism
⊕
iY(Mi) ≃ Y(
⊕
iMi) in Mod-T
c, and so Y preserves small coproducts.
Corollary 6.9. The restricted Yoneda functor Y induces an equivalence between the full
subcategory of Σ-pure-injectives in T and the full subcategory of Σ-injectives in Mod-T c.
Proof. By definition, an object M of T is Σ-pure-injective if and only if, for every set I,
the coproduct M (I) is pure-injective. By Corollary 6.7 and Remark 6.8, given any set I, M (I)
is pure-injective if and only if Y(M (I)) ≃ (Y(M))(I) is injective. This shows that Y induces
an functor from the full subcategory of Σ-pure-injectives in T and the full subcategory of Σ-
injectives in Mod-T c. To see that this functor is full, faithful and dense, one uses Corollary 6.7
together with the fact that any Σ-pure-injective object of T is pure-injective.
Corollary 6.10 is analogous to [10, Corollary 8.2(i,ii)].
Corollary 6.10. Let G ∈ S and let M be a Σ-pure-injective object of T .
(i) For any set I, the objects M (I) and M I are Σ-pure-injective.
(ii) If h : L→M is a pure monomorphism in T then L is Σ-pure-injective and h is a section.
Proof. It is worth noting that we now have the equivalence of (i) and (v) of Theorem 1.1.
That is, by Lemma 6.6 and Corollaries 5.8 and 6.9, an objectM is Σ-pure-injective if and only
if every descending chain of pp-definable subgroups of M of each sort stabilises.
(i) This is now straightforward, recalling that, by Lemma 4.4, we have that ϕ(M)(I) ≃
ϕ(M (I)) and ϕ(M I) ≃ ϕ(M)I for any pp-formula ϕ of sort G.
(ii) As above, it suffices to recall that, in this setting, by Lemma 3.10(i) we have that
ϕ(L) = {g ∈ T (G,L) | hg ∈ ϕ(M)} for any pp-formula ϕ of sort G.
To prove Lemma 6.12 we use Corollary 6.11, a result of Garcia and Dung.
Corollary 6.11. [4, Corollary 1.6] Let A be a Grothendieck category with a set of finitely
generated generators. Any Σ-injective object of A is a direct sum of indecomposable objects.
Lemma 6.12 is analogous to the statement that (i) implies (v) in [10, Theorem 8.1].
Lemma 6.12. Let M be a Σ-pure-injective object of T . Then for any set I the product
M I is a direct sum of indecomposable Σ-pure-injective objects of T .
Proof. Recall Mod-T c is a Grothendieck category with a set of finitely generated
generators. Let K =M I . By Corollary 6.10(i) K is Σ-pure-injective, and so Y(K) is Σ-
injective by Corollary 6.9. By Corollary 6.11 this means Y(K) ≃
⊕
j∈J Lj where each Lj
is an indecomposable object of Mod-T c.
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For each j, there is a section uj : Lj → Y(K), which means Lj is injective, and so by
Corollary 6.7 we have Lj ≃ Y(Lj) for some pure-injective object Lj of T . Since Lj is
indecomposable, we have that Lj is indecomposable. Again, applying Corollary 6.7 gives a
section hj : Lj → K in T with Y(hj) = uj. Altogether this means hj is a pure monomorphism
into a Σ-pure-injective object, and so Lj is Σ-pure-injective by Corollary 6.10(i). By Remark
6.8 we have that Y(
⊕
j Lj) ≃ Y(K) is injective, and so
⊕
j Lj ≃ K by Corollary 6.7.
7. Completing the proof of the main result.
Before proving Theorem 1.1 we note a consequence of the results gathered so far. Recall,
from Definitions 2.3 and 3.2, that the cardinality of the LT -structure M underlying any object
M of T is defined and denoted |M| = |
⊔
G∈S T (G,M)| where S is a fixed chosen set of isoclass
representatives, one for each class. Corollary 7.1 is analogous to [10, Corollary 8.2(iii)].
Corollary 7.1. There exists a cardinal κ such that the LT -structure underlying any
indecomposable pure-injective object of T has cardinality at most κ.
We delay the proof of Corollary 7.1 until after Corollary 7.3.
Remark 7.2. We now note a non-trivial complication in our setting of compactly generated
triangulated categories, which is absent in the module-theoretic situation. In the spirit of the
results presented so far, it is natural to ask if one may adapt the proof of [10, Corollary 8.2(iii)]
to prove Corollary 7.1. This seems straightforward at first glance, since there are multi-sorted
versions of the downward Lo¨wenheim-Skolem theorem; see for example [2, Theorem 37].
Note that, in the language LA of modules over a fixed ring A from Example 2.2, any
LA-structure is an object in the category of A-modules, and any elementary embedding
of LA-structures is an elementary (and hence pure) embedding of A-modules. The same
correspondence between structures need not be true here. By Remark 3.6, structures over
L
T correspond to objects of Mod-T c, which need not be given by objects of T , since Y need
not be essentially surjective. Fortunately, here we may instead use Corollary 7.3, a remark due
to Krause, which shortens the proof.
Corollary 7.3. (See [12, Corollary 1.10]). There is a set Sp of isomorphism classes of
pure-injective indecomposable objects in T .
Proof of Corollary 7.1. It suffices to let κ = |
⊔
G∈S,M∈Sp T (G,M)| as in Corollary 7.3.
We now proceed toward proving Theorem 1.1. For this we require Corollary 7.8, and to
this end, in Theorem 7.4 we recall well-known results about decompositions of coproducts in
abelian categories. For consistency we follow [15].
Theorem 7.4. Let A be an abelian category, and let L = {Lj | j ∈ J} and N = {Nk | k ∈
K} be collections of objects in A. The following statements hold.
(i) [15, p.82, Theorem 4.A7] Suppose the collections L and N consist of indecomposable
objects with local endomorphism rings. If we have
⊕
j∈J Lj ≃
⊕
k∈K Nk then there is
a bijection σ : J → K such that Lj ≃ Nσ(j) for all j ∈ J .
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(ii) [15, p.82, Theorem 4.A11, Exchange Property] Suppose that J = K, and that for all
j ∈ J , Lj is indecomposable and Lj is the injective hull ofNj . Let P be a direct summand
of
⊕
j∈J Lj . Then there is a subset H ⊆ J with
⊕
j∈J Lj ≃ P⊕
⊕
j∈H Lj .
To apply Theorem 7.4 we use the following observation of Garkusha and Prest.
Lemma 7.5. [5, Lemma 2.2] A pure-injective object M of T is indecomposable if and only
if the endomorphism ring EndT (M) is local.
Corollary 7.6. Let L = {Lj | j ∈ J} be a collection of indecomposable objects in T such
that the coproduct
⊕
j∈J Lj is pure injective. If P is a summand of
⊕
j∈J Lj then there exists
H ⊆ J such that
⊕
j∈J Lj ≃ P ⊕
⊕
j∈H Lj . If additionally P ≃
⊕
k∈K Nk where each Nk is
indecomposable, then there is a bijection σ : J → K ⊔H with Lj ≃ Nσ(j) for all j ∈ J .
Proof. Let Lj = Y(Lj) for each j. Let LT =
⊕
j∈T Lj and LT =
⊕
j∈T Lj for any subset
T ⊆ J . Since Y preserves small coproducts by Remark 6.8, and since each Lj is a summand of
LJ , each Lj is a summand of LJ . By Theorem 6.4 and Remark 6.8 the object LJ is an injective
object in Mod-T c. Thus each Lj is injective. Since each Lj is indecomposable, we have that
each Lj is indecomposable. The same argument shows that, in the second claim, each Nk is
pure-injective. We now use Theorem 7.4 and Lemma 7.5 to complete the proof.
Let P = Y(P ). Since P is a direct summand of LJ by assumption, P is a direct summand of
LJ . Hence by Theorem 7.4(ii) there exists a subset H ⊆ J such that LJ ≃ P⊕ LH in Mod-T .
By Corollary 6.7, since we assume LJ is pure injective, LJ is injective, and hence so too are P
and LH . Again, by Corollary 6.7 this gives LJ ≃ P ⊕ LH . This gives the first claim.
Now suppose also P ≃
⊕
k∈K Nk where each Nk is indecomposable and, as above, neccesar-
illy pure-injective. By Lemma 7.5 each of the objects Lj and Nk has a local endomorphism
ring. By Corollary 6.7, for any object Z of T we have EndT (Z) ≃ EndMod-T c(Y(Z)). Since
LJ ≃ P⊕ LH , the second claim follows, as above, by Theorem 7.4(i), using again that Y
preserves small coproducts by Remark 6.8. This give the second claim.
Lemma 7.7 is analogous to the cited result of Huisen-Zimmerman.
Lemma 7.7. [8, Lemma 5] Suppose, in the notation from Lemma 4.6, thatM =
∏
i∈NMi =⊕
j∈J Lj and ϕ1(M) ⊇ ϕ2(M) ⊇ . . . is a descending chain of pp-definable subgroups. Suppose
additionally that each object Lj is pure-injective and indecomposable.
Then there exists r ∈ N such that, for each collection N = {Ni | i ∈ N} where Ni is an
indecomposable summand of Mi, we have ϕr(Ni) = ϕn(Ni) for all n ∈ N with n ≥ r and all
but finitely many i ∈ N.
Proof. By Lemma 4.6 there exists r ∈ N and a finite subset J ′ of J such that we have the
containment im(ρr,j) ⊆ ϕn(Lj) for all n ∈ N with n ≥ r and all j ∈ J \ J ′. Choose arbitrary
m ∈ N with m > |J ′|, and choose arbitrary i1, . . . , im ∈ N with ip ≥ r for each p. Let P =
Ni1 ⊕ · · · ⊕Nim . By construction P is a summand of M =
⊕
j Lj. By Corollary 7.6, since P
is a direct sum of m indecomposable pure-injective objects, we haveM ≃ P ⊕
⊕
j∈K Lj and a
bijection σ : J → K ⊔ {i1, . . . , im} with Lj ≃ Nσ(j) for all j ∈ J .
From this point one may complete the proof by closely following the proof of [8, Lemma
5]. In doing so one applies Lemma 4.6 where Huisgen-Zimmerman applied [8, Lemma 4]. Note
that, in a similar fasion, our proof of Lemma 4.6 closely followed that of [8, Lemma 4].
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Corollary 7.8. LetM be a pure-injective object of T such that for any set I the product
M I is a coproduct of indecomposable pure-injective objects. Then M is Σ-pure-injective.
Proof. Let K =MN and Mi =M for each i ∈ N, so that K =
∏
i∈NMi. By hypothesis
we have K =
⊕
j∈J Lj where each Lj is an indecomposable pure-injective object of T . By
Lemma 7.7 there exists r ∈ N such that, for each collection N = {Ni | i ∈ N} where Ni is an
indecomposable summand of Mi, we have ϕr(Ni) = ϕn(Ni) for all n ∈ N with n ≥ r and all
but finitely many i ∈ N. Fixing j ∈ J , for the collection given by Ni = Lj for all i, we have
ϕr(Lj) = ϕn(Lj) for all n ∈ N, and ϕn(K) ≃
⊕
j ϕn(Lj) for all n by Lemma 4.4.
Theorem 7.9 goes back to a characterisation due to Faith [3, Proposition 3].
Theorem 7.9. [6, Theorem 1] (see also [4, Lemma 1.1]). Let M be an injective object in a
Grothendieck category A which has a set G of finitely generated generators. Then the following
statements are equivalent.
(i) M is Σ-injective.
(ii) The countable coproduct M(N) is injective.
(iii) For any G ∈ G every ascending chain of M-annihilator subobjects of G must stabilise.
Proof of Theorem 1.1. Taking I = N shows (i) implies (ii). That (ii) implies (iii) follows
from Remark 6.8 and Theorem 7.9. That (iii) implies (i) follows from Remark 5.1, Proposition
5.6 and Lemma 5.7. The equivalence of (i) and (iv) follows from Proposition 6.5. That (i)
implies (v) follows from Lemma 6.6, and the converse follows from Corollaries 5.8 and 6.9. The
equivalence of (i) and (vi) follows from Lemma 6.12 and Corollary 7.8.
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