Graphs of Maps by Lins, Sostenes
ar
X
iv
:m
at
h/
03
05
05
8v
1 
 [m
ath
.C
O]
  3
 M
ay
 20
03 GRAPH OF MAPS
by
So´stenes Lins
A thesis presented to the University of Waterloo
in partial fulfillment of the
requirements for the degree of
Doctor of philosophy in Mathematics
Waterloo, Ontario, Canada, 1980
c©So´stenes Lins
I hereby declare that I am the sole author of this thesis.
I authorize the University of Waterloo to lend this thesis to other insti-
tutions or individuals for the purpose of scholarly research.
Signature:
I further authorize the University of Waterloo to reproduce this thesis
by photocopying or by other means, in total or in part, at the request of
other institutions or individuals for the purpose of scholarly research.
Signature:
The University of Waterloo requires the signatures of all persons using
or photocopying this thesis. Please sign below, and give address and date.
Graph of Maps 3
4 So´stenes Lins
A meus Pais
Abstract
This work studies certain aspects of graphs embedded on surfaces. Initially,
a colored graph model for a map of a graph on a surface is developed. Then,
a concept analogous to (and extending) planar graph is introduced in the
same spirit as planar abstract duality, and is characterized topologically. An
extension of the Gauss code problem treating together the cases in which the
surface involved is the plane or the real projective plane is established. The
problem of finding a minimum transversal of orientation-reversing circuits in
graphs on arbitrary surfaces is proved to be NP-complete and is algorith-
mically solved for the special case where the surface is the real projective
plane.
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Chapter 0
INTRODUCTION
This thesis is about graphs embedded in compact surfaces satisfying the
property that the complement of the graph in the surface is (topologically)
a collection of disjoint open discs, called faces. We summarize the latter
restriction by saying that the graph is well-embedded in the surface. A pair
(G, S) where graph G is well-embedded in surface S is called a topological
map of a graph or, for short, a t-map.
In Tutte [25] an algebraic abstract model for the above object is intro-
duced and called simply “map”. In Chapter 1 of our work we define a map as
a finite, cubic, 3-edge-colored graph in which two of the three colors induce
squares.
The main point of the first part of Chapter 1 is to show that the three
objects are equivalent. Indeed, we present a natural bijection between our
maps and the algebraic maps of Tutte, which we denote for short as a-maps.
We present also a natural bijection between our maps and the t-maps. With
these bijections, an intuitive geometrical interpretation of Tutte’s axioms is
established.
The correspondence between the maps and the a-maps is based on the
construction of the Cayley color graph of the action of three fixed point free
involutions, which are slightly different from the three permutations which
3
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constitute Tutte’s a-maps.
The correspondence between the maps and t-maps is based on the dual
of the barycentric division of the t-map, a very simple topological operation.
Specifically it consists of the thickening of each edge, which is replaced by
a bounding digon on the surface, followed by the expansion of each vertex,
yielding a cubic graph in which the edges of the original are replaced by
squares.
A suitable 3-coloration of the edges of the expanded graph can be used
to reconstruct the t-map; this is the basic idea: to encode the surface and
the cyclic sequences of edges around vertices using three colors.
Fundamental concepts of t-maps can be directly interpreted in the 3-
edge-colored cubic graph. For instance, the Euler characteristic is defined as
a signed sum of the numbers of the three types of 2-colored polygons. The
orientability of the surface, as we show in Theorem 1.6, is equivalent to the
bipartiteness of the cubic graph. Therefore, since it is simpler, we take the
latter as our definition of orientability. We use these definitions to give a new
proof of the known fact that the Euler characteristic of an orientable surface
is even (Theorem 1.7). The interpretation of the topological concept of an
orientation-reversing circuit (a circuit in the graph of a t-map which has,
in the surface, a neighborhood homeomorphic to the Moebius atrip) is the
simpler concept of a circuit with an odd number of edges. This is important
in the proof of Lemma 3.4, a central fact in Chapter 3.
Theorem 1.8 is a combinatorial counterpart, in the 3-colored model, of
the topological fact that the union of a set of vertex-disjoint orientation-
reversing circuits in a t-map is not the boundary of a subset of faces. This
fact is used to establish the result of Chapter 4. It is also used at the end
of Chapter 2 (Theorem 2.14) to derive an upper bound for the number of
independent vertices in certain graphs.
In the final part of Chapter 1 we introduce the structure of maps which
forms the basis of Chapter 2. Some topological consequences of this structure
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are also considered.
The reentrant paths in a planar t-map which alternate using the right-
most and leftmost edges at each vertex have been studied by Shank [24], who
names them left-right paths. They are also known as Petrie polygons; see
Coxeter [3]. These objects have natural generalization for arbitrary surfaces,
and we name them, in this context, zigzag paths.
In our model the abstract equivalence between the following three cyclic
sequences arising from t-maps becomes apparent:
(a) the cyclic sequence of edges around a vertex;
(b) the cyclic sequence of the edges in a boundary of a face;
(c) the cyclic sequence of the edges in a zigzag path.
The symmetry between (a) and (b) is widely known. It is given by the
dual t-map which interchanges vertices and faces. We observe that the dual
maintains the zigzags. We introduce the “phial” map, whose corresponding t-
map interchanges (relative to the original t-map) the vertices and the zigzags,
maintaining the faces. Also, in the same way, we introduce the “antimap”,
which interchanges the faces and the zigzags, maintaining the vertices.
The operations of taking the dual and taking the phial generate, from
a given map, a set of six maps in correspondence with the elements of the
symmetric group on three elements. This structure is used (Theorem 1.9) to
prove that every graph in which the edges are doubled can be embedded so
as to form a self-dual t-map.
Chapter 2 introduces and investigates a concept analogous to planar
duality.
A theorem by Whitney [27] states that a graph is planar if and only if it
has an abstract dual. This dual can be taken to mean another graph with the
same edges as the first graph such that a cycle in one of them corresponds
to a coboundary in the other.
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We introduce the following concept: a graph is called (cycle) rich if there
are two other graphs with the same edges as the first graph and such that
a cycle in one of the three graphs corresponds to the symmetric difference
of two coboundaries, one for each of the other two graphs. Thus, we have
an abstract correspondence between cycles and coboundaries of three graphs
instead of two.
The main result of the first part of the chapter shows (Theorem 2.3)
that triples of graphs sharing the above relation are induced naturally from
certain classes of t-maps. If a rich graph arises in this way, then we say that
the graph is map-rich. We do not know whether there are rich graphs which
are not map-rich. If not, this would complete the analogy with Whitney’s
Theorem.
It follows, by a corollary of Proposition 2.6, that every planar graph is
rich (in fact map-rich). Hence, the concept of rich graph is not only analogous
to the concept of planar graph, but is in fact a generalization.
The central fact, which makes the theory symmetric in the three graphs,
Theorem 2.5. It states that for arbitrary t-maps, the intersection of the
vector space (over GF (2)) of the coboundaries of its graph and the vector
space generated by the boundaries of its faces is contained in the vector space
generated by the cycles induced by its zigzag paths. In each one of the six
maps mentioned before, the above spaces occur differently permuted. The
six maps induce the three graphs, each one occurring twice. The symmetry
follows from properties.
The main results of the second part of the chapter are of map-rich graphs
(Theorem 2.9). The first of these states that a graph is map-rich if it has
a special kind of embedding (where the vertices are represented by closed
curves and the edges by intersection of the curves) in a surface whose Euler
characteristic and orientability are specified functions of the graph. The
second characterization states that a graph is map-rich if and only if the
special kind of embedding induces in some surface, a (usual) t-map which
is 2-face-colorable and such that the cycle space of its (4-regular) graph is
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generated by the boundaries of its faces and the curves which represent the
vertices of the original graph.
In the third part of the chapter we use the second characterization men-
tioned above to prove that every complete graph is map-rich (Theorems 2.11
and 2.12). Moreover, from this characterization is evident an easy topologi-
cal “recipe” to produce map-rich graphs from t-maps with arbitrary surface,
in the same sense that Whitney’s theorem permits the presentation of exam-
ples of abstract duality simply by the drawing of planar graphs. The first
characterization of map-rich graphs in Theorem 2.9 is used (Lemma 2.13) to
prove that some graphs are not map-rich, for instance, the graph obtained
from the Petersen graph by doubling all its edges.
Trying to get more insight in the membership decision problem for map-
rich graphs we were led to study the Gauss code problem, which is the topic
of our next chapter.
The Gauss code problem is the following: given a cyclic sequence of
symbols in which each symbol occurs twice, find necessary and sufficient
conditions to embed a closed curve in the plane with the restriction that the
cyclic sequence of self-intersections of the curve reproduces the given cyclic
sequence, when the symbols are identified with the self-intersection points.
A brief survey of this problem can be found in Gru¨nbaum [10-pp.72-73).
Lovasz and Marx [17] present a solution in terms of a forbidden substructure.
Rosenstiehl [19] presents a solution in terms of a graph called an interlace
graph, which is easily computable from the given cyclic sequence. This solu-
tion includes a polynomial algorithm to test and realize the embedding (if it
exists).
A generalized version of this problem can be considered: dropping the
planar restriction, we ask for a surface of minimum connectivity for which
there is an embedding of a curve satisfying the prescribed sequence of self-
intersections.
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The embedding of the curve induces a t-map with a 4-regular graph,
since each crossing point is visited twice. Consider the special case of the
generalized problem, where the restriction of 2-face-colorability of the in-
duced t-map is imposed.
Note that this restricted form is yet a generalization of the original prob-
lem, since every 4-regular graph embedded in the plane is 2-face-colorable.
The motivation for considering this special case is that an algorithmic solu-
tion to it would enable us to determine whether an arbitrary cubic graph is
map-rich.
The main result of Chapter 3 is an algorithmic answer for the question of
embeddability satisfying the 2-colorability restriction in the case of surfaces of
connectivity at most one. Our approach treats together the cases of the plane
and projective plane. Particularized to the plane, our conditions reproduce
those of Rosenstiehl [19].
This result uses some algebraic properties of t-maps with one vertex,
which we establish. These properties are based on the generalization for
arbitrary surfaces, of some homomorphisms, which we call crossing functions,
introduced for the plane by Shank [24] and also used by Rosenstiehl [19].
The t-maps induced by the-restricted form of the generalized Gauss
code problem are in 1-1 correspondence with the t-maps with one vertex.
A t-map with one vertex induces naturally a crossing function. The central
fact, from which we specialize the conditions for the plane and the projec-
tive plane, is the equality (Theorem 3.3(a)) between the dimension of the
image of the composition of the crossing functions induced by a map and its
antimap (whose associated t-maps have one vertex), and the connectivity of
the surface associated with the phial map.
Chapter 4 presents an algorithmic solution for the problem of finding a
minimum transversal of orientation reversing circuits in graphs embedded in
the real projective plane.
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Our interest in this problem arises from the fact that for graphs em-
bedded in arbitrary surfaces, it includes the problem of finding a maxinum
coboundary in an arbitrary graph (Proposition 4.2). Since the latter problem
is known to be NP -complete, (Garey and Johnson [6]) so is the problem that
we treat, if considered for graphs in arbitrary surfaces.
Certain subsets of faces of a t-map which has an eulerian graph, called
reducers, are recognized. By means of a suitable operation which eliminates
a reducer, a t-map is transformed to a “smaller” one, without change in the
cardinality of a minimum transversal of orientation reversing circuits. For
the case of graphs embedded in the projective plane, the non-existence of a
reducer implies that the t-map has a simple form, looking like a system of
lines in the real projective plane. From this fact we deduce the following
minimax relation (Theorem 4.5): for an eulerian graph G well-embedded
in the real projective plane, the cardinality of a minimum transversal of
orientation-reversing circuits in G is equal to the cardinality of a maximum
disjoint collection of orientation-reversing circuits in G.
An important fact, which permits the use of the reducers, is that for
projective t-maps a minimal transversal of orientation-reversing circuits is an
orientation-reversing circuit in the dual t-map. We generalize this relation
by showing in Theorem 4.3 that the minimal transversals of orientation-
reversing circuits are cycles of a specific homology (mod 2) in the dual t-
map. This theorem implies that the elimination of a reducer does not alter
the cardinality of a transversal of orientation-reversing circuits. The reducers
are defined for orientable surfaces as well. We show with an example (fig.
4.6) that t-maps free of reducers in surfaces of higher connectivity (even the
torus) can be very complicated.
Chapter 1
Cubic Graphs, Three Colors,
and Maps
1.A Maps and a-maps
The graphs which we use may contain loops and multiple edges. The set of
edges of graph G is denoted by eG; its set of vertices is denoted by V G. The
two vertices which are incident to an edge are called the ends of the edge. If
the two ends coincide the edge is called a loop.
The valency (or degree) of a vertex v of graph G, valG(v), is the number
of edges incident to v where loops are counted twice. A subset of edges in eG
is called a perfect matching if it consists of a set of non-incident edges which
covers every vertex of G. A graph G is called cubic, as usual, if valG(v) = 3
for every vertex v in V G. A graph G is a polygon if it has at least one edge,
is connected, and valG(v) = 2 for all v in V G.
A map M is an ordered triple (CM , vM , fM) where:
(i) Cm is a finite cubic graph;
(ii) vM and fM are disjoint perfect matchings in CM , such that the subgraph
of CM induced by vM ∪ fM is a collection of polygons with four edges
or squares.
10
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From the above definition, it follows that CM may contain double edges
but not loops.
A third perfect matching in CM is eCM − (vM ∪ fM) and is denoted by
aM . The set of diagonals of the squares, denoted by zM is a perfect matching
in the complement of CM .
The edges in vM , fM , aM are called respectively vM -edges, fM -edges,
aM -edges.
In this section we show a natural 1-1 correspondence between the above
objects and the algebraic maps introduced by Tutte in [25]. As we show, they
are essentially the same; however, the definition of orientability in our model
is simpler. In the next section we relate our maps with the usual topological
model.
Tutte’s paper is a permutation representation for graphs embedded in
arbitrary surfaces. Here, we call it an algebraic map. In this section we do
not give the topological interpretation of the objects.
An algebraic map A, or a-map A, is an ordered triple of permutations,
A = (R,Θ,Φ),
acting on a finite set B satisfying the following axioms:
(am1) ΘΦ = ΦΘ, Θ2 = Φ2 = identity;
(am2) x,Θx, Φx, ΘΦx are different for all x ∈ B;
(am3) RΘ = ΘR−1;
(am4) Rn(x) 6= Θx, for all integer n and all x in B.
If, in addition, the following property is satisfied, A is a connected a-map:
(amS) 〈R,Θ,Φ〉 is transitive in B,
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where 〈R,Θ,Φ〉 represents the group of permutations generated by R,Θ, and
Φ.
In [25] axiom (am5) is imposed. If it does not hold, the object there is
called a pre-map. Paper [25] and an observation due to V.A. Liskovets [30,
pg.14], which consists essentially in the replacement of R by RΘ in the above
axioms, were the basis for the definition of map that we give.
We define a function ψa, from the set of maps into the set of a-maps as
follows: given mapM = (CM , VM , fM), the a-map ψ
a(M), which we simplify
to Ma, is Ma = (aMvM , vM , fM) acting on the vertices of CM . For this
purpose, we identify the perfect matchings in CM , VM , fM , and aM as fixed-
point-free involutions on V CM in the natural way: if b is a perfect matching
in (aM , vM , fM) and x ∈ V CM , then b(x) is the other vertex in V CM such
that x and b(x) are the ends of an edge in b.
(1.1) Proposition: ψa is a bijection from the set of maps onto the set of
a-maps.
Proof: Initially we show that Ma is indeed an a-map, by verifying Tutte’s
axioms for it. The squares formed by the perfect matchings vM and fM , and
the interpretation of these as fixed-point-free involutions account for (am1)
and (am2). Axiom (am3) also follows,
(aM ◦ vM) ◦ vM = aM
= vM ◦ (vM ◦ aM)
= vM ◦ (aM ◦ vM)
−1
We prove (am4) for Ma indirectly, assuming that it fails. Since V CM is
finite we can restrict ourselves to non-negative exponents in (am4). Choose
the pair (n, x) such that n is the smallest possible non-negative integer with
(am4) failing. First we show that n > 1. If n = 0, then x = vM(x), contra-
dicting the fact that vM is a matching in CM . If n = 1, then aMvM(x) =
vM(x), or aM(y) = y, with y = vM(x); this contradicts the fact that aM is a
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matching in CM . Thus n > 1. We then have
(aM , vM)
n(x) = vM (x);
equivalently
(aMvM)
n−1(aMvM)x = vM(x),
or
vMaM (aMvM)
n−1(aMvM(x)) = vMaMvM(x).
Hence, (aMvM)
n−2(y) = vM(y) where y = aMvM(y). This contradicts the
choice of (n, x); thus, (am4) holds for Ma. The proof that Ma is an a-map
is complete.
To prove that ψa is a bijection, we define a function ψ
a
from the set of a-
maps into the set of maps such that, functions ψ
a
and ψa are inverses. Given
an a-map A = (R,Θ,Φ) acting on B we define ψ
a
(A) as M = (CM , vM , fM),
where V CM = B, vM = Θ, fM = Φ, and aM = RΘ. The edges of CM are
defined by vM , fM , aM . It follows that CM is a finite cubic graph. Axioms
(am1) and (am2) imply that the subgraph of CM induced by vM ∪ fM is a
collection of disjoint squares. Therefore, M = ψ
a
(A) is a map. Observe that
ψ
a
can be seen as just the construction of a Cayley color graph for the action
of (RΘ,Θ,Φ) over B, according to (9); we drop the directions on the edges,
replacing a pair of opposite oriented parallel edges by a single unoriented
edge. This is possible without losing information because RΘ,Θ, and ψ are
involutions. It is evident from the definitions of ψa and ψ
a
that they are
inverses. This concludes the proof of the proposition.
Observe that (amS) holds for an a-map A = (R,Θ,Φ) iff CM is con-
nected, where M = ψ
a
(A). In general, the orbits of 〈R,Θ, φ〉 acting over
V CM are the components of CM .
The components of a mapM are the components of CM . M is connected
if CM has one component.
The vMfM -polygons in CM are called the squares of M , or the M-
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squares. The set of M-squares is denoted by SQ(M). The vMaM -polygons
in CM are called the v-gons of M . The set of v-gons of M is denoted by
vG(M).
The fMaM -polygons in C are called the f -gons of M .
The set of f -gons of M is denoted by fG(M).
The zMaM -polygons in CM ∪ zM are called the z-gons of M . The set of
z-gons of M is denoted by zG(M). The vertices of CM are also called the
corners of M .
The Euler characteristic of a map M is the integer
χ(M) = |vG(M)| − |SQ(M)|+ |fG(M)|.
The connectivity of a map M is the integer ξ(M) defined as 2− χ(M).
A map M is called orientable if CM is bipartite; otherwise it is called
non-orientable. The orientability label of M , OL(M), is defined as 1 if M is
orientable and as −1 otherwise.
An a-map A = (R,Θ,Φ) acting on B is non-orientable (see [25]) if
〈R,ΘΦ〉 has one orbit for some orbit of 〈R,Θ,Φ〉. The alternative (as we
show in the proof of the next proposition) is for 〈R,ΘΦ〉 to have two orbits
for every orbit of 〈R,Θ,Φ〉. In this case, A is called orientable.
The concepts of orientability for maps and a-maps (as well as for topo-
logical maps, as we show later) agree.
We have the following proposition:
(1.2) Proposition: Map M = (CM , vM , fM) is orientable iff a-map M
a is
orientable.
Proof: We can, evidently, restrict the proof to one component of CM ,
corresponding to one orbit of 〈aMvM , vM , fM〉, acting on V CM . In other
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words, we may suppose CM connected.
Rephrasing the proposition according to the definitions, we want to
prove that CM is bipartite iff 〈aMvM , vMfM〉 has more than one orbit on
V CM . Observe that the actions of aMvM and vMfM correspond to paths of
length two in CM . It follows that if CM is bipartite, then 〈aMvM , vMfM〉 is
not transitive on V CM . To prove the converse, we establish as a lemma that
there are at most two orbits of 〈aMvM , vMfM〉 acting on V CM , for arbitrary
connected M . To this end, we first show that all the four (or less) squares
adjacent to a square S by aM -edges are reachable by a path which starts
in a fixed corner x in S, defined by a member of 〈aMvM , vMfM〉. Take the
following four paths defined as
(i) (aMvM)(vMfM)x;
(ii) (vMaM)(vMfM)x;
(iii) (vMaM)x;
(iv) (aMvM)x.
Note that vMaM = (aMvM)
−1 ∈ 〈aMvM〉 since V CM is finite.
Observe that all the squares adjacent to S by an aM -edge contain the
final vertex of at least one of the above paths. By the connectivity of CM ,
it follows that every orbit of 〈aMvM , vMfM〉 contains vertices of all squares.
Since opposite vertices of a square are in the same orbit, it follows that there
are at most two orbits of 〈aMvM , vMfM〉 on V CM . Moreover, if there are two
orbits, each contains two opposite vertices of each square.
Now, we can easily conclude the proof. If CM is not bipartite, consider
an odd polygon in CM . At least two adjacent vertices, x and y, of this
polygon are in the same orbit, as we proved that there are at most two
orbits. We may consider that x and y are in the same square. If not, then
they are linked by an aM -edge and the replacement of y by vMaM(y) fixes
the situation. Therefore, we have two adjacent vertices of a square in the
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same orbit of 〈aMvM , vMfM〉. Hence, by the argument above, which proves
that each orbit contains two opposite vertices of each square, there is just
one orbit. This concludes the proof.
With the above proposition we conclude the analysis relating a-maps
and maps.
1.B Maps and t-maps
In this section we establish a natural 1-1 correspondence between our maps
and the usual maps of graphs embedded on surfaces. Some properties of the
latter objects are directly established in our model.
A surface (without boundary) is a Hausdorff topological space in which
every point has a neighborhood homeomorphic to an open 2-ball, or open
disc.
It is a classical theorem in topology that the surfaces which are con-
nected, compact and without boundary are determined (up to homeomor-
phism) by the Euler characteristic and orientability.
The surfaces which we use have no boundary, are connected and, with
the exception of the plane, are compact. In view of this we no longer use
these qualifications. The plane, in reality, is simply a convenient way to
replace the 2-sphere. Thus, we talk about planar maps where, to be precise,
we should talk about spherical maps. We transform the sphere into the plane
using a stereographic projection.
We denote the Euler characteristic of a surface S by χ(S). Also, let
OL(S) be +1 or −1 according to whether or not S is orientable.
Given a connected map M , we associate with M the surface SM , char-
acterized by χ(SM) = χ(M) and OL(SM) = OL(M).
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In view of this, planar maps are connected maps M which have χ(M) =
2 and CM bipartite. We show in Theorem (2.0.2) that the latter condition
about the bipartiteness of CM is redundant.
Projective maps are connected maps M for which SM is the surface
known as the real projective plane. That means χ(M) = 1 and CM not
bipartite. The latter condition is shown to be redundant in Theorem (1.7).
Toroidal maps are connected maps M for which χ(M) = O and CM is
bipartite. SM in this case is the familiar torus.
Kleinian maps are connected maps M for which χ(M) = O and CM is
not bipartite. SM in this case is the Klein bottle.
By a path in a graphG we mean a sequence π = (v0, e1, e2, . . . , vn−1, en, vn)
such that vi ∈ V G, ei ∈ eG and vi−1 and vi are the ends of edge-term ei for
each i between 1 and n. A path is degenerate if it consists of just one vertex-
term. Vertex v0 is called the origin of π and vertex vn is its terminus. The
integer n is called the length of the path. A path is reentrant if its origin is
equal to its terminus. A cyclic path is a reentrant path in which the sequence
is considered cyclic, i.e., the origin can be adjusted to any vertex-term. If π
is a path, the set of edges which appear in the sequence π as edge-terms is
denoted by eπ; analogously, the corresponding set of vertices is denoted by
V π. If the terminus of π1 is the same as the origin of π2, then we denote
by π1 ◦ π2 the composition of the paths π1 and π2. The inverse of path π is
denoted π−1.
We proceed to show that the correspondence M → SM is a natural one.
Assume that π = {π1, . . . , πf} is a collection of cyclic paths in G that
uses each one of its edges twice. Suppose also that the identifications of the
ends of the edges in G forced only by the transitions in paths of π reproduce
the vertices of G. Then π is called a combinatorial embedding of G.
For the next definition we consider a graph as a topological object, in
the usual sense.
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A graph G is well-embedded in a surface S if G is embedded in S, in the
topological sense, and if the difference S\G is topologically equivalent to a
collection of disjoint open discs.
A t-map X is a pair (G, S) in which graph G without isolated vertices
is well-embedded in surface S.
Associated with a combinatorial embedding of a graph G, there is a
natural t-map: let each one of the cyclic paths which defines the embedding
bound a disc; identify pairwise the boundaries of these (disjoint) discs by
“gluing” the two occurrences of each edge so as to identify correctly its ends
(a loop is dealt with by the introduction of an artificial bivalent vertex), and
so as to preserve the interior of each disc as an open disc.
The final object can be seen to form a t-map (G, S), where S is a surface
which has Euler characteristic χ(S) = v− e+ f ; v, e, and f are, respectively,
the number of vertices and edges of G, and the number of cyclic paths forming
the combinatorial embedding. S is orientable if it is possible to choose a
direction of traversal of the cyclic paths such that for each edge e with ends
v and u, the traversal is once from v to u and once from u to v (a loop is,
again, dealt with by the introduction of an artificial bivalent vertex).
The values of χ(S) and OL(S), as explained above, are the same if we
take an arbitrary graph H well-embedded in S. Therefore, the determina-
tion of χ(S) and OL(S) is effected via some t-map (H,S). The proof of
this invariance is obtained by transforming an arbitrary t-map (H,S) into a
canonical one, (HS, S), by means of elementary operations such as never to
change χ(S) or OL(S). This process is usually effected in connection with
the classification of surfaces. (See Ringel [18] or Giblin [7]).
A dart is an oriented edge. The following proposition is straightforward.
It characterizes orientability in two slightly different ways which are used in
the proof of Theorem 1.6.
(1.3) Proposition: Suppose χ = (G, S) is a t-map. The following two
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conditions are equivalent for the orientability of S:
(i) Represent each facial path of χ by a polygon; let these polygons bound
disjoint discs; S is orientable iff it is possible to simultaneously embed
all these discs in the plane such that for each edge of G it is possible
to “glue” along the two occurrences (in the boundary of the discs) of
the edge “sliding” or “stretching” the discs, but not leaving the plane.
(ii) Orient arbitrarily the edges of G; as in (i), represent the facial paths
of X by polygons and let these polygons bound disjoint discs; S is
orientable iff it is possible to embed all the discs in the plane such
that for each dart of G one occurrence in the boundary of the disc is
clockwise and the other is counterclockwise.
For a t-map X = (G, S) the disjoint open discs in S\G are called the
faces of X . Observe that the boundary of each such disc corresponds in G to
a cyclic path which we call a facial path. Note that an edge may occur twice
in a facial path.
The (combinatorial) boundary of a face of X is the set of edges occurring
once in the corresponding facial path. Observe that this notion agrees with
the topological counterpart, and so, we drop the adjectives. A boundary in
X is the mod 2 sum of the boundaries of faces. If F is a set of faces of X ,
the mod 2 sum of the boundaries of the faces in F is denoted by ∂x(F ), or
by ∂(F ) if X is understood.
Consider a cubic graph G with a proper 3-coloring of its edges in colors
a, b, c. (This has the usual meaning of a partition of eG into three classes such
that for each vertex the three edges incident to it are in different classes.)
The subgraph ofG formed by edges of any two of the three colors consists
of a number of disjoint polygons of even length, called ab-, bc-, ca-polygons.
The faithful embedding of G relative to a 3-coloring in colors a, b, c is
given by the cyclic paths induced by the ab-, the bc-, and the ca-polygons.
(It is evident that they form a combinatorial embedding.)
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Given a map M = (CM , VM , fM) there is a natural 3-coloring of the
edges of CM : {vM , fM , aM}. (Recall that aM is the third perfect matching
in CM .)
The embedding of a map M is the faithful embedding of CM relative to
{vM , fM , aM}.
Now we define a function ψ which is a bijection from the set of maps
onto the set of t-maps. We denote ψ(M) by M t. Given a map M , to obtain
M t we proceed as follows. Consider the t-map (CM , S(M)) given by the
faithful embedding of M . The v-gons, the f -gons and the M-squares are
boundaries of (closed, in this case) discs embedded (and forming) the surface
S(M). Shrink to a point the disjoint closed discs bounded by v-gons. TheM-
squares, then, become bounding digons. Shrink each such bounding digon to
a line, maintaining unaffected its vertices. With these contractions, effected
in S(M), t-map (CM , S(M)) becomes, by definition, M
t = (GM , S(M)).
Graph GM is called the graph induced by M . A combinatorial description of
GM can be given as follows: the vertices of GM are the v-gons ofM ; its edges
are the squares ofM ; the two ends of an edge ofGM are the two v-gons (which
may be the same) that contain the vM -edges of the corresponding square.
It is evident that ψ is inversible: given a t-map we replace each edge by
a bounding digon in its surface, and then expand each vertex to a disc in
order to obtain the embedding of a map. Therefore, ψ−1 is well-defined; in
fact, it is the dual of a useful construction in topology, namely, barycentric
division. Thus, ψ is a bijection from the set of maps onto the set of t-maps.
It can be observed that ψ induces a bijection from the set of M-squares
onto the set of edges of GM . We frequently use this bijection to identify the
sets SQ(M) and eGM .
A subset W of edges in a graph G is said to be a cycle in G if the
subgraph induced byW has even valency at every vertex. If W = φ, we have
the null cycle. A circuit is a minimal non-null cycle. A circuit is, then, the
set of edges of a polygon. The set of cycles of a graph G forms a vector space
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under mod 2 sum. This space is denoted by CS(G).
Bijection ψ induces for each map M a correspondence, denoted ψMc ,
from the cycle apace of CM , CS(CM), onto the cycle space of GM , CS(GM).
The correspondence ψMc is defined as follows: for S ∈ CS(CM), an edge
s ∈ eGM is in ψ
M
c (S) if square s ∈ SQ(M) meets S in exactly one fM -edge.
With this definition, it is evident that ψMc (S) is a cycle in GM and that ψ
M
c
is surjective.
Every vector space that we use is over GF (2). Therefore, we do not dis-
tinguish explicitly between a subset and its characteristic vector, nor between
symmetric difference and mod 2 sum of characteristic vectors.
The following proposition permits the combinatorial definition of orienta-
tion-reversing circuits. An orientation-reversing circuit in a t-map M t is a
circuit in GM which has in SM a neighborhood homeomorphic to the Moebius
strip.
(1.4) Proposition: ψMc is a homomorphism, for every map M . Its kernel
is the subspace of CS(CM) generated by the edges in the v-gons and in the
squares of M .
Proof: Let S1 and S2 be cycles in CM . We must show that ψ
M
c (S1+S2) =
ψMc (S1) + ψ
M
c (s2). An edge e of GM is in ψ
M
c (S1 + S2) iff exactly one fM -
edge of square e ∈ SQ(M) is in S1 + S2. Therefore, e ∈ ψ
M
c (S1 + S2) iff an
even number of fM -edges of square e belongs to one of S1 and S2, and one
fM -edge of square e belongs to the other. The latter statement is equivalent
to e ∈ ψMc (S1) + ψ
M
c (S2). This proves that ψ
M
c is homomorphism.
The image under ψMc of the edges in an arbitrary square or v-gon of M
is the null cycle in GM . Thus, the space generated by the squares and v-
gons is contained in Ker(ψMc ). Conversely, suppose that S ∈ Ker(ψ
M
c ). The
intersection of S with the edges of an arbitrary square has zero or two fM -
edges. Denote by T the cycle formed by the edges of the squares Q ∈ SQ(M)
such that eQ ∩ S contains the two fM -edges of Q. It follows that S + T has
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no fM -edges. Since S + T is the edge set of a collection of polygons, (CM
is cubic), it follows that S + T is formed by a collection of v-gons, whose
edge-set is denoted by U . Hence, S = T + U , with T induced by squares, U
induced by v-gons. Therefore, we conclude that Ker(ψMc ) is contained in the
space generated by the edge sets of squares and v-gons of M . The proof of
the proposition is complete.
Since an element of the kernel of ψMc has an even number of edges of CM ,
it follows that if ψMc (S1) = ψ
M
c (S2), then |S1| ≡ |S2| mod 2. This observation
makes the following definition meaningful.
A cycle S in GM is called an r-cycle in M
t if ψMc (S
′) = S and |S ′| is
odd, for some cycle S ′ in CM . If |S
′| is even and ψMc (S
′) = S, then we say
that S is an s-cycle in M t.
We observe that the r-circuits inM t are precisely the orientation-reversing
circuits in M t. This topological notion is not used; we work with our parity
definition of r-cycle.
An r-loop in M t is a loop in GM which is the (only) edge of an r-circuit
in M t. The definition of s-loop is similar, replacing r-circut by s-circuit.
Observe that a subset T ⊆ eGM is a boundary in M
t iff there exists a
cycle T ′ of CM , such that ψ
M
c (T
′) = T , and T ′ can be written as the mod 2
sum of nome subsets of v-gons, f -gons, and squares.
For a mapM , two cycles in GM are homologous (mod 2) if their symmet-
ric difference is a boundary inM t. Homology (mod 2) is, thus, an equivalence
relation.
The following proposition shows that SM and S(M) are the same surface.
(1.5) Proposition: For any map M we have
SM = S(M).
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Proof: First we prove that χ(SM) = χ(S(M)). By definition χ(SM) =
χ(M) = |vG(M)| − |SQ(M)| + |fG(M)|. Since (CM , S(M)) is a t-map,
we use CM to get χ(S(M)). Graph CM has 6|SQ(M)| edges and 4|SQ(M)|
vertices. The number of cyclic paths that define the combinatorial embedding
is |SQ(M)| + |vG(M)| + |fG(M)|. Using the definition of χ(S(M)) via
(CM , S(M)) and simplifying we get
χ(S(M))− |V G(M)| − |SQ(M)|+ |fG(M)| = χ(SM).
By Theorem 1.6, proved below, the faithful embedding of CM relative to
{vM , fM , aM} is orientable iff CM is bipartite. Thus, Proposition (1.5) is
complete, provided Theorem 1.6 is proved.
(1.6) Theorem: Assume we are given a cubic graph G and a proper 3-
coloring of its edges. The faithful embedding of G relative to the 3-coloring
defines an orientable surface if and only if G is bipartite.
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Proof: Call the three colors a, b, c. Assume first that the faithful embed-
ding in orientable. Consider disjoint discs which are bounded by the ab-, the
bc-, and the ca-polygons. By Proposition 1.3 (i) it is possible to embed the
discs in the plane, such that for an arbitrary edge we can “slide” one of the
discs whose boundary contains one Occurrence of the edge, so as to “glue” it
with its second occurrence. Note that they have correct orientation, without
the need of “turning over” one of the discs. Therefore, after identification
along the edge, it has an end in which the cyclic sequence of edges around it
is of type a− b− c clockwise, and an end where it is a− b− c counterclock-
wise. Also, if two edges are incident to the same vertex, then this vertex is
of type clockwise or counterclockwise for both edges. Thus, we can partition
V G into clockwise and counterclockwise vertices. Moreover, each edge links
a clockwise vertex to a counterclockwise one. It follows that G is bipartite.
Conversely, assume that G is bipartite. Orient the edges consistently
from one class to the other, such that every vertex of one class is a source
and every vertex in the other class is a sink. Embed the discs bounded by
ab-polygons such that the a-darts are clockwise and consequently the b-darts
are counterclockwise. Embed the discs bounded by bc-polygons such that the
b-darts are clockwise and the c-darts are counterclockwise. Finally, embed
the discs bounded by ca-polygons such that the c-darts are clockwise and the
a-darts are counterclockwise. Since every dart appears once clockwise and
once counterclockwise, it follows from Proposition 1.3 (ii) that the surface of
the faithful embedding is orientable.
The next theorem establishes, using our definitions, the known fact that
χ(M) is even for orientable maps. We need this result in Proposition 3.2.2.
(1.7) Theorem: Suppose that G is a cubic 3-edge-colored bipartite graph
with 2k vertices. Then the parity of the number of faces of the faithful
embedding of G relative to the 3-coloration is the same as the parity of k.
Consequently, if M is an orientable map, then χ(M) is even.
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Proof: Denote the colors by a, b, and c. Let (X, Y ) be a bipartition of G.
Since G is regular, |X| = |Y | = k. Consider the functions πab, πbc, and πca
acting on X , where πab(u), for instance, is the terminus of the path of length
2 which starts at u, uses an a-edge and then a b-edge. It is clear that the
image of u lies in X , by the bipartiteness of G. We prove that πab, πbc, πca
are permutations acting on X . By the symmetry in the three colors, and
since |X| is finite, it is enough to show that πab is injective. Assume that
πab(p) = πab(q) = r for p, q, r ∈ X . Vertex r is the final vertex of the ab-
paths which start at p and at q. But there is only one b-edge incident to r.
Thus, this b-edge is used by both paths; we conclude that the other end of
the a-edge incident to p is the same as the other end of the a-edge incident
to q. Denote this common end by s (which is a vertex in Y ). The fact that
there is only one a-edge incident to s implies that p = q. We conclude that
πab is injective, and thus a permutation acting on X .
Observe that the number of faces of the faithful embedding of G is the
sum of the numbers of cycles of the permutations πab, πbc, πca. Note also that
the composition πab ◦ πbc ◦ πca is the identical permutation, hence an even
permutation. It follows that the total number of even cycles of the three
permutations is even. (Recall that an even cycle has odd parity, and vice-
versa.) Thus, the parity of the number of cycles of πab, πbc and πca is the
same as the parity of the total number of their odd cycles. Make three copies
of the vertices in X and use each copy to represent the cycles of one of the
permutations, as polygons. The even polygons use an even number of the
3k vertices. Therefore, the parity of the total number of odd polygons is the
same as the parity of 3k, that is, the same parity as k. Since we proved that
the parity of the number of faces in the faithful embedding is the same as
the parity of the total number of odd cycles of the permutations πab, πbc and
πca, the first part of the theorem is established.
Suppose M is orientable. By definition, it follows that CM is bipartite.
Apply the first part of the theorem to the embedding ofM . Since the number
of vertices of CM is a multiple of 4, it follows that the number of faces of
the faithful embedding of CM is even. To compute χ(M) we have to add
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4|SQ(M)| − 6|SQ(M)| to the number of faces, which we proved to be even.
The proof is complete.
With this theorem we conclude the relations among Tutte’s axioms [25],
the classical topological notion of a graph well-embedded in a surface, and
the definition that we use here. We showed that, under the bijections ψa and
ψ, they are in fact equivalent.
The next theorem can be used to give an upper bound on the number of
disjoint odd polygons which are subgraphs of CM . We derive this consequence
in Lemma 4.8. It is also used in Theorem 2.14 to give an upper bound on
the maximum number of independent vertices in special graphs.
(1.8) Theorem: Assume that G is a 3-edge colored cubic graph. The mod 2
sum of the sets of edges in an arbitrary subset S of ab-, bc-, and ca-polygons,
where a, b, c are the colors used to paint the edges of G, induces a disjoint
set of polygons of even length.
Proof: Since G is cubic and the mod 2 sum of the edge-sets of polygons
induces a cycle, it follows indeed that it induces a disjoint set of polygons.
We just have to prove that each component induced by the mod 2 sum of
bicolored polygons is a polygon with an even number of edges.
Consider an arbitrary such component, denoted K. Each edge in the
polygon K is in an odd number of members of S, by definition of mod 2 sum.
Observe that each edge of G appears in precisely two bicolored polygons. It
follows that every edge of K appears in exactly one bicolored polygon in
S. If an edge of K appears in an ab-polygon in S, let us mark it with c.
Analogously, mark an edge of K with a(b) if it appears in a bc-polygon (ca-
polygon) in S. This partitions K into a number of maximal paths whose
edges have the same mark, which we say is the label of the path. We observe
that for x, y different symbols in {a, b, c}, if an edge of K marked x is incident
to another marked y, then the edge marked x is an y-edge and the edge
marked y is an x-edge. From this observation we derive the following fact:
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the number of edges in a maximal path with the same label is even if and only
if the path that precedes it in K and the path that follows it have distinct
labels.
The problem, then, is reduced to the following: if the vertices of a
polygon (with at least three edges) are properly colored in at most three
colors, then the number of vertices which have neighbors of the some color
is even.
The vertices correspond to the maximal paths. Therefore, the vertices
which have neighbors of the same color correspond to the maximal paths
with an odd number of edges. If there are just one or two maximal paths,
the theorem is trivial. We deal with the new problem in the next lemma.
(1.8.1) Lemma: Suppose the vertices of a polygon, with at least three
vertices, are colored with at most three colors such that adjacent vertices
have different colors. Then the number of vertices which have neighbors of
the same color is even.
Proof: Let us denote the three colors by 0, 1, and 2. Orient the edges
linking a vertex of color i to a vertex of color i+ 1 (mod 3) from the former
to the latter. It follows that the vertices which become a sink or a source
with this orientation are precisely the vertices which have neighbors of the
same color. The lemma follows if we observe that the number of sources is
the same as the number of sinks.
The idea to orient the edges, which makes very simple the above proof,
is due to H. Shank in a personal communication.
1.C The Phial Map and the Antimap
In this section we use our definition of map to derive a richer structure, which
is the basis of the next chapter.
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Given a map M = (CM , VM , fM), let us denote by QM the 4-regular
graph obtained from CM by adding to its edges the 1-factor zM in the com-
plement of CM , defined as the diagonals of the squares.
By leaving out one of the three disjoint perfect matchings vm, fM , zM
of QM and permuting the order of the other two, we get a set of six maps,
denoted by Γ(M), and named as follows:
SYMBOL DEFINITION NAME
M (QM\zM , vM , fM) map M
DM = D (QM\zM , fM , vM) dual of M
D∼M = D
∼ (QM\vM , fM , zM) antidual of M
PM = P (QM\vM , zM , fM) phial of M
P∼M = p
∼ (QM\fM , zM , vM) antiphial of M
M (QM\fM , VM , zM) antimap of M
Observe that if X ∈ Γ(M), then Γ(X) = Γ(M). Observe also that Dt
(the t-map associated with D) corresponds to the usual dual t-map, which
interchanges faces and vertices relative to M t.
Consider a t-mapM t. We now define some important cyclic paths which
are analogous to the facial paths. Starting at an arbitrary point of the surface
near an edge we proceed (in the surface) Parallel to the edge, crossing it in its
middle, and continuing to go parallel to the edge and in the same direction
as before, but now in the other “side” of the edge. Near a vertex we turn
(without crossing points of the graph) and repeat the process with the new
edge. Iteration of the above rules ends when we get back to the initial edge
in the initial “side”. Clearly, we reach this stage and we reach it before we
reach a “side” of an edge already traversed. The edges which indicates the
way and the vertices which make the transitions between two edges must be
recorded such as to form a cyclic path in GM . Such cyclic path is called a
zigzag in M t.
Observe that the zigzag paths form another combinatorial embedding
of GM , since each edge is used twice in the collection of zigzag paths. This
embedding corresponds toM∼. We claim thatM t and (M∼)t share a duality
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relation: their facial paths and zigzag paths are interchanged, while the (pairs
of inverses) cyclic sequences of edges around the vertices of their graphs are
the same. This claim can be easily verified in the maps M and M∼: their
f -gons and z-gons are interchanged, while the v-gons are the same.
The z-gons of maps M and D are the same. This corresponds to the
fact that the cyclic sequence of edges in the zigzag paths of M t and Dt are
the same.
M and P clarify a duality relation betweenM t and P t. The phial pair of
maps M and P have v-gons and z-gons interchanged, while the same f -gons.
This means that M t and P t have the cyclic sequence of edges around the
vertices and the cyclic sequence of edges in the zigzag paths interchanged,
while having the same cyclic sequence of edges in the facial paths.
The zigzag paths are studied by Shank [24], in the restricted case of
planar t-maps. In this context he names these paths “left-right paths”. Paper
[24] Influenced the definition of zigzag paths and the subsequent development
of the theory presented in Chapters 2 and 3.
We show in Figures 1.1, 1.2, and 1.3 the elements of Γ(M), where M
is the t-map formed by a cube embedded in the plane. The dual t-map, Dt,
is the familiar octahedron embedded in the plane. Observe that SD∼ = SP ,
which is the non-orientable surface of connectivity 4, as shown by the non-
orientable handles labelled A and B in Figure 1.2. Finally SP∼ = SM∼, which
is the familiar torus. The reader can observe the relations among the edges
around the vertices, the edges in the facial paths, and the edges in the zigzag
paths.
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From the definitions of its members, there exists a natural bijective
correspondence between the squares of the elements of Γ(M).
Two maps M = (CM , vM , fM) and N = (CN , vN , fN) are isomorphic if
there exists a bijection b from V CN onto V CM such that for every x ∈ V CM ,
bvM (x) = vNb(x)
bfM (x) = fNb(x)
baM (x) = aNb(x)
Two members of Γ(M) are said to be square-identically isomorphic
if they are isomorphic and the isomorphism preserves the vertices of each
square.
We use the structure of Γ(M) to prove that the graphs which arise by
doubling every edge of another graph can be embedded so as to form a self-
dual t-map in a strong sense, which we now describe. Denote by Gd the graph
obtained from a graph G by doubling every edge of G. Consider an arbitrary
t-map Et such that GE = G. Denote by D
t the t-map obtained from Et by
replacing every edge of G by a bounding digon. Let M denote the dual of D.
Consider the pair of dual maps formed by the phial P of M and the antidual
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D∼ of M . Under these conditions, we show in the next theorem that P and
D∼ are square-identically isomorphic. It is an easy property, which we prove
in 2.1, that GD ∼= GD∼ for every map D. Consequently, G
d ∼= GD ∼= GD∼
is embedded such as to be edge-identically isomorphic, i.e., the isomorphism
between GP and GD∼ induces the same 1-1 correspondence between eGp and
eGD∼ as the one given by the topological duality.
(1.9) Theorem: Let Dt be obtained from Et by doubling each edge of GE
so as to form a bounding digon in SE. Let M be the dual of D,P be the
phial of M , and D∼ be the antimap of D. Then the pair of dual maps, P
and D∼ are aquare-identically isomorphic.
Proof: It is sufficient to prove that M and M∼ are square-identically
isomorphic. This is so because P is the phial of M and D∼ is the phial of
M∼.
Denote by N the dual of E. Observe that GM is equal to GN with every
edge subdivides by a bivalent vertex, called a middle vertex of GM .
It is a straightforward property of a map M , whose graph GM is ob-
tainable by subdividing every edge of another graph by a middle vertex, that
M and M∼ are square-identically isomorphic. To verify this, recall that the
antimap of a map M replaces, in each square of M , the two fM edges by its
diagonals. (See Figure 1.4). To be convinced that the map and its antimap
under the hypothesis are square-identically isomorphic, just twist the v-gons
with four edges which correspond to the middle vertices.
M
“middle”
v-gon
“middle”
v-gon
M~
Figure 1.4
Chapter 2
Rich Maps and Graphs
2.A Algebraic Preliminaries
Initially we state the facts from linear algebra that we use.
Consider a finite dimensional vector space W over a field K and a basis
{ai}i=1,...,n of W . Let the symmetric bilinear function
〈·, ·〉 : W ×W → K
be defined by 〈u, v〉 =
∑n
i=1 λiγi, where λi, γi ∈ K, for i ∈ {1, . . . , n}, and
u =
∑n
i=1 λiai, v =
∑n
i=1 γiai. Function 〈·, ·〉 is the well-known scalar product
induced by the basis {ai}i=1,...,n. Relative to the scalar product, there is the
concept of orthogonality: two vectors u, v ∈ W are orthogonal if 〈u, v〉 = 0.
If A is a subspace of W , then the set of vectors of W which are orthogonal
to all vectors in A is also a subspace of W , denoted by A⊥.
The following is a list of elementary algebraic properties, involving the
above concepts. Proofs of these properties can be found in Godement’s book
[8, Sections 19, 36].
(2.0.1) For a finite dimensional vector space W , over an arbitrary field, let
A and B denote arbitrary subspaces of W , and let “⊥” be defined relative
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to a scalar product induced by a fixed basis for W . The following properties
hold:
(a) dim(A+B) = dim(A) + dim(B)− dim(A ∩ B);
(b) (A⊥)⊥ = A;
(c) (A+B)⊥ = A⊥ ∩ B⊥; (A ∩B)⊥ = A⊥ +B⊥;
(d) dim(A) + dim(A⊥) = dim W .
We also use the fundamental homomorphism theorem (for vector spaces):
assume that W1 and W2 are vector spaces over the same field, and h : W1 →
W2 is a homomorphism. Then, the quotient space W1/Ker(h) is isomorphic
to the subspace of W2 defined by image of W1 under h. In particular,
dim[Ker(h)] + dim[Im(h)] = dim W1.
If W is a subset of vertices of a graph G, the coboundary of W , denoted
by δG(W ) or δ(W ), is the set of edges of G which have one end in W and
the other in V G−W .
Let M be a given map. Consider the graphs GM , GD, and Gp The sets
of coboundaries of these graphs are denoted by VM , FM , and ZM respectively.
To simplify the notation, we use V, F , and Z, if M is understood.
We give, as usual, a vector structure to the power set 2SQ(M) by taking
the sum of subsets to mean their mod 2 sum.
Thus, the underlying field is GF (2). Let the canonical basis for 2SQ(M)
be the set of singletons representing the individual squares of M .
With the choice of this basis we have a scalar product and the notion
of perpendicular subsets of squares of M , (or subsets of edges of GM , GD or
GP ) in this special case two subsets are perpendicular if their intersection has
even cardinality.
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Since the symmetric difference of two coboundaries in a graph G is also a
coboundary in G, the set of coboundaries of G, denoted BS(G), is a subspace
of 2SQ(M). Analogously, since the symmetric difference of two cycles in G is
also a cycle in G, the set of cycles of G, denoted as said before by CS(G),
is a subspace of 2SQ(M). For every graph G the intersection of any member
of BS(G) and any member of CS(G) has even cardinality. Indeed, BS(G)
and CS(G) are perpendicular subspaces, for every graph G. See Bondy and
Murty [1]. The dimensions of these subspaces are
dim[CS(G)] = |eG| − |V G|+ p
dim[BS(G)] = |V G| − p,
where p is the number of components of G. See also [1].
In view of the above relation between BS(G) and CS(G), we denote by
V ⊥, F⊥ and Z⊥, respectively, the cycles spaces of GM , GD, and GP .
We use the dimensions of cycle and coboundary spaces of graphs and
the theory of 3-colored cubic graphs to establish the familiar upper bound
for χ(M), for connected maps M . We also show that if the upper bound is
attained, then CM is bipartite. This shows that in the definition of planar
maps, the condition that CM is bipartite is redundant.
(2.0.2) Theorem: The maximum Euler Characteristic of a connected map
is 2. If χ(M) = 2, then M is orientable.
Proof: We prove a more general statement. Suppose G is a connected cubic
graph and {a, b, c} is the set of colors of a proper 3-coloration of the edges of
G. Let 2k be the number of vertices of G; consequently, 3k be the number of
its edges. Denote by p(x, y) the number of xy-polygons, x, y ∈ {a, b, c}. We
prove that 2k+ p(a, b) + p(b, c) + p(c, a)− 3k is at most two, and that if this
bound is attained, G is bipartite. Specializing for the faithful embedding of
CM , we have the theorem.
Observe that the dimension of the cycle space of G is 3k−2k+1 = k+1.
36 So´stenes Lins
The dimension of the subspace of CS(G) generated by the ab−, bc−, and ca-
polygons is p(a, b)+p(b, c)+p(c, a)−1. To see this, observe that this subspace
is the space of the coboundaries of the topological dual of the t-map formed
by the faithful embedding of G, and that this dual has its vertices in bijective
correspondence with the ab−, the bc−, and the ca-polygons. Therefore, we
have
p(a, b) + p(b, c) + p(c, a)− 1 ≤ k + 1,
that is,
p(a, b) + p(b, c) + p(c, a)− k ≤ 2,
as we stated. If we have equality, then the three types of polygons generate
CS(G). As every such generator has an even number of edges, it follows that
G is bipartite. This concludes the proof.
The intersection of BS(G) and CS(G), subspace of 2eG over GF (2), has
been named the of G (see [21]).
The dimension of the bicycle space of a graph is an important parameter
in the theory that follows.
2.B A Ternary Relation Involving Cycles and
Coboundaries
In this section we introduce the concept of rich map. A rich map induces three
graphs on the same set of edges having the property that an arbitrary cycle
in one of them is expressible as the symmetric difference of two coboundaries,
one in each of the two other graphs.
(2.1) Proposition: For any map M we have G ∼= GM∼.
Proof: The M-squares, which are the edges of GM are in natural 1-1
correspondence with the M∼-squares which are the edges of GM∼; namely,
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to M-square S corresponds the M∼-square S∼ such that eS ∪ eS∼ induces
in QM a subgraph isomorphic to K4. The vertices of GM are the v-gons of
M , which are the v-gons of GM∼. Therefore, the sets of vertices of GM and
of GM∼ are equal. Also, the ends of an M-square (i.e., and edge of GM)
are the same v-gons which are the ends of the corresponding M∼-square
(corresponding edge of GM∼). This concludes the proof of the proposition.
(2.2) Proposition: For every mapM , the cycle space of one of GM , GD, GP
contains the sum of the coboundary spaces (over GF (2)) of the other two.
Proof: By the symmetry in the three graphs given by the implication
X ∈ Γ(M) ⇒ Γ(X) = Γ(M) and by the last proposition we simply have to
prove that V ⊥ ⊇ F +Z. Indeed, the proof for arbitrary mapM that V ⊥ ⊇ F
suffices, because for M∼, V ⊥M∼ = V
⊥ and FM∼ = Z.
To prove that F ⊆ V ⊥, for arbitrary mapM , we show that the elements
of a set generating F are elements of V ⊥. To this aim, it is sufficient to
prove that the set T of squares of M which have one fM -edge in an arbitrary
f -gon corresponds to a cycle in GM . This is straightforward because T is the
image of the f -gon under ΨMc . The reason for the sufficiency is that T is a
coboundary of the vertex in GD which corresponds to (in fact, is) an f -gon.
The proof of the proposition is complete.
The above proposition makes the following definition meaningful. The
(cycle) deficiency of a mapM is the dimension of the quotient space V ⊥/(F+
Z). A map is called (cycle) rich if
def(M) = dim
(
V ⊥
F + Z
)
= 0.
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Figure 2.1
The three graphs presents in Figure 2.1 are GM , GD, and GP for a rich
map M . A cycle in one of the graphs can be expressed as the mod 2 sum of
coboundaries in the other two. We exemplify this relation as follows:
(1) the circuit {5, 6, 8} in the first graph can be written as
δ({b, d}) + δ({ℓ}) = {1, 2, 3, 4, 6, 8}+ {1, 2, 3, 4, 5} = {5, 6, 8};
(ii) the circuit {2, 6, 7} in the second graph can be written as
δ({f, i}) + δ(ℓ) = {1, 3, 4, 5, 6, 7}+ {1, 2, 3, 4, 5} = {2, 6, 7};
(iii) the circuit {6} in the third graph can be written as
δ({f, h, i}) + δ({a, c, d}) = {1, 2, 4, 5, 7, 10}+ {1, 2, 4, 5, 6, 7, 10} = {6}.
The explanation for this ternary symmetric relation is given by the next
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theorem.
(2.3) Theorem. (Cycle-coboundary symmetric ternary relation): If
M is a rich map, then the three graphs GM , GD, and GP satisfy the following
property: the cycle space (over GF (2)) of one of them is equal to the sum of
the coboundary spaces of the other two.
Proof: Assume the Lemma 2.4 on equality of the deficiencies. The above
theorem is a direct corollary of this lemma with zero as the common defi-
ciencies of M,D, and P .
(2.4) Lemma. (Equality of deficiencies): For a map M , every two
members of Γ(M) have the same deficiency.
Proof: By the Absorption Property, proved as Theorem 2.5 below, applied
to P in place of M , it follows that VP ∩FP ⊆ ZP . But VP = ZM = Z, FP =
FM = F, ZP = VM = V . Thus, Z ∩ F ⊆ V or F ∩ Z = V ∩ F ∩ Z.
defM = dim
(
V ⊥
F + Z
)
= dim V ⊥ − dim(F + Z)
= (e− v + p)− (f − p)− (z − p) + γ,
where e is the number of squares of M ; v, f, z are, respectively, the numbers
of vertices of GM , GD, GP ; p is the number of components of M ; and γ is the
dimension of V ∩ F ∩ Z.
The above expression can be rewritten as
def(M)− (e+ 3p+ γ)− (v + f + z),
which is evidently symmetric in v, f, z. Since every element of Γ(M) only
induces a permutation of v, f, z in the above expression, the lemma follows,
provided the Absorption Property (Theorem 2.5) is proved.
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Claim 2.5.1 Claim 2.5.2
Theorem 2.5
Ab. Prop.
Dependence Structure for Theorem 2.3
The next theorem is the key for the symmetry in this theory.
(2.5) Theorem. (Absorption Property): For arbitrary map M we have
V ∩ F ⊆ Z.
Proof: Take an element b ∈ V ∩F . It follows that there exist S ⊆ vG(M)
and T ⊆ fG(M) such that b is the coboundary of S in graph GM and the
coboundary of T in graph GD. Take the subgraph of CM which consists of
the v-gons in S, and denote it by CS. Consider also the subgraph CT , defined
analogously by the f -gons in T . Denote by R the subgraph of CM induced
by the symmetric difference of eCS and eCT . We claim the following two
facts about R:
(2.5.1) For every corner x of M , the aM -edge incident to x is in eR if and
only if the aM -edge incident to zM(x) (the corner opposite to x in its square)
is also in eR.
(2.5.2) A square of M has exactly one pair of opposite aM -edges which are
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incident to it in eR iff the square corresponds to an edge of GM (and of GD)
which is in b.
Let us assume the two claims and conclude the proof of the Absorption
Property. Following that we establish the claims.
By claim (2.5.1), graph R defines naturally a set U of v-gons in map
P = PM . Specifically, the subgraph CU of CP is formed from R by deleting
every vM− and fM− edge of R and including a zM -edge, whenever it links a
pair of corners such that the aM -edges which are incident to them are in eR.
Thus, CU is formed by a subset U of V G(P ). By claim 2.5.2 the coboundary
of U in Gp is b. Hence b ∈ Z, concluding the proof of the theorem, subject
to the proofs of the claims (2.5.1) and (2.5.2).
Proof of the claims (2.5.1) and (2.5.2) Take a square X of M . Consider
that X has i vM -edges in eCS and j fM -edges in eCT . Both i and j are in
{0, 1, 2}. Since b ∈ V ∩F , it follows that |eX ∩ (eCT +eCS)| is even for every
square X of M . Hence, we have
(i, j) ∈ {(0, 0), (1, 1), (2, 0), (0, 2)}.
Claim 2.5.1 is directly checked for the four cases above. Thus, (2.5.1)
follows, since X is arbitrary.
Square X corresponds to an edge in b iff (i, j) = (1, 1). Direct observa-
tion shows that of the four cases the only one which implies that exactly one
pair of opposite aM -edges is included in eR is also (i, j) = (1, 1). Hence, the
proof of (2.5.2) is complete.
Observe that with the proof of these claims every statement used in the
proof of Theorem 2.3 is established.
For a map M we define the facial deficiency of M as the dimension of
V ⊥/F .
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(2.6) Proposition: The facial deficiency of a connected map M is ξ(M).
Proof: The proof follows from the definition:
dim
(
V ⊥
F
)
= dim(V ⊥)− dim(F )
= (e− v + 1)− (f − 1)
= (2 + e)− (v + f)
= 2− χ(M) = ξ(M),
where e = |SQ(M)|, v = |vG(M)|, f = |fG(M)|.
Part (b) of the following corollary appears in Shank [24], proved by more
specific techniques.
Corollary of (2.6) (a) Planar maps are rich; (b) the bicycle space of a
planar graph G is generated by the cycles induced by the zigzag paths ofM t,
where GM = G.
Proof: That a planar map M is rich follows from the fact that ξ(M) = 0,
which implies, by the previous proposition that V ⊥ = F , or V ⊥ = F + Z.
To establish (b) it is sufficient to show that V ∩V ⊥ = Z. By part (a) and
Lemma 2.4, it follows that V + F = Z⊥. Replacing F by V ⊥ and taking the
perpendiculars on both sides of the equality yields V ∩ V ⊥ = Z, by 2.0.1(c).
This concludes the proof of the corollary.
Planar maps are simple examples of rich maps, simple in the sense that
we do not need Z to generate V ⊥. What we propose to do now is to charac-
terize, in a topological way, rich maps. With the characterization it is easy
to get examples of rich maps in arbitrary surfaces.
Motivated by Theorem 2.3, concerning the symmetric ternary relation
in cycles and coboundaries, we introduce the following definition.
A graph is called (cycle) rich if there are two other graphs with the same
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set of edges as the first graph such that a cycle in one of the three graphs
corresponds to the symmetric difference of two coboundaries, one in each of
the other two graphs.
We define also the map-deficiency of a graph G to be minM{def(M) :
G = GM}. A graph G is called map-rich if its map-deficiency is 0, that is, if
there exists a rich map M with GM = G.
Theorem 2.3 implies that all map-rich graphs are rich graphs. Having
no counter-examples so far, we conjecture the converse:
Conjecture: All rich graphs are map-rich graphs.
This conjecture if true, would complete the analogy between rich graph
and planar graph.
Since we have not made any progress to settle or disprove this conjecture,
we consider the easier problem for the characterization of map-rich graphs.
2.C Surface Characterizations of Map-Rich
Graphs
This section establishes two characterizations (Theorem 2.9) of map-rich
graphs. One of these is used to give a topological “recipe” for all map-
rich graphs. The other is used to prove that there are graphs which are not
map-rich.
A medial map is a t-map X = (H,S) such that H is 4-regular and the
faces ofX are partitioned into two ordered classes called “black” and “white”
such that every edge of H is incident to faces of different colors.
We define a function acting on the set of maps with image in the set of t-
maps: ψ′(M) is the t-map obtained from the embedding ofM by contracting
to a point in SM each disc bounded by a square of M . We use the notation
ψ′(M) = M ′ = (HM , SM). The next lemma shows that this notation is
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convenient.
(2.7) Lemma: The function ψ′ is a bijection from the set of maps onto the
set of medial maps.
Proof: First we prove that (HM , SM) = M
′ is a medial map for every map
M . It is evident that HM is 4-regular. To prove that M
′ is properly 2-face-
colorable, it is sufficient to show that (CM , SM) is 3-face-colorable; this is
straightforward: color with black the discs bounded by v-gons, with white
the discs bounded by f -gons, and with red the discs bounded by the squares
of M . When we contract the squares to get M ′, the red faces disappear and
we have the ordered 2-coloring, black and white, of the faces of M ′. This
shows that M ′ is a medial map.
Conversely, we show that (ψ′)−1 is defined for all medial maps. Given
a medial map X = (H,S), expand in S the 4-valent vertices of H to discs
bounded by squares. Of course, this expansion gives the embedding of a
map, denoted M : the original edges of H are the aM -edges; the created
edges which bound a black face are the vM -edges; the created edges which
bound a white face are the fM -edges. It is evident that the v-gons, the f -
gons, and the squares of M are boundaries of closed discs in S. The lemma
is proved.
Observe that if X, Y ∈ Γ(M), then HX = HY . In the proof of the above
lemma, the black faces of M ′ correspond to the v-gons of M , the white faces
to the f -gons. Henceforth, we fix this convention.
Note that the only difference between M ′ and D′ is that the black and
white faces are interchanged.
The set of black faces of M ′ is denoted by bF (M ′); its set of white faces
is denoted by wF (M ′).
Given a map M and a vertex v of valency 2n in GM , two edges incident
to v are opposite at v if their indices differ by n in a successive numbering of
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the edges incident to v that follows the cyclic sequence induced by M t.
For an eulerian GM , a smooth path in M
t is a path in GM such that
every pair of consecutive edges is opposite at the vertex between them.
Observe that for GM eulerian, the smooth paths ofM
t define a partition
of eGM . In particular the smooth paths ofM
′ = (HM , SM) define a partition
of eHM .
Given M ′ we define G′M as follows: the vertices of G
′
M are the smooth
paths of M ′. The edges of G′M are the vertices of HM . The two ends of an
edge of G′M are the two smooth paths (which may be the same) that use the
corresponding vertex of HM .
(2.8) Lemma: For every map M, GP ∼= G
′
M , where P is the phial of M .
Proof: ConsiderM = (HM , SM). There exists a natural bijection, denoted
b1, from the squares of P onto the vertices of HM : the expansion in SM of
the vertices of HM gives the squares of M , which are identifiable with the
squares of P . Also there is a natural bijection from the v-gons of P onto the
smooth paths of M ′; we denote by b2 this bijection.
Take an edge x of GP and let u and w be its ends. It follows, from the
definitions, that the ends of b1(x) ∈ eG
′
M are b2(u) and b2(w), which are in
V G′M . Therefore, Gp
∼= G′M , proving the lemma.
Given a map M we say that P ′, the medial of the phial of M , is a
smooth-path-embedding of GM , or an sp-embedding of GM . The surface of
the sp-embedding P ′ is Sp. A graph is eulerian if every vertex has even
valency.
(2.9) Theorem. (Surface characterizations of map-rich graphs):
(a) The following three conditions are equivalent for connected graph G
with at least one edge:
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(i) G is a map-rich graph.
(ii) G has an sp-embedding in a surface S of Euler characteristic
χ(S) = 3 − |V G| + γ, where γ is the dimension of the bicycle
space of G.(The value of OL(S) is also determined; see part (b)).
(iii) There exists an sp-embedding P ′ = (HP , SP ) of G such that the
cycle space of HP (over GF (2)) is generated by the boundaries of
the faces of P ′ and by the cycles induced by the smooth paths of
P ′.
(b) For every pair of phial maps, M and P , if P is orientable, then GM is
eulerian. The converse also holds if the maps are rich.
Proof of part (a) Initially we prove that (i) implies (ii). Assume that G is
a map-rich graph and that M is a rich map satisfying GM = G. Denote by
P , as usual, the phial of M . By the lemma on bicycle spaces, proved below
in 2.9.2,
Z ∩ F = V ∩ F ∩ Z = V ∩ V ⊥
where V, F , and Z are relative to map M . We have also
V = F⊥ ∩ Z⊥,
since M is rich and thus V ⊥ = F + Z. We use the two latter equalities in
the expression for ξ(P ) which we obtain from Lemma 2.9.1, proved below,
with P replacing M :
ξ(P ) = dim(Z ′ ∩ F⊥)− dim(Z ∩ F )
= dim(V )− dim(V ∩ V ⊥).
Since G is connected, ξ(P ) = 2−χ(Sp), and dim(V ∩V
⊥) = γ it follows that
ξ(SP ) = 3− |V G|+ γ.
Therefore, since Sp is the surface of the sp-embedding of G, the proof that
(i) implies (ii) is complete provided Lemmas 2.9.1 and 2.9.2 are established.
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Now we prove that (ii) implies (i). Assume that G has an sp-embedding
P ′ such that ξ(Sp) = 3− |V G|+ γ. Since G is connected the latter equality
is equivalent to
ξ(P )− dim(V )− dim(V ∩ V ⊥),
where V is the coboundary space of GM , and M the phial of P . By Lemma
2.9.1, with P in the role of M ,
Z ∩ F ⊆ V ∩ V ⊥ ⊆ V ⊆ Z⊥ ∩ F⊥
dim(Z⊥ ∩ F⊥)− dim(V ∩ F ) = ξ(P ).
The previous expression for ξ(P ) and the above two properties imply
Z ∩ F = V ∩ V ⊥
V = Z⊥ ∩ F⊥.
Taking perpendicular to both sides of the latter equality we get
V ⊥ = F + Z,
whence M is rich. Since by Lemma 2.8, GM = G
′
P ; and the latter is G, it
follows that G is map-rich. Thus, the proof that (ii) Implies (i) is complete
provided Lemma 2.9.1 is established.
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Dependence Structure for Theorem 2.9
We show that (i) and (iii) are equivalent. To this end, we define the
sp-deficiency of a connected map P , or def ′(p), as follows. Denote the cycle
space of Hp by CS(Hp). Let the subspaces of CS(Hp) generated by the
boundaries of the black and white faces of P ′ be denoted, respectively, by Z ′
and F ′; denote by V ′ the subspace of CS(Hp) generated by the cycles induced
by the smooth paths of P ′. With this terminology we have, by definition,
def ′(P ) = dim
CS(Hp)
V ′ + F ′ + Z ′
.
By Lemma 2.9.3, proved below, it follows that dim[(F ′ + Z ′) ∩ V ′] = 1 +
dim(F ∩ Z).
We also have dim[CS(Hp)] = 2e − e + l = e + 1, and dim(F
′ + Z ′) =
f + z − l, where f = |vG(D)|, z = |vG(P )|, e = |eGp|; the first of those
equalities is implied by the fact that P is connected; the second follows from
the facts that dim(F ′) = f and dim(Z ′) = z, because the boundaries of the
black faces and the boundaries of the white faces of P ′ partition eHp, and
from the fact that dim(F ′ ∩ Z ′) = 1, proved in Proposition 2.9.4.
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Since the edges in the smooth paths of P ′ also partition eHp, it follows
that dim(V )′ = v.
The above equalities imply that def(P ) = def ′(P ), for every map P :
def ′(P ) = dim[CS(Hp)]− dim(V
′ + F ′ + Z ′)
= (e+ 1)− dim(F ′ + Z ′)− dim(V ′) + dim[(F ′ + Z ′) ∩ V ′]
= (e+ 1)− (f + z − 1)− v + 1 + dim(F ∩ Z)
= e+ 3 + dim(F ∩ Z)− (v + f + z)
= def(P ).
Now we can easily conclude the proof that (i) and (iii) are equivalent.
If G is map-rich, let M be a rich map with GM = G. By Lemma 2.0,
this implies that G′p = G. Since def
′(P ) = def(P ), as shown above, and
def(P ) = def(M), by Lemma 2.4, the equality def(M) = def ′(P ) shows that
(iii) follows from (1).
Conversely, suppose that (iii) holds for some P ′. Let M be the phial
of P . Since 0 = def ′(P ) = def(P ) = def(M), it follows that M is rich. By
Lemma 2.8 we have GM = G
′
p; since G
′
p = G, it follows that GM = G and so
G is map-rich.
Thus, the proof of the equivalence between (i) and (iii) is reduced to the
proof of Lemma 2.9.3 and Proposition 2.9.4.
Proof of part (b) Suppose that P is orientable, whence Cp is bipartite. Let
{A,B} be a bipartition of Cp. It follows, from the definition of phial, that
for every pair of corners of M,X and aM(vM(X)), one is in A and the other
is in B. Thus, the number of vertices in every v-gon of M is a multiple of
four. Since the valency of a vertex in GM is half the number of vertices in
the corresponding v-gon of M , it follows that GM is eulerian.
To prove the converse assume that M is rich and CM is eulerian. (If
we drop the hypothesis that M is rich, then the converse does not follow in
general.) We use the equivalence between (i) and (iii) established in part (a).
Consider the graph G of part (a) to be GM . Therefore, (iii) holds since M
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is rich. Let P be the phial of M . By (iii), we have CS(Hp) = Z
′ + F ′ + V ′,
where to recall the terminology, Z ′ and F ′ are generated by the boundaries
of, respectively, the black and the white faces of P ′, and V ′ is generated by
the cycles induced by the smooth paths of P ′.
Since GM is eulerian it follows that each smooth path in P
′ has an even
number of edges. This claim is justified as follows. Assume that there are k1
loops and k2 non-loops incident to a vertex v of G = GM . The subgraph of
Hp induced by the corresponding smooth path in P
′ has k1 4-valent vertices
and k2 bivalent vertices. The number of edges in this subgraph is, therefore,
k = 1
2
(4k1 + 2k2). Since GM is eulerian k2 is even and so is k.
To each smooth path in P ′ corresponds a pair of (vp, fp, ap)-paths (a
cyclic path that uses vp−, fp−, and a ap-edges in this order) in Cp such that
the symmetric difference of their edge-sets is the edges in the squares that
they meet once. Observe that since each smooth path has an even number
of edges, so does each (vp, fp, ap)-path.
We claim that the cycle apace of CP is generated by the cycles induced
by the squares, the v-gons, the f -gons, and the (vp, fp, ap)-paths. Observe
that if the claim is accepted the proof is complete: as every generator has an
even number of elements it follows that every cycle in Cp has an even number
of edges, that is, Cp is bipartite and Sp is orientable. The claim is proved by
the inclusion of a bounding (in SP ) loop at each vertex of Hp, and by the
successive expansion of edges to form CP . The proof uses the following two
easy observations:
(I) The cycle space of a graph G is generated by a collection X of cycles
iff the cycle space of the graph Ge obtained from G by adjoining a new
edge e which forms a loop, is generated by the collection Xe of cycles,
obtained from X by including {e} as one of its elements.
(II) The cycle space of a graph G is generated by a collection X of cycles
iff the cycle space of the graph Ge, obtained from G by contracting
non-loop e, is generated by the collection Xe of cycles, obtained from
X by taking the difference of its elements with {e}.
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It is evident that (I) and (II) hold. Iterated application of them trans-
forms (Hp, X) into (Cp, Y ), where X is the set of cycles formed by the bound-
aries of the faces of P ′ and by the edges in the smooth paths of P ′; X gen-
erates CS(Hp); Y is the set of cycles induced by the squares, the v-gons,
the f -gons of P , and by one member of each pair of associated (vp, fp, ap)-
paths; Y generates CS(Cp). The proof of Theorem 2.9 is complete provided
statements 2.9.1 to 2.9.4 are established.
(2.9.1) Lemma. (Triple inclusion property): For every mapM we have
V ∩ F ⊆ Z ∩ Z⊥ ⊆ Z ⊆ V ⊥ ∩ F⊥
and
dim(V ⊥ ∩ F⊥)− dim(V ∩ F ) = ξ(M).
Proof: We restrict the proof, without loss of generality, to connected
maps. To prove the equality, consider the following equation, with e =
|SQ(M)|, v = |vG(M)|, f = |fG(M)|:
dim(V ⊥ ∩ F⊥) = (e− v + 1) + (e− f + 1)− dim(V ⊥ + F⊥).
Using items (d) and (e) of 2.0.1 we have
dim(V ⊥ + F⊥) = e− dim[(V ⊥ + F⊥)⊥] = e− dim(V ∩ F ).
Using the above value of dim(V ⊥ + F⊥) yields
dim(V ⊥ ∩ F⊥) = (e + 2)− (v + f) + dim(V ∩ F ) = ξ(M) + dim(V ∩ F ),
which is the equality that we wish to establish.
To verify the inclusions we use the Absorption Property, Lemma 2.5,
which says that
V ∩ F ⊆ Z.
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Proposition 2.2 implies that Z⊥ ⊇ V + F . Taking perpendiculars we get, by
2.0.1(c)
Z ⊆ V ⊥ ∩ F⊥.
Thus, we have V ∩F ⊆ Z ⊆ V ⊥ ∩F⊥. To conclude the proof it is enough to
show that V ∩F ⊆ Z⊥. This follows from V ∩F ⊆ V + F ⊆ Z⊥. The latter
inclusion is implied by Proposition 2.2. The proof of the lemma is complete.
(2.9.2) Lemma on bicycle spaces: If M is a rich map, then the bicycle
spaces of GM , GD, and Gp are equal to V ∩ F ∩ Z.
Proof: Observe that this lemma is a generalization of part (b) of the
corollary of Proposition 2.6. Therefore, here is a property of planar graphs
which generalizes to rich graphs.
The fact that M is rich implies that V = F⊥ ∩ Z⊥. Hence, V ∩ V ⊥ =
F⊥∩Z⊥∩V ⊥. The symmetry in V, F, Z, shows that F ∩F⊥ and Z ∩Z⊥ are
also equal to V ⊥∩F⊥∩Z⊥. We have V ∩F∩Z = V ∩F , which follows from the
Absorption Property (Lemma 2.5). Also we have V ∩F ⊆ V ∩V ⊥ by property
2.2. Since V ∩V ⊥ = V ⊥∩F⊥∩Z⊥, it follows that V ∩F ∩Z ⊆ V ⊥∩F⊥∩Z⊥.
To prove the reverse inclusion let x ∈ V ⊥ ∩ F⊥ ∩ Z⊥. As shown above the
latter space is equal to V ∩V ⊥ = F ∩F⊥ = Z∩Z⊥. Therefore, x ∈ V ∩F ∩Z
and V ⊥ ∩ F⊥ ∩ Z⊥ ⊆ V ∩ F ∩ Z, concluding the proof.
(2.9.3) Lemma: For every connected map P = PM ,
dim[(F ′ + Z ′) ∩ V ′] = 1 + dim(F ∩ Z).
Proof: We intend to prove the above equality by presenting an epimor-
phism h from (F ′ + Z ′) ∩ V ′ onto F ∩ Z and by showing that the kernel of
h has dimension 1.
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By Proposition 2.9.4, proved below, F ′ ∩ Z ′ has dimension 1 and hence
two elements. It is also shown that the two elements of F ′∩Z ′ are the null set
of edges and the whole set of edges of Hp. Let x ∈ F
′+Z ′. By the preceding
argument, there are two ways to represent x as mod 2 sum of boundaries
of white and black faces of P ′. Let Wx and Bx be subsets of wF (P
′) and
bF (P ′) such that
x = ∂(Wx) + ∂(Bx).
Since the non-null element of F ′ ∩ Z ′ is eHp, and eHp = ∂(wF (P
′)) =
∂(bF (P ′)), we have
x = [∂(wx) + ∂(wF (P
′))] + [∂(Bx) + ∂(bF (P
′))]
= ∂(wF (P ′)\Wx) + ∂(bF (P
′))\Bx),
which is the other way to represent x as mod 2 sum of boundaries of white
and black faces of P ′.
Note that if x ∈ (F ′+Z ′)∩V ′, then for an arbitrary vertex v of Hp, the
intersection of the edges incident to v with x consists of either zero, one, or
two pairs of opposite edges. Moreover, this intersection is one pair if and only
if v (which is an edge of GD and Gp) is in the coboundaries of Wx ⊆ V GD,
and Bx ⊆ V Gp, in the adequate graphs. Therefore, δGD(Wx) = δGp(Bx).
The function h from (F ′+Z ′)∩V ′ into F ∩Z is defined as follows. Given
x ∈ (F ′ + Z ′) ∩ V ′, represent x as ∂(Wx) + ∂(Bx) for convenient subsets of
white and black faces. Take h(x) to be the coboundary of Wx in graph
GD, which is equal, as explained above, to the coboundary of Bx in graph
Gp. Since the coboundaries of a subset and its complement are the same, it
follows that h(x) is independent of the representation of x. Thus, h is well
defined.
Now we show that h is a homomorphism. Take x and y in (F ′+Z ′)∩V ′.
Find Wx, Bx,Wy, By such that
x = ∂(Wx) + ∂(Bx),
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y = ∂(Wy) + ∂(By).
Adding mod 2 we get
x+ y = ∂(Wx +Wy) + ∂(Bx +By).
Thus,
h(x+ y) = ∂(Wx +Wy) = δ(Wx) + δ(Wy) = h(x) + h(y).
Hence, h is a homomorphism. To prove that h is surjective take an element
u ∈ F ∩ Z. By definition, there exist Wu ⊆ V GD and Bu ⊆ V Gp such that
u = δ(Wu) = δ(Bu).
Consider Wu and Bu as the subsets of the corresponding white and black
faces of P ′. Define x ∈ F ′ + Z ′ as x = ∂(Wu) + ∂(Bu). It can be directly
observed that the intersection of x with the four edges incident to an arbitrary
vertex consists of zero, one, or two pairs of opposite edges. Therefore, x ∈
(F ′ + Z ′) ∩ V ′. Moreover, h(x) is the coboundary of Wu in GD that is,
h(x) = u. Thus, h is an epimorphism.
Now we prove that the kernel of h has dimension 1. Suppose that h(x) =
φ and x is not the null vector. FindWx and Bx such that x = ∂(Wx)+∂(Bx).
One of Wx and Bx is non-empty, for instance, Bx 6= φ. If some black face
b is in Bx, then all the black faces adjacent to b by a vertex of Hp are
also in Bx: where this not true, then h(x) = ∂(Bx) 6= φ, contradicting the
hypothesis. By the connectivity of P , it follows that Bx = bF (P
′). The same
argument shows that if Wx 6= φ, then Wx = wF (P
′). But if Bx = bF (P
′)
and Wx = wF (P
′), then x is empty, contradicting the hypothesis. Thus, if
x 6= φ and h(x) = φ, then x = ∂(bF (P ′)) = ∂(wF (P ′)) = eHp. Hence, the
kernel of h has dimension 1. By the fundamental homomorphism theorem,
it follows that
dim[(F ′ + Z ′) ∩ V ′] = dim[Ker(h)] + dim[im(h)]
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or
dim[(F ′ + Z ′) ∩ V ′] = 1 + dim(F ∩ Z),
proving the lemma, subject to the establishment of Proposition 2.9.4, which
we do next.
(2.9.4) Proposition: For connected P = PM the dimension of F
′ ∩Z ′ is 1.
Proof: Assume that x ∈ F ′ ∩ Z ′. lt follows that there are Wx ⊆ wF (P
′)
and Bx ⊆ bF (P
′) such that ∂(Wx = x = ∂(Bx). If a face b ∈ Bx, then the
elements of wF (P ′) which are adjacent to b by an edge of Hp are in Wx.
Therefore, by the connectivity of P , it follows that if both of Wx and Bx are
not empty, thenWx = wF (P
′) and Bx = bF (P
′). Hence, if x ∈ F ′∩nZ ′ then
x is either the null set or the whole set of edges, eHp. Thus, dim(F
′∩Z ′) = 1
as stated.
Observe that at this point every lemma and proposition used to prove
Theorem 2.9 is established. To discover the surface with maximum Euler
characteristic for which a (usual) embedding of a given graph exists is, in
general, a difficult problem. In attacking the famous Heawood Conjecture,
Ringel, Youngs, and others have determined the surface of maximum Euler
characteristic where a (usual) embedding of a complete graph exists. See
Ringel [18], Youngs [29]. With our next theorem we derive a natural upper
hound on the Euler characteristic of a surface where there exists an sp-
embedding of a given graph. This upper bound holds as an equality if and
only if the graph is map-rich. In the next section we show that all complete
graphs are map-rich.
(2.10) Theorem: Given a connected graph G and an sp-embedding of
G,P ′ = (Hp, Sp), then we have
χ(Sp) ≤ 3− v + γ,
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where γ is the dimension of the bicycle space of G, and v = |V G|. Moreover,
equality holds iff P is rich.
Proof: The proof of this theorem is implicit in Theorem 2.9. However, we
give a direct proof. Let M be the phial of P . Hence, G is GM , by Lemma
2.8, and so G inherits the usual terminology for M . Since G is connected,
we have
def(P ) = dim Z − dim(V + F )
= (e− z + l)− (v − l)− (f − l) + dim(V ∩ F )
= (e + 3)− (v + f + z) + dim(v ∩ F ).
Observe that V ∩ F ⊆ V ∩ V ⊥, by Proposition 2.2. Since V ∩ V ⊥ is the
bicycle space of G we have
0 ≤ def(P ) ≤ (e+ 2)− (f + z)− (v − 1) + γ,
which implies χ(Sp) ≤ 3− v+ γ, proving the inequality. if P is rich, then by
the lemma on bicycle spaces, 2.9.2, and by the Absorption Property, 2.5, we
have
V ∩ V ⊥ = V ∩ F ∩ Z = V ∩ F.
Moreover, the value of def(P ) is 0. Thus, equality holds.
Assume that the equality holds, χ(Sp) = 3− v + γ. Then we have
f + z − e = 3− v + γ,
or
0 = (e + 3)− (v + f + z) + γ.
Since γ ≤ dim(V ∩ F ), by Proposition 2.2, it follows that 0 ≤ def(P ). But
the definition of a map is at least zero. Hence, def(P ) = 0, i.e., P is rich.
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2.D Map-Rich and Non-Map-Rich Graphs
We use Theorem 2.9 to show that all complete graphs are map-rich, and to
show that there are graphs which are not map-rich.
For complete graphs with an even number of vertices, K2n, it is an easy
matter to construct sp-embeddings in the real projective plane. To see this
choose 4n points in the boundary of a disc, and link by chords opposite
points, such that any two chords meet exactly once; if more than two chords
meet at the same point, effect a local deformation of some of them, to make
every crossing point the intersection of two chords. Now, identify every point
in the boundary of the disc with its opposite, or antipodal point. With this
antipodal identification the system of chords is now a t-map, with the real
projective plane as its surface. The crossing points are the vertices of the
graph, and its edges are the segments of chords between two crossings. By
construction, this graph is 4-regular. We show that the t-map is properly
2-face-colorable. This is evident if n = 1. Assume that it is true for n
at most k, and let n be k + 1. Observe that every pair of chords is the
boundary of a subset R of faces. Remove two chorda, c1, c2, and obtain, by
the inductive hypothesis, a proper 2-face-coloring of the remaining system,
which has 2k chords. Put back the two chords. Observe that all the edges
in the boundary of R, the set of faces bounded by c1, and c2, have the same
color on both sides. Edges not in the boundary of R have different colors in
each side. Therefore, to get a proper 2-coloring just interchange the colors in
the faces of R. This completes the induction. Therefore, the projective t-map
becomes after ordering the bicoloration, a medial map. A medial map that
arises by the above construction is called a simple 2n-system of projective
lines. Observe that if P ′ is such an object, then GM = G
′
p = K2n.
(2.11) Theorem: For every n, the complete graph K2n is map-rich.
Proof: To prove that K2n is map-rich it is sufficient to show that if P
′ =
(Hp, Sp) is a simple 2n-system of projective lines, then M is rich: since in
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this case GM −K2n, it follows that K2n is map-rich. By Theorem 2.9 (iii) it
is enough to show that the cycle space of Hp is generated by the boundaries
of the faces of P ′ and the cycles induced by the smooth paths. Since Sp
is the projective plane, the facial deficiency of P is 1, by Proposition 2.6.
Therefore, we just need one cycle induced by a smooth path not spanned by
the boundaries of the faces of P ′. Observe that each one of these cycles is
non-bounding, and therefore, none of them is in the span of the boundaries
of the faces. This concludes the proof that every K2n is map-rich.
We now want to extend the previous theorem to complete graphs with
an odd number of vertices.
(2.12) Theorem: Assume that M is rich and GM = K2n. Then deleting
in M t all the edges incident to a vertex of K2n, we have a rich map N with
GN = K2n−1.
Proof: We use the labels {1, 2, . . . , 2n} for the vertices of GM = K2n. Let
[i, j] denote the edge with ends i and j. We delete [2, 2n], [3, 2n], . . . , [2n −
1, 2n], in this order, obtaining, respectively, M2M3, . . . ,M2n−1. Let Fi and
Zi be, respectively, the coboundary spaces of GDi and GPi for i = 2, . . . , 2n−
1‘. By Propostion 2.12.1, proved below, [i, 2n] is an edge of an element of
Fi−i ∩Zi−1. (We take M1 to be M .) By Proposition 2.12.2, proved below, it
follows that each one of theM ′is, are rich. Observe that GM2n−1 is K2n−1 plus
a pendent edge [1, 2h]: at this point vertex 2n is monovalent. Proposition
2.12.3, given below, shows that the deletion in M t of a pendent edge does
not alter the deficiency of the map. Therefore, N defined from M t2n−1 by the
deletion of [1, 2n] is a rich map with GN = K2n−l. The proof of the theorem
is thus reduced to the proofs of Propositions 2.12.1, 2.12.2, and 2.12.3.
The terminology involved in the statement of the following proposition
is defined in the proof of Theorem 2.12.
(2.12.1) Proposition: For i = 2, 3, . . . , 2n− 1, edge [i, 2n] is an element of
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a coboundary in Fi−1 ∩ Zi−1.
Proof: Since M1 = M is rich, it follows by Lemma 2.9.3 that F1 ∩ Z1 is
equal to the bicycle space of K2n. Consider the following sequence, B1, of
2n− 2 coboundaries in the bicycle space of K2n, and hence in F1 ∩ Z1:
B1 = (δ({1, 2}), δ({1, 3}), . . . , δ({1, 2n− 1})).
We also define Bj , for 2 ≤ j ≤ 2n − 2, by deleting from B1 its first J − 1
elements.
Observe that the only element in B1 that contains [2, 2n] is δ({1, 2}).
The effect of deleting an edge in mt which is not a loop in GD nor in Gp,
as in our case, is the contraction of this edge in both graphs. Therefore, the
elements of F2 ∩ Z2 are the elements of F1 ∩ Z1 which do not contain edge
[2, 2n]. Hence, every element in B2 is an element of F2 ∩ Z2.
The above argument iterates as follows: the only coboundary in Bj
which contains edge [j+1, 2n] is its first coboundary, δ({1, j+1}). Therefore,
the elements of Bj+1 are also elements of Fj+1∩Zj+1. The proposition follows
because for i = 2, 3, . . . , 2n − 1 edge [i, 2n] is an element of coboundary
δ({1, i}), which is a member of Fi−1 ∩ Zi−1.
(2.12.2) Proposition: Assume that an edge e of mt belongs to an element
of F ∩ Z. Then the deletion of e does hot change the deficiency of M .
Proof: Let M t denote the t-map obtained from M t by the deletion of M .
We want to prove that
dim[V ⊥/(F + Z)] = dim[V ⊥e /(Fe + Ze)].
To accomplish this, it is enough to show that
(a) dim(V ⊥) = 1 + dim(V ⊥e );
(b) dim(F + Z) = 1 + dim(Fe + Ze).
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We claim that {e} is not a coboundary in GM : if {e} were a coboundary in
GM , then e would be a loop in D
t, and so {e} would not be in a member of
F ∩Z, contradicting the hypothesis. Hence, we have dim(V ⊥) = l+dimV ⊥e ,
establishing (a).
To prove (b), note that e is a non-loop in both graphs, GD and GP . The
difference between these graphs and GDe , GPe is that in the latter two, e is
contracted. Therefore, dim(F ) = dim(Fe)+1, and dim(Z) = dim(Ze)+1. To
conclude the proof of the proposition, it suffices to show that dim(F ∩ Z) =
dim(Fe ∩ Ze) + 1.
The elements of Fe ∩ Ze are the coboundaries of F ∩ z which do not
contain edge e. Take an arbitrary basis of F ∩ Z:
{A1, . . . , Ak;B1, . . . , Bℓ}
where the A′is do not contain e, and the B
′
is contain e. Observe that ℓ ≤ 1.
Replace this basis by
{A1, . . . , Ak;B1, B1 +B2 . . . , B1 +Bℓ}.
In the new basis the only member that contains e is B1. Therefore, if we
remove B1 from the above set, we have a basis for Fe ∩ Ze proving that
dim(F ∩Z) = 1+dim(Fe ∩Ze). The proof of the proposition is complete.
(2.12.3) Proposition: If e is a pendent edge of GM then the deletion of e
in mt does not change def(M).
Proof: Denote by M t the t-map obtained from M t by deleting e. Edge e
is a loop in both GD and Gp. Therefore, F +Z is equal to Fe+Ze, where Fe
and Ze are the coboundary spaces of De and Pe, dual and phial of Me. Also,
since {e} is a coboundary in GM , V
⊥ = V ⊥e , concluding the proof.
We observe that with the proof of the latter proposition we have com-
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plete the proof of Theorem 2.12. Thus, all complete graphs are map-rich.
If we let the torus take the role of the projective plane, a parallel devel-
opment shows that all complete bipartite graphs are map-rich. Also using
the torus we can show that the complete tripartite graphs of the form Kn,n,n
are map-rich. Those are straightforward applications of Theorem 2.9 and the
techniques developed in the case of the complete graphs.
With the help of Theorem 2.9 it is an easy matter to get examples of
rich maps in arbitrary surfaces: draw a system of lines which generates the
homology (mod 2) of the surface: draw enough more lines to have a 2-face-
colorable t-map; deform locally some lines incident to a multiple crossing to
obtain a 4-regular graph. Indeed, by the equivalence between (i) and (iii) in
part (a) of theorem 2.9, every rich-map arises in this way.
Now we use the equivalence between (i) and (ii) in Theorem 2.9(a) to
show that not all graphs are map-rich. For a graph G denote by Gd the graph
obtained from G by doubling each one of its edges.
(2.13) Lemma: For any given connected graph G,Gd is map-rich iff it has
an sp-embedding in the plane.
Proof: Observe that the coboundary space V of Gd is contained in its cycle
space V ⊥. Therefore, dim(V ∩ V perp) = dim(V ) = V − 1, where v = |V Gd|.
It follows from Theorem 2.9 (ii) that there exists a rich map P with G′P = G
d
iff χ(Sp) = (3− v) + (v− 1), or χ(Sp) = 2. Thus, G
d is map-rich iff it has an
sp-embedding in the plane, proving the lemma.
Using the above lemma we can prove easily by exhaustion that if G is
the Petersen graph, then Gd is not map-rich. This exhaustion is made easy
by the symmetry of the Petersen graph and by the fact that Cd where C is
a polygon without chords, has a unique sp-embedding in the plane.
We conclude this chapter with the establishment of an upper bound for
the maximum number of independent vertices of a map-rich graph G which
62 So´stenes Lins
has all its vertices odd valent.
(2.14) Theorem: Assume that all the vertices of a map-rich graph G,
connected and without loops, are odd valent. Denote by γ the dimension
of the bicycle space of G and let v = |V G|. The maximum number of
independent vertices in G, α, is at most equal to v− l−γ. In particular, if G
is planar, then α ≤ v − z, where z is the number of zigzag paths in a planar
realization of G.
Proof: Take a rich map M such that GM = G. As usual, denote by P the
phial of M ; bence, P ′ = (Hp, Sp) is an sp-embedding of G. By Theorem 2.10
ξ(Sp) = v − l − γ. Take an independent set of vertices in V G, denoted I, of
cardinality α. To the vertices in I correspond a collection J ′ of disjoint smooth
paths of odd length in P ′. The collection J ′ corresponds to a collection J of
disjoint odd polygons in Cp. (Think in terms of the expansion of the vertices
of Hp to form the discs bounded by the squares of P ). From Theorem 1.8, it
follows that the mod 2 sum of the edges in an arbitrary set of disjoint odd
polygons in Cp is not equal to the mod 2 sum of the edges in some alternately
bicolored polygons of Cp. Thus, the members of J are representatives of
distinct classes in the quotient space
CS(Cp)
〈SQ(P )〉+ 〈V G(P )〉+ 〈fG(P )〉
,
which by Proposition 2.6 (applied to the t-map (Cp, Sp)) has ξ(P ) classes.
Hence,
α = |J | ≤ ξ(P ) = v − 1− γ.
If G is planar, and M is a planar map with GM = G we specialize as follows.
By the corollary of 2.6, M is rich and the bicycle space of G is equal to the
coboundary space of GP , where P is the phial of M . Thus γ = z − 1 and
applying the bound obtained we get α ≤ v − z. The proof is complete.
As two examples of planar graphs where the upper bound of Theorem
2.14 holds as equality we mention the cube and the tetrahedron: the cube
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has eight vertices, four zigzags (in the planar drawing) and α equal to 4; the
tetrahedron has four vertices, three zigzags and α equal to 1.
Chapter 3
Gauss Code Problem Beyond
the Plane
3.A Preliminary Concepts and Relation with
Map-Rich Graphs
The Gauss code problem is the following: given a cyclic sequence of symbols
in which each symbol occurs twice, find necessary and sufficient conditions to
embed a closed curve in the plane with the restriction that the cyclic sequence
of self-intersections of the curve reproduces the given cyclic sequence, when
the symbols are identified with the self-intersection points. Consider, for
instance, the cyclic sequence (1, 3, 4, 6, 7, 2, 3, 9, 6, 5, 2, 1, 8, 7, 5, 4, 9, 8).
6
2
4 3
1
8
7
9
5
Figure 3.1
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A planar “realization” of this sequence is given in Figure 3.1. Topologi-
cal as well as combinatorial solutions for this problem are known. See a brief
history in Gru¨nbaum [10]. Combinatorial solutions are provided by Lovasz
and Marx [17] and by Rosenstiehl [19]. In this chapter we consider a variant
of this problem which replaces the plane for an arbitrary surface, but intro-
duces the restriction that the t-map formed by the embedding of the curve
is 2-face-colorable. For the plane the 2-face-colorability is automatically sat-
isfied since the dual of a 4-regular planar graph is bipartite. We present a
necessary and sufficient algebraic condition (Corollary of (3.3.a),(3.4), and
(3.5.a)) for the realizability of a given sequence in a given surface, in which
the restriction of 2-face-colorability is imposed. The conditions provide a
good combinatorial algorithm for the realizability problem in the cases of
surfaces with connectivity at most one: plane and projective plane.
In this section we introduce a few more concepts arising from maps and
we show how the solution of the extended version of the Gauss code problem
relates to map-rich graphs. A for a map M is a partition of its corners into
two classes satisfying the following conditions:
(i) For every corner x of M , x and vM(x) are in different classes.
(ii) For every corner x of M , x and aM(VM(x)) are in the same class.
If {A,B} is a balancing partition for map M , then the v-ordering in-
duced by A (by B) is the collection of cyclic sequences formed by the squares
containing the corners in the cycles of permutation aM ◦ VM acting on A (on
B).
Observe that the elements in the v-ordering induced by A are the inverse
cyclic sequences of the elements in the v-ordering induced by B.
A square ofM is called relative to a given balancing partition if opposite
corners of the square belong to the same class of the balancing partition;
otherwise the square is called unbalanced.
A set of squares of M is called an imbalance in M if it is the set of
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unbalanced squares relative to some balancing partition.
We note that if {A,B} is a balancing partition forM , then interchanging
between A and B the corners incident to a v-gon of M produces a balancing
partition (A1, B1). Moreover, it is evident that given two balancing partitions
for M we can go from one to the other by the above interchanges. This
observation implies that the set of imbalances of a map M corresponds,
under the identification of SQ(M) with eGM to a coset of the coboundary
space of GM . It implies also that M is orientable iff the null set of edges is
an imbalance of M ; in the latter case (and only in it) the set of imbalances
in M is the coboundary space of GM .
A descriptor for a map M is a v-ordering relative to some A, where
{A,B} is a balancing partition for M , together with the imbalance relative
to {A,B}.
The following proposition justifies the terminology “descriptor”.
(3.0) Proposition: Every map is reconstructible from a descriptor for it.
Proof: To define a map M we simply have to specify how the corners of
its squares are paired by its aM -edges. Use the v-ordering of the descriptor
to pair consistently (with the v-ordering) the corners of the squares. Clearly,
there are many different ways to effect a consistent pairing. Choose an arbi-
trary such pairing and call the resulting map N . Choose a balancing partition
for N and denote by I the induced imbalance. Denoting by J the imbalance
of the given descriptor, what we have to do to transform N into M is to
interchange the incidences of the pairing edges at the ends of one vM -edge
for each square in the symmetric difference of I and J . All those interchanges
are necessary to satisfy the given imbalance. They are also sufficient because
the descriptor constructed is a descriptor for the resulting map.
Edmonds’ embedding technique [4], in our language, describes an ori-
entable map as a v-ordering and implicitly lets its imbalance be the null
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set.
In the remaining of this section we show how the problem of deciding
whether a given graph with maximum valency 3 is map-rich is reduced to the
problem of deciding what is the minimum connectivity of a surface where a
realization of a Gauss code satisfying the 2-face-colorability exists.
The material that follows in the rest of this section is not a pre-requisite
for Section 3.
Given a connected graphG, the algorithmic problem of deciding whether
G in map-rich seems to be difficult. A partial answer is given by Theorem
2.9: G is map-rich iff it admits an sp-embedding in the surface S of Euler
characteristic χ(S) = 3 − |V G| + γ, where γ is the dimension of the bicycle
space of G, and orientability label OL(S) = 1 or −1 according to whether
or not G is eulerian. Observe that γ can be computed by an algorithm,
polynomial in the size of G: denote by V the coboundary space (over GF (2))
of G. Whence, γ = dim(V ∩ V ⊥) = |eG| − dim(V + V ⊥); the latter equality
follows from 2.0.1 (c) and (d). The computation of dim(V + V ⊥) reduces to
the problem of finding the rank of a matrix whose rows are formed by the
characteristic vectors of arbitrary bases for V and V ⊥.
However, knowing the surface whereGmust be sp-embedded to establish
that G is map-rich still leaves open the problem of finding the sp-embedding.
The situation is analogous to graphs that have an abstract dual. Given
a graph G, the easiest way to establish that G has an abstract dual is, by
Whitney’s Theorem [26], to construct a (usual) embedding in the plane.
Since there are good algorithms to test planarity, the problem of deciding
whether a graph G has an abstract dual is well-solved.
Part of the problem of testing sp-embeddability of a given graph in a
specific surface lies in the fact that we do not know which cyclic sequence the
points of intersection of a smooth path (that in the original graph corresponds
to a vertex) will define.
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In view of the above we were led to consider the problem of deciding
whether a given graph has an sp-embedding in a specific surface, with the
restriction that the inverse pairs of cyclic sequences of intersection points of
the smooth paths are fixed in advance. For graphs of maximum valency 3
this problem is equivalent to the unrestricted one, since these graphs have
just one possibility for the inverse pairs of cyclic sequences.
Now we show how the restricted problem is algorithmically reduced to
its particular case in which the graph has just one vertex, or equivalently,
in which there is just one smooth path forming the sp-embedding. Assume
that a connected graph G is sp-embedded in a surface S. Consider that G
has more than one vertex. Take an edge e of G which is not a loop. Edge e
is the intersection point of two distinct smooth paths in the sp-embedding.
There are two ways of replacing e by two points, e′ and e′′, (which become
the vertices of a bounding digon in S), such as to merge the two smooth
paths into one. See Figure 3.2.
T
e
R
⇒
T
e’
e’’
R
or
T
e’
e’’
R
Figure 3.2
Assume that R and T are subsequences of crossings points of the smooth
paths that cross at e which together with e form the complete cyclic sequences
of the crossings points of the same smooth paths. Combinatorially, the two
topologically distinct ways to merge the smooth paths correspond to the
replacement of the pair of cyclic sequences {(e, R), (e, T )} by one of the
single cyclic sequences: (e′, e′′, R, e′, e′′, T ) or (e′, e′′, R, e′, e′′, T−1), where T−1
represent the inverse of sequence T .
Observe that there is no possibility of real distinction between the two
ways of merging the smooth paths. But since both of them work well, in the
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sense that the operation does not alter the surface S, we simply choose one of
the two possibilities arbitrarily. By repeating this process we reach the point
in which there is just one cyclic sequence. An sp-embedding which realizes
this cyclic sequence, in a minimum-connectivity surface, has the new digons
introduced as bounding digons. By shrinking to a point these bounding
digons we obtain an sp-embedding of the original graph.
By the above reduction and by Theorem 2.10, which gives a lower bound
on the connectivity of a surface in which there exists an sp-embedding of
a given graph, the problem of determining whether a graph of maximum
valency 3 is map-rich would be solved if we knew an algorithm to determine
what in the minimum connectivity of a surface in which an sp-embedding of
a graph with one vertex and given cyclic sequence of edges around its vertices
exists.
With this reduction we conclude our analysis of the connection between
Gauss codes and map-rich graphs. In the next section we no longer consider
map-rich graphs.
3.B Main Theorem and Crossing Functions
We introduce some formal definitions related to the Gauss code problem.
A Gauss code X is a cyclic sequence in which each symbol appears twice.
The set of symbols of X is denoted by symb(X).
A Gauss code X is realizable in a surface S if there exists a map P with
one v-gon, such that X is equal to one of the two v-orderings of P , and such
that S = SM , where M is the phial of P .
Observe that if P formally realizes X in the sense of the above definition,
thenM ′ (the medial of the phial of P ), is the intuitive topological realization
of X , as shown in Figure 3.1.
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If S is the plane, then the decision of realizability is the classical Gauss
code problem. In this section we extend the solution of the realizability
problem to the case of the projective plane. We answer the following more
general question: is this (given) Gauss code realizable in a surface S with
ξ(S) ≤ 1? The particularization of our conditions to the plane reproduces
Rosenstiehl’s conditions [19]. Indeed, the methods employed generalize those
of [19].
A Gauss code gives the v-ordering of a map. In order to have a complete
description of a map we need to have, by Proposition 3.0, and the definition of
descriptor, the associated imbalance. This indicates that to find a convenient
2-coloration of symb(X) (defined next) is our aim in the (generalized) Gauss
code problem.
A is a Gauss code X in which symb(X) is partitioned into “black” and
“white” elements. We then let the set of white elements in symb(X) be the
imbalance of the map whose v-ordering is given by X . Therefore, we identify
a 2-colored Gauss code with a map with one v-gon.
If P is a map with one v-gon, let us denote by one of the two v-orderings
of P . P is, therefore, identified with a (not yet 2-colored) Gauss code. The
input for the problem is P and we seek a 2-coloration of symb(P ) such that
the map defined P has phial M with the appropriate surface.
Observe that in the definition of realizability we can replace P by P∼.
It is easy to cheek (we do it in Proposition 3.2.1) that the complement of
each imbalance in P is an imbalance in P∼. These observations imply that
realizability is independent of the order of terms of the {black,white} parti-
tion.
We also remark that any {black,white} partition of a 2-colored Gauss
code P has an intuitive interpretation in M ′, even though we do not use this
interpretation in the sequel. In M ′ the elements of symb(P ) are vertices of
HM . Suppose that we orient the edges of HM in the direction of a traversal
of the unique smooth path of M ′. Then, the 2-coloration of the faces of M ′
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induces a 2-coloration of the vertices of HM : a vertex x of HM is a black
(white) vertex, whence a black (white) element in symb(P ), if two of the
darts directed toward x or away from x encompasses a black (white) face of
M ′. For instance, in Figure 3.1 the black elements are {2, 3, 7, 9} and the
white elements are {1, 4, 5, 6, 9}. Thus, we see that an arbitrary 2-coloration
of a Gauss code is realizable in the above sense.
Given a Gauss code X , we denote by iX(p), for p ∈ symb(X), the subset
of symb(X) which is interlaced with p. An element p ∈ symb(X) is said to
be interlaced with q( 6= p) if (p, q, p, q) is a subsequence of X . Note that since
X is cyclic, the relation iX is symmetric.
The following theorem and its corollary are the main results of the chap-
ter.
(3.1) Theorem: A Gauss code X is realizable in a surface of connectivity
at most 1 if and only if it is possible to color symb(X) with two colors such
as to satisfy the following condition:
(EQ) For every pair y, z of elements in symb(X) the following equivalence
holds:
|iX(y) ∩ iX(z)|+ |iX(Y )| · |iX(z)|
is odd iff y and z are interlaced and have the same color.
We want to point that condition (EQ) was suggested by D.H. Younger.
Theorem 3.1 has a corollary which gives a good algorithm to decide if the 2-
coloring exists, and in this case the corollary also provides all the 2-colorings
which makes (EQ) true.
To state the corollary of Theorem 3.1 it is convenient to define the
concept of interlace graph induced by a Gauss code. Given a Gauss code X
the interlace graph induced by X , denoted by IX , is the simple graph whose
set of vertices is symb(X) and whose set of edges is formed by the pairs of
elements in symb(X) which interlace.
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Corollary of (3.1). (Good algorithm for the realizability of Gauss
codes in surfaces with ξ ≤ 1): Given a Gauss code X there exists a
2-coloration which satisfies (EQ) of Theorem 3.1 if and only if the following
conditions hold:
(i) For every pair {y, z} of elements in symb(X) which is not an edge of
IX the sum |iX(y) ∩ iX(z)|+ |iX(y)| · |iX(z)| is even.
(ii) The subset of eIX given by
T = ({y, z} ∈ eIX : |iX(y) ∩ iX(z)| + |iX(y)| · |iX(z)| is even
is a coboundary in the interlace graph IX .
Moreover if (i) and (ii) hold, then the 2-colorings of symb(X) which make
(EQ) true are precisely the ones of the form {B,W}, where T = δIX (B) and
W = symb(X)\B.
Proof: Initially we show that if conditions (i) and (ii) are true, then the
rule to form the 2-colorings {B,W} makes (EQ) true. Thus, let {B,W}
be a suitable 2-coloring. The pairs of equal elements always satisfy (E0),
independently of the 2-coloring. If {y, z} is not an edge of IX , then (i)
implies that |iX(y)∩ iX(z)|+ |iX(y)| · |iX(z)| is even; hence, (EQ) is verified.
If {y, z} ∈ eIX , then condition (ii) and the rule to obtain {B,W} imply that
y and z are of different colors iff {y, z} ∈ T , i.e., |iX(y)iX(z)|+ |iX(y)| · |iX(z)|
is even. Observe that also in this case (EQ) holds.
Suppose now that {B,W} is a 2-coloring that satisfies (EQ). If {y, z} 6∈
eIX , then (EQ) implies that |iX(y) ∩ iX(z)|+ |iX(y)| · |iX(z)| is even; hence,
(i) is verified. By (EQ), the subset of eIX whose elements have ends of
different colors is precisely T . This implies that the graph obtained from IX
by contracting the edges not in T is bipartite. Whence, T is a coboundary
in TX , proving that (ii) holds. The proof of the corollary is complete.
Observe that, by the above corollary the number of essentially distinct
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ways to choose the 2-coloring, and thus realize the Gauss code, is 2p(IX)−1
where p(IX) is the number of components of IX .
By a result that we prove later in the chapter, (Corollary of 3.3(a),3.4 ,
and 3.5(a), presented immediately after the proof of Lemma 3.5,) the surface
where a Gauss code X is realizable is orientable iff IX is eulerian. This
property permits the following specialization for the plane of the conditions
of the above corollary:
Rosdnstiehl’s conditions: A Gauss code X is realizable in the plane if
and only if the following conditions hold:
(I) IX is eulerian;
(II) for {y, z} 6∈ eIX , |iX(y) ∩ iX(z)| is even;
(III) T = {{y, z} ∈ eIX : |iX(y) ∩ iX(z)| is even} is a coboundary in IX .
Conditions (I), (II), (III) appear in Rosenstiehl [19]. The proof of The-
orem 3.1 takes most of the remaining of the chapter. To establish the proof
we develop a theory of “crossing functions” which generalizes for arbitrary
surfaces the “projections’ described for the plane by Shank in [24].
Given a 2-colored Gauss code X we now define the crossing function
induced by X
cX : 2
symb(X) −→ 2symb(X).
Function cX is given on the singletons by cX({a}) = iX(a) + tX(a), where
tX(a) =


φ if a is white
{a} if a is black,
and extended for arbitrary A ⊆ symb(X) as follows: cX(A) =
∑
a∈A cX({a}),
where the sum is mod 2 sum of subsets. It is also convenient to extend tX
and iX to 2
symb(X) by the analogous formulas: for A ⊆ symb(X),
tX(A) =
∑
a∈A
tX(a)
74 So´stenes Lins
iX(A) =
∑
a∈A
iX(a)
In the proof of Theorem 3.1 we denote the abstract Gauss code X by
P , with the intention of working with the terminology of maps that we have
developed.
Given a Gauss code P , denote by ODD(P ) and EV EN(P ) the following
partition of symb(P ):
ODD(P ) = {y ∈ symb(P ) : |iP (y)| is odd}
EV EN(P ) = {y ∈ symb(P ) : |iP (y)| is even}
To simplify the notation, we use iP (X), cP (X), tP (X), instead of the more
correct iP ({x}), cP ({x}), tP (x).
Proposition3.6.1
Proposition 3.2.1 Proposition 3.2.2
Lemma 3.5
a
b
Theorem 3.3 Lemma 3.4
Lemma 3.2
Theorem 3.1 Section 3.B
Section 3.C
Section 3.D
Lemma 3.6
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Dependence Structure for Theorem 3.1
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Proof of Theorem 3.1. Lemma 3.2, proved below, states that a Gauss code
P is realizable in S with ξ(S) ≤ 1 iff there exists a 2-coloring of symb(P )
inducing a map P with one v-gon, (the 2-coloring gives the imbalance relative
to the v-ordering given by P ), and a crossing function cP which satisfies the
following equations:
(a) (cP + c
2
P )(x) = φ, for x ∈ EV EN(P );
(b) (cP + c
2
P )(x) = ODD(P ), for x ∈ ODD(P ).
We assume Lemma 3.2 and show the equivalence of condition (EQ)
of Theorem 3.1 with conditions (a) and (b) of Lemma 3.2. We begin by
deriving a useful expression for (cP + c
2
P )(x). For z ∈ symb(P ) let the
variable γz ∈ {0, 1} = GF (2) assume value 1 if z is black and 0 if z is white.
Since cP = iP + tP and t
2
P = tP , we obtain
(cP + c
2
P )(x) = i
2
P (x) + iP tP (x) + tP iP (x) + iP (x)
= i2p(x) +
∑
y∈iP (x)
(γx + γy + 1)y.
It is convenient to separate the equivalence (EQ) into two equivalences
(a′) and (b′) stated below:
(a′) if |iP (x)| · |iP (z)| is even, then |iP (x) ∩ iP (z)| is odd iff γx = γz and
x ∈ iP (z);
(b′) if |iP (x)| · |iP (z)| is odd, then iP (x) ∩ iP (z)| is even if γx = γz and
x ∈ iP (z).
It is clear that statements (a′) and (b′) together are equivalent to (EQ)
of Theorem 3.1. Our aim in the remaining of the present proof is to establish
the equivalence
(a) and (b)⇔ (a′) and (b′).
A helpful remark in this direction is that for A ⊆ symb(P ), z ∈ iP (A)
iff |iP (z) ∩A| is odd. Whence, z ∈ i
2
P (x) iff |iP (z) ∩ iP (x)| is odd.
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With the above remark and the symmetry of iP and of i
2
P , (a
′) can
be restated as follows: if x ∈ EV EN(P ), then z ∈ i2P (x) iff γx = γz and
x ∈ iP (z). This statement, by the expression calculated above for (cP +
c2P )(x), is equivalent to the following one: if x ∈ EV EN(P ), then (cP +
c2P )(x) = φ, which is precisely statement (a). Therefore, we have established
the equivalence (a)⇔ (a′).
To conclude, we show the equivalence
(a) and (b)⇔ (a) and (b′).
Statement (b′) can be rewritten as follows: if x and z are both in ODD(P ),
then z ∈ i2P (x) iff γx = γz and x ∈ iP (z). By the expression for (cP + c
2
P )(x),
this shows that (b′) is equivalent to the following statement: if x and z are
both in ODD(P ), then z ∈ (cP + cP )(x). It is then clear that (b) implies (b
′)
and that (a), the symmetry of the relation cP + c
2
P , and (b
′) imply (b).
This concludes the Proof of Theorem 3.1, provided Lemma 3.2 is estab-
lished.
(3.2) Lemma: A Gauss code P is realizable in surface S of connectivity at
most one if and only if there exists a 2-coloring of symb(P ) inducing a map
P with a crossing function cP which satisfies the following equations:
(a) (cP + c
2
P )(x) = φ, for x ∈ EV EN(P );
(b) (cP + c
2
P )(x) = ODD(P ), for x ∈ ODD(P );
Proof: Assume that there exists a 2-coloring of symb(P ) such that equa-
tions (a) and (b) hold. These equations 2 imply that the dimension of the
image of cP +c
2
p, dim[Im(cP +c
2
P )], is at most one. The corollary of Proposi-
tion 3.2.1, which we prove next, states that cP +cP∼ is the identity. Whence,
cP∼ ◦ cP = cP + c
2
P and thus, dim[Im(cP∼ ◦ cP )] ≤ 1. By Theorem 3.3(a),
proved below, we have ξ(M) = dim[Im(cP∼ ◦ cP )], where M is the phial of
P . Therefore, ξ(M) ≤ 1, and this proves that P is realizable in a surface of
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connectivity at most one. This part of the proof is complete, provided the
corollary of Proposition 3.2.1 as well as Theorem 3.3(a), are established.
Conversely, assume that the Gauss code P is realizable in the plane or In
the projective plane. This means that there exists a 2-coloring of symb(P )
such that the map P formed has phial M satisfying ξ(M) ≤ 1. For such
maps, Proposition 3.2.2, which we prove below, states that the s-cycles in
M⊥ are precisely the elements of the coboundary space F of GD (where D
is the dual of M). Lemma 3.4, also proved below, states that for maps M
whose phial P has one v-gone cP (x) is an s-cycle in M
t if and only if |iP (x)|
is even, i.e., x ∈ EV EN(P ). Putting together 3.2.2 and 3.4 we obtain the
following condition for maps P with one v-gon and ξ(M) ≤ 1 : cP (x) is in
F iff x ∈ EV EN(P ).
Lemma 3.5(b), proved below, when applied to map P states that Ker(cP∼) =
F . Therefore, cP (x) is in Ker(cP∼) iff x ∈ EV EN(P ). This condition im-
plies (cP∼ ◦ cP )(x) = φ, for x ∈ EV EN(P ). Since, as mentioned before
cP∼ ◦ cP = cP + c
2
P , this concludes (a), modulo the unproved statements,
whose proofs are supplied in the sequel.
To prove (b) consider x ∈ ODD(P ). Recall that
(cP + c
2
P )(x) = i
2
P (x) +
∑
y∈iP (x)
(γx + γy + 1)y,
an expression that we computed in the Proof of Theorem 3.1. Also recall
that for z ∈ symb(P ), γz = 1 iff z is a black element of symb(P ). Therefore,
y ∈ (cP + c
2
P )(x) iff one of the three following conditions holds:
(i) y ∈ i2P (x), y ∈ iP (x) and γx 6= γy;
(ii) y ∈ i2P (x), and y 6∈ iP (x);
(iii) y 6∈ i2P (x), y ∈ iP (x) and γx = γy.
If y ∈ EV EN(P ) we show that y 6∈ (cP + c
2
P )(x). Note that y ∈
(cP ◦ c
2
p)(x) iff x ∈ (cP + c
2
P )(y), property easily deduced from (i), (ii), and
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(iii) above. But (cP + c
2
P )(y) is the null subset, by part (a). Thus, if y ∈
EV EN(P ), then y 6∈ (cP + c
2
P )(x). To establish (b) it suffices, then, to prove
that y ∈ (cP + c
2
P )(x), for y ∈ ODD(P ). To this end initially observe that
z ∈ (cP + c
2
P )(z), for every z ∈ ODD(P ). This follows from z ∈ i
2
P (z) and
z 6∈ iP (z). Since ξ(M) ≤ 1 and cP + c
2
P = cP∼ ◦ cP , Lemma 3.3(a) proved
below implies that dim[Im(cP + c
2
P )] ≤ 1. Whence, there are one or two
elements in Im(cP + c
2
P ) one of which is the null vector. Thus, we conclude
that for y ∈ ODD(P ), (cP + c
2
P )(x) = (cP + c
2
P )(y), because both images
are non-null. Now to finish the proof assume an arbitrary y ∈ ODD(P ).
We show that at least one of the conditions (i), (ii), (iii) above is verified.
Suppose, as a first case that y ∈ i2P (x). If y 6∈ iP (x), then (ii) is verified.
Therefore, assume that y ∈ iP (x). It γx = γy, then (i) is verified. Suppose
then, that γx = γy. We are under the hypotheses y ∈ i
2
P (x), y ∈ iP (x) and
γx = γy. By the expression for (cP+c
2
P )(x) this implies that y 6∈ (cP+c
2
P )(x).
But we know that y ∈ (cP + c
2
P )(y) and that (cP + c
2
P )(x) = (cP + x
2
P )(y).
Therefore, y ∈ (cP +c
2
P )(x), which is a contradiction, concluding the analysis
in the case that y ∈ i2P (x). Assume the second case, y 6∈ i
2
P (x). Since
y ∈ (cP + c
2
P )(x) we conclude that y ∈ iP (x) and that γx = γy. This is
precisely condition (iii). This concludes the proof of (b). The proof of the
lemma is, then, reduced to the proofs of the Corollary of 3.2.1 and of the
following statements: 3.2.2, 3.3(a), 3.4, and 3.5(b).
For the next proposition and its corollary we consider, as usual, SQ(X) ∼=
SQ(M) if X ∈ Γ(M).
(3.2.1) Proposition: Given any map M , T ⊆ SQ(M) is an imbalance in
M iff SQ(M)\T is an imbalance in M∼.
Proof: Assume that T is an imbalance in M . By definition there exists a
balancing partition BT for M which has T as its imbalance. Since M
∼ has
the same v-gons as M , BT is also a balancing partition for M
∼. Given a
corner X ofM or ofM∼ , X and vM(X) = vM∼(X) are not in the same class
of BT . This implies that two corners of a square which are in the same class
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of BT are adjacent in CM iff they are opposite in the corresponding square
of M∼. The converse follows by the same argument, since the operations
of taking the antimap of a map and taking the complement of a subset are
involutions.
Corollary of Proposition 3.2.1: For a map P with one v-gon, the linear
transformation
cP + cP∼ : 2
SQ(P ) −→ 2SQ(P )
is the identity.
Proof: The corollary follows from the definitions of cP and cP∼, because
the above proposition implies that a symbol of the associated 2-colored Gauss
codes is black in P iff it is white in P∼.
(3.2.2) Proposition: Given a map M , if ξ(M) ≤ 1, then the s-cycles of
M t are precisely the elements of the coboundary space F of GD, where D is
the dual of M .
Proof: If ξ(M) = 0, the proposition follows from (2.6), since the hypothesis
implies that V ⊥ = F . If ξ(M) = 1, then by Theorem 1.7M is non-orientable,
since the parity of ξ(M) and χ(M) agree. Take an odd polygon in CM and
consider its image under ψMc . This image is an r-cycle in M
t, which we
denote by 4x.Thecycle4x is not in F , since the elements of F are s-cycles.
Therefore, by Proposition 2.6, it follows that
V ⊥/F = {F, x+ F}.
Consider an s-cycle y. Either y ∈ F or else y ∈ x+F . In the latter case,
x+ y ∈ F . Since ψMc is a homomorphism, by Proposition 1.4, the symmetric
difference of an r-cycle and an s-cycle is an r-cycle. Hence, x+y is an r-cycle
which is contained in F . This is not possible. Therefore, y ∈ F , establishing
the proposition.
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3.C Properties of Crossing Functions
In this section we continue the proof of the main theorem (Theorem 3.1).
At the same time we establish some theorems about general crossing func-
tions associated with t-maps with one vertex. Items (b) and (c) of the next
theorem are not used in connection with Theorem 3.1, but are included for
completeness.
(3.3) Theorem: if P is a map with one v-gon, then we have
(a) dim[Im(cP∼ ◦ cP )] = ξ(M);
(b) Im(cP∼ ◦ cP ) = V
⊥ ∩ F⊥;
(c) Ker(cP∼ ◦ cP ) = V + F ,
where M is the phial of P , D is the dual of M , and V and F are the
coboundary spaces of GM and GD, respectively.
Proof: To prove this theorem we make use of Lemma 3.5, proved below.
By Lemma 3,5(a) we have Im(cP ) = V
⊥. Therefore,
Im(cP∼ ◦ cP ) = Im(cP∼|V
⊥),
where, “|V ⊥” stands for restriction to V ⊥. By the fundamental theorem for
homomorphisms applied to cP∼|V
⊥ we have
dim[Im(cP∼|V
⊥)] + dim(|rmKer(cP∼|V
⊥)] = dimV ⊥.
By lemma 3.5(b), applied to map P∼, it follows that Ker(cP ) = F . By
Proposition 2.2, F ⊆ V ⊥, implying Ker(cP∼|V
⊥) = F . Therefore,
dim[Ker(cP∼|V
⊥)] = f − 1,
where f = |V GD| (Observe that since P has one v-gon, D is connected). Let
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v = |V GM | and e = |eGM |. By the above equations, it follows that
dim[Im(cP∼ ◦ cP )] = (e− v + 1)− (f − 1)
= (e+ 2)− (v + f)
= ξ(M)
The proof of part (a) is complete, provided Lemma 3.5 is established.
We proceed to prove (b). It follows, from the Corollary of Proposition
3.2.1, that cP∼ ◦P = cP ◦ . This commutativity and the facts that, by Lemma
3.5(b), Im(cP ) = V
⊥ and Im(cP∼) = F
⊥ imply the inclusion Im(cP⊥ ◦cP ) ⊆
V ⊥ ∩ F⊥. By the triple inclusion property, lemma 2.9.1,
dim(V ⊥ ∩ F⊥)− dim(V ∩ F ) = ξ(M).
By the absorption property, Lemma 2.5, it follows that V ∩F = V ∩F∩Z,
with Z coboundary space of GP . Since |V GP | = 1, Z is the null space.
Therefore,
dim(V ⊥ ∩ F⊥) = ξ(M).
By part (a) dim[Im(cP∼ ◦ cP )] = ξ(M). Thus, Im(cP ◦ cP∼) is a subspace of
V ⊥ ∩ F⊥ which has the same dimension as the whole space. Therefore,
Im(cP∼ ◦ cP ) = V
⊥ ∩ F⊥;
this concludes (b).
To prove (c) we also use Lemma 3.5. Take x ∈ V +F ; say that x = u+w
with u ∈ V and w ∈ F . We have
(cP∼ ◦ cP )(u+ v) = cP∼(cP (u) + cP (w)) = CP∼(cP (w)).
The latter equality follows because cP (u) = φ by Lemma 3.5(b). As cP
and cP∼ commute we have
cP∼cP (w) = cP ◦ cP∼(w) = cP (φ) = φ.
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That cP∼(w) follows from Lemma 3.5(b) applied to map P
∼. We conclude
then that V + F ⊆ Ker(cP∼ ◦ cP ).
The value of dim[Ker(cP∼ ◦ cP )] is e− ξ(M), where e = |SQ(M)|. This
follows from the fundamental theorem for homomorphisms and from part
(a). The value of dim(V + F ) = (v − 1) + (f − 1), where v = |V GM |, f =
|V GD|. This follows from 2.0.1(a), and from the fact that V ∩ P is the null
space. Recall that V ∩ F = V ∩ F ∩ Z, and Z is the null space, since Z
is the coboundary space of GP which has only one vertex. We can rewrite
(v − l) + (f − 1) as e − ξ(M), by the definition of ξ(M). Since V + F is a
subspace of Ker(cP∼ ◦ cP ) and has the same dimension, it follows that it is
equal to Ker(cP∼ ◦ cP ). This concludes (c) and the proof of the Theorem 3.3,
provided Lemma 3.5 is established.
(3.4) Lemma: For every map M whose phial P has one v-gon, cP (x) is a
cycle in GM , for every x ∈ symb(P ) and
cP (x) is an s-cycle in M
t iff |iP (x)| is even.
Proof: To prove this lemma, which is of fundamental importance in the
chapter, we define a function c′P on the corners of M with image in the set
of cycles of CM . For a corner X of M , the cycle c
′
P (X) is defined by the
edges of CM occurring once in the reentrant path which starts at zM(X) and
proceeds by using aM− , vM−, and fM -edges (in this order) until it reaches
another corner of x, which denotes the square to which x belongs. This
corner can be vM(X), in which case we close the path by using the fM -edge
which links vM(X) to zM (X); it also can be fM (X), in which case we close
the path by using the vM -edge which links fm(X) to zm(X). The fact that x
is a loop in GP and a parity argument show that the first corner of x reached
by the path is not X , and is not zM(X). This completes the definition of c
′
P .
We claim that the image of c′P (X) under ψ
M
c is cP (x), independently
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of the corner X of x. To prove this claim observe that there is just one
edge of square x in c′P (X), for X corner of x. If x is an s-loop in p
t (x is
a black element of symb(P )), it follows from the definitions that the edge
of x present in c′P (X) is an fM -edge; otherwise, if x is an r-loop in p
t, this
edge is a vm-edge. Since the fM -edges are not contracted under ψ (the
canonical contraction that transforms (CM , SM) into (GM , SM)), square x is
an edge in cP (x), in the case that x is an s-loop in p
t. Since the vM -edges are
contracted under ψ, square x is not an edge in cP (x), in the case that x is
an r-loop in pt. The other edges belonging to the image of c′P (X) under ψ
M
c
correspond to the squares whose intersection with c′P (X) is a path of length
2, that is, the squares which are met once by the reentrant path defining
c′P (X). Those squares are precisely the squares in iP (x). The claim that
ψMc (c
′
P (X)) = cP (x) for every corner X of square x is, therefore, proved.
By the definition of s- and r-cycles, to complete the proof of the lemma
it is enough to show that the congruence
|c′P (X)| = |ip(x)| mod 2
holds for every square x with X corner of x.
Since CM is cubic, the cycle c
′
P (X) induces a subgraph of CM which
consists of a certain number of disjoint polygons, whose set is denoted by Ω.
We count the vertices of these polygons. In square x there are two corners
which are vertices of a polygon in Ω. If a square is met twice by the reentrant
path which defines c′P (X), then all its four corners are vertices of polygons in
Ω. If a square is met once by the reentrant path, then three of its corners are
vertices of a polygon in Ω. Evidently, if a square is not met by the reentrant
path, none of its corners is in a polygon in Ω. Hence, the parity of the number
of vertices of the polygons in Ω, which is the same as the parity of |c′P (X)|,
is equal to the parity of |iP (x)|. This establishes the Lemma.
(3.5) Lemma: Let P = PM be a map with one v-gon, and V the coboundary
space of GM . We then have the following equalities for the image and the
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kernel of the crossing function cP : 2
SQ(P ) + 2SQ(P ) induced by P:
(a) Im(cP ) = V
⊥
(b) Ker(cP ) = V
Proof: By Lemma 3.4 above, cP (x) is in V
⊥ for every x ∈ symb(P ). Since
the image of cP in generated by the members of
{cP (x) : x ∈ symb(P )},
it follows that Im(cP ) ⊆ V
⊥.
The proof of the converse inclusion needs some additional preparation.
We give it in the next section, Lemma 3.6. We assume that (a) holds for the
proof of (b).
Take s ∈ symb(P ) and T ⊆ symb(P ). We show that the scalar product
〈{s}, cP (T )〉 is equal to 〈cP ({s}), T 〉 as follows:
〈{s}, cP (T )〉 =
∑
x∈T
〈{s}, iP (x)〉+
∑
z∈T
〈{s}, tP (x)〉
=
∑
x∈T
〈iP (s), x〉+
∑
z∈T
〈tP (s), x〉
= 〈cP (s), T 〉.
Let T ⊆ symb(P ) be an element of Ker(cP ). Since 〈x, cP (T )〉 = 〈cP (x), T 〉
and cP (T ) = φ, it follows that 〈cP (x), T 〉 = 0 for every x ∈ symb(P ). As we
are assuming (a), V ⊥ is generated by the members of {cP (x) : x ∈ symb(P )}.
It follows that T belongs to the space perpendicular to V ⊥ namely, V . Hence
Ker(cP ) ⊆ V .
We first learned how to prove that V ⊆ Ker(cP ) from H. Shank and
subsequently we discover the following shorter proof.
Take a coboundary T ⊆ symb(P ) ∼= e(GM); thus T belongs to V .
Since by part (a), for s ∈ symb(P ), cP (s) is a cycle in GM , it follows that
86 So´stenes Lins
〉cP (s), T 〉 = 0 for every s ∈ eGM . This is the same as 〈s, cP (T )〉 = 0 for every
s ∈ eGM , by the equality established above. Hence, cP (T ) = φ, proving that
T ∈ Ker(cP ). This concludes the proof of the lemma, provided the inclusion
V ⊥ ⊆ Im(cP ) is established. We treat this inclusion in Lemma 3.6.
The following corollary is an algebraic-combinatorial characterization of
realizability of a Gauss code in a given arbitrary surface:
Corollary of (3.3.a),(3.4) and (3.5.a): A Gauss code is realizable in a
surface of connectivity ξ iff there exists a {black,white} partition of symb(P )
such that the induced map with one v-gon P satisfies
dim[Im(cP∼ ◦ cP )] = ξ.
Moreover, the surface where P in realizable is orientable iff IP is eulerian.
Proof: The first part of the corollary, treating the connectivity, is a
straightforward application of the definition of realizability and of the The-
orem 3.3(a).
To establish the second part, observe that for every P induced by a
{black, white} partition Lemma 3.5(a) states that the members of {cP (x) :
x ∈ symb(P )} generate the cycle space V ⊥ of GM where M is the phial of P .
By Lemma 3.4.2, cP (x) is an s-cycle in M
t iff x ∈ EV EN(P ). Note that the
mod 2 sum of cycles in GM is an s-cycle iff the number of r-cycles is even.
(Recall that ψMc : CS(M) → CS(GM) = V
⊥ is a homomorphism, result
proved in Proposition 1.4.) Hence, V ⊥ has only s-cycles iff x ∈ EV EN(P )
for every x ∈ symb(P ). But V ⊥ has only s-cycles iff CM is bipartite, or
iff SM is orientable. Since SM is the surface where P is realized (once the
{black,white} partition is chosen), the corollary follows.
Graph of Maps 87
3.D Surjectivity of the Crossing Functions
In this section we conclude the proofs of the statements which are still open
with the proof that V ⊥ ⊆ Im(cP ). Initially we define some concepts, leading
to the idea of “reflexivity”.
Consider a graph L and an arbitrary, but fixed, orientation for its edges.
Let π be a cyclic path in L such that each edge of L appears twice in π.
Given a pair (L, π) under these conditions, we define cyclic sequence π′ as
follows. The symbols in π′ are labels for the edges of G. The order in which
they occur is given by cyclic path π. Moreover each symbol x in π′ is signed
“+” or “−” according to whether or not edge labelled x is traversed in the
right direction (according to the fixed orientation for the edges of L).
We identify π′ with a 2-colored Gauss code, where the black elements
are the symbols whose two occurences in π′ are with the same sign and the
white elements are the others. Functions iπ, and cπ, are, therefore, defined.
Given an abstract cyclic sequence π′ in which each symbol is signed and
occurs twice, we define a digraph Ω(π′) as follows. The darts of Ω(π′) are
the symbols which occur in π′. To obtain the vertices of Ω(π′) we start with
a head and a tail for each dart and effect the following identifications, one
for each successive pair of signed symbols in π′:
if (+x,+y) appears in π′, then identify head (x) and tail (y);
if (+x,−y) appears in π′, then identify head (x) and head (y);
if (−x,+y) appears in π′, then identify tail (x) and tail (y);
if (−x,−y) appears in π′, then identify tail (x) and head (y).
Given (L, π) we say that cyclic path π is reflexive in digraph L if Ω(π′) =
L.
Observe that for any pair (L, π), Ω(π′) can be transformed into L by
identifying some of its vertices. π is reflexive in L if no identification is
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necessary.
Given (L, π) the crossing function cπ, has its image contained in the
cycle space of L, CS(L). (To get CS(L) the orientation of the edges of L
plays no role.) To show this inclusion, observe that the edges between the
two occurrences of an edge e in π correspond to a path πe which is reentrant
if e is traversed in opposite directions in π; πe is made reentrant by the
composition with the path (tail(e),e,head(e)), if e is traversed in the same
direction in π.
(3.6) Lemma: If P is a map with one v-gon, then {cP (x) : x ∈ symb(P )}
generates V ⊥.
Proof: Consider the pair (GM , πz) where πz is the unique zigzag path in
M t. Consider also a fixed orientation of the edges of GM . Let π
′
z be induced
by (GM , πz). We claim that cP = cπ′z , when SQ(P ) is identified with eGM .
The cyclic sequence of squares met by the v-gon of P and the cyclic sequence
of the edges of GM given by π
′
z are equal. Thus, to prove the claim, we
have only to show that an edge x of GM is traversed in the same direction
twice in πz iff the corresponding square x is not in the imbalance of P , i.e., if
edge x is an s-loop in pt. But x is an s-loop in P t iff for X arbitrary corner
of x, (X, zM(X)) and (vM(X), fM(X)) are two ordered pairs of consecutive
vertices in the v-gon of P traversed in one of the two directions. Observe that
(x, zM(X)) and (vM(X), fM(X)) are such pairs iff edge x of GM is traversed
in the same direction twice by the zigzag. Therefore, the claim is proved.
By Proposition 3.6.1, proved below, if πz is reflexive in GM , then the
proposition follows. Therefore, assuming 3.6.1, to conclude the proof it is
enough to show that for arbitraryM t with just one zigzag path, πz is reflexive
in GM .
If πz is not reflexive in GM , then, by definition, Ω(π
′
z) 6= GM . This
means that Ω(π′z) has more vertices than GM , and to obtain GM from Ω(π
′
z)
some identifications of vertices of Ω(π′z) are necessary. It follows that there
are two darts, x and y, which satisfy head(x)tail(y) in GM but not in Ω(π
′
z).
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We can choose x and y verifying this condition and, moreover, the condition
that x and y are consecutive edges in the cyclic sequence of edges around
the vertex head(x) = tail(y) in M t. However, note that such consecutive
edges correspond to a pair of consecutive edges in πz. Whence, by definition
of head(x) = tail(y), which contradicts the assumption. Thus, we conclude
that πz is reflexive in GM . The proof of the lemma is reduced to the proof
of Proposition 3.6.1, which we give next.
The main idea in the proof the the following proposition was obtained
from Read and Rosenstiehl [21].
(3.6.1) Proposition: If π is a cyclic path in a digraph L, such that π uses
each edge of L twice, then cπ′ :2
eL→CS(L) is an epimorphism if and only if
π is reflexive in L.
Proof: To prove the proposition it is enough to show that the image of cπ,
is the cycle space of Ω(π′). If this is proved, it follows that if π is not reflexive
in L, then cπ, is not an epimorphism; also conversely, if π is reflexive in L,
then cπ, is an epimorphism.
We construct Q(π)′ from π′ as follows. We start by drawing an arbitrary
dart representing an occurrence of a signed symbol in π′. We proceed drawing
darts in the order that they appear, without lifting the pencil from the paper,
as long as this is possible. Each time that an edge occurs for the first time
we must draw it as a pendent edge (the final vertex must be a new one). The
rule hot to lift the pencil is not possible to obey when an edge e occurring
for the second time is not incident to the last vertex reached. At each such
occurrence, we make a copy of the graph drawn so far, denoting it by Le.
Next, we make the necessary identification of the two vertices and proceed.
At the end we have a sequence of partial graphs
Le1 , Le2, . . . , Lek ,Ω(π
′),
where edge ei forced the i-th identification. Suppose we have k identifications.
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If no identifications were made (k = 0), then we would have e + 1 vertices,
where e is the number of edges of Ω(π′). Each identification reduces the
number of vertices by one. Therefore, if v is the number of vertices of Ω(π′)
we have
e + 1− k = v or k − e+ 1− v.
Observe that this value of k is the dimension of CS(L), since L is con-
nected.
For every i = 1, 2, . . . , k the two facts that follow are evident:
(a) for j < i cπ, (ej) is a cycle in Li;
(b) cπ, (ei) is not a cycle in Li.
Fact (a) follows from the observation that a cycle remains a cycle when
identifications of vertices are performed. Fact (b) follows from the equiva-
lence: the set of edges occurring an odd number of times in a path π is a
cycle iff π is reentrant.
From (a) and (b) follow that each cπ, (ei) is not expressible as mod 2
sum of a subset of {cπ, (ej) : j < i}. Hence,
cπ, (e1), . . . , cπ, (ek)
are independent cycles in Ω(π′). Since k is the dimension of the cycle space
of Ω(π′), the cπ(ei) is form a basis for this space. The proof is complete.
Observe that with the proof of this proposition every statement made
so far in Chapter 3 is established.
We conclude the chapter with an example of a class of arbitrarily large
Gauss codes which are realizable only in surfaces of connectivity at most two.
Denote by P n the Gauss code
(1, 2, . . . , n, 1, 2, . . . , n).
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(3.7) Proposition: if n is odd there is one realization of P n in the plane,
and every other realization of P n is in the torus. If n is even there is one
realization of P n in the projective plane, and every other realization of P n is
in the Klein bottle.
Proof: Suppose we are given an arbitrary {black,white} partition, {B,W},
of symb(P n). Let us denote by Mn the phial of the map Pn induced by the
2-colored Gauss code.
Suppose that n is odd. In this case i2Pn(x) is the whole of symb(P n).
(Recall that y ∈ i2Pn(x) and iPn(y) have an odd number of common elements.)
As we have
(cP∼ ◦ cPn) = i
2
Pn
(x) +
∑
y∈iPn(x)
(1 + γx + γy)y,
where γ = 1 iff z ∈ B, the following implications hold:
(i) if x ∈ B, then (cP∼n ◦ cPn(x) =W ;
(ii) if x ∈ W then (cP∼n ◦ cPn(x) = B;
Therefore, except in the case where one of W and B is empty, we have
dim[Im(cP∼n ◦ cP )] = 2. Since ODD(P ) is empty, there are no r-circuits in
GMn, by Lemmas 3.4 and 3.5(a). By Theorem 3.3(a), it follows that SMn is
the torus. In the case where one of B and W is empty we have (i) and (ii)
implying
dim[Im(cP∼n ◦ cPn)] = 0.
Therefore, in this case SMn is the plane, by Theorem 3.3(a).
Suppose that n is even. Now i2Pn(x) is empty for every x in symb(P n).
Hence, we have the implications:
(i’) if x ∈ B, then (cP∼n ◦ cPn(x) = B;
(ii’) if x ∈ W , then (cP∼n ◦ cPn(x) = W .
It follows that if one of B and W is empty, then dim[Im(cP∼n ◦ cPn)] = 1
and SMn is the projective plane. If both of B and W are non-empty, then
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dim[Im(cP∼n ◦ cPn)] = 2, and SMn is the Klein bottle.
Chapter 4
Transversals of Orientation –
Reversing Circuits
4.A Proliminary Concepts and Relation with
Imbalances
Given a finite collection Ω of subsets of a finite set X , a transversal of Ω
is a subset T of X such that T ∩ Y is non-empty for every element Y of
Ω. A minimal transversal is a transversal not properly contained in another
transversal. A minimum transversal is a transversal of minimal cardinality.
As usual, the adjectives minimal and minimum, as well as maximal and
minimum, have this distinction, when applied to some concept.
This chapter establishes a minimax relation (Theorem 4.5), which in-
cludes in its proof an algorithm, polynomially bounded in the “size” of the
map, to exhibit a minimum transversal of r-circuits in arbitrary projective
maps.
Our aim in this first section is to relate transversals of r-circuits and
imbalances (Lemma 4.1). Also we show (Proposition 4.2) that the problem
of deciding whether a subset of eGM is a minimum transversal of r-circuits in
an arbitrary map M is NP -complete, in the sense introduced by Karp [13].
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With the next lemma we switch from transversals of r-circuits to imbal-
ances, which is technically convenient. Once mote, because of the natural 1-1
correspondence between eGM and SQ(M), we do not distinguish explicitly
their members or subsets.
(4.1) Lemma: For every map M , the minimal transversals of r-circuits in
M t are precisely the minimal imbalances in M .
Proof: Let I be a minimal imbalance in M . Denote by fI the set of fM -
edges in the squares in I and let {A,B} be the balancing partition inducing
I. By the definition of balancing partition and of induced imbalance, fI is
precisely the set of edges with both ends in A or both ends in B. Hence,
δA = eCM\fI = f I . Therefore, we conclude the following equivalence: I is
a minimal imbalance in M iff f I is a maximal coboundary in CM .
Proposition 4.1.1, proved below, states that a subset of edges in eG, for
arbitrary map G, is a maximal coboundary in G if and only if its complement
is a minimal transversal of odd circuits in G. Thus, applying Proposition
4.1.1, we conclude that, the complement fI of a maximal f I , as above, is a
minimal transversal of odd circuits in CM . To conclude the proof it is enough
to observe that I is a minimal transversal of r-circuits in M t if and only if
fI is a minimal transversal of odd circuits in CM . This equivalence follows
from the definition of r-circuit. Provided Proposition 4.1.1 is established, the
proof of the lemma is complete.
(4.1.1) Proposition: For an arbitrary graph G, a subset of edges in eG
is a maximal coboundary in G if and only if its complement is a minimal
transversal of odd circuits in G.
Proof: It is evident that the complement in eG of any coboundary in G
is a transversal of odd circuits in G. Thus, to prove the proposition, it is
enough to show that a minimal transversal of odd circuits is the complement
in eG of a coboundary.
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Let T be a minimal transveral of odd circuits in G. Hence the graph
G\T , obtained by deleting from G all the edges in T , is bipartite. Let {A,B}
be a bipartition of G\T . We claim that every edge in T must have both ends
in A or both ends in B. If edge e ∈ T has one end in A and the other in
B, then T\{e} is yet a transversal of odd circuits and so, T would not be a
minimal transversal. This contradiction proves the claim. Therefore, the set
of edges in the complement of T , each linking a vertex in A to a vertex in B,
is the coboundary of A in G.
(4.2) Proposition: To determine whether a given subset of eGM is a min-
imum transversal of r-circuits in a general map M is an NP -complete prob-
lem.
Proof: We show that the problem of determining whether a given subset
of eG is a maximum coboundary in an arbitrary graph G is reducible to the
problem stated in the proposition. Since the maximum coboundary problem
is NP -complete, see Garey and Johnson [6], this is enough to establish (4.2).
By Proposition 4.1, it is enough to reduce the maximum coboundary problem
to the minimum imbalance problem.
Assume we are given a graph G for which we want to discover a maxi-
mum coboundary. Let us embed G arbitrarily in an orientable surface such
as to obtain a t-map M t with GM ∼= G. Observe that M is obtainable with
an amount of work which is bounded by a polynomial in the number of edges
of G. Specifically choose, for each vertex x of G, an arbitrary cyclic sequence
of edges incident to x to go around x in M t. These cyclic sequences form
a v-ordering for M . Take the empty set to be the imbalance corresponding
to this v-ordering. By Proposition 3.0 a unique map M is specified. Since
the set of imbalances in a map M is a coset of the coboundary space of GM ,
and since φ is an imbalance in M , we conclude that the set of imbalances
in M is precisely the coboundary space of GM ∼= G. By Proposition 3.2.1,
⊆ SQ(M) is an imbalance in M if and only if SQ(M)\T is an imbalance
in M∼. Therefore, to find a maximum coboundary in G is the same as to
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find a maximum imbalance in M , which is the same as to find a minimum
imbalance in M∼. This concludes the proposition.
4.B Imbalances and Cycles in the Dual
In this section we prove that the imbalances of a map are cycles of a specific
homology in the dual. We also prove that the set of minimal imbalances in
a projective t-map is precisely the set of r-circuits in the dual t-map.
(4.3) Theorem: The set of imbalances in a mapM is a class of homologous
(mod 2) cycles in the dual Dt of M t.
Proof: We already know that the set of imbalances in M is a coset of the
coboundary space V of GM . It follows that the symmetric difference of two
arbitrary imbalances is a coboundary in GM , and hence a boundary in D
t.
Therefore, to conclude the proof it is sufficient to establish that the set
of squares in an imbalance I corresponds to a set of edges in GD which is a
cycle in GD.
Let I be an arbitrary imbalance in a map M induced by a balancing
partition {AI , BI}. Let us impose an orientation on the vM - and the aM -
edges of CM such that every v-gon of M becomes a directed polygon and
such that each vM -dart has tail in AI and head in BI .
Consider now the traversal of an arbitrary f -gon K, and an fM -edge x
in K. The two aM -edges, preceding and following x, are traversed one in
the same direction and the other in the opposite direction (according to the
imposed orientation of the aM -edges) if and only if the square containing
fM -edge x is in the imbalance I. Observe that in the complete traversal of
K the number of times that there is a reversal of direction when we go from
an aM -edge to the next is even. Therefore, the number of squares in I met
by the traversal of K is even. Thus, the number of squares in I met once by
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the traversal of K is even. Observe that this set of squares corresponds to a
coboundary of the vertex K in GD (the vertices of GD are f -gons). Since K is
arbitrary, the imbalance I is orthogonal to every element in the coboundary
space F of GD. That is to say, I belongs to F
⊥ the cycle space of GD. This
establishes the theorem.
Let M be a projective map. By Lemma 2.6 and the previous theorem,
the set of imbalances in M is either the set V of boundaries in Dt or a set of
the form x + V , where x is an r-cycle in Dt. The set V of coboundaries in
GM is discarded, since V is the set of imbalances in M iff M is orientable,
which is not the case by Theorem 1.7. Therefore, we obtain the following
lemma:
(4.4) Lemma: The minimal imbalances in a projective mapM are precisely
the r-circuits in GD where D is the dual of M .
Proof: We proved that the set of imbalances in M is of the form X + V ,
where x is an r-cycle in GD and V is the coboundary space of GM . The
proof of the lemma follows, then, by the definition of r-circuit as a minimal
r-cycle.
4.C Main Theorem
A collection Q of subsets ofX is a disjoint collection if the members of Ω have
no elements in common. The main theorem of the chapter is the following:
(4.5) Theorem: For an arbitrary projective map M with GM eulerian, a
minimum transversal of r-circuits inM t is equal in cardinality to a maximum
disjoint collection of r-circuits in M t.
By Lemma 4.1, the minimal transversals of r-circuits of a map M are
precisely the minimal imbalances of M . Hence, in the statement of (4.5) we
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can replace “transversal of r-circuits in M t” by “imbalances in M”.
As we show in the sequel, the hypothesis that GM is eulerian is not
essential, and the algorithmic proof of (4.5) provides us with a polynomial
algorithm to determine the size of a minimum imbalance in general projective
maps. As we showed in Proposition 4.2, the minimum imbalance problem is
NP -complete. It is, therefore, of interest to know exactly for which classes
of maps (4.5) holds. In our conclusions of Chapter 5 we present another class
of maps in which (4.5) holds.
By Lemma 4.4, the minimal imbalances in a projective map M are
precisely the r-circuits ofGD, whereD is the dual ofM . This provides us with
yet another equivalent form of statement 4.5: we can replace “transversal of
r-circuits in M t” by “r-circuit in Dt”, where D is the dual of M .
It is this form of (4.5), making use of r-circuits in the dual, which is
suitable for the proof that we present in Section 4. Before we introduce,
in the next section, the concept of “reducer”, which is the most important
concept in the proof of (4.5) we give a corollary avoiding the hypothesis that
GM is eulerian.
Given a map M let us denote by Md the map which corresponds to the
t-map M t in which each edge of GM is replaced by a pair of edges forming a
bounding digon in the surface SM . Let Dd be the dual of Md. It is evident
that each circuit in GDd corresponds to a circuit in GD half as long in length.
In particular, each r-circuit in Dt corresponds to an r-circuit in Dtd half as
long in length. Therefore, the cardinality of a minimum r-circuit in Dtd is
twice the cardinality of a r-circuit in Dt. Consequently, the cardinality of a
minimum transversal of r-circuits inM td is twice the cardinality of a minimum
transversal of r-circuits in M t. This observation implies the following
(4.5) Corollary: For an arbitrary projective map M , a minimum transver-
sal of r-circuits in M t has cardinality equal to half the cardinality of a max-
imum collection of r-circuits in M t with the property that each edge of GM
is used at most twice in the collection.
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Proof: The corollary follows from the application of Theorem 4.5 to the
map Md, describe above.
In the next section we introduce the concept of “reducers” The elimi-
nation of reducers is the basis for a polynomial algorithm to establish the
minimax results stated. In Figure 4.1 below, we show the result of the appli-
cation of this algorithm, illustrating the Corollary of 4.5. Figure 4.1 presents
a projective t-map M t, for which a minimum transversal of r-circuits has
cardinality 5: the set of five edges which appear into two pieces is clearly a
transversal of r-circuits in M t. The proof that the set of these five edges is a
minimum transveral is established by exhibiting ten r-circuits in which each
edge is used at most twice by the ten circuits.
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4.D Splitting Reducers
A pre-requisite for the definition of a reducer is the notion of contractibil-
ity. The definition that we give is suitable for our purposes. This becomes
apparent in Corollary 4.8.1.
If R is a subset of faces of M t, we denote by eR the set of edges of GM
that appear (one or two times) in the facial paths of the faces in R.
A subset R of faces of M t is contractible if its boundary is a circuit and
if every circuit in GM included in eR is a boundary in M
t.
Observe that R is contractible iff the union of the faces in R together
with the (topological) subgraph of GM generated by eR is homeomorphic to
a closed disc.
We call the attention of the reader to the fact that for a subset of faces
R whose boundary is a circuit it is not the case, in general, that either R or
its complement R is contractible. However, it is the case if M is projective,
as we establish later in Corollary 4.8.1. In the Klein bottle we may have a
subset R of faces whose boundary is a circuit but such that neither R nor R
is contractible.
For a map M in which GM is eulerian, we denote by SP (M
t) the set of
smooth paths of M t.
For a map M in which GM is eulerian, a non-empty subset R of faces
of M t is called a reducer for M t if R is contractible and the circuit which
constitutes the boundary of R is induced by at most two subpaths of members
of SP (M t).
A type 0 reducer is a reducer whose boundary is induced by a (complete)
smooth path. Note that a type 0 reducer cannot be minimal: if R0 is a type
0 reducer there is a reducer R, (not necessarily of type 0) such that R is a
subset of faces properly contained in R0.
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A type 1 reducer is a reducer whose boundary is induced by a unique
proper reentrant subpath of a smooth path.
A type 2 reducer is a reducer whose boundary is induced, not only by
one but by two subpaths of smooth paths with the same ends.
Observe that a reducer R of type 1 which is also a minimal reducer, in
the sense that R does not properly contain a subset of faces S which is also
a reducer of type 0, 1 or 2, is necessarily a singleton {f} where f is a face
whose boundary is a loop in GM (monovalent face).
We identify now an important property of any minimal reducer R of type
2. Denote by p and q the two subpaths of members of SP (M t) which induce
the boundary of R. A segment of R is a maximal subpath of a member
of SP (M t) with at least one edge whose edges are contained in eR\∂R,
where ∂R, recall, is the boundary of R. It is evident that R has the following
property TRANS: for an arbitrary segment s, of R, one end of s is an interior
vertex of p and the other is an interior vertex of q.
A transreducer is either a monovalent face or else a type 2 reducer sat-
isfying property TRANS, described above. The transreducers are important
for two reasons: first, given a reducer R it is algorithmically simple to find
a transreducer S contained in R; second, property TRANS in a reducer is
enough for our purposes, which are described in the sequel.
Figure 4.2 below shows examples of transreducers.
Figure 4.2
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An in a reducer R it a vertex which is a common end of the path or
paths which induce the boundary of R. Hence, a reducer has zero, one or
two angular points, according as to whether it is of type 0, type 1 or type 2.
The splitting of a reducer R (not of type 0) is a local topological opera-
tion effected in M t near an angular point v of R, defined as follows. Denote
by e1 and e2 the two edges in ∂(R) which are incident to v. Let f1 and f2 be
the opposite edges to e1 and e2 at v, respectively. Separate the topological
paths formed by f1 and e2 from the one formed by f2 and e1, so that both
paths miss v. If v has valency 4, then it is replaced by two bivalent vertices
after the splitting. See Figure 4.3.
e2
f
2
f
1
v
e1
v
v
Figure 4.3
Let us denote by N t the t-map obtained from M t by the splitting of
a transreducer. Let E be the dual of N . It is evident that the classes of
homology in CS(GD)/VM and in CS(GE)/VN are in natural 1-1 correspon-
dence. We use this correspondence to identify those classes and to state the
following important
(4.6) Lemma: For a map M with GM eulerian, the splitting of a transre-
ducer does not change the cardinality of a minimum circuit in a non-null
homology class of Dt, where D is the dual of M .
Proof: To prove this lemma, consider a non-bounding circuit c in Et,
where Et is the dual of N t, the t-map obtained from M t by the splitting of
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a transreducer R. If c is also a circuit in GD, there is nothing to be proved.
Therefore, we may consider that the polygon corresponding to c has among
its vertices some which are new (triangular) faces in N t introduced by the
splitting. See Figure 4.4. (In the case that the angular point of R is 4-valent,
then two faces of M t becomes a (new) face of N t.)
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Let f1 be the face of M
t incident to the two edges not in the boundary
of R which are incident to the angular point of R near which the splitting
is effected. If c is not a circuit in the dual graph, GD’ then the polygon
corresponding to c has an a1 (a graph induced by a path without repeated
vertex-terms) which goes from vertex f1 uses some new vertices (new faces
in N t) and finishes in f2 which is the first old face not in R.
We claim that arc a1 can be replaced by an arc a2 which also links f1
to f2 has the same number of edges as a1, and does not have among its
vertices, either new faces of N t or faces in R. See Figure 4.4. The new
arc a2 in GE starts at f1, crosses an edge of GN which corresponds to an
edge in the extension of the boundary of R incident to the angular point,
crosses some edges of GN which have a vertex incident to the boundary of
R, until it reaches f2. The crossing points between the (topological) paths
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corresponding to a1 and a2 and the topological edges in GE are evidently
in 1-1 correspondence with eGE and eGN . Denote by d1 the set of edges of
ai, i = 1, 2. Observe that d1 ⊆ c, d2 ∩ c = φ, and that d1+ d2 is a boundary
in Et. Observe also that c′ = (c\d1) + d2 is a circuit in GN as well as in GE ,
and it is homologous to c. By the fact that c is minimum in its homology
class, |c′| ≥ |c|, that is |d2| ≥ |d1|. It is evident by construction, that a2 links
f1 to f2 and does not have among its vertices either new faces of faces in
R. To conclude the claim, we show that the number of crossings of a2 with
edges in GN , i.e., |d2|, is at most equal to the number of crossings of a1 with
edges in GN , i.e., |d1|. The first crossing of a2 is compensated for by the
last crossing of a1, with an edge in the boundary of R. A crossing between
a2 and an edge in the extension of a segment of a smooth path whose edges
are contained in eR, is compensated for, since R satisfies TRANS, by an
odd number of crossings between a1 and edges in the same segment. Thus
|d2| ≤ |d1|, proving that |c
′| − |c|. Thus, we have shown that the minimum
circuit in a non-null homology class of Dt is at most equal in cardinality to
a minimum circuit in the corresponding homology class of Et. The converse
inequality is trivial, because any circuit in GD is also a circuit in GE, (with
the obvious identifications of edges we have eGD ⊆ eGE), and the homologies
classes are maintained. This conclude the proof of the lemma.
It is possible that the minimum cycle of a given homology class is not
a circuit. For this reason we include the following strengthening of Lemma
4.6.
(4.7) Theorem: For a map M with GM eulerian, the splitting of a tran-
sreducer does not change the cardinality of a minimum cycle in a non-null
homology class of Dt, where D is the dual of M .
Proof: Let N and E be the pair of dual maps corresponding to M and
D after the splitting is performed. Let c be a minimum cycle in a non-null
106 So´stenes Lins
member H of CS(GE)/VN . Let us decompose c into pairwise disjoint circuits
c = c1 + c2 + · · ·+ ck.
Each circuit ci is not a member of VN , the coboundary space of GN ; other-
wise c\ci would be a cycle in H with fewer edges that c, contradicting the
assumption.
By Lemma 2.6, for each circuit ci in GE which is not a circuit in GD, we
can obtain a circuit c′1, homologous to ci, of the same cardinality as ci, and
which is a circuit in GD. Observe that, since c
′ = (c\ci)+ c
′
i is a cycle in GE,
the minimality of |c| in H implies that cj ∩c
′
i = φ, for j 6= i. Hence, |c
′| = |c|.
By replacing in this way each ci which is not in GD by a corresponding c
′
i we
get a cycle d, homologous to c, of the same cardinality as c, and which is a
cycle in GD. Thus, we have shown that the minimum cycle in the homology
class of Dt identified with H is equal in cardinality to a minimum cycle in
H . The converse inequality is trivial, because any cycle in GD is also a cycle
in GE, and the homologies are maintained. This concludes the proof of the
theorem.
With the above theorem we end this section. In the next section we
particularize it to projective maps so as to prove the main result of the
chapter, Theorem 4.5.
4.E Proof of the Main Theorem
In this section we give a proof of Theorem 4.5. Before, however, we establish
some lemmas. The following lemma is implicit in the proof of Theorem 2.14.
Now we include it as an explicit statement.
(4.8) Lemma: For every mapM , the maximum number of pairwise disjoint
odd polygons in CM is at most ξ(M).
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Proof: By Proposition 2.6, applied to t-map (CM , SM), the quotient space
CS(CM)
〈SQ(M)〉 + 〈vG(M)〉+ 〈fG(M)〉
has exactly ξ(M) elements (classes of homology). By Theorem 1.8, no subset
of circuits induced by pairwise disjoint odd polygons is in the space generated
by the set of edges in the squares, v-gons, and f -gons of M . Hence, the set
of edges in each polygon of an arbitrary disjoint collection of odd polygons
in CM represents a distinct class of homology.
(4.8.1) Corollary: Assume thatM is a projective map and R is a subset of
faces inM t whose boundary is a circuit. Then, either R or R, the complement
of R in the set t of faces of M t , is contractible.
Proof: Assume indirectly that both R and R are not contractible. By defi-
nition, this implies that there exist non-bounding circuits S1 and S2 (circuits
which are not boundaries), for which S1 ⊆ eR, S2 ⊆ eR. By Proposition
3.2.2., S1 and S2 are r-circuits. Since S1 and S2 can met only along the
common boundary of R and R, it follows that we can find disjoint odd (in
cardinality) circuits, S ′1 and S
′
2, in CM such that ψ
M
c (S
′
i) = Si, i = 1, 2. But
this contradicts lemma 4.8, since it implies the existence of two disjoint odd
polygons in CM , and ξ(M) = 1.
For disjoint cycles S1 and S2 in GM we say that S1 and S2 cross if for
every pair (S ′1, S
′
2) of cycles in CM such that ψ
M
c (S
′
1) = S1 and ψ
M
c (S
′
2) =
S2, S
′
1 ∩ S
′
2 6= φ.
This formal definition of crossing is a set-theoretical description of a
crossing at a vertex of two edge-disjoint polygons in M t.
(4.8.2) Corollary: For any projective map M , if S1 and S2 are disjoint
r-cycles in M t, then S1 and S2 cross.
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Proof: Assume that S1 and S2 do not cross. Thus, there exists disjoint
odd cycles S ′1 and S
′
2 in CM such that ψ
M
c (S
′
i) = Si, i = 1, 2. Therefore,
there exists disjoint odd polygons Q1 and Q2 in CM such that eQi ⊆ S
′
i. But
this contradicts lemma 4.8, because ξ(M) = 1.
A path π is simple if no vertex appears twice as vertex-term in π. A
path π is semi-simple if it is simple or if it is reentrant and the only vertex
which appears twice as vertex-term in π is its origin which is the same vertex
as its terminus.
The technique used to prove 4.5 is to effect the splitting of transreducers.
To find a transreducer it is enough to be able to locate reducers. To locate
a reducer we first find a pre-reducer, defined as follows.
A pre-reducer in a t-mapM t with GM eulerian is an ordered pair (π1, π2)
of subpaths of members of SP (M t), such that π1 is semi-simple, π2 is non-
degenerate, π1 and π2 have only their ends as common vertices, and eπ1 ∪
eπ2 = eπ1 + eπ2 is an e-cycle in M
t.
We remark that in a pre-reducer (π1, π2), π1, may be degenerate, being
formed by just one vertex.
A straight pre-reducer (π1, π2) is a pre-reducer in which π2 is semi-simple.
(4.9) Proposition: For a projective map M with GM eulerian, if (π1, π2) is
a straight pre-reducer, then there is a reducer R forM t such that ∂(R) = eπ1
or ∂(R) = eπ1 + e∂2.
Proof: Assume that π1 and π2 are both reentrant. By definition of straight
pre-reducer, eπi and eπ2 are both r-circuits or both s-circuits. Observe,
however, that eπ1 and eπ2 do not cross. Hence, by Corollary 4.8.2, they are
both s-circuits. By Proposition 3.2.2, eπ1 is a boundary of a subset X of
faces. By Corollary 4.8.1, either X or its complement X is contractible. Let
R be a contractible member of {X,X}. By definition, it follows that R is a
reducer, and since ∂R = eπ1, the proposition follows.
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Assume now that π1 (and π2) are not reentrant. By definition of straight
pre-reducer eπ1+eπ2 is an s-circuit. Applying Proposition 3.2.2 and Corollary
4.8.1 as before, with eπ1+eπ2 in the place of eπ1, we define a reducer R such
that ∂R = eπ1 + eπ2 concluding the proof.
(4.10) Lemma: For a projective map M with GM eulerian, if (π1, π2) is
a pre-reducer which is not straight, then there exists a pre-reducer (π3, π4)
such that eπ3 ∪ eπ4 is a proper subset of eπ1 ∪ eπ2.
Proof: Since π2 is not semi-simple, we can write π2 = α ◦ β ◦ γ, where eβ
is a circuit. If eβ is an s-circuit in M t, then take π4 to be the degenerate
path whose only vertex is the origin of the reentrant path β, and take π4 to
be β; it follows that (π3, π4) satisfies the condition of the lemma. Therefore,
we may assume that eβ is an r-circuit in M t. Since eπ1 + eπ2 is an s-cycle
and since eπ2 = eα+ eβ + eγ, it follows that eπ1 + eα+ eγ is an r-cycle. By
Corollary 4.8.2, eπi + eα + eγ crosses eβ.
It follows that at least one of the following vertex-terms must exist:
(i) a first vertex-term of α−1 other than its origin which is also a vertex-
term of β;
(ii) a first vertex-term of γ other than its origin which is also a vertex-term
of β.
The situation is symmetric, up to taking inverse paths, and so we may con-
sider that (ii) holds. Denote by v the vertex-term described in (ii), and by
γ1 the proper subpath of γ that goes from its origin up to v. Let us write
β as β1 ◦ β2 where the terminus of β1 and the origin of β2 coincide with v.
One of β1 and β2 may be degenerate. The reentrant paths γ1, β1, and β
−1
2
all have the same ends. Since eβ1 + eβ2 is an r-cycle (indeed an r-circuit),
it follows that eβ1 + eγ1 is an r-cycle iff eβ2 + eγ1 is an s-cycle. By the
symmetry of the situation, we may assume that eβ1 + eγ1 is an e-cycle. We
can now easily verify that (β1, γ1) is a pre-reducer. Since eβ is a circuit, β1
110 So´stenes Lins
is semi-simple. By definition of v, γ1 is non-degenerate and β1 and γ1 have
in common only their ends. Since eβ1 + eγ1 is an s-cycle, it follows that
(β1, γ1) is a pre-reducer. Put π3 = β1, π4 = γ1, and the proof of the lemma
is complete.
The following lemma is the last one before we procee to the proof of
Theorem 4.5.
(4.11) Lemma: For a projective map M with GM eulerian, if π ∈ SP (M
t)
is such that eπ is an s-cycle inM t, or if π ∈ SP (M t) is not semi-simple, or if
two elements of SP (M t) have more than one vertex-term in common, then
there exists a pre-reducer in M t.
Proof: Suppose that π ∈ SP (M t) is such that eπ is an s-cycle in M t.
Take π0 to be a degenerate path whose only vertex term is a vertex-term of
π. By definition, (π0, π) is a pre-reducer in M
t.
Assume next that every member of SP (M t) induces an r-cycle and that
π ∈ SP (M t) is not semi-simple. Let us write π as α◦β, where eβ is a circuit.
(In particular this implies |eβ| ≥ 1.) If eβ is an s-circuit, then consider δ to
be the degenerate path whose only vertex is the origin of β. The pair (δ, β)
is a pre-reducer in M t. Thus, we may assume that eβ is an r-circuit. But
since eα + eβ = eπ is an r-cycle, it follows that eα is an s-cycle. Take δ to
be the degenerate path whose only vertex-term is the origin of α. The pair
(δ, α) is a pre-reducer in M t.
Finally, assume that for every π ∈ SP (M t)eπ is an r-cycle and π is
semi-simple. Suppose that π1 and π2 have two distinct vertices v and w
as common vertex-terms. Write π1 as α ◦ β
−1, π2 as γ ◦ δ
−1, where α, β, γ
and δ all have origin v and terminus w. If α + γ−1 induces an r-cycle,
then α ◦ δ−1 must induce an s-cycle, because eγ + eδ = eπ2 is an r-cycle,
and eα + eγ = eα + eδ + eπ2. Therefore, we may suppose, without loss of
generality, that eα+eγ is an s-cycle. (If not, take eα+eδ in place of eα+eγ.)
Let u be the first vertex-term of path α such that u is also a vertex-term of
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γ. Vertex-term u must exist because w is common to both α and γ. Let α1
be the subpath of α which goes from v until u. Let γ1 be the subpath of γ
which goes from v until u. We want to show that (α1, γ1) is a pre-reducer
in M t. By definition of u, α1 is semi-simple, |eγ1| ≥ 1, and paths α1 and
γ1 have only their ends as common vertices. To conclude that (α1, γ1) is
a pre-reducer, it is enough to show that eα1 + eγ1, is an s-cycle. Suppose
that eα1 + eγ1, is an r-cycle. Let α2 and γ2 be defined by the equations
α = α1 ◦ α2, γ = γ1 ◦ γ2. Observe that the cycle eα2 + eγ2 is an r-cycle,
since eα1 + eγ1 is an r-cycle and eα + eγ is an s-cycle. Observe also that,
again by the definition of u, eα1 + eγ1 does not cross eα2 + eγ2. But this
contradicts Corollary 4.8.2. Therefore, eα1+eγ1, is an s-cycle and so, (α1, γ1)
is a pre-reducer, concluding the proof of the lemma.
Now we are in a position to prove Theorem 4.5 in the following equivalent
form, involving r-circuits in the dual:
(4.5 restated) Theorem For an arbitrary projective map M with GM
eulerian, a minimum r-circuit in Dt is equal in cardinality to a maximum
disjoint collection of r-circuits in M t.
Proof: The proof of the theorem is divided into two parts. In the first part
we show how to reduce the proof of the general case to the special case in
which M t is a system of projective lines, which we define nest. In the second
part we give a proof for this special case.
A projective t-map M t with GM eulerian is called a system of projective
lines if every member of SP (M t) induces an r-circuit and for two arbitrary
members, π1 and π2 of SP (M
t) the polygons defined by π1 and π2 have
precisely one vertex in common.
Now we show how to reduce the Proof of 4.5 from an arbitrary M t with
GM eulerian to a system of projective lines. Suppose we are given a projective
t-map M t with GM eulerian. If there exists a transreducer R for M
t, then
Lemma 4.6 shows that the splitting of R does not change the cardinality of
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a minimum r-circuit in the dual. Moreover, a disjoint collection of r-circuits
in the t-map after splitting corresponds to a disjoint collection of r-circuits
in the original t-map before splitting. Therefore, a proof of the theorem for
the split t-map implies a proof for the original t-map.
We now introduce a measure relative to which the t-map obtained by
splitting a transreducer is a smaller t-map. For a t-mapM t, denote by µ(M t)
the ordered pair of non-negative integers (λ(M t), f(M t)), where,
λ(M t) =
∑
v∈V GM
max{0, valGM{v} − 4},
and f(M t) is the number of faces of M t. We say that µ(N t) < µ(M t) if
λ(N t) < λ(M t) or if λ(N t) = λ(M t) and f(N t) < f(M t). (Lexicographic
order.)
Observe that if N t is obtained from M t by splitting a reducer, then
µ(N t) < µ(M t) this follows because if v, the angular point near which the
splitting is performed, has valency greater than 4, then λ(N t) < λ(M t); if v
has valency 4, then λ(Nt) =λ (M t), and f(N t) = f(M t) − 1. This implies
that the number of successive splittings of transreducers that we can perform
in a t-map M t before reaching a t-map, N t free of transreducers is at most
2|eGM |+ f(M
t).
The above analysis implies that we may restrict ourselves to prove 4.5 for
maps free of transreducers. We now show that a map free of transreducers
is system of projective lines. If M t is free of transreducers, M t is free of
reducers, because a reducer always contains a transreducer. Since a straight
pre-reducer implies a reducer, by Proposition 4.9, it follows that M t has no
straight pre-reducer. By Lemma 4.10 a pre-reducer which is not straight
implies a “smaller” pre-reducer. Hence, any pre-reducer implies a straight
pre-reducer. As a consequence, M t is free of pre-reducers. By lemma 4.11,
this implies that:
(i) for π ∈ SP (M t), eπ is an r-cycle;
(ii) if π ∈ SP (M t), then π is semi-simple;
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(iii) if π1 i and π2 are distinct members of SP (M
t), then π1 and π2 have at
most one vertex-term in common.
Items (i) and (ii) imply that if π ∈ SP (M t), then eπ is an r-circuit.
Item (iii) implies that the two polygons induced by two arbitrary members
of SP (M t) have at most and vertex in common. By Corollary 4.8.2, two r-
circuits must cross. Therefore, every pair of polygons as above has precisely
one vertex in common. This proves that if M t is free of transreducers, then
M t must be a system of projective lines. The first part of the proof is
complete.
Now we conclude the theorem for a system of projective lines M t. Ex-
plicitly, we exhibit a disjoint collection Ω of r-circuits in M t and an r-circuit
R in Dt such that |Ω| = |R|. The collection Ω is simply {eπ : π ∈ SP (M t)}.
Let n = |Ω|. To obtain R, let p be the closed topological path corresponding
to an arbitrary member of SP (M t) and a take point P near p in SM . Refer to
Figure 4.5 for this description. Proceed from P parallel to p until the point
Q opposite to P relative to p is reached. Close the topological path p′ which
we are describing by linking Q to P , crossing p. The closed topological path
p′ which we described corresponds to an r-circuit R in Dt. The crossings
of p′ with the points in GM are in 1-1 correspondence with the edges in R.
Each crossing of p′, with the exception of the last described, corresponds to
a crossing of p with another member of SP (M t); hence, they are n − 1 in
number. Therefore, |R| = n = |Ω|, proving the Theorem.
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To conclude this section we show with an example that even for the
torus the maps free of reducers can be quite complicated. Consider, for
example, the toroidal t-map free of reducers shown in Figure 4.6. There
are three smooth paths as pointed by different thickness on the edges of
the illustration. Any two such smooth paths meat each other seven times,
illustrating the point that straight pre-reducers do not imply reducers in
general.
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4.F Algorithmic Considerations
In this section we present an algorithm, PROJMINMAX, which has as its in-
put a projective mapM0 with GM0 eulerian and as its output a pair (Ω0, R0),
defined as follows:
(i) Ω0 is a collection of cyclic paths in GM0, such that the corresponding
cycles in M t form a disjoint collection of r-circuits.
(ii) R0 is an r-circuit in GD0 , where D0 is the dual of M0.
Moreover, the pair (Ω0, R0) satisfies |Ω0| = |R0|. This is a pair whose exis-
tence is guaranteed in theorem 4.5.
We also show that the amount of space (space complexity) and the
number of basic steps (time complexity) of PROJMINMAX are bounded by
polynomials n, the “size” of the map, where n = |eGM0| = |SQ(M0)|.
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We say that an algorithm A has time (space) complexity 0(nk), if there
exists a constant C such that the number of basic steps (bytes of memory
required) in the execution of A to solve a problem whose input has size n is
at most Cnk, except for finitely many values of n.
The algorithm that we present is suggested by the theory for finding
transreducers and by the inductive step consisting in splitting a transre-
ducer, which form the basis for the proof of Theorem 4.5. However, in the
algorithmic realization, we do not actually split transreducers.
In order to avoid splittings in PROJMINMAX we introduce the follow-
ing Ω-parametrized concepts, where Ω is an edge-disjoint collection of cyclic
paths in GM whose edge-sets partition eGM , for map M with GM eulerian.
The following concepts generalize the ones already described in which Ω is
defined by the smooth paths of M t.
An Ω-reducer for M t is a subset of faces R such that R is induced by at
most two subpaths of members of Ω and such that eR contains only bounding
circuits.
If R is an Ω-reducer for M t, then a segment of R is a maximal subpath
of a member of Ω with at least one edge, whose edges are contained in eR∂R.
An angular point in an Ω-reducer R is a vertex in which the extension
of the path or paths forming the boundary of R cross.
Property TRANS in a Ω-reducer R with two angular points and bound-
ary induced by two subpaths p and q of members of Ω is defined as follows:
for every segment s of R, the extension of a in Ω crosses p and not q at one
end of s and q and not p at the other end.
An Ω-transreducer is an Ω-reducer R with two angular points for which
property TRANS holds or else an Ω-reducer R with only one angular point
that is formed by a single face.
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An Ω-pre-reducer is an ordered pair (π1, π2) of sub-paths of members of
Ω such that π1 does not self-cross, π2 is non-degenerate, π1 and π2 cross only
at their ends (when extended), and eπ1∪eπ2 = eπ1+eπ2 is an s-cycle inM
t.
An Ω-pre-reducer is straight if π2 does not self-cross.
The proof of the three following “Ω-extensions” are repetitions of the
ones given in 4.9, 4.10, and 4.11, where SP (M t) takes the role of Ω.
(4.9)* (Extension of 4.9) For projective map M with GM eulerian and
collection Ω of cyclic paths whose edge-sets partitions eGM , if (π1, π2) is
a straight Ω-pre-reducer, then there is an Ω-reducer R for M t such that
∂R = eπ1 or ∂R = eπ1 + eπ2.
(4.10)* (Extension of 4.10) For (M,Ω) as above, if (π1, π2) is an Ω-pre-
reducer which is not straight, then there exists an Ω-pre-reducer (π3, π4) such
that eπ3 ∪ eπ4 is a proper subset of eπ1 ∪ eπ2
(4.11)* (Extension of 4.11) For a pair (M,Ω) as above, if π ∈ Ω is such
that eπ is an s-cycle in M t, or if π ∈ Ω self-crosses, or if two elements of Ω
cross more than once, then there exists an Ω-pre-reducer in M t.
In Figure 4.7 we give the flow-graph for PROJMINMAX. It operates on
the map M = (CM , VM , fM) rather than on M
t. The collection Ω at every
stage of the algorithm is a collection of cyclic paths free of repeated edges
whose edge-sets partition eGM0 . We observe that a convenient way to keep
track of Ω is, for every v-gon atM0, to specify a pairing in its vM -edges. This
pairing is possible, since GM0 is eulerian. Given Ω, we define this pairing as
follows. For each subsequence of a member of Ω of the form (e1, V, e2), where
e1 and e2 are edges of GM and v is a vertex of GM , denote by E1 and E2 the
M-squares that correspond to edges e1 and e2; denote by v the v-gon of M
which corresponds to the vertex v. We say that the vM -edge which is in E1
and in V and the vM -edge which is in E2 and in V are Ω-mates. Observe that
the complete collection of pairs consisting of Ω-mates is enough to specify Ω
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itself.
Splitting a transreducer is replaced by the suitable change of two pairs
of Ω-mates: {a, b}, {c.d} become {a, c}, {b, d} or {a, d}, {c, d}. Observe
that, in this way, Ω changes but not the map M , as would be the case if
splittings were performed.
Start
Change -mates
(crossing)
Revise R
W
M0
Compute Initial
R
W W=0
Output
W
0
0
0
D
c
W = SP(M )
0
t
T=TOP(TSTACK)
POP(TSTACK)
Is there an
-pre-reducer
P?
W
Find an
-reducer
T
W
Is
empty?
TSTACK
yes
yes
yes
no
no
no
no
yes
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Is T an
-transreducer?W
Change -mates
(uncrossing)
W
PUSH(T,TSTACK)
R = (R)y
Find
smaller
P
Find smaller
-transreducerW
Output
R
End
Figure 4.7: Flow-graph for PROJMINMAX
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In the proof of 4.5 restated, we show that the number of splittings is
bounded by 2|eGM | + f(M0) ≤ 0(n), where f(M0) is the number of f -gons
in M0. Modifying Ω-mates is a suitable way to perform splittings; it follows
that 0(n) is the order of the number of times that we answer the question
“Is there an Ω-pre-reducer P?”. See Figure 4.7.
For each positive answer of the above question, we answer in the negative
at most 0(n) times the following question: is P straight? This follows from
(4.10)*, and from the fact that an Ω-pre-reducer can get smaller at most n
times.
For each positive answer to the first question in Figure 4.7, only once is
the second question to be answered in the positive. For each such event, the
third question “Is T an Ω-transreducer?” is answered at most 0(n) times.
This is so because a test to decide whether TRANS is satisfied ends in a
negative answer only if a smaller Omega-reducer is found. Hence, this can
happen at most n times.
From the above analysis we conclude that the second and third questions
are answered in the execution of PROJMINMAX at most 0(n2) times and
that the first question is answered at most 0(n) times.
We use (4.11)* to bound the time complexity for an answer to the first
question by 0(n2). The specific recipe on how to decide whether there exists
an Ω-pre-reducer is given by an adaption of the proof of (4.11) for the corre-
sponding Ω-extension (4.11)*. The bound 0(n2) is sufficient for the decision.
An answer for the second and third questions can be obtained in 0(n)
basic steps. To find a smaller Ω-pre-reducer, refer to (4.10)*, modelling its
proof according to the proof of (4.10). This procedure is seen to take at most
0(n) steps. To find an Ω-reducer from a straight Ω-pre-reducer it also takes
0(n) steps. The same is true for finding a smaller Ω-reducer, in the case that
the Ω-reducer at hand does not satisfy TRANS.
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When an Ω-transreducer T is identified, we suitably change the two
pairs of Ω-mated vM -edges, an operation which corresponds to split T . This
is followed by placing T (as a set of f -gons, for instance) in the top of a stack
called TSTACK. This structure is important for the revision of R (explained
below) in the second phase of the algorithm. The time complexity of the
above two operations is each at most 0(n). The space required to keep all
the structures so far is dominated by the space to keep TSTACK, which takes
at most 0(n2) bytes of memory.
This analysis implies that the time complexity for the first part of PRO-
JMINMAX, which terminates with a negative answer to the first question,
is 0(n3).
The symbol R represents throughout a circuit in CM . Given Ω, the Ω-
weight of R is defined as the number of Ω-mated pairs with the property that
exactly one member of the pair is a vM -edge in R. The Initial R is any circuit
in cM with the property that ψ
M
c (R) is the circuit induced by an arbitrary
member of Ω0 and such that its Ω0-weight is |Ω0|. See Figure 4.5. When we
change Ω (crossing), the Ω-weight of R can increase by 2. The purpose of the
revision of R is to find another R with Ω-weight equal to |Ω0|. Given the Ω-
transreducer, this revision is a slight adaptation in terms of CM of the Proof of
Lemma 4.6. Refer to Figure 4.4. The vM -edges of CM correspond precisely to
the crossings presented in this figure. The question asking whether TSTACK
is empty is made at most 0(n) times. Instruction T = TOP(TSTACK) is
self-explanatory; instruction POP(TSTACK) removes the topmost element
of TSTACK. Each individual procedure of the second phase has complexity
0(n). Therefore, the overall execution of the second phase of PROJMINMAX
has complexity 0(n2). The space complexity of this phase is also 0(n2) since
TSTACK requires more memory than everything else.
When TSTACK is empty, we have that Ω = SP (M t), and that the
Ω-weight of the current R is equal to |Ω0|. For every pair of fM -edges in R
incident to a v-gon, we adjust R so as to use the shorter of the two possibilities
to go around the v-gon. This does not change the Ω-weight of R. Observe
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that, since Ω is now SP (M t0), the Ω-weight of R, which is |Ω0|, is equal to
the number of vM -edges in R. But this is the cardinality of R0 = ψ
D
c (R).
Therefore, |Ω0| = |R0|. Observe that the parity of R is not changed in the
revisions. Hence, R0 is an r-cycle (indeed an r-circuit) in GD0 .
By comparing the two phases of PROJMINMAX we see that its overall
time complexity is 0(n3) and its overall space complexity is 0(n2).
Chapter 5
Final Comments
5.A Remarks on Chapter 1
In Chapter 1 we describe a graph model for the study of graphs embedded in
surfaces. We show in this thesis that, with this language, certain problems of
topological flavor can be formulated in combinatorial terms. The principal
advantage of the graph approach is that a 2-dimensional structure is natu-
rally encoded by a colored 1-dimensional structure. An important point in
favor of this methodology is that the corresponding concept to topological
orientability is the simpler concept of parity; in consequence, orientation-
reversing circuit corresponds to odd circuit. The graph definition also pro-
vides a geometric-algebraic bridge via Cayley color graphs and Tutte’s axioms
for a map [25]. Elementary properties of permutations and the definitions
introduced yield a simple combinatorial proof that the Euler characteristic
of an orientable surface is even; see Theorem 1.7. In Theorem 1.8 we prove
a fact about cubic 3-edge-colored graphs which corresponds topologically to
the property that no union of a disjoint collection of polygons in GM whose
induced circuits are r-circuits in M t forms the boundary of a subset of faces
in M t. The model used also leads to the symmetric theory in vertices, faces,
and zigzags which motivates the definition of the phial map and of the anti-
map, which are maps analogous to the well-known dual map. The dual and
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phial maps form the support for the extension of planar duality presented in
Chapter 2. To conclude this section, we describe two generalizations of the
graph model for a map which merit investigation:
(I) In the definition of a map, we drop the restriction that two of the
colors must induce squares. The faithful embedding of a 3-edge-colored cubic
graph, with the colors ordered is a natural embedding of a hypergraph: the
hyperedges are the polygons induced by the two first colors. They hyperver-
tices are the polygons induced by the two last colors. Each polygon induced
by the first and last color is a “face” which, as in the case of graphs, is not
an intrinsic concept, because it depends on the particular embedding.
(II) We can try to move one step further in dimension. Consider a
4-regular 4-edge-colored graph, in which the faithful embedding of each com-
ponent induced by any three of the four colors is in a 2-sphere. We can “fill
with 3-space” each one of these 2-spheres, obtaining solid 2-balls. Observe
that each bicolored polygon, “filled with 2-space”, occurs twice as 2-faces in
the collection of 2-spheres. Thus, we have a natural method for the identi-
fication of the boundaries of the 2-balls, thus forming a 3-manifold without
boundary. Hence, we can talk about faithful embeddings for the members of
the above class of 4-regular, 4-edge-colored graphs, which we call for short
4-graphs. By, analogy let us call a cubic 3-edge-colored graph a 3-graph.
The Proof of Theorem 2.0.2 implies that the faithful embedding of a
3-graph is in a 2-sphere iff the cycle space of the 3-graph is generated by
its bicolored polygons. An important open question is the following: are
there necessary and sufficient graph-theoretical conditions for the faithful
embedding of a 4-graph to be in a 3-sphere?
5.B Remarks on Chapter 2
In chapter 2 we introduce rich maps and graphs, as a generalization of planar
duality. Loosely speaking, rich graphs are the graphs which have two abstract
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duals. Planar graphs are the class of graphs whose members have one abstract
dual. Since rich graphs are a natural abstract extension of planar graphs,
perhaps some important theorems for the latter extend to the former.
At present, however, more needs to be understood about the nature of
rich graphs, perhaps along the topological lines of Theorem 2.9. To us, the
more important questions about rich-graphs are the following:
(i) Are all rich graphs map-rich?
(ii) is it possible to strengthen Theorem 2.9 so as to provide an algorith-
mically good characterization of non-map-rich graphs?
To conclude this section we state, without proof, the following graph-
theoretic characterization of imbalances in rich maps.
Theorem For a rich map M , a subset T ⊆ SQ(M) is an imbalance in M iff
T corresponds to a subset of edges which is a cycle in GD and the complement
of a cycle in GP . (D and P are the dual and the phial of M , respectively).
5.C Remarks on Chapter 3
In Chapter 3 we solve a generalized version of the Gauss code problem,
treating together the cases in which the surface involved is either the plane
or the projective plane, under the restriction of 2-face-colorability.
As a generalization we can remove the restriction of 2-face-colorability
and try to solve the problem for the projective plane. But as it becomes clear
from the text of Chapter 3, this is a completely different problem. More rele-
vant for the present context would be to find an algorithm to determine what
is the minimum connectivity of a surface where a realization of a given Gauss
code (satisfying the 2-face-colorability restriction) exists. As we showed in
Section 3, this would provide an algorithm to determine whether or not a
graph with maximum valency 3 is map-rich.
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Recently we have asked ourselves how one might algorithmically decide
realizability of a Gauss code in the Klein bottle. It seems that the problem
is transformed into a linear system of equations in GF (2). However, it looks
like the methods which we are using do not extend for the torus. If so, the
transition from the Klein bottle to the torus is the breaking point for the
techniques that we have available at present.
Another line of generalization of the Gauss code problem is to permit
the same symbol to occur an arbitrary number of times in the input se-
quence. Thus, multiple crossings appear in the curve. This generalization
was suggested by Gru¨nbaum [10]. This version of the problem is related to
the embedding of hypergraphs.
5.D Remarks on Chapter 4
In Chapter 4 we show that to decide whether a given set of squares of a map
is a minimum imbalance is an NP -complete problem. We provide a solution
for this problem for the class of projective maps. The natural question is:
how far can we go? Is it possible to solve the same problem for Kleinian
maps? More restrictively, which are the classes of maps, beyond the projec-
tive maps, for which the minimax relation described in Theorem 4.5 holds?
An apparently unrelated class where it holds is the class of antimaps of pla-
nar maps with eulerian graphs. This follows from a result by Seymour [23],
strengthening a theorem by Lovasz [16]. This result implies that a minimum
transversal of odd coboundaries in bipartite graph has the same cardinality
as a maximum disjoint collection of odd coboundaries. For planar graphs
the minimal coboundaries correspond to circuits in the planar dual. Thus,
Seymour’s result implies: for planar eulerian graphs, the minimum transver-
sal of odd circuits is equal in cardinality to a maximum disjoint collection of
odd circuits.
To show that the above minimax relation implies (4.5) for the class of
antimaps of planar maps with eulerian graphs, observe that it is enough to
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establish that formt, whereM∼ is an orientable map, the concept of r-circuit
is synonymous to odd circuit in GM = GM∼. To prove that the latter two
concepts are equivalent we show, initially, that for an arbitrary map M , a
circuit X in GM is an r-circuit in M
t iff for some imbalance I (and thus an
arbitrary imbalance I), |X ∩I| is odd, where I is considered a subset of eGM .
Let X ′ be a circuit in CM such that ψ
M
c (X
′) = X . Let {A,B} be a balancing
partition for M . Denote by I the imbalance induced by {A,B} and by fI the
fM -edges in the squares of I. Observe that eGM\δA = fI and that the parity
of |X ′ ∩ fI | is equal to the parity of |X
′|. Also, |X ′ ∩ fI | ≡ |X ∩ I|mod2. By
definition of r-cycle, it follows that X is an r-circuit iff |X ∩ I| ≡ |X ′| is odd.
Now we conclude that for the antimap of an orientable map, r-circuit
is a synonym for odd circuit. If M∼ is orientable, then φ is an imbalance in
M∼ and, by (3.2.1), eGM is an imbalance in M . Put eGM in the role of I in
the above equivalence. The proof is complete.
Two classes of maps for which 4.5 holds are, therefore, the class of
projective maps M with GM eulerian, and the class of maps M , where GM
is eulerian and M∼ is planar. These classes are, apparently, unrelated. It
would be interesting to find a common generalization of these classes for
which (4.5) holds.
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