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Abstract
This paper shows that multivariate distributions can be characterized as maximum entropy (ME) models
based on the well-known general representation of density function of the ME distribution subject to moment
constraints. In this approach, the problem of ME characterization simpliﬁes to the problem of representing
the multivariate density in the ME form, hence there is no need for case-by-case proofs by calculus of
variations or other methods. The main vehicle for this ME characterization approach is the information
distinguishability relationship, which extends to the multivariate case. Results are also formulated that
encapsulate implications of the multiplication rule of probability and the entropy transformation formula
for ME characterization. The dependence structure of multivariate ME distribution in terms of the moments
and the support of distribution is studied. The relationships of ME distributions with the exponential family
and with bivariate distributions having exponential family conditionals are explored. Applications include
new ME characterizations of many bivariate distributions, including some singular distributions.
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1. Introduction
Shannon entropy of a d-dimensional distribution F is deﬁned as
H(F |S) = −
∫
S
f (x) log f (x) d(x), (1)
where f is density of F with respect to measure . The symbol  will be used to denote cases other
than the Lebesgue and counting measures. The support S will be shown as needed for emphasis.
For characterization of a multivariate distribution we identify a moment class of distributions
F = {F : EF [Tj (X)] = j , j = 1, . . . , J }, (2)
where Tj (x) are real-valued integrable functions with respect to dF(x), and j , j = 1, . . . , J are
speciﬁed moments. The maximum entropy (ME) model in the moment classF is the distribution
whose density maximizes (1).
The set of linearly independent moments
TX = {Tj (X), j = 1, . . . , J }, (3)
that generates F will be referred to as the information moment set. If the expected value of
elements of a moment set TX can be obtained from the expected value of elements of another
moment set T ∗X , the two sets will be referred to as congruent, denoted as TXT ∗X .
We present several results for the ME characterizations of multivariate distributions. The main
vehicles for the ME characterization are the well-known general representation of density func-
tion of the ME distribution in F , and the information distinguishability relationship [21], which
extends to the multivariate case. This approach eliminates the need for laborious proofs like
Lagrangian and isoperimetric formulation of calculus of variations often used for ME character-
izations of parametric families on case-by-case basis [5,15,22]. In this approach, the problem of
ME characterization simpliﬁes to representing the multivariate density in the ME form, similar
to the identiﬁcation of distributions with densities in the exponential family.
Section 2 presents the key results for the ME characterization. This section also formulates a
chain rule forME, and explores the relationship and lack of equivalence betweenME distributions
and exponential family and the relationship between ME distributions and bivariate distributions
with exponential family conditionals. Section 3 is on the ME formulation when (3) contains
indicator function. This section presents ME characterizations of ﬁve bivariate distributions,
four of which are singular distributions. Section 4 gives a result on ME characterization under
transformation based on entropy transformation formula. Section 5 introduces the concept of
nested ME models. This section gives a result on the dependence structure of multivariate ME
distribution in terms of the information moment set (3) and support S. Another result identiﬁes
the class in which, given the marginal distributions, the minimum dependence model in F is the
ME model. Applications to new ME characterizations of many bivariate families are presented
throughout the paper.
2. ME identiﬁcation
The Kullback–Leibler information discrepancy between F and G is deﬁned by
K(F : G|S) =
∫
S
log
f (x)
g(x)
f (x) d(x)0, (4)
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where F is absolutely continuous with respect to G, f and g are densities with respect to , and
K(F : G|S) = 0 if and only if g(x) = f (x) almost everywhere.
Deﬁnition 1. The minimum discrimination information (MDI) model inF relative to G, where
F ∈ F is absolutely continuous with respect to G, is deﬁned by F ∗ with support S such that
F ∗ = arg min
F∈F
K(F : G|S).
Theorem 1. If
Cg(,S) =
[∫
S
e−1T1(x)−···−J TJ (x)g(x) d(x)
]−1
> 0 (5)
exists, then for all F ∈ F deﬁned in (2),
K[F : G|S)] logCg(,S) − 11 − · · · − J J = K[F ∗ : G|S)],
where  = (1, . . . , J ) is the vector of Lagrange multipliers given by j = j logCg(,S),
and F ∗ ∈ F is a unique distribution with density function in the form of
f ∗(x|S) = Cg(,S)g(x) e−1T1(x)−···−J TJ (x). (6)
Proof. See [16], pp. 38, 48. 
Corollary 1. If (5) exists when g(x) is a constant, then (6) gives the unique ME model
f ∗(x|S) = C(,S) e−1T1(x)−···−J TJ (x), (7)
and for all F ∈ F ,
H [F(x|S)]H [F ∗(x|S)] = − logC(,S) + 11 + · · · + J J . (8)
Proof. The ME density (7) can be obtained directly by calculus of variations, see, e.g., [8,14].
The existence of an ME model does not require a proper uniform density. The uniqueness is due to
the fact that the entropy is concave in f. The ME H [F ∗(x|S)] is obtained by noting that F ∗ ∈ F
implies Ef ∗ [Tj (X)] = j .
The following information distinguishability relationship is the key to the simple proof of ME
characterization of a distribution.
Lemma 1. For any F ∈ F ,
K(F : F ∗|S) = H(F ∗|S) − H(F |S), (9)
where F ∗ has density deﬁned by (7), and H(F ∗|S) = H(F |S) if and only if f (x|S) = f ∗(x|S)
almost everywhere.
Proof. Similarly to the univariate [21], note that K(F : F ∗|S) = −H(F |S) − Ef [log f ∗(X)].
Use (7) for f ∗ and note that since F ∗ ∈ F , Ef [Tj (X)] = j . Then (9) is given by (8). Thus,
K(f : f ∗|S) = H(F ∗|S) − H(F |S) = 0 if and only if f (x) = f ∗(x) almost everywhere. 
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The information distinguishability relation (9) is a simple but sufﬁciently general result that
alleviates the burden of calculus of variations and other mathematical proofs for particular fam-
ilies of distributions on the case-by-case basis. This result simpliﬁes the ME characterization
problem to identifying the information moment set by (7). The following result encapsulates this
approach.
Theorem 2. Any distribution with a density function in form of (7) is the unique ME model in
the moment class of distributions (2) generated by the information moment set TX = {Tj (x), j =
1, . . . , J } shown in the exponent of the density in (7), provided that Tj (X) are integrable.
Proof. Use (7)–(9) similarly to the univariate case [8, pp. 267–268].
Some sufﬁcient conditions for ﬁniteness of multivariate entropy are as follows [4,8]. 
(a) Boundedness of f (x) implies H(F) > −∞.
(b) If F is absolutely continuous with respect to the product of marginalsF1 · · ·Fd , then ﬁniteness
ofallmarginal entropies impliesH(F) < ∞. This is seenbynoting thatH(F)∑di=1 H(Fi),
where Fi denotes the marginal distribution.
(c) If F is absolutely continuous with respect to the product of marginalsF1 · · ·Fd , then ﬁniteness
of all marginal variances implies ﬁniteness of all marginal entropies, and hence
H(F) < ∞.
Table A.1 in the Appendix lists several examples of bivariate distributions whose densities can
be easily written in the ME form (7) in terms of the corresponding moments shown in the table.
Entropy expressions for these and many other bivariate distributions are given in [20]. These
distributions have ﬁnite entropy, hence are ME in the classes of distributions generated by the
moment sets shown in Table A.1.
The following result gives a chain rule for ME characterization.
Corollary 2. Let TX1 = {Tj1(X1), j1 = 1, . . . , J1} and TXk |x1:xk−1 = {Tjk (x1, . . . , xk−1, Xk),
jk = 1, . . . , Jk} where k = 2, . . . , d denote the information moment sets that characterize the
marginal distribution FX1 and conditional distributions FXk |x1,...,xk−1 as ME, respectively. Then
the joint distribution FX is ME in the class of distributions generated by the information moment
set
TXT ∗X ⊆
d⋃
k=1
T ∗X1:Xk ,
where T ∗X1:X1 = TX1 and
T ∗X1:Xk = {logCk(X1, . . . , Xk−1), jk (X1, . . . , Xk−1)Tjk (X1, . . . , Xk), jk = 1, . . . , Jk},
k = 2, . . . , d,
in which jk (x1, . . . , xk−1), jk = 1, . . . , Jk are parameters and Ck(x1, . . . , xk−1) is the normal-
izing factors for the conditional ME densities.
Proof. Write the joint ME density using multiplication rule
f ∗(x) = f ∗X1(x1)f ∗X2|x1(x2) · · · f ∗Xd |x1,...,xd−1(xd).
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Thedensities in the right-hand-side areMEwith informationmoment setsTX1 andTXk |x1:xk−1 , k =
1, . . . , d, so they are in the form of (7). The parameters and normalizing factor of the marginal
density f ∗X1(x1) do not depend on x2, . . . , xd . Themoments, parameters, and normalizing factor of
each conditional density f ∗Xk |x1,...,xk−1(xk) are functions of x1, . . . , xk−1, some possibly constant
functions. Write each conditional ME density in the form of (7) with logCk(x1, . . . , xk−1) in the
exponent. Then the product in the right-hand-side is in the ME form (7). The result is obtained
upon simpliﬁcations. When there is no cancellation of terms in the right-hand-side product, then
T ∗X is the union. If there is a cancellation, T ∗X is a proper subset of the union. 
The product decomposition of a joint density is order-dependent. By uniqueness of the ME
distribution, one expects the union for all n! arrangements of the components of X to be congruent
with TX. When there is no cancellation of a factor in the product of conditional and marginal
densities, T ∗X is the union. The following examples illustrate when T ∗X is the union and when it
is not.
Example 2.1. Mihram and Hultquist [18] motivated and derived the Beta-Stacy distribution
shown in Table A.1 as the product of the conditional beta distribution with density
f (x2|x1) = (+ )
()()x−11
x−12 (x1 − x2)−1, 0x2x1,
and the generalized gamma (Stacy) distribution with density
f (x1) = |q|
q	
(	)
x
q	−1
1 e
−(x1)q , x10.
We note that the marginal density f (x1) is in ME form (7) with TX1 = {T1(X1) = Xq1 , T2(X1) =
logX1}. The conditional density f (x2|x1) is in ME form (7) with TX2|x1 = {T12(x1, X2) =
logX2, T22(x1, X2) = log(x1 −X2)}. In this case the model parameters are constant functions of
x1, but amoment and the normalizing factor include x1. Thus,T ∗X1:X2 = {logX1, logX2, log(X1−
X2)}. Since there is no cancellation of terms in the product f (x1)f (x2|x1), the information
moment set for Beta-Stacy density shown in Table A.1 is TX1,X2 = TX1 ∪ T ∗X1:X2 .
Example 2.2. Let the conditional distribution f (x2|x1) be beta as above and the marginal distri-
bution of X1 be gamma with density
f (x1) = 

()
x
−1
1 e
−x1 , x10.
This density is in ME form (7) with TX1 = {X1, logX1}. Since the term x−11 cancels out in
the product f (x1)f (x2|x1), the information moment set for McKay’s bivariate gamma shown in
Table A.1 is a proper subset of the union TX1,X2 ⊂ TX1 ∪ T ∗X1:X2 .
Corollary 2 is particularly useful for developing joint distribution in the regression problems
when the moments of X1 and conditional moments of X2|x1, X3|x1, x2, etc. are of interest.
Deﬁnition 2. A multivariate family {F} is said to be an n-parameter exponential family if the
density of F with respect to a measure  is in the form of
f(x; ) = q()r(x) e
1()W1(x)+···+
n()Wn(x), (10)
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where q() and 
i () are real-valued functions free from x, and r(x) and Wi(x) are real-valued
functions free from .
Theorem 3. Let F be the distribution with the exponential family density (10).
(a) If r(x) is a constant, then F = F ∗ is the ME model in the class of distributions generated by
information set TX = W = {Wi(X), i = 1, . . . , n}.
(b) If log r(x) is integrable, then F = F ∗ is the ME model in the class of distributions generated
by information set TX = W ∪Wr (X), where Wr (X) is set of moments generated by log r(x).
Proof. (a) Density (10) is in ME form (7). (b) Density (10) can be written in ME form (7). 
Several examples of exponential family densities that are ME are shown in Table A.1. We
should note that an exponential family densitymay not have a ﬁnite entropy. Consider the bivariate
distribution with the following density:
f(x1, x2) = (+ 1)
x1x2(log x1 + log x2 − 1)+2 , x1, x2e, 0 < 1. (11)
This is an exponential family density with r(x) = (x1x2)−1 andW1(x) = log(log x1+ log x2−1).
It can be shown that log r(x) is not integrable and hence f(x1, x2) is not a proper ME model.
We should also note that an ME density may not be written in the exponential family form (10).
An example is the bivariate t density
f (x1, x2) = 12
(
1 + x
2
1 + x22
m
)−(m/2+1)
, m > 0.
This density can be written in the ME form (7) with T1(X) = log(m + X21 + X22) and 1 =
m/2 + 1, but it can not be written in the form of (10). The ME characterizations of multivariate t
as a transformation of Pearson type VII is given by Zografos [22].
Deﬁnition 3. A bivariate family F is said to be exponential family conditionals if its condi-
tional densities f(x1|x2) and f(x2|x1) are in form of (10) with qk, rk, 
k,i , and Wk,i, i =
1, . . . , nk, k = 1, 2 [1,2].
The joint density of distributions with exponential family conditionals is in the form of
f(x1, x2;) = r1(x1)r2(x2) eW1(x1)′W2(x2), (12)
where W1(x1) = [1,W1,1(x1), . . . ,W1,n1(x1)]′, W2(x2) = [1,W2,1(x2), . . . ,W2,n2(x2)]′, and 
is (n1 + 1) × (n2 + 1) matrix of parameters
subject to ∫SX1 ∫SX2 f (x1, x2) d1(x1) d2(x2) = 1, which imposes restrictions on the ij [1,2].
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Corollary 3. If log r(xk), k = 1, 2 are integrable, then the bivariate distributionwith exponential
family conditionals (12) is the ME model in the class of distributions generated by the information
moment set TX ⊆ (W1×W2)∪Wr1(x1)∪Wr2(x2), where (W1×W2) = {W1i (X1)W2(X2), i =
0, 1, . . . , n1,  = 0, 1, . . . , n2, i =  	= 0, i 	= 0}, andWrk (xk) is the set of moments generated
by log rk(xk), k = 1, 2.
Proof. Density (12) can be represented in ME form (7). 
Example 2.3. Table A.1 shows the density of bivariate distribution with normal and gamma
conditionals [1,2]. This density is obtained from (12) with W1(x1) = (1, x1, x21 ),W2(x2) =
(1, x2, log x2), r1(x1) a constant, r2(x2) = x2 and with some restrictions on the parameters. Let
(x1, x2) = (, 	). For 10 = 20 = 12 = 21 = 22 = 0, this distribution is the conjugate
normal-gamma prior distribution for normal likelihood f (y|, 	) = N(, 	−1) [1,2]. That is,
the family of conjugate normal-gamma prior distributions for the univariate normal likelihood
is the ME prior distribution subject to moment constraints T = {T1(, 	) = 	, T2(, 	) =
2	, T3(, 	) = 	, T4(, 	) = log 	}.
Table A.1 gives more examples of ME distributions with exponential family conditionals.
3. ME with indicator function
Let (Sk) denote the indicator function of the subset Sk ⊂ S. Moments of type Tk(X) = (Sk)
are needed for the ME characterization of distributions that allocate given probabilities k =
E[Tk(X)] to subsets Sk, k = 1, . . . , q. This section shows applications of Theorem 2 to ME
characterizations of ﬁve distributions whose supports are partitioned as S = ∪qk=1Sk such that
(Sk) = k,∑qk=1 k = 1.
3.1. Absolutely continuous bivariate exponential
The density function of the absolutely continuous bivariate exponential (ACBE) distribution
[7] is
f (x1, x2) =
⎧⎪⎨
⎪⎩

1 + 2 1(2 + 3) e
−1x1−(2+3)x2 , x1 < x2

1 + 2 2(1 + 3) e
−(1+3)x1−2x2 , x1 > x2, 1, 2, 3 > 0,
(13)
where  = 1 + 2 + 3. Density (13) is also a reparametrization of density of Freund’s bivariate
exponential distribution. Let Sk = {(x1, x2) : xk < x,  	= k = 1, 2}. Then (Sk) = k =
k
1 + 2 .
We can represent the ACBE density (13) in the ME form (7) as
f ∗(x1, x2) = 2(1 + 3)
1 + 2 e
−1x1−2x2−3 max(x1,x2)−4(x1<x2),
where 4 = log
(
1(2 + 3)
2(1 + 3)
)
. Thus, ACBE distribution is ME in the class of distributions
generated by the information moment set
TX = {T1(X) = X1, T2(X) = X2, T3(X) = max(X1, X2), T4(X) = (X1 < X2)}.
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The role of last moment is allocation of 1 = E[(X1 < X2)] to S1, and hence 2 = 1 − 1
to S2.
Note that the four moments for ME characterization of ACBE distribution correspond to four
independent sufﬁcient statistics that appear in the maximum likelihood equations for a sample of
n observations given in [7], where the last moment corresponds to n1 = ∑ni=1 (x1i < x2i ).
3.2. Marshall–Olkin bivariate exponential distribution
The joint survival function F¯ (x1, x2) = P(X1 > x1, X2 > x2) of the Marshall–Olkin bivariate
exponential (MOBE) [17] can be represented as
F¯ (x1, x2) = 1 + 2

F¯c(x1, x2) + 3

F¯s(x1, x2), x1, x20, 1, 2 > 0, 30,
where  = 1 + 2 + 3, F¯c(x1, x2) is the absolutely continuous part with density (13) and
F¯s(x1, x2) = e−x1 , x1 = x2 is the singular part. The singular part reﬂects the fact that X1 = X2
has positive probability, whereas the line x1 = x2 has two-dimensional Lebesgue measure zero.
Let S = Sc ∪ Ss where Sc = {(x1, x2) : x1 	= x2} and Ss = {(x1, x2) : x1 = x2}. For MOBE
distribution we use density relative to the following measure:
(A) = 1([A ∩ Ss]p) + 2(A), (14)
where 1 and 2 are one- and two-dimensional Lebesgue measures and the subscript p denotes
the projection of the set onto the x1-axis. Bemis et al. [6] used this measure for the maximum
likelihood estimation of the MOBE parameters. The density of the MOBE distribution relative to
 is
f(x1, x2) =
⎧⎨
⎩
1(2 + 3) e−1x1−(2+3)x2 for x2 > x1 > 0,
2(1 + 3) e−(1+3)x1−2x2 for x1 > x2 > 0,
3e−(1+2+3)x1 for x1 = x2 > 0, 1, 2 > 0, 30.
(15)
Let Sk = {(x1, x2) : xk < x,  	= k = 1, 2}. Following the probabilistic argument of Marshall
and Olkin [17, p. 35], we have 1(Ss) = (Ss) = 3

and k = 2(Sk) = k

, k = 1, 2. Noting
that E[(X1 = X2)] = 3

, E[(X1 < X2)] = 1

, and E[(X2 < X1)] = 1 − 3

− 1

, we
can represent the MOBE density (15) in the ME form (7) as
f ∗ (x1, x2) = 3 e−1x1−2x2−3 max(x1,x2)−4(x1<x2)−5(x1=x2), (16)
where 4 = log
(
3
1(2 + 3)
)
and 5 = log
(
3
2(1 + 3)
)
. Thus, MOBE distribution is
ME in the class of distributions with support S = Sc ∪ Ss , and generated by the information
moment set
TX = {T1(X) = X1, T2(X) = X2, T3(X) = max(X1, X2), T4(X) = (X1 < X2),
T5(X) = (X1 = X2)}.
The roles of the last two moments are allocation of probabilities to S1, S2, and Ss .
Note that the ﬁve moments for ME characterization of MOBE distribution correspond to ﬁve
independent sufﬁcient statistics that appear in the maximum likelihood equations given in [6].
The last two moments correspond to n1 = ∑ni=1 1(x1i < x2i ) and n3 = ∑ni=1 3(x1i = x2i ).
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3.3. Cuadras-Augé bivariate distribution
The Cuadras–Augé [9] bivariate distribution on the unit square has a singular part on the line
x2 = x1 with 1(Ss) = /(2 − ) and a continuous part with 2(Sc) = 2(1 − )/(2 − ). Its
density relative to (14) is
f(x1, x2) =
⎧⎨
⎩
(1 − )x−1 for 0x2 < x11,
(1 − )x−2 for 0x1 < x21,
x−1 for 0x1 = x21, 01.
This density may be written in the ME form (7) in terms of
TX = {T1(X) = logX1, T2(X) = logX2, T3(X) = log[min(X1, X2)],
T4(X) = (X1 = X2)} (17)
and with 1 = 2 = , 3 = −, 4 = − log(1/ − 1), and C(,S) = 1 − . Thus, Cuadras–
Augé bivariate distribution is ME in the class of distributions with support S = Sc ∪ Ss , and
generated by the information moment set (17). The roles of the last two moments are allocation
of probabilities to S1, S2, and Ss .
3.4. Natural bivariate exponential
The natural bivariate exponential (NBE) distribution [13] has a continuous partSc = {(x1, x2) :
x2 < x1 < x2} and two singular parts on lines x = y and x = y; i.e., Ss = {(x1, x2) :
x1 = x20} ∪ {(x1, x2) : x1 = x20}. We consider a measure similar to (14), but with two
one-dimensional Lebesgue components (A) = 1([A∩Ss]p)+1([A∩Ss]p)+2(A), where
as before 1 and 2 are one- and two-dimensional Lebesgue measures, and the subscripts p and
p denote the projections of the set onto the lines x1 = x2 and x1 = x2, respectively. The
density of NBE distribution relative to this measure is
f(x1, x2) =
⎧⎪⎪⎨
⎪⎪⎩
 e−x1/ for x1 = x2,
(1 − ) e−x1−(1−)x2 for x2 < x1 < x2,
(1 − ) e−x1 for x1 = x2,  = − 1
−  , ,  > 0.
This density may be written in the ME form (7) in terms of
TX = {T1(X) = X1, T2(X) = X2, T3(X) = max(X1, X2), T4(X) = max(X1, X2),
T5(X) = (X1 = X2), T6(X) = (X1 = X2)} (18)
and with 1 + 3 = , 2 + 4/ = (1 − ), 5 = − log(), 6 = − log[(1 − )],  = −1− ,
and C(, ,S) = (1 − ). Thus, the NBE distribution is ME in the class of distributions with
support S = Sc ∪ Ss , and generated by the information moment set (18). The last four moments
are for allocation of probabilities to S1, S2, and Ss , and for a parameter restriction.
3.5. Exponential autoregressive bivariate distribution
The exponential autoregressive (EAR) bivariate distribution is the distribution of adjacent
terms in the ﬁrst order autoregressive process Xn = Xn−1 + n, where {n} is a sequence
of independent and identical exponential variate with survival function F¯ () = P(n > ) =
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 + (1 − ) e−, 0,  > 0, and 0 < 1, [12]. Any pair (Xn,Xn+k) is stationary with a
bivariate exponential distribution. Gaver and Lewis [12] give the Laplace transform for the joint
distribution of X = (Xn,Xn=1). The bivariate distribution has a singular part on the support
Ss = {(xn, xn+1) : xn+1 = xn > 0} with probability  and a continuous part on the support
Sc = {(xn, xn+1) : xn+1 > xn > 0} with probability 1 − . The EAR density relative to the
measure (14) where 1(Ss) =  and 2(Sc) = 1 −  is
f(xn, xn+1) =
{
(1 − )2 e−(1−)xn−xn+1 for xn+1 > xn > 0
 e−xn for xn+1 = xn > 0,  > 0, 0 < 1.
This density can be written in ME form (7) in terms of
TX = {T1(X) = Xn, T2(X) = Xn+1, T3(X) = (Xn+1 = Xn)}. (19)
and with 1 = (1− ), 2 = , 3 = log[(1/− 1)], and C(, ,S) = (1− )2. Thus, EAR
distribution is ME in the class of distributions with support S = Sc ∪ Ss , and generated by the
information moment set (19). The role of the last moment is allocation of probabilities to Sc and
Ss . Note that the EAR bivariate distribution with  = 1 can be obtained as a limiting case of NBE
as  → 0 and  = 1/.
4. Maximum entropy
Let  : d → d be one-to-one transformation and let Y = (X). Then the well-known
entropy transformation formula gives
H(FY ) = H(FX) + E[T(Y)], (20)
where T(y) = log
∣∣∣∣∣
[
−1(yi)
yk
]∣∣∣∣∣ , i, k = 1, . . . , d is the logarithm of the Jacobian of transfor-
mation; see, e.g., [10].
Kapur [15] gives examples of distributions that are obtained from ME models by transforma-
tions, without the ME characterizations of FY . Auglogiaris and Zografos [5] and Zografos [22]
used the relationshipH(FY ) = H(FX)+log |A| for the afﬁne transformation Y = AX+b, |A| 	=
0 to deduce the relationship between characterizations of F ∗Y and F ∗X for some particular distribu-
tions. The next result identiﬁes the class of distributions in which the distribution of an arbitrary
one-to-one transformation of X is the ME model.
Theorem 4. Let F ∗X be the ME model in the moment class of distributions (2) generated by
TX = {Tj (X), j = 1, . . . , J }. Let  : d → d be one-to-one transformation. Then the
distribution of Y = (X) is the ME model F ∗Y in the moment class of distributions generated by
TY = {Tj [−1(Y)], j = 1, . . . , J } ∪ T(Y), where T(Y) is the set of moments generated by the
log of Jacobian of transformation, provided all the moments in TY exist.
Proof. Note that
f ∗Y (y) = f ∗X[−1(y)]
∣∣∣∣∣
[
−1(yi)
yk
]∣∣∣∣∣ = C(,Sy)
∣∣∣∣∣
[
−1(yi)
yk
]∣∣∣∣∣ e−1T1[−1(y)]−···−J TJ [−1(y)]
= C(,Sy) elog T(y)−1T1[−1(y)]−···−J TJ [−1(y)],
which is in the form of ME model (7). 
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Table 1
Examples of maximum entropy bivariate distributions obtained by transformation
ME distribution Transformation Information moment set TY
(Obtained from) (x) for transformed distribution
Bivariate Weibull conditionals, y1, y20 yi = x1/qii
⎧⎨
⎩
T1(Y) = Yq11 , T2(Y) = Yq22 ,
T3(Y) = Yq11 Yq22 ,
T4(Y) = log Y1, T5(Y) = log Y2(Bivariate Exponential conditionals, x1, x20)
Logistic, −∞ < y1, y2 < ∞ yi = log xi
{
T1(Y) = log
(
1 + e−Y1 + e−Y2 ) ,
T2(Y) = Y1, T3(Y) = Y2,(Pareto, x1, x2 > 0)
Muliere and Scarsini’s Pareto , y1, y2 > 1 yi = exi
⎧⎪⎪⎨
⎪⎪⎩
T1(Y) = log Y1, T2(Y) = log Y2,
T3(Y) = max(Y1, Y2),
T4(Y) = (Y1 < Y2),
T5(Y) = (Y1 = Y2)(Marshall–Olkin , x1, x2 > 0)
Inverted Dirichlet, y1, y20 yi = xi1 − x1 − x2
{
T1(Y) = log Y1, T2(Y) = log Y2,
T3(Y) = log(1 + Y1 + Y2)(Dirichlet, 0x1, x21, x1 + x21)
Example 4.1. Consider X = (X1, X2) having a bivariate Pareto distribution with density shown
in Table A.1. Let yi = (xi) = exi+1, i = 1, 2. The Jacobian of transformation is (y1y2)−1.
Here, logYi, i = 1, 2 is not integrable; the distribution of Y = (Y1, Y2) has density (11), which
is not a proper ME. Thus integrability of elements of T(Y) is crucial for Theorem 4.
Example 4.2. The information moment set TX = {T1(X) = X21, T2(X) = X22, T3(X) = X1X2}
characterizes the centered bivariate normal distribution with i = E(Xi) = 0, i = 1, 2. Let
yi = (xi) = exi , i = 1, 2. The Jacobian of transformation is (y1y2)−1, thus
TY = {T(Y)} ∪ {Tj [−1(Y)], j = 1, 2, 3}
= {logY1, logY2, (logY1)2, (logY2)2, (logY1)(logY2)}.
This information moment set characterizes the bivariate lognormal with E[log(Xi)] = i =
0, i = 1, 2. That is, two more moments in addition to the transformed moments of the centered
normal are needed. The lognormal density can be written in the ME form (7). Kapur [15] used
calculus of variations. However, application of Theorem 4 is illuminating.
Four other examples of transformations are shownTable 1. Power transformation of components
of the bivariate exponential conditionals, see Table A.1 gives bivariate Weibull conditionals. The
Jacobian is (y1y2)−1, which adds two moments to Tj [−1(Y)], j = 1, 2, 3, shown in Table A.1.
Log transformation of components of the bivariate Pareto, see Table A.1 gives the bivariate
logistic distribution. The Jacobian is ey1ey2 , which adds two moments to T [−1(Y)], shown in
Table A.1.
The exponential transformation of components of MOBE gives the Muliere and Scarsini’s
Pareto distribution [19]with survival function F¯ (y1, y2) = y−11 y−21 max(y1, y2)−3 , y1, y21,
1, 2 > 0, 30. The Jacobian is (y1y2)−1, which does not add any constraint to Tj [−1(Y)],
j = 1, . . . , 5 of MOBE.
1228 N. Ebrahimi et al. / Journal of Multivariate Analysis 99 (2008) 1217–1231
The bivariate inverted Dirichlet distribution is obtained from the Dirichlet distribution, which
is ME with information moment set TX = {T1(X) = logX1, T2(X) = logX2, T3(X) =
log(1 − X1 − X2)} and support S = {(x1, x2) : x1 + x2 < 1}. In this case, T1[−1(Y)] =
log y1, T2[−1(Y)] = log y2, T3[−1(Y)] = log(1 + Y1 + Y2). The Jacobian is (1 + y1 + y2)−3,
which give the information moment set shown in Table 1.
Asadi et al. [3] lists numerous families of distributions that can be obtained from the univariate
version of Pareto distribution. The ME characterizations of multivariate versions of these distri-
butions can easily be obtained by Theorem 4. Kapur [15] presents logistic and inverted Dirichlet
distributions as examples of transformations, without their ME characterizations.
5. ME dependence
Deﬁnition 4. A d-dimensional distribution F is said to be a nested ME model if its information
moment set TX contains all the information moment sets that characterize its k-dimensional
marginal distributions as ME models, kd .
Examples of nested ME models include the multivariate normal and lognormal, MOBE, and
the bivariate distribution with normal marginals [1], shown in Table A.1.
Theorem 5. The components of a bivariate ME model F ∗ are independent if and only if F ∗ is
nested ME such that TXT ∗X1 ∪ T ∗X2 and S = S1 × S2, where Sk, k = 1, 2 does not depend on
x,  	= k = 1, 2.
Proof. For the case of J1 + J2 = J , without loss of generality, let TX1 = {Tj (X), j = 1, . . . J1}
and TX2 = {Tj (X), j = J1 + 1, . . . , J }. Then it can be seen from (7) that the ME model
factors as f ∗(x1, x2|S) = C(,S)w1(x1)w2(x2), where w1(x1) = e−1T1(x1)−···−J1TJ1 (x1) and
w2(x2) = e−J1+1TJ1+1(x2)−···−J TJ (x2). Observe that wk(xk) to be the univariate version of the
kernel of the ME density (7). That is, we must haveC(,S) = C1(,S1)C2(,S2), and f ∗k (xk) =
Ck(,S)wk(xk), k = 1, 2 is the density of the univariateMEdistribution subject to the respective
moment constraints. 
Examples of independent ME models include the independent normal, lognormal, and expo-
nential. Note that the bivariate distribution with normal marginals [1] shown in Table A.1 is a
nested ME with TX = T ∗X1 ∪ T ∗X2 . However, due to dependence of the support on the variables,
its components are not independent.
Theorem 6. Let Fj , j = 1, 2 be univariate distributions with ﬁnite entropies and F generated
by TX be a class of distributions absolutely continuous with respect to G = F1F2. Then the
minimum dependence model in F having marginal distributions Fj , j = 1, 2, if exists, it is
the ME model in the class of distributions generated by T ∗X ⊆ TX ∪ T ∗X1 ∪ T ∗X2 , and its densityfunction is given by
f ∗(x1, x2|S) = Cg(,S)f1(x1)f2(x2) e−1T1(x1,x2)−···−J TJ (x1,x2). (21)
Proof. The MDI model (21) is given by (6). Using representations of fj (x) in the ME form (7)
and combining the exponential terms gives T ∗X ⊆ TX ∪ T ∗X1 ∪ T ∗X2 and completes
the proof. 
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Multivariate extensions of Theorems 5 and 6 are straightforward. As a ﬁnal remark, the mutual
information between two random variables is given by
M(X1, X2|S) = K(F : F1F2)|S) (22)
= H(F1|S1) + H(F2|S2) − H(F |S). (23)
By (22), M(X1, X2|S)0 where the equality holds if and only if the two variables are indepen-
dent. For speciﬁed univariate distributions, H(F1|S1) and H(F2|S2) are determined, and by (23)
minimization of M(X1, X2) is equivalent to the maximization of the joint entropy H(F). Also
note that by (22) the mutual information is well deﬁned only when F is absolutely continuous
relative to the product F1F2. For example, for the Marshall–Olkin distribution all three entropies
in (23) are ﬁnite [11,20], but the mutual information is not well-deﬁned due to the singularity and
(23) is negative.
Appendix
Table A.1 lists several examples of bivariate distributions whose densities can be easily written
in the ME form (7) in terms of the corresponding moments shown in the table; see [1] for the
normalizing constants of bivariate distributions with exponential family conditionals after shown
in the table.
Table A.1
Examples of maximum entropy bivariate distributions
ME distribution and density Information moment set
Beta-Stacy, 0 < x2 < x1
{
T1(X) = Xq1 , T2(X) = logX1,
T3(X) = logX2, T4(X) = log(X1 − X2)
f (x1, x2) = |q|
q	(+ )
()()(	)
x
q	−−
1 x
−1
2 (x1 − x2)−1 e−(x1)
q
,, 	, > 0
McKay’s bivariate gamma, 0 < x2 < x1
{
T1(X) = X1, T2(X) = logX2,
T3(X) = log(X1 − X2)
f (x1, x2) = 
+
()()
x−12 (x1 − x2)−1e−x1 ,, ,  > 0
Pareto, x1, x20 T1(X) = log(1 + X1 + X2)
f (x1, x2) = (+ 1)(1 + x1 + x2)−−2, > 0
Bivariate exponential conditionals, x1, x20
{
T1(X) = X1, T2(X) = X2,
T3(X) = X1X2
f (x1, x2) = 12c(	) e−1x1−2x2−3x1x2 ,
1,2 > 0,30, 	 = 3/12
Bivariate gamma conditionals type II, x1, x20
⎧⎨
⎩
T1(X) = X1, T2(X) = X2,
T3(X) = logX1, T4(X) = logX2,
T5(X) = X1X2
f (x1, x2) =
c,(3)

1

2
()()
x−11 x
−1
2 e
−1x1−2x2−3x1x2 ,
,,1,2,3 > 0
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Table A.1 continued
ME distribution and density Information moment set
Normal and Gamma conditionals, −∞ < x1 < ∞, x20
⎧⎪⎪⎨
⎪⎪⎩
T1(X) = X1, T2(X) = X21,
T3(X) = X2, T4(X) = logX2,
T5(X) = X1X2, T6(X) = X21X2,
T7(X) = X1 logX2, T8(X) = X21 logX2,
f (x1, x2) = C(1,2,3,1,2,3,4,5)x1+2x1+3x
2
1
2
× e−1x1−2x21−3x2−4x1x2−5x21x2 ,
Beta conditionals, 0 < x1, x2 < 1, x1 + x2 < 1
⎧⎨
⎩
T1(X) = logX1, T2(X) = logX2,
T3(X) = log(1 − X1 − X2),
T4(X) = (logX1)(logX2)
f (x1, x2) = C(1,2,3,)x1−11 x2−12 (1 − x1 − x2)3−1
×e(log x1)(log x2),
1,2,3 > 0
Gamma–Gamma mixture, x1, x20
⎧⎨
⎩
T1(X) = X1,
T2(X) = logX1, T3(X) = logX2,
T4(X) = X1X2
f (x1, x2) = 

1

3
()()
x
+−1
1 x
−1
2 e
−1x1−3x1x2 ,
,,1,3 > 0
Bivariate normal marginals, x1x2 > 0 T1(X) = X21, T2(X) = X22
f (x1, x2) = 1√12 e
− 12 (x21 /21+x22 /22),1, 2 > 0
Acknowledgments
We thank an editor and two referees for their comments and suggestions leading us to improve
the presentation of this paper.
References
[1] B.C. Arnold, E. Castillo, J.M. Sarabia, Conditional Speciﬁcation of Statistical Models, Springer, New York, 1999.
[2] B.C. Arnold, E. Castillo, J.M. Sarabia, Conditionally speciﬁed distributions: an introduction, Statist. Sci. 16 (2001)
249–274.
[3] M. Asadi, N. Ebrahimi, G.G. Hamedani, E.S. Sooﬁ, Information measures for Pareto distributions and order
statistics, in: N. Balakrishnan, E. Castillo, J.M. Sarabia (Eds.), Advances on Distribution Theory and Order Statistics,
Birkhauser, Boston, 2006, pp. 207–223.
[4] R.B. Ash, Information Theory, Wiley, New York, 1965 (reprinted in 1990 by Dover).
[5] G. Aulogiaris, K. Zografos, A Maximum Entropy Characterization of Symmetric Kotz Type and Burr Multivariate
Distributions, Test 13 (2004) 65–83.
[6] B.M. Bemis, L.J. Bain, J.J. Higgins, Estimation and hypothesis testing for the parameters of bivariate exponential
distribution, J. Amer. Statist. Assoc. 67 (1972) 927–929.
[7] H.B. Block, A.P. Basu, A continuous bivariate exponential extension, J. Amer. Statist. Assoc. 69 (1974) 1031–1037.
[8] T.M. Cover, J.A. Thomas, Elements of Information Theory, Wiley, New York, 1991.
[9] C.M. Cuadras, J. Augé, A continuous general multivariate distribution and its properties, Commun. Statist.—Theory
and Methods 10 (1981) 339–353.
[10] G.A. Darbellay, I. Vajda, Entropy expressions for multivariate continuous distributions, IEEE Transactions on
Information Theory, IT 46 (2000) 709–712.
N. Ebrahimi et al. / Journal of Multivariate Analysis 99 (2008) 1217–1231 1231
[11] N. Ebrahimi, S.N.U.A. Kirmani, E.S. Sooﬁ, Dynamic multivariate information, J. Multivariate Anal. 98 (2007)
328–349.
[12] D.P. Gaver, P.A.W. Lewis, First-order gamma sequences and point processes, Adv. Appl. Probab. 12 (1980)
727–745.
[13] T.P. Hutchinson, C.D. Lai, Continuous Bivariate Distributions, Emphasising Applications, Rumsby, Adelaide, 1990.
[14] E.T. Jaynes, On the rationale of maximum-entropy methods, Proc. IEEE 70 (1982) 939–952.
[15] J.N. Kapur, Maximum Entropy Models in Science and Engineering, Wiley, New York, 1989.
[16] S. Kullback, Information Theory and Statistics, Wiley, New York, 1959 (reprinted in 1968 by Dover).
[17] A.W. Marshall, I. Olkin, A multivariate exponential distribution, J. Amer. Statist. Assoc. 62 (1967) 30–44.
[18] G.A. Mihram, R.A. Hultquist, A bivariate warning-time/failure-time distribution, J. Amer. Statist. Assoc. 62 (1967)
589–599.
[19] P. Muliere, M. Scarsini, Characterization of a Marshall–Olkin type class of distributions, Ann. of Inst. Math. Statist.
39 (1987) 429–441.
[20] S. Nadarajah, K. Zografos, Expressions for Rényi and Shannon entropies for bivariate distributions, Inform. Sci. 170
(2005) 173–189.
[21] E.S. Sooﬁ, N. Ebrahimi, M. Habibullah, Information distinguishability with application to analysis of failure data,
J. Amer. Statist. Assoc. 90 (1995) 657–668.
[22] K. Zografos, On maximum entropy characterization of Pearson’s Type II and VII multivariate distributions,
J. Multivariate Anal. 71 (1999) 67–75.
