An efficient method of solution is developed for the Warner and McIntyre parameterization of the drag associated with nonhydrostatic non-orographic inertia-gravity waves.
Introduction
The parameterization of drag due to non-orographic gravity waves is becoming a common feature of general circulation models (GCMs) that seek to include the middle atmosphere.
The zonal-mean wind and temperature structure of the middle atmosphere arises largely from a balance between radiative driving and (primarily non-orographic) gravity-wave drag (GWD) (e. g. Holton, 1983) . The term non-orographic refers to the fact that the sources of these waves are non-stationary and so induce waves with non-zero horizontal phase speeds.
Tropospheric motions (e.g. convection, fronts, stratified shear instability, etc.) induce a rich background of upwardly propagating internal gravity waves which are largely not resolved by GCMs. The gravity-wave field comprised of these waves, which enters the lower stratosphere, is hereafter referred to as the "launch spectrum". The most common approach is to assume that the launch spectrum is independent of time and geographic location, which allows one to ignore the tropospheric sources and simply specify the launch spectrum at a given elevation (e.g. the lower stratosphere). This simplifies the problem so that one need only parameterize the vertical propagation of the wave field and the drag exerted by its nonlinear breakdown.
Recently, Warner and McIntyre 1996 (hereafter WM96) have developed a test-bench model for the parameterization of non-orographic GWD. In this model they have been careful to identify conservative processes such as the vertical propagation of the wave spectrum, which are well posed in terms of linear theory, and separate these from dissipative processes such as the nonlinear breakdown and dissipation of the wave field, which must be treated empirically. WM96 simply imposed a saturation upper bound on the wave energy-density spectrum to model the dissipation associated with the nonlinear breakdown of the wave field.
However, efforts to account for the nonlinearities which lead to dissipation have spawned a number of other more sophisticated treatments (e. g. nonlinear diffusion theory, Weinstock 1976; Doppler spread theory, Hines 1991a,b) . In principle, any empirical treatment of nonlinearity could be implemented in the WM96 model while holding the treatment of all conserva-tive processes fixed. In this sense the WM96 approach has the potential to be a very powerful tool for the evaluation and comparison of different empirical treatments of nonlinearities in this problem.
For computational efficiency, most current non-orographic GWD parameterization schemes designed for use in GCMs assume hydrostatic gravity-wave dynamics in the absence of rotation. Another advantage of the WM96 model is that it allows nonhydrostatic gravity-wave dynamics in the presence of rotation. This more general framework introduces a number of new physical processes.
The introduction of nonhydrostatic wave dynamics allows the physical process of backreflection. As the launch spectrum propagates up into the middle atmosphere the varying winds and temperatures it encounters may render portions of the wave spectrum (i. e. ranges of horizontal wavenumbers and absolute frequencies) evanescent. As a consequence, such portions of the wave spectrum would undergo back-reflection and, therefore, be unable to interact with the flow at higher elevations. This is potentially one of the most important physical effects that is not represented in current hydrostatic parameterization schemes.
The inclusion of rotation allows a more realistic treatment of critical levels. In the presence of rotation, critical levels occur when the intrinsic frequency (i. e. the frequency measured in a reference frame moving with the flow) approaches the inertial frequency. In the absence of rotation, critical levels occur when the intrinsic frequency approaches a value of zero.
The major disadvantage of the WM96 approach is that the inclusion of nonhydrostatic and rotational effects make it computationally expensive. Further, the cost associated with the particular method of solution developed by WM96 is so prohibitive as to rule out its implementation in a GCM -even for test purposes. This restriction severely limits the utility of the WM96 model as a test bench for the parameterization of non-orographic GWD.
In this paper a new method of solution is presented for the WM96 approach to the parameterization of non-orographic GWD. The new method is sufficiently fast as to allow its implementation in a GCM for multi-year integrations. A number of five-year present-day climate simulations are undertaken to address the importance of including rotation and nonhydrostatic wave dynamics in the parameterization problem.
The outline of the paper is as follows: In Section 2 the new method of solution for the WM96 model is presented. In Section 3 the accuracy of the solution of the new scheme is considered as a function of the resolution of the launch spectrum. In Section 4 off-line calculations are performed to investigate the response of the parameterization to the inclusion of rotation and nonhydrostatic dynamics. In Section 5 a number of five-year present-day climate simulations using the new scheme are presented and analyzed. A brief summary and outline of future work is discussed in Section 6.
Method of Solution
In this section we will briefly review the approach adopted by WM96 before describing the new method of solution. The interested reader is directed to WM96 for a more complete description of the problem.
The wave parameters are the absolute frequency ω and the wavenumber k = (k 1 , k 2 , −m), where k 1 , k 2 , and m are wavenumbers in the zonal, meridional and vertical directions respectively and the sign of m is chosen so that m > 0 implies upward propagation. Here we define
is the magnitude of the horizontal wavenumber and φ is the azimuthal direction.
The well known dispersion relation for nonhydrostatic internal gravity waves in the presence of rotation may be written:
where N is the buoyancy frequency, f is the inertial frequency,
is the intrinsic frequency and U is the projection of the wind velocity onto the azimuthal direction φ. From (1) it can be seen that wave-like solutions (m 2 > 0) are defined only for intrinsic frequencies that fall in the range f <ω < N .
In this problem we assume an azimuthally isotropic launch spectrum which is independent of time and geographic location. In any azimuth φ it is specified by the wave energy density which is assumed to be of the generalized Desaubie form (Fritts and VaZandt 1993) :
where m * is a characteristic vertical wavenumber and C is a constant. The above energy
dependence at m m * and a E ∝ m dependence at m m * .
The dependence on ω is separable and given by E ∝ ω −p
. WM96 argue that physical values for p fall in the range 1 ≤ p ≤ 5/3.
The pseudomomentum flux (or E-P flux) density as a function of (m, ω, φ), referred to here as m-ω space, is obtained by the group velocity rule:
where ρ is the density and c gz = −∂ ω/∂m is the vertical group velocity. The pseudomomentum flux density as a function of (k, ω, φ), referred to here as k-ω space, is obtained by application of the Jacobian of the transformation between the m-ω and the k-ω spaces:
where the Jacobian, J, is given by
The launch wave field, as represented by (3), (4) or (5), propagates vertically through varying basic state wind U (z) and buoyancy frequency N (z). In this problem, the wind and buoyancy frequency are taken to be time-independent and horizontally uniform. As a result, the absolute frequency ω and horizontal wavenumber k are invariants. Therefore, spectral elements in k-ω space (dkdωdφ) are also invariant to changes in U (z) and N (z). On the other hand, the vertical wavenumber m and intrinsic frequency ω are not invariant and change with changes in U (z) and N (z) through (1) and (2) respectively. Therefore, spectral elements in m-ω space (dmd ωdφ) are not invariant to changes in U and N .
Consequently, as argued by WM96, the density ρF (k, ω, φ) is conserved for conservative propagation whereas the densities ρ F (m, ω, φ) and E(m, ω, φ) are not. This suggests that the k-ω space has the most favourable conservation properties and is the natural frame in which to solve this problem, even though the dynamics are most straightforward in m-ω space.
A schematic representing the appearance of the launch densities ρ o F (m, ω, φ) in m-ω space and ρ o F (k, ω, φ) in k-ω space is presented in Figure 1 In the new algorithm, the ω R and ω C lines are used to evaluate back-reflection and criticallevel filtering respectively. This is illustrated in Figure 2 where we imagine the conservative propagation of the launch spectrum from the launch level to the next two levels above (Level 1 and Level 2), say, in a GCM . In general, the winds and buoyancy frequency change from their values of (U o , N o ) on the launch level to (U 1 , N 1 ) on Level 1 and (U 2 , N 2 ) on Level 2.
In the upper panel of Figure 2 we consider the case U 1 < U o and N 1 > N o . At this level, wave-like solutions are now bounded by ω C 1 = f + kU 1 and ω R 1 = N 1 + kU 1 . The dark shaded region in the top panel of Figure 2 represents spectral elements with wavenumber-frequency pairs that were wave like at the launch level but, due to the changing wind and buoyancy frequency, are evanescent at Level 1. As a result, it is assumed that the portion of the wave spectrum associated with the spectral elements in the dark shaded region back-reflect between the launch level and Level 1. Following WM96, it is assumed that the pseudomomentum flux of the back-reflected waves is removed from the launch spectrum. The amount of pseudomomentum flux back-reflected in this example is simply the integral of pseudomomentum flux density over the spectral elements contained in the dark-shaded region.
In the lower panel of Figure 2 we consider the case in which the next level above (Level 2) has a wind speed and buoyancy frequency such that U 2 > U o and N 2 < N o . In this example, wave-like solutions at Level 2 are defined over an area that excludes two regions of spectral elements which were wave-like at Level 1. These are indicated by dark shading. The dark shaded region at the bottom of the lower panel represents spectral elements with wavenumbers and frequencies that were wave like at Level 1 but, due to changes in U , have met their critical levels between Level 1 and Level 2. It is assumed that, between Level 1 and 2, waves in this portion of the spectrum have been annihilated. Consequently, an amount of pseudomomentum equal to the integral of the density over the lower dark-shaded region is deposited to the flow between Level 1 and Level 2. Because N 2 < N o in this example, a portion of the wave field is also back-reflected between Level 1 and Level 2. This region is indicated by the dark shaded region at the top of the lower panel.
In practice, the new method evokes the image of two parallel lines, ω In the absence of nonlinear effects, a spectral element that undergoes conservative propagation at any level has a value of pseudomentum density that is necessarily identical to the value assigned to that spectral element at the launch level. In reality, however, one cannot neglect nonlinear effects. As the basic-state density decreases through a number of scale heights in the vertical, a corresponding increase in the amplitude of the wave field is required to conserve the pseudomomentum of spectral elements undergoing conservative propagation.
Eventually, the amplitude grows sufficiently large as to render portions of the wave field unstable leading ultimately to turbulence and dissipation. As discussed in the introduction, this requires some empirical treatment of the nonlinearity and the ensuing dissipation. Whatever the treatment, the derived dissipation reduces the value of ρF (k, ω, φ) on spectral elements that would otherwise undergo conservative propagation from one level to the next. The integrated reduction of pseudomomentum flux density over all such spectral elements at a given level represents the amount of pseudomomentum deposited to the flow between that level and the preceding level.
In this study, the empirical treatment of nonlinearity implemented by WM96 is used. In WM96, a saturation upper bound was placed on the value of the energy density (3) at each level. The saturated energy density spectrum used is
As discussed by WM96, the m (3) and (7) we can see that, at launch, E(m, ω, φ) and E S (m, ω, φ) are equal at asymptotically large m. Expressions for pseudomomentum density in m-ω space and k-ω space corresponding to E S (m, ω, φ) are obtained following (4) and (5). That is
and
Therefore, all spectral elements that undergo conservative propagation are constrained by the saturation condition ρF ≤ ρF S . Further details and the full expressions for (4), (5), (8) and (9) may be found in the Appendix.
The solution procedure of the present study is as follows: The azimuthal dependence of the launch spectrum is represented by a discrete number of azimuths N φ . In each azimuth φ,
is discretized by placing it on a grid with a fixed number N k ×N ω of spectral elements ∆k∆ω. The integrated pseudomomentum flux directed into each
(referred to as the integrated launch E-P flux), is a free parameter in the problem and it is used to normalize ρ o F (k, ω, φ) (see Appendix). As described above, in the propagation of the spectrum from one level to the next, the pivoting action of ω . By restricting the values of p to be integer or half integer (i.e. 1 or 1.5) significant savings can be attained.
The efficient implementation of the saturation condition used in the present study and the savings afforded by the restriction on the value of p are described in the Appendix.
Even with such efforts, the practical application of this parameterization in a GCM, is easily thwarted if the required resolution (N φ × N k × N ω ) begins to exceed O(10 3 ). To make the most efficient use of spectral resolution, a coordinate stretch has been applied to both k and ω to discretize the launch spectrum. The problem is solved on a uniform grid in the space of the transformed variables k and ω. The transformation employed X → X is defined by:
where
For the transformation on k we have k min = 0 and k max is a free variable. For the transformation on ω we have ω min = ω C (k) and ω max = ω R (k). The free parameter of each coordinate transformation is the half-width of the stretch given by Γ k and Γ ω .
The transformation (10) allows resolution to be concentrated at small k and small ω where it is needed most. For example, for the purpose of illustration, the k max employed in Figure 1 and The basic question which needs to be addressed is whether accurate solutions to the problem can be obtained with a modest number of horizontal wavenumbers N k and frequencies N ω . This question is the subject of the next Section.
Finally, the main purpose of the present study is to understand the consequences of including nonhydrostatic wave dynamics and rotational effects (N+R) in the parameterization of non-orographic gravity wave drag. To this end, we can recover formulae related to hydrostatic wave dynamics with no rotation (H-R) by taking the limits
in all expressions. For example, using (12) and (13) in (1) we recover the usual dispersion relation for hydrostatic wave dynamics in the absence of rotation
Of course, independent application of (12) or (13) allows wave systems corresponding to (N-R) and (H+R). However, as we shall see in Section 4, the results are more sensitive to the presence of nonhydrostatic wave dynamics (i.e. back-reflection) than to the presence of rotation.
In Figure 3 , k-ω space schematics of the pseudomomentum flux density at launch (solid contours) for N+R wave dynamics (upper panel) and H-R wave dynamics (lower panel) are presented. Dashed contours in each panel correspond to contours of constant m. There are significant differences between the N+R and H-R wave systems and their method of solution.
In the H-R system wave-like solutions exist for 0 ≤ ω ≤ ∞ so that m and the pseudomomentum density are defined for all kU o ≤ ω ≤ ∞. The shaded area in each panel represents the region over which the launch density is taken to be nonzero when they are used in the present study. In the N+R system this region corresponds to all possible wave-like solutions up to k max . In the H-R system, this region is selected to overlap with the wave-like solutions in the N+R system for the purpose of performing meaningful comparisons between the two systems. In the H-R system only conservative propagation and critical-level filtering are modelled through the action of ω C = k · U . Nonlinear dissipation is applied in a similar manner although expressions differ for the density (5) and its saturated form (9) due to the application of (12) and (13).
Parameter Settings and Resolution Experiments
Unless otherwise stated, the value of free parameters in this study are taken to be: p = 1.5 -ω exponent in (3) and (7) N φ = 4 -number of discreet azimuths N k = 13 -number of discreet horizontal wavenumbers in each azimuth N ω = 13 -number of discreet absolute frequencies in each azimuth
-half-width of k coordinate stretch
-characteristic vertical wavenumber
-maximum horizontal wavenumber of launch spectrum
Pa -total launch pseudomomentum flux in each azimuth
The values of N k and N ω are determined as follows. Mid-latitude profiles of U and N which are representative of summer and winter seasons are extracted from a GCM simulation.
These are illustrated in Figure 4 . The launch elevation of the pseudomomentum flux density spectrum is indicated by the horizontal dashed line on this figure. These profiles are then used as input to the N+R version of the parameterization to to derive profiles of horizontal wind acceleration for varying grid resolutions N k × N ω . Profiles of zonal-and meridionalwind accelerations (or drag), U t and V t , resulting from this set of experiments are illustrated in Figure 5 . The winter-time profiles suggest that as few as N k × N ω = 9 × 9 may be sufficient resolution. However, from the summer-time profiles, it is clear that this resolution is insufficient. Figure 5 suggests that N k × N ω = 25 × 25 and 13 × 13 are sufficient in both seasons. Ideally, we would like to use the lower resolution since it implies a factor of four savings.
As a further test, we repeat the above procedure at the two resolutions of N k ×N ω = 25×25
and 13 × 13 for U and N profiles at every lateral GCM grid point (96 × 48), sampled twotimes daily over the entire month of July. The time-mean zonal-mean drag from these two off-line calculations is illustrated in Figure 6 . The similarity of the two panels indicates that a resolution of N k × N ω = 13 × 13 is sufficient for the parameterization to produce the correct time-mean, zonal-mean gravity-wave drag (GWD). Therefore, N k × N ω × N φ = 676 spectral elements are used to represent the launch spectrum at each lateral grid point of the GCM.
It is important to point out that the coordinate stretch is essential to the success of the present approach. The values for the half-widths of the coordinate stretches Γ k and Γ ω were determined by experiments like those illustrated in Figure 5 . In the absence of the coordinate transformation, accurate solutions require a value of N k × N ω which is O(10 3 ) times larger than the value of N k × N ω = 13 × 13 employed here.
Further efforts have been made to reduce the number of floating point operations required at each spectral element. These are discussed in the Appendix. With all this effort, employing the new scheme in the GCM for fully interactive simulations doubles the required cpu time.
That is, half of the GCM integration is spent within the parameterization scheme. While this expense is unacceptable for operational runs of the GCM, it is feasible for a series of test runs to investigate the climate sensitivity to the new physics in the GWD scheme.
Off-line sensitivity tests
As an initial investigation of the sensitivity of the parameterization to the inclusion of rotation and non-hydrostatic effects, we apply the new non-orographic GWD parameterization using various combinations of (12) and (13). In Figure 7 zonal-and meridional-wind accelerations U t and V t for the N+R, N-R, H+R and H-R systems are displayed for the mid-latitude winter and summer profiles displayed in Figure 4 . Each experiment employs N k × N ω = 512 × 512 spectral elements and the parameter settings (15). From Figure 7 it is clear that the dominant sensitivity is to non-hydrostatic effects, or back-reflection. In the absence of back-reflection the zonal drag is approximately 4 times larger in magnitude in both winter and summer. We shall return to this point in the next section.
In Figure 8 profiles of U t and V t are presented for p = 1.5 and p = 1 for the two N+R and H-R systems.
1
There occurs a noticeable difference in the behaviour of the solution depending on whether back-reflection is included in the parameterization. In the absence of back-reflection (H-R system) the drag is enhanced by roughly a factor of 4 at its peak (58km winter, 78km summer) when p = 1 compared to p = 1.5. In the presence of back-reflection (N+R system) the drag is slightly weaker at all elevations when p = 1 compared to p = 1.5.
This sensitivity to p arises for two reasons. The first is that a change in p from a value of 1.5 to 1 implies a redistribution of power in the launch spectrum (ρ o F ∝ ω −p ) from spectral elements at lower ω to spectral elements at higher ω. The second is that back-reflection acts preferentially on spectral elements at higher ω while critical-level filtering acts preferentially on spectral elements at lower ω. For the N+R system, even though back reflection acts on identical spectral elements for each p value, at p = 1 each affected element contains more E-P flux and so more pseudomomentum is lost to back-reflection. For the H-R system, even though critical-level filtering acts on identical spectral elements for each p value, at p = 1 each affected element contains less E-P flux and so there is more pseudomemtum flux available at 1
Note that the value of p is changed in expressions for both the launch density ρ o F (k, ω, φ) and the saturated density ρF S (k, ω, φ).
higher elevation to be dissipated nonlinearly.
It is important to note that, for the H-R system, the p = 1 parameter setting is more similar to operational hydrostatic non-orographic GWD parameterization schemes (e.g. Warner and
McIntyre 1999). In order to make operational schemes more efficient, the ω dependence is integrated out of the expression for ρ o F (m, ω, φ) in m-ω space. Consequently, in each azimuth φ the problem is one-dimensional in m and can be solved with less computational effort. For the H-R system, this is obtained naturally by setting p = 1 since this renders the expression for ρ o F (m, ω, φ) independent of ω (e.g. see Eq. (2) Figure 8 for the H-R system with p = 1.
Consequently, we may use the H-R system with p = 1 to gauge the properties of an optimized H-R operational version of the scheme.
Multi-year GCM simulations
The parameterization scheme has been implemented in the latest version of the Canadian middle atmosphere model (CMAM, initially reported by Beagley et. al.1997 ). This model is based upon the Canadian Centre for Climate Modelling and Analysis (CCCma) thirdgeneration atmospheric GCM (AGCM3). The model is similar in many respects to the secondgeneration model (AGCM2) described in McFarlane et. al.(1992) . The model is spectral and,
for the experiments discussed here, it employs triangular truncation at total wavenumber of 47 (T47). In the vertical, the model domain extends up to approximately 100km and is spanned by 59 layers. The layer depths increase monotonically with height through the troposphere from approximately 100m at the surface to 3km in the lower stratosphere and remain constant at a value of 3km there above.
New or improved features of the parameterized physical processes in AGCM3 are: a new land surface scheme (CLASS, Verseghy et. al.1993 ), a new parameterization of cumulus convection (Zhang and McFarlane 1995) , an improved treatment of solar radiation which employs 4 bands in the visible and near infrared, an "optimal" spectral representation of the Earth's topography (Holzer 1996) , a revised representation of turbulent transfer coefficients at the surface (Abdella and McFarlane 1996) , and a new anisotropic orographic GWD parameterization (Scinocca and McFarlane 2000) .
The GCM experiments presented here are comprised of a series of multi-year numerical simulations of present-day climate. These experiments are forced by AMIPII monthly mean sea-surface temperatures and sea-ice extent. After a suitable spin-up period, monthly mean quantities are derived from 5-year time averages over the last 5 years of the numerical simulations. These experiments will be referred to as 5-year climate runs.
One of the most important free parameters of the non-orographic GWD parameterization is the value of integrated launch E-P flux directed into each azimuth ρ o F . As we shall see below, the value of
determined by such inverse calculations is very sensitive to the presence of backreflection and the value of p in (3).
In Figure 9 we present the time-mean zonal-mean zonal winds for January and July from observations and from the two 5-year climate runs. The observed winds are displayed in panels a and b and are derived from the CIRA data set (Fleming et. al.1990 Pa. Panels e and f present the 5-year averaged monthly mean winds from a run using the Hines (1997a,b, H97) Doppler spread non-orographic GWD parameterization. This run also employs an isotropic spectrum which is independent of time and geographic location. The elevation of the launch spectrum is specified as the surface since this seems to give the best results with this scheme.
Further details regarding the implementation of the Hines scheme in the CMAM may be found
in McLandress (1998) .
A comparison of the CIRA winds (panels a and b) with the winds from the Hines run
(panels e and f) indicate that the Hines run has several biases. In the winter hemisphere the middle atmosphere westerly jet is too weak and it is centered at an elevation that is too low. In the Summer hemisphere, the easterly jet is too strong. The CMAM has the additional option to employ the Medvedev and Klaassen (1995, MK95) non-orographic GWD scheme. When this scheme is used, the zonal-mean wind structure (not shown) displays similar wind biases (e.g. One of the main differences between the N+R scheme and the operational CMAM schemes (H97 and MK95) is the addition of back reflection. To quantify this effect, in Figure 10 , plots of the mean westerly and easterly directed back-reflected E-P flux (panels a and b) and upward E-P flux (panels c and d) are presented for one July. In July we expect back-reflection to occur primarily for two situations: for westerly directed momentum at mid-latitudes in the northern hemisphere and for easterly directed momentum at mid-latitudes in the southern hemisphere. In these situations, the middle atmosphere wind is oppositely directed to the pseudomomentum flux (or phase speeds of the waves) and the wind increases in magnitude with height. Consequently, the intrinsic frequency ω = ω − kU = ω + |kU | also increases with height making it more likely that ω will exceed N for a significant portion of the wave spectrum. Figure 10 show substantial back reflection of westerly E-P flux in the northern hemisphere and easterly E-P flux in the southern hemisphere in July. From mid-to high-latitudes there occurs a significant reduction (70-75%) of the integrated launch E-P flux in these situations (panels c and d).
Panels a and b if
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A similar mid-to high-latitude reduction of integrated launch E-P flux is obtained in January (not shown) in the sense that equally strong backreflection is obtained for westerly E-P flux in the southern (summer) hemisphere and easterly E-P flux in the northern (winter) hemisphere.
This suggests that there are two important effects associated with the inclusion of backreflection. The first is that, while an integrated E-P flux (e.g.
) is specified at the launch elevation, the actual integrated E-P flux imposed at the launch elevation can be up to 4 times smaller in the situations of strong back-reflection discussed above. The second effect is that, while a pseudomomentum flux density of a particular form (i.e. that corresponding to the generalized Desaubie wave energy density (3)) is specified at the launch elevation, the actual form of the pseudomomentum flux density imposed at the launch elevation will be very different in situations of strong back-reflection.
It is a remarkable fact that the strongest instances of back reflection, coincide exactly with those locations where non-orographic GWD is needed most by the flow. To close off the upper flanks of the middle-atmosphere jets (and to reverse the wind direction at the summer mesopause) one requires E-P flux directed into azimuths that are oppositely directed to the jets. However, as discussed above, it is exactly these circumstances that cause the strongest back-reflection and associated reduction in the integrated launch E-P flux. Therefore, the specified value of ρ o F total p must be made sufficiently large as to overcome this reduction to provide the required pseudomomentum to the mesosphere. For this reason the preliminary 2 This is consistent with the 70% reduction found in WM96 ( Figure 13 ) for their "real-wind" profile case.
inverse calculation used to determine an appropriate value for ρ o F total p is strongly dependent on the inclusion of back-reflection.
In the tropics, there occurs relatively little back-reflection and so the specified value of
is also the actual value imposed at the launch level. Therefore, the tropics receives up to four times the value of integrated launch E-P flux as some azimuths at mid-latitudes when back-reflection is included in the parameterization. The actual integrated launch E-P flux imposed at the the launch elevation has a characteristic latitudinal distribution which is illustrated at 125hPa in panels c and d of Figure 10 for the month of July.
Recent studies have investigated the use of operational hydrostatic 3 non-orographic GWD parameterization schemes to help induce a quasi-biennial oscillation (QBO) in GCMs (Scaife et. al.2000; McLandress 2000) . Depending on the scheme and the GCM in which it is implemented, these studies have found that the value of integrated launch E-P flux must be enhanced in the tropics by 1.5 to 3 times that imposed at mid-latitudes. Here, we find that the inclusion of back-reflection is, in itself, sufficient to produce a distribution of this form when a constant value of integrated launch E-P flux is specified everywhere. Therefore, following these earlier studies, we might expect to see some tendency towards a QBO in the N+R simulation.
In Figure 11 time-height cross-sections of the zonal-mean zonal wind at the equator are presented from two 5-year climate runs. The top panel of Figure 11 corresponds to a control run in which no parameterization of non-orographic gravity wave drag is employed. The bottom panel of Figure 11 corresponds to the N+R simulation. The control run displays a fairly realistic semi-annual oscillation near 0.5hPa but mainly easterlies between 10-100hPa where the QBO is found in observations. The N+R run, on the other hand, displays descending easterly and westerly shear zones between 10-100hPa. The period of the wind oscillations over these elevations, however, is approximately 9 months rather than the observed quasi-two-year period. Also, the SAO in the N+R run is not as realistic as in the control run. General degradation of the GCM SAO signal appears to be a common feature of all non-orographic GWD parameterization schemes.
In the remainder of this section we consider versions of the new scheme with no rotation and hydrostatic wave dynamics (H-R) to more carefully evaluate the effect of neglecting back-reflection. As discussed above, back-reflection has two related effects. It reduces the magnitude of the integrated launch E-P flux exactly in those locations and instances where it is required most, and it changes the form of the launch pseudomomentum density in these situations from the one that is specified to one that is shaped by the winds and buoyancy frequencies aloft. If both of these effects are critical to obtaining reasonable mid-latitude zonal-mean wind distributions (e.g. panels c and d of Figure 9 ), then it would seem unlikely that the H-R system could mimic the results of the N+R system. However, if the reduction in magnitude of the integrated launch E-P flux were the most important effect, then the H-R system might be able to reproduce much of the mid-latitude zonal-mean wind distribution obtained with the N+R system. This is because one might expect that the preliminary inverse calculations used to derive appropriate values for ρ o F total p would, in the H-R system, naturally compensate for this effect.
In Figure 12 the monthly mean zonal-mean zonal wind from two additional 5-year climate runs employing the H-R system in new scheme are presented. Panels a and b correspond to an H-R system with p = 1.5. This run is the exact hydrostatic counterpart to the N+R run discussed above. Preliminary inverse calculations undertaken for the H-R system with p = 1.5
. As anticipated, this 4-fold reduction of the value
used for the N+R run is similar in magnitude to the approximate 4-fold reduction of integrated launch E-P flux caused by back-reflection in the N+R run. Figure 12 correspond to an H-R system with p = 1. As discussed in Section 4, this represents an operational form of the H-R system in the sense that the pseudomometum density in m-ω space is independent of ω. From Figure 8 , it is anticipated that the integrated launch E-P flux should be made substantially smaller than the value that is used in the H-R system with p = 1.5. Inverse calculations undertaken for the H-R system with with p = 1 result in a value of ρ o F total p = 2.5 × 10 −4
Panels c and d of
Pa.
The zonal-mean winds in both these systems look remarkably similar to each other and to the winds from the N+R simulation illustrated in panels c and d of Figure 9 . Their one major bias is their inability to obtain a sufficiently strong mesopause wind reversal in summer.
The broad similarity of the winds in the H-R simulations compared to the winds in the N+R simulation suggests that reduction in the magnitude of the integrated launch E-P flux is a more important effect than modifications to the form of the launch E-P flux density in situations of strong back-reflection. However, it may well be that the ability of the N+R simulation to achieve a realistic mesopause wind reversal in summer is a consequence of modifications to the form of the launch E-P flux density induced by strong back-reflection.
To correct the summertime mesopause wind bias of the H-R simulations, one might imagine adjusting the structure of the launch E-P flux density ρ o F at small m (e.g. Warner and
McIntyre1997). However, given that this is not required for the more physical N+R version of the parameterization, it is difficult to argue that such modifications constrain poorly observed, small vertical wavenumber, portions of the spectrum. Rather, it seems more reasonable to suggest that such modifications arise from ignoring back-reflection in the parameterization.
The mean westerly and easterly upward E-P flux for one July from the H-R simulation with p = 1.5 is presented in panels e and f of Figure 10 . For purposes of comparison, the magnitude of the launch E-P flux has been renormalized so that the fractional units are identical between this simulation and the N+R simulation illustrated in panels c and d of the same figure. The mid-latitude upward E-P flux above values of 0.2 appear very similar in the two runs. As expected, however, significant differences appear in the tropics where more upward E-P flux and momentum deposition is found in the stratosphere of the N+R run. Time height plots of the H-R simulation with p = 1.5, similar to those in Figure 11 (not shown), display extremely weak QBO-like features from 10-100hPa.
Conclusions
In this paper an efficient method of solution has been developed for the Warner and McIntyre (1996) parameterization of non-orographic GWD. The scheme is sufficiently fast as to enable, for the first time, fully interactive multi-year climate simulations that include the effects of rotation and nonhydrostatic wave dynamics in the parameterization of non-orographic GWD. The new scheme alleviates much of the middle-atmosphere wind biases that occur in the Canadian Middle Atmosphere Model when either of its two operational schemes (Hines 1997a,b; Medvedev and Klaassen 1995) are employed.
The dominant effect of including the extra dynamics in the new scheme comes from the nonhydrostatic process of back-reflection. Two effects have been identified. The first is that,
) is specified at the launch elevation, the actual integrated E-P flux imposed at the launch elevation can be up to 4 times smaller due to back-reflection.
The second effect is that, back-reflection changes the form of the launch E-P flux density from the one that is specified to one that is shaped by the winds and buoyancy frequencies aloft.
Due to the first effect, when back-reflection is included in the problem, the parameterization returns an effective integrated launch E-P flux which has a characteristic latitudinal distribution. Mid-to high-latitude launch E-P flux that is directed oppositely to the mesospheric jet suffers strong diminution due to back-reflection. Therefore, a large value of ρ o F total p is required to overcome this diminution to close off the jets and effect a wind reversal at the summer mesopause. In the tropics, on the other hand, there is little back-reflection and so little reduction in the specified value of ρ o F total p
. Consequently, a relatively large amount of E-P flux is launched in the tropics when back-reflection is included in the problem.
The development of this effective latitudinal distribution of integrated launch E-P flux means that QBO-like features develop more naturally in a GCM simulation that includes back-reflection. The period of the QBO-like feature in the single N+R simulation reported here was very short at approximately 9 months.
GCM simulations employing equivalent hydrostatic versions of the parameterization scheme showed remarkably similar monthly mean zonal-mean winds as the nonhydrostatic version, except for an apparent inability to effect a significant wind reversal at the summer mesopause.
This result suggests that reduction in the magnitude of the integrated launch E-P flux is a more important effect than modifications to the form of the launch E-P flux density in situations of strong back-reflection. However, the ability of only the nonhydrostatic version of the scheme to obtain a realistic wind reversal at the summer mesopause suggests that back-reflectioninduced modifications to the form of the launch E-P flux density may still be relevant.
Adjusting the structure of the launch E-P flux density to correct the summertime mesopause wind bias of the hydrostatic simulations is viewed here as compensating for the absence of nonhydrostatic dynamics rather than constraining a poorly observed portion of the launch spectrum (e.g. Warner and McIntyre 1997) .
Future work on this problem will be directed towards including additional empirical treatments of nonlinearities into the parameterization scheme and addressing the effect of rotation and nonhydrostatic dynamics on these treatments. In addition, given the encouraging results of the p = 1 version of the H-R simulation, development has started on an optimized H-R version of the parameterization for operational use in the CMAM.
A Appendix
A.1 Complete Expressions
The expression for the pseudomomentum flux density (5) at launch may be written:
where the constant C has been written C ≡ AB o (f, N o ; p). Similarly, the expression for the saturated pseudomomentum flux density (9) may be written:
In (16) and (17), B(f, N ; p) is specified while the normalization constant A is determined by prescribing the integrated pseudomomentum flux (ρ o F total p ) directed into each azimuth φ at the launch elevation. The factor B(f, N ; p) originates as a normalization constant for the separable ω dependence of the wave energy density (4). It is defined as (e.g. see WM96)
In addition to normalizing (16) at launch, A and B(f, N ; p) are used as proportionality constants for ρF S . The proportionality constant for ρF S at arbitrary elevation depends on the variation of N (z) with height through B(f, N ; p). That is, the saturation bound ρF S varies in the vertical by the factor B(f, N (z); p)/B o (f, N o ; p).
A.2 Efficient Application of Saturation Bounds
The density (16) must be evaluated at every lateral GCM grid point
The saturation density (17) must, in addition, be evaluated on each vertical level. Significant savings can be realized if simplification is made to expressions (16) and (17). After some manipulation, (17) may be rewritten:
If p is restricted to integer or half integers (i.e. 1 or 1.5) then (19) requires the evaluation of only one square root. The same is true for the launch density ρ o F (k, ω, φ) since it may be written
Further, by comparing the magnitudes of ρ 
