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GRAPHS INDUCED BY ITERATED FUNCTION SYSTEMS
XIANG-YANG WANG
Abstract. For an iterated function system (IFS) of simillitidues, we define two
graphs on the representing symbolic space. We show that if the self-similar set
K has positive Lebesgue measure or the IFS satisfies the weak separation con-
dition, then the graphs are hyperbolic, moreover the hyperbolic boundaries are
homeomorphic to the self-similar sets.
1. Introduction
For a contractive iterated function system (IFS) {Sj}Nj=1 of similitidues on Rd,
there is a tree of finite words which represents each point of the associated self-
similar set K. The iteration defines a random walk on the tree, and the Martin
boundary of the random walk is a Cantor set ([C], see also [K3]). On the other
hand, Denker and Sato [DS1-3] introduced a random walk on the symbolic space
of the Sierpinski gasket, and showed that the Martin boundary is homeomorphic to
the gasket. Furthermore, they identified a subclass of harmonic functions from the
random walk with Kigami’s harmonic functions ([K1], [K2]) on the gasket. The case
of the pentagasket and other extensions were studied in [I] and [DIK]. Recently, Lau,
Ju and the author [JLW] extended this to the class of mono-cyclic post critically
finite (p.c.f.) self-similar sets, more generally to self-similar sets with the open set
condition (OSC) [LW2]. This provides a close link of the boundary theory with the
recent development of analysis on fractals.
In another direction, Kaimanovich [Ka] introduced a hyperbolic structure (“aug-
mented tree”) on the symbolic space of the Sierpinski gasket, and showed that the
gasket can be identified by the hyperbolic boundary of the graph. The Martin
boundary of the simple random walk on the graph can be obtained by a general
theory on the random walk on hyperbolic graph ([A], [W]).
Let {Sj}Nj=1 be an IFS of similitudes on Rd. Denote by 0 < ri < 1, i = 1, 2, · · · , N
the contraction ratio of Si. Let Σ
∗ = ∪∞n=0{1, 2, · · · , N}n be the finite words space.
(We use the notation o to denote the empty word and {1, 2, · · · , N}0 := {o}).
For i = i1 · · · in, j = j1 · · · jm ∈ Σ∗, denote ij = i1 · · · inj1 · · · jm the concatenation
(oi = io = i), Si = Si1 ◦ · · · ◦ Sin the composition (So is the identity map by
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convention) and ri = r1 · · · rin . Let r = min{ri : i = 1, 2, · · · , N}, and for each
integer n ≥ 1, let
Jn =
{
j1j2 · · · jn ∈ Σ∗ : rj1 · · · rjn ≤ rn < rj1 · · · rjn−1
}
. J = ∪∞n=0Jn,
where J0 = {o}. If i = i1 · · · ik ∈ Jn, we denote this by |i| = n, and say that i is in
level n (Note that |i| is not the length of i in general). We say i, j ∈ J are equivalent
and denote by i ∼ j if and only if Si = Sj. It is clear that i ∼ j implies that |i| = |j|.
Moreover, ∼ defines an equivalence relation on J . We denote by X the quotient
space J / ∼, and [i] the equivalence class of i. For x = [i] ∈ X , we denote Sx = Si
and |x| = |i|. By abusing notation, we write i ∈ X means that [i] ∈ X .
There is a natural graph on X : For x = {i1, · · · , in}, y = {j1, · · · , jm} ∈ X (recall
an element in X is an equivalence class of some multi-index in Σ∗), we say that there
is an edge between x and y if jk = iℓk for some 1 ≤ k ≤ m, 1 ≤ ℓ ≤ n, k ∈ Σ∗
and |y| = |x| + 1. We denote by Ev the above edges set. For y ∈ X , we use the
notation y−1 to denote any one of x ∈ X such that (x, y) ∈ Ev and |y| = |x| + 1.
More general, define inductively y−n = (y−(n−1)−1. It follows that x, x−1, · · · , x−n is
a path from x to x−n. If (x, y) ∈ Ev with |y| = |x|+ 1, we say that x is an ancestor
of y and y a descendent of x. It is possible that a vertex in X has more than one
ancestor. Also by abusing notation, we write (i, j) ∈ Ev to mean that ([i], [j]) ∈ Ev.
In order to describe the self-similar set K, we need more edges. Let
E+v = {(x, y) : |y| = |x|+ 1, Sx(K) ∩ Sy(K) 6= ∅, x 6= y−1};
and let
Eh = {(x, y) : |y| = |x|, Sx(K) ∩ Sy(K) 6= ∅}.
If (x, y) ∈ Eh, such that x−1 6= y−1 for any x−1 and any y−1 (recall that x−1 may
not be unique), then we say x and y are conjugates. We call an edge in Ev ∪ E+v a
vertical edge, and an edge in Eh a horizontal edge. Let
E = Ev ∪ Eh, and E⋄ = Ev ∪ E+v .
The graph (X, E) simulates Kaimanovich’s “augmented tree” [Ka].
Theorem 1.1. The graphs (X, E) and (X, E⋄) are hyperbolic provided that the self-
similar set K has positive Lebesgue measure or the IFS satisfies the weak separation
condition.
The definition of weak separation condition (WSC) (to see the definition 4.1) was
first proposed by Lau and Ngai [LN] to study the multifractal structure of an IFS
with overlaps, and was studied extensively by many authors ([Z], [LNR], [FL], [LW3]
and references there in). The WSC is an important condition in the study of IFS
with overlap.
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Theorem 1.2. With the same assumptions as in Theorem 1.1, then the self-similar
set K is homeomorphic to the hyperbolic boundaries of (X, E) and (X, E⋄). Further-
more, the Ho¨lder equivalence holds if we assume additional conditions on the IFS
(condition (H) in Section 4).
Recall that an IFS satisfies the open set condition (OSC), if there exists a bounded
nonempty open set O ⊂ Rd such that O ⊂ ∪Ni=1Si(O) with the union disjoint. It is
well known that the OSC implies the WSC, and hence the above theorem 1.1 and
1.2 extend the results in [LW1] where the IFS satisfies the OSC.
We organize the paper as following. In Section 2, we recall some basic notations
and definitions of a hyperbolic graph and a hyperbolic boundary. In Section 3, we
study the properties of the graphs induced by an iterated function system, and prove
criterions for the graphs (X, E) and (X, E⋄) to be hyperbolic graphs. We prove theo-
rem 1.1 in Section 4. In Section 5, we will prove Theorem 1.2, and show an example
where both the condition (H) and the Ho¨lder equivalence do not hold. Some open
questions are given at the end of the paper.
2. Hyperbolic Graphs and Hyperbolic Boundaries
Let G be a countably infinite set, and G ⊂ G2. We say that (G,G) (or simply G) is
a graph if G does not have loops and is symmetric, i.e., (x, x) 6∈ G for all x ∈ G, and
(x, y) ∈ G implies that (y, x) ∈ G. We identify (x, y) and (y, x) and call it an edge. To
visualize the graph (G,G), we draw a segment [x, y] if (x, y) ∈ G. A finite path p[x, y]
from x to y is a sequence [x0, x1, · · · , xn] with (xi−1, xi) ∈ G and x = x0, y = xn, we
use |p[x, y]|(= n) to denote the length of the path. Throughout the paper, we assume
that the graph is connected, i.e., for any two different vertices x, y ∈ G, there is a
path between them. A graph carries an integer-valued metric d(x, y), which is the
minimal length of all paths from x to y. If a path p[x, y] has the minimal length, we
say that the path is a geodesic segment and denote the path by π[x, y]. For x ∈ G,
we call deg(x) = {y ∈ G : (x, y) ∈ G} the degree of x. We say a graph is local
finite if there exists a constant c > 0 such that max{deg(x) : x ∈ G} ≤ c. We fix a
reference point o ∈ G and call it the root. Denote |x| = d(o, x), if |x| = n, we say x
is on the n-th level. If |x| < |y|, we say that x is on the upper level of y, or y is on
the lower level of x.
Recall that the Gromov product of two vertices x, y ∈ G is defined by
|x ∧ y| = 1
2
(|x|+ |y| − d(x, y)). (2.1)
Definition 2.1. We say a graph (G,G) is δ-hyperbolic (with respect to the root o)
if there exists a constant δ > 0 such that
|x ∧ y| ≥ min{|x ∧ z|, |z ∧ y|} − δ, ∀x, y, z ∈ G. (2.2)
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As in [W], we choose a > 0 such that a′ = eδa−1 < √2−1, where δ is as in (2.2).
Define for x, y ∈ G,
ρa(x, y) =
{
exp(−a|x ∧ y|), x 6= y,
0, x = y.
(2.3)
Then
ρa(x, y) ≤ (1 + a′)max{ρa(x, z), ρa(y, z)}, ∀ x, y, z ∈ G. (2.4)
This means ρa(·, ·) is an ultra-metric. It is not a metric, but is equivalent to the
following metric:
θa(x, y) = inf{
n∑
i=1
ρa(xi−1, xi) : n ≥ 1, x = x0, x1, . . . , xn = y, xi ∈ G},
in sense that (1 − 2a′)ρa ≤ θa ≤ ρa (to see [W, Proposition 22.8]). Since ρa and
θa define the same topology, in our consideration we will use ρa instead of θa for
simplicity. It is known that for any sequence {xn}∞n=1 such that limn→∞ |xn| =∞,
{xn} is Cauchy in the ultra-metric ρa(x, y) if and only if limm,n→∞ |xm∧xn| =∞.
Definition 2.2. Let Ĝ denote the completion of the graph G under ρa. We call
∂G = Ĝ \G the hyperbolic boundary of G.
The hyperbolic boundary ∂G is a compact set. It is often useful to identify
ξ ∈ ∂G with the geodesic rays in G that converge to ξ. (By a geodesic ray, we mean
an infinite path π[x0, x1, x2, · · · ] such that (xi, xi+1) ∈ G (i = 0, 1, · · · ), starting from
the root o and with any finite segment of the path being a geodesic). Note that two
geodesic rays ξ = π[x0, x1, x2, · · · ] and η = π[y0, y1, y2, · · · ] are equivalent as Cauchy
sequences in the ultra-metric ρa if and only if
d(xn, yn) ≤ cδ (2.5)
for all but finitely many n, where c > 0 is independent of the rays [W].
Let π[x0, x1, x2, · · · ] be a geodesic ray and y ∈ G. For each n, there is a geodesic
π[y, z1, · · · , zk, xn] connecting y and xn. Note that p[y, z1, · · · , zk, xn, xn+1] is a path
from y to xn+1. It follows that d(y, xn+1) ≤ d(y, xn)+1, this implies that {|y∧xn|}∞n=1
is a non-increasing sequence, and hence limn→∞ |y ∧ xn| < ∞ exists. Similarly, if
π[y0, y1, y2, · · · ] is another geodesic ray, then limn→∞ |xn ∧ yn| exists and is finite.
We extend the Gromov product and ultra-metric to ∂G:
|ξ ∧ η| = inf{ lim
n→∞
|xn ∧ yn| : xn, yn ∈ X, xn −→ ξ, yn −→ η}, (2.6)
where the infimum is taken over all geodesic rays π[x0, x1, x2, · · · ] and π[y0, y1, y2, · · · ]
converging to ξ and η respectively. Note that the value of |x ∧ y| has the form m
2
(where m is an integer), and hence the infimum is reached by some geodesic rays.
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Let π[x0, x1, x2, · · · ] and π[y0, y1, y2, · · · ] be geodesic rays which attain the infimum
in (2.6). Let π[z0, z1, z2, · · · ] be another geodesic ray which converges to γ ∈ ∂G.
By (2.2), we have
|xn ∧ yn| ≥ min{|xn ∧ zn|, |zn ∧ yn|} − δ.
Let n→∞ and taking the limit, we have
|ξ ∧ η| ≥ lim
n→∞
min{|xn ∧ zn|, |zn ∧ yn|} − δ ≥ min{|ξ ∧ γ|, |γ ∧ η|} − δ.
It follows that
ρa(ξ, η) ≤ (1 + a′)max{ρa(ξ, γ), ρa(γ, η)},
where a′ = eaδ − 1. We see that the extension of ρa is still an ultra-metric on ∂G as
in (2.4).
On the other hand, if geodesic rays π[x′1, x
′
2, · · · ] and π[y′1, y′2, · · · ] converge to
the above ξ and η respectively, then π[x1, x2, · · · ] is equivalent to π[x′1, x′2, · · · ], and
π[y1, y2, · · · ] is equivalent to π[y′1, y′2, · · · ]. By (2.5), we have
d(xn, x
′
n) ≤ cδ, d(yn, y′n) ≤ cδ.
It follows that∣∣∣|xn ∧ yn| − |x′n ∧ y′n|∣∣∣ = 12 |d(xn, yn)− d(x′n, y′n)|
≤ 1
2
(
|d(xn, yn)− d(xn, y′n)|+ |d(xn, y′n)− d(x′n, y′n)|
)
≤ 1
2
(d(yn, y
′
n) + d(xn, x
′
n)) ≤ cδ.
Hence
ρa(ξ, η)e
−acδ ≤ lim
n→∞
ρa(x
′
n, y
′
n) ≤ ρa(ξ, η). (2.7)
(The last inequality holds, because {xn}, {yn} attain the minimum in (2.6)). This
inequality will be used in section 5.
3. Induced Graphs by IFS
Let {Sj}Nj=1 be an IFS of similitudes on Rd. We sue the notation defined in Section
1 where we defined two graphs (X, E) and (X, E⋄). Let d(x, y) and d⋄(x, y) be the
graph metrics on (X, E) and (X, E⋄) respectively. We select the empty word o as the
root of the graphs, then for any i ∈ Σ∗, |i| = d(o, i) = d⋄(o, i) (recall the we abuse
the notation i ∈ X for [i] ∈ X).
If the IFS satisfies the OSC, then the graph (X, Ev) is a tree (For any x ∈ X ,
there exists a unique path from the root to x), and this case was studied in [LW1].
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If the OSC does not hold, it is possible that Si = Sj for deferent i, j ∈ Σ∗. Hence
there are deferent paths from the root to vertex [i] = [j] ∈ X .
Example 1. Let Si(x) =
1
2
(x+ i), x ∈ R, i = 0, 1, 2 be an IFS, the self-similar set
is K = [0, 2]. J2/ ∼=
{{00}, {01}, {02, 10}, {11}, {12, 20}, {21}, {22}}.
The vertex {02, 10} have two ancestors {0} and {1}. (0, 02), (1, 02) ∈ Ev (abusing
the notation).
b b b b
b b b
b b
b
b
b b b b
b b b
b b
b
b
(b)(a) (c)
Figure 1. Example 1, (a) the iteration; (b) the graph (X, E⋄); (c) the
graph (X, E). The solid lines in (b), (c) are edges in Ev; the doted lines in
(b), (c) are edges in E+v , and Eh respectively.
In the graph (X, E⋄), there are eight edges connecting 1: one of them connects the
root o; three of them connect the descendents ([10] = {10, 02}, [11] = {11}, [12] =
{12, 20}), and the others belong to E+v (to see Figure 1 (b)).
In the graph (X, E), for n ≥ 2, each “boundary vertex” (0n and 2n) has two
horizontal neighbors, each “near boundary vertex” (0n−11 and 2n−11) has three hor-
izontal neighbors, and the other vertices have four horizontal neighbors(to see Figure
1 (c)). ✷
For the graph (X, E), a geodesic π[x, y] connecting x and y is called canonical
if π[x, y] = π[x, u] ∪ π[u, v] ∪ π[v, y] (one or two parts may vanish) with π[u, v] a
horizontal path and π[x, u], π[v, y] vertical paths; Moreover for any geodesic path
π′[x, y], d(o, π[x, y]) ≤ d(o, π′(x, y)). By the definition of Gromov product (2.1), we
have
|x ∧ y| = h− ℓ
2
, (3.1)
where h and ℓ are the level and the length of the horizontal segment π[u, v] with
respectively.
6
Following [Ka], we can use the following moves repeatedly to change the geodesic
without increasing the length: for u, v ∈ π[x, y], |u| = |v|,
[u, v, v−1]→ [u, u−1, v−1] and [u−1, u, v]→ [u−1, v−1, v].
By using this, we get a canonical geodesic. We should note that for a geodesic seg-
ment in E , it cannot contain a sub-segment [u, v, w] with |u| = |w| = |v|−1, since in
this case (u, v), (v, w) ∈ Ev, which implies that Sv(K) ⊂ Su(K) ∩ Sw(K), it follows
that Su(K) ∩ Sw(K) 6= ∅, and hence (u, w) ∈ Eh and d(u, w) = 1. This contradicts
that [u, v, w] is a geodesic segment.
An analogous to [LW1, Theorem 2.3], we have the following criterion for the graph
(X, E) to be hyperbolic.
Theorem 3.1. The graph (X, E) is hyperbolic if and only if there is a constant
L > 0 such that the length of any horizontal geodesic is bounded by L.
Proof. The proof of [LW1, Theorem 2.3] works here. We give another proof for the
necessary part only.
For any horizontal geodesic π[x, y] connecting x, y ∈ X , without loss of generality,
we assume that the length of π[x, y] is an even number, say 2k. Let z be the mid-
point of π[x, y]. Then
|x ∧ y| = |x| − k, |x ∧ z| = |z ∧ y| = |x| − k
2
.
By (2.2), we have
|x| − k ≥ |x| − k
2
− δ, i.e., k ≤ 2δ.
✷
Now we study the graph (X, E⋄). Observing that if p[u, v, w] (u 6= w) is a path in
E⋄ such that |u| = |w| = |v|−1, (v in the lower level of u and w) then (u, v), (v, w) ∈
E⋄, and hence Su(K) ∩ Sv(K) 6= ∅ and Sv(K) ∩ Sw(K) 6= ∅. Let v′ = v−2 (this v′
may not unique), then it is clear that Sv(K) ⊂ Sv′(K). Thus Su(K) ∩ Sv′(K) 6= ∅
and Sv′(K) ∩ Sw(K) 6= ∅, it follows that (u, v′), (v′, w) ∈ E⋄, i.e., p[u, v′, w] is also
a path. We see that p[u, v, w, v′, u] is a closed path with u, w in the same level and
v, v′ in the lower and upper level respectively. The closed path p[u, v, w, v′, u] looks
like a “diamond”.
Definition 3.2. A graph (G,G) is called a diamond graph (or simply diamond) if
(i) (x, y) 6∈ G for any x, y ∈ G with |x| = |y|;
(ii) For any path p[u, v, w] with |u| = |w| = |v| − 1, (u 6= v), there exists
v′, |v′| = |u| − 1 such that p[u, v′, w] is also a path.
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We have shown that
Corollary 3.3. The graph (X, E⋄) defined in Section 1 is a diamond graph.
For a diamond graph (G,G), if [u, v, w] is a geodesic segment, then |v| 6= |u| and
|v| 6= |w|. Hence there are three possible cases: (a) |u| = |v| + 1 = |w| + 2 (or
|w| = |v|+1 = |u|+2); (b) |u| = |w| = |v|+1; or (c) |u| = |w| = |v|−1. For the last
case, we use the move [u, v, w] → [u, v′, w], where v′ is as in the above definition.
By repeating this move, we see that for any x, y ∈ G there is a canonical geodesic
x = x0, x1, · · · , xn = y such that |xi| = |xi+1|+1 (i < k) and |xi| = |xi+1|−1 (i ≥ k)
for some k, and we say that xk is on the top level of the canonical geodesic. As a
direct consequence of this, we see that d(x, y) is an even number for all x, y ∈ G
with |x| = |y|.
For a diamond graph, if x, y ∈ G, then there is a canonical geodesic from x to y.
We assume that z is in the geodesic segment and is on the top level. Then it is clear
that |x ∧ y| = |z|.
Theorem 3.4. A diamond graph (G,G) is hyperbolic if and only if there exists
some constant δ′ > 0 such that for any z ∈ G and any two geodesic pathes
π[o, x1, · · · , xn, z] and π[o, y1, · · · , yn, z] from the root o to z, we have d(xi, yi) ≤
δ′, i = 1, 2, · · · , n.
Proof. Necessity: If otherwise, then for any integer k > 0, there exists z ∈ G and
two geodesic pathes from the root o to z: o→ x→ z and o→ y → z, |x| = |y| with
d(x, y) = 2k. Let x = x1, · · · , xk, x∗, xk+1, · · · , x2k = y be the canonical geodesic
joining x and y. Then |x ∧ y| = |x∗| = |x| − k and |x ∧ z| = |z ∧ y| = |x| = |y|. We
see that
|x ∧ y| = min{|x ∧ z|, |z ∧ y|} − k.
This contradicts the definition of a hyperbolic graph.
Sufficiency: We will prove that (2.2) holds for some constant δ > 0.
For this, we use canonical geodesics connecting them: x → w → y, x → u → z
and z → v → y, where w, u and v are on the top levels, then
|x ∧ y| = |w|, |x ∧ z| = |u|, |z ∧ y| = |v|.
Without loss generality, we assume that |u| ≤ |v|. Then (2.2) is reduced to
|w| ≥ |u| − δ. Let u′ be on the geodesic segment from u to z such that |u′| = |v|
(to see Fig 2). The length of the path from x to y: x → u → u′ → v → y is
(|x| − |u|) + (|u′| − |u|) + d(u′, v) + (|y| − |v|) = |x| + |y| − 2|u| + d(u′, v). On the
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Figure 2. The canonical geodesics
other hand, the canonical geodesic from x to y has length (|x| − |w|)+ (|y| − |w|) =
|x|+ |y| − 2|w|, and the geodesic has the minimal length. Hence
|x|+ |y| − 2|u|+ d(u′, v) ≥ |x|+ |y| − 2|w|,
and thus |w| ≥ |u| − 1
2
d(u′, v). Now we consider the two geodesics from the root o
to z: o → u′ → z and o → v → z, and note that |u′| = |v|. Using the hypothesis,
we have d(u′, v) ≤ δ′. It follows that |w| ≥ |u| − δ′
2
. This completes the proof. ✷
To end this section, we prove the following lemma which will be used in the next
section.
Lemma 3.5. Let d and d⋄ be the graph metrics on (X, E) and (X, E⋄) with respec-
tively. Then
d⋄(x, y) ≤ d(x, y) + 1, ∀x, y ∈ X.
Proof. For any x, y ∈ X , assume that x, x−1, · · · , x−n, u1, · · · , uℓ, y−m, · · · , y−1, y
is a canonical geodesic in E , where {x−n, u1, · · · , uℓ, y−m} is the horizontal part,
{x, x−1, · · · , x−n} and {y−m, · · · , y−1, y} are the vertical parts of the canonical ge-
odesic. We consider the two possible cases: (a) ℓ = 2k + 1 is an odd number; or
(b) ℓ = 2k is an even number. In the first case, we replace the horizontal part by
x−n, u−11 , u
−2
2 , · · · , u−kk , u−(k+1)k+1 , u−kk+2, · · · , u−12k+1, y−m (this is a path in E⋄). Then we
get a new path in E⋄ with length ≤ d(x, y). In the case ℓ = 2k, we replace the
horizontal part by x−n, u−11 , u
−2
2 , · · · , u−kk , u−(k+1)k , u−kk+1, · · · , u−12k , y−m. We see that
d⋄(x, y) ≤ d(x, y) + 1 in both cases. ✷
4. Hyperbolicity of the Graphs
In this section, we first recall the definition of the weak separation condition for
an IFS and its basic properties. The definition was first proposed by Lau and Ngai
[LN] to study the multifractal structure of an IFS with overlaps.
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Definition 4.1. We say that the IFS {Sj}Nj=1 satisfies the weak separation condition
(WSC) if there exists some constant γ > 0 and a compact subset D ⊂ Rd with non-
empty interior and ∪Nj=1Sj(D) ⊂ D, such that for any n ≥ 1 and x ∈ Rd
#{S ∈ An : x ∈ S(D)} ≤ γ,
where An = {Si : i ∈ Jn}.
Lemma 4.2. The IFS {Sj}Nj=1 satisfies the WSC if and only if for any b > 0, there
exists a constant γ(= γ(b)) such that for any n and D ⊂ Rd with diam(D) ≤ brn,
#{x ∈ X : |x| = n, Sx(K) ∩D 6= ∅} ≤ γ.
This is a consequence of [LW3, Proposition 2.1].
Theorem 4.3. Assume that the IFS satisfies the weak separation condition. Then
the induced graphs (X, E) and (X, E⋄) are local finite.
Proof. For any x ∈ X with |x| = n, let D = Sx(K). Then diamD ≤ rndiamK. By
the above Lemma, we have
#{y ∈ X : |y| = n− 1, n or n+ 1, Sy(K)∩D 6= ∅} ≤ γ(1
r
|K|) + γ(|K|) + γ(r|K|),
where |K| = diam(K). That graphs are local finite follows from this. ✷
In the rest of this section, we will prove Theorem 1.1. For this, we study the
graph (X, E⋄) first.
Theorem 4.4. Suppose the IFS satisfies the WSC, or the self-similar set K has
positive Lebesgue measure. Then the graph (X, E⋄) is hyperbolic.
Proof. By Corollary 3.3, the graph is diamond. We will make use of Theorem 3.4
to prove the assertion.
For any z ∈ X and any two geodesics from the root o to z: o = x0, x1, · · · , xn = z;
o = y0, y1, · · · , yn = z. We will prove d⋄(xk, yk) ≤ δ′, (k = 1, 2, · · · , n) for some
constant δ′ > 0 independent of z and the geodesics (where d⋄ is the graph distance
on (X, E⋄)). For any fixed k, let
D =
n⋃
i=k
(Sxi(K) ∪ Syi(K)) .
Note that Sxi−1(K) ∩ Sxi(K) 6= ∅ and Syi−1(K) ∩ Syi(K) 6= ∅. It follows that
diam(D) ≤
n∑
i=k
(diamSxi(K) + diamSyi(K))
≤
n∑
i=k
2ri|K| < 2|K|
1− rr
k.
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Let
{u1, · · · , uℓ} = {x−(i−k)i , y−(i−k)i : i = k, k + 1, · · · , n}.
Then for each ui, we have D ∩ Sui(K) 6= ∅, and there exists {z1, · · · , zℓ0} ⊂
{u1, · · · , uℓ} such that xk = z1, yk = zℓ0 and Szi(K)∩Szi+1(K) 6= ∅ (i = 1, · · · , ℓ0−1).
Furthermore, we assume that ℓ0 is minimal. We claim that ℓ0 is bounded by some
constant.
Indeed, if the IFS satisfies the WSC, then by Lemma 4.2, we have ℓ0 ≤ γ(=
γ(2|K|
1−r )).
Now let us consider the case L(K) > 0, where L(·) is the Lebesgue measure on
R
d. To prove the above ℓ0 is bounded by some constant, we let D
′ = ∪ℓ0i=1Szi(K).
Note that Szi(K) ∩D 6= ∅, diam(Szi(K)) ≤ rkdiam(K), (i = 1, 2, · · · , ℓ0). Hence
diam(D′) ≤ diam(D) + 2rkdiam(K) ≤
(
2|K|
1− r + 2|K|
)
rk := crk
By the hypothesis, ℓ0 is minimal. We know that each point in D
′ is covered by at
most two Szi(K). Comparing the Lebesgue measure, we have
r(k+1)dℓ0L(K) ≤
ℓ0∑
i=1
L(Szi(K)) ≤ 2L(D′) ≤ 2B(crk)d,
where B is the Lebesgue measure of the unite ball in Rd. It follows that ℓ0 ≤ 2BcdrdL(K) .
This completes the proof of the claim.
By the claim, there is a path xk = z1, z2, · · · , zℓ0 = yk in (X, E), and hence
d(xk, yk) < ℓ0 (recall that d is the graph metric on (X, E)). By Lemma 3.5, we
have d⋄(xk, yk) ≤ ℓ0 bounded by some constant. The assertion follows from this and
Theorem 3.4. ✷
In order to prove that the graph (X, E) is hyperbolic, we introduce the following
definition.
Definition 4.5. Metric space (X1, ρ1) is said to be quasi-isometric to (X2, ρ2) if
there exists a map (which is called a quasi-isometry) f : X1 → X2 and positive
constants L˜, C such that
(i) for any x, y ∈ X1,
L˜−1ρ1(x, y)− C < ρ2(f(x), f(y)) < L˜ρ1(x, y) + C; (4.1)
(ii) for every y ∈ X2 there exists x ∈ X1 such that ρ2(y, f(x)) < C.
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Now we can compare the graph metrics d and d⋄ on (X, E) and (X, E⋄).
Theorem 4.6. Suppose that the IFS satisfies the WSC or the self-similar set K has
positive Lebesgue measure, Then the identity map from the graph (X, E) to (X, E⋄)
is a quasi-isometry with the constant L˜ = 1.
Proof. By Lemma 3.5, we have d⋄(x, y) ≤ d(x, y) + 1.
For the inverse inequality, we assume that x = xn, · · · , x1, z, y1, · · · , ym = y is a
canonical geodesic in E⋄ with z being on the top level.
Let
D = (∪ni=1Sxi(K))
⋃
Sz(K)
⋃
(∪mi=1Syi(K)) .
Then
diamD ≤
(
n∑
i=1
ri + 1 +
m∑
i=1
ri
)
r|z||K| < 2|K|
1− rr
|z|.
Denote
{u1, · · · , uℓ} ⊂ {x−nn , · · · , x−11 , z, y−11 , · · · , y−mm }.
Then D ∩ Sui(K) 6= ∅ (i = 1, · · · , ℓ), and exist {z1, · · · , zℓ0} ⊂ {u1, · · · , uℓ} such
that z1 = x
−n
n , zℓ0 = y
−m
m , and (zi, zi+1) ∈ Eh, (i = 1, · · · , ℓ0 − 1). Furthermore,
we assume that ℓ0 is minimal. Then a similar argument as in the proof of Theorem
4.4 shows that the above ℓ0 is bounded by some constant C > 0. We see that
π[xn, x
−1
n , · · · , x−nn ] ∪ p[z1, · · · , zℓ0] ∪ π[y−mm , · · · , y−1m , ym] is a path from x = xn to
y = ym in (X, E). Hence
d(x, y) ≤ n +m+ C = d⋄(x, y) + C.
This completes the proof. ✷
Denote by |x∧ y| and |x∧ y|⋄ the Gromov product on (X, E) and (X, E⋄) respec-
tively. As a direct consequence of Theorem 4.4 and 4.6, we have
Theorem 4.7. The graph (X, E) is hyperbolic provided that the corresponding IFS
satisfies the WSC or the self-similar set K has positive Lebesgue measure.
Proof. Observing that
|x ∧ y| = 1
2
(|x|+ |y| − d(x, y)), and |x ∧ y|⋄ = 1
2
(|x|+ |y| − d⋄(x, y)).
It follows that ∣∣∣|x ∧ y| − |x ∧ y|⋄∣∣∣ = 1
2
∣∣∣d(x, y)− d⋄(x, y)∣∣∣ ≤ C
2
, (4.2)
where the constant C > 0 is as in (4.1).
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Note that (X, E⋄) is hyperbolic. Hence there exists a constant δ > 0 such that
|x ∧ y|⋄ ≥ min{|x ∧ z|⋄, |z ∧ y|⋄} − δ, ∀x, y, z ∈ X.
Thus
|x ∧ y| ≥ |x ∧ y|⋄ − C
2
≥ min{|x ∧ z|⋄, |z ∧ y|⋄} − δ − C
2
≥ min{|x ∧ z|, |z ∧ y|} − (δ + C).
This completes the proof. ✷
Remark 4.8. In Theorem 4.4 and 4.6, the IFS satisfies the WSC or the self-similar
set has positive Lebesgue measure, and this implies the following condition:
(C) For any a > 0, there exists a constant C > 0, such that for any integer n >
0, D ⊂ Rd, |D| ≤ arn and a subset {u1, · · · , uℓ} ⊂ Jn with Sui(K) ∩ D 6= ∅,
Sui(K)∩ Sui+1(K) 6= ∅. Then there exist a subset {z1, · · · , zℓ0} ⊂ {u1, · · · , uℓ} such
that z1 = u1, zℓ0 = uℓ, Szi(K) ∩ Szi+1(K) 6= ∅ and ℓ0 ≤ C.
From the proof of Theorem 4.4 and 4.6, we see that the above condition (C) implies
both (X, E) and (X, E⋄) are hyperbolic.
5. Hyperbolic Boundaries
Throughout this section, we assume that the IFS satisfies the WSC or the self-
similar set has positive Lebesgue measure, and hence the induced graphs (X, E) and
(X, E⋄) are hyperbolic. Denote by ∂X and ∂X⋄ the hyperbolic boundaries, ρa, ρ⋄a
the hyperbolic metrics with respectively.
It is know that if f is a quasi-isometry from hyperbolic graph (X1, d1) to (X2, d2),
then {xn}n is Cauchy sequence in X1 under the ultra-metric, if and only if {f(xn)}n
is. Moreover ∂X1 and ∂X2 are homeomorphism ( to see [CDP] ). In our case, we
have the following strengthen form.
Proposition 5.1. The hyperbolic boundaries ∂X = ∂X⋄, and the hyperbolic metrics
ρa and ρ
⋄
a are equivalent, i.e., there exists a constant C > 0 such that
C−1ρa(ξ, η) ≤ ρ⋄a(ξ, η) ≤ Cρa(ξ, η), ∀ξ, η ∈ ∂X. (5.1)
Proof. Recall that a sequence {xn}n ⊂ X with |xn| → ∞ is a Cauchy sequence
under the ultra-metric ρa if and only if limm,n→∞ |xm ∧ xn| = ∞, and the Cauchy
sequence {yn}n with |xn| = |yn| equivalent to {xn}n if and only if d(xn, yn) ≤ cδ for
all but finite many n.
By (4.2), a sequence {xn}n ⊂ X with |xn| → ∞ is a Cauchy sequence under the
ultra-metric ρa if and only if it is Cauchy in ρ
⋄
a; moreover, by Theorem 4.6, the
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Cauchy sequence {yn}n equivalent to {xn}n in ρa if and only if they are equivalent
in ρ⋄a. Recall an element in the hyperbolic boundary ∂X is an equivalence class of
Cauchy sequence in the ultra-metric ρa. Hence an element ξ ∈ ∂X if and only if
ξ ∈ ∂X⋄, i.e., ∂X = ∂X⋄.
Now we prove (5.1). For ξ = [{xn}n], η = [{yn}n] ∈ ∂X = ∂X⋄, (ξ 6= η), by (4.2),
we have ∣∣∣|xn ∧ yn| − |xn ∧ yn|⋄∣∣∣ ≤ C, ∀n.
It follows that ρa(xn, yn) ≤ eaCρ⋄a(xn, yn). Letting n→∞ and making use of (2.7),
we have ρa(ξ, η) ≤ Cρ⋄a(ξ, η). The same argument implies the inverse inequality. ✷
To understand the topology of (∂X, ρa) and (∂X
⋄, ρ⋄a), by the above Proposition,
we need only to consider one of them. In the following, we consider (∂X, ρa). The
arguments in [LW1] are adopted here.
Lemma 5.2. π[u0, u1, · · · ] is a geodesic ray in the graph (X, E) if and only if there
exist i = i1i2 · · · ∈ Σ∞ such that un = [i|n] for all n ≥ 0, where i|n ∈ Jn is the initial
part of i.
Proof. Clearly, for any i ∈ Σ∞, π[i|0, i|1, · · · ] is a geodesic ray in (X, E) (where
π[i|0, i|1, · · · ] is abuse the notation for π[[i|0], [i|1], · · · ]).
Conversely, assume that π[u0, u1, · · · ] is a geodesic ray in the graph (X, E). Then
for each i ≥ 0, (ui, ui+1) ∈ E0. We use induction to construct i ∈ Σ∞ as follow:
Choose any i1 = i1i2 · · · ik ∈ u1. If we have selected im = i1, i2 · · · in ∈ uℓ,
note that (uℓ, uℓ+1) ∈ Ev, by the definition of Ev, we know that there are some
in+1, · · · , in+k′ ∈ Σ such that i1 · · · inin+1 · · · in+k′ ∈ uℓ+1. Eventually we obtain the
index i = i1, i2 · · · ∈ Σ∞ such that i|n ∈ un. ✷
Lemma 5.3. Let ξ = π[u0, u1, · · · ] be a geodesic ray in (X, E). Then the limit
limn→∞ Sun(x) exists and is independent of x ∈ Rd. Moreover, if a geodesic ray
η = π[v0, v1, · · · ] is equivalent to ξ, then limn→∞ Svn(x) = limn→∞ Sun(x).
Proof. By Lemma 5.2, there exists i ∈ Σ∞ such that un = [i|n], (n = 0, 1, · · · ). It is
well known that the limit limn→∞ Si|n(x) = limn→∞ Sun(x) exists and is independent
of x ∈ Rd, and the first part of the lemma follows.
For the second part, note that ξ and η are equivalent, and hence there exists some
constant c > 0 such that d(un, vn) ≤ c for all n ≥ 0. For each fixed n, there is a
geodesic segment π[w1, · · · , wℓ] (w1 = un, wℓ = vn and ℓ ≤ c) connecting un and vn.
Note that Swi(K)∩Swi+1(K) 6= ∅, taking any x ∈ K, we have the following estimate
|Sun(x)− Svn(x)| ≤
ℓ∑
i=1
diamSwi(K) ≤ ℓ|K|rn−ℓ ≤ c|K|rn−c.
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This implies that limn→∞ Svn(x) = limn→∞ Sun(x). ✷
Let ξ = π[u0, u1, · · · ] be a geodesic ray in (X, E). We define
Φ(ξ) = lim
n→∞
Sun(x0),
where x0 ∈ Rd. By using the above lemma, if a geodesic ray η is equivalent to ξ,
then Φ(ξ) = Φ(η). Hence Φ induces a map (we still use Φ to denote this map) from
the hyperbolic boundary ∂X to the self-similar set K.
Theorem 5.4. The map Φ : ∂X −→ K is a bijection and there exists a constant
C > 0 such that
|Φ(ξ)− Φ(η)| ≤ Cρa(ξ, η)α, ∀ξ, η ∈ ∂X, (5.2)
where α = − log r/a. In particular ∂X is homeomorphic to the self-similar set K.
Proof. Let x0 ∈ Rd. For any x ∈ K, there exists an index u = i1i2 · · · ∈ Σ∞
such that limn→∞ Si1i2···in(x0) = x. In particular, limn→∞ Su|n(x0) = x (recall that
u|n = i1 · · · ik, where the integer k is such that r1r2 · · · rk ≤ rn < r1r2 · · · rk−1). This
means that the image of the geodesic ray π[u|0,u|1,u|2, · · · ] under the map Φ is
x ∈ K. Hence the map is surjective.
To show that Φ is injective, assume that ξ, η ∈ ∂X . Then there are geodesic rays
π[x0, x1, · · · ] and π[y0, y1, · · · ] converge to ξ and η respectively; moreover we assume
that they attain the infimum in (2.6).
By Lemma 5.2, there exist indexes u = i1i2 · · · , v = j1j2 · · · ∈ Σ∞ such that
xn = u|n and yn = v|n, n = 0, 1, · · · (recall that we abuse the notation xn = u|n
means that xn = [u|n]). If Φ(ξ) = Φ(η) = x ∈ K, then
x ∈ Sxn(K)
⋂
Syn(K), n = 0, 1, 2, · · · .
Hence (xn, yn) ∈ E . It follows that d(xn, yn) ≤ 1, we see that the geodesic rays
π[x0, x1, · · · ] and π[y0, y1, · · · ] are equivalent, i.e., ξ = η. Hence the map Φ is injec-
tive.
Now we prove (5.2). If the above ξ 6= η, then for any fixed n, there is a canonical
geodesic π[z0,n, z1,n, · · · , zkn,n] (z0,n = xn, zkn,n = yn) joining xn and yn. Note that
xn+1, z0,n · · · , zkn,n, yn+1 is a path (may not geodesic) from xn+1 to yn+1. Hence
d(xn+1, yn+1) ≤ d(xn, yn) + 2. It follows that
|xn+1 ∧ yn+1| = 1
2
(|xn+1|+ |yn+1| − d(xn+1, yn+1))
≥ 1
2
(|xn|+ |yn| − d(xn, yn)) = |xn ∧ yn|.
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i.e., {|xn ∧ yn|}∞n=1 is an increasing sequence. On the other hand, ξ 6= η implies that
|ξ ∧ η| = lim
n→∞
|xn ∧ yn| = k <∞.
Note that 2k is an integer. Hence there exists m such that
|xn ∧ yn| = k, if n ≥ m; |xn ∧ yn| < k, if n < m.
To estimate |Φ(ξ) − Φ(η)|, we note that Φ(ξ) ∈ Sxm(K) and Φ(η) ∈ Sym(K),
hence there exist x, y ∈ K such that Sxm(x) = Φ(ξ) and Sym(y) = Φ(η). Recall
that π[z0,m, · · · , zkm,m] is a canonical geodesic jointing xm and ym. Assume that
zi,m, · · · , zi′,m, (0 ≤ i ≤ i′ ≤ km) is the horizontal part of the canonical geodesic,
denote by k′, ℓ(= i′ − i) the level and length of this segment. Then by (3.1), we
have
|xm ∧ ym| = k = k′ + ℓ
2
.
For the vertical parts, we have
Φ(ξ) = Sxm(x) ∈ Sxm(K) ⊂ Szi,m(K), Φ(η) = Sym(x) ∈ Sym(K) ⊂ Szi′,m(K).
It follows that
|Φ(ξ)− Φ(η)| ≤ diam
( i′⋃
j=i
Szj,m(K)
)
≤
i′∑
j=i
diam
(
Szj,m(K)
)
≤ (ℓ+ 1)|K|rk′
By Theorem 3.1, ℓ is bounded by the constant L > 0. Hence
|Φ(ξ)− Φ(η)| ≤ (L+ 1)|K|rk− ℓ2 ≤ (L+ 1)r−L2 |K|ρa,2(ξ, η)α,
where α = − log r/a, and (5.2) follows.
By (5.2), we know that the map Φ is continuous, and hence is a homeomorphism,
since ∂X and K are compact. We complete the proof. ✷
In order to get the inverse inequality of (5.2), we need the following condition on
IFS as [LW1]:
(H) There exists a constant C ′ > 0 such that for any integer n > 0 and u,v ∈ Jn,
either
Su(K) ∩ Sv(K) 6= ∅ or |Su(x)− Sv(y)| ≥ C ′rn, ∀x, y ∈ K.
Proposition 5.5. Suppose the IFS {Sj}Nj=1 in Theorem 5.4 satisfies in addition
condition (H). Then there exists a constant C > 0 such that for any ξ, η ∈ ∂X,
C−1|Φ(ξ)− Φ(η)| ≤ ρa(ξ, η)α ≤ C|Φ(ξ)− Φ(η)|, (5.3)
where α = − log r/a.
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Proof. For ξ = η the inequality is trivial, in the following we assume that ξ 6= η and
use the notation in the proof of Theorem 5.4. It is clear that Sxk′+1(K)∩Syk′+1(K) =
∅, where k′ is the level of the horizontal part of the canonical geodesic connecting ξ
and η as in proof of the above Theorem.
By condition (H), we have
|Φ(ξ)− Φ(η)| ≥ C ′rk′+1 = C ′r1− ℓ2 rk ≥ Cρa(ξ, η)α
for some constant C > 0. This is the second inequality of (5.3). The first inequality
is proved in Theorem 5.4. ✷
The above theorem can be used to study the Lipschitz equivalence relation for
self-similar sets which can be found in [LL].
The following example shows that the second inequality of (5.3) does not hold if
the condition (H) fails.
Example 2: Let p0 = (0, 0), p1 = (1, 0) and p2 = (
1
2
,
√
3
2
) be the vertices of
equilateral triangle ∆ in R2, and let Si(x) =
1
3
(x + qi), qi ∈ R2, i = 0, 1, · · · , 4 be
the five maps, each maping the triangle ∆ to a small triangle (to see Fig 3). This
IFS satisfies the OSC with the interior of ∆ as an open set. Denote by K the self-
similar set of the IFS {Si}4i=0. Then {p0, p1, p2} ⊂ K ⊂ ∆. Let x0 be the horizontal
coordinate of left-bottom of triangle S3(∆) (the first coordinate of S3(p0)), we choose
x0 such that
1
2
− x0 =
∞∑
k=1
3−nk , nk = 1 +
k(k + 1)
2
, k = 1, 2, · · · .
In this example r = 1
3
, X = Σ∗ = ∪∞n=0{0, 1, 2, 3, 4}n.
We define a sequence {ai}∞i=1 in the symbolic space Σ = {0, 1, · · · , 4} as: ai = 1 if
i = nk for some k; otherwise ai = 0. By using this sequence, we prove that condition
(H) does not hold.
S0 S1 S2
S3
S4
∆1
∆2
∆3
x0
p0 p1
p2
b
b
b
Figure 3. The maps in Example 2.
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We iterate the IFS nk times and get a set of small triangles {Su(∆) : |u| = nk}.
Consider the following three of such trangles: ∆1 is the one on the top of S1(∆), ∆2
the unique one in S3(∆) which intersects ∆1, and ∆3 the one on the left of ∆2. The
corresponding codes are uk = 14
nk−1, vk = 3a2a3 · · · ank and wk = 3a2a3 · · ·ank−10
with respectively. Let xk be the coordinate of right-bottom of triangle ∆3, i.e.,
xk = Swk(p1), and let y = Suk(p2). Then
|y − xk| = min{|x− x′| : x ∈ ∆1, x′ ∈ ∆3} =
∞∑
i=k+1
3−ni = ck · 3−nk+1,
where 1 < ck <
3
2
. We see that the condition (H) does not hold.
Consider the geodesic rays ξk = {wk2∞|n}n and η = {14∞|n}. Then Φ(ξk) = xk
and Φ(η) = y. On the other hand,
|ξk ∧ η| = |wk|+ 1 = nk + 1,
and ρa(ξk, η)
α = 3−nk−1. We see that the second inequality in (5.3) does not hold.
✷
Another example which does not satisfy the condition (H) can be found in [LW1].
To end this paper, we ask the following question:
Question 1: Does that graph (X, E) or (X, E⋄) is local finite imply that the IFS
satisfies the WSC?
Question 2: Are the conditions that the IFS satisfies the WSC or the self-similar
set has positive Lebesgue measure necessary for the graphs to be hyperbolic?
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