A reference point equalization method is presented for the determination of source and propagation effects of surface waves.
Method
The method requires seismic events in a small area with a lateral dimension, D, much smaller than the epicentral distance and comparable to or less than the shortest analyzed wavelength. This requirement allows us to assume safely that all events in the source region share the same wave path to a given receiver except for small differences in the path length in the source region.
These differences will be corrected for by introducing a reference point as shown schematically in Figure 1 . The reference point is defined as the point with coordinates equal to the mean of coordinates of all the events. Then the distance X i from the reference point to the ith receiver can 
and its calculated counterpart. The residuals are simply a weighted sum of squared differences with the weights chosen to minimize the contribution from stations near the nodal directions.
A systematic search through an eight-dimensional parameter space (two depths, two slips, two dips and two strikes) is carried out to find source parameters that minimize the residuals. After full development we move to a new reference point in a nearby source region, and thus the supply of new events is endless.
The movement takes place by a small jump from the initial reference point along the worldwide seismic belts.
The next reference point is located in a source region with some overlap of the previous region.
In this manner, reference point 2 and onward will always have the necessary reference events with which to start the iteration. Recovery of source parameters 
The depth which minimizes this residual will be chosen as the source depth. The moment tensor is calculated directly from the linear inversion carried out at this chosen depth.
There are errors that do not enter linearly on the complex spectrum, as assumed in (7). For example, when the noise is primarily signalgenerated, as in the case of focusing and multipath interference, errors will enter additively on the log amplitude and phase spectrum [Pilant Earthquake epicentral data the noise sources discussed above, we were forced to restrict our data analysis to periods longer than 25 s.
Initialization
As described above, the method of Weidner and Aki [1973] requires two earthquakes having different P wave solutions. By virtue of their proximity the spectral ratios between these earthquakes will cancel the propagation effects to a given station and retain the effects of source differences. Events 1 and 3 in Table  1 were chosen for this analysis. The observed amplitudes at a given frequency were corrected for the radiation pattern computed from the source parameters obtained above and for geometric spreading.
The .resultant amplitudes were plotted on a log scale as a function of distance from the source. The slope of this plot is proportional to the attenuation coefficient of the seismic waves, while the intercept gives an estimate of the moment.
The source parameters for events 1 and 3 are suu•narized in Table 3 .
Iteration
Once initialized, the method follows the iterative cycle described above. We estimate At short periods the estimates are calculated using (13). Table 1 
All nine events in

Residuals as a function of focal depth
We have computed the residuals of the robust linear inversion method over a wide range of depths in Figure 9 Comparison with the observed amplitudes rejects the solutions for 90 and 100 km, but perhaps not 80 km. Table 5 Clearly, the observed pattern of P wave first motions is incompatible with the pattern of the deep focus solution.
Results for all events' Depths and seismic moment tensors
The residuals as a function of trial depth for four of the eight remaining events are shown in Figure 14 . All of the residual curves gave a minimum in the upper 15 km, which was interpreted as the effect of focal depth with the exception of event 6.
The residual curve of event 6 has an absolute minimum at depths greater than 100 km. The local minimum at shallow focus for this event is caused by similar effects that gave a local minimum at great depths for event 9.
In regard to the shape of the residual curves in the vicinity of the minimum, we note the following generalization' shallow events with broad minima, such as 1, 2, and 9, have strike slip mechanisms, whereas dip slip events such as 3 and 7 have sharp minima. Weidner inversion we calculated the amplitude and phase radiation patterns for a few depths in the vicinity of the minimum residual and plotted them with the observed patterns.
The plots are shown in Figures 15-19 for events 2, 4, 6, 7, and 8.
We found that the solution at the minimum did not always give the best fit to the lnAS and •s data. This was best seen on the plots of lnA for events 1, 2, 5, 6, and 9. Events 1 and 5 gave slightly better fits at trial depths 2.5 km from their minima. This small difference is probably an indication of the uncertainty in the estimate of focal depth due to •andom errors in the observations. The possibility of a bias in the estimate of the focal depth of event 9 due to epicentral location error is examined by Patton [1978] . Considerations of events 2 and 6 are given at further length below.
The following are remarks about specific events.
Events 2 and 4. Both events were too small to obtain P wave fault plane solutions. As seen in Figures 15 and 16, and Table 6, There are several general comments to make about the results in Table 6 . Comparison of the revised source parameters of events 1 and 3 with the parameters obtained from the earthquake pair method in Table 3 Stations in India showed high attenuation at short and long periods.
The lowest apparent attenuation may be seen at short periods for paths through the Alpine forelands and fold belt systems extending from central Europe through the Adriatic and including the Alpide fold
