The work presented in this paper describes tests conducted to assess the effect that missing data has upon VLBI correlations. Results obtained show that the correlation is resilient under data losses approaching 20% and that the resulting correlation amplitude decreases as 1.2 times the packet loss rate. The results also indicate that while the Station Units are able to cope with at least 2 consecutive missing headers, they need to see at least 2 correct headers otherwise synchronisation is lost.
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Introduction
The design of the data transport application VLBI_UDP [1] , allows for portions of data to be lost before transmission. This can allow data packets to be dropped selectively in order to investigate the behaviour of the VLBI correlator. The correlator was originally designed to be fed with data from magnetic tapes and so is resilient to a certain amount of data loss [2] . The aim of the work presented here is to determine what effect varying rates of packet-loss has on the correlator output, and also to see if there is a limit at which the output is un-usable. These results may then be programmed back into VLBI_UDP such that it can selectively drop packets if congestion is detected, whilst having a minimal effect on the resulting correlated data.
Packet-dropping theory
This section outlines the data format used by the Mark5A data recorders, and explains the decisions behind choosing the tests that were run.
2.1
Mark5A data format
The data fed into the Mark5A data recorder comes from the Mark4 tape formatter. This has a variety of modes [3] which affect exactly how the data stream appears when written to a standard PC file. The data used in these tests were recorded at a rate of 256Mbit/s, 32 tracks with 1-bit sampling. Upon examining the recorded file, it became apparent that the VLBI data tracks were bit-interleaved as in Figure 1 , such that 2 subsequent bits from any track would be separated by 32 bits in the PC file. Each track is framed in 2500 byte segments, and so 32 tracks give a 'combined frame' size of 80 000 bytes. 
Keeping Station Units in synchronisation
The Station Units (SUs) sit between the Mark5As and the correlator. They are a relic from the days of tape and, among other things, serve to servo the incoming data stream to keep all the streams aligned in time and check that the data has valid headers. Since the goal of the Mark5A was to emulate a tape drive, the SUs are still required. To ensure all the data streams are synchronised in time, they read the headers from each frame, perform various checks to ensure that the headers are valid, and then read the time stamp to ensure synchronisation. Since the data frames are a constant 2500 bytes long, the SUs know exactly where in the stream the next header should be located. If the SU does not find a valid header where it expects to see one, then it is able to flywheel over that frame and check where the subsequent header should be. It is unknown how the SUs behave when there are multiple headers missing, giving rise to an investigation where only the VLBI headers are dropped. The data file used for all tests was approximately 15 minutes long, and different strategies were attempted every 2 minutes. The first 2 minutes were left intact to ensure the system was fully synchronised, then starting at 2 minutes, headers were dropped for 30 seconds followed by 90 seconds of intact data to allow for any resynchronisation if needed. The strategies chosen can be seen in Figure 2 .
Figure 2: Strategies for dropping headers

General packet-loss
These tests are to examine the effect that loss of any part of the data stream has on the resulting correlation. As has been discussed, the SUs are able to cope with 1 missing header, but any more than 1 consecutive missing header and synchronisation may be lost resulting in a temporary loss of correlation.
If, therefore, it is assumed that the SUs will stay in synchronisation when every other header is present, then the following can be used to determine a theoretical maximum packetloss rate, below which synchronisation will be maintained. The 32 recorded data frames, when interleaved together, create a large 80 000 byte 'frame'. This can then be broken down into 79 360 bytes of VLBI data sandwiched between a 384 byte header and 256 byte footer. VLBI_UDP allows for 1444 bytes of user data in each UDP packet, hence one 80 000 byte frame will need 55.4 UDP packets. Working on the case where losses are statically distributed, if no more than 1 in every 57 packets (1.75%) is lost, then 2 consecutive headers will never be lost. With this in mind, loss rates of 0.5%, 1%, 1.5%, 1.75%, 2% and 2.25% were chosen for the initial series of tests. Based upon the results of these tests in September 2006, follow up tests were performed in December 2006 at rates of 1%, 2%, 5%, 7.5%, 10%, 15% and 20%.
Experimental details
The correlation tests used data provided by JIVE, taken during an NME experiment from 3 antennae: Jodrell Bank, UK; Westerbork, NL; Effelsberg, DE. Only the Jodrell Bank data were modified, giving a total of 2 modified baselines and 1 unmodified.
The Jodrell Bank data were taken from a Mark5A disk pack and written to a standard PC file using the Mark5A software suite. The resulting file was ~28GB and transferred to a PC (Huygens) at JIVE which had a RAID array large enough to accommodate all the subsequent data sets. VLBI_UDP was run in a stand-alone mode, where it simply reads 1444 byte size chunks from one file, filters them through a packet dropping function, and then writes the resulting data out to another file.
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For each of the loss rates listed previously in the September tests, two output files were created; the first where single packets were dropped at a constant rate; the second where packets were dropped in bunches. For the December tests, 4 files were created for each loss rate. Two files created as before, with a further 2 created by replacing the missing data with a fill pattern 0x11223344 instead of random data. The fill pattern is processed by the Mark5A's I/O board, and when the pattern is observed, the interface board signifies to the SUs that the data is invalid. The output files were placed back onto Mark5A disk packs, ready for correlation.
Results
September 2006
Unfortunately due to a miscalculation on the position of the headers within the file, the header dropping test was not a success. The varying loss rates however, produced good results. Figure 3 shows a typical plot produced from one of the runs. It can clearly be seen at 32 minutes (the file starts at 30 minutes) the amplitude differences shoot up as the packets are being dropped. It became apparent that even at rates of 2.25% the SUs had no problem with the packet losses, thus giving rise to the higher loss rates used in the December 2006 tests.
By averaging over all the amplitude differences for each run, it is possible to create a linear plot of packet loss rate against amplitude decrease; Figure 4 is an example of such a plot. 
December 2006
Most of these runs produced good results, but produced spurious amplitudes, thus badly skewing the average plot. Upon closer investigation, it was apparent that the correlation weighting values for the spurious points were close to zero whereas they should be close to 1 for good data. Recalculating the averages using a weighted average based on the correlation weight suppressed the spurious points and brought the average plot back in to line. The set that had this problem was at 20% loss rate, and this would have been caused by the SUs being unable to cope with the amount of lost data and so feeding invalid data to the correlator. It would therefore appear that loss rates of 15% and below can be handled adequately by the SUs and correlator. From figure 4 , it is clear that by replacing missing data with the Fill Pattern instead of random data, the correlator is better able to compensate, the slopes decreasing from 1.5 without the Fill Pattern to 1.2 with. Losing packets singly or in small bunches appears to have a negligible affect on the amplitude. Finally, figure 5 shows how the SUs coped with missing headers. It seems from these results that the SUs can cope with more than 1 consecutive missing header (test 3) but must then find 2 or more correct headers since test 3 failed. 
Conclusion
The work presented above shows that the Station Units and correlator are able to cope with packet loss rates of up to 20% without causing a serious effect on the correlated result. If the packet dropping shown here is implemented during a real VLBI transfer, then it should be 
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