A note on joint functional convergence of partial sum and maxima for
  linear processes by Krizmanic, Danijel
ar
X
iv
:1
80
3.
02
14
1v
1 
 [m
ath
.PR
]  
6 M
ar 
20
18
A NOTE ON JOINT FUNCTIONAL CONVERGENCE OF
PARTIAL SUM AND MAXIMA FOR LINEAR PROCESSES
DANIJEL KRIZMANIC´
Abstract. Recently, for the joint partial sum and partial maxima processes
constructed from linear processes with independent identically distributed in-
novations that are regularly varying with tail index α ∈ (0, 2), a functional
limit theorem with the Skorohod weak M2 topology has been obtained. In
this paper we show that, if all the coefficients of the linear processes are of the
same sign, the functional convergence holds in the stronger topology, i.e. in
the Skorohod weak M1 topology on the space of R2–valued ca`dla`g functions
on [0, 1].
1. Introduction
Let (Zi)i∈Z be a sequence of i.i.d. random variables. A linear process with
innovations (Zi) is a stochastic process of the form
Xi =
∞∑
j=−∞
ϕjZi−j , i ∈ Z,
where the constants ϕj are such that the above series is a.s. convergent. One
sufficient condition for that, in the case when Zi is regularly varying with index of
regular variation α > 0, is
∞∑
j=−∞
|ϕj |
δ <∞ for some 0 < δ < α, δ ≤ 1, (1.1)
see Theorem 2.1 in Cline [4] or Resnick [8], Section 4.5.
The literature is very rich with applications of linear processes in statistical
analysis and time series modeling. We refer to Brockwell and Davis [3] for an
introduction to the topic.
In this paper we deal with linear processes with heavy-tailed innovations, i.e.
we assume Zi is regularly varying with index of regular variation α ∈ (0, 2). In
particular, this means that
P(|Zi| > x) = x
−αL(x), x > 0,
where L is a slowly varying function at∞. Regular variation of Zi can be expressed
in terms of vague convergence of measures on E = R \ {0}:
nP(a−1n Zi ∈ · )
v
−→ µ( · ) as n→∞, (1.2)
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where (an) is a sequence of positive real numbers such that
nP(|Z1| > an)→ 1, (1.3)
as n→∞, and the measure µ on E is given by
µ(dx) =
(
p 1(0,∞)(x) + r 1(−∞,0)(x)
)
α|x|−α−1 dx, (1.4)
where
p = lim
x→∞
P(Zi > x)
P(|Zi| > x)
and r = lim
x→∞
P(Zi < −x)
P(|Zi| > x)
. (1.5)
When α ∈ (1, 2) it holds that E(Z1) <∞.
Suppose the coefficients ϕj are all of the same sign, and that Z1 is symmetric
when α = 1. Assume also p > 0 if the coefficients ϕj are non-negative, and r > 0
if these coefficients are non-positive. Put β =
∑∞
i=−∞ ϕi and γ = max{|ϕi| : i ∈
Z} > 0. Condition (1.1) implies β is finite. By Theorem 4.1 in Krizmanic´ [6] we
have, as n→∞,
Ln( · ) := (Vn( · ),Wn( · ))
d
−→ (βV ( · ), γW ( · )) (1.6)
in D([0, 1],R2) endowed with the weak M2 topology, where
Vn(t) =
1
an
(
⌊nt⌋∑
i=1
Xi − ⌊nt⌋bn
)
, Wn(t) =
1
an
⌊nt⌋∨
i=1
Xi, t ∈ [0, 1], (1.7)
with (an) as in (1.3) and
bn =
{
0, α ∈ (0, 1]
βE(Z1), α ∈ (1, 2)
,
V ( · ) is an α–stable Le´vy process and W ( · ) is an extremal process. The purpose
of this paper is to strength the convergence in (1.6) to convergence with respect
to the stronger M1 topology. We will use the famous compactness approach, i.e.
the ”finite-dimensional convergence plus tightness” procedure, developed in detail
in Billingsley [2].
The paper is organized as follows. In Section 2 we recall Skorohod’s M1and M2
topologies. Section 3 is devoted to a short description of weak convergence theory
for the space D([0, 1],R2), and in Section 4 we state and prove the our main result.
2. Skorohod topologies
We start with a definition of the Skorohod M1 topology in the univariate case,
i.e. on the spaceD([0, 1],R) of ca`dla`g functions from [0, 1] to R. For x ∈ D([0, 1],R)
the completed graph of x is the set
Γx = {(t, z) ∈ [0, 1]× R : z ∈ [x(t−), x(t)]},
where x(t−) is the left limit of x at t. We define an order on the graph Γx by saying
that (t1, z1) ≤ (t2, z2) if either (i) t1 < t2 or (ii) t1 = t2 and |x(t1−)−z1| ≤ |x(t2−)−
z2|. A parametric representation of the graph Γx is a continuous nondecreasing
function (r, u) mapping [0, 1] onto Γx, with r being the time component and u being
the spatial component. Let Π(x) denote the set of all parametric representations
of the graph Γx. For x1, x2 ∈ D([0, 1],R) define
dM1(x1, x2) = inf{‖r1 − r2‖[0,1] ∨ ‖u1 − u2‖[0,1] : (ri, ui) ∈ Π(xi), i = 1, 2},
A NOTE ON JOINT CONVERGENCE OF PARTIAL SUM AND MAXIMA FOR LINEAR PROCESSES3
where ‖x‖[0,1] = sup{‖x(t)‖ : t ∈ [0, 1]}. This definition introduces dM1 as a metric
on D([0, 1],R), and the induced topology is called Skorohod M1 topology. It is
weaker than the more frequently used Skorohod J1 topology.
If we replace Γx above with
Gx = {(t, z) ∈ [0, 1]× R
2 : z ∈ [[x(t−), x(t)]]},
where [[a, b]] is the product segment, i.e. [[a, b]] = [a1, b1] × [a2, b2] for a =
(a1, a2), b = (b1, b2) ∈ R
2, and as parametric representations of the graph Gx
we take continuous nondecreasing functions (r, u) mapping [0, 1] into Gx such that
r(0) = 0, r(1) = 1 and u(1) = x(1), then we obtain the so-called weak M1 topology
on D([0, 1],R2). This topology is weaker than the standardM1 topology, but it co-
incides with the product topology, which is the appropriate topology onD([0, 1],R2)
for our considerations. The product topology is induced by the metric
dp(x1, x2) = max{dM1(x1j , x2j) : j = 1, 2} (2.1)
for xi = (xi1, xi2) ∈ D([0, 1],R
2) and i = 1, 2. For detailed discussion of the M1
topologies we refer to Whitt [13], sections 12.3–12.5.
Recall here also the Skorohod weak M2 topology on D([0, 1],R
2). It is induced
by the metric
dp,M2(x1, x2) = max
j=1,2
dM2(x1j , x2j) (2.2)
for xi = (xi1, xi2) ∈ D([0, 1],R
2), i = 1, 2, where
dM2(y1, y2) =
(
sup
a∈Γy1
inf
b∈Γy2
d(a, b)
)
∨
(
sup
a∈Γy2
inf
b∈Γy1
d(a, b)
)
, y1, y2 ∈ D([0, 1],R),
is the Hausdorff metric on the spaces of graphs, and d is the metric on R2 defined
by d(a, b) = |a1 − b1| ∨ |a2 − b2| for a = (a1, a2), b = (b1, b2) ∈ R
2 (see Whitt [13],
sections 12.10–12.11).
3. Weak convergence in D([0, 1],Rd) for d = 1 and d = 2
It is well known that the space D([0, 1],R) equipped with the Skorohod J1 topol-
ogy is a Polish space (i.e. metrizable as a complete separable metric space), see
for example Billingsley [2], Chapter 3. The same holds for the M1 topology, since
it is topologically complete (see Whitt [13], Section 12.8) and separability remains
preserved in the weaker topology.
The standard procedure of proving weak convergence of stochastic processes is
to prove convergence of finite-dimensional distributions and relative compactness.
For Polish spaces, by Prohorov theorem (see Prohorov [7]) tightness is necessary
and sufficient for relative compactness.
Since our stochastic processes have discontinuities, we will require convergence
of the finite-dimensional distributions only for time points that are a.s. continuity
points of the limit. For x ∈ D([0, 1],Rd) let Disc(x) be the set of discontinuity
points of x. For a stochastic process Y let
TY = {t ∈ (0, 1] : P(t ∈ Disc(Y )) = 0} ∪ {1}.
Now we state the criteria for convergence in distribution in D([0, 1],R) equipped
with Skorohod M1 topology based on Theorem 11.6.6 in Whitt [13] (see also theo-
rems 3.2.1 and 3.2.2 in Skorohod [11]). Let (Yn) be a sequence of random elements
of D([0, 1],R).
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Theorem 3.1. There is convergence in distribution Yn
d
−→ Y in D([0, 1],R) with
the M1 topology if and only if
(1) (Yn(t1), . . . , Yn(tk) → (Y (t1), . . . , Y (tk)) in R
k, for all positive integers k
and t1, . . . , tk ∈ TY such that 0 ≤ t1 < t2 < . . . < tk ≤ 1,
(2) the sequence (Xn) is tight (with respect to the M1 topology).
Necessity in the above theorem follows from the fact that the space is Polish.
Now we turn our attention to the space D([0, 1],R2) endowed with the weak M1
topology. Since this topology coincides with the product topology induced by the
metric dp in (2.1), repeating the arguments from Ferger and Vogel in [5] where
they developed a convergence theory for the Skorohod product space with the J1
topology, the following result follows.
Theorem 3.2. Let (Yn, Qn) be a sequence of random elements in D([0, 1],R
2). If
(1) the sequences (Yn) and (Qn) are tight with respect to the M1 topology,
(2) there is a random element (Y,Q) in D([0, 1],R2) such that, as n→∞,
(Yn(t1), . . . , Yn(tk), Qn(t1), . . . , Qn(tk))→ (Y (t1), . . . , Y (tk), Q(t1), . . . , Q(tk))
(3.1)
for all k ∈ N and t1, . . . , tk ∈ TY ∩ TQ,
then (Yn, Qn)
d
−→ (Y,Q) with respect to the weak M1 topology.
In [5] this result was proven for the J1 topology using five lemmas. Three of
these lemmas hold trivially in our case, but two of them (Lemma 5.4 and Lemma
5.7) have to be checked with respect to the M1 topology, and this is accomplished
in the following two lemmas. Let T = {t1, . . . , tk} and S = {s1, . . . , sl} where
0 ≤ t1 < t2 < . . . < tk ≤ 1 and 0 ≤ s1 < s2 < . . . < sl ≤ 1. Define the projections
piT from D([0, 1],R) to R
k and piT,S from D([0, 1],R
2) to Rk+l by
piT (x) = (x(t1), . . . , x(tk)), piT,S(x, y) = (x(t1), . . . , x(tk), y(s1), . . . , y(sl)).
Lemma 3.3. If T ⊆ TY ∩ TQ, T finite, then piT,T is a.s. continuous with respect
to the distribution of (Y,Q).
Proof. Since M1 convergence implies local uniform convergence at all continuity
points (see Lemma 12.5.1 in Whitt [13]), it follows that piT,T is continuous at
z = (x, y) ∈ D([0, 1],R2) if T ⊆ [Disc(z)]c. Hence z ∈ Disc(piT,T ) implies the
existence of t ∈ T such that t ∈ Disc(z). Since T ⊆ TY ∩ TQ we have
P[(Y,Q) ∈ Disc(piT,T )] ≤
∑
t∈T
P[t ∈ Disc((Y,Q))] = 0.

For any T0 ⊆ [0, 1] let
F(T0) = {pi
−1
T (A) : A ∈ B(R
|T |), T ⊆ T0, |T | <∞},
where B(Rk) is the class of Borel sets in Rk and |T | is the cardinal number of T .
Lemma 3.4. If T0 is dense in [0, 1] and contains 1, then F(T0) generates DM1 ,
the σ–field of Borel sets for the M1 topology.
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Proof. Since the M1 topology is weaker than Skorohod J1 topology (see Theorem
12.3.2 in Whitt [13]), it holds that DM1 ⊆ DJ1 . By Theorem 14.5 in Billingsley [2]
F(T0) generates DJ1 . Using the fact that M1 convergence implies local uniform
convergence at all continuity points (see Lemma 12.5.1 in Whitt [13]), similar to
the procedure in Billingsley [2] for the J1 topology, we obtain that piT is measurable
with respect to DM1 , and hence σ(F(T0)) ⊆ DM1 . Finally we have
DJ1 = σ(F(T0)) ⊆ DM1 ⊆ DJ1 ,
i.e. σ(F(T0)) = DM1 . 
In the proof of our main result in the next section we will need the following
result, which state that weak convergence with respect to the weak M2 topology
implies convergence of finite-dimensional distributions.
Lemma 3.5. If (Yn, Qn)
d
−→ (Y,Q) in D([0, 1],Rd) equipped with the weak M2
topology, then (3.1) holds.
Proof. Take arbitrary k ∈ N and T = {t1, . . . , tk} ⊆ TY ∩ TQ. Similar as in the
proof of Lemma 3.3 we obtain
P[(Y,Q) ∈ Disc(piT,T )] = 0.
An application of the continuous mapping theorem yields
piT,T (Yn, Qn)→ piT,T (Y,Q),
and hence (3.1) holds. 
4. Main result
Let (Xi) be a sequence of linear processes
Xi =
∞∑
j=−∞
ϕjZi−j , i ∈ Z,
with regularly varying innovations Zi with index α ∈ (0, 2), and coefficients ϕj
satisfying (1.1). The theorem below shows that the joint partial sum and maxima
processes Ln( · ) from (1.6) satisfy a functional limit theorem in the weakM1 topol-
ogy with the limit consisting of an α–stable Le´vy process and an extremal process.
Put β =
∑∞
i=−∞ ϕi and γ = max{|ϕi| : i ∈ Z}.
Recall some basic facts on Le´vy processes and extremal processes. The distri-
bution of a Le´vy process V ( · ) is characterized by its characteristic triple, i.e. the
triple (a, ν′, b) such that
E[eizV (1)] = exp
(
−
1
2
az2 + ibz +
∫
R
(
eizx − 1− izx1[−1,1](x)
)
ν′(dx)
)
for z ∈ R, where a ≥ 0, b ∈ R are constants, and ν′ is a measure on R satisfying
ν′({0}) = 0 and
∫
R
(|x|2 ∧ 1) ν′(dx) <∞.
We refer to Sato [10] for a textbook treatment of Le´vy processes. The distribution
of a nonnegative extremal process W ( · ) is characterized by its exponent measure
ν′′ in the following way:
P(W (t) ≤ x) = e−tν
′′(x,∞)
6 DANIJEL KRIZMANIC´
for t > 0 and x > 0, where ν′′ is a measure on (0,∞) satisfying ν′′(δ,∞) < ∞ for
any δ > 0 (see Resnick [9], page 161).
Theorem 4.1. Let (Zi)i∈Z be an i.i.d. sequence of regularly varying random vari-
ables with index α ∈ (0, 2). When α = 1, suppose further that Z1 is symmetric. Let
(ϕi)i∈Z be a sequence of real numbers satisfying (1.1) and assume all of them are
of the same sign. If the coefficients ϕj are non-negative assume also p > 0, and
if they are non-positive assume r > 0, with p and r as given in (1.5). Then, as
n→∞,
Ln( · ) := (Vn( · ),Wn( · ))
d
−→ (βV ( · ), γW ( · ))
in D([0, 1],R2) endowed with the weak M1 topology, where V is an α–stable Le´vy
process with characteristic triple (0, µ, b), with µ as in (1.4) and
b =
{
0, α = 1
(p− r) α1−α , α ∈ (0, 1) ∪ (1, 2)
,
and W is an extremal process with exponent measure
ν(dx) = cαx−α−11(0,∞)(x) dx,
where
c =
{
p, min{ϕj : j = 0, . . . , q} ≥ 0
r, max{ϕj : j = 0, . . . , q} ≤ 0
.
Proof. By Theorem 4.1 in Krizmanic´ [6], Ln converges in distribution to (βV, γW )
inD([0, 1],R2) equipped with the weakM2 topology. Then by Lemma 3.5 we obtain
finite-dimensional convergence of Ln toward (βV, γW ).
It is well known that Vn
d
−→ βV in D([0, 1],R) equipped with the M1 topology,
see for instance Corollary 1 in Tyran-Kamin´ska [12]. By Theorem 3.1 the sequence
(Vn) is tight.
As for the processWn, we first approximate it by a sequence of finite order linear
processes as in Krizmanic´ [6]. For these processes, by Proposition 4.1 in Basrak and
Tafro [1] we obtain convergence with respect to theM1 topology, and then we show
that the error of approximation is negligible in the limit (see the proof of Theorem
4.1 in Krizmanic [6] for details). Hence Wn
d
−→ γW in D([0, 1],R) equipped with
the M1 topology, and hence by Theorem 3.1 the sequence (Wn) is also tight. An
application of Theorem 3.2 concludes the proof. 
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