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ABSTRACT
Disorders of glucose homeostasis, including types 1 and 2 diabetes, represent a leading cause of
morbidity and mortality worldwide. Diagnosis and therapeutic monitoring of diabetes requires
direct measurement of blood glucose. Regardless of the clinical test performed, however,
withdrawal of blood is currently required for measurement of blood glucose levels. Non-invasive
measurement of blood glucose levels is highly desired, given the large number of diabetics who
must undergo glucose testing several times each day. In this context, near-infrared (NIR) Raman
spectroscopy has shown substantial promise by providing successful predictions of glucose at
physiologically relevant concentrations in vitro and even in individual human volunteers at
single sittings. Nevertheless, prospective application of a spectroscopic calibration model - over
a larger population or over several sittings - has proven to be challenging.
This thesis investigates the optical and physiological challenges that impede calibration
transfer by introducing non-analyte specific variances. Specifically, we present major advances
in four research directions. First, the effects of sample-to-sample turbidity induced variations in
quantitative spectroscopy are studied. To account for these variations, a novel method, based on
the photon migration theory, is proposed. We demonstrate that the proposed method can extract
intrinsic line shapes and intensity information from Raman spectra acquired in a turbid medium
thereby improving quantitative predictions significantly. Second, we quantify the sensitivity of
Raman calibration models to endogenous fluorescence and its temporal quenching. Application
of shifted subtracted Raman spectroscopy is proposed to reduce the possibility of spurious
models developed on the basis of chance correlation between the concentration dataset and
quenched fluorescence levels. Third, we solve the problem of physiological lag between blood
and interstitial fluid glucose levels, which creates inconsistencies in calibration, where blood
glucose measurements are used as reference but the acquired spectra are indicative of ISF
glucose levels. To overcome this problem, we introduce a mass transfer-based concentration
correction scheme and demonstrate its effectiveness in clinical studies. Finally, we propose a
new design for fabricating a handheld Raman glucose monitor by employing excitation and
detection of wavelengths selected on the basis of their spectral information content.
Based on the advances in instrumentation and methodology outlined in this thesis, we
anticipate that our current clinical studies will establish the viability of Raman spectroscopy for
non-invasive blood glucose detection.
Thesis Supervisor: Robert J. Silbey Thesis Committee Chairman: Peter T. C. So
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Disorders of glucose homeostasis, including types 1 and 2 diabetes, as well as gestational
diabetes, represent a leading cause of morbidity and mortality worldwide. In the United States,
an estimated 2-5% of all pregnant women develop gestational diabetes, which can result in
significant morbidity to the mother and the fetus if it goes undetected. At the same time, the
incidence of diabetes in general has been increasing at a significant rate, affecting nearly 25.8
million Americans in 2010 (8.3% of the population), and it currently stands as the seventh
leading cause of death in the United States [1]. Ominously, 7 million of the aforementioned 25.8
million are unaware that they have such an affliction. On a worldwide scale, the most recent
statistics suggest that the number of diabetics is likely to rise from 171 million people in 2000 to
366 million in 2030 - which frighteningly maybe an underestimate of future diabetes prevalence
[2]. Finally, diabetes also poses an enormous economic challenge, as evidenced by the $174
billion total estimated cost in the US alone [3]. This prohibitive bill includes $116 billion in
excess medical expenditures and $58 billion in reduced national productivity.
Clearly, diabetes presents a significant challenge to the human civilization as a whole and
must be tackled simultaneously on various fronts including diagnostic, therapeutic and social
awareness (particularly in developing countries). Unfortunately, at the present time, diabetes -
which is a chronic metabolic disorder characterized by high blood glucose levels - has no well-
established cure but must be treated with regular insulin injections and other related medications
to maintain tight glycemic control. Consequently, careful management of blood glucose levels
through frequent monitoring is imperative to maintain the patient's quality of life. Indeed, failure
to adequately monitor and regulate glucose levels can lead to severe secondary health
complications in multiple organs such as the retina, nerves, kidneys and the circulatory system
[4].
Diagnosis and therapeutic monitoring of diabetes requires direct measurement of plasma (or
blood) glucose. Measurement of the fasting glucose level is the preferred test for diagnosis of
diabetes in children and non-pregnant adults, while the oral glucose tolerance test (OGTT) is the
preferred method of diagnosis for gestational diabetes. In addition, patients with an established
diagnosis of insulin-dependent diabetes (all type-I and many type-II) require frequent glucose
measurements for therapeutic monitoring. Regardless of the clinical test performed, withdrawal
of blood or interstitial fluid is currently required for measurement of blood glucose levels. Given
the current landscape of diabetes monitoring, non-invasive measurement of blood or interstitial
glucose levels is highly desired.
Further, application of a noninvasive device for glucose monitoring during OGTT is of great
clinical interest. Such a development could lay the foundation for a predictive assay, referred
hereafter as a spectroscopic glucose tolerance test (SGTT), and in principle should be easier to
develop because of the less stringent accuracy requirements. Finally, a non-invasive glucose
monitoring device would also be very useful in the development of new technologies such as an
artificial pancreas to help diabetic persons automatically control their blood glucose level. An
artificial pancreas provides the substitute endocrine functionality of a healthy pancreas and
requires a closed-loop system that links glucose measurement with computer-driven insulin
infusion, so that no input is required from the user [5].
Over the past two decades, significant advances have been made in developing
instrumentation and methodologies for minimally invasive and non-invasive measurement of
blood glucose [6], as detailed in Chapter-2. In particular, application of optical techniques, such
as near-infrared (NIR) absorption spectroscopy, optical coherence tomography (OCT),
photoacoustic spectroscopy and polarization spectroscopy, to this important diagnostic problem
has been widely investigated [7-9]. Our laboratory has pioneered the use of NIR Raman
spectroscopy for various biomedical applications [10-19], including measurement of blood
analytes [20-26]. NIR Raman spectroscopy, which combines the substantial penetration depth of
NIR light (within the so-called "diagnostic window") with the excellent chemical specificity of
Raman spectroscopy, offers a promising solution for noninvasive detection of blood glucose and
other analytes.
Specifically, for blood glucose detection, several investigators including our own laboratory
have reported Raman-spectroscopy-based glucose predictions at physiologically relevant
concentrations in serum [22], whole blood [25] and other in vitro samples, such as human eye
aqueous humor [27, 28] (Chapter-3). Promising studies employing transcutaneous Raman
spectroscopy in human volunteers have also been conducted [26, 29]. Despite these initial
promising results in individual human subjects over limited periods of time, true prospective
application of a glucose-specific calibration model (over a larger population or over prolonged
periods of time) has proven to be challenging.
This thesis seeks to unravel some of the complex issues, from a physiological and
spectroscopic standpoint, that continue to confound researchers. Further, we develop correction
methodologies for several of these puzzling factors over the course of the thesis and demonstrate
their efficacy in both in vitro and in vivo conditions. In addition, we present a design for a
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miniaturized Raman sensor that can potentially open up our technology to the real end users of
such a device, i.e. for self blood glucose monitoring.
We expect that the clinical feasibility studies currently in progress will substantially validate
our improved instrumentation and methodologies and in combination will provide accurate
prospective measurements in both normal and diabetic patients. We also believe that application
of the new methodologies will not only help from a clinical accuracy standpoint but also provide
greater insight into the fundamental physiology and physics of such measurements (for example,
a deeper understanding of the physiological lag process and the changes induced by the onset of
diabetes). Finally, the work presented in this thesis will also serve as an important resource for
other researchers who are interested in performing similar blood analyte measurements and
disease diagnosis using Raman spectroscopy in vivo.
1.1 Specific research questions
While it is evident that Raman spectroscopy can noninvasively provide information about blood
glucose concentration (along with that of a host of other important analytes), the path to clinical
translation is strewn with several technical challenges, which need to be overcome before further
feasibility studies are implemented on human subjects. Indeed, a "black-box"/"brute force"
approach to spectroscopy based blood glucose sensing is likely to create apparently functional
models that are incapable of prospective prediction even in a single individual, due to the
presence of spurious correlations. (More generally, the nearly $10 billion glucose sensing market
has invited a host of ideas and proposals, several of which have turned into premature enterprises
and almost universally failed to make a mark in the area. The trials and tribulations associated
with the so-called "Holy Grail" of biophotonics is well-documented in the "The Pursuit of
Noninvasive Glucose: Hunting the Deceitful Turkey" by John Smith [30].)
The goal of this thesis is to carefully examine these technical challenges and develop and
validate methodologies to overcome these - unraveling one layer of complexity at a time. The
specific research questions that are investigated in this work can be classified into the following
categories:
Effect of turbidity induced spectral distortions and sampling volume variations
A major challenge in prospective application of transcutaneous Raman spectroscopy is the
variation in the background (medium) optical properties. Absorption and scattering properties of
skin vary from site to site, from subject to subject, and over time with aging and other physical
alterations. Tissue optical properties are important because absorption and scattering determine
the effective sampling volume for a given excitation wavelength and influence the magnitude of
the collected Raman signal and, additionally, may have a wavelength-dependent component that
causes local spectral distortions. A method to correct for tissue optical properties is therefore
necessary for the success of a prospective study as they induce non-analyte specific variance in
the developed calibration models.
Impact of non-linearity in the spectra-concentration relationship
Along with the variation in turbidity, fluctuations in several system and sample parameters (such
as ambient temperature and temporal system drift) could cause the underlying assumption of
linearity between the spectra and concentration datasets to fail. While in general weak non-
linearities can be modeled by the conventional multivariate calibration methods by retaining
larger number of factors in the reduced dimension data space than is necessitated by the chemical
rank of the system, such an approach risks the inclusion of irrelevant sources of variance and
noise in the calibration model. It is thus important to: (a) investigate the presence of non-
linearity, if any, and identify the possible sources of the same and (b) introduce a new modeling
method that can account for such curved effects in a reproducible manner.
Fluorescence background and its variations over time
Fluorescence has long been a limiting factor for the extensive use of Raman spectroscopy as an
analytical technique for a wide array of samples and applications. The fluorescence background
present in the Raman spectrum acquired from a molecule often completely overwhelms the
weaker Raman signal, excluding its use. This problem is often further exacerbated in biological
samples, where autofluorescence from several other molecules in the sample, even those with
low concentrations but relatively large fluorescence yields, can be difficult to remove. Further,
methods of removing fluorescence can distort Raman spectral features. This can severely
compromise multivariate calibration on a set of Raman spectra.
In addition to the broad fluorescence background and the accompanying noise (shot noise
and detector noise), the prediction accuracy of a calibration model built for a set of Raman
spectra can also be severely compromised by the quenching of the endogenous fluorophores over
time due to sustained laser exposure. Such quenching can introduce spurious correlations
between analyte concentrations and fluorescence levels that would preclude the possibility of
prospective application. It is thus of great importance to develop a method to minimize the
fluorescence and associated quenching while maintaining the spectral integrity of the Raman
features.
Accurate reference concentration measurements
Another key factor that greatly affects the predictive performance is the accuracy of the reference
measurements inputted into the calibration model as part of the training dataset. In nearly all
optical and spectroscopic studies, investigators use the blood glucose concentrations collected at
definite time intervals as the reference concentrations in building the calibration model.
However, because excitation at visible and NIR samples a tissue volume of approximately 1
mm3 or less (except when such excitation is in the eye), a significant component of the in vivo
Raman signal is likely to originate from the interstitial tissues rather than the intravascular
compartment. Due to the slow diffusion kinetics, these two glucose values are typically not
identical - especially during times of rapid change in glucose levels, which also (unfortunately)
represents the time period over which calibration studies are performed. This lag time creates an
inconsistency in spectroscopic calibration algorithms, which are based on reference blood
glucose concentrations and the acquired tissue spectra. (Indeed, this experimental challenge is
faced by virtually all non-invasive glucose sensing strategies.) Thus, the development of a
correction strategy that can derive a suitable reference concentration - thereby ensuring
consistency in the spectra-concentration relationship - is vital to the long-term success of the
spectroscopic calibration model.
Prospects of spectroscopic system miniaturization for blood glucose detection
Finally, we will investigate possibly the single biggest hurdle in terms of translation of
spectroscopic methods to the clinical setting, namely the complexity and lack of portability of
the instrument due to its large (often prohibitive) spatial footprint. Indeed, even though Raman
spectroscopy has come to be recognized as a powerful analytical tool for biomedical
applications, there has not been any successful implementation for routine clinical diagnosis,
especially as compared to other optical methods such as optical coherence tomography (OCT).
Specifically, self blood glucose monitoring necessitates the development of a hand-held or a
wearable device due to the suitability of such a device for home users. Such reduction in
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footprint can also potentially drive down the costs associated with each unit. Clearly, an alternate
system design is necessary to enable the systematic translation from the optical bench to the
clinic and finally to the homes of individual patients.
1.2 Thesis outline
This dissertation is organized in the following manner:
In Chapter 2 we first explain the pathophysiology of diabetes mellitus as this understanding
is crucial for motivating specific portions of the dissertation. We also briefly discuss other
clinically relevant blood analytes, a number of which could be detected using the relevant
methodologies outlined here. Finally, we describe the current clinical management of diabetes
including existing diagnostic procedures, ranging from the gold standard tests to the minimally
invasive ones and the proposed non-invasive approaches. A brief outline of therapeutic options is
also provided to gain a deeper understanding of the accuracy and precision metrics necessary in
the diagnostic methods.
Chapter 3 provides background information on quantitative biological Raman spectroscopy.
We review the fundamental principles behind this inelastic scattering technique and the
instrumentation necessary to acquire the experimental data. We discuss multivariate calibration
modeling, an important element in extracting analyte concentrations from tissue Raman spectra.
Previous accomplishments of this project are then summarized to establish the foundation of this
dissertation work.
Chapter 4 introduces turbidity corrected Raman spectroscopy (TCRS) as a novel method to
overcome the problem of turbidity induced sampling volume variations and spectral distortions.
This method is based on the photon migration formulation and employs alternate acquisition of
diffuse reflectance and Raman spectra to compensate for the effects of turbidity in the acquired
Raman spectra. The effectiveness of this method is validated through a series of experiments
employing physical tissue models over a wide range of absorption and scattering properties.
Chapter 5 focuses on the presence of non-linearity in the spectra-concentration relationship.
It is first demonstrated that the application of conventional linear models risks the incorporation
of significant non-analyte specific variance and noise, especially in datasets acquired from
human subjects in vivo. It is hypothesized that the curved effects could be partly attributed to
tissue turbidity, especially when the effects of absorption are significant. Finally, a relatively new
regression approach, known as support vector regression, is incorporated to demonstrate the
potential of (reproducible) non-linear modeling for our specific application.
In Chapter 6, the effects of fluorescence and its variation over time are explored. In
particular, it is demonstrated that sample photobleaching introduces spurious correlations in the
calibration models for biological Raman spectroscopy, particularly in cases where temporal
correlations exist within the concentration dataset. This has substantial implications for screening
of diabetics, as any tolerance test based protocol would lead to an approximately monotonic rise
in glucose levels over the measurement period due to the inadequate insulin response. Different
fluorescence removal methodologies, both numerical and experimental, are examined as
potential tools for avoiding the pitfalls associated with photobleaching correlated samples.
Chapter 7 presents a new dynamic concentration correction (DCC) scheme to account for the
physiological lag between the glucose levels in the blood and interstitial fluid compartments,
respectively. The proposed formalism allows the transformation of glucose in the concentration
domain between the two compartments, ensuring consistency with the acquired spectra in the
calibration model. Taking Raman spectroscopy as a specific example, it is shown that the
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predicted glucose concentrations using DCC-based calibration model closely match the
measured glucose concentrations, while those generated with the conventional calibration
methods show significantly larger deviations from the measured values. Additionally, we
develop an analytical formula for a previously unidentified source of limiting uncertainty arising
in spectroscopic glucose monitoring from a lack of knowledge of glucose kinetics in prediction
samples.
In Chapter 8, wavelength selection approaches are first employed in conjunction with support
vector regression to ensure a robust and transferable calibration model by eliminating spurious
pieces of information in the spectral dataset while allowing for the presence of curved effects.
Subsequently, the impact of such a modeling approach on the development of a miniaturized
Raman spectroscopic monitor for blood glucose is examined. Based on these principles, an
alternate design embodiment, namely tunable excitation-single detection, is proposed. This
eliminates the need for a conventional dispersive spectrograph-CCD combination by using serial
acquisition of the sampled wavelengths. Such a design framework, coupled with the
aforementioned wavelength selection, provides a substantive reduction in spatial footprint while
maintaining acquisition times within required thresholds.
In Chapter 9, the major findings and conclusions of our investigations are summarized and
the future directions for this work are discussed. We believe that further research along these
specific directions, coupled with the work presented in this thesis, will finally enable the
development of a clinically viable Raman spectroscopy-based blood glucose monitor.
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CHAPTER 2
BLOOD GLUCOSE AND DIABETES
Blood analytes provide valuable information for the diagnosis of many diseases and related
health conditions. In fact, blood is inarguably the most important body fluid from a diagnostic
perspective and the most widely tested in clinical chemistry because of the presence of a vast
number of components whose concentration levels are tightly controlled under normal
circumstances. Thus any deviation from these well established ranges can be immediately
correlated with an abnormality in body function. Furthermore, blood tests are commonly used to
evaluate effectiveness of drugs that have been delivered in response to a specific change of a
physiological or/and biochemical state. Indeed, except in hematology, most of the routine 'blood'
tests are used to assess the dissolved constituents in the plasma or serum, i.e. the liquid
component of blood without the constituent cells (plasma) and often minus the clotting factors
(serum) as well.
Typically, detection of a blood analyte would involve the withdrawal of blood from the test
subject (often through venipuncture) and centrifugation to remove the cells before addition of
specific chemical reagents. While these techniques are very accurate and robust, they necessitate
transport of the samples to a well-controlled testing facility and often multi-step processing
before the concentration numbers become available to the attending physician. Evidently, non-
invasive point-of-care testing of the clinically relevant blood analytes, potentially using optical
techniques, is desirable.
In particular, non-invasive glucose detection has been extensively investigated as diagnosis
and therapeutic monitoring of diabetes necessitates direct measurement of blood glucose.
Furthermore, the frequency of measurements necessary for glucose monitoring and the scale of
diabetes in the global healthcare context provide greater clinical significance to this particular
problem in relation to the noninvasive measurement of other important analytes such as urea and
creatinine. Indeed, the problem of non-invasive glucose detection is often referred to as the
"Holy Grail" of biophotonics.
This chapter presents background information on glucose and diabetes mellitus. The origin of
different kinds of diabetes is discussed along with the sensing requirements specific to each type.
Subsequently, we outline the requirements for a clinically viable glucose sensor and review the
existing as well as proposed technologies for glucose detection. The goal of this chapter is to
introduce the reader to the major glucose sensing techniques, which are selected based on their
novelty, potential impact to the field and presence of preliminary results. For a more exhaustive
coverage of these sensing techniques, the reader is referred to a series of excellent periodic
reviews [1, 2] and compilations [3, 4].
2.1 Glucose and diabetes mellitus
Glucose represents the omnipresent fuel in biology and is used by cells as a source of energy as
well as a metabolic intermediate. It is a monosaccharide and primarily exists as a closed-chain
derivative of D-glucose, namely pyranose, in aqueous solution (Fig. 2.1). The mirror image of D-
glucose, L-glucose, is rarely found in nature and cannot be used by mammalian cells [5]. The
glucopyranose structure can be further designated as a- or P-, depending on the relative
configuration of the hydroxyl group attached to C-1 and the -CH 2OH group at C-5 in the
Haworth projection. Under room temperature conditions, the cyclic isomers of glucose (aq.
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solution) undergo muta-rotation over a few hours resulting in a consistent ratio of a:p 36:64. The
Raman spectrum of the anomeric balanced D-glucose is shown in Fig. 3.4.
OH





Fig. 2.1 Structure of D-Glucose. (The nomenclature of this figure is critical to the understanding
of the corresponding vibrational spectra acquired from the aqueous solution of glucose,
Fig. 3.4)
Glucose metabolism in the human body involves a complex interaction chain of a host of
biological substances with the ultimate result that a reasonably constant blood glucose level is
maintained at all times. In general, the instantaneous plasma glucose concentration, which can be
viewed as a balance between the glucose entering the circulation and that being removed from
the circulation, is closely regulated in the range of 45 to 180 mg/dL (2.5 to 10.0 mM) [6].
Glucose concentrations higher than the normal range are referred to as hyperglycemia and
glucose concentrations lower than the normal range are referred to as hypoglycemia. (It is worth
mentioning that a subtle difference exists between blood glucose and plasma glucose
concentration. Typically, a multiplication factor of 1.15 is applied to the blood glucose level to
convert to the corresponding serum/plasma level. In this thesis, we will hereafter refer to this
measure as blood glucose concentration for the sake of consistency.)
Glucose, which enters the blood circulation, stems primarily from three sources, namely the
intestinal absorption after a meal, glycogenolysis and gluconeogenesis. The latter two processes,
often characterized as endogenous glucose production mechanisms, are controlled in part by the
catabolic hormone glucagon (which opposes the effects of the primary anabolic hormone,
insulin). On other hand, glucose removal from the circulation can be attributed to its
consumption and use by the cells in the peripheral tissues. Terminal oxidation, glycolysis and
storage as glycogen in the muscle and liver form the primary pathways for glucose metabolism.
In several of these aforementioned pathways, insulin plays a vital role through its complex
chain of actions in various organs in the body. First, insulin facilitates the entry of glucose into
muscle, adipose and several other tissues by binding to specific receptors (e.g. GLUT4, an
insulin-regulated glucose transporter found in adipose tissue and striated muscle [7]). Second,
insulin stimulates the liver to store glucose in the form of glycogen via the process of
glycogenesis. Finally, it inhibits the glucagon secretion from pancreatic a-cells thereby
terminating the endogenous production of glucose in the liver. The insulin action itself - both in
terms of its synthesis in the p-cells of the pancreas and its release - is closely mediated by the
concentration of glucose in circulation. For example, while insulin is not released if the blood
glucose concentration falls below 3.3 mM, significantly higher levels (8 mM or more) may be
subjected to a long-term release of insulin (first through the rapid release of preformed insulin
and subsequently by the release of newly synthesized insulin).
Evidently, the chain of these antagonistic hormone-mediated reactions is predicated on the
glucose concentration levels in the body, which fluctuate substantially over the course of a day
primarily as a function of meal intake. Typically, the initial meal intake is presented as a sharp
spike in the glucose level. Subsequently, once the insulin action is initiated, the glucose levels
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start falling, albeit at a slower rate than during the initial rise phase. Importantly, this means that
the blood glucose concentration measured from a human subject must be carefully interpreted in
terms of the time delay between a meal and the particular measurement. Other factors, notably
age and gender of the subject, may also affect the measured blood glucose value.
Given the necessity of maintenance of closely regulated glucose levels as a critical part of the
overall metabolic homeostasis, violations of glucose metabolism can result in a wide variety of
severe physiological repercussions. For example, the lack of insulin action can result in the
breakdown of fats resulting in the production of toxic ketones, even if high levels of glucose
exist in the bloodstream. The accumulation of ketones may result in life-threatening
complications, referred to as diabetic ketoacidosis, which can only be alleviated by additional
administration of insulin.
Nevertheless, a large majority of the complications can be traced, in one form or another, to
diabetes mellitus, the most widespread and well-known disorder of glucose homeostasis.
Diabetes, as it is commonly called, is a direct consequence of impaired insulin secretion and
varying degrees of peripheral insulin resistance. This leads to a state of persistent hyperglycemia.
There are three main categories of diabetes: Type 1 (Insulin Dependent Diabetes Mellitus,
IDDM), Type 2 (Non Insulin Dependent Diabetes Mellitus, NIDDM) and gestational diabetes.
Type 1 diabetes is characterized by the loss of the insulin-producing P-cells of the islets of
Langerhans in the pancreas, resulting in absolute insulin deficiency. The bulk of these cases are
caused by the autoimmune-mediated destruction of the p-cells [8]. Since no insulin is produced
in an endogenous manner, Type 1 diabetics must be administered exogenous insulin, usually
through periodic injections. Type I diabetics make up approximately 10% of the total diabetic
population but need a significantly greater share of the diagnostic and therapeutic resources
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because of the greater frequency of necessary measurements and associated injections. The
pathophysiology of Type 2 diabetes includes impairments in both insulin action and secretion [9-
11]. In insulin-resistant conditions, the rate of clearance of glucose in response to insulin action
reduces. Currently, there is no established cure for both Type 1 and Type 2 diabetes, although
pancreas transplants have been tried with limited success in Type 1 diabetics and Type 2 may be
controlled with medications.
The third category of diabetes, gestational diabetes, occurs in pregnant women, who have not
been affected by any form of diabetes previously, but display high blood glucose levels during
the period of pregnancy. An estimated 2-5% of all pregnant women develop gestational diabetes,
which can result in significant morbidity to the mother and the fetus if it goes undetected. In
principle, gestational diabetes is fully treatable and usually resolves after delivery. Despite its
fully treatable status, approximately 20/--50% of the affected women develop Type 2 diabetes
later in life.
Due to the chronic nature of both Type 1 and Type 2 diabetes, multiple complications may
arise over the course of time. These complications are primarily vascular in nature affecting both
the smaller capillaries and the larger blood vessels. Among vascular complications of diabetes,
the most serious ones include diabetic retinopathy and cataract, diabetic nephropathy, neuropathy
and cardiovascular disease. Diabetes may also cause acute complications, such as the previously
stated diabetic ketoacidosis and hypoglycemia. Indeed, hypoglycemic cases most commonly
occur as an acute complication of (excessive) treatment of diabetes with insulin or oral
medications. Any combination of the acute complications may further result in diabetic coma.
Ominously, an estimated 2 to 15 percent of diabetics will suffer from at least one episode of
diabetic coma in their lifetimes as a result of severe hypoglycemia.
In the context of diabetes, the consensus opinion in the medical community is that the most
serious complications can be substantively reduced by frequent measurements and tight control
of blood glucose levels [12]. However, excessively tight control may lead to an increased risk of
hypoglycemia which can also have serious consequences as discussed above. In other words,
frequent monitoring - potentially even a continuous one - is necessary to design an appropriate
control scheme for administration of insulin, especially for Type 1 diabetics. Additionally,
people with Type 2 diabetes are also recommended to monitor their blood glucose levels at least
once in a day. In fact, numerous studies and reports contend that more frequent measurements
are actually necessary. To illustrate this more clearly, let us consider the results of a recent
clinical study where the diabetic subject performed on average nine blood glucose measurements
per day [13]. Despite this prohibitively large number of measurements, the diabetic subjects still
spent 4.8 hours per day in hyperglycemia and 2.1 hours per day in hypoglycemia on average.
Moreover, as detailed by Wickramasinghe and co-workers [14], the accurate estimation of
blood glucose concentration is critical in the management of preterm infants during critical care.
Preterm infants suffer from high risk of hypoglycemia because of low glycogen reserves
compounded with feeding difficulties. In this group of patients, frequent intermittent blood
glucose estimations are performed using a heel prick - a painful and inconvenient method
considering the patient status.
Based on the above discussion, it is amply clear that a clinically accurate non-invasive
continuous blood glucose monitoring system is highly desirable. However, the state-of-the-art in
glucose sensing only affords some of these features. In the next section, we outline the salient
characteristics of the systems that are currently employed for glucose detection, both in clinical
laboratories as well as in the home environment.
2.2 State-of-the-art in glucose sensing
Over the years, blood glucose monitoring has shown a discernible shift away from clinical
laboratory measurements towards point-of-care testing. Nevertheless, before focusing on the
commercially available glucose meters (also known as glucose biosensors), it is important to
have a quick look at the different laboratory and functional tests performed in clinical chemistry
to gain a broader understanding of the field of glucose sensing.
In order to assess the functional status of the blood glucose regulation system, multiple
laboratory and functional examinations have been developed [12, 15]. These tests can be
primarily classified into two categories. The first one involves the direct measurement of any
sample constituent concentration in the relevant biological tissue, fluid or similar compartment
of interest. Specifically, glucose can be measured in the blood, plasma, serum, urine,
cerebrospinal fluid etc. for investigation of particular functions. Among the standard testing
procedures, the fasting blood sugar test (FBS), urine glucose test and two-hr postprandial blood
sugar test (2-h PPBS) would fall under this category. An interesting advance in this area is the
introduction of the glycated hemoglobin (HbAlc) test. HbAlc is formed by the non-enzymatic
glycosylation of hemoglobin exposed to blood glucose and therefore has a strong correlation
with the average glucose concentrations in the bloodstream in the preceding three month period
(life span of the erythrocytes). The 2010 American Diabetes Association Standards of Medical
Care in Diabetes has incorporated the HbAlc performance as an additional criterion for the
diagnosis of diabetes [16] but this idea has been not met with universal acceptance yet [17].
The other group of tests comprises the functional tests, which investigate the metabolic
interactions within components of blood glucose regulation system. The central idea of these
functional tests is to (externally) change the concentration of a specific constituent and
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concomitantly monitor the response of the system to this change. This class of tests includes the
glucose loading tests (also known as glucose tolerance tests and glucose challenge tests) and
insulin or glucose clamping studies. These tests can either be performed orally or intravenously,
depending on the type of change and response sought. The functional tests are widely used for
screening gestational diabetes and remain the most viable protocol for calibrating new sensing
technologies such as non-invasive optical sensors.
As far as glucose measurement in serum/plasma samples in the clinical laboratory is
concerned, two primary methods have been employed (although several different versions of
these two major techniques have been used at one point of time or another). The initial method of
choice was based on the nonspecific reducing property of glucose in a reaction with an indicator
substance that changes color when reduced. This method has largely been discontinued because
other blood compounds such as urea also have reducing properties and the technique is thus
susceptible to producing erroneous readings. More recently, the preferred method has been to
exploit glucose-specific enzyme reactions, which afford significant specificity. For example,
glucose can be detected by its reaction with glucose oxidase (enzyme), with the generation of
gluconic acid and hydrogen peroxide. The enzyme is reoxidized with an exogenous mediator
reagent, such as a ferrocene derivative or Os(III). The mediator in turn is reoxidized by reaction
at the electrode, which generates an electrical current proportional to the amount of blood
glucose that has reacted with the enzyme. Alternately, oxygen present in the sample can react
with the reduced enzyme forming hydrogen peroxide. In such cases, the oxidation of hydrogen
peroxide is monitored (in the same way as the re-oxidation of the mediator compound) by the
resultant generation of an electric current proportional to the glucose reactant. This amperometric
detection method is precise, linear, and free from important interferents. In particular, the YSI
(formerly Yellow Spring Instruments) blood glucose analyzers, which were launched in 1975
and were based on the amperometric detection of hydrogen peroxide, have become the standard
for clinical diagnostic work in hospitals and clinical chemistry laboratories worldwide.
Remarkably, the construction of these analyzers has barely changed in more than three decades!
As briefly mentioned earlier, the focus of glucose sensing has increasingly shifted towards
point-of-care testing, i.e. from the clinical laboratory to the patient's home. In comparison with
conventional methods of glucose testing and particularly the unwieldy blood glucose analyzers,
present day blood glucose meters provide a rapid and convenient method of determining glucose
concentrations. Indeed the blood glucose meters have been popularized to such an extent that at
the time of this writing they occupy nearly 85% of the world market for all biosensors [18].
Blood glucose monitoring by such a meter involves pricking the finger with a lancet,
extracting a drop of blood and depositing on a single-use test strip provided with the meter, and
finally placing the strip into a meter for determination of the glucose level. While different
methods of transduction including light reflectance based detection, electrochemical methods
dominate the field of blood glucose meters due to their sensitivity, reproducibility and ease of
fabrication. Fundamentally, the electrochemical detection scheme for these meters is not too
dissimilar to the enzyme and mediator-based amperometric detection technique discussed above
for the clinical laboratory testing. The typical enzymes used for the glucose meters are glucose
oxidase and glucose dehydrogenase. The latter provides greater sensitivity over the former but is
more vulnerable to interfering reactions with other biomolecules. The major difference between
the clinical analyzers and the home blood glucose meters is that the latter are produced at a
fraction of the size and cost of the former. The home blood glucose meters also employ only a
tiny volume of capillary blood, of the order of 0.3 to 1 p.L (as opposed to a few hundred
microliters required for the YSI analyzer).
An important point that bears discussion is the accuracy of these devices. According to
International Organization for Standardization (ISO) 15197 guidelines, the prediction errors (in
relation to a laboratory standard) for any meter device should be less than 15 mg/dL for any true
glucose concentration below 75 mg/dL and should be less than 20% for any value higher than 75
mg/dL. A meter system is considered to meet the accuracy standards if 95% of pairs satisfy these
criteria, separately for each range. In general, all the blood glucose meters on the market meet
these accuracy standards, failing which Food and Drug Administration (FDA) approval would
not have been granted. Nevertheless, it is noteworthy that several factors can potentially affect
the accuracy of a specific test including the ambient temperature, size and quality of blood
sample and high levels of interferents (e.g. acetaminophen and ascorbic acid) in the sample.
Currently, one can find more than 40 commercialized meter devices for detecting blood
glucose levels. However, four multinational companies, namely Roche Diagnostics (Accu-Chek
series), LifeScan (One Touch series), Abbott (FreeStyle and MediSense series) and Bayer
(Ascenia series), dominate the market space. The widespread popularity of these devices and the
enormous market size has prompted a significant portion of the current research efforts to be
directed towards optimization of the existing technology. The recent advances in this area mainly
concern the reduction of the manual operating steps in conventional lancet-based systems (lancet
and lancing device), with the ultimate goal of obtaining an integrated device.
While the home blood glucose meters remain the current state-of-the-art, they are not by any
means ideal. Indeed the market size and the huge demand created by an ever increasing diabetic
population have encouraged researchers to develop novel painless approaches. Clearly, blood
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glucose monitoring is an application area where opportunities for new technology abound. In the
following sections, we will explore some of the innovative approaches which have the potential
of changing the landscape of glucose monitoring in the coming years.
2.3 Minimally invasive glucose sensing techniques
Minimally invasive blood glucose monitoring techniques typically entail the insertion of an
indwelling glucose monitor under the skin to measure the interstitial fluid glucose concentration.
The electrochemical continuous glucose monitoring systems (including reverse iontophoresis-
based sensors) as well as the optical sensors based on fluorescent probes and functionalized
carbon nanotubes fall under this category. It is worth emphasizing that the technologies
discussed below only provide a representative set of minimally invasive approaches under
investigation; the reader may find it instructive to survey other sensing methods presented in the
literature [19].
2.3.1 Electrochemical techniques
Perhaps the most attractive technique for invasive glucose monitoring is the electrochemical
transducer, which may be implanted subcutaneously or even intravascularly. The primary reason
for its attractiveness is the presence of substantive clinical results, which can in turn be credited
to the long research history of this methodology. Indeed its principle of action is reasonably
similar to the electrochemical sensing based blood glucose meters and therefore it inherits the
inherent advantages of sensitivity, reproducibility and ease of fabrication. Nevertheless,
implantation of the sensor in vivo presents a whole new set of challenges, as discussed below.
The development of subcutaneously implantable needle-type electrodes was first postulated
by Schichiri and co-workers in 1985 [20]. Many design developments and clinical trials later, the
continuous glucose monitoring systems have reached a stable configuration consisting of a fine
needle or flexible wire, with the active sensing element at or near the tip and implanted in the
subcutaneous tissue. The functioning of the first-generation of electrochemical continuous
glucose monitoring systems is based on the concentration sensitive reaction between oxygen and
glucose catalyzed by glucose oxidase. The typical construction of these implantable sensors
includes an electrode; an inner permselective membrane which rejects the interference
molecules; an enzyme (glucose oxidase) layer; and an outer membrane which is highly
permeable to oxygen but restricts the diffusion of glucose. The outer layer is also responsible for
improving the biocompatibility of the device.
The second generation of these devices incorporates an exogenous mediator to react with
glucose oxidase in place of oxygen [21, 22]. This modification allows the sensor to work
independent of the (low) oxygen concentrations, which otherwise impede accurate glucose
measurements. Clearly, a distinct parallel can be drawn between the advances made in blood
glucose meter (test strip) technology and the electrochemical-based continuous glucose
monitoring systems. However, a major challenge of employing the second-generation device in
vivo is that the mediator must remain attached to the sensor. Additionally, the mediator must also
retain its capability of enzyme reaction after it is coupled to the working electrode [23]. This
problem was largely overcome by Dr. Adam Heller's invention of polymers that contained
mediators and enzymes chemically attached to the polymer [24, 25]. The so-called "redox
polymers" can react with glucose and, importantly, do not require oxygen. It is worth noting that
this problem does not arise in blood glucose meter test strips as for the test strips, the mediator
need not be confined to the working electrode.
At the time of this writing, three FDA-approved continuous glucose monitoring systems are
available in the market, namely the Guardian Real Time (Medtronic), the DexCom STS
(DexCom) and the FreeStyle Navigator (Abbott). On average, these continuous glucose
monitoring systems display a prediction error percentage around 15%. As detailed in [26], the
prediction accuracy depends on several factors including current glucose concentration and rate
of change of glucose values, with poor correlation reported during hypoglycemia and times of
rapid change (due to the physiological lag between blood and interstitial fluid glucose).
Despite its promising results, however, the current series of continuous glucose monitoring
devices face multiple technical challenges in the road ahead. First, all of the currently approved
sensors have a lifetime between 3-7 days inside the body. Long term stability of these devices is
questionable and would need to be improved - both in terms of the ability to stay rooted to a
specific region of the blood tissue matrix and in terms of the prediction robustness. Second, the
ultimate goal of these devices is to combine their information with insulin pumps to form an
"artificial pancreas" (often referred to as "closing the loop"). To that end, the sensor may need to
be substantially more accurate if a real time insulin bolus is dependent on its readings. For
example, one control algorithm for closing the loop states that the insulin bolus dose should be
adjusted by 20% for glucose changes >2mg/dL [27]. Further, an adjustment of 10% insulin bolus
is recommended for a change in glucose levels of the order of 1-2mg/dL. The current accuracy
levels would fall short of meeting these prescribed diagnostic standards. Solution of these
challenges is expected to facilitate tight glycemic control, thereby reducing potential diabetic
complications significantly.
In addition to the aforementioned electrochemical in vivo sensors, considerable efforts have
also been devoted to developing a reverse iontophoresis-based glucose sensing system. The
Cygnus GlucoWatch was based on this idea of extracting small amounts of interstitial fluid
glucose using an electrical direct current (DC) through the skin [28]. The extracted glucose
molecules were made to react with glucose oxidase in a gel collection disk leading to
amperometric detection of the glucose concentration. While this device was approved by the
FDA in 2001 (making it the second continuous glucose monitoring device to get FDA approval
after the MiniMed CGMS), inaccurate readings, false alarms, local irritation on the insertion site
with lack of improvement in glycemic control, and hypoglycemic episodes meant that it was
withdrawn from the market after a short period of time.
2.3.2 Optical techniques
2.3.2.1 Fluorescence-based glucose detection
Motivated by the promise of a highly sensitive in vivo glucose sensing technique, a vast array of
different techniques for fluorescence-based transduction of glucose levels has been investigated.
The primary advantages of such an approach are the exquisite sensitivity (potentially extending
to single-molecule detection levels) and the low cost of instrumentation for the full sensor
device. In addition, these sensors afford complete electrical safety and the absence of
electromagnetic interference, in contrast to the electrochemical sensors.
The central idea behind this sensing approach is to implant a small fluorescence-based device
beneath the skin in a similar fashion to the electrochemical continuous glucose monitoring
systems and to interrogate it by using an inexpensive optical probe from outside the body. This
field was initiated by Schultz and co-workers with their pioneering efforts on the development of
a glucose-binding protein, Concanavalin A (Con A), in a competitive binding assay with a high
molecular weight dextran and an indwelling fiber optic component [29, 30, 31]. Since then,
research has been conducted on application of the resonance energy transfer technique [32] and
fluorescence lifetime approaches [33] to this important diagnostic problem. The latter provides
an attractive and reliable alternative to pure intensity measurements because fluorescence
lifetime is essentially independent of any changes in light source intensity and detector
sensitivity.
Currently, the principal foci of this exciting research avenue are on the design and synthesis
of advanced glucose binding protein assays, including con A [34] and engineered glucose
binding proteins [35]; enzyme-based glucose sensors that combine selective enzymes (such as
glucose oxidase and apo-glucose oxidase) and optical indicators [36, 37]; and synthetic receptors
such as boronic acid [38, 39]. A recent book edited by Geddes and Lakowicz [40] presents a
fairly comprehensive review of the numerous fluorescence-based glucose detection methods that
have been employed with varying degrees of success.
Despite its many advantages and rigorous results, however, no fluorescence-based glucose
sensor has been commercially developed. Similar to the electrochemical subcutaneous glucose
monitoring systems, long term stability needs to be improved for application in human subjects.
Issues such as sensitivity in the UV-visible region in biological tissue as well as the modulation
of the signal based on turbidity of the surrounding environment needs further investigation
before one can draw a definitive conclusion on the in vivo viability of these sensors.
2.3.2.2 Carbon nanotube-based glucose detection
Recently, single walled carbon nanotubes (SWNT) have been employed as reporters for the
optical detection of glucose by Strano and co-workers [41, 42]. The one-dimensional nature of
the SWNT lends exquisite sensitivity to surface adsorption events. This salient feature coupled
with the discovery of near-infrared (NIR) fluorescence of SWNT in 2002 [43] has been
instrumental in the development of these unique biosensors.
There are several advantages to employing the SWNT as optical reporters in place of the
conventional fluorescent probes. First, their ability to fluoresce in the NIR region coincides with
the diagnostic window (further detailed in Chapter 3), in contrast to the conventional
fluorophores which largely emit in the UV-visible region of the electromagnetic spectrum.
Furthermore, SWNT do not undergo photobleaching, which enables long-term use. On the other
hand, typical organic fluorophores are susceptible to photobleaching, especially at high laser
fluence.
Specifically, two important advances in this area have been reported. The first-generation
sensor was based on the use of glucose oxidase in conjunction with a reaction mediator to control
the SWNT fluorescence [41]. More recently, an affinity sensor based on SWNT was developed
by employing competitive protein binding constructs. In this design, the SWNT is first coated in
dextran, a glucose analogue. The addition of concanavalin A initiates protein-controlled
aggregation and the fluorescence decreases as the number of free SWNT in solution is decreased.
However, introduction of glucose leads to dissolution of glucose resulting in fluorescence
recovery [42]. The ultimate goal of the researchers is to build on these concepts in making an in
vivo sensor, which uses an appropriate coated dialysis capillary into which the SWNT sensing
solution is loaded. The dialysis capillary would be freely permeable to glucose but not to the
nanotubes contained inside. The total sensing device could then be implanted in a subcutaneous
manner similar to the electrochemical continuous glucose monitoring systems. The optical setup
would use a laser diode for excitation and a CCD camera for detection.
Notwithstanding the excellent results obtained over the past few years, multiple concerns
remain about the in vivo viability of a nanotube based sensor. The first and foremost concern is
that of biotoxicity. There is conflicting evidence in the literature on the cytotoxic properties of
nanotubes and significant studies have to be accomplished to ensure that they are safe enough to
be introduced into the human body, even if it is inside a dialysis capillary. Second, the
accumulation and clearance inside the human body needs to be investigated in case of accidental
leakage of the SWNT into the tissue. Third, the long term stability of such sensors would also
play a crucial role, i.e. in terms of prediction robustness. Finally, tissue autofluorescence, while
depleted, is not fully eliminated at the NIR wavelengths. Given the broad fluorescence signals,
one aspect of investigation would be the potential uncertainty introduced into the measurements
due to the spectral overlap between the SWNT and the tissue intrinsic fluorescence.
2.4 Non-invasive glucose sensing techniques
Based on our prior discussion of the different modalities, it is evident that a truly non-invasive
measurement technique cannot have a chemical (or an electrochemical) component as such
methods require some form of contact with the body, and often necessitate implantation
underneath the skin surface. This restricts the scope of non-invasive glucose measurement
technology, in which no sensor component is in contact with a biological fluid, to optical and
spectroscopic methods only. Even within this relatively limited scope, a host of different
methods have been proposed, a few of which are outlined in the following paragraphs. These
methods have been selected based on their potential for performing glucose-specific
measurements and on the strength of their published results.
2.4.1 Absorption spectroscopy
Among the different optical methods proposed for non-invasive glucose sensing, vibrational
spectroscopy has shown the greatest promise. In particular, absorption spectroscopy - in the mid
infrared (MIR) and especially in the near infrared (NIR) wavelength regime - have been
extensively investigated for in vivo glucose sensing.
MIR absorption spectroscopy is used to interrogate the fundamental molecular vibrational
modes in the range of 400-4000 cm-1 (2.5-25 pm). MIR absorption spectra are sharp and exhibit
good spectral contrast between different bioanalytes. However, the high absorptivity of water in
this spectral range results in penetration depths in biological tissue on the order of 10-100 pm.
This means that MIR absorption based in vivo glucose sensing is not realistically feasible unless
a separate methodology is incorporated for harvesting body fluid (e.g. the interstitial fluid). On
the other hand, MIR absorption spectroscopy can be a useful tool for studying mixture samples
in vitro, especially in the attenuated total reflection (ATR) configuration.
Shifting to the NIR regime (12500-4000 cm-1 or, 0.8-2.5 pm) solves the issue of penetration
depth because of the presence of the so-called diagnostic window, due to a lack of significant
absorbers in biological tissue in this wavelength region. This is in contrast to shorter wavelengths
where hemoglobin absorption is substantial and longer wavelengths where water absorption
predominates. Together with the low cost of typical instrumentation and large signal strength,
this makes NIR absorption spectroscopy an attractive technology for in vivo glucose sensing.
However, as NIR light largely probes IR-active overtone or combination vibrational
transitions, the resultant spectral bands tend to be significantly broader (i.e. there is a net loss in
specificity in relation to MIR absorption or Raman spectra). Further, the implementation of NIR
spectroscopic methods has fundamental limitations due to the competing absorption by water,
which though smaller than in the MIR region is not absent. The absorption by water also varies
significantly as a function of temperature [44]. The application of multivariate calibration models
presents a possible remedy for the determination of quantitative analyte-specific information.
For example, Heise et al. [45] performed a series of non-invasive NIR glucose measurements
on a diabetic male volunteer. The spectral interval between 9000 and 5450 cm-I was used to
generate calibrations using partial least squares (PLS) regression. Their conclusion was that
while this test provides evidence of glucose measurement, substantive improvement in the
methodology is still required in the normoglycemic and hypoglycemic concentration ranges.
Similarly, Samann et al. [46] evaluated the long-term accuracy of the NIR method by developing
individual calibration models for 10 human subjects. These models were applied to spectra
measured 84 to 169 days later and the mean square error of prediction varied from 55 to 646
mg/dL. This clearly illustrates the need for stable instrumentation and robust calibration
algorithms to accommodate changes in patient physiology over the course of measurements.
More recently, Olesberg et al. [47] performed in vivo NIR absorbance measurements on rat skin
in the wavelength range of 2 to 2.5 gm during a glucose clamping experiment. Principal
components were determined during a three hour euglycemic period. They then examined the
change in absorbance during a 2 hour hyperglycemic period that is orthogonal to those principal
components. Similarities were observed between these variations and the net analyte signal of
glucose, suggesting the presence of glucose spectral information. In the industrial community,
NIR System (formerly CME Telemetrix) measures absorbance of light transmitted through a
finger. A broad spectrum between 500 and 1100 nm is collected and analyzed. This wavelength
range is complemented with spectra in the 1100 to 1300 nm and 1590 and 1700 nm bands [48].
A cautionary note needs to be added to this section on NIR absorption spectroscopy based
glucose sensing. As shown by Arnold and co-workers [49], the validity of published reports
claiming to have successfully measured in vivo blood glucose from noninvasive near-infrared
spectra collected in a time-dependent manner is questionable. Indeed apparently function models
can be obtained when fictitious but time-dependent profiles were assigned to datasets containing
no analyte information. One may conjecture that the non-specific, broad nature of the NIR
absorption bands renders the developed calibration models susceptible to misinterpreting broad
baseline drifts (resulting from temperature changes or system drift) as actual analyte features.
2.4.2 Near-infrared (NIR) Raman spectroscopy
NIR Raman spectroscopy combines the diagnostic window in the NIR region with the well-
known fingerprinting ability of Raman spectroscopy. Moreover, modern improvements in
Raman instrumentation allow low noise spectral data collection. The innate property of Raman
spectroscopy, in all its forms, allows it to distinguish between molecules with great structural
similarity (e.g., glucose and fructose) [50] making this technology an excellent candidate for
glucose sensing, given the myriad other constituents present in the blood tissue matrix.
Our laboratory has played a pioneering role in the application of NIR Raman spectroscopy
for in vitro and in vivo blood analyte detection. The results of our laboratory's efforts, with
special emphasis on blood glucose monitoring, is detailed in Chapter 3.4. In this section, we
briefly outline the reports of other investigators in this field.
Lambert et al. have demonstrated good predictability of Confocal Raman spectroscopy over
a physiological range of glucose concentrations using PLS analysis in an anterior eye chamber
model [51]. Glucose at clinically relevant concentrations was accurately predicted in human eye
aqueous humor in vitro using a PLS model based on artificial aqueous humor [52]. Progress
toward the determination of glucose levels in patient-derived aqueous humor using laboratory-
derived "artificial aqueous humor" calibration solutions were also reported [53].
Qu et al. described the use of Raman spectroscopy for noninvasive glucose measurements in
human serum samples after ultra filtration [54]. In another investigation using serum and serum
ultrafiltrate samples from 247 blood donors, the concentrations of glucose, triglycerides, urea,
total protein, cholesterol, high density lipoprotein, low density lipoprotein and uric acid were
determined with accuracy within the clinically interesting range. Concentrations were also
predicted and relative errors of prediction around 12% were obtained. Differentiation between
high- and low-density lipoprotein cholesterol, as well as the quantification of uric acid, was for
the first time successfully accomplished for serum-based Raman spectroscopy [55]. Pilotto et al.
[56] described the use of Raman spectroscopy to measure lactic acid, with the goal of measuring
lactic acid in athletes undergoing exercise. Measurements were made in aqueous solutions, rat
blood and in vivo in a rat.
In the context of in vivo glucose sensing in human subjects, Chaiken and co-workers [57]
described using Raman spectroscopy to measure glucose from spectra measured on either the
fingertip or the fingernail. Tissue modulation was used to reduce variations in tissue among
individuals. The results show that even with this modulation, differences among individuals add
significant error to measurements. The fluorescence spectra emitted from the same tissue region
were also collected, with fluorescence intensity indicative of blood volume sampled [58]. This
technology is being developed by Lightouch Medical. A later study in subjects with diabetes
resulted in a correlation coefficient of 0.80 and an error of 22 mg/dL [59].
It is important to note that all of these reports deal with the application of spontaneous
Raman spectroscopy. Recently, a series of publications from the van Duyne laboratory [60-64]
have discussed the possibility of a surface enhanced Raman sensor for in vivo glucose sensing.
The surface enhancement factor (typically in the range of 106 - 108) significantly reduces the
problem associated with the low intrinsic sensitivity of Raman spectroscopy. Their current SERS
sensor design relies on the glucose partitioning capability of a decanethiol/mercaptohexanol self-
assembled monolayer and the surface enhancement effect of a silver film-over-nanospheres
architecture.
In the in vivo studies conducted to date, a dorsal skinfold chamber has been implanted in an
animal model (rat) for optical access to the SERS sensor. The ultimate goal of these studies is to
develop an implantable SERS glucose sensor, similar in concept and construction to the
fluorescent probe or SWNT-based glucose detection schemes. (As such, the SERS-based glucose
sensing scheme is not non-invasive but has been included in this section for the sake of
completeness.) Consequently, the SERS sensor inherits some of the same advantages and
disadvantages of the other implanted sensor designs. In addition, one key concern remains the
(quantitative) reproducibility of the glucose-specific signal, especially in vivo.
2.4.3 Optical activity and polarimetry
Polarimetry is a well-established technique for detection of analyte concentrations. This
technique employs the ability of optically active molecules, such as glucose, to rotate the
polarization plane of light. When a beam of plane-polarized light transverses a solution, its plane
of polarization rotates by an angle, which is related to the concentration of the optically active
solute, the sample path length and sample-specific rotation constant.
In 1982, March et al. first proposed the application of polarimetry for determination of blood
glucose levels via the aqueous humor of the eye. They also postulated a potential in vivo system
which would utilize a contact lens [65, 66]. Since this initial demonstration, the polarimetry
technique has come a long way through the combined efforts of several investigators.
Nevertheless, performance of polarimetry is largely restricted to the eye because scattering
depolarizes light and the presence of other chiral molecules may confound measurements as
well. In terms of in vivo sensing, Cameron et al. [67] presented glucose detection results from a
laser-based optical polarimetry system using the anterior chamber of a rabbit eye. At this point in
time, while the feasibility of predicting physiological glucose concentrations has been
established in vitro, corneal rotation, corneal birefringence, and eye motion artifacts remain
significant concerns in polarimetric ocular measurements.
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CHAPTER 3
AN INTRODUCTION TO RAMAN SPECTROSCOPY
Raman spectroscopy is a fundamental form of molecular spectroscopy that is widely used to
investigate the structures and properties of molecules from their vibrational transitions [1]. The
spectroscopic technique itself is based on the phenomenon of Raman scattering, an inelastic
scattering process stemming from the interaction of light with matter, which was postulated by
Smekal in 1923 [2] and first observed experimentally by Raman and Krishnan in 1928 [3].
During the interaction process, energy is transferred either to (Stokes) or from (Anti-Stokes) the
vibrational or rotational modes of the molecule. Consequently, information on the molecular
structure is encoded in the corresponding frequency shifts of the scattered photons (red-shifted
for Stokes and blue-shifted for Anti-Stokes) that appear in the form of characteristic spectral
patterns ('fingerprinting').
Despite the discovery of the Raman effect in the early twentieth century, most of the initial
work was confined to physical and structural investigations, with relatively few reports on
chemical and biological analysis. However, remarkable improvements in Raman instrumentation
(e.g. efficient spectrometers, cooled multichannel detectors and holographic filters), particularly
over the last two decades, has led to a period of intense activity with a paradigm shift in its
application areas to chemical process monitoring and biomedical research. Specifically,
investigators have exploited its unique fingerprinting capabilities to study the structure and
compositional changes in biological tissue for diagnosis of disease in vitro and in vivo [4-7].
In this chapter, we first outline the theory of Raman scattering and its relevant interpretations.
Subsequently, we discuss about the instrumentation needs for acquiring high quality Raman
spectra, with special emphasis on biological samples. The application of multivariate calibration
modeling to analysis of spectroscopic datasets is then detailed. This sets the stage for discussions
on the application of Raman spectroscopy for blood glucose monitoring, especially the past
efforts of this laboratory. Finally, we conclude by inferring the technical challenges from the
results of our previous studies. The solution of these challenges forms the core of this thesis
(Chapter 4-8).
At this juncture, it is worth emphasizing that this thesis is based on the applications of
spontaneous Raman scattering and all discussions on Raman spectroscopy pertain to this effect
only, unless otherwise qualified.
3.1 Theory of Raman scattering
During interaction of light with matter, the photons of the incident beam can either be absorbed,
scattered or transmitted without interaction. In turbid biological media, the first two processes
are predominant. For the absorption process, the energy of the incident photon must match the
energy gap between the relevant vibronic states of the molecule (i.e. ground state and excited
state) resulting in the promotion of the molecule to the higher energy excited state. This principle
is employed in absorption spectroscopy, such as NIR absorption spectroscopy where infrared
energy covering a range of frequencies is directed onto the sample and the loss of specific
frequencies in the acquired signal is interpreted as the difference between the ground state(s) and
the corresponding excited state(s) of the vibrational mode(s) of the molecule(s). If the molecule
is excited to a higher electronic state, other subsequent processes such as fluorescence emission
and non-radiative transitions (including dissipation of energy from the molecule to the
surroundings) may be observed.
In contrast, the scattering process does not need the incident photon to have a specific energy
matching the difference in energy levels of the molecule. In classical terms, the scattering
phenomena can be described as a perturbation of the electronic cloud of the molecule due to the
interaction with the incident electric field and the resultant modulation of the electric field by the
vibrating molecule. As described mathematically later in this section, the modulation results in
two types of scattered radiation, namely at the original frequency of the incident beam (Rayleigh
scattering) as well as at frequencies different from that of the incident beam (Raman scattering).
It is evident that for Rayleigh scattering, there is no net change in the vibrational energy of the
interrogated sample, while for Raman scattering the incident radiation can either transfer energy
to the molecule (resulting in lower frequency of the scattered radiation, Stokes scattering) or gain
energy from it (resulting in higher frequency of the scattered radiation, anti-Stokes scattering).
It is important to note that the scattering process occurs via an intermediate "virtual state"
(Fig. 3.1), which is not necessarily a true quantum state of the molecule but can be considered a
very short lived distortion (typically 10-14 second or less) of the electron cloud caused by the
oscillating electric field of the light. In other words, Raman scattering can be observed for any
excitation frequency through the formation of an appropriate virtual state. Consequently, the
acquired Raman spectra contain specific peaks that are characteristic of the molecular structure,
but not a function of the excitation frequency (although the intensity of the radiation has a strong















Fig. 3.1 Jablonski diagram depicting the transitions between the different vibronic states as a
result of several light-matter interactions. Here, So and Si represent the ground electronic
and excited electronic states, respectively.
The Jablonski diagram, shown in Fig. 3.1, is a useful tool for illustrating the vibrational and
electronic states and the aforementioned transitions between them (IR absorption, fluorescence,
Rayleigh scattering, Stokes scattering and anti-Stokes scattering). Here, radiative transitions are
depicted by straight arrows whereas nonradiative transitions (such as the vibrational relaxation
step in the fluorescence emission process) are given by squiggly arrows.
In general, most of the photons are elastically scattered and only one in every 106-108
photons undergo Raman scattering. Also, Stokes scattering is typically much stronger than anti-












vibrational state is significantly smaller compared to those in the low-energy ground state (as per
the Boltzmann equation). Therefore, most Raman spectra for biological samples is acquired only
on the low-energy side, although this has the disadvantage of being intrinsically coupled to the
fluorescence interference (which always occurs at a lower energy than the excitation frequency
as shown in Fig. 3.1).
Using the classical picture previously alluded to, one can formulate a simple mathematical
model of the scattering process by studying the interaction between an incident electromagnetic
wave and the sample's molecular/atomic structure. In the following, we develop such a model to
provide greater insight and context to our previous discussion of the scattering phenomena. (For
a more detailed theoretical background, the reader is referred to several excellent references in
the literature [8, 9].)
As the incident radiation (i.e. an electromagnetic wave in the classical sense) interacts with
the molecules of the sample, the electron orbits within the constituent molecules are perturbed
periodically with the same frequency (vo) as the excitation frequency. The consequent
perturbation or distortion of the electron cloud in relation to the nucleus results in a periodic
separation of charge within the molecules, which is called an induced dipole moment.
This induced dipole moment (P) is proportional to the polarizability (a), i.e. the relative
tendency of a charge distribution to be distorted from its intrinsic shape by an external electric
field, and the incident electric field intensity (E):
P = aE,. (3.1)
The polarizability is a material property that depends on the molecular structure and nature of
the bonds holding the atoms within the molecule. The electric field component of the incident
radiation E, at a certain time t, can in turn be expressed as:
E, = E, cos(2;zvt), (3.2)
where Eo is the amplitude and vo is the excitation frequency. Combining Eq. (3.1) and Eq. (3.2),
we get:
P = a E, cos(2,TVt) (3.3)
Additionally, assuming sinusoidal pattern of vibrations for the molecules of the sample, we
can write the small nuclear displacements (dx) about the equilibrium position as:
dx = x0 cos(2w,,t), (3.4)
where xo is the vibration amplitude and Vvib represents the frequency of intrinsic vibration of the
molecular mode.
Further, given the dependence of the polarizability on the instantaneous position of the atoms
(as this directly affects the ability of the electric field to perturb the electron cloud), one may





= ao + - x0 cos 2 ,vvlt)8x
where ao is the polarizability of the molecular mode at equilibrium position. (Higher order terms
are neglected because such nuclear displacements are usually a very small fraction of the
characteristic length scale, i.e. the bond length.)
Plugging Eq. (3.5) in Eq. (3.3) and adjusting the two cosine terms using a trigonometric
identity, we obtain:
P = a, E0 cos(2zvt) + aa x0 E0 [cos(2xr(vO -v, fr) + cos(2xr(vo + Vi )t)] (3.6)
x 2
Equation (3.6) shows that the induced dipole moment is created at three different
frequencies, namely vo, Vo-Vvib and vo+vvib. Since the induced dipole moment is in turn manifest as
a source of the scattered electromagnetic wave, it is evident that the scattered radiation also
results at these three frequencies, i.e. Rayleigh scattering, Stokes Raman scattering and anti-
Stokes Raman scattering, respectively. .
In addition, Eq. (3.6) also implies that Raman scattering is possible if and only if the
derivative of polarizability with respect to the displacement, 8a/8ox, is non-zero. In other words,
the condition that the polarizability must change with vibrational displacement about the
equilibrium position provides a gross selection rule for Raman-active vibrations. It is worth
mentioning that polarizability usually varies with spatial direction (anisotropic property of a
molecule) and is independent of the permanent dipole moment, if present, in a molecule. The
latter is of significance as it provides the analogous selection rule for infrared absorption
spectroscopy where absorption of a specific mode correlates to the corresponding change in the
permanent dipole moment of the molecule. Evidently, not all vibrations of the molecule are both
Raman and IR active typically resulting in different characteristic spectra, although some
common peaks may be observed (except for centrosymmetric molecules where there is mutual
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exclusivity between the bands obtained by the two techniques). The two methods are, therefore,
often viewed as providing complementary information.
Finally, it can be shown that the Raman scattering intensity is proportional to the incident
intensity, square of the polarizability and, most importantly, the fourth power of VO±Vi [10, 11].
This implies Raman scattering is more efficient at higher laser frequencies (lower wavelengths),
which of course would need to be balanced with several considerations for the specific sample
type (e.g. fluorescence and presence of significant absorbers). Further, since the Raman intensity
also depends on the square of the polarizability, molecules with distributed electron clouds, such
as those containing double bonds, typically tend to be strong Raman scatterers. This can be
primarily attributed to the fact that such electron clouds, e.g. the 7r-electron cloud of the double
bond, are easily distorted on application of an external electric field.
While the classical formulation presented here provides some valuable insights into the
essential concepts of Raman scattering, it presents an incomplete picture of the true process. For
example, the (different) intensities of Stokes and anti-Stokes scattering (or, resonance Raman
scattering) cannot be directly quantified using the classical theory. A quantum mechanical
approach, where Raman scattering is detailed using the Kramers Heisenberg Dirac (KHD)
equation, is necessary for such cases. The elucidation of the KHD equation is beyond the scope
of this current thesis but the interested reader is referred to [12].
3.2 Instrumentation
As was previously alluded to, the singular obstacle to the widespread usage of Raman
spectroscopy for biological applications was the dearth of suitable instrumentation. Over the
years, however, this problem has been largely overcome with a mixture of scientific ingenuity
and critical engineering advances. In the following, we outline the considerations for performing
Raman spectroscopy on biological materials and the experimental systems that are used to
acquire the spectra. Further, we interpret the acquired Raman spectra for specific analytes in the
context of the Raman scattering theory presented in Chapter - 3.1.
The primary consideration for performing biological Raman spectroscopy lies in the
selection of a suitable excitation wavelength. Traditionally, for chemical analysis UV or visible
wavelengths are employed, mainly because of the fourth power dependence of the Raman
scattering intensity on the excitation frequency. Moreover, the efficiency of detectors available in
the UV-visible region is significantly better than those available in the NIR region. Specifically,
silicon-based detectors are not possible beyond 1100 nm (due to the intrinsic Si band gap of 1.1
eV) and their quantum efficiency falls rapidly for detection above 1000 nm.
Nevertheless, NIR excitation provides some crucial advantages for in vitro and in vivo
characterization of biological tissue. First, the fluorescence interference is substantially reduced
by shifting the excitation from UV-visible to NIR wavelengths. This is because the primary
chromophores in tissue absorb and emit in the UV-visible region, which means only a broad 'tail'
of the fluorescence signal remains in the NIR region. Second, thermal and photochemical
damage are minimized by the use of low energy NIR light. NIR wavelengths are not mutagenic
(especially as compared to UV wavelengths) and absorption is relatively low so tissue heating is
also minimized. Third, working in the NIR region, especially 700-1000 nm, provides substantial
penetration depth into biological tissue because of the lack of significant absorbers in this
wavelength region. The relatively large penetration depth (-1mm) of this wavelength region,
sometimes called the diagnostic window [13], provides the opportunity to observe Raman
information of underlying components, such as blood analytes.
As a result, for most tissue optics studies, and especially for biological Raman spectroscopy,
an excitation wavelength in the NIR region is chosen. The commonly used wavelengths are 785
nm and 830 nm, the merits of which could be balanced for a particular application based on the
criteria listed above. The use of such a wavelength also entails special modifications to the other
optical elements particularly the CCD used for spectra acquisition (discussed below).
Generally, an experimental system for Raman spectroscopy has the following major
components: (a) an excitation source, usually a continuous-wave (CW) laser; (b) sample
excitation and collection system; (c) a dispersive element coupled with the detector. We briefly
review each of these components in the following paragraphs. It is noted that the scope of our
discussion will be restricted to dispersive Raman spectrometers, given their much greater
prevalence in biological applications. The other primary type of spectrometers, namely Fourier
transform (FT)-Raman spectrometers [14], provide excellent frequency precision and better
fluorescence avoidance (at higher NIR excitation wavelengths) but suffer from significant
detector noise in comparison to the CCD detectors employed for the dispersive systems [10].
As discussed before, in biological Raman spectroscopy, NIR excitation at 785 or 830 nm is
most common. Depending on the type of application (e.g. confocal Raman microscope vis-a-vis
clinical Raman instrument), the flexibility of the excitation source has to be balanced with its
spatial footprint, or compactness. In a confocal Raman microscope, such as the one built in our
laboratory for monitoring of intra-cellular processes, a titanium sapphire laser pumped by a solid
state laser may be used as it offers a dynamic tunable excitation range that can be optimized for
different applications. Nevertheless, its size and cost prohibits its application in clinical Raman
instruments where a smaller and cheaper external cavity solid state diode laser is preferred. In
both our benchtop and clinical blood glucose monitoring systems, an 830-nm external cavity
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diode laser (Process Instruments) is employed as the Raman excitation source. It is worth
mentioning that the cheaper lasers (due to imprecise temperature control) are prone to exhibiting
amplified spontaneous emissions that require an additional laser line filter for suppression.
The next critical component of the Raman system is the design and assembly of the
excitation and collection optics. The system maybe designed for free space optics, fiber optics or
a combination of the two. Usually, fiber optics is preferred for clinical instrumentation due to the
inherent flexibility and compactness. However, for bench-top devices free space optical elements
may be able to provide greater collection efficiency. In particular, non-imaging optical elements
such as gold-coated off-axis paraboloidal mirrors [15] and compound parabolic concentrators
(CPC) [16] have been incorporated to enhance the effective numerical aperture of the collection
optics. Traditionally, most biological Raman spectroscopy systems are operated in the 1800
back-scattering configuration, primarily because the turbidity prevents sufficient photons from
being collected in other modes. Nevertheless, recently other variations including 900 collection
geometry, transmission geometry and spatially offset Raman have gained a certain measure of
popularity [17, 18]. This aspect is further discussed in Chapter 9.
In our bench-top (reflection mode) Raman system, the excitation beam is guided through a
hole in the paraboloidal mirror to the sample. The sample is aligned such that most of the
specular reflection escapes through this same hole. The remaining back-scattered light is then
collected and directed by the paraboloidal mirror towards a holographic notch filter for
suppression of the Rayleigh scattered light. The filtered beam is then focused onto an optical
fiber bundle which serves as a conduit to the spectrograph slit. Importantly, all optical elements
such as focusing lens and steering mirrors in such a free-space optical system should be NIR
anti-reflection coated to achieve optimal performance.
For our clinical system, we employ a specialized probe for sample excitation and collection.
This probe, similar to the one designed by Motz et al. [19], features a central excitation fiber
surrounded by a ring of collection fibers. The number and diameter of these fibers as well as the
number of annular rings is determined by a priori optimization of the radial and angular
collection efficiency. The height of the spectrograph slit provides an additional constraint on the
parameters of the collection fibers. In our current system, we employ a single ring of 9 low-OH
collection fibers (200 pm ID, 220 ptm OD). The fiber probe is capped by a shell and tube
miniaturized filter assembly, which functions to suppress the Raman bands produced in the
central excitation fiber as well as the reflected elastically scattered light in the surrounding
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Fig. 3.2(A) Schematic of bench-top Raman system for transcutaneous blood glucose detection. BPF:
bandpass filter; PD: photodiode; PM: paraboloidal mirror; NF: notch filter; OFB:
optical fiber bundle.
Shutter
Fig. 3.2(B) Schematic of clinical Raman system for transcutaneous blood glucose detection.
In dispersive Raman spectrometers, the critical element is the grating which can
simultaneously diffract different wavelengths of the input beam onto a multichannel detector. In
other words, the wavelength distribution is transformed to a linear spatial distribution by the
dispersive element. Holographic gratings are commonly employed for this purpose due their
intrinsic advantage of very low stray light from surface scattering, although their efficiencies are
usually lower than those of mechanically ruled gratings. In our Raman systems, we employ
holographic grating-based spectrographs with f/# ranging from f/1.4 to f/2.0, depending on the
specific application. Finally, the dispersed light is collected using a cooled CCD (charge coupled
device). Deep depletion, back-illuminated CCD is the device of choice as they provide
significantly higher quantum efficiency than their front-illuminated counterparts and reduce the
etaloning effect for NIR wavelengths. To reduce the dark current to acceptable levels, especially
given the limited sensitivity of Raman signals, state-of-the-art liquid nitrogen or Peltier cooling
is used. The liquid-nitrogen cooled detectors provides better dark current characteristics and are
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ideally suited for laboratory systems, while the thermoelectrically cooled CCD are incorporated
in our clinical Raman systems due to their compactness and convenience.
3.3 Data interpretation and modeling
3.3.1 Data Interpretation
A Raman spectrum is usually plotted with the scattered intensity (counts measured by the CCD)
on the y-axis and the energy on the x-axis, as shown for a calibration standard (acetaminophen
powder) in Fig. 3.3. The energy on the x-axis is expressed in terms of the Raman shift (A V) in
wavenumbers, i.e. (vo-vvib)/c in units of cm-1 . (For purposes of brevity, several authors simply
state the Raman shift as v.) Historically, wavenumber presents a convenient spectroscopic
quantity for spectral analysis as it is directly proportional to the frequency (or difference in
energy levels) and also because spectroscopic instruments are typically calibrated in terms of
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Fig. 3.3 A Raman spectrum of acetaminophen powder, which is often used as a calibration
standard [20].
It is notable that the Rayleigh line at 0 cm-1 shows the highest intensity even after the notch
filter action. Since the optical density of a typical notch filter is better than 6 (i.e. it provides a
factor of 106 reduction in the intensity of the specific line), the Raman intensity evidently is a
very small fraction of the elastically scattered light. This observation is unsurprising, even
though acetaminophen powder is a very strong Raman scatterer. As a consequence of this and
the potential imprecision associated with the notch filter action, Raman spectral analysis is rarely
performed on the 0-200 cm-1 region.
Figure 3.4 shows the Raman spectra acquired from the aqueous solutions of three clinically
relevant blood analytes, namely glucose, urea and creatinine. The spectra were acquired using
our laboratory system from aqueous solutions of these analytes held in a fused silica cuvette. The
three spectra show the excellent specificity of this analytical technique. Indeed, the innate
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property of Raman spectroscopy allows it to distinguish between molecules with great structural
similarity (e.g. glucose and fructose) [21]. Furthermore, it is evident that the water contribution
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Fig. 3.4 Raman spectra of anomeric balanced D-glucose (aq.), creatinine
(spectra are offset for clarity).
(aq.), and urea (aq.)
One can, of course, investigate the molecular structure and properties based on the Raman
spectra acquired from these analytes. This forms the core of the structural investigations, which
makes Raman spectroscopy an important tool in physical chemistry. For example, the glucose
Raman spectrum shows characteristic molecular vibrations including the 6(C-C-C), S(C-C-0),
6(C-0) and T(C-C) skeletal modes between 380-500 cm~1; u(C-0), o(C-C), S(C-C-H), 6(C-C-0)
stretch between 820-950 cm-1; u(C-C), u(C-OH), S(C-0-H) stretch between 1000-1180 cm~1; and
6(0-C-H), S(C-C-H) , CH 2, 6(C-O-H) bending between 1200-1500 cm-1 [21, 22]. (The specific
------- . ..........
structural references for the glucose molecule are provided in Fig. 2.1.) In this thesis, however,
we will primarily focus on the analytical capabilities of the Raman spectra, i.e. the ability to
provide quantitative predictions of concentration information of Raman-active analytes in
complex tissue matrices. In this context, we conclude our discussion of the interpretation of the
Raman spectra with a brief note on the widely used empirical relationship between the analyte
concentration and the relevant Raman scattering intensity.
While the theoretical (both the classical and the quantum mechanical) treatment of the
Raman scattering process (Chapter-3.2) provides a detailed understanding of the various
subtleties involved, in most Raman experiments the only parameter of interest is the signal
strength. Thus, a detailed correlation of the experimental data and the theoretical predictions is
usually not performed. A more pragmatic approach, based on a simple linear relationship
between the relevant analyte parameters and the acquired dataset, is adopted. To this end, Raman
spectroscopists define an empirical parameter, the differential molecular Raman scattering cross-
section (p) at a particular excitation wavelength, to indicate the probability of an incident photon
being scattered as a Raman-scattered photon for a given Raman shift. One can then write the
following equation in a manner analogous to Beer's law for absorption [10]:
Ps,.m = Po p8cdz, (3.7)
where PRaman represents the Raman scattering intensity in a steradian of collection solid angle
(photons cm-2 sr-1 s1), P0 is the incident laser intensity (photons cm- 2 s-1), c is the number density
of scatterers (concentration in molecule cm-3), and dz is the path length of the laser in the sample
(cm). Clearly, fi has units of cm 2 sr' molecule~1. It is instructive to note that cdz denotes the total
number of excited molecules for a beam having a cross-sectional area of 1 cm2.
Additionally, Eq. (3.7) can be further re-written to define a Raman scattering cross-section
(uRaman), a functionally similar parameter to the elastic scattering (us) and absorption (ua)
coefficients:
p 4a = P4rc (3.8)
Previously, investigators have reported that the differential Raman scattering cross-section
for aqueous glucose solution is 5.6 x 10~30 cm2 sr molecule-' [10]. This value was measured for
the Raman peak at 1126 cm~1 using laser excitation frequency of 514 nm. Using this value, one
can readily compute that for typically observed values of physiological glucose concentrations
(80-400 mg/dL), the Raman scattering cross-section (pRaman) lies in the range of 100-10- cm-'.
This number can then be compared to typical values of 40 cm~1 for p, and 0.1 cm~1 for pa in
biological tissue. While these numbers would be slightly different for our NIR measurements,
they provide important insights into the relative probability of the different vibronic processes.
Clearly, a miniscule fraction of the light is Raman scattered and this low sensitivity presents
substantive challenges for quantitative predictions, despite the excellent chemical specificity of
Raman spectroscopy.
3.3.2 Modeling and calibration
Data analysis forms one of the central tasks in transcutaneous studies [23], because the Raman
signature of glucose in vivo is very weak, as shown above. In addition, the presence of
interfering chemical components (e.g. other Raman-active tissue constituents such as proteins
and lipids) pose a significant challenge to extracting glucose-specific information. As a result,
many different analytical techniques, more properly called chemometric techniques, have been
proposed and used with varying degrees of success for Raman spectral analysis. (Chemometrics
can be formally defined as the chemical discipline that uses mathematical and statistical
methods, (a) to design or select optimal measurement procedures and experiments, and (b) to
provide maximum chemical information by analyzing chemical data.)
In this section, we outline the fundamental ideas of the relevant chemometric calibration
procedures and their respective merits. The emphasis here is on introducing the reader to the
basic principles of calibration, rather than dwelling on the intricate mathematical schemes, in
order to remove the "black-box" mystique that often shrouds its application. The reader is
referred to excellent articles in the literature for a more exhaustive treatment [24-26].
Loosely speaking, the gamut of spectral data analysis ranges from using numerical methods
to improve data quality (e.g. effective signal-to-noise ratio), application of the regression or
classification schemes to extract the information of interest from the spectral dataset and finally
the validation and visualization of the information content [27]. The first falls under the general
class of pre-processing method, while the latter two are considered to be post-processing.
3.3.2.1 Pre-processing methods
Pre-processing methods are often key to interpreting the scientific content of the data structure.
Such methods range from simple spectral corrections to sophisticated algorithms that guarantee
and enhance data quality as well as provide consistency for the subsequent processing steps.
Specifically, for biomedical spectroscopy given the data flood often produced from a single
experiment, the aspect of ensuring consistency in the datasets that are inputted for further
calibration or classification analysis cannot be emphasized enough.
The Raman spectra acquired in our laboratory, whether using the bench-top laboratory
system or the clinical Raman unit, are subjected to the same set of pre-processing steps to ensure
reproducibility. First, because of the unusually large area CCD employed in our system
(typically 1" by 1"), the images obtained on the chip display a curved profile instead of a linear
one. This can be readily visualized by looking at the Rayleigh scattered light entering the
spectrograph from the linear array of fibers. As a result, curvature correction is employed before
standard vertical binning [20], failing which one may obtain a net loss in the spectral resolution.
After a binned (one-dimensional) spectrum is obtained, wavenumber calibration and spectral
response correction is performed. Since the Raman shift in wavenumber does not have a linear
relationship with the spectral dispersion (unlike wavelength), a standard method is to acquire the
Raman spectrum of a well-characterized Raman scatterer (e.g. calibration standard such as
acetaminophen powder) and employ a polynomial interpolation between the known bands and
the CCD pixels to provide a full axis wavenumber calibration. This axis can then be used for all
other acquired spectra. The sample Raman spectrum is then corrected for the intrinsic system
response by normalizing with a spectrum acquired from the system using a industry standard
wavelength-calibrated white light source.
Another important step is removal of spike effects, which are introduced by high energy
cosmic rays or or y- and a-rays emitted from materials around the detector chip. Several methods
can be used for the suppression of such spikes, including median filtering (or some derivative of
the same) by comparison of multiple (temporal or spatial) frames and band width-based
threshold filtering (based on the significantly larger linewidths of the analyte spectrum as
compared to the spike) [28].
In addition, depending on the particular application, one may employ baseline correction,
spectral smoothing schemes and de-noising algorithms. The key is to critically investigate the
usefulness of these techniques in terms of providing improvements in predictive ability in
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relation to the possibility of incorporation of spurious artifacts in the acquired spectrum. For
example, while baseline correction has been pursued extensively in Raman spectroscopy, in most
applications implicit calibration techniques such as partial least squares (PLS) exhibit equally
good, if not superior, performance without this additional pre-processing step (as discussed in
Chapter 6) [29]. Similarly, smoothing schemes, such as the Savitzky-Golay smoothing algorithm
[30], by themselves do not provide substantive benefits for our analysis. Nevertheless, in specific
applications, e.g. analysis of first derivative Raman spectra, the smoothing schemes provide a
tremendous boost.
3.3.2.2 Post-processing methods
Chemometrics encompasses a wide variety of analysis and experimental design methods, but
there are two principal application areas which stand out in terms of their significance in
biomedical spectroscopy. These two applications, namely calibration (or regression) and
classification (or pattern recognition), arise in different categories of biomedical spectroscopy
problems. Calibration is generally encountered when a spectroscopic measurement must be used
to predict the value of an underlying parameter (e.g. analyte concentration) or property. On the
other hand, classification schemes involve the use of the spectral dataset to determine patterns in
the biomedical context (e.g. histo-pathological classes for cancer detection) and to use this
information to provide prospective discrimination. Evidently, the blood glucose monitoring
problem falls under the broad set of calibration applications and in our ensuing discussions we
will focus on the calibration portion of chemometrics investigation. Nevertheless, it is worth
mentioning that the formulation of classification and regression schemes themselves are often
intertwined. For example, a partial least squares (PLS) calibration scheme can be readily adapted
for partial least-squares-based discriminant analysis, PLS-DA (a classification algorithm).
79
Conversely, support vector machines which was originally developed for classification has also
been extended for regression analysis (as further detailed in Chapter 5).
Calibration approaches can be divided into two distinct classes, namely univariate and
multivariate. Historically, univariate approaches were used to calibrate a single measurement
variable, such as height of a characteristic peak, to the property of interest, such as analyte
concentration. However, this approach only takes advantage of a small portion of the data
available and is incapable of exploiting the biochemical specificity of Raman spectroscopy.
Further, in complex biological samples such as the blood tissue matrix, where several distinct
moieties may contribute to the intensity of a specific Raman feature, univariate approaches prove
to be inadequate. In contrast, multivariate calibration schemes are able to exploit the multi-
channel nature of the spectroscopic datasets to determine concentration information at trace
levels in complex mixture samples.
For the simplest form of multivariate calibration (i.e. linear), we assume that the measured
spectrum, s, can be mathematically expressed as a linear weighted combination of the pure
component spectra of the sample constituents, p, with the weights being equal to the
corresponding analyte concentrations, c:
s =c, -pi +c 2 'P 2 +..+c p + e (3.9)
where the subscripts on the RHS of the equation denote the specific constituents, e.g. glucose,
creatinine, urea, cholesterol, keratin etc. for the blood tissue matrix and e is the measurement
error including noise. (In our discussions pertaining to the multivariate calibration schemes, we
will employ the following notation: lowercase boldface to denote a column vector; uppercase
boldface to denote a matrix; lowercase body type to denote a scalar quantity; the superscript T to
denote a transpose operation.)
Equation (3.9) presents a reasonably good first approximation based on the incoherent
addition of the constituent signals in spontaneous Raman spectroscopy. The linearity of the
mixture spectra was also experimentally demonstrated in biological tissue under controlled
conditions by Manoharan et al. [31].
Extending Eq. (3.9) to account for multiple mixture spectra we get:
S=CP+E, (3.10)
where S is a (j x X) matrix of sample spectra with each sample spectrum occupying a row, C is a
(j x p) matrix of constituent concentrations in the samples, P is a (p x X) matrix of constituent
spectra with each constituent spectra occupying a row and E is the associated measurement error.
Here, p is the number of the sample constituents and k is the number of the discrete spectral
information components, e.g., pixels in the detector.
If we neglect the error, Eq. (3.10) can then be re-written in a form suitable to the
determination of concentration information from the measured spectral dataset:
C=SP T (P P) (3.11)
Depending on the application, or more precisely on the a priori information available for the
specific application, Eq. (3.11) can then be employed in different ways. In general, these
different multivariate calibration strategies can be divided into two classes, namely explicit and
implicit calibration.
Explicit calibration
Explicit multivariate calibration methods necessitate knowledge of the full set of the individual
component spectra, either through measurement or appropriate calculation. For example, if all
the component spectra (i.e. spectra of a unit concentration of each pure constituent) are available,
then Eq. (3.11) can directly be used to predict the concentration of each analyte. This is the
simplest case, which does not involve a 'true' calibration step, since the model P is already
available. Such a solution is aptly called ordinary least squares (OLS) analysis.
A similar scheme, called classical least squares (CLS) analysis, is employed when the full set
of pure component spectra are not known a priori but can be calculated by use of an appropriate
training or calibration set where the concentrations of all the pure components are known. Under
such circumstances we can estimate P, where the hat indicates that the model is estimated and is
not directly available:
P = (Ccaiib Cc.hb)~1Ccaliscalib (3.12)
where the subscript 'calib' indicates that the model is estimated based on the known
concentrations and measured spectra from the calibration dataset. P, calculated from Eq. (3.12)
can be substituted in place of P in Eq. (3.11) to obtain the concentrations of the components in
the prediction samples based on the spectra acquired from those samples (i.e. S).
The noteworthy aspect of the CLS scheme is that it involves a distinct calibration and
prediction step, namely Eq. (3.12) and Eq. (3.11) respectively. Unfortunately, in a large number
of applications of biomedical spectroscopy including the blood glucose monitoring problem,
neither the full set of component spectra or the concentration information is known. In such
cases, one has to employ implicit calibration methods.
Implicit calibration
Implicit calibration methods are primarily applied when there is a single analyte of interest, e.g.
in non-invasive blood glucose monitoring. The only information available is the concentrations
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of the analyte of interest in the calibration samples and the spectra acquired from them. In other
words, there exists no further direct knowledge or interest in the identities and concentrations of
the other components of the sample. The objective of the implicit calibration methods can then
be mathematically written as:
c r = s plb, (3.13)
where b is the spectrum of regression coefficients which when used in conjunction with the
spectrum of the prospective sample s can provide the analyte concentration, c, in that sample.
This equation is analogous to Eq. (3.11) of explicit calibration, where the generalized pseudo-
inverse of P has been replaced with the so-called b-vector (b) for the analyte of interest.
The critical question then is: how do we find the optimal b-vector? Extending Eq. (3.13) for a
number of calibration samples, we get:
T
cCaib = Sc.lib b (3.14)
where Ccalib is the vector of the analyte concentrations in the calibration samples and Scalib is the
matrix of measured calibration spectra. In principle, the b-vector for the analyte of interest can be
obtained by simply inverting Eq. (3.14). Unfortunately, in practice, the inversion of the matrix
Scalib is complicated by the fact that the number of wavelengths is typically much larger than the
number of samples. In other words, the expanded matrix (ScalibT Scalib) has inherent degeneracy,
which must be removed before the pseudo-inverse can be computed. This means that we must
somehow compress the spectral data into fewer data points, or have more samples than the
number of data points. The simplest method is to choose a subset of the total number of
wavelengths, such that the number of spectral points employed is less than or equal to the
number of calibration samples. Unfortunately, this may mean loss of significant spectral
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information. The other option is to compress the spectral data into a significantly smaller number
of key factors or, principal components. Implicit calibration methods, such as principal
component regression (PCR) and partial least squares (PLS), provide the necessary means for
such a transformation, also known as reduction in dimensionality of the dataset. Figure 3.5
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Fig. 3.5 Schematic showing the essential two-step process involved in implicit calibration. Here, c
and S represent the concentration and spectra collected from the calibration samples; S*
indicates the generalized inverse of S; b is the regression vector; and cpr is the
concentration estimated in the prospective sample based on the acquired spectrum, spre.
Further details of the procedures are provided in the text.
PCR uses principal component analysis (PCA) to compute the principal components and
subsequently performs regression on a limited number of principal components. PCA
decomposes the matrix of calibration spectra into orthogonal principal components that best
capture the variance in the spectral dataset. PCA is a linear, though abstract, mathematical
transformation of the data into a new coordinate system (axes) such that the largest variance lies
on the first axis and decreases thereafter for each successive axis. This has the effect that most of
the redundant information and noise can be omitted out of the calibration model if only a few
principle components are retained. The critical question then is to decide how many of the
principle components should be retained in the subsequent analysis. Typically, different metrics,
such as error in leave-one-out cross-validation or cumulative percentage contribution of the
retained principle components to the overall variance, are employed to optimize the number of
principle components used to construct the calibration model. In an ideal situation, this number
should equal the number of sample constituents, i.e. the number of pure components in the
mixture. However, for biological applications, there is rarely a situation where such a number is
known a priori; moreover, correlations between sample constituents, system drift and noise also
play a key role in the final number of principle components retained in real world situations [24].
Mathematically, one can view this PCA step as a decomposition of the spectral dataset into
scores (T) and loading matrices (Q):
S = TQ. (3.15)
Here, T is a (j x n) matrix and Q is a (n x X) matrix, where n is the number of principle
components retained for the calibration model. The next step is to the so-called rotation step,
which is used to construct a relationship between the concentrations and the scores:
c= Tr, (3.16)
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where r represents a column vector of size n. Some researchers like to think of r as the analogue
of the b-vector in the score space, rather than in the spectrum space. To determine r from the
calibration samples, we simply invert Eq. (3.16):
r = (Teaib T ai) Tealib calib (3.17)
This pseudo-inverse can be readily computed as long as n< j. Eq. (3.16) for calibration can then
be combined with Eq. (3.15) to obtain the final concentration estimate for prediction. In the
application of Eq. (3.15) for prediction, the spectrum measured from the prospective sample is
decomposed into the appropriate scores vector.
PLS is the extensively used implicit calibration technique. Its formulation is not too dissimilar
to that of the PCR formulation presented above, with the key exception that the initial matrix
decomposition for PLS is implemented on the covariance matrix of the spectra and the reference
concentrations in contrast to PCR where only the variance in the spectral dataset was considered.
In other words, PLS assumes that errors exist in both blocks - the measured spectra as well as the
reference concentrations - and both are of importance to the analysis. This is of significance in
many biomedical spectroscopy applications, where the spectra measurement are often more
reproducible in comparison to the reference concentrations, which may be hampered by sample
preparation techniques. In practice, PLS and PCR are shown to have similar performance if noise
in the spectral data and errors in the reference concentration measurements are negligible.
Otherwise, PLS provides better predictive ability than an equivalent PCR model and is therefore
more widely used in various chemometric applications. Nevertheless, it should be noted that the
principle components obtained by PCA typically provide significant physical interpretability, a
trait not shown by the loading vectors of PLS.
Clearly, the implicit calibration methods provide a powerful tool for spectral analysis in a
vast number of cases where only limited information of the analyte of interest is present.
Unfortunately, it is susceptible to chance correlations, such as covariations among two or more
sample constituents (further explored in Chapter 6) and system drift. This issue has previously
been addressed by several investigators, who have proposed hybrid calibration methods by
combining features specific to explicit and implicit methods [32, 33]. In particular, our
laboratory has proposed the incorporation of prior information, e.g. knowledge of glucose
spectrum, as an additional constraint to guide the development of the b-vector [34, 35].
Finally, all the aforementioned methods function under the assumption that a linear
regression process is sufficient for extraction of concentration information. In recent years, this
assumption has come under question, especially when non-linear effects are induced by external
variables such as temperature. In such cases, a non-linear regression scheme such as non-linear
PLS, artificial neural networks or support vector regression may be more appropriate. Chapter-5
discusses the introduction of such curved effects and how they may be accounted for using non-
linear support vector regression.
Validation and figures of merit
In general, multivariate calibration is effective provided that the range of samples used to
develop the model is adequately representative of all prospective samples that may be analyzed
by this model. Nevertheless, an important feature of the total calibration process is the
performance of appropriate validation for the developed model. This is especially true for
implicit calibration methods, which cannot be simply judged by conventional statistical measures
such as goodness of fit. As noted by other researchers [36], spurious effects can be incorrectly
interpreted as legitimate correlations even when no actual information content is present in the
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experimental dataset. Such effects may provide positive results, based on non-analyte specific
effects, inspiring false confidence in the measurements. To avoid, such possibilities rigorous
statistical validation must be performed, especially for cases where the signal from the analyte of
interest is a small fraction of the overall signal.
There are two major classes of validation techniques for multivariate calibration, namely
internal validation and external validation. In cases where the total number of available samples
is limited, internal validation is undertaken on the calibration dataset. The most popular internal
validation strategy is "leave-n-out" cross-validation. For this type of validation, n samples are
left out of the calibration dataset and used as validation samples. This step is iterated multiple
times to get an average estimate of the validation errors. A special case of internal validation is
leave-one-out cross-validation, where one data point is left out at a time from the calibration data
and the developed model is used to compute the concentration of the left out data point. This
procedure is then repeated until all data points have been left out in turn.
It is common to use errors in the concentration block for definitive decisions on the quality of
the calibration model. Mathematically, the error in cross-validation, i.e. the root mean square
error of cross validation (RMSECV), can be written in the following manner:
/ (cext,,,, -c
RM SECV = ' , (3.18)
nc -P
where cextracted and creference are the calculated (using the implicit calibration method of choice)
and reference concentrations of the validation samples, ne is the total number of calibration
samples and p is the number of components (e.g. principal components and loading vectors) used
to construct the calibration model.
Typically, errors in cross-validation will initially decrease, then level off and finally show a
slight increase as the number of components used in the calibration model are increased. This
suggests that there exists an optimal number of components, which explains most of the
information content and is suitable for prospective application. Further addition of components
(often referred to as 'over-fitting' or 'over-training') is likely to reduce chances of success in
prospective application as later components may introduce significant noise in the calibration
model. A useful rule-of-thumb to reduce overfitting is to have three times as many calibration
samples as the rank of the calibration model (i.e. the number of principle components) [37].
External validation is similar to internal validation, except that a certain number of samples
are withheld from the calibration process for optimization of the calibration parameters. This
dataset is often referred to as the tuning dataset. Invoking an independent dataset ensures that the
model has not been skewed by data specific to the calibration set. (Readers may also be
interested in investigating the bootstrap method, which represents a compromise between the
internal and external validation procedures [38].)
Irrespective of the nature of validation, however, the true test lies in prospective application
on unknown samples, after the calibration model has been completely finalized. The prediction
error, root mean square error of prediction (RMSEP), is computed as:
n,
RM SEP =/1 pded-, (3.19)
where np is the number of prospective prediction samples.
We conclude our discussion in this section with a cautionary note on the blind application of
these multivariate calibration models. The primary challenge in establishing calibration transfer
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in prospective samples is the establishment of causation between the analyte (glucose) levels and
the optical signals, i.e. whether the source of the signal truly reflects a change in glucose
concentrations. For all calibration models (linear or non-linear), spurious effects may arise from
different sources that correlate with changes in glucose, especially in human subject studies. The
burden of responsibility, then, rests on the investigators to find alternate means of demonstrating
that the predicted results are not a direct outcome of such spurious effects. One way of
accomplishing this is to use tissue-simulating phantoms under controlled environmental
conditions, where a priori knowledge of each system component exists. Evidently, performance
under such conditions can only be used to investigate specific issues. Second, one may feed false
concentration profiles into the calibration scheme to test its capability of prospective prediction.
Ideally, such concentration profiles should not be predicted well as they are not reflective of
anything in the experimental dataset. Nevertheless, time-dependent profiles often produce
spurious results because of correlations with system drift. Such problems have confounded
investigators in NIR absorption spectroscopy for decades. While we anticipate that the enhanced
specificity of Raman spectroscopy is likely to reduce some of the aforementioned issues, the
statistical validation of such techniques by introducing perturbations to the input information
should be rigorously pursued.
3.4 Previous research in the MIT Spectroscopy Laboratory
Our laboratory has pioneered the application of NIR Raman spectroscopy to this important
diagnostic problem of non-invasive blood glucose monitoring. Over the past decade and a half,
novel instrumentation and methodologies have been developed to overcome the myriad technical
challenges that may potentially impede the path to successful prospective application in human
subjects. In the following, we outline our laboratory's prior in vitro and in vivo studies to
90
understand the status of the project before the work presented in this thesis was undertaken and
to identify the key challenges based on the results of these previous studies.
3.4.1 In vitro studies
In the laboratory's initial studies, quantitative concentration measurements of multiple analytes
were demonstrated first in simple mixture samples such as in water solutions. Subsequently, the
dataset complexity was increased to include human blood serum and whole blood samples as
well as other tissue-simulating phantoms.
Our initial demonstration of concentration measurements in biological media reported
measurement of multiple analytes including glucose, urea, cholesterol, triglyceride, albumin,
total protein and hematocrit in serum and whole blood samples from sixty-nine patients over a
seven-week period [39]. The serum measurement errors were within clinical accuracy
requirements, but it was observed that the whole blood measurement errors were considerably
higher. The data indicated that the reduced signal levels obtained from whole blood samples
were the principal source of increased error in the study. In addition, the laboratory also made
two important advances during the period of these in vitro studies: (a) development of hybrid
linear analysis (HLA), a novel multivariate calibration method that incorporated prior
information content (such as spectral line shape) into the implicit calibration method [34]; and
(b) formulation of an analytical method for estimating the chemometric prediction error, i.e. the
prediction uncertainty [40]. The prediction uncertainty is instrumental in defining the minimum
detectible concentration of the system.
To overcome the problem of reduced signal collection in the investigations of whole blood
samples, a new system incorporating non-imaging optical elements was assembled. This was
found to improve the signal collection capability by a factor of >4. A follow-up whole blood
study using this improved instrument demonstrated the feasibility of measuring multiple analytes
in whole blood with clinical accuracy [15]. In this study, whole blood samples were collected
from 31 patients undergoing routine clinical evaluation. 30 consecutive 10-second spectra were
acquired from each such sample. Conventional clinical laboratory methods were used to measure
eight reference analyte concentrations, including glucose, urea, total protein, albumin,
triglycerides, hematocrit and hemoglobin. These reference concentrations were correlated with
the recorded Raman spectra through multivariate calibration and validation. The results
demonstrated that the Raman spectroscopy based concentration predictions had a very strong
correlation with the reference concentrations (the square of correlation coefficient between the
reference and predicted concentrations was greater than or equal to 0.93) for all analytes, except
total cholesterol.
3.4.2 In vivo studies
The promising results of these in vitro studies provided the impetus for an initial in vivo
evaluation of the ability of Raman spectroscopy to measure glucose in a transcutaneous manner
[29]. The in vivo studies were conducted in a small cohort of human subject volunteers. In the
human subject study, a series of Raman spectra were collected from the forearms of healthy
human volunteers in conjunction with an oral glucose tolerance test. A glucose tolerance test is a
standard diabetes screening procedure, where a subject is typically given a glucose-rich drink
(for the oral version of the test) in order to induce a substantive rise in the subject's blood glucose
levels. Blood samples are then withdrawn at specific time intervals to investigate the rate of
clearance of glucose from the blood stream and therefore to infer the effectiveness of the
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Fig. 3.6 Representative Raman spectra acquired from a human volunteer during an oral glucose
tolerance test study.
Raman spectra and reference blood glucose concentrations were measured at regular 10
minute intervals during the 2-3 hour duration of test. Figure 3.6 shows a set of representative
spectra acquired from one such study. A Hemocue@ glucose analyzer was employed to obtain
the reference blood glucose measurement. A calibration model was generated individually from
the data from each volunteer using PLS with leave-one-out cross validation. The RMSECV
value for the whole dataset based on individual calibration was computed to be 18 mg/dL with
the coefficient of determination (square of the sample correlation coefficient) equal to 0.87.
Although single-subject cross validation resulted in acceptable error estimates, prospective
prediction on multiple subjects proved more difficult. At this time, similar errors were also
anticipated for prospective prediction on the same human subject at future times. In other words,
the reproducibility of the developed calibration time was considered to be an open question.
........ .... - ......... .............
Given the results of this initial in vivo investigation, a more methodological implementation
and validation from bench to bedside was deemed to be necessary in order to make non-invasive
glucose measurement a viable clinical technology. These investigations were meant to
specifically address the root causes of the problem, i.e. the factors that cause the substantive
increase in prediction error in prospective application.
In this context, Shih and co-workers initiated research along two major directions: (a)
development of a flexible hybrid calibration model, called constrained regularization, which was
reported to provide some key advantages over partial least squares and hybrid linear analysis
[35]; and (b) improvements in quantitative Raman spectroscopy based predictions in turbid
media where sample-to-sample variations in sampling volume may otherwise cause significant
errors [41, 42].
This thesis significantly extends this initial work in identifying and accounting for the
specific technical challenges that impede the path to true prospective application and thereby to
clinical translation. Application of the new methodologies developed in this thesis will not only
help from a clinical accuracy standpoint but also provide greater insight into the fundamental
physiology and physics of such measurements. Finally, the sequential increase in data
complexity, including the use of suitable tissue-simulating phantoms at each step, prevents the
potential incorporation of spurious and misleading effects that may otherwise creep in, given the
large range of uncontrolled variables in clinical studies.
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CHAPTER 4
TURBIDITY-CORRECTED RAMAN SPECTROSCOPY
A major challenge in quantitative biological Raman spectroscopy, particularly as applied to non-
invasive measurements on biological tissue, lies in overcoming the detrimental effects of tissue
scattering and absorption. In this work, the interplay of sample (elastic) scattering and absorption
is referred to as tissue turbidity. The Raman spectral information is corrupted by multiple
scattering and absorption events in the surrounding medium, causing non-analyte specific
variances and thereby diminishing the predictive capability of the calibration model. To account
for these distortions in the intrinsic Raman spectra, a novel analytical method, Turbidity
Corrected Raman Spectroscopy (TCRS), is proposed in this chapter. This method is based on the
photon migration approach and employs alternate acquisition of diffuse reflectance and Raman
spectra to compensate for the effects of turbidity in the latter. It is demonstrated that, on
application of TCRS, the widely varying Raman spectra observed from a set of tissue phantoms
having the same concentration of Raman scatterers but different turbidities tend to coalesce onto
a single spectral profile. Furthermore, in a prospective study employing physical tissue models
with varying turbidities and randomized concentrations of Raman scatterers and interferents, an
average reduction of 20% in prediction error is obtained by applying the turbidity correction
procedure to the acquired Raman spectra.
4.1 Significance
As mentioned in Chapter 3, several research groups, including our own, have reported Raman
spectroscopy based glucose predictions at physiologically relevant concentrations in serum [1],
whole blood [2] and other in vitro samples, such as human eye aqueous humor [3, 4]. Promising
studies in transcutaneous Raman spectroscopy in human volunteers have also been conducted [5,
6]. However, prospective application has proven to be challenging, particularly when the
calibration model developed on one subject is applied to a different subject. A significant portion
of the difficulty in implementing successful prospective prediction methods can be attributed to
variations in tissue optical properties characteristic of a human subject population. Variations in
turbidity, defined as the combined effects of scattering and absorption, alter the tissue sampling
volume thereby diminishing the concentration prediction accuracy on prospective samples. In
addition, tissue turbidity also gives rise to intensity and shape distortions in the acquired Raman
spectra and introduces non-analyte specific variances into the calibration model that deteriorates
the prediction capability. Overcoming the effects of optical property variations is one of the
central challenges in quantitative biological Raman spectroscopy. In other words, there is a clear
need for a methodology that enables the extraction of intrinsic (true) line shape and intensity
information from the acquired Raman spectra in order to accurately predict blood analyte
concentrations in a group of human subjects.
One approach developed to reduce the aforementioned effects of the variations in optical
properties on the prediction capability of the regression model was presented by Chaiken et. al.
[7]. They conducted an in vivo study employing mechanical tissue modulation on the fingertip
and the difference of the spectra acquired at non-modulated and modulated states, respectively,
to enhance the spectral contributions from the blood pool. Although reasonable glucose
measurement accuracy was reported, the results showed that differences among individuals
added significant error to the actual concentration estimates.
The need for correction of turbidity induced variations in sampling volume and the intrinsic
spectral shape has been widely acknowledged in the non-invasive glucose detection literature,
especially near-infrared (NIR) absorption spectroscopy [8-11]. Over the past decade, researchers
in the field of fluorescence spectroscopy have also extensively studied the effects of turbid media
on the observed fluorescence spectra [12, 13]. Correction schemes using a variety of
experimental and analytical approaches have been developed to remove distortions induced in
the fluorescence spectra due to multiple scattering and absorption [14-22]. For example, our
laboratory has developed intrinsic fluorescence extraction methodologies using diffuse
reflectance spectroscopy, based on the principle that fluorescent and diffusely reflected photons
undergo similar scattering and absorption events in the turbid medium [14, 15].
Even though methods for extracting intrinsic fluorescence have been widely employed,
relatively less work has been done in developing an analogous methodology for Raman
spectroscopy. In one such scheme employed to study powder samples, the Raman signal was
related to the measured diffuse reflectance as a function of the Kubelka-Munk absorption or
scattering coefficients [23]. However, the Kubelka-Munk formulation, which assumes that
elastic scattering is isotropic, cannot be readily extended to biological tissues, where scattering is
highly anisotropic (typically heavily forward-scattered) [24, 25]. Aarnoutse et. al. [26] have also
reported a method using simultaneous absorption measurements to correct for the absorbance of
Raman scattered light by the media in catalysis reactions. In this method, only the effect of
variations in sample absorption was considered, whereas in biological tissues, variations in
scattering are substantially more important [27, 28]. Matousek et. al. have proposed a novel
method (spatially offset Raman spectroscopy, SORS) for retrieval of Raman spectra from
subsurface layers in diffusely scattering media, which is based on the idea of collecting Raman
scattered light from surface regions laterally offset away from the excitation laser spot [29]. This
method, however, is useful for extracting depth-resolved spectral information and is not suitable
for application in samples where Raman scatterers are distributed throughout the turbid medium
of interest.
Previously, our laboratory has developed a method to reduce the deleterious effects of
turbidity variations in concentration predictions using Raman spectroscopy. As in the
aforementioned case of fluorescence correction, this method is based on the use of diffuse
reflectance at the same tissue region to correct for turbidity variations. Two of our laboratory's
previous publications have presented a method (Intrinsic Raman Spectroscopy (IRS)) that
corrects for the turbidity-induced sampling volume variations and relates the observed (sampled)
concentration to the true concentration of the analyte of interest by means of a universal
calibration curve [30, 31]. However, using a Monte Carlo technique (as proposed in IRS [30]) to
determine a universal calibration curve has the limitation that the Raman scattering coefficients
must be known accurately for the given constituents, which is a non-trivial task. In addition, for
the experimental IRS technique [31] used for derivation of the calibration curve, one needs to
create tissue phantoms with the same composition of constituents as found in each tissue type.
Since glucose forms a minute part of the total tissue Raman spectrum (as small as ~0.3%), there
remains substantial uncertainty as to the prospective applicability of this calibration curve in
vivo. Furthermore, it also requires the explicit determination of the optical properties of the tissue
site, specifically the reduced scattering coefficient (u'( )). Prediction of blood analyte
concentrations from human subjects under clinical conditions necessitates the introduction of a
new method which is independent of tissue composition and geometry invariant.
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In the following, we present an alternate approach, which we call turbidity corrected Raman
spectroscopy (TCRS), that overcomes these difficulties by correcting for intensity and shape
distortions in the observed Raman spectra. This approach also employs alternate acquisition of
diffuse reflectance spectra and is based on the photon migration picture. In the following, we
derive an analytical relation connecting the observed Raman spectrum, the diffuse reflectance
spectrum and the turbidity corrected Raman spectrum. We then study a set of tissue phantoms
having the same concentration of Raman scatterers, but different background turbidities, and
demonstrate that on application of TCRS, the turbidity-induced distortions in intensity and line
shapes are removed, and the spectra tend to collapse onto a single spectral profile. The results
show that TCRS can recover intrinsic line shape and intensity information from the acquired
Raman spectrum in a turbid medium for the range of optical properties found in biological
tissues. Furthermore, in a set of prospective studies which employ phantoms of varying
turbidities and randomized concentrations of Raman scatterers and interferents, we obtain a 20%
reduction in prediction error by applying the turbidity correction procedure to the observed
Raman spectra. To the best of our knowledge, this is the first demonstration of enhanced
prospective prediction accuracy employing turbidity corrected Raman spectra, and it opens the
pathway to improved prospective prediction accuracy in transcutaneous Raman spectroscopy.
4.2 Theoretical formulation
Turbidity corrected Raman spectroscopy employs an analytical model that expresses the
turbidity corrected Raman spectrum in terms of the observed Raman and diffuse reflectance
spectra. Our mathematical formulation builds on the probabilistic framework of the photon
migration approach. The photon migration approach, first introduced by Weiss and co-workers
[32, 33], has been extensively used to quantify the diffuse reflectance and fluorescence spectra
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acquired from biological tissues by other investigators (notably [14] and [15]) (Fig. 4.1). Other
approaches used to commonly describe light propagation in turbid media include the radiative
transfer equation (and the associated diffusion approximation formulation) and the numerical
approaches, such as Monte Carlo simulations. The photon migration approach presents a
compromise between these purely analytical and numerical formulations in terms of its accuracy
over a wide range of system and sample parameters (e.g. small source-detector separation) and
ease of physical interpretability. Further discussion and comparison of these different approaches
towards modeling of light propagation in turbid media is outside the scope of this thesis; the
reader is referred to excellent references on this subject [34, 35].
Incident
Elastic scattering events
at eissin wvelegthElastic scattering events
,v; at excitation wavelength
ith ev
th event: Raman scattering
Fig. 4.1 Schematic representation of the photon-tissue interactions for a Raman scattered photon
In the photon migration approach, light propagation in turbid medium is modeled as the
ensemble average of the probabilistic photon migration paths distributed within the turbid
medium and the realization probability of the full path of each individual photon, governed by
the albedo a = p/(ps+,ua), with ps and Ua the scattering and absorption coefficients, respectively.
Mathematically, the diffuse reflectance spectrum, R, can then be expressed as:
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R = pn a", (4.1)
n=1
where p is the probability of a photon escaping the input face of the medium after n tissue
interaction events and is related to the photon migration path through the medium. The escape
probability function is characterized by the scattering phase function and the excitation-
collection geometry of the system:
p, = S(1-g)exp[- S(i - g)n, (4.2)
where g is the anisotropy coefficient and S is an instrument-specific constant that depends on the
excitation-collection geometry [15]. The instrument parameter S must be calibrated for the
system under consideration before further spectral analysis can be carried out.
Using the correspondence between Raman scattered and diffusely reflected photons, the
observed Raman spectrum can be defined as the ensemble average of the photon migration paths
and the realization probability of the individual paths, which is now mediated not only by the
absorption and elastic scattering coefficients but also by the relevant Raman scattering
coefficient (arising from the analyte concentration and the differential Raman scattering cross-
section):
)xm 1, n'I -(hV l ____If-1(RamanOB x =E (h[v, )p, a' am (4.3)
havx i=0 
_ l+p
where the subscripts x and m represent the Raman excitation (v,) and emission (vm) frequencies,
respectively; RamanOBS is the observed Raman spectrum; h is Planck's constant; i is the position
of the node at which Raman scattering occurs; 1x is the excitation intensity; and pR is the Raman
scattering coefficient.
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From Eq. (4.3), it can be observed that an incident photon at frequency v, undergoes i
scattering and absorption events prior to undergoing an inelastic Raman scattering event, with
probability pRx/( ,ua, + ps), and then undergoes (n-i-1) further scattering and absorption events at
frequency v.. before escaping from the medium. It is worth noting that the escape probability
function, pny, is also influenced by the position of the node at which Raman scattering occurs
because the scattering coefficient, before and after Raman scattering, has different values at the
excitation and emission frequencies [15]. Importantly, the role of photon path in the Raman
scattering process can be clearly described from Eq. (4.3), and the similarity between diffuse
reflectance and Raman photon paths should be noted.
The turbidity-corrected Raman spectrum, which we define as the spectrum that would be
obtained if Raman scattering was the only photon interaction event in the medium, is given by:
(RamanTc -L, Mu,,,j,,hh y, (4.4)
h vX
where RamanTc is the turbidity-corrected Raman spectrum; and 1 is the effective photon path
length in the medium. Specifically, the effective photon path length in turbid tissue is a function
of the absorption and scattering properties of the sample.
Relating Eq. (4.4) to Eq. (4.3) using the diffuse reflectance defined in Eq. (4.1), we obtain:
(Ramanc)xm = (RamanOBS )' (4.5)
(Rom Rox ) RX Rm +S(1 
- g)Sp sxl Rox ( RO,
where Ro is the diffuse reflectance spectrum that would be obtained from a sample with the same
scattering coefficient but zero absorption coefficient, and ps' is the reduced scattering coefficient
(Us'F=us(1 -g)).
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When the absorption in the tissue is weak (i.e., ps'>>pa), Eq. (4.5) can be simplified to
obtain:
(Ramanc )x, = [S (RamanOBS xm(4.6)
This approximation is valid for biological samples of interest in the NIR range (700-1000 nm),
where it is typically observed that 5<ps'< 20 cm-1 and 0.08<pa<1.3 cm-' [36, 37].
Equation (4.6) is key to implementing TCRS and is comprised of three factors: (a) the
instrument-specific constant, S; (b) the sample-dependent factor (us'l) (as the optical path length
through the tissue is a function of the scattering and absorption properties of the tissue
themselves); and (c) the diffuse reflectance-based turbidity correction factor
((RamanoBs)xm/I(RxRm)). As can be seen, this factor depends on the diffuse reflectance measured
at both Raman excitation and emission frequencies. This accounts for the fundamental feature of
Raman scattering in which a frequency shift from vs to vm is induced in the outgoing (Raman
scattered) photons (as opposed to elastic scattering).
Before applying Eq. (4.6), we need to determine the instrument-specific constant (first factor
in Eq. (4.6)) and the dependence of the average path length on the optical properties of the tissue
(second factor in Eq. (4.6)). The optical properties can, in turn, be estimated by fitting the
observed diffuse reflectance spectra to the model of Zonios et. al. [38]. It is important to note
that when applying a standard partial least squares (PLS) protocol [39] using the turbidity
corrected Raman spectra, there is no need to determine the instrument-specific constant, as it
cancels out during the calibration/prediction procedure. Nevertheless this constant is required for
performing explicit multivariate calibration studies such as ordinary least squares (OLS) [39]. In
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the calibration study of Chapter-4.4, we determine this constant, as well as the functional
dependence of the average photon path length on the sample optical properties.
Additionally, it is necessary to estimate the diffusely reflected light at the Raman excitation
frequency (Rx), as all frequencies close to the laser line are cut off by the notch filter that is used
to suppress the elastically scattered light. Due to the absence of any significant absorbers in
biological tissue in the NIR range and the slowly varying nature of the scattering coefficient, the
diffusely reflected light at the Raman emission frequency can be readily estimated by
extrapolating a low-order polynomial which provides the best fit to the observed diffuse
reflectance spectrum at the excitation frequency.
4.3 Experimental Methods
4.3.1 Incorporation of diffuse reflectance
The experimental setup used for implementation of the proposed methodology is similar to that
previously described in Chapter-3, except in one crucial aspect - namely, the addition of a
broadband source for acquisition of diffuse reflectance spectra. A schematic of this modified
experimental arrangement is shown in Fig. 4.2. Briefly, an 830-nm external cavity diode laser
(Process Instruments) was used as the Raman excitation source for acquisition of Raman spectra.
The laser beam was focused onto the sample with an average power of -100 mW and a spot
diameter of -1 mm. Additionally, a tungsten-halogen lamp (Avantes AvaLight-HAL-S) was
used as a broadband source to obtain diffuse reflectance spectra from the sample. The beam
diameter and average power of the broadband source at the sample were measured to be
approximately 1 mm and 100 gW, respectively. The tissue phantoms were held in a standard
fused silica cuvette. The sample interface was aligned so as to enable the specular reflection,
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which does not contain any analyte information, to escape through the hole in the paraboloidal
mirror.
The back-scattered light was collected and directed by the paraboloidal mirror towards a
notch filter to suppress the excitation (Rayleigh) peak. The light was then focused using an
optical fiber bundle onto the slit of a modified f/I.4 spectrograph (Kaiser Optical Systems, Inc.)
before final collection by the liquid nitrogen cooled deep depletion CCD detector (1"x1")
(Princeton Instruments).
The Raman and diffuse reflectance spectra were acquired alternately with an acquisition time
per sample of 20 seconds each. The diffuse reflectance spectra were calibrated using a reference
standard of 20% intralipid solution. Spectra of samples were acquired randomly with respect to
the constituents' concentrations. Spectra were collected three times over a one week period. The
acquired spectra at different times for each phantom were identical within the shot noise
variability. In other words, no significant deterioration of the constructed tissue phantoms












Fig.4.2. Schematic of the modified experimental setup for TCRS implementation.
BPF: bandpass filter; S1-S2: shutters; F: Absorption filter; PD: photodiode; PM:
paraboloidal mirror; NF: notch filter; OFB: optical fiber bundle.
4.3.2 Physical Tissue Models
Tissue phantom studies were performed to (1) calibrate the instrument; (2) validate the TCRS
formalism; and (3) analyze its performance in prospective prediction, respectively. The objective
of the calibration study (1) was to determine the functional dependence of the second factor of
Eq. (4.6) (px'1) on the optical properties of the samples, and to estimate the instrument-specific
constant S (first factor of Eq. (4.6)). The validation study (2) was designed to characterize the
effectiveness of the TCRS methodology in correcting turbidity induced variations in the
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observed Raman spectra. For both of these studies, ordinary least squares (OLS) regression was
employed to find the concentration of the components, especially that of the analyte of interest,
as OLS provides the most accurate results when the spectra of all the analytes can be individually
measured, as in this case. The spectra of the tissue model constituents, which were used in the
OLS analysis, are shown in Fig. 4.3. Employing OLS for the calibration and validation studies
ensures that the first and second factors of Eq. (4.6) are determined accurately and that the
effectiveness of TCRS is analyzed in the absence of any spurious correlations that might be
generated in an implicit calibration strategy.
400 600 800 1000 1200 1400 1600
Raman shift (cm')
Fig. 4.3. Spectra of OLS model components: cuvette, water, glucose, India ink, fluorescence
background and intralipid (shown in order from top to bottom and offset for clarity)
Finally, the prospective prediction study (3) was performed to quantitatively test the
prospective prediction capability of TCRS. This study simulated the clinical conditions in which
the Raman and diffuse reflectance spectra are being acquired from a human subject. Under such
circumstances, in which the spectra (or concentrations) of all constituents are unknown a priori,
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an implicit calibration framework must be employed. Thus, to replicate the protocol followed in
a clinical study, the results of the prospective prediction study were analyzed using partial least
squares (PLS) analysis.
The tissue phantoms were prepared by pipetting glucose (Sigma Aldrich), creatinine (Sigma
Aldrich), intralipid (Baxter Healthcare), India ink (Super Black India Ink, Speedball Art Products
Co.) and distilled water into clean glass vials. Aliquots of these tissue models were taken in a
fused silica cuvette for spectroscopic measurements performed at room temperature. Between
each measurement, the cuvette was washed three times with distilled water and dried. The
phantoms were stored in the refrigerator at 4'C to avoid contamination.
India ink and intralipid were used as the primary absorber and scatterer to simulate tissue
absorption and scattering in the NIR range. Specifically, the scattering and absorption
coefficients were varied from 24 to 130 cm4 (at 830 nm) and 0.08 to 1.3 cm-1 (at 830 nm),
respectively, similar to the ranges observed in human biological tissue. The values of the
anisotropy parameter (g) used in the tissue models, 0.8-0.9 [40], were chosen to be comparable
to the typical values of g observed in biological tissue. Glucose and creatinine, both of which
have characteristic Raman spectral profiles, functioned as the analyte of interest and spectral
interferent, respectively. All three tissue phantom studies - (1) calibration, (2) validation and (3)
prospective prediction - were performed multiple times on different days to examine the
reproducibility of the TCRS approach.
In the calibration and validation studies, 20 and 36 tissue phantoms were constructed,
respectively. In these studies, the Raman scatterer (glucose) concentration was kept constant at
500mM. The elastic scattering and absorption coefficients were varied randomly in the ranges
mentioned above. In both calibration and validation studies, creatinine was not employed, as the
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aim was to characterize the effectiveness of TCRS in extracting intrinsic line shape and intensity
information of glucose Raman spectrum acquired from a turbid medium.
In the prospective prediction study, 48 tissue phantoms of randomly varying turbidities were
prepared with randomized concentrations of glucose and creatinine in the range 4-30mM. This
range of glucose concentrations spans hypoglycemic to hyperglycemic levels, in excess of that
typically observed in human subjects. The scattering and absorption coefficients were randomly
varied over the same ranges used in the calibration and validation studies.
4.4 Results and Discussion
4.4.1 Calibration Study
The observed Raman spectra from the 20 samples, used to calibrate the instrument and to
characterize the dependence of the average photon path length on the sample optical properties,
showed a significant spread in the spectral profiles over the entire NIR wavelength region. It
should be noted that the concentration of glucose in all the samples was kept constant; therefore
the Raman spectra under ideal circumstances (i.e. in the absence of multiple scattering and
absorption) would be expected to be the same for all the samples. The resulting difference
between the observed spectra and the spectra that would be expected in a clear medium can be
attributed to variations in turbidity over the tissue phantoms.
To quantify the spread of the observed spectra, we define a "spread index", which is
evaluated as the ratio of the difference in maximum and minimum intensity to the maximum
intensity at the same specific wavelength for all spectra. The mean spread index calculated over
all wavelengths for the observed spectra from 20 tissue phantoms was found to be 7.2%. On
application of the diffuse reflectance-based turbidity correction factor ((RamanBs)xm/I(RxRm),
third factor in Eq. (4.6)), the mean spread index was reduced to 1.62%. In other words, this
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reduced spread index was obtained by application of Eq. (4.6), where the first and second factors
were held constant. The observed Raman spectra tend to collapse onto a single spectral profile on
application of the diffuse reflectance-based turbidity correction factor alone.
It is expected that there would be a negligible dependence of the second factor of Eq. (4.6),
ps,,'1, on the tissue optical properties, as the average photon path length is expected to be
inversely proportional to the reduced scattering coefficient in weakly absorbing medium.
Nevertheless, an optimization procedure was used to estimate the representative function for the
average path length (for the second factor in Eq. (4.6)) that minimizes the magnitude of the mean
spread index for the 20 tissue phantoms. This minimization is an indicator of better spectral
collapse than that obtained by using the diffuse reflectance-based turbidity correction factor
alone, thereby enhancing the ability of TCRS in extracting more precise intrinsic line shape and
intensity information from the acquired spectra.
A power law function of absorption (ua) and reduced scattering coefficients (ps') was chosen
to represent the dependence of average photon path length on the optical properties of the turbid
media. It is to be noted that during this optimization procedure, the instrument dependent
constant S (first factor of Eq. (4.6)) was set equal to 1 and the power law function was multiplied
with a unit dimensional constant to match the length units of the optical path length, 1. Varying
the power law exponents, we observed that the minimum spread index was obtained when the
average path length was set equal to (us') -0. 97(ua)0 . This value of the minimum spread index was
1.58%, as compared to the 1.62% we obtained using only the diffuse reflectance-based turbidity
correction factor in Eq. (4.6). The obtained weak dependence ((ps') 0 0 (Ua)0 1 ) of this factor (ps'1)
on the tissue optical properties is expected, as mentioned before. Due to this weak functional
form and the subsequent negligible reduction shown in the mean spread index function, we
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conclude that this factor is very weakly dependent on tissue optical parameters. We ignore the
dependence of pa and ps' on this factor in further analysis.
To determine the instrument-specific constant, S, we used the turbidity corrected spectra
(obtained after application of the third factor of Eq. (4.6)) in conjunction with the Raman spectra
of the tissue phantom constituents in a standard OLS protocol. The instrument-specific constant
that yielded the smallest prediction error was S=0.9. Once S was determined, it was held fixed
for all subsequent studies.
4.4.2 Validation Study
The effectiveness of the TCRS formulation in prospectively extracting turbidity free Raman
information was tested on a separate set of 36 physical tissue models in which the concentration
of the primary Raman scatterer was held constant. Similar to the calibration study, we found that
the observed Raman spectra displayed appreciably different profiles (as shown in Fig. 4.4(a)),
although in a clear medium, the uniform concentration of the Raman scatterer in each tissue
phantom should give rise to the same Raman spectral profile. The mean spread index over all
wavelengths for the observed Raman spectra was found to be 8.5%. On application of TCRS, the
observed Raman spectra of the 36 phantoms tended to collapse onto one spectral profile as
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Fig. 4.4. (a) Observed Raman spectra and (b) normalized diffuse reflectance spectra of 20
representative tissue phantoms demonstrating typical spread. (c) Turbidity corrected
Raman spectra showing that on the removal of turbidity-induced variations, Raman
spectra of (a) tend to collapse onto a single spectral profile.
Thus, TCRS provides an average reduction of 64% over all wavelengths and up to 93% in the
glucose fingerprint region (800-1400 cm-1). It is notable that this substantial reduction is made in
part possible by the fact that the proposed methodology is also able to correct for the turbidity-
induced variations in the fluorescence in the tissue phantom, due to the fluorescent and diffusely
reflected photons undergoing similar absorption and scattering events [14, 15].
Despite the significant improvement shown by the application of the TCRS methodology, the
effect of absorption and scattering on Raman line shape and intensity is not completely removed.
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There are two potential reasons behind the deviation from perfect coalescence observed in the
spectral set here: (a) the presence of systematic noise (homoscedastic contributions such as
detector noise and laser intensity fluctuations as well as heteroscedastic shot noise) and (b)
effects of fluorescence quenching (photobleaching) of the sample holder (cuvette) over the
duration of the experiments. The effects of photobleaching will be explored in greater detail in
Chapter-6. Additionally, as the ratio of the scattering to the absorption coefficient decreases, the
validity of the diffusion approximation becomes questionable - a topic of great interest in more
absorbing media. We will also re-visit this issue, and the underlying theme of the diffusion
approximation in absorbing media, in Chapter-5.
Further, OLS regression was used on the 36 phantom spectra to study the ability of TCRS to
provide improved quantitative prediction capability. When the calibration model was used in
conjunction with the uncorrected Raman spectra, the observed prediction error was 17.1%. In
contrast, when the turbidity corrected Raman spectra were used, the prediction error dropped to
9.5%, a reduction of approximately 44%. To visualize this improvement, we show the boxplot of
the ratio of predicted glucose concentrations (Cobs), obtained using uncorrected and turbidity
corrected Raman spectra respectively, to the reference glucose concentrations (Cref) in Fig. 4.5.
The mean value of Cobs/Cref is observed to be 0.87 and 0.98 for the uncorrected and turbidity
corrected data respectively, thereby showing that the calibration model using turbidity corrected
spectra is able to predict with a higher degree of accuracy. The standard deviation of the Cobs/Cref
values is found to be 0.12 and 0.09 for the uncorrected and turbidity corrected data, respectively,
implying that the precision, i.e. the degree of reproducibility, of the concentration predictions is





Fig. 4.5. Boxplot of ratio of predicted glucose concentrations (COs,, to the reference glucose
concentrations (Cre) for uncorrected and turbidity corrected data. The dotted red line at
1 indicates the position where the observed glucose concentrations (extracted from
OLS analysis) are equal to the reference glucose concentrations in the samples.
4.4.3 Prospective Prediction Study
The third study was used to compare and contrast the prospective prediction capability of the
calibration models developed using uncorrected and turbidity corrected Raman spectra. In
contrast to the calibration and intrinsic Raman studies described above, here the concentrations
of glucose and creatinine were varied in a random manner over the 48 tissue phantoms.
Creatinine was used as a spectral interferent to simulate an in vivo environment in which spectral
interferents are present besides the analyte of interest (glucose). In order to simulate the
conditions of a clinical study, where the spectra (or concentrations) of tissue constituents are not
known a priori, an implicit calibration strategy was used to analyze the results of this study. The
uncorrected and turbidity corrected Raman spectra were randomly divided into calibration and
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prediction sets, containing 36 and 12 tissue phantom spectra, respectively. A standard PLS
calibration procedure, into which the spectra and the corresponding glucose concentrations were
input, was iterated 500 times to evaluate an average value of prediction error that is expected to
be obtained in a general scenario. For both the calibration models, developed using uncorrected
and turbidity corrected Raman spectra, respectively, 5 loading vectors were used in the PLS
procedure. This was in accordance with the number of loading vectors that minimized the error
in leave-one-out cross validation performed on the calibration set.
Figure 4.6 shows the boxplot of root-mean-square error of prediction (RMSEP) values
obtained for glucose concentrations using both uncorrected and TCRS-corrected data. The mean
prediction errors were 5.8 mM and 4.7 mM for the uncorrected and TCRS-corrected data,
respectively, thereby demonstrating an approximately 20% reduction in prediction error on
application of TCRS. This prospective prediction study thus illustrates that TCRS substantially
removes concentration errors associated with turbidity. This demonstration represents an








Fig. 4.6. Boxplot of RMSEP obtained for glucose concentrations from 500 iterations using
uncorrected and TCRS-corrected data.
4.5 Summary
A central challenge in quantitative biological Raman spectroscopy, particularly applied to
transcutaneous measurements, is overcoming the effects of subject-to-subject turbidity induced
non-analyte specific variations. To account for these variations, we have developed a novel
method, turbidity corrected Raman spectroscopy (TCRS), which is based on the photon
migration approach and employs alternate acquisition of Raman and diffuse reflectance spectra.
The new methodology developed here can be directly used in clinical studies, as it does not
require the determination of tissue optical properties and the creation of tissue mimicking
phantoms for calibration purposes. Our results clearly demonstrate that the TCRS methodology
can extract intrinsic line shapes and intensity information from Raman spectra acquired in a
turbid medium and provides a significant tool for prospective prediction studies. It is expected
that TCRS will play a vital role in advancing Raman spectroscopy as a potential tool for
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transcutaneous concentration measurements of blood analytes. The methodology presented here
could be potentially extended to recalcitrant industrial process monitoring problems and analysis
of contaminated fluid samples for environmental monitoring, where chemical quantification in
turbid media is crucial.
Author's Post-Script
Since the implementation of this work and its publication in Analytical Chemistry [41], this
approach has been cited for quantitative Raman spectroscopic correction in turbid media by
several investigators, notably by Chaiken and co-workers [42, 43]. Specifically, more recent
Monte Carlo model-based studies by the Helfmann group have validated our proposed correction
methodology in diffusive regimes [44, 45].
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IMPACT OF NON-LINEARITIES IN BIOLOGICAL RAMAN
SPECTROSCOPY
Sample-to-sample variability as well the variability over time has proven to be a major challenge
in achieving calibration maintenance and transfer in quantitative biological Raman spectroscopy.
Multiple morphological and optical parameters, such as tissue absorption and scattering,
physiological glucose dynamics and skin heterogeneity, vary significantly in a human population
introducing non-analyte specific features into the calibration model. In this chapter, we show that
fluctuations of such parameters in human subjects introduce curved (non-linear) effects in the
relationship between the concentrations of the analyte of interest and the mixture Raman spectra.
To account for these curved effects, we propose the use of support vector machines (SVM) as
a non-linear regression method over conventional linear regression techniques such as partial
least squares (PLS). Using transcutaneous blood glucose detection as an example, we
demonstrate that application of SVM enables a significant improvement in cross-validation
prediction accuracy over PLS when measurements from multiple human volunteers are
employed in the calibration set. Furthermore, we investigate the underlying cause of such curved
effects and focus on sample turbidity principally due to its ability to distort intrinsic spectra, as
discussed previously in Chapter-4. Using the same set of physical tissue models with randomized
analyte concentrations and varying turbidities, we demonstrate that the fluctuations in turbidity
alone causes curved effects, stemming from non-linear intensity scaling and peak width
distortion (broadening/sharpening). As such, these distortions cannot be directly processed using
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a linear model and have to be either explicitly corrected or must be modeled using non-linear
regression techniques.
5.1 Significance
Tissue turbidity, as outlined in Chapter - 4, presents a formidable challenge in achieving
successful calibration maintenance and transfer. In addition, other factors such as tissue
autofluorescence and its quenching over time (Chapter - 6) and physiological lag between the
blood and interstitial fluid glucose levels (Chapter - 7) also affect the robustness of the
calibration model, i.e. the ability of the calibration model to predict on the same sample over
time or/and on other samples not included in the original calibration dataset. Furthermore, any
spurious correlation introduced into the calibration model will adversely affect its prospective
prediction capability. Over the years, investigators have developed various correction schemes,
incorporating changes in system design as well as spectral processing, to account for specific
sources of variability (such as methods to correct for the turbidity-induced changes in sampling
volume discussed earlier).
Nevertheless, given the broad range of such sources of variance, it is crucial that the
calibration model is robust to non-analyte specific variations in the spectral data. Unfortunately,
conventional implicit multivariate calibration (MVC) methods are prone to be misled by spurious
effects such as system drift and covariance among constituents. To provide a more enhanced
robustness than that afforded by the conventional calibration techniques [1], such as partial least
squares (PLS) and principal component regression (PCR), researchers have previously developed
hybrid MVC methods, which combine specific features of explicit and implicit calibration [2, 3],
such as incorporation of prior information (e.g. pure spectrum of the analyte of interest) into the
implicit calibration framework [4, 5].
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Despite the improvements provided by the hybrid methods, all of the above schemes are
limited by the underlying assumption that the relationship between the spectra and the property
of interest (analyte concentration) is linear. In general, the total spontaneous Raman signal
collected from a sample is the incoherent addition of the signals from individual molecules so
that the acquired spectrum is linear in the concentration. This is also a reasonable first
approximation for tissue Raman spectra as it has been previously shown that the Raman
spectrum of a mixture sample can be treated as a linear superposition of the mixture's component
spectra [6, 7]. However, the assumption of linearity may fail under the influence of fluctuations
in process and system variables, such as changes in temperature and presence of sample
turbidity. It is worth mentioning that weak non-linearities can be modeled by the conventional
MVC methods by retaining larger number of factors than is necessitated by the chemical rank of
the system - thereby also risking the inclusion of irrelevant sources of variance and noise in the
calibration model. Stronger non-linear effects clearly present greater risks of creating spurious
models that are incapable of prospective prediction.
Alternatively, the curved effects could be modeled by non-linear methods. Support vector
machines (SVM) provide a relatively new class of such methods, which can handle ill-posed
problems and lead to unique global models. Since its initial formulation by Vapnik and co-
workers [8, 9], SVM has been used extensively for classification problems in bioinformatics [10]
and chemometrics [11]. More recently, SVM has been extended to perform non-linear regression
models capable of quantitative prediction. For example, SVM calibration models have exhibited
excellent potential for near-infrared (NIR) absorption-based concentration prediction in chemical
mixtures, even when the acquired spectra are affected by temperature fluctuations in a non-linear
manner (i.e. peak distortions and peak frequency shifts) [12].
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In this chapter, we first study the relationship between glucose concentrations and Raman
spectral datasets; previously acquired from multiple human volunteers during the performance of
oral glucose tolerance tests [13]. PLS implementation on the human subject dataset clearly
demonstrates the presence of curved effects in the aforementioned relationship. To account for
the deviation from linearity, we employ non-linear SVM calibration. We observe that SVM
models provides a significant improvement over the PLS models with a reduction in prediction
error by at least 30%, when multiple human subject datasets are included in the analysis.
Nevertheless, making conclusions based on the human subject studies alone is perilous, given the
uncontrolled nature of the changes in both process and physiological variables.
In the second part of this chapter, we hypothesize that one source of the observed non-
linearity in the human subject dataset is the variations in tissue turbidity. To test our hypothesis
in a controlled environment, we perform a set of physical tissue model (tissue phantom) studies
with varying turbidities and randomized concentrations of the analyte of interest (glucose) and
spectral interferents. Analysis of the tissue phantom data also reveals that SVM outperforms
PLS, and PLS used in conjunction with turbidity corrected Raman spectroscopy, TCRS
(presented in Chapter-4). This suggests the ability of SVM to provide an accurate calibration
model, even in the presence of such non-analyte specific variances. Taken together, these results
have important implications for clinical translation of Raman spectroscopy-based glucose
monitoring and for other biological applications where sample-to-sample variability could lead
to significant non-linear relationships between the property of interest and the measured spectra.
5.2 Theory of Support Vector Regression (SVR)
The theory of SVM and its extension to regression analysis has been described in detail
elsewhere in the literature [14, 15]. For orientation, the primary equations of E-SVM (epsilon-
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SVM) regression are provided here. The central idea of this method is to find a functionf(x) that
has at most E deviation from the actually obtained targets for all the calibration data (epsilon-tube
criterion), where the calibration data is constituted by a set of regressors (x) and the
corresponding dependent variables (y). (For the considered case of spectroscopic calibration, x
and y denotes the spectra and concentration data, respectively.) In other words, a penalty is
introduced for those data points which are far away from the predicted line (given by Eq. (5.1)) -
but no such penalty is imposed if the point lies within some "epsilon-tube" of the predicted line.
For linear functionsf(x) (i.e. for linear regression), this predicted line can be written as:
f(x) = (w, x) + b (5.1)
where w is the regression coefficient, b is the bias and <.,.> denotes the inner product of the
vectors (w, x C Rd and b C R, d is the dimension of the regressors, i.e. the number of
spectroscopic data channels). In addition to the epsilon-tube criterion, the optimal function
should be as "flat" as possible, i.e. where the magnitude of w is small. Large regression
coefficients tend to reduce the generalization ability of the model due to the associated risk of
overfitting. In support vector regression, a Lagrangian problem is formulated that balances this
criterion with the minimization of the regression coefficients (since large regression coefficients
are prone to overfitting). These two criteria can be mathematically combined into the following
cost minimization problem for the calibration (training) data:
Qs vu= |w|A 2+C g ,* (5.2)




where QsVM is the primal objective function that needs to be minimized, and 4i, li* are slack
variables introduced to allow for a "soft margin" loss function. The value of the constant C gives
the trade-off between the first term, which minimizes the norm of w, and the second term, which
takes into account the regression error for the training data. The slack variables are incorporated
to allow the system to handle the otherwise infeasible error constraints of this quadratic
optimization problem. Eq. (2) can now be re-written in the form of a Lagrangian function LSVM
as:
Lsvu = 1W| + Cj g,+ ,*_- ,+q,* ,*) (5.3)21
- ae + , -y, +(w,x,+b)-Za*(e+* + y, -(w,x,) +b)
i i
where bi, t;*, ai and ai* are the Lagrange multipliers for the inequality constraints in Eq. (5.2).
From Eq. (5.3), it is evident that each training data point has a separate set of Lagrange
multipliers, which decide the impact of the point on the final solution. Specifically, if a data
point lies inside the epsilon-tube, it has no effect on the final solution. This results in an overall
sparse solution where the final model depends only on a fraction of the training data. The partial
first derivatives of this Lagrangian function (Lsvm) are then set to zero to obtain the final SVM
model. In particular, equating the partial derivative of the Lagrangian function with respect to w
to zero yields the support vector expansion:
(5.4)
Combining Eq. (5.1) & (5.4), we get:
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fAx)=(a, -a,* ) x,,x)+b
(5.5)
An important advantage of this approach is that it can be readily extended for handling non-
linear regression. It has been shown that the inner product <xix> can be replaced by a kernel
function K(xx) as long as the kernel function satisfies Mercer's conditions [15]. The resultant
regression model is given by Eq. (5.6):
f x)=(a, -a,* )K(x,, x) + b
(5.6)
The non-linear transformation is performed via the kernel function K(xix). The most
common choices of non-linear kernels are the radial basis function (exp(- | x-x;1 '/202), where a&
is the width of the RBF) and the polynomial function (<xi,x;>d , where d is the polynomial
degree). The kernel parameters, c and C are optimized by the user as per the training dataset.
Further details of our SVM implementation procedure are discussed in Chapter-5.4 below.
Finally, it is worth mentioning that, in addition to the sparseness advantage (Arising from the
epsilon-tube criterion), the SVM formulation also provides unique optimal solutions in contrast
to other non-linear regression techniques such as artificial neural networks (ANN), which suffer
from multiple local minima [12]. Moreover, the reason that SVMs often outperform ANNs in
practice is that unlike ANNs, SVMs are less prone to overfitting.
5.3 Experimental Methods
Experimental studies are undertaken to accomplish the following objectives: (1) compare the
effectiveness of SVM and conventional PLS calibration models when multiple human subject
datasets are incorporated in the analysis and (2) investigate the effect of turbidity-induced
129
sampling volume variations on the relationship between the reference concentrations and the
acquired Raman spectra. To fulfill objective (1), multivariate analysis is undertaken on datasets
obtained from our laboratory's previous clinical studies on human volunteers. In addition, the
study is used to understand the nature of non-linearity introduced, if any, as multiple human
volunteers are included in the calibration model. To accomplish objective (2), a tissue phantom
study is designed where the concentrations of the analyte of interest and spectral interferents as
well as the turbidities of the phantoms are randomly varied. The tissue phantom study provides a
degree of control and specificity, which is difficult to implement in a human subject or animal
model study. In the latter cases, fluctuations in other parameters including tissue fluorescence,
skin heterogeneity and physiological glucose kinetics would obscure the effect of turbidity
variation on the relationship between the spectra and concentration datasets. In this study, Raman
and diffuse reflectance spectra are collected from the tissue phantoms for comparison of the PLS,
SVM and turbidity corrected PLS calibration models. Correction for turbidity variation is
performed in accordance with the TCRS procedure.
5.3.1 Human volunteer study
The acquisition of the clinical data from the human volunteers was originally described in one of
our laboratory's previous publications [13]. Briefly, Raman spectra were acquired from the
forearms of healthy Caucasian and Asian volunteers undergoing oral glucose tolerance tests
(OGTT). An 830 nm diode laser was used as the Raman excitation source and a gold-coated
half-paraboloidal mirror was employed to enhance the collection efficiency of the system. The
collected light was fiber-coupled to a f/1.8 spectrograph for dispersion before spectral acquisition
using a liquid nitrogen cooled deep depletion CCD. In accordance with a typical OGTT protocol,
each volunteer was given a glucose-rich drink. Following this, spectra were collected every 5
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minutes, with an acquisition time of 3 minutes, over a 2-3 hour measurement period. In addition,
finger prick measurements of blood glucose levels were performed at 10 minute intervals using a
HemoCue glucose analyzer.
5.3.2 Tissue phantom study
For this study, the experimental setup and the protocol of physical tissue model fabrication was
identical to that described in Chapter-4. A set of 50 tissue phantoms were fabricated by pipetting
out randomized concentrations of glucose (analyte of interest), creatinine (Raman spectral
interferent), intralipid (anisotropic elastic scatterer) and India ink (absorber) into distilled water.
The values of glucose and creatinine concentrations as well as the scattering and absorption
coefficients were varied over the same ranges as described earlier. The ambient temperature in
this study was carefully regulated to 730 ± 0.5*F to minimize the effects of temperature
distortions.
5.4 Data Analysis
For both human volunteer and tissue phantom studies, conventional linear regression (PLS) and
non-linear SVM regression methods are employed.
5.4.1 Human volunteer study
Of the 17 volunteers on whom the OGTT were successfully performed, 4 volunteers exhibited
impaired glucose tolerance profiles. These 4 volunteer datasets are excluded from further
analysis, given the risk of incorporating temporal spurious correlations between the nearly
monotonic glucose profiles and spectral altering parameters (such as fluorescence quenching and
system drift) [16]. Spectra from 355-1545 cm- are used in all data analysis after image curvature
correction, vertical binning and cosmic ray removal. The datasets from the human volunteers are
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directly input for development of the MVC calibration models without any data manipulation
such as removal of fluorescence (which could potentially incorporate spectral artifacts, as
discussed in Chapter-6).
The 13 volunteer datasets constituting a total of 350 data points (spectra and concentrations)
are first analyzed using a PLS leave-one-out cross-validation (LOOCV) routine to construct a
"global" calibration model. The purpose of the LOOCV process is to optimize the parameters,
namely loading vectors for PLS and C and o2 for SVM. As in a typical LOOCV procedure, one
data point is left out at a time from the calibration data and the developed model is used to
compute the concentration of the left out data point. This procedure is then repeated until all data
points have been left out in turn. The resultant root mean square error of cross validation
(RMSECV) is used as a metric for tuning the parameters of the MVC models. For the PLS
regression analysis, the number of loading vectors which provide the minimum RMSECV is first
determined. Next, to reduce chances of overfitting, the calibration model corresponding to the
minimum number of loading vectors, which gives a less than 5% deviation from the previously
obtained minimum RMSECV, is selected. (Moreover, for all PLS analysis we satisfied the
criterion that the number of calibration samples is at least 3 times larger than the rank of the
calibration model, i.e. the number of loading vectors [17].) In addition to global calibration, PLS
"local" calibration is performed by using the LOOCV protocol on each of the 13 volunteer
datasets individually.
The calculations pertaining to the multivariate non-linear calibration are performed using a
SVM MATLAB toolbox [18]. The RBF kernel is used for non-linear regression. Prior to SVM
leave-one-out cross-validation, the Raman spectra are linearly scaled such that the intensity
values were distributed between 0 and 1. The scaling is performed by dividing each spectrum by
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the maximum intensity value across the entire spectral range under consideration. The scaling
step is performed to avoid the dominance of specific pixel intensity values that reside in greater
numeric ranges over those having smaller numeric values. The optimal model parameters C and
a2 (i.e. the parameters that provide the smallest RMSECV) are obtained using a grid search
algorithm in the range of 1 to 10000 (C) and 0.01-10 (a2), respectively. Based on the results of
prior studies, the a parameter is kept constant at 0.001. SVM regression is used to generate only a
global model - in contrast to PLS implementation where a global as well as multiple local
models are generated. In addition, a sample out cross validation study for SVM is performed by
omitting each human subject's dataset in turn from calibration and using it for prospective
prediction. For this study, we allow a slope and bias term to be fit for each subject (due to the
limited number of samples available for calibration). The objective of this specific study is to
explore the possibility of prospective prediction in human population.
5.4.2 Tissue phantom study
For the tissue phantom study, the experimental dataset, consisting of 50 samples in all, is
randomly split into 36 samples for calibration set and 14 for prediction. PLS and SVM models
are first generated on the calibration set based on a leave-one-out cross-validation procedure
(similar to that mentioned above for the human subject study). For the SVM model, a grid search
is performed over the following parameter space: 1 to 20000 (C) and 0.0 1-10 (a2); whereas for
the PLS model the loading vectors are varied from 3 to 20. The developed calibration models are
then used prospectively on the prediction set to determine the glucose concentrations. Overfitting
in this study is avoided by invoking an independent prediction set (i.e. not present in the
calibration model) to report the prospective errors (root-mean-square error of prediction,
RMSEP). The creation of an independent prediction set is a standard approach to mitigating
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and/or testing for the presence of spurious correlations [1]. If the data of the calibration set is
overfit with a large number of factors, its ability to predict prospective samples will be seriously
compromised due to the incorporation of noise and spurious elements. The entire analytical
procedure (i.e. splitting of the experimental dataset, followed by calibration and prediction) is
iterated 100 times to evaluate an average prediction error value.
Additionally, as mentioned above, turbidity correction is undertaken on the same calibration
and prediction datasets using the TCRS formalism. The Raman intensity at emission
wavelengths is divided by the square root of the product of the diffuse reflectance intensities at
the laser excitation and Raman emission wavelengths to obtain the "intrinsic" (turbidity-free)
Raman spectra. The resulting intrinsic Raman spectra are then analyzed using the PLS
procedure. It is worth mentioning that in each of the 100 iterations, the calibration and prediction
sets for PLS (raw and TCRS-applied) and SVM are kept identical.
5.5 Results and Discussion
5.5.1 Human volunteer study
A representative set of tissue Raman spectra and the corresponding blood glucose concentration
profile acquired from one of the human volunteers undergoing an OGTT can be seen in Chapter-
3. Glucose cross-validation results on the human volunteer datasets - using PLS global (a), PLS
local (b), and SVM global (c) - are shown in Fig. 5.1 plotted on the Clarke error grid [19], a
widely used method for evaluating the clinical usefulness of glucose predictions. (Predictions in
zones A and B are considered acceptable, and predictions in zones C, D, and E are potentially
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Fig. 5.1 Blood glucose predictions of different approaches shown on the Clarke Error Grid: (a)
PLS global; (b) PLS local; and (c) SVM global.
From the figure it is evident that application of the PLS global model exhibits significantly
larger errors and worse correlations (RMSECV = 28 mg/dl, R2 = 0.67) compared to the SVM
global model (RMSECV = 10.87 mg/dl, R2 = 0.96). In fact, the glucose predictions generated
with the SVM global model show a better match to the reference glucose concentrations, even
compared to those generated using PLS local calibration (RMSECV = 15.45 mg/dl, R2 = 0.92).
In other words, the SVM global calibration provides an improvement of ca. 61% and 30% over
PLS global and PLS local calibration, respectively. It is also worth mentioning that the beneficial
impact of nonlinear regression is particularly pronounced in the low analyte concentration region
(when the reference glucose concentration is in the range of 4-6 mM). This represents an
improvement in the prediction accuracy, or reduction in bias - rather than an improvement of
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precision, which is a direct function of systematic noise. The reduction in bias can potentially be
attributed to the robust nature of SVM models due to the regularization process, with regard to
"errors" in reference spectra (i.e. spectral distortions) or/and reference concentrations, as
explained below.
To understand the root cause of this disparity in model performances, the development of the
PLS global model is investigated. We find that the PLS model employs increasingly larger
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Fig. 5.2 Plot of the optimal number of loading vectors (as determined by the minimum RMSECV)
as a function of the number of volunteer datasets included in the PLS analysis.
Clearly, this rise in the number of optimal loading vectors (with the inclusion of additional
volunteers) cannot be attributed to the chemical rank of the system as human skin tissue has a
unique and consistent set of principal chemical components [13]. While a small increase in the
number of loading vectors over that obtained for a single individual may be explained by the
presence of instrumental drift and variable baselines, an increase from 6 LV for 1 human subject
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to 22 LV for 13 human subjects cannot be ascribed to these factors. This behavior implies the
presence of significant curved effects in the relationship between Raman spectra and the
reference glucose concentrations. Obviously, the retention of more regression factors in the PLS
global model than that warranted by the chemical rank comes at the cost of including irrelevant
sources of variance and noise (as verified by Fig. 5.3). In contrast to PLS global calibration, the
PLS local calibration models developed individually on each volunteer dataset only employ 5-8
loading vectors. Nevertheless, the PLS local models themselves are susceptible to spurious
correlations in the individual dataset that prevents adequate calibration maintenance (on the same
subject over time). For the SVM global model, the optimal combination of C and a2 was
established to be 1000 and 0.05, respectively. Importantly, this specific combination of C and a2
resulted in a less than 2% change in the calculated RMSECV, regardless of the number of
volunteers included in the analysis, showing the relative constancy of the optimal parameter
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Fig. 5.3 Comparison of the regression vectors for the PLS global model corresponding to 7, 16 and
22 regression factors (loading vectors), respectively. While 22 loading vectors provide the
least error in cross-validation for 13 volunteers (Fig. 5.2), the visibly noisy nature of the
corresponding b-vector is unlikely to provide accurate concentration estimates on data
that has not been part of the original calibration.
While kernel-based support vector regression enables the non-linear modeling between the
spectra and concentration datasets, the sources of the non-linear interferences in this relationship
still need to be carefully examined. Some of these non-linear interferences can be attributed to
fluctuations in process and sample variables, which are not specific to the analyte of interest but
alter the spectral measurements. The non-linear influence of external process variables such as
temperature on vibrational spectra is well-known [20, 21] and is particularly relevant when
measurements are performed in an actual process environment where well-controlled laboratory
conditions are not achievable.
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It is also important to note that one of the primary challenges in demonstrating calibration
transfer is the establishment of causation between the glucose levels and the optical signals (i.e.
whether the source of the signal is truly a change in glucose). For all calibration models (linear or
non-linear), spurious effects may arise from different sources that correlate with changes in
glucose, especially in human subject studies. Some of these sources may stem from the glucose
tolerance test itself, e.g. due to a small physiological change or a change in room temperature
which could correlate with observed glucose changes. In order to more rigorously understand the
underlying potential causes of such curved effects in the spectra-concentration relationship, we
employ a tissue phantom study, where such non-analyte specific sources can be eliminated due
to the controlled environmental settings.
5.5.2 Tissue phantom study
Effect of turbidity on Raman spectral distortions
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Fig. 5.4 Observed Raman spectra from two sets of five tissue phantoms showing the typical
spread. Each set has same scattering coefficient but different absorption coefficients.
The scattering coefficient (p,) of the tissue phantoms in (A) (top panel) and (B) (bottom
panel) are 24 and 130 cm-1, respectively. The absorption coefficients are marked in the
legend.
Figure 5.4 represents spectra acquired from tissue phantoms having a fixed concentration of the
analyte of interest (Raman scatterer) but different (elastic) scattering and absorption coefficients.
Panel (A) and (B) shows the spectra obtained at two different values of the scattering coefficient
of the tissue phantom, p,= 24 cm-1 and p, = 130 cm-1, respectively. These spectra were acquired
as part of a 49 tissue phantom study where the Raman scatterer concentration was kept constant
and the phantom absorption and scattering coefficients were varied over the range of values
observed in human skin tissue. First, it is clear that the presence of differing amounts of turbidity
causes a significant spread in the observed spectral profiles in both (A) and (B), as seen
previously in Chapter-4. Second, we observe that the observed spectra from the tissue phantoms
having the higher scattering coefficient (B) show an approximately linear scaling over the entire
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wavelength range mediated by the value of the absorption coefficient in the tissue phantom. In
contrast, at the smaller scattering value of the tissue phantoms in (A), the observed Raman
spectra exhibit a more complex scaling behavior - which is more pronounced at the higher
absorption values. Indeed at higher absorption (pa = 0.36, 0.5 and 0.95 cm-) to scattering ratios,
we observe substantive spectral overlap which means there is a peak distortion effect, in addition
to the scaling.
These findings can be attributed to the relative interplay of the elastic scattering and
absorption in the tissue phantoms. It has been previously observed that when the reduced
scattering coefficient (us' = ps*(1-g)) is significantly larger than the absorption coefficient
(diffusive regime), the observed spectrum (fluorescence or Raman) could be linearly scaled by
the diffuse reflectance intensities to extract the intrinsic spectrum of the sample [22, 23].
However, this simple relationship fails when the diffusion approximation is no longer valid, as
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Fig. 5.5 Ratio of predicted to actual values of the analyte of interest at constant concentration
plotted as a function of p,'/s.. The red circles give the OLS prediction values using
acquired spectra. The blue circles indicate the prediction values obtained with OLS on
TCRS-applied spectra.
This fact is further borne out when ordinary least squares (OLS) is performed on the raw and
TCRS-applied spectral dataset using the model components as the basis spectra. Figure 5.5 plots
the ratio of the observed concentrations to the reference concentrations of the Raman scatterer
(Cobs/Cref) in the 49 tissue phantoms as a function of ps'/la in the tissue phantoms. The dotted
black line at Cobs/Cref = 1 indicates the position where the glucose concentrations computed from
OLS analysis are equal to the reference glucose concentrations in the samples. The red circles
indicate the values obtained with raw spectral analysis and the blue circles correspond to those
computed with TCRS-applied spectra. It is clear that the OLS analysis of the raw spectra
provides incorrect estimates of the concentrations over the whole range of turbidity values
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observed in skin tissue. (The individual influence of the scattering and absorption parameters on
the observed Raman signal, with respect to the actual signal, has been previously discussed by
Bechtel et al. [25].) In contrast, the TCRS-applied spectra yield substantially more accurate
predictions, especially if the ratio of ,s'Ipa is greater than 20. Below this threshold ratio,
however, both raw and TCRS-applied spectra are ineffective in correctly predicting the analyte
concentrations. In other words, the intensity attenuation in the observed Raman spectra does not
have a straightforward relationship with the diffuse reflectance intensities when the tissue
absorption is high relative to its scattering. Clearly, this necessitates the incorporation of a non-
linear methodology to account for the high absorption regime turbidity variations.
Our observations here are also analogous to the findings from Wulfert's seminal study on the
effect of temperature on NIR absorption spectra [20]. In this study, the researchers observed that
variations in temperature translate via the changes in intermolecular forces into non-linear
modifications in the vibrational spectra. Using numerical simulations and experiments with
alcohol mixtures, it was shown that this effect can be manifested in terms of a change in peak
area, a frequency shift or changing width of the peaks. For our turbidity study, the change in
peak area is the predominant concern followed by the changing width of the peaks. It is worth
mentioning that the changing peak width is of greater importance in studying fluorescence,
which exhibits broader features, than Raman, which has significantly sharper peaks and therefore
is less affected by the small local variations in tissue absorption especially in the NIR region. Put
another way, the observed Raman spectra primarily undergo scaling distortions and minor local
distortions as opposed to fluorescence spectra, which may undergo significant shape variations
as well [26].
144
Consequences of turbiditv-induced variations on multivariate calibration models
From Fig. 5.5, we get a clear indication about the detrimental impact of turbidity variation on the
concentration estimate of the analyte of interest. Intuitively, one can understand that if the
absorption is high then less Raman photons are back-scattered leading to an underestimate on the
true concentration of Raman scatterers. While TCRS corrects this by using diffuse reflectance
measurements, we find that it is limited by the boundaries of the underlying diffusion
approximation. Thus, one needs to incorporate some form of non-linear modeling when the
tissue absorption is high relative to its scattering value. There are two approaches which can be
used to this end: (i) introduction of a non-linear function which accurately encapsulates the
changes in Raman spectra with respect to the diffuse reflectance spectra in the high absorption
regime and (ii) introduction of a non-linear multivariate calibration model robust to sample
turbidity-induced variations.
In the first approach (i), one can express the intrinsic Raman spectrum as a ratio of the
observed spectrum to some pre-calibrated (non-linear) function of the diffuse reflectance
spectrum (such as a power law or exponential function) [27, 28]. This function would, in turn,
depend on the sample turbidity parameters and excitation-collection geometry. Unfortunately,
this would necessitate the explicit determination of the optical properties and the performance of
additional tissue phantom studies (where the reproducibility of the function in vivo would depend
on the exactness of the fabricated tissue phantoms). Here, we propose an alternate approach (ii)
by introducing non-linear kernel-based support vector regression, which may potentially be
robust to the turbidity-induced variations. This approach can be developed on the human subject
dataset itself without necessitating additional tissue phantom model studies or incorporating a
broadband source.
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For the tissue phantom study presented here, standard PLS procedure was carried out on the
raw and TCRS-applied Raman spectra using an optimal of 5 loading vectors. Support vector
regression was carried out only on the raw spectra with an optimal (C, a2) parameter









Fig. 5.6 Boxplot of RMSEP obtained for glucose concentrations from 100 iterations using PLS on
acquired spectra (raw), PLS on TCRS-applied spectra and SVM on raw spectra.
Figure 5.6 shows the boxplot results of the root-mean-square error of prediction (RMSEP) values
obtained for the glucose concentrations. The mean prediction errors were 0.55 mM, 0.5 mM and
0.44 mM for the PLS (raw), PLS (TCRS-corrected) and SVM (raw) data, respectively. This
demonstrates a 20% reduction in prediction error on application of SVM in the raw case.
Importantly, the SVM case improves the prediction accuracy even when PLS is employed on the
TCRS-applied spectra by about 12%. This improvement in predictive ability of glucose was
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observed largely for those tissue phantoms with high absorption values. Given that this study
was performed under well-controlled laboratory conditions with temperature stabilization, we
can conclude that SVM is able to deal with the curved effects introduced by the turbidity
variations of the various tissue phantoms. Further, when SVM was applied to TCRS-corrected
spectra for the tissue phantom study, we observed negligible alteration (<1%) from the results of
the SVM application on the unprocessed spectra. This negligible change in resulting prediction
errors can be attributed to the fact that SVM already accounts for the turbidity-induced non-
analyte specific variances.
The enhanced robustness provided by SVM models, as compared to PLS, can be attributed to
two primary factors in addition to its capability to model non-linear datasets. First, the
assignment of relative weights (importance) of training samples using Lagrange multipliers in
conjunction with the presence of the c-insensitive loss function forces a strict distinction between
important training samples and irrelevant ones. This provides the necessary flexibility to deal
with outliers, which unduly influence conventional least squares methods [29, 30]. Second, the
regularization term introduced in the formulation penalizes the large regression weights thereby
ensuring that small variations in input concentrations and spectra do not lead to large variations
in the regression model. Such an approach has been extensively used in ill-conditioned problems
(e.g. Tikhonov regularization) where the noisy nature of the data necessitates a robust solution
methodology [31].
Finally, it should be noted that although application of SVM enhances prediction accuracy
and robustness, it remains a mathematical ("black-box") approach which does not specifically
address the root cause of any particular curved effect such as those introduced by sample
turbidity. Given the large number of variable parameters in non-invasive glucose studies in a
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human population, we recommend that SVM should be used in conjunction with other physical
approaches that specifically accounts for such variations.
5.6 Summary
Robustness of the spectroscopy-based calibration model to fluctuations of system and sample
parameters is a critical first step towards successful prospective application. Linear MVC
methods can often be misled by spurious correlations and covariance among constituents and
tend to incorporate larger number of factors, especially in the presence of non-linearities.
Additionally, large factor models are problematic from a SNR, calibration maintenance and
calibration transfer perspective. In this chapter, we have proposed the application of non-linear
support vector machine regression to enhance the robustness and prediction accuracy of the
calibration model. We have demonstrated that SVM provides nearly 30% enhancement in
prediction accuracy over PLS calibration models, when measurements from multiple human
volunteers are considered. Furthermore, we have shown that variations in turbidity alone may
introduce non-linearity into the spectra-concentration relationship, especially when tissue
absorption is comparable to its scattering.
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TISSUE AUTOFLUORESCENCE AND PHOTOBLEACHING
A more generic problem, in comparison to the tissue turbidity phenomenon discussed in the
previous two chapters, is the presence of a substantive fluorescence background in acquired
Raman spectra. Indeed, despite the recent emergence of Raman spectroscopy as a powerful
analytical tool in harsh industrial environments as well as in research settings, the fluorescence
arising from either the analyte of interest (if it absorbs at the laser wavelength used for excitation
purposes) or, more typically, from adventitious impurities and other interferents present in the
sample prevents its broader application. Specifically, biological tissue exhibits intense
fluorescence stemming from the complex distribution of intrinsic chromophores. In addition to
the broad fluorescence background and the accompanying noise (shot noise and detector noise),
the prediction accuracy of a calibration model built for a set of Raman spectra can also be
severely compromised by the quenching of the endogenous fluorophores due to the introduction
of spurious correlations between analyte concentrations and fluorescence levels. Apparently
functional models can be obtained from such correlated samples, which cannot be used
successfully for prospective prediction.
In this chapter, we investigate the deleterious effects of photobleaching on prediction
accuracy of implicit calibration algorithms, particularly for transcutaneous glucose detection
using Raman spectroscopy. Using numerical simulations and experiments on physical tissue
models, we show that the prospective prediction error can be substantially larger when the
calibration model is developed on a photobleaching correlated dataset as compared to an
uncorrelated one. Furthermore, we demonstrate that the application of shifted subtracted Raman
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spectroscopy (SSRS) reduces the prediction errors obtained with photobleaching correlated
calibration datasets to that obtained with uncorrelated ones.
6.1 Significance
The persistent problem of the fluorescence background in extracting accurate Raman line shapes
and consequently in quantifying Raman-active analyte concentrations has been well-documented
in the literature [1, 2]. Often, the significantly greater intensity of the sample fluorescence limits
analysis to strong Raman bands only [3], unless an active enhancement process is exploited
(such as in resonance Raman, surface enhanced Raman, stimulated Raman and coherent anti-
Stokes Raman). Moreover, the associated photon shot noise and detector noise, which may have
intensities similar to that of the spontaneous Raman signal depending on the signal acquisition
times, further compromise the diagnostic capability of the spectroscopic technique.
Given this undesirable situation, investigators in biomedical photonics have gradually shifted
towards longer wavelengths in the NIR regime to obtain spectra from specimens. (It should be
noted that tissue autofluorescence is one of the reasons for such a shift towards longer
wavelengths, the other prominent ones being deeper penetration depth and lower energy optical
radiation.) Nevertheless, despite excitation in the NIR regime, the tissue autofluorescence is still
several times larger than the signal of the Raman-active analyte of interest.
More importantly, in biological studies, quenching (photobleaching) of the endogenous
fluorophores can change the acquired signal appreciably over time. In the context of the
following discussion, photobleaching is defined as the reduction in sample autofluorescence
intensity over a period of time under sustained/frequent laser exposure. A number of different
mechanisms, including deactivation of the excited-state fluorophores upon contact with other
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molecules (commonly known as quenchers) in the mixture sample, can contribute to the overall
drop in fluorescence intensity [4]. In clinical Raman studies, the biological sample might be
subject to a laser beam over a time period varying from a few seconds to several hours. For
example, glucose tolerance tests [5] and glucose/insulin clamping studies [6] in humans and
animal models can take anywhere between two to six hours. Naturally, fluorescence quenching
manifests itself in the Raman spectra acquired over the duration of such studies.
As discussed in Chapter-3, in order to extract quantitative glucose information from the
acquired spectra, it is necessary to employ implicit calibration methods such as partial least
squares (PLS) and principal component regression (PCR) [7, 8]. These methods require only the
concentrations of the analyte of interest and the spectra acquired from the calibration samples to
construct a regression model. However, these calibration methods are often misled by chance
correlations between non-analyte specific spectral information and the concentrations of the
analyte of interest, as originally demonstrated by Arnold et al. [9]. Spurious effects such as
system drift and covariations among sample constituents can lead to apparently functional
models, which cannot be successfully employed for prospective prediction [10].
We hypothesize that sample photobleaching introduces similar spurious correlations in the
calibration models for biological Raman spectroscopy, particularly in cases where temporal
correlations exist within the concentration dataset. Specifically for the characterization of
metabolic activity of the blood glucose regulation system, functional tests, such as glucose
loading tests or glucose tolerance tests, are frequently performed where the blood glucose levels
are changed by ingestion of glucose or insulin. To prove the clinical feasibility of the
spectroscopic techniques (e.g. infrared (IR) and Raman), spectra are typically acquired over the
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duration of these studies to form a calibration model (in conjunction with the measured analyte
concentrations) for prospective prediction of blood glucose levels. In this chapter, we first assess
the robustness (and validity) of models developed on samples undergoing photobleaching during
glucose tolerance tests. Using numerical simulations and experimental studies on physical tissue
models, we demonstrate that a significant deterioration in prospective prediction accuracy is
observed when the model is developed on "correlated samples", i.e. calibration samples that
demonstrate statistically significant correlation between (photobleached) fluorescence levels and
glucose concentrations, compared to when it is developed on "uncorrelated samples". This is
attributed to the construction of a spurious calibration model where the regression vector is partly
based on the fluorescence signal rather than only on the analyte of interest (glucose). This result
has major implications for diabetics, as any tolerance test based protocol would lead to an
approximately monotonic rise in glucose levels over the measurement period due to the
inadequate insulin response. Evidently, the resultant covariation between the glucose
concentrations and the photobleaching-induced decay in the tissue auto fluorescence levels may
lead to systematic errors in the calibration models.
The second goal of this chapter is to examine fluorescence removal methodologies as
potential tools for avoiding the pitfalls associated with photobleaching correlated samples.
Removal of fluorescence to isolate the Raman bands is a well-studied problem in the vibrational
spectroscopy community and several methodologies including time-gating, derivative
processing, least squares polynomial subtraction, shifted excitation Raman difference
spectroscopy (SERDS) and shifted subtracted Raman spectroscopy (SSRS) have been proposed
over the years [11 - 16]. SERDS, which is based on the differential shift response of the Raman
and fluorescence signals to the shift in excitation wavelength, offers a promising solution as it
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does not suffer from insufficient photon collection problems (as opposed to the time-gating
schemes) and does not, in principle, introduce spectral artifacts like the numerical post-
processing techniques. Typically, a tunable laser source is employed to obtain the sample spectra
at two shifted excitation frequencies, which are then subtracted to eliminate the fluorescence
background - leaving only the Raman component as first derivative signals. SSRS is
conceptually similar to the SERDS method, except that it involves shifting the spectrograph
grating instead of the laser frequency. Although SERDS and SSRS have been employed for
reconstruction of Raman spectra from simple mixture models, their efficacy in quantitative
problems of concentration prediction particularly when used in conjunction with an implicit
calibration method remains largely untested. Here we compare the effectiveness of SSRS to
numerical post-processing techniques, namely least squares polynomial subtraction and spectral
derivative application, for both photobleaching correlated and uncorrelated samples. We observe
that exploiting the shifted Raman spectra in SSRS to reject the fluorescence background reduces
the prospective prediction errors for the calibration models developed on the correlated samples
to the levels of the models calibrated on uncorrelated samples.
6.2 Experimental methods
6.2.1 Human subject studies
The concentration datasets as well as the tissue fluorescence and photobleaching profile used in
our numerical simulations (Sec.-6.3) was originally described in one of our laboratory's previous
publications [17] and has also been detailed in Chapter-3. Briefly, NIR Raman spectra were
acquired from the forearms of twenty human volunteers undergoing oral glucose tolerance tests
(OGTT). An 830-nm diode laser was used for Raman excitation and the back-scattered light
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from the tissue was collected on a liquid-nitrogen cooled CCD coupled to a f/1.8i spectrograph.
For each volunteer, spectral measurements were initiated following the ingestion of a standard
glucose-rich drink. Spectra were acquired for a total of 3 min per data point at 5 min intervals
over approximately a two hour time period forming a measurement time series for each
volunteer. A representative spectral time series acquired from one of the volunteers is shown in
Chapter-3. Figure 6.1 gives the photobleaching profile as measured on this volunteer. It is a
curve of IX/Iexc as a function of time, where I is the area under the spectral curve over a 20 cm1
band surrounding any arbitrarily selected central value (600 cm' used for data shown here) and
Iexc is the measured intensity of the excitation source. The measured values of IX/Iexc were fitted
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Fig. 6.1 Normalized tissue autofluorescence decay (I/Im,,) obtained as a function of time during
the OGTT performance (the measured data points are in circles and the dotted line is the
best fit double exponential curve).
Concomitant with the spectral measurements, blood samples were also collected using finger
sticks at regular 10 min intervals for estimation of glucose levels by a clinical glucose analyzer.
For comparison, two such profiles taken from two different volunteers are shown in Fig. 6.2.
Profile I shows a rise in blood glucose concentration (to almost double its normal value)
followed by a return to original levels - indicative of proper functionality of the blood glucose
regulation system in the volunteer. Profile II, in sharp contrast, exhibits a nearly monotonic rise
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Fig. 6.2 Representative glucose concentration profiles taken from two human volunteers: Profile
I (top) and Profile II (bottom).
6.2.2 Tissue phantom studies
Physical tissue models (tissue phantoms) in which the fluorescence and Raman scattering could
be precisely varied were used to investigate the prediction performance of calibration models
based on the correlated and uncorrelated spectral datasets, respectively. Additionally, in
conjunction with the numerical simulations performed in Sec.-6.3, this study was used to
understand the effect of fluorescence removal strategies on the prospective prediction accuracy
of the developed calibration models.
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A total of 50 tissue phantoms were prepared with aqueous solutions of glucose (analyte of
interest), urea (spectral interferent) and indocyanine green (ICG). ICG was employed to produce
a fluorescence background similar to the tissue autofluorescence observed with near-infrared
(NIR) excitation. To mimic the (photobleached) fluorescence correlation observed in glucose
tolerance testing of human subjects with impaired glucose tolerance (similar to that observed in
Profile II of Fig. 6.2), 20 tissue phantoms were constructed where the correlation between the
glucose and ICG concentrations was high (R2  0.95). The other 30 tissue phantoms had
negligible correlation between the glucose and ICG levels (R2  0.1). For both correlated and
uncorrelated tissue phantoms, glucose and ICG concentrations varied from 0.9 to 1.2 M and 0.18
piM to 0.36 pM, respectively. The relatively high concentration of glucose in the tissue phantoms
enabled higher fluorescence values to be studied while retaining a satisfactory signal-to-noise
ratio for the analyte of interest. The urea concentration in all the tissue phantoms was










Fig. 6.3 A schematic diagram of the experimental setup. Raman spectra were obtained from tissue
phantom solutions using an optical fiber probe, which included a laser light delivery fiber
and 10 collection fibers. The spectrograph was equipped with a micrometer, which was
used to precisely tune the grating for implementing SSRS. F1: laser line filter, S: shutter,
L1: focusing lens for optical fiber coupling, F2: Rayleigh rejection edge filter.
For Raman excitation, an 830-nm diode laser was focused into the delivery fiber (200 pm
core diameter) of an optical fiber and filter probe assembly [ 19] to deliver an average power of
-100 mW on a spot size of -1 mm2 at the sample. The sample solution was held in a cylindrical
glass vial (1 inch diameter) with a top opening, through which the probe tip was immersed
directly into the solution without contacting the container (Fig. 6.3). The back-scattered Raman
light was collected by 9 collection fibers (200 pm core diameter) before being dispersed via a
tunable f/2.0 spectrograph (LS-785, 5 cm- resolution, Princeton Instruments) on to a TE-cooled
CCD detector (PIXIS 256, Princeton Instruments). The acquisition time for each Raman
spectrum was 20 seconds. Spectra of the phantoms were acquired randomly with respect to the
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constituents' concentration in order to eliminate any potential temporal correlation. Since the
optical fiber probe itself generated prominent Raman spectral features at wavelengths below 800
cm-1, the spectral range of 950 to 1800 cm-1 was used for data analysis (PLS calibration and
prediction), after vertical binning and cosmic ray removal.
Additionally, in order to investigate strategies for removing the effects of the fluorescence
background, SSRS was performed by acquiring the tissue phantom spectra after tuning the
spectrograph grating position by -25 cm-1 (approximately the full width at half-maximum of the
characteristic glucose peak at 1100 cm-1). The Raman shift axis was calibrated using the standard
spectra measured from a 4-acetaminophenol powder sample. The tuning of the grating was
monitored by the position of the laser line on the CCD detector such that an 18-pixel shift
(corresponding the aforementioned 25 cm-1 shift) was maintained between the two positions.
Further details of the calibration procedure followed for SSRS implementation are described
elsewhere [20]. The difference between the pair of Raman spectra (acquired at two different
grating positions) was used for PLS calibration and prediction, and the performance was
compared with that of the PLS calibration model constructed using the raw Raman spectra. We
have also employed first derivative spectra for comparison with the aforementioned calibration
models. For the first derivative spectra, discrete differencing of the acquired spectra was
performed. Additionally, we undertook derivative application after smoothing of the acquired
spectra (Savitzky-Golay smoothing with 9 point window [21]).
6.3 Numerical simulations
We performed two sets of numerical simulations, using the experimental data from the human
subject studies (Sec.-6.2.1), to investigate the questions outlined in Sec-6. 1. The first simulation
study (Sec-6.3.1) was aimed to assess photobleaching impact on model performance. To
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characterize this relationship, we analyzed the robustness and prediction accuracy of calibration
models developed on the photobleaching correlated and uncorrelated data sets, respectively. In
the second study (Sec-6.3.2), the same analysis was repeated except that the spectra used in the
study were processed for fluorescence removal. We investigated two fluorescence removal
techniques in our simulations: (a) least squares polynomial subtraction and (b) SSRS. This study
was used to compare the improvement in prediction performance obtained in both cases -
correlated and uncorrelated - on employment of different fluorescence removal strategies.
6.3.1 Assessment of photobleaching impact on model performance
Simulation calibration spectra were first generated by forming weighted linear combinations of
constituent analyte spectra of glucose, creatinine and urea as measured by our Raman system.
For our application, glucose represents the analyte of interest, with the other two constituents
playing the role of spectral interferents in the mixture model. The assigned weights in the linear
combinations correspond to the concentrations of the analytes in the sample at that particular
time instance. Two sets of simulation spectra were constructed: (a) a correlated spectral dataset
and (b) an uncorrelated spectral dataset. Specifically, the correlation coefficient PA,B between two
random variables A and B is given by:
PAB : cov(A,B) (6.1)
CA CB
where cov(A,B) gives the covariance between A and B and ga and aB are the standard deviations
of A and B, respectively [22]. For the considered case, the variables A and B are constituted by
the fluorescence intensity values and glucose concentrations, respectively. In the following, we
will frequently state the strength of correlation (also called the coefficient of determination) by
the R2 value, which here is the square of PA,B-
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To generate the correlated spectral dataset, the concentrations shown in profile II (Fig. 6.2)
were assigned to glucose to formulate the mixture Raman spectra. The glucose concentration
values of profile II show a strong negative correlation with the photobleached fluorescence levels
plotted in Fig. 6.1 (PA,B -0.95, R2 ~O.9). For the uncorrelated dataset, the concentration values
from profile I (Fig. 6.2) were allocated for glucose, as the correlation between this profile and the
aforementioned photobleaching curve is insignificant (R2 O. 1). It should be noted that the
concentrations of creatinine and urea in both set of simulation spectra were kept nearly constant
(i.e. within 5% variation) to replicate the negligible changes observed in the concentration levels
of the other analytes during a typical OGTT.
To model the fluorescence we performed hyper-smoothing of a typical tissue spectrum to
remove the sharper Raman features and retain only the autofluorescence background. For both
correlated and uncorrelated dataset simulations, this hyper-smoothed spectrum was scaled by a
factor specified by the photobleaching profile of Fig. 6.1 at each time point before addition to the
mixture Raman spectra. Moreover, in order to fully evaluate the impact of fluorescence to
Raman amplitude ratio on the performance of the calibration models for both the correlated and
uncorrelated cases, the relative intensity of the fluorescence and Raman signals was also varied
in the range of 5-20. Finally, noise was generated in accordance with the shot-noise-limited
condition (which has previously been observed to hold true for spectra acquired using our Raman
system [23]) for addition to the fluorescence-Raman combination spectra. We will revisit the
shot-noise limited assumption and its implications in Sec-6.4.2. The signal-to-noise ratio (SNR),
defined here as the ratio of the maximum intensity of the fluorescence-Raman combination
signal to the mean noise magnitude, was varied from 50 to 200. The range of fluorescence to
Raman amplitudes and SNR values mentioned above are consistent with that observed in Raman
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spectra acquired for these types of analytical measurements (typical values of observed
SNR-100 and fluorescence-to-Raman ratio-10). At each setting of the tunable parameters, i.e.
fluorescence to Raman ratio and SNR, 100 calibration spectra were generated for the correlated
as well as the uncorrelated datasets.
The prediction spectra were generated following a scheme similar to that stated above except
that the concentrations of all the analytes were completely randomized in this dataset. The
fluorescence levels in the prediction spectra were also completely randomized to simulate those
observed in a set of unknown samples (such as a test set of human volunteers), where the
fluorescence levels and the concentrations of the analytes would be expected to possess minimal
correlation with one another. This situation typically occurs when a calibration model developed
during a tolerance or loading test is used prospectively on different subjects to determine their
glucose levels. For a given setting of the fluorescence to Raman ratio and SNR level, 50 such
spectra were included in the prediction data set.
Partial least squares (PLS) analysis was used to develop the calibration models based on
leave-one-out cross-validation on the calibration (training) set. The reported final errors, root-
mean-square error of prediction (RMSEP), were obtained by employing these calibration models
on the independent prediction sets. To ensure reproducibility of our results, the entire calibration-
prediction procedure was repeated 20 times.
6.3.2 Assessment of fluorescence removal methods
In this simulation study, we followed a similar algorithm as that outlined in Sec-6.3.1, except
that all the spectra (i.e. calibration and prediction, both for correlated and uncorrelated cases)
were processed for fluorescence removal. Here, we employed SSRS to quantify its benefits,
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relative to that of numerical post-processing schemes, for both the photobleaching correlated and
uncorrelated cases.
For our simulations, we generated a second set of calibration and prediction spectra for both
the correlated and uncorrelated datasets by shifting the composite mixture spectra (Raman plus
fluorescence) by 25 cm'. These shifted spectra were then subtracted from the original set of
spectra to obtain the Raman difference spectra (plus shot noise and residual fluorescence
background). While most of the previous research has primarily been focused on reconstruction
of the intrinsic Raman spectrum from the difference spectra [24 - 26], we have employed the
difference spectra directly in analysis to extract concentration information through PLS. The
direct incorporation of the difference spectra into calibration analysis is advantageous as it
avoids the artificial spectral features and noise (ringing behavior) that may appear due to the
application of a reconstruction method (such as Fourier deconvolution).
For fair comparison with numerical strategies, we implement three variations of least- squares
polynomial subtraction as alternative fluorescence removal tools. First, a lower order polynomial
is fit to the broad fluorescence background and subtracted. Specifically, we employ a second or
third order polynomial for the PLS analysis, depending on which order provides the least error in
cross-validation. This approach is widely pursued for signals with broad fluorescence
backgrounds because higher order polynomials tend to overfit the data, as also noted by Beier et
al. [27]. Second, an algorithm developed by Mahadevan-Jansen and co-workers [13], which
automatically fits a modified polynomial just below the original spectrum, is used. Third, a
recently developed adaptive 'minmax' scheme [28] is used to subtract the background
fluorescence. PLS analysis is undertaken in conjunction with each of the three numerical
processing schemes.
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6.4 Results and discussion
6.4.1 Numerical simulations
6.4.1.1 Impact of photobleaching on model performance
As detailed in Sec-6.3. 1, PLS was first used in a leave-one-out cross validation routine on the
calibration spectral set. The number of loading factors used to build the final model for
prediction was in accordance with the number of constituents that provided the minimum error in
cross-validation. The results of the simulations at varying levels of Raman-to-noise ratio for the
photobleaching correlated and uncorrelated cases are plotted in Fig. 6.4, with error bars
indicating the standard deviation of the RMSEP values at each setting. It is evident that the
calibration model developed on the correlated calibration spectra always performs worse than the
model developed on the uncorrelated set, irrespective of the SNR value or the fluorescence-to-
Raman amplitude ratio. For example, at a setting of fluorescence-to-Raman of 10 and SNR of
100 (values observed typically for tissue Raman spectra), the mean prediction errors were
measured to be 16.3 mM and 5.3 mM for the correlated and uncorrelated cases, respectively,
thereby demonstrating an approximately three-fold increase in the prediction error. Expectedly,
for lower levels of Raman-to-noise ratio the prediction performance of both models drop
considerably. (It is noted that changing the fluorescence-to-Raman ratio or the SNR has an
identical effect, as they both modulate the Raman-to-noise ratio.) Importantly, the performance
of the calibration model built on the correlated dataset drops off much more significantly than
that developed on the uncorrelated dataset - as evidenced by the widening gap between the bars
at higher fluorescence-to-Raman (i.e. lower Raman-to-noise) settings. This can be attributed to
the fact that it becomes more difficult to distinguish the Raman spectrum of glucose from the
confounding fluorescence background in a noisier spectral set. The simplest experimental
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solution to reducing the disparity between the correlated and uncorrelated datasets is to increase
the overall SNR, which would then decrease the RMSEP - however this would come at the cost
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Fig. 6.4 Bar plot of RMSEP obtained for calibration models developed on photobleaching
correlated and uncorrelated datasets, respectively, as a function of increasing
fluorescence-to-Raman ratio (i.e. decreasing Raman-to-noise ratio). Here, the SNR is held
constant (100). Identical results are obtained by changing the SNR while holding the
fluorescence-to-Raman ratio fixed.
The comparison of PLS prediction performance between correlated and uncorrelated datasets
(Fig. 6.4) can be further generalized to show that the amount of deterioration in the prediction
performance is dependent on the magnitude of correlation (R2) between glucose concentration
and tissue fluorescence. In Fig. 6.5, RMSEP increases with increasing R2 for all values of
fluorescence-to-Raman ratios. At low values of R2, the RMSEP appears to be independent of R2,
but displays a steep rise after a threshold value of R2. This suggests that the prediction error at
low values of R2 is determined primarily by the spectroscopic SNR, while at higher values of R2,
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the prediction error depends on both SNR and R2. This can also be visualized by observing the
widening gap between any pair of RMSEP curves with increase in the R2 value in Fig. 6.5.
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Fig. 6.5 RMSEP of simulations as a function of the correlation (R2) between glucose concentration
and fluorescence intensity. The fluorescence-to-Raman ratio (F/R) was varied from 10, 15
to 20, and 20 simulations were performed for each case.
The results of Fig. 6.4-6.5 have important clinical implications, particularly for the correlated
case. Such a situation is representative of experimental observations from OGTTs performed on
diabetic and insulin-resistant patients. Since it is difficult to perform glucose/insulin clamping
studies in normal and, particularly, diabetic populations, tolerance tests have remained the most
viable protocol for the development of a calibration model using spectroscopic techniques [29,
30]. Moreover, while test strip based measurements and glycosylated hemoglobin (HbAlc)
examination are more extensively used at the present time, tolerance tests remain the gold
standard of clinical tests of insulin/glucose control system and have been used on a regular basis
to screen for gestational diabetes [31, 32] and to determine the level of insulin resistance [33].
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However, our results indicate that photobleaching introduces a systematic error in Raman
spectroscopic calibration model development using tolerance tests, particularly for people with
impaired glucose regulation. Put another way, any model developed on a diabetic population is
susceptible to substantial errors in prospective prediction, even when used for diabetic patients
only. This is clearly undesirable. The potential remedies to break the unwanted correlation
include a change in experimental study design (e.g. point-of-care measurements across a large
population) and explicit removal of the source of such correlation, i.e. the varying fluorescence
background. The inclusion of a large number of human volunteers in the calibration set may,
however, introduce additional complexities such as large variations in tissue optical properties
and skin heterogeneity.
6.4.1.2 Relative performance of fluorescence removal methods
For this study, the fluorescence removed spectra - SSRS-processed and least squares polynomial
subtracted - were used in conjunction with the concentration datasets to build the calibration
models (as detailed in Sec-6.3.2). The results of prospective prediction of the five models (i.e.
based on raw, lower order polynomial subtracted, modified polynomial subtracted, minmax fit
subtracted and SSRS processed spectra) are summarized in Fig. 6.6. For this set of simulations,
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Fig. 6.6 Bar plot of RMSEP values obtained for glucose concentrations from simulations on
photobleaching correlated (red) and uncorrelated (blue) datasets. The groups represent
calibration and prediction performed using the following types of spectra: (from left to
right) unprocessed, lower order polynomial subtracted, modified polynomial subtracted,
minmax fit subtracted and SSRS processed spectra, respectively.
For the correlated case, SSRS provides substantial reduction of prediction error (from 16.7 to
3.8 mg/dl), even lower than the levels obtained using the raw uncorrelated calibration model (5.5
mg/dl). Conventional lower-order polynomial subtraction, on the other hand, provides only about
half the amount of improvement (from 16.7 to 10.3 mg/dl) as SSRS processing for the correlated
case. This disparity in results could be attributed primarily to the introduction of non-physical
negative regions in the spectra and associated artifacts due to the process of fluorescence
removal using the polynomial subtraction technique. Newer variants of the polynomial
subtraction technique, namely the modified polynomial (8.3 mg/dl) and adaptive minmax fitting
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(6.7 mg/dl), provide lower average RMSEP values than conventional polynomial subtraction.
Clearly, the inclusion of meaningful constraints in these techniques enhances the prospective
prediction accuracy, though not to the levels obtained using SSRS.
Our results for the uncorrelated case suggest that application of SSRS or numerical processing
do not cause similar changes in prediction performance from the raw spectra results. This is not
unexpected because implicit calibration schemes (PLS) do a reasonable job of separating the
analyte of interest (e.g. glucose) from the confounding analytes (including tissue fluorescence),
especially when reasonable levels of SNR are achieved [34].
Finally, it is important to understand that our numerical simulations have been based on the
assumption that the main factor limiting SNR is the shot noise in the system. Although this
assumption holds good for experiments on tissue samples where exposure times are limited by
other constraints, this may not always be the case (even for glucose tolerance studies, where one
can afford longer acquisition times due to the relatively slow physiological responses). As has
been pointed out by Bell and co-workers [20, 35, 36], there are many situations where it is
observed that the random but fixed variations in pixel-to-pixel response on the CCD might
actually be more dominant than shot noise. This is especially true when high signal levels can be
achieved and exposure times can be increased without any significant downside (such as when
chemical mixtures and powder samples are tested). SSRS will clearly provide a bigger
improvement in such applications because the major cause of noise arising from the irregularity
in detector response can be canceled when the shifted spectra are subtracted.
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6.4.2 Experimental studies on tissue phantoms
To validate our simulation results, we analyzed the spectral datasets obtained in our tissue
phantom studies. Figure 6.7 shows: (A) a raw Raman spectrum obtained from a representative
tissue phantom, (B) SSRS data obtained by subtracting two raw spectra, obtained at slightly
different spectrograph grating positions, 25 cm-I apart and (C) numerical first derivative of the
raw spectrum shown in (A). It is clear that the fluorescence background can be suppressed using
either shifted subtraction at two grating positions (SSRS) or taking the first derivative. However,
the SNR of the SSRS data appears to be significantly better than that of the first derivative
spectra. This can be attributed to the cancellation of the fixed pattern noise on the CCD detector,
as discussed above. It should be noted that having the correct amount of shift between the two
acquired spectra is critical to the application of SSRS as too small a shift would result in poor
SNR and too large a shift would cause improper background suppression. For the SSRS
spectrum, we also observe the presence of a small residual background because of the
corresponding shift in fluorescence in the two sets of spectra.
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Fig.6.7 (A) Representative Raman spectrum acquired from a tissue phantom; (B) SSRS spectrum
obtained by subtracting two spectra, obtained at spectrograph grating positions 25 cm~1
apart; (C) First derivative spectrum.
We first created the prediction dataset by randomly extracting 10 uncorrelated tissue
phantom data. PLS calibration models were then constructed based on the raw spectra, SSRS
spectra and first derivative spectra for both the fluorescence-correlated and uncorrelated datasets
(which consisted of 20 tissue phantoms each). Model performance during optimization was
judged by comparing the standard error for leave-one-out cross-validation in the calibration data
set. The prediction set was withheld from all optimizations and was solely employed to evaluate
the performance of the final optimized models. The whole procedure was iterated fifty times to
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obtain an average and standard deviation of the RMSEP values. Table 6.1 summarizes the results
of prospective prediction.
Table 6.1: Summary of mean and standard deviation (in parentheses) of the RMSEP values
obtained from the tissue phantom experiments for both the correlated and
uncorrelated datasets.
1 't derivative
Raw SSRS 1 't derivative after
smoothing
Correlated 53.8 (±7.8) mM 42.7 (±7.3) mM 66.3 (±9.2) mM 56.0 (±8.1) mM
Uncorrelated 39.1 (±6.7) mM 42.4 (±6.2) mM 65.0 (±8.1) mM 55.5 (±8.9) mM
We observe that the prediction performance of the calibration model built on the
fluorescence correlated dataset is substantially worse than that built on the uncorrelated
phantoms. The mean prospective prediction errors are 53.8 mM and 39.1 mM for the correlated
and uncorrelated calibration models, respectively. Importantly, we find that the application of
SSRS reduces the error in the correlated calibration model from 53.8 mM to 42.7 mM to the
levels achieved with the uncorrelated dataset. We also observe that the application of SSRS
marginally increases the prediction error of the uncorrelated dataset from 39.1 mM to 42.4 mM.
This may be attributed to the imperfect rejection of the fluorescence background by SSRS
application. Nevertheless, the two primary results observed in our previous numerical
simulations are reinforced by this tissue phantom study: (a) calibrations developed from the
fluorescence-correlated datasets have a greater prediction error than calibrations developed with
fluorescence-uncorrelated datasets and (b) the application of frequency shifted spectra provides
more accurate concentration predictions than that obtained from the unprocessed spectra,
particularly for the fluorescence-correlated dataset.
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In sharp contrast to SSRS, the first derivative application appears to adversely impact the
prediction performance for both the fluorescence correlated and uncorrelated datasets. One
would expect that this is an outcome of the reduction in SNR of the first derivative spectra
observed in Fig. 6.7(c). This is consistent with previous observations, especially when an
additional filtering procedure is not employed [2]. It has also been previously reported that the
derivative method makes the lower intensity Raman bands difficult to identify in the processed
spectrum [13]. Smoothing of the acquired spectra before the differentiation procedure, however,
reduces the average RMSEP value, probably due to the resultant increase in SNR [12], compared
to simple derivative application.
Taken in conjunction with the least squares polynomial subtraction results from our
simulations, these results indicate that while the numerical fluorescence removal strategies are
able to suppress the fluorescence background, the instrumentation-based SSRS technique
provides better quantitative predictions. Furthermore, the tissue phantom studies verify the
robustness of the SSRS methodology in a realistic setting.
6.5 Summary
Development of a robust calibration model for transcutaneous blood analyte detection using
Raman spectroscopy may be severely impeded by the presence of photobleaching-induced
varying fluorescence background. In this chapter, we have shown that significant deterioration in
model performance can be observed due to the photobleaching induced spurious correlations. At
typically observed levels of SNR and fluorescence to Raman ratio, this may result in a factor of
three increase in prediction error. This has serious implications in developing a calibration
model, particularly for diabetic patients using glucose tolerance test-like protocols. To remedy
the situation, one needs to incorporate some combination of a change in experimental study
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design and fluorescence removal strategy. Evidently, a similar photobleaching-induced problem
can be expected in other biological and industrial applications, especially when the measurement
period is of similar time scales as the sample fluorescence life time.
Furthermore, we have demonstrated that SSRS reduces the prospective prediction error of the
developed calibration models by rendering the model less susceptible to spurious effects
associated with photobleaching correlated samples. In this regard, SSRS appears to substantially
outperform conventional numerical post-processing schemes such as least squares polynomial
subtraction and derivative application. It is worth noting that newer numerical processing
schemes, such as the adaptive minmax approach and the automated background removal
algorithm proposed by Berger and co-workers [27], may provide better results than the
conventional numerical schemes and the advantages of SSRS application over these methods
need to carefully studied for the specific application. Nevertheless, our results imply that the
problem of photobleaching-induced spurious correlation can be better solved by incorporating a
tunable spectrograph, as compared to numerical processing schemes. Such implementation
ensures that the principal advantages of glucose tolerance tests (i.e. the convenience of testing
and the lack of stringent glucose and insulin control requirements as are necessary for clamping
studies) are not sacrificed.
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DYNAMIC CONCENTRATION CORRECTION (DCC)
Chapters 4 through 6 detail some of the technical (spectroscopic) challenges associated with
validating a non-invasive glucose sensor and our proposed solutions to tackle these challenges.
Nevertheless, the complex nature of any minimally invasive or non-invasive glucose sensing
approach introduces issues having a physiological/anatomical character. In other words, these
challenges relate to the human physiology, rather than specifically to the technology involved in
the diagnostic approach. Such challenges, some of which are specific to the anatomical
measurement site, include physiological fluctuations arising from variable blood flow rates in an
individual, skin heterogeneity within the same anatomical zone and even motional artifacts. Most
of these challenges can be reduced (if not completely eliminated) by appropriate selection of
measurement site (such as in the earlobe, inner lip and thennar fold) and by development of a
suitable mechanical interface that ensure site reproducibility, as discussed in Chapter-9.
However, a significantly bigger problem originates from the physiological glucose dynamics,
namely the presence of differential levels of glucose in the blood and interstitial fluid (ISF)
compartments. This is a particularly important problem for spectroscopic techniques, which
predominantly probe ISF glucose, creating inconsistencies in calibration, where blood glucose
measurements are used as reference.
To overcome this problem, we present a dynamic concentration correction (DCC) scheme,
based on the mass transfer of glucose between blood and ISF, to ensure consistency with the
spectral measurements. The proposed formalism allows the transformation of glucose in the
concentration domain, ensuring consistency with the acquired spectra in the calibration model.
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We demonstrate that the predicted glucose concentrations using DCC-based calibration model
closely match the measured glucose concentrations, while those generated with the conventional
calibration methods show significantly larger deviations from the measured values. In addition,
we provide an analytical formula for a previously unidentified source of limiting uncertainty
arising in spectroscopic glucose monitoring from a lack of knowledge of glucose kinetics in
prediction samples. A study with human volunteers undergoing glucose tolerance tests indicate
that this lag uncertainty, which is comparable in magnitude to the uncertainty arising from
systematic noise and non-orthogonality in the spectral dataset, can be reduced substantially by
employing the DCC in spectroscopic calibration.
7.1 Significance
The phenomenon of physiological lag between the blood and ISF glucose levels is well-known in
the medical community [1-4] (aptly defined as "a tale of two compartments" by Cengiz and
Tamborlane in their review paper on this subject [5]). In this work, we will primarily focus on
the blood-ISF glucose relationship in the dermal-subcutaneous tissue, as it is the area of interest
for all minimally invasive and non-invasive glucose sensing approaches.
Briefly, glucose diffuses from the capillary endothelium to the ISF space across an
established concentration gradient without the aid of an active transporter [6]. The amount of
glucose transported to a specific anatomical region depends on the blood flow to the area. On the
other hand, ISF glucose values are determined by the rate of glucose diffusion between the two
compartments and the glucose consumption rate by subcutaneous tissue cells. In addition, the
ISF glucose level can also be said to be a function of the metabolic rate of the adjacent cells,
insulin activity, and the permeability of the capillary that is itself affected by nerve stimulation
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[7]. Taken together, this forms a complex functional relationship between the glucose levels in
the two compartments (loosely expressed as "physiological lag"), which is accentuated during
times of rapid changes of glucose levels. (Strictly speaking, there does not exist a single-valued
relation between the two values as described in the following sections.) Specifically, this lag time
creates an inconsistency in spectroscopic calibration algorithms, which are based on reference
blood glucose concentrations and the acquired tissue spectra. This inconsistency arises from the
fact that the spectroscopic techniques primarily probe ISF glucose [4], due to the relatively
shallow penetration depth (-500pLm-lmm) of near-infrared (NIR) light in tissue and the small
density of blood vessels in the superficial layers of the skin [8].
The inconsistency in calibration presents a severe hindrance not only for spectroscopy based
non-invasive glucose monitoring but also for present day minimally invasive electrochemical
sensors, which base their glucose estimates on interstitial fluid measurements. Indeed, as pointed
out in [5], the physiological lag introduces systematic errors during calibration which adversely
impact long-term sensor performance, even in the presence of a positive correlation between
blood and ISF glucose [9-11]. Such diagnostic errors may lead to unnecessary insulin bolus,
which significantly increases the risk of hypoglycemia [12, 13]. The presence of systematic
errors is one of the reasons that such continuous glucose monitoring sensors need to be re-
calibrated against fingerstick measurements at regular intervals.
Put another way, for all ISF glucose-based sensors, spectroscopic or otherwise, the
underlying assumption is that the blood-to-ISF glucose gradient remains constant over the
measurement range [3]. However, this assumption fails if the sensor is calibrated during rapid
changes in blood glucose, as are encountered during glucose tolerance tests, which provide the
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most viable protocol for the development of calibration models using spectroscopic techniques
[14]. Calibration during such non-equilibrium conditions leads to large errors in the developed
model. To account for the differences in blood and ISF glucose, Bonnecaze and co-workers
established the first substantive models for ISF glucose by considering the ISF and blood glucose
to reside in two compartments, and performing a mass balance between them [15, 16]. Using
amperometric glucose sensors implanted in rats, they demonstrated that accurate estimates of
blood glucose concentration can be extracted from subcutaneous ISF glucose-based
measurements. However, no analogous models exist for development of spectroscopic
calibration algorithms, which are inherently more complex because of the multivariate nature of
the data.
Furthermore, even if an accurate calibration model can be established by performing all
measurements under equilibrium conditions (e.g. by employing glucose clamps), the lack of
knowledge of glucose kinetics in prediction samples would introduce an uncertainty in the
concentration estimates. Such prediction uncertainties may lead to inappropriate treatments too.
Previously several research groups, including our own laboratory, have assessed uncertainty in
spectroscopic prediction based on the noise in the spectral and concentration datasets and the
non-orthogonality (spectral overlap) of the analyte of interest with the other sample constituents
[17-19]. However, the uncertainty introduced due to the physiological lag in the prediction
samples remains unexplored.
This chapter presents a new spectroscopic calibration scheme based on "dynamic
concentration correction" (DCC), which is based on a two-compartment mass transfer
formulation of blood and ISF glucose and is designed to provide an accurate estimate of glucose
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concentrations for non-invasive measurements. These transformations are performed iteratively
in conjunction with an implicit calibration method, such as partial least squares (PLS), to form an
accurate and consistent regression model. The resulting calibration model can be used on a new
set of acquired spectral samples - "the prediction set" - to calculate the ISF glucose
concentrations of the samples. Subsequent application of the DCC model converts the estimated
ISF glucose concentrations to the equivalent blood glucose concentrations of the prediction
samples.
This work employs Raman spectroscopy as a specific example to demonstrate the
effectiveness of the new calibration method, with the understanding that this scheme can be
similarly applied to other spectroscopic techniques, such as NIR absorption. Using blood and ISF
glucose concentration datasets obtained by Steil et al. [20], we first demonstrate that predicted
glucose concentrations using the DCC calibration model closely match the measured blood
glucose concentrations, whereas those generated solely by the conventional implicit calibration
methods show significantly larger deviations from the measured values. These results are further
validated on spectral and concentration datasets obtained from our laboratory's clinical studies on
human volunteers undergoing glucose tolerance tests.
In addition, we derive analytical expressions for the limiting uncertainty introduced in the
concentration predictions due to presence of the physiological lag - with and without application
of DCC. Here, limiting uncertainty is defined as the uncertainty in concentration estimate in the
case where all modeling noise is disregarded, i.e. where the calibration model is assumed to be
completely accurate and noise free. Employing the human volunteer data, we find that the
concentration uncertainty due to the lag phenomenon is comparable to that arising from the noise
and overlap in the prediction spectra and that this major source of uncertainty can be
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significantly reduced (approximately six-fold) when DCC is used, providing further motivation
for its use in spectroscopy-based transcutaneous blood glucose monitoring.
7.2 Theoretical formulation
The primary motivation for proposing a new spectroscopic calibration method for blood glucose
detection is to establish consistency in the calibration model, which maps the spectral
measurements to the glucose concentrations. The conventional linear calibration equation can be
written as [21]:
b=S* c , (7.1)
where b is the spectrum of regression coefficients (also called the regression vector), S is the
matrix of calibration spectra and c is the vector of measured concentrations of the analyte of
interest in the calibration samples. S* is the appropriate inverse of S, as evaluated by the
calibration method of choice. (Lowercase boldface represents a vector and uppercase boldface
denotes a matrix.)
As mentioned in 7.1, since the spectral measurements are predominantly contributed by ISF
glucose, the relevant input concentrations to the implicit calibration method should incorporate
the ISF glucose concentrations. However, the ISF glucose concentrations are typically not
available in a real-life clinical setting - instead, blood glucose values obtained from frequent
blood withdrawals are used as reference concentrations. This creates a regression vector, which
is neither based completely on blood glucose nor on ISF glucose, but a mixture of the two
contributions. This, in turn, also creates a problem in the prediction step, where the predicted
glucose concentration c is obtained by a scalar product of the regression vector b and the
spectrum acquired from the prediction sample s:
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c=sT -b. (7.2)
(Lowercase italics indicate a scalar quantity and the superscript T denotes the transpose of the
vector.) In the conventional calibration framework, the predicted glucose concentration is
reported as the blood glucose concentration, although this clearly is not an accurate
representation.
To correct for this discrepancy, we propose a new calibration methodology (DCC) in which
the concentrations are appropriately changed to conform to the spectral measurements. The
transformation in the concentration domain is based on a two-compartment mass transfer model,
which establishes a well-defined relationship between blood glucose, ISF glucose and the system
parameters. Specifically, we perform the following two transformations in DCC:
(a) Pre-calibration DCC (PC-DCC): Transform the blood glucose concentrations in the
calibration dataset to their corresponding ISF values before inputting into the implicit
calibration method. This ensures that the regression vector is solely based on ISF glucose
contributions.
(b) Post-prediction DCC (PP-DCC): Re-transform the predicted ISF glucose concentration,
which is determined by Eq. (2), to the corresponding blood glucose value.
The conceptual differences between the conventional and proposed (DCC-based) calibration
methods are shown in Fig. 7.1.
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Fig. 7.1 Flowcharts of (a) the conventional implicit and (b) DCC calibration methods. Scalib, Cblood,
and sp,,ed represent the calibration spectra, reference blood glucose concentrations in the
calibration samples, and the spectrum acquired from the prediction sample, respectively.
For the conventional calibration method, be, and cp,,ed give the regression vector and the
predicted concentration, respectively. For DCC calibration, bDcc represents the developed
regression vector. cJsF,red and Cbloodped are the intermediate ISF glucose estimate and the
final blood glucose prediction. PC-DCC is the pre-calibration transformation of blood
glucose concentrations into the corresponding ISF glucose values. PP-DCC transforms the
predicted ISF glucose concentration into the blood glucose value. Note that the
conventional calibration scheme does not differentiate between the blood and ISF glucose
concentrations.
For the subsequent analysis, we assume that the sampling volume (i.e. the volume of tissue
probed by the NIR light) is a subset of the interstitial fluid space. This assumption is primarily
based on the fact that the ISF constitutes nearly 45% of the volume fraction of the human skin in
contrast to the blood vessels which contribute about 5% of the skin volume [22]. In Sec.-7.5, we
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will revisit this assumption and characterize its impact on the proposed calibration model. With
the aid of this simplifying assumption, we can write a simple two-compartment mass transfer
model for the ISF volume VISF [15, 20, 23]:
js dc = A(c CSF)kuV c (7.3)
VIFIF1G~CSF U 1SF ISF'9('dit
where cISF and cBG are the ISF and blood glucose concentrations (mol/cm3) respectively, km is
the glucose mass transfer coefficient (cm/s), A is the effective mass transfer surface area (cm2 )
and ku is the rate of glucose uptake by the neighboring cells (1/s). The effect of insulin on the
uptake term has been ignored. This approximation is consistent with the observed result that the
glucose levels in (subcutaneous) ISF are largely unaffected by the local insulin concentration
[20]. In fact, the uptake term itself has been observed to be very small for subcutaneous glucose
sensing [15]. This is attributed to the fact that sub-cutaneous tissue cells, as opposed to muscle or
adipose tissue cells, is unlikely to have significant glucose uptake, even in the presence of high
insulin concentration. Consequently, we will ignore the uptake term in further analysis. Eq. (7.3)
can then be simplified to:
dcIS
CBG = CISF+a , (7.4)dt
where a (= ISF ) is a lumped mass-transfer parameter having units of time. The parameter a
kmA
provides a measure of the physiological lag time arising from the diffusion process and is
henceforth called the characteristic lag time constant. This equation provides the ability to
construct blood glucose estimates based on the spectroscopy-based ISF glucose prediction values
and a priori knowledge of the lag time constant in the sample.
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A first-order accurate estimate of the blood glucose concentration can be obtained by using a
finite difference approximation for the derivative term of Eq. (7.4):
CBG 0 =ISF (t) + aCISF t CISF (t-At) (7.5)At
where At is the time interval at which spectroscopic measurements (and thus, ISF glucose
concentration estimates) are obtained. The above equation gives the discrete transformation
equation of the post-prediction (PP-DCC) step, which can be applied in real-time. There are a
couple of points worth noting about the application of Eq. (7.4). Firstly, it is evident from the
above equation that at least two spectroscopic predictions of ISF glucose (at t and t-At) are
necessary in order to determine the blood glucose concentration at time t. In practice, it is
beneficial to perform multiple spectroscopic acquisitions so that the corresponding blood glucose
estimates can be averaged to ensure less fluctuation in the predicted blood glucose value.
Secondly, the time interval At, at which the spectroscopy based ISF glucose predictions should
be performed, needs to be ascertained. Although spectroscopic acquisitions can be performed
rapidly, having a very small At is not too useful as it may fail to capture the changes in the
glucose levels due to the slow diffusion kinetics - thereby rendering the DCC approach
ineffective. On the other hand, too large a time interval would introduce substantial errors in the
derivative term. Using these limiting cases as guidelines, one might optimize the value of At with
a starting point given by a fraction of the typical physiological lag time (-5-10 min).
The other important portion of the proposed scheme is the pre-calibration (PC-DCC) step. In
order to obtain consistency in the calibration model, we need to convert the measured blood
glucose concentrations to the corresponding ISF glucose values. To perform this transformation,
we write Eq. (7.3) in its integral form:
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CISF f -CISF(ti) eXp -atf -ti )+ cBG eXp- (tf -tdj, (7.6)
where the definite integral is evaluated from time ti to tf. After employing integration by parts for
the second term of Eq. (7.6), numerical integration was performed by using Simpson's rule to get
the following equation:
CISF tf) = CBG (tf )+ (CISF (ti )CBG(t)) eXp j ' A , (7.7a)
where
A_=_cBG__ exp +4cBG( exp - ) +CBG (f (7.7b)a2 f~2c
Here, cBG(t)refers to the derivative of cBG evaluated at t. This equation can be readily
evaluated by approximating cBG (t) via a first-order finite difference approximation similar to that
employed in Eq. (7.5) for the PP-DCC step. The resultant discretized version of Eq. (7.7) gives
the necessary transformation equation for the PC-DCC step. The primary challenge in the
evaluation of this equation lies in having a priori knowledge of the initial ISF glucose value, i.e.
at the start of the time window [ti, tj]. Generally, such information is not available for an arbitrary
time window. However, during a spectroscopic calibration study such as glucose clamp or
tolerance test, one can ensure that the ISF glucose and blood glucose values are completely in
equilibrium at the start of the experiment by restricting the glucose intake of the subject prior to
the measurements. For example, a typical oral glucose tolerance test (OGTT) protocol stipulates
that the patient must fast for 8-14 hours before the study [24]. This initial condition enables
successful evaluation of Eq. (7.7) for the first time window. For each subsequent evaluation, the
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ISF glucose value at time tf for the previous window is inputted as the initial value (at time ti) for
the current window. Evidently, the shorter the time window over which the evaluation is
performed, the higher the accuracy of the determined ISF glucose concentrations. Nevertheless,
the time window cannot be shortened below a lower bound, governed by the maximum
permissible frequency of blood withdrawal from a human subject. Most research laboratories, for
example, sample blood glucose at time intervals ranging from 2.5-10 minutes [1, 25]. To
determine the values of the concentrations and their derivatives at intermediate points, spline
interpolation can be employed.
7.3 Prediction uncertainty arising from physiological lag
In order to quantify the precision of spectroscopy based calibration models, Lorber and Kowalski
derived an elegant prediction error formula, which describes the error propagation for linear
multivariate prediction algorithms [17]. Our laboratory has previously derived analytical
expressions for uncertainty in concentration prediction for the specific case where noise in the
prediction dataset (spectra) is the dominant source of error [18, 19]. This case is important, as in
most biomedical applications constraints on the acquisition time in prediction samples cause the
noise in the prediction dataset to be significantly higher than that observed in the calibration
dataset (where acquisition times can typically afford to be much longer). In such cases, it can be
assumed that an accurate calibration model can be achieved by developing it on calibration
samples in which sufficiently high signal-to-noise ratio (SNR) can be attained. Under such
conditions, the limiting uncertainty in the predicted concentrations arises from the spectral
overlap between the analyte of interest and the other tissue constituents, and the measurement
noise in the spectra acquired from the prediction samples. Mathematically, the spectroscopic
uncertainty for the analyte of interest (glucose) is given by Ac, [19]:
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8=(s±As)T.b=s'-b±AsT b=c±Ac, (7.8a)
where Ac, = -olf (7.8b)
Sg
Here, C and c are the estimated and actual analyte concentrations in the prediction sample,
respectively and As represents the spectral noise in the prediction spectrum s. As the modeling
noise is ignored in computation of the limiting uncertainty, b represents the ideal (noise-free)
regression vector for glucose. a- is a measure of the noise magnitude in the prediction spectrum,
sg quantifies the signal strength of glucose at unit concentration, and olf indicates the amount of
overlap between glucose and the other spectral interferents (such as proteins, lipids, and water).
In addition to the spectroscopic uncertainty, there exists a prediction uncertainty for
transcutaneous glucose measurements that arises from the physiological lag between blood and
ISF glucose levels. Even if the calibration models are developed under conditions in which the
blood and ISF glucose concentrations are in equilibrium (such as those obtained by employing
glucose/insulin clamps), the predicted concentrations will still contain uncertainties due to the
unaccounted physiological lag in the prediction samples. We present an error propagation
analysis to determine the limiting uncertainty in concentration prediction due to the physiological
lag, with and without DCC. In the spirit of deriving a simple analytical expression, we will
assume that the developed calibration model itself is accurate, i.e. devoid of noise and lag-related
errors (similar to the underlying assumptions in [18, 19]).
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7.3.1 Limiting uncertainty for conventional calibration
When the modeling noise is ignored, Eq. (7.8) provides the relationship between the estimated
and the actual glucose concentrations. However, for in vivo prediction, there will be a lag
between the instantaneous blood and ISF glucose values in the sample, where the latter is
measured by the prediction spectrum. Taking this into account, we can re-write Eq. (7.8) in terms
of the estimated (C3ISF) and actual (cs5 ) ISF glucose concentrations:
CISF (s±AsbcISF± As. (7.9)
Based on the two-compartment model, the actual blood glucose concentration, cBG I can be
determined from the actual ISF glucose concentration using Eq. (7.4), given the correct lag time
constant for the prediction sample (a ,). Substituting the value of the actual ISF glucose
concentration from Eq. (7.9) into Eq. (7.4), we obtain:
dcS 1dF
CBG = CISF + aactual ISF + aactual F+ (7
cit it (.0
However, the conventional models report the estimated ISF glucose concentration as the
blood glucose concentration (BBG) in the prediction sample:
CBG = CISF. (7.11)
Substituting Eq. (7.11) into Eq. (7.10) and re-arranging, we obtain:
dc
cBG cBG ~aactual ISF s (7.12)
dt
Equation (7.12) implies that under the conventional calibration framework, the limiting
uncertainty in the concentration estimate has two separate contributions: (i) the uncertainty
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resulting from the measurement noise in the prediction spectrum and the spectral overlap, Ac, and
dc 1(ii) the uncertainty due to the glucose physiological lag, Acc,0 = a,,cua SF . While the formerdt
(i) is a well-known quantity, the latter uncertainty (ii) has not been examined before.
Figure 7.2 illustrates the two contributing factors of the prediction uncertainty. In this figure,
the simulated blood and ISF glucose data in panel (A) (which mimics the glucose profiles
obtained from a tolerance test) are plotted against each other to construct the solid line curve in
panel (B). It is evident that the physiological lag between the blood and ISF glucose profiles in
(A) introduces a hysteresis-like closed loop behavior when blood glucose is plotted against ISF
glucose, showing the lack of a one-to-one correspondence between the glucose concentrations in
the two compartments. For example, we observe that given an ISF concentration of 148 mg/dl at
point P, the actual blood glucose concentration could be either 132 mg/dl (Q) or 158 mg/dl (T).
However, conventional methods that have the underlying assumption of a constant blood-to-ISF
glucose gradient would predict 148 mg/dl (R), giving rise to a significant error in prediction.
Specifically, when the glucose levels are increasing, the blood glucose concentrations are greater
than the corresponding ISF glucose concentrations. This set of values is represented by the points
on the concave upwards curve (labeled "RISE"). Similarly, the set of values obtained during the
falling phase is represented by the concave downwards curve (labeled "FALL"). The lag
uncertainty Acc,,0 in the predicted blood glucose concentration for the conventional calibration
model is given by the distance between points Q and R. The uncertainty due to systematic noise
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Fig. 7.2 (A) A schematic representation of blood and ISF glucose concentration profiles, similar to
those obtained during a typical tolerance test. (B) Plot of the ISF vs. blood glucose
concentrations shown in panel (A). The solid line curve shows the lack of one-to-one
correspondence between the actual ISF and blood glucose relationship, while the dotted
line curve represents the approximate relationship estimated by the DCC model. Further
details are provided in the text.
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7.3.2 Limiting uncertainty for DCC calibration
In contrast to the conventional model, the DCC scheme explicitly accounts for the physiological
glucose dynamics. Specifically, the post-prediction equation (PP-DCC) is used to transform the
spectroscopy-based ISF glucose estimate (aISF) to a corresponding blood glucose value (2BG )
and this step needs to be considered in evaluating the limiting uncertainty. As the correct lag
time constant in the prediction sample is unknown in a real clinical setting, some uncertainty due
to the physiological lag is introduced via the PP-DCC step. As explained in Sec.-7.3.1, we
employ the (ensemble) average of the lag time constants obtained from the calibration samples to
approximate the actual lag time constant in the prediction sample. Based on this approximation,
the PP-DCC equation can be re-written as:
B S -calib dCISFCBG =: C ISF +a dt (7.13)
where c'""b refers to the average value of a computed from the calibration samples.
Substituting Eq. (7.9) into Eq. (7.13), we obtain:
CBG = CISF + A cai b dcISF (7.14)
The deviation of Z'"z from the actual lag time constant in the prediction sample, aact,,ican be
written as:
-cali- = a ± Aa, (7.15)
where Aa is the error (uncertainty) in the estimation of the lag time constant.
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Substituting Eq. (7.15) into Eq. (7.14) and re-writing the first term of the above equation as cBG,
we get:
CBG = cBG± Aa dcISF A (7.16)dt-
Equation (7.16), which is analogous to Eq. (7.12) for the conventional calibration model,
implies that even with DCC, the net uncertainty is a combination of the uncertainties arising
from the spectral noise and overlap (Ac,) and the physiological lag (AcDcc = A IS dc sF)
dt
However, the primary difference between the two cases - with and without DCC- lies in the
magnitude of uncertainty introduced due to the physiological lag. The lag uncertainty for the
conventional calibration model case (which is proportional to aactuai) is significantly larger than
that observed for DCC calibration (which is proportional to Ad). This can be visualized in Fig.
2(B). The dashed line curve of Fig. 2 (B) connects the points whose co-ordinates are given by the
model estimated blood and ISF glucose concentrations (in contrast to the solid line curve
represents the points whose co-ordinates are given by the actual blood and ISF glucose
concentrations). Since the exact lag time constant of the prediction sample is unknown, the
estimated blood glucose concentrations will differ from the actual blood glucose concentrations
by the product of the rate of change in glucose concentration and the estimation uncertainty of
dc
the lag time (AcDCC= A c SF ). It is worth noting that the dashed (DCC estimated) curve is
dt
computed using Eq. (7.13), whereas the blood and ISF glucose concentrations of the solid curve
are related by Eq. (7.4). From the figure, it is evident that AcDCC, the distance between points Q
and S, is substantially smaller than Ac , the distance between points Q and R, as long as the
lag time constant used in the DCC model provides a reasonably close approximation to the actual
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lag time constant. A quantitative comparison of the two lag uncertainties and the spectroscopic
uncertainty is performed in Sec.-7.5.2.
7.4 Materials and Methods
We performed numerical simulations and experimental studies to: (1) demonstrate the
improvement in prospective prediction performance of the calibration model on application of
DCC and (2) estimate the distribution of the lag time constant in a human population and
characterize the prediction uncertainty introduced due to the physiological lag. To accomplish
(1), a numerical simulation study was undertaken (Sec.-7.4.1). In this study, ISF and blood
glucose concentration datasets, described by Steil et al. [20], were used to generate tissue Raman
spectra for calibration and prediction. The simulations were also used to understand the
relationship between the SNR in the spectral dataset and performance of the conventional and
DCC calibration models. In order to investigate the lag time distribution in a human population
(2), datasets obtained from our laboratory's clinical studies on human volunteers were employed.
Additionally, the human volunteer study was used to determine the limiting uncertainty arising
from the physiological glucose dynamics, as described in Sec.-7.4.2.
7.4.1 Numerical Simulations
The dataset used in our numerical simulations was based on blood and ISF glucose
concentrations originally measured by Steil et al. [20]. In their studies, Steil and co-workers
monitored blood and ISF glucose concentrations in non-diabetic human subjects during glucose
clamping. After 10-12 hours of overnight fasting, glucose was sequentially clamped at
approximately 5, 4.2 and 3.1 mM (1 mM of glucose ~ 18 mg/dL) for 90 minutes each by insulin
and glucose infusion, and subsequently allowed to return to euglycemic levels. ISF glucose was
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measured by two MiniMed (Medtronic, Inc.) subcutaneous amperometric glucose sensors. Blood
was withdrawn at regular intervals for blood glucose measurements using a clinical glucose
analyzer. Our analysis uses the blood and ISF glucose concentrations from 90 to 380 minutes
after initial insulin and glucose infusion, as shown in Fig. 7.3. The simulated spectra and
corresponding blood glucose concentrations is divided into calibration (dataset spanning from 90
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Fig. 7.3 Blood and ISF glucose concentration time profiles measured from a normal human
volunteer during insulin-induced hypoglycemia [20]. Glucose was clamped at 5, 4.2 and
3.1 mM and subsequently allowed to return to normoglycemic levels. It is observed that
the ISF glucose, measured by subcutaneous amperometric sensors, consistently lags blood
glucose concentrations during both rising and falling phases. In contrast, they have nearly
identical values during the clamping phases. (Reprinted from Reference 20, Copyright
2005, with permission from Springer Science+Business Media: Diabetologia.)
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In our study, simulated Raman spectra are generated by forming weighted linear
combinations of the constituent Raman spectra of glucose, creatinine, and urea (as measured by
our laboratory Raman system). The weights assigned for glucose (the analyte of interest) are
determined by the experimentally measured ISF glucose concentrations of the Steil dataset. The
other two constituents (spectral interferents) are assigned weights that randomly varied within
2% of a constant value, in order to mimic the small changes observed in these constituents
during typical glucose tolerance and clamping tests. To simulate normal experimental conditions,
zero-mean Gaussian white noise (i.e. homoscedastic noise contributions) is added to the mixture
spectra at varying levels of signal to noise ratio (SNR of 20-40 dB) to study its effect on
prediction performance of the calibration models.
In contrast to the conventional PLS calibration strategy, where the number of loading vectors
are optimized, in the DCC calibration the number of loading vectors as well as the lag time
constant, a, need to be optimized. To accomplish this, we initially assign default values to a (0
minutes) and the number of loading vectors (2) employed, respectively. Prior to constructing the
leave-one-out calibration model, all but one of the reference blood glucose concentrations are
converted to the corresponding ISF glucose values using PC-DCC (Eq. (7.7)). This allows the
creation of a calibration model based purely on ISF glucose. The developed calibration model, in
conjunction with the spectrum of the excluded data point (which constitutes the validation data),
is then used to predict the ISF glucose concentration at that point. Subsequently, PP-DCC (Eq.
(7.5)) is used to re-transform the predicted ISF glucose concentration to the blood glucose value.
This process is repeated till each data point is used once as the validation data. The resultant
blood glucose estimates are compared with the actual blood glucose values to give the root-
mean-squared error of cross-validation (RMSECV). The whole procedure is iterated for
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appropriate ranges of a (0 to 20 min) and number of loading vectors (LV) (2 to 10) to determine
the optimal combination of parameters (apt, LVopt) that yields the minimum RMSECV. This
combination of parameters is then used to obtain the PLS regression vector, bopt. Prospective
prediction on a separate portion of the data set was performed by taking the scalar product of the
prediction spectra with b0 pt (Eq. (7.2)). The ISF glucose predictions are re-converted to the blood
glucose values using PP-DCC, where aopt is used in place of a in Eq. (7.5). The root-mean-
squared error of prediction (RMSEP) is computed from the predicted blood glucose
concentrations and the reference blood glucose values.
Conventional PLS calibration and prediction is also performed on the same dataset to
compare the relative performance with the DCC model. Twenty simulations are carried out for
each value of SNR in the spectral dataset (both calibration and prediction) to establish the mean
and standard deviation of the prospective prediction errors.
7.4.2 Human subject studies
To investigate the lag time distribution in a human population, clinical datasets consisting of
blood glucose concentrations and tissue Raman spectra are used. The acquisition of the clinical
data was originally described in one of our laboratory's previous publications [26] and has also
been detailed in Chapter-3. Datasets from human subjects exhibiting motional artifacts,
inadequate SNR in the acquired spectra, and impaired glucose tolerance characteristics are
excluded from further analysis. For the selected volunteer datasets, DCC calibration is performed
using a leave-one-out cross-validation routine on the measured Raman spectra and reference
blood glucose concentrations to determine the optimal value of a for each individual. In
addition, conventional PLS calibration is also performed on the same datasets to compare the
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resultant cross-validation errors. The cross-validation procedures in both cases remain the same
as that described in Sec.-7.4.1, except that experimentally measured Raman spectra are used in
place of the simulated Raman spectra. The mean and standard deviation of a determined from
the human subjects are used to approximate aacal and Aa for the quantification of uncertainty
due to physiological lag for the DCC and conventional calibration schemes respectively (Sec.-
7.3). These uncertainty estimates are also compared with the spectroscopic uncertainty, Ac,.
7.5 Results and Discussion
7.5.1 Numerical simulations
Numerical simulations are used to compare the prospective prediction capability of the
conventional and DCC calibration models. We observe that DCC implementation is found to
reduce the cross-validation error, RMSECV, of the simulated dataset from 0.15 mM to 0.04 mM,
when the measured ISF glucose concentrations are used for computing the cross validation
errors. These simulation results are obtained for a SNR of 40 dB. This result is represented in
Fig. 7.4, where the measured ISF glucose concentrations are plotted together with cross-
validated glucose concentrations from the conventional and DCC calibration models. It is
evident that the ISF glucose concentration profile generated with DCC closely matches the
measured ISF glucose concentrations, while that generated without DCC shows significantly
larger deviations. The cross-validation routine also optimized the lag time constant for the DCC
calibration model and the number of loading vectors for both models. For this dataset, the
characteristic lag time constant ct, is determined to be 6.1 minutes, in agreement with the
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Fig. 7.4 Cross-validation results of conventional (red) and DCC (black) calibration methods
applied on the simulated dataset. The measured ISF glucose concentration values are
given by the blue dotted line. In the DCC calibration process, the lag time constant a,
was optimized to be 6.1 minutes.
When the calibration models are applied prospectively to the prediction dataset (i.e. the rising
phases of the glucose clamps), the DCC model (RMSEP = 0.14 mM) is found to exhibit
significantly improved prediction accuracy compared with the conventional PLS scheme
(RMSEP = 0.28 mM). Figure 7.5 below shows the results of prospective prediction, in which the
measured blood glucose concentration profile is plotted alongside of the prediction profiles, with
and without DCC. This demonstrates how calibration during non-equilibrium conditions leads to
systematic errors giving rise to much higher prediction errors (Fig. 7.5) than estimated during
cross-validation (Fig. 7.4). In fact, in the presence of such errors, the predicted glucose
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concentration may retain no statistically significant correlation with the true glucose
concentrations during rapidly rising and declining glucose concentrations.
Potentially, one could achieve an even closer correlation with the measured blood glucose
concentration profile by smoothing out the noisy fluctuations observed in the concentration
profile of the DCC prediction of Fig. 7.5. However, such smoothing algorithms were not
employed as they might introduce artifacts and additional delays to the concentration profile that
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Fig. 7.5 Prospective prediction results of conventional (red) and DCC-based (black) calibration
methods applied on the simulated dataset. The measured blood glucose concentration
values are given by the blue dotted line.
The accuracy of blood glucose concentration prediction with and without DCC was also
compared at varying levels of SNR in the spectral dataset. Figure 7.6 shows a plot of the RMSEP
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of blood glucose prediction with conventional and DCC calibration models as a function of SNR.
In both cases, increase in noise level corresponded to an increase in error values, as expected.
However, under all tested values of SNR, the prediction error of DCC calibration models was











Fig. 7.6 Plot of RMSEP obtained for conventional (red) and DCC (blue) calibration models,
applied on the simulated dataset, as a function of increasing SNR. The error bars
represent the standard deviation of RMSEP for 20 iterations.
Evidently for DCC implementation, a time series of glucose measurements (such as those
obtained from glucose tolerance tests) are required from human subjects included in the
calibration study for characterization of the glucose kinetics. It is not possible to develop a
consistent calibration model based only on single spectroscopic measurements from multiple
human subjects; as such measurements do not provide information on the glucose kinetics.
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It is also worth noting that application of an enhanced calibration scheme, such as support
vector machines [27, Chapter-5] or hybrid calibration methods [28, 29], alone would not
alleviate inconsistencies in the calibration models as they do not address the lack of one-to-one
correspondence between the ISF and blood glucose concentrations (Fig. 7.2). Nevertheless, when
used in conjunction with DCC, such calibration schemes may potentially further improve the
prediction accuracy.
7.5.2 Human subject studies
Table 1 lists the results of the leave-one-out cross-validation on the dataset from each human
subject, using DCC calibration as well as the conventional PLS routine. We observe that, on
average, the RMSECV for the blood glucose concentrations of the human subjects reduces on
application of DCC by 15.5%, with a maximum reduction of 28.6%. This demonstrates the
applicability of DCC in clinical situations, where the number of tissue components probed is
vastly greater than the three constituents (glucose, creatinine and urea) employed in our
simulations.
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Table 7.1 Summary of cross-validation results of conventional and DCC calibration models
applied on the human volunteer datasets (Sec.-7.4.2).
No. o data% change inVolunteer No. of data DCC Model Conventional ModelpointsRMSECV
a opt (min) RMSECV (mM) RMSECV (mM)
1 25 9.5 0.87 1.07 19.10
2 26 11.5 0.52 0.72 27.56
3 26 10.5 0.70 0.97 28.62
4 30 11.1 1.02 1.08 5.74
5 25 8.4 0.68 0.79 13.35
6 26 8.4 0.64 0.82 22.00
7 25 7.5 0.42 0.51 17.61
8 29 8.1 0.76 0.87 12.44
9 31 8.3 0.96 1.00 3.41
10 27 12 0.50 0.53 5.25
As mentioned in Sec.-7.2, it has been assumed in formulating the DCC scheme that the
sampling volume is a subset of the interstitial fluid space. This assumption was based on: (i) NIR
light has a penetration depth of -1 mm in skin tissue and (ii) the blood vessels contribute only
5% to the total skin volume [22] with the outermost epidermis being completely avascular.
However, a small fraction of the inelastically scattered (Raman) light arises from the glucose
residing in the blood compartment. This results in an effective reduction in the value of the lag
time constant a, as determined by our DCC model. Nevertheless, our results demonstrate that
DCC successfully models the clinical human volunteer data, even though a small Raman
contribution from the blood glucose component is present. This shows that the DCC approach is
effective in improving consistency in the calibration model and thus in prospective prediction, as
long as the spectral contribution of blood glucose is small compared to that of ISF glucose.
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Although the mass transfer formulation would remain valid, a weighted combination of the two
glucose values may need to be used to correlate with the spectral measurements, if the spectral
contribution from blood glucose is comparable to that from the ISF glucose.
The results also seem to suggest that the value of the lag time is fairly constant for the tested
human volunteer population. This is established by the lag time distribution obtained from the
clinical data, where the mean of a, 9.5 min, is significantly larger than the standard deviation,
1.6 min. The relative constancy of a indicates that the mean lag time of the calibration set
provides a fairly accurate approximation to the lag time of any prospective subject, on whom the
algorithm has not been applied before. Of course, this is a fairly small population set from which
it is not possible draw much meaningful statistics and our current large-scale clinical studies
(Chapter 7.6) should provide a better understanding of the relative constancy - or lack thereof -
of the lag time constant.
To the best of our knowledge, this is the first time that the lag time distribution in a human
population has been measured by optical techniques. Previous attempts with subcutaneous
amperometric sensors have been observed to have significant sensor specific lag, which obscures
the precision of the physiological lag measurements [1]. In addition to the sensor specific lag of
the sub-cutaneous amperometric monitors, the difference in lag time constants observed from the
numerical simulations using the Steil dataset (6.1 min) and our clinical studies on human
volunteers (9.5±1.6 min) can be attributed to: (a) the difference in the composition of glucose
(i.e. the proportion of blood and ISF) sampled by the spectroscopic and amperometric sensors
and (b) the variations in the population demographics studied in the two cases.
Although most current research including our own study on human subjects reported above
indicates a reasonably constant value of a for a single individual, some research groups have
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previously suggested that the response times between blood and ISF glucose may be different for
the rising and falling phases. These investigators have claimed that ISF glucose falls in advance
of blood glucose during the time of declining glucose levels [30-32]. In such situations, a
modified DCC model can be implemented by employing two distinct a's during the rising and
falling phases through a piece-wise application of Eq. (7.5) and (7.7).
The mean and standard deviation of a obtained on the human volunteer dataset were also
employed in determining the physiological lag uncertainties for the DCC and conventional
calibration schemes. For the conventional schemes, the uncertainty is calculated as actual dcISF
dt
where the mean a of the human volunteers is used for act,,,. At times of reasonably rapid
increase in glucose levels, the concentration of glucose in either compartment may change by -2
mg/dL/min (0.11 mM/min) [5]. Plugging in these values, we find that for conventional
calibration, the prediction uncertainty due to lag amounts to approximately 1.06 mM. For the
dcDCC model, the uncertainty due to lag can be computed by Aa ISF , where Aa is approximated
dt
by the standard deviation of a obtained from the human volunteer dataset. Based on this value of
Aa, we obtain a lag uncertainty of 0.18 mM for the DCC calibration method. The calculated
values project to an approximately six-fold reduction in the lag uncertainty on application of
DCC.
Previously, we had estimated using tissue phantom studies that the spectroscopic uncertainty
for glucose using our Raman instrument was 1.04 mM (obtained for 6=61.03 (photon counts),
sg=83 .74 (photon counts/mM) and olfg=1. 4 3 in Eq. (7.8b) [19]). Prior to this work, this
spectroscopic uncertainty was considered to be the limit of detection, i.e. the smallest
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concentration at which glucose could be detected in the tissue. For the specific case of non-
invasive glucose detection this does not provide the full picture, as it ignores the lag uncertainty.
For example, when conventional calibration schemes are employed, our results suggest that the
uncertainty due to lag (1.06 mM) is comparable to the spectroscopic uncertainty (1.04 mM),
especially at times of rapid changes in glucose levels. Consequently, the resultant limit of
detection, which is sum of the uncertainties arising from spectroscopic considerations and
physiological lag (2.1 mM), may be nearly twice that of the previously accepted value (1.04
mM). On the other hand, the net uncertainty on application of DCC (1.22 mM) predominantly
arises from spectroscopic considerations (SNR and spectral overlap) and the glucose kinetics
plays only a minor role.
7.6 Summary
The presence of a physiological lag between glucose in the blood and ISF compartments must be
considered in developing an accurate spectroscopy-based calibration model for predicting blood
glucose concentrations. We have presented a mass transfer model based correction scheme that
explicitly accounts for the glucose kinetics. The proposed dynamic concentration correction
(DCC) enables us to employ the reference concentrations that are appropriate for the acquired
spectra in developing the calibration model - a key step which has not been previously
considered. In particular, the resulting improvement in blood glucose estimates should enhance
the spectroscopic ability to correctly determine hypoglycemia and even predict impending
hypoglycemia based on the rate of change in glucose concentration. Furthermore, we have
demonstrated that the prediction uncertainty due to physiological lag, which is comparable in
magnitude to the uncertainty arising from noise and non-orthogonality in the spectral dataset, can
be reduced substantially by employing DCC.
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Our laboratory is currently performing a clinical study to characterize the glucose kinetics in
a larger population of human subjects, both with and without diabetes. It is well-known that
inadequate glycemic control causes microvascular and macrovascular changes [33], which may
in turn affect the physiological lag time. We expect that this study will provide further details
about such changes and the ability of spectroscopy to diagnose similar diabetes-related
complications. In addition, the clinical study across a larger and more diverse population would
lead to a better understanding of the applicability of the DCC model as well as the relative
constancy of the lag time across different population segments. This clinical study is also
expected to shed light on tissue site selection for spectroscopic sensing, based on a combination
of skin heterogeneity and glucose kinetics parameters. In addition, our future research will focus
on incorporating control theory elements into the current DCC model to transform this present
formulation into one which can dynamically fine-tune its parameters on the fly based on
successive spectral measurements.
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DESIGN OF MINIATURZED BLOOD GLUCOSE MONITOR
While Raman spectroscopy provides a powerful tool for non-invasive and real time diagnostics
of biological samples, its translation to the clinical setting has been impeded by the lack of
robustness of spectroscopic calibration models and the size and cumbersome nature of
conventional laboratory Raman systems. Linear multivariate calibration models employing full
spectrum analysis are often misled by spurious correlations, such as system drift and covariations
among constituents. In addition, such calibration schemes are prone to overfitting, especially in
the presence of external interferences that may create non-linearities in the spectra-concentration
relationship.
To address both of these issues, we incorporate residue error plot-based wavelength
selection, to eliminate uninformative regions of the spectrum, into non-linear support vector
regression (SVR), which enables appropriate modeling of the curved effects. Using glucose
detection in tissue phantoms as a representative example, we show that even a substantial
reduction in the number of wavelengths analyzed using SVR lead to calibration models of
equivalent prediction accuracy as linear full spectrum analysis. With clinical datasets obtained
from human subject studies, we also demonstrate the prospective applicability of the selected
wavelength subsets without sacrificing prediction accuracy.
The surprising transferability of the selected wavelength subsets, particularly for the support
vector regression models, opens new avenues for calibration transfer using a few important
spectral features only. This has important implications for calibration maintenance and transfer
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perspective as well as for reduction of acquisition time in serial acquisition systems. This
approach also enables the development of a miniaturized clinical system that is programmed for
excitation and detection of these wavelength subsets. To implement this in a miniaturized clinical
device, we propose system designs featuring tunable excitation and detection components. The
proposed systems significantly reduce the spatial footprint and the necessary acquisition time.
We anticipate that such systems will play a vital role in disease diagnosis as well as in
pharmaceutical applications and forensic analysis.
8.1 Background and significance
Noninvasive diagnostic tools are of great importance in biomedicine as they dramatically reduce
the cost and inconvenience associated with blood withdrawals and tissue biopsies. By virtue of
its high chemical specificity and capability for reagentless detection of the sample constituents,
Raman spectroscopy has received considerable interest in the biomedical community for
detection of cancerous lesion [1, 2], atherosclerotic plaque [3] and diabetes monitoring [4, 5].
However, the multitude of Raman-active components coupled with the endogenous tissue
fluorescence usually makes the quantitative determination of the analyte of interest difficult.
As discussed elsewhere in this thesis, multivariate calibration (MVC) provides a powerful
tool for spectroscopy based chemical quantification by performing multiple measurements of the
sample analytical responses. The primary role of MVC methods is to develop a calibration model
connecting the measured spectral signals to specific sample properties (such as constituent
concentrations) for predicting the same properties of prospective samples. Typically, MVC
methods such as ordinary least squares (OLS) and partial least squares (PLS) [6, 7] employ the
full spectral information to differentiate the analyte of interest from the spectral interferents. To
further refine the predictive ability of the MVC techniques, appropriate selection of the spectral
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data points (wavelengths) has been investigated using various optimization tools such as
simulated annealing [8] and genetic algorithms [9]. In fact, it has been demonstrated that optimal
predictions are obtained by selecting only the analyte-specific spectral features in order to
eliminate uninformative and spurious regions from calibration [10, 11]. In this regard, Raman
spectroscopy is particularly suitable for wavelength selection purposes due to its inherently
narrow vibrational features.
However, the application of existing wavelength selection approaches has hitherto been
largely restricted to linear calibration techniques. As shown in Chapter 5, the linear additivity
assumption of the basis spectra [12] may not be valid under all circumstances necessitating the
introduction of non-linear modeling. This is particularly important for biomedical applications
where the sample optical properties and measurement conditions may vary substantially causing
the inclusion of irrelevant sources of variation in linear calibration models. Clearly, such models
- full spectrum or otherwise - are unable to perform accurate predictions in prospective samples.
This chapter investigates the applicability of wavelength selection for linear and non-linear
MVC methods to further enhance the robustness and quality of the calibration models. In this
work, robust implies the ability to make accurate predictions irrespective of the specific identity
of the sample or subject. Using tissue phantom [13] and human subject datasets [14], we show
that even with a substantial reduction in the number of wavelengths sampled, we can arrive at
calibration models of equivalent prediction accuracy (i.e. less than 5% deviation from full
spectrum analysis). Specifically, use of wavelength selection in conjunction with non-linear
support vector regression (SVR) provides improved accuracy, in comparison to PLS full
spectrum analysis. Our analysis also indicates the presence of an intrinsic subset of spectral
points dictated by the vibrational responses of the specific analyte and the interferents in the
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samples, and the MVC method used. This leads to a minimum allowable size of the spectral
subset required to establish a clinically accurate model.
Furthermore, we demonstrate, for the first time to the best of our knowledge, the prospective
transferability of a selected spectral subset across different human subjects while maintaining
equivalent levels of prediction accuracy. This is a significant result from a calibration
maintenance and transfer perspective that opens avenues for robust application of spectroscopic
algorithms across a larger human population and over longer periods of time. Our results here
indicate the development of a wavelength selected support vector regression provides a
promising calibration platform for various spectroscopic applications including diagnosis of
other diseases (e.g. cancer and atherosclerosis) as well as pharmaceutical and forensic analysis.
Another goal of this chapter is to employ the results of our wavelength selection studies in
designing a miniaturized Raman system for biomedical applications. Despite the substantive
progress in biomedical Raman spectroscopy, its clinical translation has been impeded by two
major drawbacks, namely long acquisition times and large spatial footprint of the conventional
instruments. Significant research has been carried out over the past decade to overcome these
drawbacks. In particular, the recent developments of lab-on-chip surface enhanced resonance
Raman (SERS) systems provide a promising solution to the aforementioned issues for analysis of
biochemical mixtures [15, 16]. However, the lack of robust affordable SERS substrates and the
necessity for additional bio-compatible tags presents considerable difficulties for non-invasive
and quantitative applications [17]. In order to preserve the intrinsic advantages of spontaneous
Raman spectroscopy, multiple research groups, including our own laboratory, have designed
portable systems for clinical applications [18, 19], which are optimized for collection efficiency
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and anatomic accessibility. Nevertheless, a majority of the existing systems are still too large for
ready application in a clinical setting, as well as for point-of-care diagnostics and personal use.
To overcome this problem, Vo-Dinh and co-workers have proposed a novel system
architecture employing acousto-optic tunable filters (AOTF) and avalanche photodiodes (APD)
to develop hand-held Raman spectrometers [20, 21]. While this greatly alleviates the bottleneck
associated with spatial footprint of conventional systems, the polarization sensitivity of typical
AOTF components hinders the collection of (polarization scrambled) Raman photons from the
sample. Here, we propose an alternate design embodiment, namely tunable excitation-single
detection, which eliminates the conventional dispersive spectrograph-CCD combination by using
serial acquisition of the sampled wavelengths. Such a design framework, coupled with the
aforementioned wavelength selection, provides not only a reduction in spatial footprint but also
of the requisite acquisition time. We anticipate that the development of this system will
substantially bridge the gap between routine clinical monitoring and vibrational spectroscopy
based diagnosis in the immediate future.
8.2 Theoretical formulation: Wavelength selection
Over the years, wavelength selection techniques have been demonstrated (theoretically [22, 23]
and experimentally [24]) to improve calibration model accuracy and robustness. Potentially,
wavelength selection can enhance the stability of the model to the collinearity in the acquired
Raman spectra as well as increase the interpretability of the relationship between the model and
the sample compositions by reducing the number of loading vectors to the chemical rank of the
system [25]. The important consideration is how many and which of the spectral bands facilitate
accurate prediction. Clearly, such selection is also dependent on the rest of the constituents in the
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investigated sample(s), because of the spectral overlap which maybe observed in certain
fingerprint regions.
For orientation, a brief summary of the existing wavelength selection methods is provided
here. Although the wavelength selection methods are sufficiently general to work in conjunction
with any calibration scheme, most of the work reported in the literature is on ordinary least
squares (OLS) and partial least squares (PLS) analysis. A number of wavelength selection
procedures primarily differ from one another in the objective criterion used for measuring the
optimality of selected subsets or in the search algorithm for the determination of these subsets.
Algorithms, such as simulated annealing (SA) and genetic algorithms (GA), have been proposed
as global optimizers capable of determining the best set of parameters and selecting well-defined
spectral regions instead of single data points scattered across the spectral range. These stochastic
search methods accept transitory reductions of predictive quality during an optimization
procedure enabling them to escape local extrema without supervision. However, this stochastic
nature (involving predictable processes as well as random actions) is also a major disadvantage
in establishing a universal spectral subset since it is almost impossible to recreate identical GA or
SA models [26].
Alternately, one can employ spectral interval selection called moving window partial least
squares regression (MWPLSR) [27-29]. MWPLSR, and its variants (changeable size moving
window partial least squares and searching combination moving window partial least squares),
are advantageous in searching for informative spectral regions for multi-component spectral
analysis. This method applies PLS calibration models in every window which moves over the
spectrum and selects informative regions on the basis of lowest sum of residual errors. Over the
last decade, such a moving window approach based on minimization of the residue error has
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shown promising results in improving prospective prediction of analytes in mixture solutions
[30].
In the following, we use a similar scheme of selecting lower residue error wavelength regions
for both linear (PLS) and non-linear (support vector regression, SVR) multivariate regression
models. To implement this, we construct a spectral window of size w, which starts at fl spectral
channel and ends at (i+w-1)th spectral channel. The window is progressively moved in the full
spectrum range. PLS and SVR models are built and root mean squared error of validation
(RMSEV) is calculated for each spectral window position by performing prediction on the
validation dataset (as detailed in section 8.3.2). Subsequently, we plot the RMSEV as a function
of the position of the spectral window position. The spectral window positions with large errors
imply that the responses at these spectral channels are highly contaminated by the factors that
cannot be modeled accurately using the calibration samples. It should be noted that residue error
plot selection method searches for spectral intervals (bands), as opposed to individual scattered
points, based on the continuity of the spectral response in vibrational spectra (where the
characteristic FWHM is typically at least 4-16 cm'1) [27].
8.3 Materials and methods
8.3.1 Experimental
We have employed two data sets to investigate: (a) the relative prediction performance of
wavelength selected linear and non-linear calibration models, and (b) the transferability of the
wavelength selected subset from one sample to another. For (a), we employ a physical tissue
model (tissue phantom) study, which focuses on glucose detection in a multicomponent mixture
under controlled laboratory settings. To accomplish objective (b), a clinical dataset from human
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subjects undergoing oral glucose tolerance tests (OGTT) is analyzed. These two data sets were
originally reported in our laboratory's previous publications [13, 14].
For the tissue phantom data set, spectra were collected from 50 tissue phantoms containing
randomly varying concentrations of two Raman active analytes, glucose and creatinine, between
5mM to 30mM [13]. These samples also contained randomized concentrations of India ink and
intralipid to mimic the turbidity values - absorption (0.09 to 0.18 cm-) and scattering (48.4 to
95.1 cm-) - in human skin tissue. Spectroscopic measurements were performed on aliquots of
these tissue phantoms in a fused silica cuvette by our bench-top Raman system (shown in Fig.
3.2(A)). For the human subject dataset, transcutaneous blood glucose measurements were
performed on healthy Caucasian and Asian volunteers in our laboratory [14]. Further details of
the experimental protocol can be found in Chapter 3. For the ensuing analysis, datasets from
volunteers exhibiting impaired glucose tolerance profiles (due to the risk of spurious correlations
with photobleached fluorescence levels) and inadequate SNR have been excluded.
8.3.2 Data Analysis
In the tissue phantom study, 20 prediction samples are randomly chosen from the entire data set
and kept aside for prospective application. The creation of an independent prediction set is a
conventional approach used to mitigate and/or test for the presence of spurious correlations.
Subsequently, the remaining 30 tissue phantoms are randomly split into twenty calibration
samples and ten validation samples. The moving window approach is used to generate a
regression vector from the calibration sample spectra corresponding to the specific window
position. This regression vector is then used on the validation samples to obtain a RMSEV value.
The window is subsequently moved, as discussed in the Theoretical Formulation section, over
the full spectrum to construct the residue error plot as a function of the moving window position.
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Figure 8.1 shows a residue error plot calculated from a representative partition of calibration and
validation sets. From the residue plot, spectral points with lowest computed RMSEV are selected
for developing the final regression vector. For our analysis, we selected 300 to 900 spectral
points (in increments of 100), where one spectral point roughly corresponds to 1.45 cm~1. The
final regression vector is generated from the thirty tissue phantoms constituted by the calibration
and validation data sets for each subset of spectral points. This regression vector is used
prospectively on the corresponding prediction set and RMSEP is calculated for the specific
subset of spectral points. It is worth mentioning that the prediction set also comprises the spectral
information only at the points selected to create the regression vector. To ensure the
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Fig. 8.1 Residue error plot (solid red curve) calculated for SVR calibration model in the tissue
phantom dataset using a 20 spectral point window. The set of 300 spectral points which
exhibit the minimum residue error are highlighted in green.
221
For our investigation, different window sizes from 10 to 20 spectral points are selected. This
size range corresponds to the full width at half maximum (FWHM) of the prominent bands in the
glucose Raman spectrum. Assigning window sizes beyond this range exhibited adverse effects
on the resultant residue lines, as also noted by Jiang et al. [27]. Wavelength selection using the
above protocol is performed for both PLS and SVR calibration. PLS models are created based on
the number of loading vectors that provide the least error in cross-validation for full spectrum
analysis. A standard recommendation for PLS calibration is to incorporate at least three times the
number of samples as the rank of the calibration model. To satisfy this criterion, twenty samples
are chosen for our calibration studies (as six loading vectors provided the least error in cross
validation). The SVR calculations are carried out using a SVM MATLAB toolbox [31]. Prior to
wavelength selection for SVR processing, the Raman spectra are linearly scaled by dividing each
spectrum by the maximum intensity value to prevent the skewed effect arising from the larger
pixel intensity values. The optimal model parameters C and 02 are obtained by employing a grid
search algorithm in the range of 1 to 10000 (C) and 0.01-10 (o2), respectively.
Similar analysis steps are also followed for the human subject dataset. From a representative
human volunteer data set (volunteer A) all but five data points are used to develop the
wavelength-selected regression model. The developed regression model is then applied on the
remaining five data points of volunteer A to evaluate the RMSEV as a function of the moving
window position and subsequently for the construction of the residue error plots. To obtain
enhanced robustness in the wavelength subset selection, we perform 100 iterations by re-
partitioning the calibration and validation data sets of volunteer A. The residue error plots from
these iterations are added to form a cumulative error plot as a function of wavelength. The
spectral points with the least cumulative error are selected for prospective application in the other
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human volunteer datasets. For clarity, we henceforth represent the remaining volunteers as
volunteer Bi, where i is the index of the volunteer. For volunteer B,, the data points are split into
calibration and prediction. The regression models are constructed on the calibration data points
of volunteer B, using only the spectral points selected from volunteer A. These models are
subsequently used to estimate the glucose concentrations of the prediction data points in
volunteer B,. The resultant prediction errors provide a true measure of the prospective
applicability of the selected spectral subset, i.e. the transferability of the selected points across
human subjects. The loading vectors for PLS analysis are optimized for each volunteer based on
leave-one-out cross-validation on the calibration data points. Similar SVR optimization is also
carried out for C and o2 in the range of I to 10000 and 0.01 to 10, respectively.
It is worth mentioning that for both the human volunteer as well as the tissue phantom study,
the spectra were used directly for development of the MVC calibration models without any data
manipulation such as removal of fluorescence.
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8.4 Results and discussion
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Fig. 8.2 Bar plot showing comparative performance of wavelength-selected PLS (blue) and SVR
(red) calibration models in tissue phantoms for glucose prediction. The lengths of the bars
are proportional to the average RMSEP and the associated error bars represent the
standard deviation of the RMSEP over 100 iterations.
Wavelength selection was performed on the tissue phantom dataset using both PLS and SVR
models. Figure 8.2 shows the results of prospective prediction for glucose obtained with PLS
(blue) and SVR (red) models, where the lengths of the bars are proportional to the average
RMSEP and the associated error bars represent the standard deviation of the RMSEP over 100
iterations. The figure provides a comparative estimate of predictive performance of calibration
models corresponding to the selection of minimum residue wavelength subsets of different sizes,
ranging from 300 to 900 spectral points. It is evident that the SVR calibration models always
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outperform the PLS calibration models with identical size of wavelength subset in regard to
prospective prediction. For example, given a spectral subset size of 300 points, the mean
prediction errors for glucose are observed to be 0.89 mM and 0.63 mM for the PLS and SVR
models, respectively. In fact, the SVR model with 300 spectral points provides equivalent levels
of prediction accuracy as the full spectrum PLS model (mean RMSEP of 0.6 mM).
In conjunction with RMSEP determination, we have also evaluated the relative predictive
determinant (RPD) metric to classify the overall prediction quality of the individual calibration
models for the two Raman-active analytes (glucose and creatinine). Briefly, RPD is defined as
the ratio of the standard deviation of the reference concentration in the sample population (6R)
to the standard error of prediction (the standard deviation of the differences between predicted
and reference values) (CR-P
RPD= (8.1)
CR-P
Typically, a RPD value of 5 is considered to be good for quality control while a value larger
than 6.5 is acceptable for process monitoring. A calibration model, with a RPD value higher than
8, may be used for any application. From Table 8.1, we observe that both PLS and SVR models
including at least 300 spectral points show excellent prediction quality. To this end, RPD
provides a useful tool in evaluating the allowable minimum size of the spectral subset for
different applications and analytes of interest [32].
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Table 8.1 Summary of statistics obtained from relative predictive determinant analysis for glucose
and creatinine using PLS and SVR calibration
From Fig. 8.2, we observe that, as the spectral subset size is decreased initially from 900 to
500 spectral points, the prediction errors are not substantially altered. However, with further
decrease of the size of the spectral subset, the prediction errors rise considerably. This threshold
measure of the spectral subset size provides an idea of relevant information specific to the
analyte of interest present in the full spectrum. Particularly for our tissue phantom study, it
would appear that the glucose-specific informative regions constitute less than half of the full
spectrum. Presumably, wavelength selection also enhances the stability of the model to the
collinearity in the acquired Raman spectra and increases the interpretability of the relationship
between the model and the sample compositions by reducing the number of loading vectors to
the chemical rank of the system.
8.4.2 Comparison of wavelength selection in PLS and SVR in human subject studies
From our tissue phantom studies, we observe that reduction of spectral points (even by a factor
of 3) does not substantially deteriorate calibration model performance, as long as the appropriate
wavelengths depending on the analyte of interest and spectral interferents are analyzed.
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PLS SVR
100 300 Full 100 300 Full
pixels pixels spectrum pixels pixels spectrum
ucose) 3.9 8.45 12.4 1.6 12.2 16.9
RPD
5.9 11.4 17.1 2.4 15.2 24.2(creatinine)
Nevertheless, the prospective transfer of the selected wavelength subset from one human to
another is substantially more difficult because of the complexity arising from substantive
variations in tissue optical (e.g. turbidity, autofluorescence and skin heterogeneity) and
physiological properties (dynamics of the analyte of interest) and changes in experimental
conditions. Indeed, while several investigators have successfully applied wavelength selection in
powder and mixture samples, to the best of our knowledge its transferability in complex
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Fig. 8.3 Glucose prediction performance of wavelength-selected PLS and SVR calibration models
in human subjects shown on the Clarke error Grid. PLS calibration results are shown in
(i) and (ii) for 300 and 900 spectral points respectively. SVR calibration results are shown
in (iii) and (iv) for 300 and 900 spectral points respectively.
Figure 8.3 shows the prediction results of PLS and SVR calibration models using wavelength
selection on the human subject dataset. It is worth emphasizing that the wavelength subsets were
obtained using the residue error plot method in one individual and the same wavelength subset
was prospectively applied on all remaining subjects with no further analysis or alteration. The
prediction results are shown plotted on Clarke error grids, which are widely used for quantifying
the clinical accuracy of blood glucose monitors. Predictions in zones A and B are regarded as
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acceptable while those in zones C, D and E are potentially dangerous if used for determining
treatment options. The RMSEP and the R2 correlation-coefficient values in each of the four cases
(i.e. for PLS and SVR calibration with 300 and 900 spectral points, respectively) is provided in
Table 8.2. We observe that the average RMSEP for SVR in each case is much lower than the
corresponding value for PLS, such that the SVR calibration model with 300 spectral points
provides equivalent (or better) prediction accuracy as compared to the PLS 900 spectral point
model.
Table 8.2 Comparison of wavelength selection for PLS and SVR calibration models in human
subjects
Current FDA recommendations (ISO 15197 guideline) stipulates that for clinical usage 95%
of the sensor predictions should be within 15 mg/dL (0.83mM) of reference for glucose <75
mg/dL (4.2 mM) and within 20% for glucose >75 mg/dL (4.2 mM) (as discussed in Chapter 2).
The percentage of data points satisfying the FDA criteria for these four calibration models are
tabulated in Table 8.2. While none of the models completely satisfy the 95% criterion (even
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PLS SVR
300 900 300 900
spectral spectral spectral spectral
points points points points'
RMSEP 18.6 16.9 15.1 11.3
R2  0.87 0.89 0.92 0.95
Percentage of
points satisfying 86.66 89.17 88.33 94.17
ISO criteria
though the SVR model for 900 spectral points is very close), one can reasonably expect that the
deviations from the aforementioned criterion can be overcome by correcting for variations in
tissue turbidity and autofluorescence as well as by addressing the physiological lag between
blood and interstitial fluid glucose. Furthermore, given the increase in spectral SNR that can be
obtained by additional refinement of the instrumentation including incorporation of non-imaging
optics [33] it may be possible to develop clinically accurate SVR models employing less than
300 spectral points.
Importantly, our results reflect that the selected wavelength subsets are transferable from one
human subject to another. To quantify this notion of transferability, we compare the degree of
overlap between the wavelength subsets giving the minimum residue error for each of the human
subjects. Evidently, if the degree of overlap between wavelength subsets from two human
subjects is high, prospective application of the selected wavelength subset from one subject to
the other will also provide accurate results. Here, we define robustness metric as the ratio of
overlapping spectral points (between selected wavelength subsets of any two volunteers) to the
total number of selected spectral points (300). Figure 8.4 provides box-plots of the robustness
metrics for PLS and SVR calibration. The box-plots are generated from the robustness metrics
evaluated for all possible combinations in the human subject dataset. Clearly, SVR provides a
marked improvement with respect to transferability of the selected wavelength subsets in relation
to PLS. This enhancement opens new avenues toward construction of universal calibration
models based on a small set of features, which also enables the development of Raman








Fig. 8.4 Boxplot showing robustness metric is for PLS and SVR calibration models in prospective
prediction of human subject data.
8.4.3 Design of miniaturized Raman instrument
As mentioned in the Introduction, a major drawback in widespread translation of Raman
spectroscopy is the large spatial footprint of the conventional setups, which is ill-suited to meet
the needs of a clinical setting. Specifically, continuous glucose monitoring necessitates the
development of a hand-held or a wearable device due to the frequency of measurements required
for diabetic patients. In this regard, the use of fiber probe-based instruments has considerably
eased the problem because of the additional flexibility and anatomic accessibility provided by
such systems in comparison to conventional free-space optical bench setups [18]. Nevertheless,
the bottleneck associated with construction of a truly handheld device emanates from the large
spatial footprint of the conventional dispersive spectrograph - CCD combination. Here, we
investigate the feasibility of introducing miniaturized Raman instruments that can provide
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adequate detection sensitivity and the effect of performing wavelength selection on the
implementation of such designs.
The simplest strategy for substituting the dispersive spectrograph-CCD combination is by
employing a set of optical bandpass filters with corresponding photo-detectors. However, this
approach is feasible only when a limited number of bands (spectral points) are sufficient to
provide clinical accuracy in spectroscopic predictions. In multi-component mixtures, such as in
biological samples, this is rarely possible, e.g. reduction of sampled spectral points below 300,
results in a rise in glucose concentration prediction error in the human subject dataset. On the
other hand, the application of tunable filters, such as liquid crystal tunable filter (LCTF) and
AOTF [34], circumvents the need for individual bandpass filters by electronically modulating the
transmission band of the filters over a broad spectral range. Furthermore, the use of tunable
filters facilitates the application of the same instrument for multiple diagnostic applications since
the selection of wavelengths does not necessitate a change in the system hardware.
Due to the intrinsic advantages of rapid tunability and precise control, the aforementioned
filters can be advantageously employed in two analogous designs for a miniaturized Raman
clinical device: (A) fixed laser line excitation with tunable detection (as suggested by Vo-Dinh
and co-workers) [20, 21] and (B) tunable laser excitation ('sweeping source') with fixed
wavelength detection, which remains largely untested for spontaneous Raman spectroscopy
applications. These designs are analogous in the sense that changing either the excitation or
detection wavelength while keeping the other constant results in acquisition of identical Raman
bands (as Raman shift is a measure of the change in photon emission energy from that of the
excitation source). The major difference between these designs and the conventional
spectrometer-CCD systems is that while the latter can be used to acquire spectral information at
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all wavelengths simultaneously, these designs only allow serial sampling of the wavelengths.
However, when the filters are used in conjunction with an avalanche photo-diode (APD) or a
photomultiplier tube (PMT), which provide significant signal amplification, the serial acquisition
process can be implemented in as short a time frame as is employed for conventional
spectrometers.
In principle, the combination of AOTF and APD (design (A)), is a strategy that can be
implemented to overcome the footprint drawbacks. While this design has provided promising
results in chemical analysis, the polarization sensitivity of commercially available AOTF
systems limit the collection efficiency of the Raman photons from the sample, due to the
scrambled nature of the back-scattered light from the sample. Although it is possible to employ a
polarization rectification unit consisting of a beam displacement prism and a half-wave plate, this
new unit contributes an additional layer of complexity and size to the overall system. To
overcome this problem, we propose the sweeping source design, which does not require a
tunable filter on the detection side.
For the sweeping source design, one can employ a variety of wavelength tunable sources that
have been proposed in the literature [34, 35]. Specifically, wavelength sweeping can be
performed by inserting a combination of dispersive optical elements (such as gratings) and
mechanical components (e.g. rotating polygonal mirror) inside of the laser cavity. In addition, it
can be implemented based on tunable filters, such as AOTF and Fabry-Perot filters. For our
system, we propose to employ a semiconductor optical amplifier in conjunction with AOTF to
attain the appropriate tunability, while retaining a small footprint. As shown in Fig. 8.5, the
excitation light from the sweeping source is coupled through a focusing lens to the excitation
fiber. The fiber probe is constructed by positioning multiple collection fibers around the central
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excitation fiber. The back-scattered light is collected via the collection fibers and transmitted
through a collimating lens to a bandpass filter that transmits only the requisite spectral bands.
The transmitted photons are detected by the APD. A photo-multiplier tube (PMT) can also be
used in place of the APD, especially because of the significantly higher internal gain, but its
efficiency in the NIR region impedes its application. The primary advantage of this design over
the conventional designs stems from the significantly smaller spatial footprint requirements. The
proposed design can be readily implemented in a hand-held box and sets the stage for even




Fig. 8.5 Schematic of the proposed handheld device. Here, component 1 is the tunable laser
source; 2, 5 and 7 represent focusing and collimating lenses; 3 represents the excitation
fiber; 4 represents the collection fiber; 6 indicates the band pass filter; 8 is the photo-
detector.
It is important to explore the effect of our wavelength selection results on the operating
parameters of the proposed Raman systems (design (A) and (B)). Since these designs for the
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miniaturized systems employ serial acquisition of the photons at different wavelengths, a
significant number of the Raman photons are not utilized in constructing the final spectrum. In
addition, the photo-detector amplification does not improve the analyte signal-to-noise ratio,
which can only be improved by increasing acquisition time. While this problem cannot be
completely eliminated, appropriate application of wavelength selection can greatly alleviate the
problems associated with serial acquisition.
For the specific problem of transcutaneous glucose detection, we have demonstrated that a
set of 300 spectral points can provide equivalent levels of accuracy as the full spectrum (900
spectral points). This implies that instead of having to perform serial acquisition over 900
spectral points, one can acquire the Raman photons at one-third of the spectrum, which in turn
means the total acquisition time can be reduced by a factor of three. This result is of great
significance especially in biomedical applications where acquisition time is limited by clinical
constraints (e.g. spectral diagnosis in an operating room). Conversely (and more importantly for
glucose detection), one can acquire for longer periods of time (three-fold) at the appropriate
wavelengths that leads to more efficient utilization of the important Raman photons. Considering
that our detection is limited by shot-noise, a three-fold increase in acquisition time translates to a
1.73 times increase in analyte SNR. Using the minimum detectible concentration formulation
[37], the increase in SNR results in a corresponding reduction in the prediction uncertainty (or
rise in precision) by nearly 43%.
8.5 Summary
In this chapter, we have employed wavelength selection using linear (PLS) and non-linear
calibration (SVR) models. We have demonstrated that the prediction accuracy is substantially
improved by using SVR. In fact, our studies indicate that SVR models can provide the same
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prediction accuracy with a small fraction of the spectral information as used in PLS full spectrum
analysis. Projecting our results to biological applications may result in cheaper smaller sized
systems that employ simpler optics for imaging of a select set of bands. Additionally, we have
proposed a novel sweeping source design for developing a miniaturized Raman instrument that
greatly reduces the spatial footprint constraints imposed by the conventional spectrograph-CCD
combination. Furthermore, it is shown that the application of wavelength selection to this
sweeping source design (or to an analogous tunable detector scheme) considerably reduces the
acquisition time. This can conversely be employed to increase analyte SNR over the same period
of acquisition resulting in better predictive ability.
We anticipate that such a transformation may help bridge the gap between routine glucose
monitoring and molecular spectroscopy in the immediate future and in a manner that is useful to
clinical laboratories as well as individual patients. Additionally, the approach proposed here is
sufficiently broad and general for the development of handheld diagnostic devices that address
other major disease classes including cancer diagnosis in breast and mucosal tissue.
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CHAPTER 9
CONCLUSIONS AND FUTURE DIRECTIONS
Blood analytes provide valuable information for the diagnosis of many diseases and related
health conditions. Development of painless, non-invasive methods for measuring such analytes
has been extensively investigated. In particular, non-invasive blood glucose monitoring has
received considerable attention due to its important implications for diabetes management and
therapeutics. Various techniques ranging from electrochemical assays to optical methods have
been proposed to meet the goals of painless and accurate blood glucose measurements.
In this context, NIR Raman spectroscopy has shown substantial promise and provided
successful predictions of glucose at physiologically relevant concentrations in serum, whole
blood, and even in individual human subjects. However, successful clinical implementation over
longer periods of time or across a wider cross-section of population has not been demonstrated.
Consequently, researchers have tried to identify the specific factors (root-causes) that degrade
the glucose measurement accuracy of Raman spectroscopy by introducing non-analyte specific
variance into the calibration model. The predominant factors include sample-to-sample
variability in absorption and scattering properties (turbidity), tissue autofluorescence and
associated quenching, and physiological lag between blood and interstitial fluid (ISF) glucose.
Clearly, a methodological implementation and validation from bench to bedside is required to
make non-invasive glucose measurement a viable clinical technology.
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9.1 Overview of thesis accomplishments
The goal of this thesis was to investigate the aforementioned scientific questions and phenomena
that introduce (non-analyte specific) confounding factors into this important diagnostic problem.
Additionally, as discussed in Chapter 1, this thesis seeks to develop methodologies for solving
the principal issues that prevent the reduction of this technology to a viable one for routine
clinical diagnosis.
Specifically, Chapter 4 focused on overcoming the effects of sample-to-sample turbidity
induced variations in sampling volume as well as in the acquired Raman spectra. To account for
these variations, a novel method, called turbidity corrected Raman spectroscopy (TCRS), has
been developed. This method is based on the photon migration approach and employs alternate
acquisition of Raman and diffuse reflectance spectra. It has been demonstrated that the proposed
method can extract intrinsic line shapes and intensity information from Raman spectra acquired
in a turbid medium. Importantly, it has been shown to provide significant improvement in
prediction accuracy over uncorrected spectral analysis, when used in conjunction with standard
multivariate calibration schemes.
Chapter 5 explored the validity of the assumption that there exists a linear relationship
between the acquired spontaneous Raman spectra and the reference concentrations of the analyte
of interest. While this assumption is valid under most circumstances (stemming from the
incoherent signal addition from the constituent molecules), it is shown that fluctuations in system
and sample variables may play a major role in causing non-linearity in the regression process. In
other words, if a linear regression model is constructed based on the spectra-concentration
dataset, it risks the inclusion of unnecessary and spurious sources of variance and noise to
explain the curved effects. We have demonstrated that tissue turbidity variation alone, especially
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at high levels of absorption, can cause the deviation of the predicted to reference concentration
from a linear function. To account for such curved effects, a relatively new method called
support vector regression is employed that has the additional advantage of producing a
reproducible global calibration model (in contrast to neural networks, for example).
In Chapter 6, the ubiquitous problem in Raman spectroscopy, namely that of fluorescence, is
discussed. While the ability to re-construct intrinsic Raman signals from fluorescing mixtures is
important to several applications, the two biggest hurdles for Raman-based analyte monitoring is
the associated noise (both shot noise and detector noise) and the intensity variations over time,
especially as a result of quenching from sustained laser exposure. In this chapter, it is established
that the prediction accuracy of a calibration model can be severely compromised by the
photobleaching behavior due to the introduction of spurious correlations between analyte
concentrations and fluorescence levels. This is a significant result for applications where any the
concentration dataset may have some form of inbuilt temporal correlation, e.g. tolerance test-
based studies on diabetic patients. However, such a situation can be significantly reduced by the
application of a suitable fluorescence removal strategy, which does not compromise the integrity
of the Raman spectral features. In our studies, we have determined that shifted subtracted Raman
spectroscopy (SSRS) presents such a tool and, additionally, is capable of removing the detector
noise that represents the main source of noise at high signal levels.
Chapter 7 addressed the question of accurate reference concentrations for spectroscopy-
specific measurements, given the limited penetration depth of light in skin tissue and the small
volume fraction of blood vessels in the dermis. The slow diffusion kinetics for glucose between
the blood and interstitial fluid compartments means that at times of relatively rapid changes of
glucose levels there exists a finite differential between the two values. This creates a problem for
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nearly all existing non-invasive and minimally invasive techniques, which predominantly probe
interstitial fluid glucose, thereby creating inconsistencies in calibration, where blood glucose
measurements are used as reference. To overcome this problem, we have introduced a dynamic
concentration correction scheme, which when used in conjunction with standard spectroscopic
measurements, provides substantial enhancement in prediction accuracy. In particular, the
resulting improvement in blood glucose estimates should considerably enhance the spectroscopic
ability to correctly determine hypoglycemia and even predict impending hypoglycemia based on
the rate of change in glucose concentrations.
Finally, Chapter 8 presented a new direction in our research program, where the design and
potential development of miniaturized Raman systems specialized for blood glucose monitoring
is investigated. The key concept to the successful implementation of such a design lies in the
reliable determination of a limited set of specific wavelengths that can provide similar glucose
information content as the whole fingerprint region. Using a previously developed moving
window approach, it is demonstrated that one can obtain a set of wavelengths (which is based on
the analyte of interest as well as the spectral interferents present in the sample) and transfer it
with adequate robustness to other similar samples. This opens up avenues for newer design
constructs that can replace the conventional laser-spectrograph-CCD system while using only a
fraction of the spatial footprint of the latter. Based on our current wavelength selection results,
we have designed a tunable excitation based band pass detection system employing fiber probes
that can be assembled in a laptop-size module. Ultimately, the goal is to build an even simpler
(and cheaper) system potentially employing LED and photodetectors, which would then obviate




Based on the improved methodologies presented in this thesis, our laboratory has already started
the first phase of clinical feasibility studies. A portable clinical instrument, based on similar
clinical instruments developed for breast cancer [1, 2] and atherosclerosis diagnosis [3], has been
designed and fabricated for these feasibility studies on healthy human volunteers. However, there
are a few notable changes in this version of the system to maximize the glucose SNR.
Traditionally, the light is delivered to and collected from the tissue surface by a specially
designed Raman fiber probe, with a central excitation fiber surrounded by annular ring(s) of
collection fibers. A special shell-and-tube miniaturized optical filter assembly, consisting of a
central short pass filter surrounded by a notch filter, is installed at the tip of the fiber probe to
suitably reject the additional signal generated by the probe itself. The number and diameter of
fibers is determined based on the conservation of 6tendue and the derived angular and radial
collection efficiencies in the turbid media. For further details, the reader is referred to a couple of
excellent reviews on the subject of probe development in biomedical optics [4, 5].
Nevertheless, only a small fraction (-10%) of the light reflected from the surface is typically
collected because of the limited collection angle of the collection fibers (as determined by the
numerical aperture (NA)). To overcome this persistent problem, non-imaging optical elements,
such as the compound parabolic concentrators [6, 7], are incorporated into the system. These
concentrators are used in reverse as angle transformers that are capable of collecting the whole
hemispherical light distribution and converting them to a beam of smaller NA for efficient fiber
coupling. Variations of the design, e.g. coupling of the concentrator with a lens, further serve to
enhance the intrinsic ability to collect a wide range of angles, even for skew rays.
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This concentrator-based instrument is currently being employed for glucose tolerance test
based clinical feasibility studies on 50 healthy volunteers at the MIT Clinical Research Center.
We expect that these studies will provide a definitive understanding of the improvements
produced by the methodologies described in this thesis as well as the aforementioned changes in
optical system design. Evidently, a significant portion of our future directions - including clinical
validation studies - will be based on the results of the current feasibility investigations. However,
in addition to any such new avenues, our research program in the future can be classified into
two main classes, namely scientific directions and clinical directions. In the following, we
outline the specific goals of both the scientific and clinical research blocks.
Scientific directions
1. Determination of optimal measurement site
A spectroscopic study should be conducted to select the optimal anatomic measurement site from
which to collect Raman spectra for non-invasive blood analyte studies. As a reference point,
three potential measurement sites, namely the forearm, the thenar eminence of the palm and the
earlobe, may be tested. These sites, based on physiological and patient compliance
considerations, have been previously selected by other researchers based on their optical
properties, in order to maximize the signal-to-noise ratio of the spectra obtained from these sites
[8]. Ideally, the optimal site should have a thin layer of epidermis, low pigmentation and a
substantially high distribution of blood capillaries to minimize the problem of physiological
glucose lag.
The chosen measurement site should be minimized for spectral variations because the
identical measurement spot cannot be practically reproduced even in single-subject studies.
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Spectral variations, even within each site, can arise from turbidity variations and changes in the
fluorescence background. TCRS (Chapter-4) has been developed to correct for turbidity
variations, which alter sampling depth, and SSRS (Chapter-6) has been introduced to alleviate
the tissue autofluorescence and photobleaching issues. Nevertheless, the smaller the extent of
these spectral variations, the more accurate the resulting concentration measurements are likely
to be. In general, we expect that person-to-person spectral variation for a given site is larger than
the variation associated with multiple measurements at the same site in a given person. As a
consequence, we expect that a multi-person spectroscopic study (similar to our current clinical
feasibility studies but incorporating spectral measurements from different sites) will be sufficient
to determine the site showing minimum spectral variability.
2. Optimization of excitation-collection geometry for specific measurement site
Most of the optics and spectroscopy experiments for transcutaneous glucose detection till date
have employed the back-scattering geometry. This can be largely attributed to the fact that given
the turbid nature of biological tissue very few photons, and naturally even fewer Raman photons,
can be acquired in the transmission geometry. This is particularly true if such measurements are
made on relatively thicker anatomical sites such as the forearm, palm or fingertip. Nevertheless,
transmission Raman experiments could be performed on a few sites such as the thenar eminence,
earlobe and possibly the inner lip. Clearly, the optimization of excitation-collection geometry is
intrinsically coupled to the previous scientific direction, i.e. determination of optimal
measurement site, and this aspect is further emphasized in the following paragraphs.
The primary advantage to performing transmission Raman experiments is that the
distribution of Raman photons collected has an approximately Gaussian profile with a peak at the
center of the tissue sample. This is in contrast to the Raman experiments performed in back-
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scattering geometry, where the acquired Raman photons exhibit an approximately exponential
decrease with depth from the reflection surface. This is significant for glucose measurements
because the epidermis (which may extend up to 100-200 micron below the surface) is completely
avascular and provides no glucose information, thereby leading to a large non-analyte specific
Raman signal in the reflection geometry. On the other hand, in the transmission geometry, most
of the signals emanate from the region of the dermis which has a 45% volume fraction of
interstitial fluid and 5% blood vessels (primarily capillaries) and is therefore be a credible source
of glucose concentration. Of course, one should be able to obtain sufficient photons in the
transmission geometry in order to exploit the aforementioned feature.
Indeed, transmission Raman spectroscopy can be perceived as a special case of the recently
proposed spatially offset Raman spectroscopy. This method relies solely on the spatial properties
of the (diffuse component) emerging Raman photons at the sample surface, similar to
tomographic concepts used extensively for NIR absorption [9] and fluorescence spectroscopy
[10]. It is essentially based on the collection of Raman spectra at spots that are spatially offset
from the excitation spot on the surface of the sample. Evidently, the photons traverse to deeper
distances are also more likely to diffuse sideways than the Raman photons that originate close to
the surface. Using this principle, Matousek and co-workers have published a series of papers
demonstrating the capability of SORS to provide better SNR for analytes embedded deeper in the
turbid medium while rejecting most of the signal emanating close to the surface [11-15]. SORS,
which can be performed using the same fiber probe geometry of central excitation and annular
ring of collection fibers in the reflection geometry, provides better signals than the analogous
time gated approach because of the restrictive signal acquisition capability of the latter.
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Additionally, SORS also enables the suppression of surface fluorescence (e.g. fluorescence
arising from melanin in skin tissue) in a similar fashion to that of surface Raman.
Adopting such an approach may produce substantive benefits for blood analyte monitoring as
well. Ultimately, we envision that the site specific turbidity as well as its anatomy will play a
crucial role in determining the parameters employed for SORS (especially the excitation
collection separation) and whether or not transmission Raman would be a suitable modality.
3. Design and fabrication of a suitable sample interface
A crucial feature of the overall instrumentation, which has hitherto not received careful
consideration, is the design of the sample interface. This represents an engineering problem with
several functional requirements, all of whom must be carefully considered before finalizing the
design parameters. We outline the major factors that should be considered in order to develop a
sample interface for a fiber-probe based system.
First, the question of whether to proceed with a contact probe or a non-contact (standoff)
probe must be resolved. The former approach would introduce questions of contact pressure and
temperature as well as the refractive index change between the probe tip and the skin surface.
The non-contact mechanism would not have issues of contact pressure and temperature but
would have to undergo two sets of refractive index changes, namely at the probe/air and air/skin
tissue interfaces. In this context, optical clearing (with glycerol, for example) could be pursued in
order to obtain greater penetration depth into the sample [17], although signals emanating from
the clearing agent could add to the complexity of the intrinsic Raman spectrum.
Second, for a person specific instrument (which represents our ultimate goal in developing a
miniaturized instrument) several of the confounding factors including tissue turbidity and
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heterogeneity (e.g. differences in density and geometry of blood vessels in the dermis) can be
substantially reduced by enabling measurements at the same site location. Ideally, we envision a
band around the wrist or a skin surface patch where the fiber probe could be attached
periodically to perform the non-invasive blood glucose measurements. While any such band or
patch is likely to undergo a finite level of physical displacement (at least on the micron scale),
the reproducibility of spectral measurement would be greatly enhanced by having a largely
overlapping sampling volume. It is worth noting that the long term stability of such a physical
interface (subject to sweating and other physiological changes) would have to carefully studied.
Third, an intriguing approach for signal enhancement of the blood analytes is to employ an
active mechanism such as tissue modulation [17, 18]. As stated by Chaiken and co-workers [19],
"tissue modulation is the use of spatiotemporally localized mechanical, thermal, chemical and/or
other external influences to manipulate the mobile components of tissue relative to the static
components." The fundamental concept is to use difference spectroscopy to isolate the spectra of
the mobile and static tissues. More specifically, tissue modulation can be utilized to obtain
chemical information concerning subsurface tissues as the surface tissues are static (they deform
but do not move, per se). Since the primary mobile component is the blood and the analytes
present in the blood, it has been reported that this approach would afford greater specificity in
terms of selecting the signal of the analyte of interest while rejecting the baseline features of the
other skin tissue components. Evidently, the proposed approach is likely to exhibit maximum
effectiveness in applications where the baseline signal is much greater than the signal from the
analyte of interest, as is the case for blood glucose monitoring. Also, in order for this method to
work, the active (or external) fluctuations should be larger than the natural fluctuations stemming
from blood flow and skin tremor. In this context, one could design a mechanical interface that
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adjusts the contact pressure to allow for different quantities of blood volume to pool in a specific
site and then use difference spectroscopy before further chemometric analysis.
4. Incorporation of additional non-invasive modalities
Despite the specificity of Raman spectroscopy in detecting various bioanalytes, its sensitivity has
hindered its widespread application in the real-world. And even though our uncertainty estimates
provide confidence in being able to measure clinically relevant concentrations accurately and
precisely, one way to complement the proposed diagnostic method would be to incorporate an
additional optical/spectroscopic scheme employing identical excitation-collection geometry.
The natural choice would be NIR absorption spectroscopy, because of it provides
complementary vibronic signatures to that of Raman. Further, its instrumentation is relatively
straightforward and can be readily incorporated with the existing Raman unit. (It should be
mentioned that addition of any modality would conflict with the notion of miniaturization but
may be a useful step in demonstrating clinical feasibility of a non-invasive system.) Moreover,
there exists a rich history of the application of NIR absorption spectroscopy for non-invasive
blood glucose detection (Chapter 2), largely because of the much higher signals acquired. While
NIR absorption spectroscopy lacks the specificity afforded by Raman (as discussed earlier in the
thesis), the combination of NIR absorption (high sensitivity, low specificity) and Raman (low
sensitivity, high specificity) may provide an ideal platform for non-invasive glucose monitoring.
Clinical directions
1. Spectroscopic Glucose Tolerance Test (SGTT)
The oral glucose tolerance test (OGTT), as has been described elsewhere in this thesis, is one of
the most widely used clinical screening procedures for the detection of diabetes and related
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conditions. Typically, blood is drawn at short intervals over a 2-3 hour period to measure the
subject's insulin response to an oral glucose challenge. Over the time course of the
measurements, healthy volunteers will show physiological recovery to euglycemic levels due to
insulin response, while recovery is significantly delayed or is absent in individuals with various
forms of diabetes.
We believe that Raman spectroscopy can non-invasively provide the required kinetic
information regarding insulin response and replace repeated blood withdrawals in OGTT.
Initially, one can demonstrate the feasibility of spectroscopic glucose tolerance test (SGTT) by
simultaneous Raman spectroscopy and blood withdrawal in 5 healthy volunteers and 5 diabetic
patients. If the results show a clinically acceptable correspondence, i.e. +/- 20% variation
between direct blood glucose measurements and Raman spectroscopic predictions (ISO Standard
15197) [20], we will prospectively demonstrate the clinical applicability of SGTT by a blinded
comparison between SGTT and OGTT. Importantly, since the kinetic profile of glucose
concentrations - rather than their absolute values - provides sufficient diagnostic information
during an OGTT, this application is likely to represent the first clinical implementation of this
new technology. The exact number of patients in the blinded comparison can be determined
using standard power calculations once the initial performance parameters for spectral-based
glucose measurements are determined.
2. Clinical measurements of other blood analytes
Future research could also focus on the non-invasive measurements of other clinically important
blood analytes, especially in a hospital setting such as in a triage or intensive care unit (ICU).
Specifically, creatinine and urea measurements would provide an assessment of kidney function
and could be readily detected due to their characteristic Raman signatures. Levels of creatinine,
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which is a break-down product of creatine phosphate in muscle, are typically employed for
computing the creatinine clearance, which reflects the glomerular filtration rate (GFR). The GFR
is clinically important because it is a measurement of the ability of the kidney to filter blood and
produce urine.
Furthermore, in order to obtain a more complete understanding of the renal function, the
blood concentrations of both creatinine and urea is necessary. Additionally, the blood urea
nitrogen-to-creatinine ratio (urea concentrations are typically expressed in terms of blood urea
nitrogen, BUN) can indicate other problems besides those intrinsic to the kidney. A pre-renal
problem, e.g. volume depletion, where the urea level is raised disproportionately with respect to
the creatinine concentration provides one such example. While continuous measurements of
these analytes are not required in general (in contrast to glucose measurements in diabetic
patients), they represent an important class of diagnostic problems in the ICU and in neonates,
where frequent blood withdrawal is either not possible or may potentially induce serious
complications.
Similarly, one could extend the scope of study to perform non-invasive alcohol and drug
testing, which is an important screening procedure in the triage. Given the larger Raman
scattering cross-sections of alcohol and a large number of drugs, our current instrumentation and
methodologies are likely to be sufficient for a proof-of-concept demonstration in point-of-care
studies in human subjects overdosed on alcohol or/and on specific drugs.
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