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A triangular lattice with onsite Coulomb interaction U present only on one sub-lattice, is peri-
odically driven by electromagnetic field with a frequency Ω  (t, U) at half filling. In this high
frequency limit, the electromagnetic vector potential, with an amplitude A, modifies the bare hop-
ping and generates new next nearest neighbour hopping parameters. For U = 0, the driving acts
like an emergent intrinsic spin-orbit coupling term and stabilises three dispersive bands with the
lower and upper bands having non zero Chern numbers. Within a slave rotor mean field theory, we
show that while U freezes out charge fluctuations on the interacting sub-lattice, it does not open up
a charge gap without the external drive. In presence of the drive, and small U , the system exhibits
repeated metal insulator transitions as a function of the amplitude A. For large U , we establish that
the freezing of charge fluctuations on the interacting sub-lattice stabilizes an emergent, low energy
half filled non-interacting Kane-Mele model, whose band gaps can be tuned by varying A. In this
limit, we show that the external drive provides an handle to engineer periodic band inversions at
specific values of A accompanied by topological phase transitions that are characterised by swapping
of band Chern numbers.
I. INTRODUCTION
In the last decade, the advent of topological insulators
(TIs) has caused to a revolutionary impact on the con-
cept of band structure of materials, both on the theoreti-
cal1–14 as well as on the experimental15–19 front. This
has lead to intense theoretical20–26 as well as experi-
mental27–29 investigation of the effects of strong corre-
lation in systems that host nontrivial topological bands.
Very recently, there has been an upsurge of research ac-
tivity in emergent topological phases in out of equilib-
rium non-topological systems via external periodic driv-
ing30–32. Experimental feasibility of engineering such pe-
riodically driven systems33–36 has opened up the oppor-
tunity for investigating existence of non equilibrium Ma-
jorana modes37–39, non trivial transport properties40–42
as well as controlling of band structure43,44, disorder ef-
fect45. The effect of drive on the tight binding band
structure in graphene46,47 and in spin-orbit coupled Dirac
materials like silicene and germanene48–51, are being ac-
tively pursued.
Given this background, it is natural to investigate the
interplay of strong local electronic correlations and ex-
ternal electromagnetic driving on different model sys-
tems. This is a rather broad question and some as-
pects have been addressed in recent literature. There
are three regimes where different theoretical tools can be
applied, small driving frequency ~Ω U , near resonance
~Ω ∼ U and off resonance ~Ω U . Dynamical localiza-
tion has been investigated in one dimensional spin half
Fermi systems52 within small frequency approximation.
Effective spin model for one and two orbital Hubbard
model at half filling has been studied53. The effect of
near and off resonant driving on the double occupation
in the Mott state has been investigated54. Also pertur-
bative analysis of driving on Kondo insulators55,56 has
been undertaken. The Bose Hubbard model has been
studied in the off resonant (high frequency) regime both
experimentally57 and theoretically58–60.
While these have added valuable insights to the physics
of driven systems, explicit study of metal insulator tran-
sition (MIT) under driving, for Fermi systems, has not
yet been addressed. Even more unexplored is the na-
ture of MIT, when the underlying bands are driven
into a topologically non trivial regime. Here we inves-
tigate these issues for a triangular lattice with diluted
Hubbard interaction at half filling. One of the con-
cerns of periodic driving of an isolated many body sys-
tem is that, it leads to a featureless thermal state in
long time limit56. However, it has been shown that the
time scale of heating is exponentially/quasi exponentially
slow61–63 allowing one to work in a pre-thermal regime
which survives for experimentally relevant time scales64.
With this justification in our study we incorporate the
drive via Peierls’s substitution to the bare tight bind-
ing hopping through a time dependent vector potential
A(t) = {Ax cos Ωt, Ay cos (Ωt− φ)}. We denote the am-
plitude of the vector potential by A. We employ high
frequency Brillouin-Wigner perturbation theory65 to ob-
tain a quasi-static effective Hamiltonian (Heff ) in the
zero photon subspace upto the order of 1/Ω. The effect
of driving gives rise to correction to the nearest neigh-
bour (NN) bare hopping elements between different sub-
lattices as well as generates new next-nearest neighbour
(NNN) hopping terms66. These emergent hopping ampli-
tudes are chiral in nature and act like intrinsic spin-orbit
coupling, which leads to topologically non trivial bands in
the Floquet quasi-energy spectrum67. While magnetism
is certainly an important feature of the Hubbard model,
here our focus lies in the study of the effect of drive only
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2FIG. 1. (Color online) (a) Schematic structure of the tri-
angular lattice is demonstrated. Each unit cell consists of
three atoms a, b and c shown enclosed in a triangle. Here,
tab, tbc, tca represent the nearest neighbour hopping ampli-
tudes between the three atoms. U denotes the strength of
onsite Hubbard interaction on the a sublattice. The light-
ning bolt represents the external electromagnetic radiation.
(b) The thin red arrows indicate the three directional vec-
tors l = 0, 1, 2 in the triangular lattice. The thick, magenta,
orange and green arrows denote the light induced next near-
est neighbour hopping along the path-1(P1), path-2(P2) and
path-3(P3) respectively within a sublattice. Similar terms
also exist for both b and c sublattices. The chirality of light
induced hopping terms are discussed in the text.
on charge fluctuations. Hence, we study our model in
the paramagnetic regime within a slave rotor mean field
theory (SR-MFT)68,69.
In the uncorrelated model with three dispersive bands,
non-zero A generates chiral NNN hopping terms and
also modifies the bare hopping elements. The resulting
Hamiltonian hosts topologically non-trivial lower and up-
per bands and a trivial dispersive middle band. Variation
of A causes periodic touching of the three bands. Switch-
ing on U on one sub-lattice (on one site of the three
site unit cell of the triangular lattice), induces a ‘local
Mott transition’ beyond a threshold value of the corre-
lation strength UCrit that suppresses charge fluctuations
at the correlated sub-lattice. In presence of the drive,
and for U > UCrit, we show that the local Mott transi-
tion, the drive modulated NN hopping and the emergent
NNN hopping terms, conspire to stabilize an insulating
state. This insulating state is characterized by topologi-
cally non-trivial low energy bands split by a small charge
gap and high energy bands separated by U . We show
that, similar to the U = 0 case, the charge gap between
the low energy bands oscillate periodically with A and
stabilizes a semi-metal at specific values of A where the
charge gap goes to zero. Moreover at each such band
touching there is a topological phase transition whereby
the Chern number of the topologically non-trivial bands
are exchanged. For a range of bare hopping parameters,
we establish that this periodic gap closing and swapping
of Chern numbers, holds for the entire insulating regime
and is independent of U , once U > UCrit. We establish
that this phenomenology can be understood in terms of
an emergent low energy Hamiltonian that resembles the
half filled non-interacting Kane-Mele model. Further,
based on single particle density of states, we map out
UCrit as a function of A and present the U vs A phase
diagram, emphasizing how the peaks and dips of UCrit
are governed by a competition between the interaction
strength and the drive induced bandwidth modulations.
The remainder of the paper is organized as follows. In
Sec. II we discuss our model, the slave rotor mean-field
theory, and the observables. In Sec. III we present our
numerical results. Finally, we summarize and conclude
the paper in Sec. IV.
II. MODEL AND METHOD
We consider a triangular lattice as our model system
with a, b and c sub-lattices as shown in Fig. 1(a). The
Hamiltonian of the system is defined as H = HFree +
HInt. The tight binding Hamiltonian HFree can be writ-
ten as
HFree = Hab +Hbc +Hac
= −
∑
〈i,j〉
(taba
†
i bj + tbcb
†
i cj + tcaa
†
i cj + h.c.) ,(1)
where, tab, tbc and tac represent the nearest-neighbour
(NN) hopping amplitudes between the a, b and c sub-
lattices. Here a†i (ai), b
†
i (bi) and c
†
i (ci) correspond to the
creation (annihilation) operators for the a, b and c sub-
lattices respectively. For notational clarity, the spin in-
dices are suppressed for now. The main steps here con-
sists of first treating the effect of driving on the HFree
and then study the effect of interaction on the emergent
tight binding model. This is the standard procedure in
the high frequency limit54.
The effective kinetic energy Hamiltonian: In our anal-
ysis, we consider the high-frequency limit of the periodic
driving. In this limit, one can derive an effective quasi-
static Hamiltonian taking into account only the virtual
photon transitions. Technically, the full Floquet Hamil-
tonian in the extended Sambe space is projected back
to the zero photon subspace using a high-frequency ex-
pansion based on the Brillouin-Wigner (BW) perturba-
tion theory70. In comparison to Floquet-Magnus71,72 and
van Vleck expansions73,74, higher order terms are easier
to calculate using BW expansion.
The vector potential of the electromagnetic radiation
is given by,
A(t) = (Ax cos Ωt, Ay cos (Ωt− φ)) , (2)
where Ω is the frequency of the light, Ax, Ay are the
amplitudes of the irradiation and φ is the phase. The
polarization of the laser can be controlled by choosing
appropriate values for Ax/Ay and φ. For e.g., circular po-
larization can be obtained by choosing Ax = Ay, φ = pi/2
and linear polarization by φ = 0 respectively. The other
3values of Ax/Ay and φ correspond to elliptical polarized
light.
The vector potential of the external irradiation is in-
corporated by Peierls substitution thereby transforming
the above Hamiltonian time-dependent. The hopping el-
ements thus acquire a phase given by
t→ te−i(r1 sin Ωt+r2 cos Ωt) , (3)
where r1(l) = a˜Ay sin(φ) cos(
2pil
3 ) and r2(l) =
a˜
[
Ay cos(φ) cos(
2pil
3 )−Ax sin( 2pil3 )
]
. Here l = 0, 1, 2 de-
notes the three directions within the lattice as shown in
Fig. 1(b) and a˜ is the lattice spacing.
The Floquet Hamiltonian43,75 can be defined in the
following way:
Hp =
1
T
∫ T
0
H(t)eipΩtdt , (4)
As discussed in the Appendix A, the final form of the
Floquet Hamiltonian is
HK = H
0 +
∑
n 6=0
H−nHn
nΩ
, (5)
For the triangular lattice under our consideration (see
Fig. 1(a)), the zeroth order term is given by,
H0 = −
∑
〈ij〉
J0
(√
r21 + r
2
2
)
(
tab a
†
i bj + tbc b
†
i cj + tca a
†
i cj + h.c.
)
. (6)
In the zeroth order Hamiltonian, the effects due to peri-
odic driving are manifested in renormalized hopping pa-
rameters. The first order term from Eq.(5) results in an
effective spin-orbit coupling as described later. Similar
terms has also been reported earlier in case of hexago-
nal lattice (graphene)70, spin-orbit coupled Dirac mate-
rials51. In our case, the O(t2/Ω) term is shown in Eq.(7).
In Eq.(7), νij = ±1 depending on whether the next
nearest neighbour (NNN) hopping takes place in clock-
wise or anti-clockwise manner. This introduces an intrin-
sic chirality in the model, similar to intrinsic spin orbit
coupling1. In Fig. 1(b), this external light induced spin-
orbit coupling terms are denoted by paths P1,P2 and P3
within the a sub-lattice. Similar terms are also present
for b and c sub-lattices which can be seen from Eq.(7).
The full analytical form of χ1,2,3 in Eq.(7) is provided
in the Appendix A, where it is shown that for circularly
polarized light, χ1 = χ2 = χ3. Also, from Eq.(7) it is
apparent that for tab = tbc = tca, the 1/Ω order term
vanishes.
H−nHn
nΩ
=
P1∑
〈〈ij〉〉
χ1 νij
[
(t2ab − t2ca)a†iaj + (t2ab − t2bc)b†i bj + (t2ac − t2bc)c†i cj
]
+
P2∑
〈〈ij〉〉
χ2 νij
[
(t2ab − t2ca)a†iaj + (t2ab − t2bc)b†i bj + (t2ac − t2bc)c†i cj
]
+
P3∑
〈〈ij〉〉
χ3 νij
[
(t2ab − t2ca)a†iaj + (t2ab − t2bc)b†i bj + (t2ac − t2bc)c†i cj
]
. (7)
This is different from honeycomb lattices where the light
induced spin-orbit term is non-zero irrespective of the
polarization of the external irradiation70. In triangu-
lar lattices, the spin-orbit coupling term between each
pair of next-neighbour sites has two contributions with
opposite chirality. Thus, they can nullify each other if
the hopping amplitudes are equal to each other. Here,
we define the light induced NNN hopping amplitudes
as taa = χ1νij(t
2
ab − t2ca), tbb = χ2νij(t2ab − t2bc), tcc =
χ3νij(t
2
ac − t2bc).
Interaction effects: To discuss the effects of HInt, we
first rewrite HK is a succinct notation as a tight bind-
ing model on a triangular lattice with nearest and chiral
NNN hopping and also make the spin indices explicit.
The unit cell consists of three atoms indicated by a, b
and c as shown in Fig. 1(a). Hence, the kinetic term
(HK) in a compact form can be written as,
HK =
∑
I,J,α,β,σ
(tAIασ;Jβσd
†
IασdJβσ + h.c.) , (8)
where the indices I, J denote the three site unit cells of
the lattice. The hopping terms depend on the strength A
of the external periodic drive. Here, I equal to J implies
the hopping within a unit cell, while I 6= J indicates to
the hopping between different unit cells, while α and β
runs over the three atomic labels a, b and c. tAIασ;Jβσ
parameters are appropriately chosen to incorporate NN
and NNN hopping elements as necessary. The Hubbard
interaction is introduced only on the a sub-lattice. The
4final form of the off-resonant Hamiltonian66 reads as:
HOReff =
∑
I,J,α,β,σ
(tAIασ;Jβσd
†
IασdJβσ + h.c.)
+
∑
I
UnIa↑nIa↓ (9)
As is usual in slave-rotor decomposition, we rewrite the
creation and annihilation operators on the site with in-
teraction as:
d†Iaσ = f
†
Iaσe
−iθIa ,
dIaσ = fIaσe
iθIa . (10)
Here f†Iaσ is the spinon operator at the a site in the I
th
unit cell and e±iθia denotes the rotor creation and anni-
hilation operators defined through its action as follows:
e±iθIα |nθIα〉 = |nθIα ± 1〉. At half filling, to preserve the
physical Hilbert space on the interacting site we impose
the following operator constraint:
(nθIa + n
f
Ia↑ + n
f
Ia↓) = 1 . (11)
with electron occupation equal to that of the spinon
i.e., nfIaσ = n
e
Iaσ, where n
f
Iaσ = f
†
IaσfIaσ. We now treat
HOReff within a mean field scheme. We refer the reader
to literature for the details of the slave rotor mean field
method68,69. Here we briefly out line the method in the
context of our calculations. We make a mean field ansatz
for the many body ground state67 as |Ψ〉 = |Ψfd〉|Ψθ〉,
where the superscript d refers to a collective index repre-
senting the operators on the b, c sub-lattices, the spinon
operator on the a sub-lattice are denoted by the f and
the rotor operator by θ superscript. The next step is
to compute the expectation values Hfd ≡ 〈Ψθ|H|Ψθ〉
and Hθ ≡ 〈Ψfd|H|Ψfd〉 which are solved self consistently
all the while respecting the above constraint at a mean
field level by suitable introductions of chemical poten-
tials. The full detailed expressions are provided in the
Appendix B. Here we note that Hθ is the interacting
problem that is solved with a cluster mean field theory.
For the choice of the hopping amplitudes discussed below,
we use a single site rotor cluster, containing one a site,
for our results. We have contrasted the results against
solution of bigger clusters containing two interacting a
sites as well. We now describe the observables calculated
before proceeding to the results.
Observables: Within the SR-MFT, the first important
indicator is 〈Ψθ|e−iθIa |Ψθ〉 ≡ ΦIa and it is assumed to be
uniform or site independent. When ΦIa = 0 charge fluc-
tuations on the a sites are suppressed68,69. This signals a
‘local’ Mott transition. However, with U operative only
on the a sub-lattice, this does not guarantee an insulating
ground state. For the metal-insulator transitions, we rely
on the sub-lattice projected density of states (PDOS) de-
fined as Nγ(ω) =
∑
α,σ
∑
iγ
|〈χα|iγ , σ〉|2δ(ω− α), where,
γ = a, b, c sites in the Ith unit cell. Here, {|χα〉} and
{α} correspond to the eigenvectors and eigenvalues of
HOReff . The derivation is straightforward and is provided
in the Appendix B. We also compute the Chern number
for the bands and the edge modes in the strip geome-
try for Hfd, which provides information of the electron-
spinon band topology. There are standard methods to
investigate them which are discussed in the Appendix C.
For Hθ with more than one a site, as illustrated in Ap-
pendix D, we also have to calculate, 〈Ψθ|e−iθIaeiθJa |Ψθ〉,
which encodes rotor kinetic energy within the enlarged
cluster. In the insulating regime, this plays the role of
virtual charge fluctuations between the a sites in the rotor
cluster, even if ΦIa = ΦJa = 0. This will be elaborated
more later in the paper.
III. RESULTS
In this section, we present our results for the band
spectrum, order parameter and total density of states
(DOS). Throughout our analysis, we have chosen Ω =
10t  (t, U), to be in the high frequency regime and
Ax = Ay = ζ, φ = pi/2 i.e., circularly polarized light as
our external electromagnetic drive. We denote the ampli-
tude of the vector potential, for this choice by A ≡ √2ζ.
All energies are measured in units of the non irradiated
(A = 0), bare b − c hopping parameter tbc ≡ t, which is
chosen to be 1. In these units, we choose tac = tab = 0.5t.
From Eq.(7) we find that for this choice only b − b and
c − c NNN hoppings survive in the 1/Ω order term of
HOReff . Furthermore, the emergent tbb is always equal to
tcc. Initially we will focus on results for these choice of
parameters, we will then discuss effects on non zero taa
achieved by setting tab 6= tac. We also use a dimensionless
parameter A/t to quantify the magnitude of the vector
potential, which is equivalent to measuring the magnetic
vector potential in [Ampere × meter]−1.
Fig. 2, shows the U−A phase diagram at zero tempera-
ture and summarizes the main results for tac = tab = 0.5t.
In panel (b), we plot the variation of the NN and the
NNN hopping amplitudes as a function of the radia-
tion amplitude. We begin with the two limiting cases
i.e., only A and only U , before discussing their combined
effects shown in Fig. 2(a).
1. Non-interacting driven system: For A = U = 0, the
system consists of three dispersive bands, which touch
at specific momenta points in the Brillouin zone. The
bands are shown in Fig. 3(a). From Fig. 2(b) we find
that the NN hopping amplitudes oscillate with a decay-
ing envelope with increasing A, following the Bessel func-
tion form in Eq.(6). In addition, the NNN hoping ampli-
tudes tbb and tcc emerge with A and also oscillate with
a decaying envelope. These oscillations are due to the A
dependence of the pre-factors χ2 and χ3 of t
2
ab − t2bc and
t2ac−t2bc respectively, which we define as tbb and tcc earlier.
The expressions for χ2 and χ3 are given in Appendix A,
Eq.(A6). We find that these oscillations cause a periodic
opening and closing of band gap in the non-interacting
model. Two typical cases for A/t ∼ 1.5 and A/t ∼ 3.0,
are shown in Fig. 3(b)-(c). The schematic of the DOS
5FIG. 2. (Color online) The U−A phase diagram is shown in panel (a). The red (dashed) line with squares depicts the evolution
of UCrit with A/t. The region below UCrit is metallic and above UCrit is insulating except at special values of A/t, indicated
by vertical (dashed) blue lines. At these values of A/t, bands of the insulating state touch, leading to a semi-metallic behavior.
Panel (b) shows the dependence of the of NN and NNN hopping parameters of the triangular lattice as a function of the driving
amplitude A/t. The NNN hopping amplitudes (tbb, tcc) are small, so for visual clarity, they are magnified by a factor of 16. In
the case shown here, NNN hopping parameter taa is explicitly chosen to be zero as tab = tac = 0.5t.
depicting the closing and opening of the band gaps are
shown directly below the bands for the three values of A
in panels (a) to (c). The red arrow denotes the chemical
potential for half filling. For A/t ∼ 1.5, when the bands
are separated, we find that the lowest band has a Chern
number -1, the middle band is topologically trivial and
the highest band has a Chern number +1. From then on,
beyond every A at which the bands touch, the upper and
lower bands exchange their Chern indices. This shows
that at half filling, the driven triangular lattice system
always has a metallic ground state for U = 0, but with
non trivial topological energy bands.
2. Large U limit of the purely interacting system:
Fig. 3(d) shows the sub-lattice resolved PDOS for
U = 7t for A = 0. We see that large U causes a
charge gap, of the order of U , in the states from the a
sub-lattice, as seen from the red curve. At half filling,
the average a site occupation, 〈na〉 is 1. The half filled
configuration constitutes the lowest band in the a sub-
lattice PDOS, the peak around ω − µ = 4 in panel (d).
Any further occupation on the a sub-lattice is pushed up
in energy by U . The remaining, b − c, sub-lattice forms
a low energy bands (blue cure) hybridizing through
tbc. In the large U limit, the effect of the hybridization
between the b − c and the a sub-lattices is negligible
as virtual charge are suppressed due to large U . Thus,
the lattice connectivity for the low energy bands are
that of a hexagon (see Fig. 1(b)) and the system shows
graphene like semi-metallic behaviour. From Fig. 4(d),
we see that ΦIa goes to zero for U > 5.8t and A = 0.
This corroborates the PDOS by showing that the charge
fluctuations are completely suppressed at large U at
the a sub-lattice76. Based on the above discussion, it
then implies that for A = 0 and U/t > 5.8, the low
energy bands, the ones closest to the Femi level, are pre-
dominantly constituted by electronic states delocalizing
in the b − c sub-lattice, and is a topologically trivial
semi-metal.
3. Interaction effects on the driven system: Fig. 3(e)
and (f) show the PDOS for U/t = 2 and 4, respectively,
for fixed A = 1.5t. We see that all three sub-lattices con-
tribute to the spectral weight at the Fermi energy in (e),
while in (f), a finite charge gap is clearly visible. A metal-
lic behavior is also found for small U/t (=1) for A = 3t as
seen in panel (g), which is similar to panel (e). However
on increasing U to 3t while staying at A = 3t, as shown
in panel (h), we see a semi-metallic behavior, much like
in the A = 0 case! In U − A phase diagram shown in
Fig. 2(a), the entire insulating regime has a gapped DOS
as in Fig. 3 (f), except for special values of A (marked
by the vertical blue dashed line) where the semi-metallic
ground state, as seen in Fig. 3(h), are located.
To understand this contrasting behavior in the insulat-
ing regime, we first note that as discussed in Sec. II, finite
A/t generates NNN b − b and c − c hopping terms that
are chiral in nature and thus acts an intrinsic spin-obit
coupling. Secondly, in Appendix B we also show that
these NNN terms (tbb and tcc) are not renormalized by
the interaction effects. We find that although tbb and tcc
are small in magnitude, with a maximum possible value
6FIG. 3. (Color online) Panels (a) to (c) show the non-interacting tight binding bands of driven triangular lattice. Panel (a)
depicts the energy band dispersion and schematic DOS for A = 0, while panel (b) and (c) manifest the same for A = 1.5t
and A = 3t respectively. In all the three panels, dispersive middle band is half filled which is shown by the small red arrow
indicating the position of the chemical potential µ. The band touching points for A = 0 are removed and band gaps open up
at A ∼ 1.5t. The bands again touch for A ∼ 3t. Panel (d) shows the sub-lattice resolved DOS for A = 0 and U = 7t. Panels
(e) to (h), show the evolution of the sub-lattice resolved DOS with U , for fixed A = 1.5t in (e) and (f) and for A = 3t in (g)
and (h).
of 0.018t as seen from Fig. 2(b) at A = 1.7t, they have
a drastic impact on the bands of the model. Thirdly, in
the insulating regime, ΦIa is always zero and any contri-
bution from the a sub-lattice are far removed from the
Fermi-level, as also seen from the PDOS contributions
from the a sub-lattice in Fig. 3(f) and (h). Thus, the
low energy kinetic energy comes primarily from the tbc
with small contributions from NNN tbb and tcc. Thus,
the low energy bands (close to the Fermi level) have NN
hopping and chiral NNN hopping terms, which is the
hopping connectivity of the non interacting Kane-Mele
model. Moreover, since the a sites have an average oc-
cupation of one electron, the emergent non-interacting
Kane-Mele model is also at half filling. For a general
value of A, our calculations reveal that the ground state
of this low energy model hosts two distinct bands and
that the band gap between these, can be tuned by vary-
ing A. These low energy bands are shown in Fig. 4(a) in
the insulating regime (U = 6t). It shows that the charge
gap at A = 2, reduces and closes at A = 3t forming a
semi-metal. It then opens again up immediately (data is
shown for A = 3.6t). In addition, the chiral nature of the
NNN hopping amplitudes make these low energy bands
topologically non-trivial, as is expected in the Kane-Mele
model.
Finally, owing to the oscillatory dependence of the hop-
ping amplitudes on A, the gap closing discussed above,
occurs repeatedly for specific values of A. We compute
the Chern number for the Hfd, after the SR-MFT conver-
gence has been achieved. The effect of the rotor Hamil-
tonian is encoded in the renormalization of the a − b
and a − c hopping terms as seen from Eq.(B1) in Ap-
pendix B. In Eq.(B1) we see that ΦIa multiplies both
tab and tac, so in the insulating regime (ΦIa = 0) these
hopping paths are switched off. Thus calculating the
Chern number from the remaining terms in Hfd suffices
to calculate the topological properties of the low energy
Kane-Mele model. Fig. 4(b) shows this evolution of the
Chern numbers, as a function of A/t for U/t = 6. As a
function of A, the Chern numbers of the two bands are
swapped periodically. We see that the Chern numbers
are swapped exactly at the band touching point A = 3t,
as seen from panel (a). In Fig. 4(c) we show the edge
states computed from the eigenstates of Hfd on a strip
geometry for a specific value of A as indicated in the
caption. Details of the calculations are presented in Ap-
pendix C. We find a linearly dispersing electronic edge
mode, as expected for the Kane-Mele model.
We now consider the dependence of UCrit on A, the
red (dashed) curve in Fig. 2(a). First of all, we observe
an overall suppression of UCrit with increasing A. This
is because the gradual suppression of all the hopping am-
plitudes with A, as seen in panel (b). We also notice that
the NN hopping amplitudes oscillate in-phase with each
other. This modulation of the hopping controls the band-
width which imprints on the A dependence of UCrit, ex-
7FIG. 4. (Color online) In panel (a), we show the evolution
of the charge gap in the low energy bands as a function of
A for U = 6t. Panel (b) depicts the Chern numbers for the
top and the bottom bands of Hfd as a function of A for the
same U(=6t), as in panel (a). Panel (c) shows the edge modes
for the band calculations in strip geometry for a typical value
of A = 1.5t in the insulating regime (U = 6t). The red
lines are the topologically protected zero energy edge modes.
Panel (d) demonstrates the dependence of order-parameter
ΦIa on U , for various values of A. The value of U for lo-
cal Mott-transition at the a sub-lattice has a non-monotonic
dependence on the driving amplitude A.
hibiting that a larger U is needed when the hopping am-
plitudes are larger. Similarly the minima of UCrit occurs
for A values where the three NN amplitudes are closest
to zero, effectively narrowing the bandwidth. The value
of U minima which ΦIa becomes zero also has a similar
non-monotonic behavior as seen in panel Fig. 4(d). For
the range of A values shown, the smallest U for ΦIa = 0
occurs for A = 3t. This shows that the metal insula-
tor transition is primarily controlled by the competition
between various hopping elements and U .
4. Non zero taa & spinon contributions: So far, we
have focussed on the case of tab = tac for which the emer-
gent NNN taa always remains zero and have employed a
single site rotor cluster in our calculations. A single site
rotor cluster cannot capture rotor kinetic energy as there
is only one rotor site in Hθ. Although, larger clusters are
preferred, exponential growth of the rotor Hilbert space
forces a compromise. We now use a cluster with four
sites, containing two a sites, each connecting to a sin-
gle b and another c site. The schematic is shown in Ap-
pendix D, Fig. 6(b). We have checked that when taa = 0,
the larger cluster results agree well with the single site
cluster results. This is because of the following reason.
FIG. 5. (Color online) In panel (a) we compare the depen-
dence of UCrit on A for taa = 0 (curve A) with that for finite
NNN taa. The results are shown for fixed tab = 0.5t and tac =
0.45t (curve B), 0.3t (curve C) and 0.2t (curve D) which leads
to small finite taa. For each UCrit curve, the corresponding
region above the curve in an insulator. The vertical red arrow
denotes the first band touching value of A in the insulating
regime. This location remains unchanged for all the four cases
shown. Inset in panel (a) shows the NNN |taa/t| as a function
of tac when U = 0 and A is fixed at 1.5t. For this tab is kept
fixed at 0.5t and tac is varied between 0.5t to 0.1t. The hop-
ping variation will be discussed in the text. As in Fig. 2(b),
the NNN hopping amplitude taa is magnified 16 times. Panel
(b) illustrates the edge modes for case B, with U = 6t and
A = 1.5t.
First, so far as Hfd is concerned, the rotor kinetic en-
ergy 〈Ψθ|e−iθIaeiθJa |Ψθ〉 only renormalizes taa as seen
from Eq.(D1) in Appendix D. In the insulating regime,
even when ΦIa = 0, the rotor kinetic energy term,
〈Ψθ|e−iθIaeiθJa |Ψθ〉 remains finite. However, if taa = 0
explicitly, there is no change in the Hamiltonian Hfd.
But Hθ, now has a new kinetic term as seen in Eq.(D2)
which can affect the value of UCrit. Nonetheless, partic-
ularly in the large U insulating regime, the rotor kinetic
energy is suppressed, to the lowest order, by (∼ |taa|2/U).
So the large U band touching are not affected. In our cal-
culation, we find very small renormalization of UCrit, but
there are no qualitative changes. Below we discuss the
case of taa 6= 0, where the corrections to UCrit are signif-
icant, but the values of A for the band touchings in the
insulating regime, remains unchanged within numerical
accuracy.
To perform a systematic study, we have kept tab = 0.5t
and varied tac from 0.5t to 0.1t. The resulting taa, when
U = 0, is shown in the inset of Fig. 5(a) for A = 1.5t,
magnified 16 times for better clarity. In Appendix D,
Fig. 6(c), we compare the NNN hopping terms, for a
range of A values. Although, taa is of the same order as
tbb and tcc, as discussed above, taa is significantly sup-
pressed in the large U insulating limit due to the heavily
reduced rotor kinetic term multiplying it. Thus, the band
touching locations are unchanged. The U − A phase di-
agram with many band touching points for the four site
cluster calculations and a specific finite taa are shown
in Fig. 6(a) for comparison with Fig. 2(a). This shows
8that the low energy Hamiltonian is, still to a very good
approximation, described by a Kane-Mele model. The
dispersive edge modes shown in Fig. 5(b) still maintain a
linear dependence on momentum. The changes in com-
parison to Fig. 4(c) is due to the small rotor kinetic en-
ergy that makes the 〈Ψθ|e−iθIaeiθJa |Ψθ〉×taa finite. This
also shows that the topologically protected edge modes
now have both electron and spinon contributions.
In the main panel of Fig. 5, we show UCrit in the U−A
plane for four values of taa. The curves are labelled from
A to D with increasing magnitude of taa, with taa = 0 for
curve A. We see that UCrit is progressively suppressed
as taa increases. This in simply due to increase in the
bandwidth as additional electron delocalization paths are
now available.
IV. SUMMARY AND CONCLUSIONS
To summarize, in this article, we have investigated the
impact of strong onsite repulsion in a periodically driven
triangular lattice. Driving induces modulation of the
bare hopping elements of the triangular lattice and gen-
erate chiral NNN hopping terms. In the non-interacting
limit, this stabilizes a metal with topologically trivial
conduction band and topologically non-trivial, filled and
empty bands. Weak interactions on one sub-lattice, for
a wide range of bare hopping parameters, leads to re-
peated metal insulator transitions as a function of the
amplitude of the electromagnetic vector potential. In the
large interaction (insulating) regime, the ground state is
characterized by widely separated bands emerging from
the interacting sub-lattice and small charge gap bands
from the rest of the non-interacting sub-lattice. In this
limit, the low energy theory (around the Fermi level) is
that of a non-interacting Kane-Mele model that is stabi-
lized by strong interaction effects, and is shown to host
bands with non-trivial topology. We have established
that, tuning the amplitude of the electromagnetic vector
potential, can be a way to control the intrinsic spin-orbit
coupling term of the emergent Kane-Mele model. This
can lead to periodic band touchings, that splits the insu-
lating regime by introducing semi-metallic ground states,
at which there are topological phase transitions charac-
terized by swapping of band Chern numbers.
We close by commenting on the experimental feasi-
bility of our model calculations. Periodic driving has
been achieved in cold atomic systems to generate syn-
thetic magnetic fields77, topologically nontrivial Bloch
bands78,79. More recently, periodically driven many
body localization has been realized in cold atomic ex-
periments80,81 which allows a direct path for testing our
interacting model predictions in realistic systems.
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Appendix A: Derivation of the effective Floquet
Hamiltonian in BW approximation
In this sub-section we present a full derivation of the
effective Hamiltonian used in Eqs.(5-7). We begin with
the tight-binding Hamiltonian of the triangular lattice as
written in Eq.(1) and irradiate it with a laser with vector
potential given by A(t) = (Ax cos Ωt, Ay cos (Ωt− φ)).
For notational clarity, in this sub-section, the spin in-
dices are suppressed. The hopping amplitudes will pick-
up a phase from the Peierl’s substitution given by: t →
te−iA(t)·δl . Here δl is the distance between nearest neigh-
bor sites given by, δl = a˜(cos θl, sin θl), with a˜ is the
lattice spacing, θl =
pi
2 +
2pil
3 , l = 0, 1, 2 as shown in
Fig. 1(b). This yields,
A(t) · δl = a˜Ay sin (φ) cos
(
2pil
3
)
sin (Ωt) + a˜
(
Ay cosφ cos
(
2pil
3
)
−Ax sin
(
2pil
3
))
cosωt . (A1)
Using the expression exp (−i(r1 sin Ωt+ r2 cos Ωt)) =
∑
m J−m
(√
r21 + r
2
2
)
exp
[
im
(
Ωt+ arctan
(
r2
r1
))]
, the time
dependent Hamiltonian can be written as,
H(t) = −
∑
〈i,j〉
∑
m
J−m(
√
r21 + r
2
2)e
im
(
Ωt+arctan
(
r2
r1
)) (
tab a
†
i bj + tbc b
†
i cj + tac a
†
i cj
)
+ h.c , (A2)
where r1(l) = a˜Ay sinφ cos
2pil
3 , r2(l) = a˜
(
Ay cosφ cos
2pil
3 −Ax sin 2pil3
)
and Jm is the Bessel function of order m.
The Floquet Hamiltonian is defined as,
HK =
∫ T
0
dtH(t) eiKΩt , (A3)
9Substituting for Hamiltonian from Eq.(A2) in the above equation gives the Floquet Hamiltonian:
HK = −
∑
〈i,j〉
[
JK
(√
r21 + r
2
2
)
e
−iK arctan
(
r2
r1
) (
tab a
†
i bj + tbc b
†
i cj + tac c
†
iaj
)
+J−K
(√
r21 + r
2
2
)
e
−iK arctan
(
r2
r1
) (
tab b
†
iaj + tbc c
†
i bj + tac a
†
i cj
) ]
. (A4)
In this paper, we consider a high-frequency limit where the frequency of the drive is larger than the band width
of the system. As mentioned in Sec. II, only virtual photon transitions are allowed in this limit. Therefore one can
find an effective quasi-static Hamiltonian using one of high-frequency expansion schemes such as Brillouin-Wigner70,
Floquet-Magnus71,72 or van Vleck73,74. We use the Brillouin-Wigner scheme where the effective Hamiltonian to order
O(1/Ω) has the form,
HK = H
0 +
∑
n6=0
H−nHn
nΩ
,
The zeroth order term is given by,
H0 = −
∑
〈ij〉
J0
(√
r21 + r
2
2
)(
tab a
†
i bj + tbc b
†
i cj + tac c
†
iaj + h.c.
)
,
and the O(1/Ω) terms are given by,
H−nHn
nω
=
P1∑
〈〈ij〉〉
χ1 νij
(
(t2ab − t2ac)a†iaj + (t2ab − t2bc)b†i bj + (t2ac − t2bc)c†i cj
)
+
P2∑
〈〈ij〉〉
χ2 νij
(
(t2ab − t2ac)a†iaj + (t2ab − t2bc)b†i bj + (t2ac − t2bc)c†i cj
)
+
P3∑
〈〈ij〉〉
χ3 νij
(
(t2ab − t2ac)a†iaj + (t2ab − t2bc)b†i bj + (t2ac − t2bc)c†i cj
)
. (A5)
where,
χ1 =
i
nω
Jn(a˜Ay)Jn
(
a˜
2
√
A2y + 3A
2
x + 2
√
3AxAy cosφ
)
sin
(
n
[
pi
2
− φ− arctan
(
Ay cosφ+
√
3Ax
Ay sinφ
)])
χ2 =
i
nω
Jn(a˜Ay)Jn
(
a˜
2
√
A2y + 3A
2
x − 2
√
3AxAy cosφ
)
sin
(
n
[
pi
2
− φ− arctan
(
Ay cosφ−
√
3Ax
Ay sinφ
)])
χ3 =
i
nω
Jn
(
a˜
2
√
A2y + 3A
2
x + 2
√
3AxAy cosφ
)
Jn
(
a˜
2
√
A2y + 3A
2
x − 2
√
3AxAy cosφ
)
sin
(
n
[
arctan
(
Ay cosφ+
√
3Ax
Ay sinφ
)
− arctan
(
Ay cosφ−
√
3Ax
Ay sinφ
)])
(A6)
We are interested in the case of circular polarization where Ax = Ay and φ =
pi
2 . The values of χ1,2,3 for circular
polarization are given by, χ1 = χ2 = χ3 =
iJ2n(a˜A) sin
2pin
3
nω .
Appendix B: Slave-rotor mean field treatment of the off-resonant Hamiltonian
Within single site cluster mean field theory we can write the spinon-electron Hamiltonian Hfd = 〈Ψθ|HOReff |Ψθ〉 and
rotor Hamiltonian Hθ = 〈Ψfd|HOReff |Ψfd〉 as,
Hfd =
∑
I,J,β,σ
(〈Ψθ|e−iθIa |Ψθ〉tA,NNIaσ;Jβσf†IaσdJβσ + h.c.) +
∑
I,J,σ
(tA,NNIbσ;Jcσd
†
IbσdJcσ + h.c.) (B1)
+
∑
I,J,α,σ
(tA,NNNIασ;Jασd
†
IασdJασ + h.c.) + U/2
∑
I
〈Ψθ|nθIa(nθIa − 1)|Ψθ〉 − µfNf
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Hθ =
∑
I,J,β,σ
(tA,NNIaσ;Jβσ〈Ψfd|f†IaσdJβσ|Ψfd〉e−iθIa + h.c.) +
∑
I,J,σ
〈Ψfd|(tA,NNIbσ;Jcσd†IbσdJcσ + h.c.)|Ψfd〉 (B2)
+
∑
I,J,α,σ
〈Ψfd|(tA,NNNIασ;Jασd†IασdJασ + h.c.)|Ψfd〉+ U/2
∑
I
nθIa(n
θ
I,a − 1)− µθNθ
Here, tANNIασ;Jβσ and t
ANNN
Iασ;Jασ are the NN and NNN hopping amplitudes, that were contained in t
A
Iασ;Jβσ in H
OR
eff , in
the main paper. In the first term of Eq.(B1), β runs over b and c. This term is the a− b and a− c, NN kinetic energy
terms, where the bare tab and tac are renormalized by ΦIa = 〈Ψθ|e−iθIa |Ψθ〉. Within the mean field ansatz, ΦIa is
assumed to be same on all a sites. The second term is the bare kinetic term containing only b − c hopping. In the
third term of Eq.(B1), the α summation goes over b and c and contains only tbb and tcc NNN hopping terms. This in
because, the emergent NNN hopping amplitude taa is zero for our choice on bare hopping amplitudes i.e., tab = tac.
We note that in Hfd, ΦIa, which is assumed to be same on each a site, scales the NN hopping terms only. Thus when
the local Mott transition occurs, the NN term in the Hamiltonian vanishes.
We start with a given ΦIa, assumed to be same on all a sites within the single site rotor cluster mean field theory,
and then diagonalize the spinon Hamiltonian. Now with the resultant eigenvectors and eigenvalues average ΦIa is
calculated. The constraint equation, Eq.(11) in the main paper, is imposed at a mean field level, which reads as:
〈nθIa〉+ 〈nfIa↑〉+ 〈nfIa↓〉 = 1 (B3)
The average spinon occupation on the site a is identified to the electron occupation and the chemical potential µθ is
adjusted to fix the rotor occupation so that it satisfies the mean field constraint equation. In our calculation, the
Hilbert space for the interacting rotor Hamiltonian, is restricted by limiting the local a site occupation to a maximum
occupation of 3. Then ΦIa is used in Hfd and the spinon Hamiltonian is rediagonalized. The process is repeated till
energy convergence is achieved.
DOS calculation: The main observable we focus on is the sub-lattice projected density of states (PDOS). The
PDOS is defined in general as, Nγ(ω) =
∑
α,σ
∑
iγ
|〈χα|iγ , σ〉|2δ(ω − α), where, γ = a, b, c sites in the Ith unit cell.
Here, {|χα〉} and {α} correspond to the eigenvectors and eigenvalues of H. PDOS calculation is standard and is not
repeated here. Below we focus on the PDOS for the interacting sub-lattice a. Since we have split the electron into a
rotor and a spinon at every a site of our problem, we first need to reconstruct the (electron) single particle Green’s
function and then take its imaginary part to compute the spectral function and the PDOS. To do so, we begin with
the local (on-site) retarded Matsubara Green’s function at a site a in a unit cell I, which can be defined as,
GIaσ(iωn) = −
∫ β
0
dτeiωnτ 〈Ψ|dIa,σ(τ)d†Ia,σ(0)|Ψ〉 (B4)
= −
∫ β
0
dτeiωnτ 〈Ψfd|fIασ(τ)f†Iασ(0)|Ψfd〉
× 〈Ψθ|e−iθIα(τ)eiθIα(0)|Ψθ〉 .
The above decomposition of electron Green’s function into a convolution of rotor and spinon Green’s functions is
possible for the chosen mean field ansatz |Ψfd〉|Ψθ〉. The spinon correlator in Eq.(B4) can be calculated as
1
2
∑
σ
〈fIασ(τ)f†Iασ(0)〉
=
1
2
∑
ασ
|〈χfα|Iα, σ〉|2[1− nf (fα − µf )]e−τ(
f
α−µf ) . (B5)
Here, {|χfα〉} and {fα} are the spinon eigenvectors and eigenvalues respectively. The rotor correlator in Eq.(B4) can
be expressed as
〈e−iθIα,σ(τ)eiθIα,σ(0)〉
=
1
Zθ
∑
m,n
e−βm〈m|e−iθIα,σ |n〉〈n|eiθIα,σ |m〉eτ(m−n) . (B6)
where, {m} and {|m〉} are the eigenvalues and corresponding eigenvectors of the rotor Hamiltonian Hθ. Here, Zθ
is the rotor partition function defined as
∑
m e
−βm . Using Eq.(B4), the integration over imaginary time τ can be
performed. We then analytically continue back to the real frequency to obtain GIaσ(ω). The PDOS is obtained from
the corresponding imaginary part as usual.
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FIG. 6. (Color online) U − A phase diagram for non zero taa, when tac = 0.45t and tab = 0.5t, is shown in panel (a). Panel
(b) depicts the schematic of the lattice, where the four site cluster (shaded parallelogram) is used in the rotor calculation. The
NNN hopping element taa within the cluster is shown by the magenta arrow. (c) The NNN hopping amplitudes as a function
of A are shown for the chosen bare NN hopping parameters as indicated.
Appendix C: Chern numbers & edge mode calculations
The Chern number is defined for nth Bloch band as,
Cn =
1
2pii
∫
T
d2kFij(k) , (C1)
The integration is over the full two dimensional Brillouin zone. The Berry connection and associated curvature is
defined as,
Ai(k) = < n(k)|∂i|n(k) > , (C2)
Fi,j = ∂iAj − ∂jAi , (C3)
where n(k) is the normalised Bloch wave function of the non degenerate nth Bloch band that is calculated by diago-
nalizing the momentum space Bloch Hamiltonian. For numerical calculation we employ the method discussed in the
reference82.
To obtain a solution for the edge state, we have to consider a ribbon geometry. Here we adopt the periodic boundary
condition along x axis and along y we have an open boundary condition. Thus, kx is a good quantum number here.
Now performing the Fourier transformation only along the x direction, the problem is reduced to one dimensional
(1D) having only kx as the variable. Hence, the 1D Hamiltonian can be written as,
Hkx =
N∑
I,J,α,β,σ
tA,kxIασ;Jβσd
kx†
Iασd
kx
Jβσ + h.c. , (C4)
where, I, J denote the site indices, N is the total number of lattice sites along y direction, α, β run oven a, b and
c. tA,kxIασ;Jβσ′ contains all the nearest and next nearest Fourier transformed hopping terms. Now diagonalizing the
Hamiltonian numerically we obtain the required 1D edge spectra. In our case, for the edge calculation we consider
A = 1.5t and N = 10. Both the Chern number and the edge mode calculations are carried out for Hfd, once the
SR-MFT results have converged.
Appendix D: Two a site in the rotor cluster
In the previous single site cluster calculation we take nearest neighbour hopping in such a way that light induced a-a
next-nearest neighbour is vanished. Now we allow small NNN a-a hopping by considering tab 6= tac. The corresponding
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spinon-electron and rotor Hamiltonians read as,
Hfd → Hfd = Hfd +
∑
I,J,σ(〈Ψθ|e−iθIaeiθJa |Ψθ〉tA,NNNIaσ;Jaσf†IaσfJaσ + h.c.) (D1)
Hθ → Hθ = Hθ +
∑
I,J,σ
(〈Ψfd|f†IaσfJaσ|Ψfd〉tA,NNNIaσ;Jaσe−iθIaeiθJa + h.c.) (D2)
Here, tA,NNNIaσ;Jaσ′ denotes the light driven direct a − a hopping amplitudes. This additional term, in Hθ is further
decoupled in a kinetic term decoupling scheme e−iθIaeiθJa → 〈Ψθ|e−iθIa |Ψθ〉eiθJa or ΦIaeiθJa . Since ΦIa is assumed
to be uniform, this implies that the additional term in Hθ reduces to a local term. The solution of the four site
cluster, then proceeds exactly like the single site cluster case discussed in Appendix B. The difference being that a
four site rotor Hamiltonian is diagonalized instead of a single site cluster. The four site (a-b-a-c) parallelogram cluster,
indicated by the shaded parallelogram (enclosed within the dashed lines) is shown in Fig. 6(b). Also, as for the one
site cluster, we allow local rotor occupation of 3 ion each a site in Hθ .
We note that in addition to 〈Ψθ|e−iθIa |Ψθ〉 or ΦIa that renormalizes the NN hopping, 〈Ψθ|e−iθIaeiθJa |Ψθ〉 now
scales the NNN hopping between the a sites. In the insulating phase when ΦIa = 0, the rotor kinetic energy within
the cluster 〈Ψθ|e−iθIaeiθJa |Ψθ〉 is not zero. It encodes the virtual charge fluctuations. In the insulating phase, the NN
a− b and a− c hopping amplitudes are renormalized to zero (as ΦIa = 0). In this regime NN tbc, the NNN a−a, b− b
and c − c terms survive. When taa is chosen to be zero Hfd has the hopping connectivity of the Kane-Mele model.
When taa 6= 0, the virtual charge fluctuations within the four site rotor cluster allow a a−a hopping mediated spinon
kinetic energy contribution to the total kinetic energy in Hfd. The resultant phase digram is shown in Fig. 6(a). In
Fig. 5(a), only the first band touching point was indicated by the red arrow. Here for completeness, for a specific
value of non-zero taa, we show all the band touching points in the phase diagram (see Fig. 6(a)) as was shown for
the taa = 0 case in Fig. 2(a). Comparison shows that these remain qualitatively unchanged, as is discussed in the
subsection 4 in the main paper. In Fig. 6(c), the variation of all NNN hopping parameters are shown as a function of
A for the bare parameters indicated in the figure.
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