Abstract. We are concerned with the initial boundary value problem of the Long-Short wave equations on the whole line. A fully discrete spectral approximation scheme is structured by means of Hermite functions in space and central difference in time. A priori estimates are established which are crucial to study the numerical stability and convergence of the fully discrete scheme. Then, unconditionally numerical stability is proved in a space of H 1 (R) for the envelope of the short wave and in a space of L 2 (R) for the amplitude of the long wave. Convergence of the fully discrete scheme is shown by the method of error estimates. Finally, numerical experiments are presented and numerical results are illustrated to agree well with the convergence order of the discrete scheme.
1.
Introduction. The Long-Short (LS) wave equations are a kind of important nonlinear evolution equations in physics. One of pioneering works was tackled by Djordjevic and Redekopp [2] , which described the motion of a two-dimensional packet of capillary gravity waves on water of finite depth, modeled by two partial differential equations: the nonlinear Schrödinger equation with a forcing term and a linear equation. Their analysis reveals the existence of a resonant interaction between a capillary gravity wave and a long gravity wave. The dispersion of the short wave is balanced by nonlinear interaction of the long wave, while the evolution of the long wave is driven by the self-interaction of the short wave. Nowadays, the LS wave equations have been seen to arise in various physical phenomena, such as in electron-plasma and ion-field interaction [10] and plasma physics [9] etc.
Because of their rich physical and mathematical properties and wide applications, the LS wave equations have drawn a lot of attention from a rather diverse group of scientists such as physicists and mathematicians in both theoretical and experimental manners. For the LS wave equations with periodic boundary conditions and initial conditions, Guo [3] studied well-posedness of solutions in the usual Sobolev spaces. Tsutsumi and Hatano [14, 15] investigated well-posedness of solutions for the Cauchy problem in fractional Sobolev spaces. By a numerical analysis with periodic boundary conditions, Chang et al [1] presented several finite-difference schemes and spectral schemes, and compared accuracy of each scheme with numerical experiments. Zhang and Xiang [19] , and Rashid [12] developed the Fourier pseudo-spectral method to propose a three-level approximation scheme independently. Rashid [13] applied the spectral method to establish a two-level nonlinear discrete scheme. The convergence of the discrete scheme was also discussed in these literature and error estimates of approximate solutions under certain conditions were discussed.
However, very little has been undertaken on numerical results for the LS wave equations on unbounded domain, as far as our knowledge goes. This motivates us to start our study with considering the following LS wave equations:
(1.1)
s(x, 0) = s 0 (x), l(x, 0) = l 0 (x), x ∈ R, (1 where the complex function s represents the envelope of the short wave, and the real function l represents the amplitude of the long wave, and α and β are positive constants. The existence and uniqueness of the solution was investigated by Guo [3] in a particular case of f = g = 0.
As we know, the Hermite spectral method by using Hermite polynomials or functions usually can be applied to the domains on the whole line for analyzing nonlinear evolution systems. There are quite many developments for solving nonlinear differential equations by using the Hermite spectral method. We refer to [4, 17] for using Hermite polynomial methods and to [5, 8, 16, 6, 18, 7] for using Hermite function methods. Hermite polynomial methods with the weight ω(x) = e −x 2 can destroy the crucial conservation properties of equations as well as symmetries and positive definiteness of bilinear operators and may lead to complication in analysis and implementation. And the weight is not natural and proper for some physical problems. Thus in some cases it is more appropriate to consider approximations by Hermite functions with the weight ω(x) = 1.
In this paper, we apply the Hermite function method to study the problem (1.1)-(1.4). We first establish a three-level fully discrete spectral scheme, and use it to obtain a priori estimates. Then we analyze the numerical stability of the discrete scheme. Finally, we deal with the convergence of the discrete scheme by using the error estimate method.
An outline of this paper is as follows. We commence by reviewing some preliminaries and notations in Section 2. In Section 3, we construct a fully discrete spectral scheme and use it to study a priori estimates. In Section 4, we analyze unconditionally numerical stability of the derived discrete scheme. Section 5 is dedicated to the convergence of the discrete scheme and the error estimates of approximate solutions without any restrict conditions on discrete parameters of time-space variables. In Section 6, we illustrate numerical results which agree well our theoretical analysis on the convergence order of the discrete scheme.
2. Preliminaries and notations. Let H l (x) be the Hermite polynomials of degree l. The Hermite functions of degree l are defined by
The functionsĤ l (x) are mutually-orthogonal in L 2 (R), i.e.,
Moreover, we have
2)
For any given positive integer N , let
and denote by P N :
, and H m (R) denote the usual Sobolev spaces equipped with norms · , · ∞ and · m , respectively. The inner products in L 2 (R) and H m (R) are denoted by (·, ·) and (·, ·) m , respectively. Let | · | m denote the semi-norm of
It is easy to verify that A is a nonnegative self-adjoint operator. For any integer r ≥ 0, we define the normed space as follows:
For any real r > 0, we define the space and its norm by function space interpolation. As the end of this section, we give two lemmas which will be frequently used in the next two sections. 
Lemma 2.2 ([11]
). Assume that g 1 ≥ 0, h n and ϕ n are non-negative sequences for n ≥ 1, and ϕ n satisfies
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Then there holds
3. A priori estimates. In this section, we first construct a fully discrete scheme using Hermite functions in space and central difference in time for the problem (1.1)-(1.4). Then we explore a priori estimates of discrete solutions which play an important role in the proofs of stability and convergence. Let τ be the step-size in variable t,
We see that the fully discrete Hermite spectral scheme for the problem (
3)
This is a linear iteration scheme. It only needs to solve l In what follows, we shall make a priori estimates for the discrete scheme (3.1)- (3.4) . To this end, we introduce two technical lemmas.
Lemma 3.1. For any two discrete functions u k and v k , (k = 0, 1, · · · , n), we have
The proof is straightforward based on the equality:
Proof. By integration by parts, we get
Using Young's inequality, we have τ u k+1 2 = Using Lemma 3.2, we get
In view of (3.3) and the definition of P N , we deduce that
and
Thus, we obtain
and l n Nt
where E 1s , E 0l and E 0l are constants depending on s 0 and l 0 .
Proof. 
Hence, one can see that inequality (3.7) holds for n = 0, 1. We now prove that inequality (3.7) holds for M ≥ n ≥ 2 and inequality (3.8)
To estimate s k N x , we take the inner product of (3.1) with s k Nt in L 2 and consider the real part. It has 1 2 s
Using Hölder's inequality, Young's inequality, as well as the Sobolev inequality
we deduce that
where
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To estimate norms of l k N and l k Nt
, we take the inner product of (3.2) with lk N in L 2 . Making use of proposition 3.1 and the Sobolev inequality, we derive that
It further gives
Finding the sum on both sides for k from 1 to n − 1 and using (3.10)-(3.12) leads to
Using Hölder's inequality again, we deduce that
By (3.2) and Proposition 3.1, we find
Substituting (3.15) and (3.16) into (3.13) yields
.
2 . Clearly, ϕ 1 ≤ g 1 . By Lemma 2.2 and (3.17), we infer that
Substituting (3.18) into (3.14) and (3.16) respectively, we obtain
Consequently, the proof of Proposition 3.2 is completed.
where E 0s is a constant depending on s 0 and l 0 .
. Making the central difference quotient for (3.1), we get
We take the inner product of (3.21) with wk N in L 2 and consider the imaginary part. By using the Sobolev inequality and Propositions 3.1 and 3.2, we have
Evaluating the sum on both sides for k from 2 to n − 2 yields
(3.22)
We now estimate w . Let k = 1 in (3.1). We take the inner product of (3.1) with s 1 Nt in L 2 and consider the imaginary part. It gives
That is,
Substituting (3.5), (3.9), (3.12) and (3.24) into (3.23), we obtain
Similarly, letting k = 2 in (3.1) we have
For s 1 N xx , using Lemma 2.1 again gives s
(3.27) Substituting (3.27), (3.6), (3.11) and (3.19) into (3.26) leads to
Furthermore, substituting (3.25) and (3.28) into (3.22), we obtain
Consequently, we arrive at (3.20).
4. Numerical stability. In this section our goal is to discuss the unconditional stability for the discrete scheme 
where E 0sj , E 1sj and E 0lj depend on s
We find that u 
The following result is regarding the stability of the fully discrete scheme (3.1)-(3.4). 
where the constant C depends on T , s
Proof. We take the inner product of (4.3) with uk N in L 2 and consider the imaginary part. Using the Sobolev inequality and (4.1), we have
Finding the sum on both sides for k from 1 to n − 1 gives
1s1 . In order to estimate v k N , we take the inner product of (4.4) with vk N in L 2 . By using the Sobolev inequality and Young's inequality, it follows from (4.1) that
To estimate u k N x on the right side of the above inequality, we take the inner product of (4.3) with u k Nt in L 2 and consider the real part. It gives
Considering the sum on both sides for k from 1 to n − 1 yields
For the first term of the right hand of (4.8), it follows from Lemma 3.1 and Hölder's inequality that
From (4.4), by using the Sobolev inequality and (4.1) we find
Substituting (4.10) into (4.9) and using (4.1) and (4.2), we deduce that
For the second term on the right hand of (4.8), it follows from Hölder's inequality that
Similarly, we have
By substituting (4.11), (4.12) and (4.13) into (4.8), using the Sobolev inequality and Young's inequality, it follows from (4.6) and (4.7) that Combining (4.6), (4.7) and (4.14) and applying Lemma 3.2, we get
Clearly, ϕ 1 ≤ g 1 . By virtue of Lemma 2.2 and inequality (4.15), we obtain
Therefore, the desired result is attained. 
where C is independent of N and τ .
Proof. Let
. Using (1.1)-(1.4) and (3.1)-(3.4), for any v ∈ H N we have
It follows Lemma 2.1 and Hölder's inequality that
To estimate e = αIm sk N (η
1s , 1 .
Substituting the above three inequalities into (5.7), using Propositions 3.1 and 3.2 we deduce that
Evaluating the sum on both sides for k from 1 to n − 1, we have
Using Hölder's inequality leads to 9) where
1s . Evaluating the sum on both sides of (5.9) for k from 1 to n − 1 leads to
Using Hölder's inequality again, we find 
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Considering the sum on both sides for k from 1 to n − 1 yields e n 1x
2 + e n−1 1x
In view of each term on the right-side hand of (5.11), according to Lemma 3.1 and (5.8), it follows from Hölder's inequality and Young's inequality that Rewrite ReI 3 as follows:
I 31 + I 32 + I 33 .
We are now left to estimate I 31 , I 32 and I 33 , respectively. Using Lemma 3.2 and Hölder's inequality, we deduce that
(5.14)
For the estimate of η k 1t
, the proof is similar to that of η
(5.15) Substituting (5.15) into (5.14) and using the Sobolev inequality and Young's inequality, we have
1s + 2E 0s . For the estimate of I 32 , it follows from Lemma 3.1, Hölder's inequality and Young's inequality that where
. For the term I 33 , using Lemma 3.1, Hölder's inequality and Young's inequality, we derive that
By using (5.8) and (5.10) and (5.16)-(5.18), we have
where By an analogous argument, we can derive that
Substituting (5.5), (5.6) and all the above estimates to (5.21), we see that
holds for n = 2, 3, · · · , M , where
From (5.5) and (5.6), it is easy to see that ϕ 1 ≤ g 1 . By virtue of Lemma 2.2, we deduce that
By the triangle inequality and Lemma 2.1, we further obtain
Therefore, we have completed the proof of Theorem 5.1.
6. Numerical results. In this section, we give an example to demonstrate numerical implementations and present numerical results for the fully discrete scheme (3.1)-(3.4). We consider the LS wave equations (1.1)-(1.4) with α = β = 1 and the following source terms:
Exact solutions of the LS wave equations (1.1)-(1.4) are:
s(x, t) = sech(x + 2t)e i(t−x) and l(x, t) = sech 2 (x + 2t).
We choose Hermite functions as the basis functions, and then rewrite numerical solutions as are Hermite coefficients. Using (6.1) and taking the inner product of (3.1) and (3.2) (α = β = 1) witĥ 2) and
for q = 0, 1, · · · , N, where
Note that it is difficult to calculate the nonlinear terms and the source terms in a straightforward manner. Thus we use the Gauss integral formula to calculate the terms described above. In other words, we select Hermite-Gauss nodes {x j } N j=0 , let {w j } N j=0 be the corresponding weights, and use
instead of the nonlinear terms and the source terms appearing in (6.2) and (6.3).
Then we obtain the following system of linear algebraic equations:
T . According to (2.1) and (2.2), we know that I is an identity matrix and A is a pentadiagonal matrix defined as follows: The convergence rate of time in the L 2 −norm sense is defined as follows: rate = log( e(τ 1 , N ) / e(τ 2 , N ) ) log(τ 1 /τ 2 ) .
The convergence rate in L ∞ -norm sense can be defined in a similar way. To see the order of accuracy, we present two tables of L 2 -error and L ∞ -error at t = 1 of the scheme (3.1)-(3.4) for the solutions of the problem (1.1)-(1.4) with different values of τ and N . Table 1 and Table 2 show the errors with different values of τ for the given N . One can see that both L 2 -error and L ∞ -error indicate a second-order accuracy in time for N = 128.
From Fig.1 and Fig.2 , we can see that both L 2 -error and L ∞ -error decay exponentially which is the so-called exponential convergence. Table 3 illustrates the errors with different values of N for the given τ . We see that the accuracy reaches e-06 at N = 128 when τ = 10 −3 , while it does not achieve the same accuracy when N is no more than 64. This is because that CN plays the critical role. We have to point out that the coefficient C which includes · r,A really affects the accuracy, as we know that the norm · r,A becomes larger as r increases. We take N = 64, for example: if N 1− r 2 has the same accuracy as e-06, we need r > 8 while has the accuracy e-01 which is far larger than the accuracy e-05 in Table 3 . Hence, as we have observed, the accuracy in Table 3 agrees well with our theoretical analysis.
