Humans use temporal regularities in their daily life to act in accordance with future events in the most efficient way. To achieve this, humans build temporal expectations and determine a template action that is in line with those expectations. In this temporal trisection study, we aimed to study the neurophysiological counterparts of temporal expectation and response discrimination. We investigated amplitude variations of early event-related potentials (ERPs) while manipulating time intervals.
INTRODUCTION
Our timing ability enables us to capture temporal regularities that produce actions that are in accordance with our expectations about future events. For example, a tennis player builds temporal expectancies regarding the arrival of the ball in a tennis match. If the opponent generally sends the ball to the service line area, the tennis player's accuracy for hitting the ball would depend on a quick selection of the most suitable motor response among many the available options. In other words, a template response would be beneficial for better performance. However, occasional slice hits of the opponent targeting the area close to the net would violate temporal expectations. In this case, the necessary motor response would be different than the template response, thus requiring an additional process for an accurate action. Although this is an oversimplification of a rather complex game such as tennis, this example captures the basic relationship between temporal expectation and behavioral response requirements.
Timing ability includes a response discrimination dimension in addition to an expectation dimension, and the latter is linked to the temporal detection of task-relevant issues within a given task. The relevant temporal range of these processes is called 'interval timing', which can range from seconds to minutes to hours. Important cognitive processes take place in this timeframe, such as learning and memory, decision making, and conscious time perception (Buhusi and Meck, 2005) . In this respect, interval timing provides a suitable framework to study expectation and response discrimination processes together in a common context. In addition to behavioral measures, electrophysiological measures have proven useful in studying cognitive processes (Nobre et al., 2007; Ng et al., 2011; Chennu et al., 2013; Getzmann et al., 2017) . In this sense, event related potentials (ERPs) allow us to investigate the neurophysiological markers of sensory and cognitive events that occur during interval timing. ERPs at the offset of an interval can provide information about expectation-related and discrimination-related processes, even prior to the execution of a behavioral response. In this study, we investigated early ERPs, namely N1 and P2 components, to study the combined effects of temporal expectation and response discrimination in an interval timing task.
Timing has also been used to study the efficiency with which our neural system processes information, particularly repeated information (Matthews, 2011; Pariyadath and Eagleman, 2008; Matthews and Gheorghiu, 2016; Miller and Desimone, 1994) . The 'oddball' task is a widely used paradigm in this context that provides timing-related neural response efficiency (Eagleman and Pariyadath, 2009 ). Neural response efficiency is based on predictive coding such that a deviant stimulus (i.e., the 'oddball') shows greater effects than a standard stimulus (for e.g., the oddball is perceived as longer; Matthews and Gheorghiu, 2016) . It is possible to combine the oddball paradigm with a timing task to predict the deviance of a perceived interval from a standard interval (i.e., the 'template'). In a temporal generalization task, a standard time interval is learned by repeated presentation, as in the oddball paradigm. After learning the standard interval, however, comparison intervals are judged and used to decide whether the perceived interval is shorter or longer than the standard interval. In an application of the oddball paradigm in a temporal generalization task, Kononowicz and Van Rijn (2014) found that the amplitude of the N1P2 component in frontocentral regions changes as a function of the difference between the target and standard interval lengths. In the predictive coding framework, an event is expected to appear after a certain interval due to the repeated experience of the standard stimulus. This expectation is accompanied by a neural response suppression that allows for more efficient processing of the stimulus (Matthews 2011; Barron et al., 2016) . Moreover, the appearance of a stimulus in a certain temporal window can facilitate the detection of a deviant sensory event. Processing auditory events without an explicit need of attention has a substantial role for the prediction of deviant events (Seppänen et al., 2012) . Indeed, Arnal and Giraud (2012) proposed that direct access to probabilities of sensory events is not necessary for successful task performance. Previous work shows a reduction in amplitude n of the N1 component for repeated stimuli (Zhang et al., 2011) , and an enhancement for repeated stimuli that are unexpected (Matthews and Gheorghiu, 2016) . In a timing task with a repeated interval offset (i.e., the auditory event that determines the offset of an interval), the temporal location of the standard offset is the most probable. High negativity in the N1 component for the unexpected events (Chennu et al., 2013; Annic et al., 2014) and a suppression of the N1 for the predictable auditory events (Paris et al., 2016) are both relevant for building expectations for an interval offset during timing tasks. An approach that combines the oddball paradigm and the predictive coding framework can allow for the prediction of changes in N1 negativity within the timing context. The temporal point predicted by the timing mechanism can serve as a reference. The interval offset that corresponds with this reference interval can serve as the standard event in the time window, from the shortest to the longest interval. Therefore, any event (i.e., interval offset) that does not match with this template interval length should be perceived as a temporal oddball.
In timing tasks (e.g., temporal generalization and bisection), there can be critical temporal locations other than those provided by the sensory events. For instance, in a bisection task, participants must decide whether a comparison interval is closer to a short or long standard. The point of subjective equality (PSE) is determined by estimating the temporal location that yields an equal proportion of the two response options (i.e., short, long). In an extension of the bisection task -the trisection task, in which participants have learned three standard intervals (short, middle, long) -there is more than one PSE. That is, the first PSE would be located between 'short' and 'middle' responses and the second PSE would be between 'middle' and 'long' responses. Although the PSE is not a sensory event like the interval offset, temporal expectation can function as a similar internal reference point (Allan, 1999; 2002; Allan and Gerhardt, 2001) . Although this reference point may not be directly accessed for response decisions, it is utilized for task performance. Moreover, a reference point that is predicted by the timing mechanism can be helpful for updating fu-ture expectations. For instance, Coull (2009) proposed a hazard function model that takes into account delayed events when updating temporal expectations. In this model, updating is reflected by activity of the supplementary motor area (SMA), a brain region that is sensitive to the results of expectation-related computations. Conditional probabilities increase with elapsing time and facilitate the preparation of the required motor responses. Temporal expectations are also updated through these probabilities.
In a temporal bisection or trisection task, a standard interval or a task-relevant temporal point such as a PSE is expected by participants. However, this temporal point might not be sufficient to produce a behavioral response. A comparison between the template and the experienced duration is necessary for timing-related decisions. Therefore, the N1 component-related regulation of expectation of sensory events should be accompanied by an evaluation that takes into account task-relevant discrimination requirements. Previous studies suggest that the prediction of a temporal location of task-relevant events facilitates detection and discrimination of stimulus properties (Coull and Nobre 1998; Correa et al., 2004; Nobre et al., 2007) . For example, anterior positivity (P2a) was enhanced for detection of the target in comparison to the non-target in a visual oddball task (Potts et al., 1996) . Moreover, there is evidence that regulation of frontocentral P2 is not specific to only one sensory modality (Näätänen and Picton, 1987; Rif et al., 1991; Woods et al., 1993) . Rather, the P2 component is a marker for distinguishing relevant information from disrupting information (Hansen and Hillyard, 1988; Garcia-Larrea et al., 1992; Oades et al., 1996) , and this occurs by inhibiting stimuli that might compete with the relevant information (Senderecka et al., 2012) . In this sense, a relevant response option in a timing task would compete with other response options. Higher task relevance can be associated with a higher amount of cognitive resources spent for the relevant response. Indeed, the P2 component has been related to working memory processes (Lefebvre et al., 2005 , Finnigan et al., 2011 . This is in line with data showing that the P2 component is related to an attentional allocation process (Crowley and Colrain 2004; Lijffijt et al., 2009; Kornilov et al., 2014) . Lijfftj et al. (2009) proposed that the P2 component may serve as a gating mechanism for some of the subsequent working memory activity. In other work, Senderecka et al. (2012) observed that successful inhibition in a stop-signal task was associated with an increase in the frontocentral P2 component. These findings suggest that greater P2 amplitude in a timing task indicates a discriminated stimulus (i.e., the offset of an interval) in terms of task relevance. In other words, an augmented P2 amplitude marks a deviance from a threshold and thus requires further processing in working memory. In a previous study, an enhancement in the P2 amplitude was attributed to task-related changes (O'Donnell et al., 1994) . The relation of the frontal P2 peak to task relevance was based on target detection (Potts et al., 1996, Potts and Tucker 2001) . Moreover, prior data indicate that the P2 reflects a stimulus evaluation process wherein a template in working memory is compared with sensory input (Dowman 2004) . In line with this evaluation process, Getzmann et al. (2017) found that relevant stimuli in working memory have higher P2 amplitudes as compared to irrelevant stimuli.
We hypothesize that the N1 amplitude reflects an overall response discrimination, i.e., a categorization of expected and unexpected events. However, the N1 component-related amplitude regulation by interval length also determines the task-relevant temporal locations, and this works by changing temporal expectation. In line with the determination of task-relevant temporal locations by an N1-related process, we expect a further response discrimination mediated by P2 amplitude regulation. Specifically, for P2 regulation, we hypothesize that the current response template would result in lower P2 amplitude with greater elapse in time. We also expect that the current template response would change from shorter to relatively longer response options, along with increasing interval length. We expect to observe greater P2 amplitudes for responses that require a task-related change, namely, from the template response to the deviant response option(s).
Together, we hypothesized that N1 and P2 components would be associated with expectation and response discrimination, respectively, in a timing task. To test these hypotheses, we applied a temporal trisection task, which provides an appropriate basis to evaluate a wide range of intervals and expectation-related, task-relevant temporal locations. Moreover, use of a trisection experiment allows us to study dynamic changes over more than one PSE. These dynamic changes allow us to evaluate a decision process between more than two response options, and more closely parallels the types of experiences that we frequently encounter in daily life. The present study tested whether the amplitude regulations of interval offset ERPs (namely, N1 and P2 components) are associated with expectation vs. response discrimination. Results suggest that the N1 component is a marker of temporal expectation, whereas the P2 component indicates an increased need for working memory to discriminate between responses in a timing task. This study presents a novel finding in terms of distinguishing between temporal expectation and response requirement aspects of timing. Furthermore, this study contributes to the understanding of neural markers of dynamically changing response requirements within a timing context.
METHODS

Participants
Sixteen participants volunteered for the experiment. One participant was excluded from the analysis due to technical issues during data collection, resulting in a final sample of 15 participants (11 males, age: 27.5±4.4 years). All participants gave their written informed consent prior to their inclusion in the study. Any information that might enable the disclosure of the identity of participants was omitted. The study was performed in accordance with the ethical standards laid down in the 1964 Declaration of Helsinki and approved by the Ethical Committee of Middle East Technical University.
Trisection Procedure
The experiment was divided into four blocks so that participants could have short breaks in between. The first and third block were preceded by a short training session to acquaint subjects with the different interval lengths. Five trials with standard intervals (i.e., 1440, 2200, and 3220 ms) were presented in each training session. For each trial, the onset and the offset of the interval were indicated by two tone bursts (50 ms, 440 Hz). The tones were presented via headphones. In the training blocks, a feedback indicating the interval duration ('short', 'middle' or 'long') was presented immediately after the second tone. In the experimental blocks, 9 comparison intervals were used for the trisection task: interval 1: 1440 ms, 2: 1600 ms, 3: 1782 ms, 4: 1980 ms, 5: 2200 ms, 6: 2420 ms, 7: 2662 ms, 8: 2928 ms, 9: 3220 ms. During the task, participants were instructed to decide whether the presented interval was more similar to the short, middle, or long standard interval. All interval lengths were presented randomly. Participants were asked to press one of three keys (s=short, j=middle and l=long) after they saw a question mark on the screen. While the participant's left hand was used to indicate short responses, the right hand was used for the other two response options. To eliminate possible movement-related artifacts, a question mark appeared after an interval sampled from a uniform distribution ranging from 1.5 s and 2.5 s (post-interval fixation). Pre-interval and post-interval fixations were consistent across both training and experimental sessions. Comparison Intervals (CIs) were determined starting from the 'middle' CI (2200 ms), and each CI was 10% shorter or longer than the previous interval. Each block included 12 trials of each CI duration, for a total of 432 (i.e., 9 × 48) experimental trials. The pre-interval fixations were sampled from a uniform distribution ranging from 1-2 s. The fixation cross remained on the screen throughout the duration of the experiment, except when the participants were required to press a key to indicate their decision (see Fig. 1A ).
EEG acquisition
Electroencephalographic (EEG) activity was recorded using a 32-channel Brain Vision Analyzer system with a sampling rate of 1 KHz. Our analyses focused on N1P2 component amplitude from the frontocentral FCz electrode, given that previous studies have found SMA activity and activity at FCz during interval timing (Macar et al., 1999; Macar and Vidal, 2002; Kononowicz and Van Rijn, 2011) . Vertical and horizontal electrooculogram (EOG) activity was also measured, to identify eye movement-related artifacts. Bilateral mastoids served as the reference, and ground electrodes were placed on the earlobes. The impedances were kept below 5 kΩ during recording. Pre-processing steps were done using Brain Vision Analyzer 2.0 (Brain Products GmbH). First, the data were filtered with a Butterworth filter using 0.1 Hz-low and 100 Hz-high cutoffs, with a 12 dB/oct slope and a 50 Hz notch filter. Next, horizontal eye movements and blinks were corrected using the Gratton and Coles Method (Gratton et al., 1983) . Trials with excessive ocular and movement artifacts were excluded from further analysis. 67% of all trials were included in further processing, with 32-96 artifact-free trials per condition. For the analysis, we used a single trial approach to avoid the potential impact of jittering on the grand average, given that different latencies may affect estimation of ERP components (Rossion and Jacques, 2012) . In our analyses, the zero-time point corresponds to the onset of the second tone (namely, the interval offset). The time windows for the N1 and the P2 amplitude were 50-140 ms and 140-300 ms, respectively. Mean amplitudes were used instead of peak values to minimize the effects of noise in a single trial analysis (Luck et al., 2000) . A baseline correction was set to be the average voltage of within the 50 ms period before and after the interval offset. This type of baseline correction was suggested by previous studies to minimize misalignments due to contingent negative variation (CNV) activity before the interval offset (e.g. Kononowicz and Van Rijn, 2014; Correa and Nobre, 2008; Griffin et al., 2002) . ERP components were plotted with standard error using smooth parameters of the The template was determined to be the short response until PSE-1. In the middle range intervals, short and long responses were the two template response options, due to the ambiguity of middle responses in comparison to the other options. After the resolution of ambiguity of the middle range intervals, an increase of expectation from interval-6 to interval-7 is hypothesized. The increase of expectation changes the template response from short to middle, since the latter becomes the more appropriate template response with increasing interval length. ggplot2 package (Wickham et al., 2018) , via R numerical programming language.
Analysis method
The PSE can be defined as the point where judging a comparison interval (CI) as short or long occurs with equal probability (prob=0.5). To determine PSE, we fit our data with binomial modelling (Kingdom and Prins, 2009; Lu and Dosher, 2013; Gold and Ding, 2013) by using the response options as the binary response variables via the quickpsy package of R numerical programming language (Linares and Lopez-Moliner, 2015) .
To analyze the N1 component, we performed linear mixed effect (LME) modeling. Unlike ANOVA, which considers only the group means, LME takes into account unbalanced data points for group factors. In our analyses, we used response discrimination as a factor and the number of responses was unbalanced for the same intervals. Moreover, individual trial variations in repeated measures also have valuable information that can be reflected in LME models. Model elimination was based on the Akaike information criterion (AIC) and log-likelihood-χ 2 statistics. Determination of critical temporal locations is important for identifying discrimination-related amplitude regulation. This type of analysis requires coding of responses as discriminated or template response in different interval lengths. We hypothesize that the template response options (i.e., short, middle, long) are determined dynamically over the passage of time. Although we do not have hypotheses regarding whether or not this determination is a conscious process, there is likely a response-related efficiency process for improving performance. Increasing probability of an event with elapsing time is a part of the hazard function model (Coull, 2009 ) to which allow for updating of the current expectation (i.e., over the passage of time). In a traditional bisection method, determination of the template response option would be slightly more direct. In particular, the probability of the interval offset would be lower for positions closer to the interval onset. Thus, a short response is more likely to be the template response. Increasing probability of the interval offset event with elapsing time is reflected in activity in the right prefrontal cortex (PFC). Here, the interval offset corresponds to the event onset in the temporal expectation model of Coull (2009) , and is reflected in SMA activity. Therefore, in the interval offset, SMA activity (i.e., activity measured at FCz) reflects the cumulative hazard function that enables participants to update their future expectations. The difference between the current expectation (i.e., increasing probability with elapsing time) and the cumulative expectation (i.e., predicted temporal location) allowed us to predict whether expectation corresponds to an actual interval offset on a single trial by evaluating activity of the SMA. Of note, evaluating the match between the predicted temporal location and the current expectation does not require an update on the future expectation. In a bisection task, in contrast, the predicted temporal location would correspond to the point where the template change occurs. In other words, the template response would be the short response until the point that is determined by the cumulative probability. However, it is still possible to experience a particular interval as longer, even if the interval length is objectively shorter than the predicted temporal location. Thus, before the predicted temporal location, any single trial experienced as long (i.e., increasing current expectation with elapsing time) can be compared to the template response option (i.e., short).
In a trisection task, the same idea of the dynamic template change is valid, even if the situation is more complicated with three response options. In this study, there are nine intervals between the shortest and longest standards. The dynamically changing template response of the timing mechanism is determined through the continuous exposure of the various interval lengths. Moreover, we should consider the fact that the learning phase of all standards was relatively brief (in terms of number of trials) in comparison to the length of the experimental session. In fact, the nature of the middle response is somewhat ambiguous, since it corresponds to a response decision that is neither the short nor the long response. Moreover, we expect a template change after the resolution of hypothesized ambiguity. This is in line with the idea that the probability of short responses decreases accordingly. Therefore, the new most probable template is the middle response option. In other words, we expect that the ambiguity of the middle response option (i.e., neither the short nor the long response) will disappear in closer proximity to the longer intervals.
Following these considerations, we determined the grouping of the template and discriminated responses as follows:
In the first three intervals (i.e., intervals 1-3), the short response is coded as the 'template' response. In other words, we hypothesize that the most probable response option is the short response in intervals 1-3. Thus, other responses (i.e., middle, long) are coded as 'discriminated' responses. In other words, any perceived length that requires processing more than the template for a relevant response is discriminated from the template. In the middle range intervals (i.e., intervals 4-6), the short and the long responses are coded as 'template' responses. In this interval scale, the long response becomes an available response option, given that the perceived length of an interval may correspond to a long response. Thus, the middle response is coded as 'discriminated', since it deviates from the two poles of the response options (i.e., short and long) in intervals 4-6. In other words, short and long responses were the two template response options due to the ambiguity of middle responses in comparison to the other options in this interval range. In the last three intervals (i.e., intervals 7-9), the middle response is coded as the 'template' response given that we expect the ambiguity of the middle response in the middle range intervals to disappear towards the longer intervals. In other words, the short response is not any more likely for participants to execute. Thus, it is not appropriate to use the short response option as a template after the hypothesized ambiguity of the middle response resolves. Instead, the second option in length (i.e., the middle response) suits as a template response after that point. Accordingly, the short and the long responses are coded as 'discriminated' responses in this interval range (Fig. 1B) .
In a previous temporal generalization study, the suppressed N1P2 component was observed during the reference duration (Kononowicz and Van Rijn, 2014) . In our study, this reference temporal point must emerge during the experimental session since there wasn't only one reference but three. We hypothesize that the most likely temporal reference for decision making is interval-7. This is because interval-7 is longer than the middle range intervals, which were previously hypothesized to be ambiguous in terms of response options (Fig. 1B) .
In the LME models, independent variables included interval (n=9) and response discrimination (i.e., short, middle and long responses), which was coded as either template or discriminated responses. We also examined the interaction between interval length and template term (template or discriminated) as an independent variable. We included random intercepts for participants and a random coefficient for responses. Thus, we estimated the slope of responses for each participant. We included the response discrimination term (i.e., template or discriminated response) as an independent variable in the models, despite the fact that it was a post-experimental categorical measurement. The rationale for this type of model design is to observe the difference between the categorical response options, if any, in terms of N1 or P2 amplitudes. This term is valuable to explain observed variance in N1 or P2 components that may not be explained by the objective lengths of the intervals. This is due to the fact that an interval that is objectively short can be rated as either middle or long. Moreover, we hypothesize that using a response discrimination term can distinguish the functional correlates of the N1 and P2 components 1 . For the N1 analysis, the intercept corresponded to interval-7, to compare it with other intervals. The interval length was included as a continuous variable in the P2 analysis, given our hypothesis that P2 amplitude is related to the response discrimination rather than a predicted temporal point.
RESULTS
Point of Subjective Equality (PSE)
In a trisection timing task, two bisection points were calculated for the short-to-middle and middle-to-long interval ranges (Zhang et al., 2016) . We calculated the first PSE for the short and the middle response (PSE-1) using responses given in the first five intervals of the interval scale. The model estimated 1791 ms as PSE-1. The second PSE for the middle and the long response (PSE-2) was estimated using responses given in the last five intervals of the interval scale. The model estimated 2847 ms as PSE-2.
N1 analysis
For the LME model with interval and template term as factors (see Methods section), results of preliminary model-building showed that the interaction term between interval and response discrimination could be dropped from the model (ΔAIC=7; χ2=9. 07, p=0.34) . The absence of the interaction between the response discrimination and interval terms suggests that we can expect similar N1 amplitudes for the template and discriminated responses in interval-7. Thus, the comparison of other intervals with interval-7 can be based on an intercept that corresponds to the discriminated responses in interval-7 (i.e., the reference interval). In the final model, the effect of intercept was significant (β=-2.04, p<0.001). In particular, we found that N1 amplitude in interval-4 (β=-0.82, p=0.04), interval-5 (β=-1.00, p=0.014), interval-8 (β=-1.38, p<0.001), and interval-9 (β=-1.65, p<0.001) was higher in comparison to the discriminated response in interval-7. Results for interval-6 did not reach significance level in terms of higher negativity than interval-7 (β=-0.77, p=0.056). Interval-1 (β=-0.12, p=0.76), interval-2 (β=-0.21, p=0.59), and interval-3 (β=-0.11, p=0.78) did not differ in their N1 amplitude from interval-7 (Fig. 3A and B) . Taken together, our results did not indicate a response discrimination effect that was related to the N1 component (β=-0.18, p=0.41) (Fig. 2) .
P2 analysis
We conducted a LME model to determine whether the discrimination-related P2 amplitude change differs in different temporal locations of the interval length scale. A LME model with interval length as a continuous variable, a second term with two levels of response discrimination (template, discriminated), and their interaction term was significantly better than the base model (ΔAIC=6; χ2=31.67, p<0.001) . Comparison of the full model with the model that did not include the interaction showed that the interaction term could be dropped (ΔAIC=8; χ2=0.22, p=0.88) . In the remaining model, the intercept corresponded to the 'discriminated' responses. Results indicated a significant main effect of intercept (β=2.70, p<0.01) such that P2 amplitudes were lower for 'template' responses than 'discriminated' responses (β=-0.60, p=0.047) (Fig. 2 and  Fig. 4B ). Moreover, assessment of interval length term as a continuous variable revealed that the P2 amplitude decreased as a function of increasing interval length (β=-0.33, p<0.001) (Fig. 4B) .
DISCUSSION
Information processing theories of interval timing (Church et al., 1984) provide a framework that distinguishes between two processes; one process keeps track of the passage of time and the second compares a currently experienced interval with a previously experienced reference interval to make a task-relevant decision/discrimination. The present study used a temporal trisection task to examine amplitude regulation in early ERPs. This approach allowed us to study two aspects of a timing task. In particular, temporal expectation and temporal discrimination are addressed by an N1-related predictive timing mechanism and a P2-related discriminative process, respectively. In N1-related amplitude regulation, expectation level determined the template change location from short to middle responses. N1 suppression indicated a decrease in the relevance of a certain response option (i.e., short) through a dynamic appropriation of the most plausible option. P2 amplitude, in contrast, reflected a comparison of the current response requirements with a pre-determined template (i.e., short, middle, long) that changed with the passage of time. Our results support the idea that the interval offset N1 component is a marker for expectation, and thus determines the threshold for temporal discrimination. In this respect, changes in the N1 amplitude at a specific point in the interval scale indicated that the participants used different expectation levels (i.e., templates) for a subsequent response discrimination. We observed an attenuation in amplitude of the N1 component after interval-6 (i.e., 2420 ms), indicating a transition point in terms of increasing probability of longer intervals. The observed N1 attenuation was largest in interval-7, and the length of interval-7 was close to the PSE of both the middle and long responses. This critical temporal location was required for deciding between the middle and long responses.
The increase in expectation level makes it possible to change the template response of the timing mechanism from one template to another. Expectation regulation enables a dynamic change of the template response over the passage of time. Thus, following the determination of a new template (i.e., the middle response) after interval-6, a P2-related discrimination process yields an enhanced amplitude for the discriminated response options (i.e., short and long responses). In this long-range interval scale, the relative contribution of the long response is expected to be higher due to the higher number of long responses. The middle intervals (i.e., interval-4-5-6), in contrast, correspond to a range that is not clearly closer to the short nor long standard. Thus, the relatively unexpected end of an in- The short response is used as a template until the highest expectation point. The long response is used as a template after interval-3, since it becomes a potential response option in addition to the short response in intervals 4-6. The middle response is used as the template beginning with interval-7, since expectation starts to increase after interval-6 changing the template to the second response option in length (i.e., the middle response). (B) The amplitude of the P2 component at the offset of the interval shows discrimination-related regulation in each interval.
terval in this range makes it possible to discriminate the middle response as the target response.
Our data support the idea that modulation of the P2 amplitude adapts to the task-relevant temporal locations. In this respect, discriminated response options had high relevance in terms of the response requirements. This finding is in line with results showing higher P2 amplitudes for relevant stimuli in working memory (Getzmann et al., 2017) . Other studies have shown that working memory requirements are linked to task-relevant P2 amplitude changes (Potts et al., 1996; Potts and Tucker, 2001 ) and the template-sensory input evaluation (Dowman, 2004) . Assuming that task relevance is high for the response requirements that differ from the template response option, a deviance from the template would correspond to different responses in different temporal locations. Our data suggest that higher P2 amplitude reflects a discrimination between a relevant response and a pre-determined template. The template change was experimentally induced by the length of the experienced duration. We found that the P2 component is lower in amplitude for relatively longer experiences of an interval (e.g. long responses in intervals 5-6) in comparison to a shorter experience of the same interval (e.g. middle responses in intervals 5-6). Thus, amplitude of the P2 component may be higher for longer subjective experiences, for e.g., long responses in intervals 7-9. The present study suggests that the P2-amplitude-related discrimination is sensitive to the N1-related prediction process for adjusting the template response option. Although we found that discrimination-related change in P2 amplitude was associated with the N1-related critical temporal locations for the template change, an increase in expectation level was not necessary for response discrimination. We observed a difference in P2 amplitude between the template and discriminated response, and this difference was not related to interval length.
Our results imply that the N1 and P2 components have different functional associations; namely, temporal expectation and response discrimination, respectively. Although N1 amplitude was not sensitive to response discrimination, the observed suppression of N1 indicated an expected temporal point that could be used to determine response requirement changes in a timing task. Indeed, this response requirement change was reflected by the P2 amplitude difference between the template and discriminated response options. Kononowicz et al. (2017) discussed a comparison mechanism of dopaminergic conditioning for the current interval and a reference duration. In this mechanism, the interval offset ERP amplitudes (e.g. N1P2) reflect the degree of temporal deviance from a reference duration. This mechanism was found to be valid for both shorter and longer comparison intervals relative to a standard interval (Kononowicz and Van Rijn, 2014; Mento et al., 2013; Van Wassenhove and Lecoutre, 2015) . Our results indicated a similar pattern, but for the N1 component. While interval-7 had the lowest N1 amplitude, N1 amplitude was higher for intervals that were further away from interval-7 in both directions. In the light of these results, we propose that the N1 amplitude reflects a computational outcome of the timing process that determines whether an event occurs earlier or later than the expected temporal point. Therefore, temporal deviance provides information about the temporality of events without reference to whether the events occurs earlier (intervals 4-6) or later (intervals 8-9) than the expected temporal point. However, another process is necessary for an update of the most likely response option within an interval. This additional process is required to ensure the efficiency of an action, while keeping track of time. In other words, although the N1 and P2 components have different functional associations -namely temporal expectation and response discrimination, respectively -there must be a link these processes to allow for the updating of response options. Indeed, we demonstrated that a low P2 amplitude reflects a template response option that requires a relatively low amount of working memory processing.
CONCLUSION
In the present study, we provide support for the hypothesis that the N1 and P2 components are neurophysiological markers of distinct functions in a timing task. In particular, our results suggest that the N1 component is related to the determination of the appropriate template response. These template responses are later used in the discrimination process. In a P2 amplitude-related discrimination process, lower amplitudes for the template response options differ from discriminated responses. Greater P2 amplitudes were observed for discriminated responses, given that these responses did not correspond with the relevant template. Based on these data, we caution that treating the N1 and the P2 components as a single component can lead to some misinterpretations. In other words, the direction of the amplitude change for the same response can be different in N1 vs. P2. However, the functional association of the N1 amplitude to the response discrimination should be studied in greater detail, to clarify the relationship between the N1P2 complex and timing. For instance, we were not able to observe a difference in N1 amplitude between the predicted temporal location and relatively short interval lengths. This lack of observed difference can be attributed to the absence of a N1-related amplitude expectation regulation for this interval scale, due to the relatively short intervals. Although it seems plausible, this account should be tested in a further study. Findings of the present study would be further supported by evidence of N1 regulation with three states, i.e., a base N1 amplitude, an expectation-related neural suppression, and an enhancement with unexpected events.
