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Studies in the microeconometric literature increasingly utilize distance to or time
to reach markets or social services as determinants of economic issues. These studies
typically use self-reported measures from survey data, often characterized by non-
classical measurement error. This paper is the ﬁrst validation study of access to
markets data. New and unique data from Peru allow comparison of self-reported
variables with scientiﬁcally calculated variables. We investigate the determinants
of the deviation between imputed and self-reported data and show that it is non-
classical and dependent on observable socio-economic variables. Our results suggest
that studies using self-reported measures of access may be estimating biased eﬀects.1 Introduction
Access to markets and social infrastructure is often considered an important determinant
of economic behavior in developing countries, particularly in rural areas. For instance, dis-
tances to schools are inversely related to educational attainment (e.g. Glewwe and Jacoby
(1994)) and thus can have a negative impact on human capital acquisition. Rosero-Bixby
(2004) ﬁnds a negative eﬀect between distance to a health facility and the probability of
choosing that health facility. Similarly, distance to family planning facilities are thought
to have an impact on contraceptive use (though Mroz et al. (1999) ﬁnd little eﬀect). Ge-
ographic proximity to markets aﬀects the types of economic activity that people engage
in, aﬀecting both wages, participation and the distribution of income (e.g. De Janvry
and Sadoulet (2001) and Escobal (2001)). Distances, times to reach markets and social
infrastructure and geographic proximity are used in a multitude of other studies to predict
policy relevant outcomes.1
To be useful for policy-making, empirical analyses of access to markets depends on the
availability of data to measure and approximate access to markets. Most often, access to
markets data come from self-reported answers from survey data. However, we know that
survey data in general is prone to measurement error. Several literatures have documented
substantial measurement error in self-reported data for developed countries (particularly
in the reporting of earnings or health status). Measurement error is just as, if not more,
likely to exist in data sets from developing countries, and most empirical studies using such
data sets acknowledge such limitations. Surprisingly, while statistical eﬀort to validate
self-reported data from developed countries has increased over the last decade, little eﬀort
has been placed to do so in the context of developing country data sets. In this paper,
1For example, Seeth et al. (1998) use the time it takes to get from the place of residence to the plot
as an explanatory variable in a time allocation framework. Zaal and Oostendorp (2002) use travel time
to market in a study of small-scale agriculture in Kenya and ﬁnd that it has a signiﬁcant eﬀect on the
probability that the plot is terraced. Swain (2002) uses distance from village to the nearest concrete
road in rural India to explain demand and access to formal and informal credit. Jacoby (2000) ﬁnds that
longer travel times lead to lower plot values and lower agricultural wages.
1we are able to validate self-reported data on access to markets. This is to the best of our
knowledge the ﬁrst validation study of access to markets data and the ﬁrst to validate
data from a developing country.
The empirical labor economics literature has recently given a great deal of attention to
the accuracy with which earnings data is reported in labor market income surveys such as
the Current Population Survey (CPS) and Panel Study of Income Dynamics (PSID) data
for the US (Bound and Krueger (1991), Bound et al. (1994), Pischke (1995), Brownstone
and Valleta (1996), Bollinger (1998) and Hyslop and Imbens (2001)). Through-out this
literature, authors consistently ﬁnd evidence of measurement error and of its attenuation
bias. Card (1996) validates union status by investigating employer and employee records
in the US CPS. The health economics literature has also appealed to validation studies
to assess the validity of self-reported health data. Using administrative and self-reported
health data from Canada, Baker, Stabile and Deri (2005) provide an excellent example of
how measurement error in self-reported health assessments can lead to serious inference
problems (particularly since respondents report both false negatives and false positives).
Other examples of validation studies in the health and health economics literature include
Norton et al. (2003) and Biemer and Wiesen (2002).
Surprisingly, there is little, if any, work seeking the degree to which such measurement
error exists in developing countries and how this may bias the results using household
surveys from such areas. Given our own experiences doing ﬁeldwork in the Peruvian
Andes, and based on reports from our surveyors in earlier surveys, we have often observed
signiﬁcant underreporting of distance and time by local populations. This paper is, to
the best of our knowledge, the ﬁrst to assess measurement error in data on access to
(distance to or time to reach) markets. Many studies in the development literature use
distance to social services, to markets, to agricultural plots and so on to explain a number
of policy relevant questions. However, given the lack of validation of these types of data,
little is known about whether the estimated parameters are biased. If access to markets
is measured with error, its eﬀects may be biased towards zero if measurement error is
classical. Furthermore, if the error in measurement is correlated with observable socio-
2economic characteristics and thus non-classical, it is unclear what the estimated eﬀects
are truly picking up. Identifying those variables that are highly correlated with the true
travel time variable but not with the measurement error will provide insights about the
kind of instrumental variables needed to correct for potential measurement error biases.
Using a unique, Global Positioning System (GPS) validated, data set from rural Peru,
we determine the degree to which rural households in this developing country make errors
in self-reported travel time variables. The next section of this paper addresses some
of the econometric issues surrounding measurement error, in particular in the case that
it is correlated with other explanatory variables. In section 3, we describe our unique
data. Section 4 provides a description and an analysis of measurement error. Section 5
concludes. The appendix provides details about our GPS validation method.
2 Measurement Error
2.1 Theory
Suppose that we are interested in estimating the eﬀect of socio-economic characteristics
and access to markets on an individual’s outcome. Access to markets, proxied reasonably
well by the time it takes for the individual to reach the market, is potentially measured
with error. This section outlines some of the econometric problems estimating this rela-
tionship by OLS when one such explanatory variable is measured with error. Without
losing generality of the conclusions and, to make matters simple, the model we illustrate
here is parsimonious: we consider only one socio-economic variable that, along with the
dependent variable, is precisely measured.
We begin with a very simple econometric model, with a classical measurement error in
one independent variable. We then augment this model with non-classical measurement
error where the measurement error in one explanatory variable is correlated with another
explanatory variable. To do so, we illustrate the biases in OLS estimates that result
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where u is our measurement error. Thus the relationship between the observed de-
pendent variable and explanatory variables is:
y
∗ = b1x1 + b2x
∗
2 + e − b2u (3)
We assume that e ∼ iid(0,σ2
e), e ∼ iid(0,σ2
u), cov(xi,e) = 0 ∀i ∈ 1,2, cov(e,u) = 0
and u ⊥ x∗
2, such that cov(x∗
2,u) = 0. This last assumption implies that cov(x2,u) = σ2
u.
We make the following two assumptions to describe the case of classical measurement
error:
cov(x1,u) = 0 (4)
cov(x1,x2) = 0 (5)
If assumptions (4) and (5) hold, then it can easily be shown that the OLS estimate of b2
is inconsistent and has the following bias:









2 is the variance of x∗
2. Thus under the classical errors-in-variables model (where
(4) and (5) hold), if access to markets is measured with error, its estimated eﬀect on
the outcome y is biased towards zero. Such measurement error does not aﬀect the OLS
estimate of the eﬀect of the other independent variables.
There are however numerous reasons to believe that the measurement error is corre-
lated with socio-economic variables. Under these circumstances, assumption (4) will be
4violated. Consider instead the following assumption:
cov(x1,u) = σx1,u 6= 0 (7)
As a result, a correlated measurement error violates (5).
Proposition 1 Let µx1 and µx2 denote the means of x1 and x2, respectively. Since
cov(x1,u) = σx1u 6= 0 and x1 and x2 are not independent, it can easily be shown that
cov(x1,x2) = σx1x2 = E[x1x2] − µx1µx2 6= 0.
The correlations between x1 and u or x2 have signiﬁcant implications for the consistency of
the OLS parameters, b1 and b2. Under these circumstances, the OLS estimate of the eﬀect
of the precisely measured explanatory variable will also be biased and the expressions for
the biases become complicated. It can be shown that the biases are as follows:






x2 − (σx1x2 + µx1µx2)2 (8)
plim(ˆ b2 − b2) = −b2
σ2
x2σ2
u − σx1u(σx1x2 + µx1µx2)
σ2
x1σ2
x2 − (σx1x2 + µx1µx2)2 (9)
Note that by setting σx1x2 = σx1u = 0 and letting x1 and x2 be independent, the ex-
pressions in (8) and (9) reduce to the results from the OLS estimates under the classical
measurement error model. Under this more general case where σx1x2 6= 0 and σx1u 6= 0,
the signs and relative magnitudes of the biases are ambiguous and rely on the covariances
between the explanatory variables and the measurement error. Knowing σ2
u and σx1u will
allow us to identify the direction and magnitude of the bias.
2.2 Empirical Strategy
This paper aims to characterize measurement error in access to markets. After computing
the measurement error as ui = x2i − x∗
2i, we obtain and qualify the variance-covariance
matrix for the vector of variables ψ = (X0
1i,x2i,x∗
2i,u)0. This variance-covariance matrix
will yield some key moments inﬂuencing the biases in the OLS estimates as depicted in
5the model above. In addition, we estimate whether the measurement error in access to
markets is indeed correlated with other socio-economic characteristics:
ui = X
0
1iαx + ζi (10)
Finally, to gauge the degree of bias under the non-classical measurement error model, we












u − σx1u(σx1x2 + µx1µx2)
σ2
x1σ2
x2 − (σx1x2 + µx1µx2)2 (12)
3 The Data
3.1 The Survey
The data that we utilize come from a two-round household survey conducted by GRADE.
The ﬁrst round was conducted between and July and August 2003. Its goal was to under-
stand the determinants of the demand for technical assistance by Peruvian agricultural
producers. The second round in December 2003 revisited a sub sample of the producers
interviewed in the ﬁrst round with the intent to understand the links between policy and
access to markets for these producers. This second round survey collected geographic
information and perceptions of time, among other variables. The survey asked respon-
dents to answer a number of questions relating to their agricultural production, access to
technical help, access to markets, along with other socio-economic characteristics (such
as age, education, religion, ethnicity and family composition of the household head). It
surveyed three broadly diﬀerent geographic and ecological zones. From the Selva, 270
coﬀee producers were sampled in 10 districts from the Amazonas, Cajamarca and San
Mart´ ın departments. From the Sierra, 260 potato producers were sampled in 23 districts
in the department of Jun´ ın. From the Costa, 202 rice producers were sampled in 8 dis-
tricts in the department of Lambayeque. It should be noted that the samples here are
6non-representative, either at a national or even regional level.2
To gauge access to markets, the survey includes two modules of particular interest
for the present study. First, a module in the ﬁrst round asks each respondent to self-
report the time (in minutes) and transportation method that it takes him or her to reach
his/her most important plot, furthest plot, the nearest public telephone, the agrarian
agency, the medical centre, the nearest primary school, the nearest secondary school,
the nearest interprovincial bus stop, the nearest market and the nearest credit provider.
Second, a module in the second round on the perception of time includes the following
ﬁve questions:3
1. Q: How to you tell time? A: By looking at own watch; By asking someone else; By
looking at the position of the sun; Doesn’t case about the time; Other
2. Q: Do you or someone in your dwelling have a watch?
3. Q: Is there a clock or alarm clock in your dwelling
4. Q: How long does it take you to walk from you dwelling to the center of the nearest
populated center?4
5. Q: Method of travel and travel time to get from your dwelling to the nearest district
capital?
In rural communities, such as those in Peru, one expects time to have a diﬀerent
meaning than it does in more developed areas. Without delving into some of the more
ethnological or anthropological reasons, we recognize that cultural relevance is a poten-
tially driving component of measurement error. While the dimension of the problematic
2Since these samples were constructed in order to capture how small farmers react to new market
opportunities, the areas chosen need not be representative of each of these three regions. For example,
for the Sierra, the study sampled small farms in one of the most dynamic valleys in the Andes. Farmers
in these areas are not relatively well integrated in input and output markets.
3This information is only available for the coﬀee and potato samples. In the sample of potato produc-
ers, only 177 households answered these questions.
4A populated center is equivalent to a village.
7should not be overlooked, it reinforces the importance of this study, and only highlights
the data collection problems in culturally diﬀerent environments. If this is indeed the
case, then relying too much on self-reported measures of access based on time may lead
to erroneous predictions.
To validate the data, in the second round of the survey true walking distance were
identiﬁed for one out of ten respondents chosen randomly. Surveyors walked with the
respondent from their dwelling to the center of the nearest populated center, following
the same route and at the same pace as the respondent (the instructions were clear to
that matter). The surveyor then recorded how long it took for the trajectory. In addition,
the surveyor recorded latitude, longitude and altitude, along with the trajectory using a
Global Positioning System (GPS) device.5 This data was then used to calculate the true
time from the dwelling to the center for the entire sample accounting for the type and
quality of terrain, its slope and navigability. This measure is our ‘true measure’ for x∗
2.
The appendix describes the methodology employed to calculate this measure.
Ideally, we would consider the respondent’s reply to question 4 “How long does it take
you to walk from your dwelling to the center of the nearest populated center?” to be the
‘self-reported measure’ for x2. However, respondents often misinterpreted this question
and instead answered how long it took them to walk to the nearest populated center, other
than their own. While this is a form of measurement in its own right, we will concentrate
on another measure. As discussed above, the respondents were asked how long it took
them to reach the nearest primary school, secondary school, health center, etc. Typically,
populated centers have a primary school and the primary school is most often located in
the center (Plaza de Armas), sometimes adjacent to the church.6 Most individuals walk
to the primary school rather than taking any other form of transportation.7 Thus, we feel
5We do not claim to be the only ones using GPS data for access. Rosero-Bixby (2004) for instance
uses GIS data to geo-reference health facilities in Costa Rica. However, their distances measure the ‘as
the crow ﬂies’, whereas our data is able to geo-reference actual trajectories.
6We verify this against a school census conducted by the Ministry of Education in 2000. We keep only
observations for which there’s a primary school in the populated center.
7We include only observations where individuals walk to the nearest primary school. Observations in
which individuals report the time to the nearest primary school taking a bus or a taxi are dropped.
8conﬁdent that self-reported time to the nearest primary school is adequately picking up
time to the center of the populated center. In what follows, we describe the measurement
error derived by taking the diﬀerence between the self-reported and the true times.
3.2 Descriptive Statistics
We begin by providing the descriptive statistics of the data in Table 1. The data set is
separated into three samples: Selva, Costa and Sierra. Comparing the self-reported and
the true time to the center of the nearest populated center (the ﬁrst two rows), we see that
respondents consistently under-report the time it takes them to reach the center. The
third row provides the diﬀerence between the self-reported and the true measure - this is
our measure of measurement error. In addition, we observe large regional diﬀerences: in
the Sierra, average measurement error is at its lowest (in magnitude) with -2.173 minutes;
the average measurement error in the Selva is -6.255 minutes; and the average in the Costa
is highest at about -11.609 minutes. We also report the absolute value of the measurement
error, as some of the analysis in what follows utilizes the degree to which there is an error
(rather than the direction). The regional patterns described for measurement error are
more pronounced when looking at the absolute value. In the ﬁfth row, we also present
the self-reported time to the nearest center, taken from the module on the perception of
time. It is evident that the respondents are making an error in their interpretation of the
center, rather than in the time it takes them to reach it: the average reported time in the
Selva is about 58 minutes, while the average true time is just over 12 minutes!
Household heads are oldest in the Costa, and youngest in the Selva. In most cases
the household heads are male. They are least educated in the Costa, and most educated
in the Sierra. Over 80% of households report someone owning a wrist watch, though the
proportion is highest among Sierra households. This is probably a result of the large
income diﬀerential between these regions. Average household income in the Sierra is
twice that in the Selva. Land ownership, however, is greatest in the Selva. Finally, the
household background variables, such as household size and the proportion of children in
9the household not attending school, are relatively stable across regions.
Table 1 provides additional information about the perception of time. Particularly, for
the Selva and Sierra samples, we observe how people tell time. Sixty percent of households
in the Selva and 73.6% in the Sierra tell time by looking at their watches. This diﬀerential
is undoubtedly a reﬂection in the watch ownership diﬀerential between the two samples.
It is particularly interesting to note that, in the Sierra, 14.5% of households tell time by
looking at the sun’s position. Few (less than 1%) report not caring about the time.
Table 2 provides cross-tabulations between the self-reported data and our true measure
of time by sample in order to complete the description of our data.8 We split each variable
into two categories: below and above median value for each variable.9 Panel A , B and
C provide the cross-tabulations for the coﬀee, rice and potato samples, respectively. In
the three panels, we see that the majority of observations lie on the main diagonals. For
instance, 45.42% coﬀee producers self-reported the time as below the median when the
true time is also below the median, and 20.61% reported above the median where the
true measure is also above the median. Conﬁrming our descriptive statistics above, we
note that respondents are more likely to under-report the time as the oﬀ-diagonal item
to the left is larger than the oﬀ-diagonal element to the right. These patterns, while not
as stark, are also observed for the other two samples. One conclusion to be drawn from
this table is that there is a great deal of noise in these data.
4 Analysis
Figures 1 to 3 present the kernel densities for the self-reported and the true times for
the Selva, Costa and Sierra, respectively. These ﬁgures conﬁrm that respondents are
8This representation of measurement error is inspired by Card’s 1996 paper on measurement error in
union status.
9Because of low variation in the self-reported measure, the number of observations per cell is diﬀerent
as we move along each column - there are numerous observations at the median. Ideally, we would have
broken this up into a larger number of quintiles, but this low variation in the self-reported measure would
lead to very small cells.
10consistently under-reporting the time it takes them to reach the nearest populated center.
The patterns in the Selva (ﬁgure 1) are particularly interesting - respondents seem to be
clumping’ their self-reported time around integers such as 10, 15, 20 and 30 minutes. This
pattern is not as stark in the other two samples, and we provide no interpretation of this
diﬀerence in patterns other than cultural diﬀerences across the three regions.
Figure 4 describes the distribution of the measurement error for the three regions. We
see that the distribution of the measurement error is diﬀerent across diﬀerent samples and
that it is skewed to the left (reﬂecting that respondents under-report the time it takes
them to reach the center). Measurement error is greatest for the rice sample and lowest
for the coﬀee sample.10.
Tables 3, 4 and 5 provide the correlation matrices for the variables for the coﬀee,
rice and potato samples. In the ﬁrst column, we observe the correlation between the
measurement error (u) and the observables: age, sex and education of the household
head, household income and size, land holdings, children not in school and (except in the
case of rice) watch ownership and how the household head tells time. The patterns of
correlations are very diﬀerent across the three samples. For the coﬀee sample, it appears
that education, household size, and whether the household head tells time by looking
at a watch or asking others are correlated with the measurement error. However, our
interpretation varies depending on the correlation with the diﬀerent components of this
error. Education and household size are correlated with the true time, not with the self-
reported time: more educated households are more likely to live in or closer to the center of
the town. Larger households tend to live further from the center of town. However, being
more educated or having a larger household does not inﬂuence the self-reported distance
in this sample. Conversely, telling time by looking at the watch is signiﬁcantly negatively
correlated to the self-reported time and not with the true time. For the rice sample,
altitude is the only variable to be signiﬁcantly correlated with the measurement error.
Here, altitude is correlated with both components of the measurement error: households
10We leave explanations for the reasons why measurement error is diﬀerent across these samples for
future research
11in more elevated areas are more isolated and the true time to the center of the town
is greater. Meanwhile, households in more elevated areas tend to report shorter times
to reach the center. In the potato sample, altitude and living on the land used for
agricultural production are correlated with the true time to the center of the town. None
of the variables are correlated with the self-reported time in this sample.
Based on the evidence provided by the correlation matrices in these three samples,
measurement error in self-reported time to the nearest populated center seems uncorre-
lated with the majority of the observable socio-economic characteristics. This bodes well
for most studies using self-reported time as an explanatory variable: measurement error
is not likely to cause biases in inferences beyond the standard classical measurement error
bias. This is certainly the case for the sample of Sierra potato producers. However, there
is a relatively strong correlation between the measurement error and the manner in which
time is read for the coﬀee and potato samples, and the altitude of the dwelling in the rice
sample.
Telling time by looking at the watch reduces the error in the self-reported time to
the populated center in the coﬀee sample. Naturally, this is not a surprising result, and
is entirely consistent with intuition. Furthermore, studies would rarely include watch
ownership in a regression that would also include self-reported time to the nearest pop-
ulated center. However, the correlation between watch ownership and the measurement
error could still contaminate the estimates, via its correlation with household income, a
commonly employed socio-economic characteristic. Indeed, the correlation between watch
ownership and household income is signiﬁcantly positive (see the 7th column in table 3).
While income is not directly correlated with the measurement error, it may very well be
indirectly correlated via watch ownership. We now turn to some parametric results. We
estimate equation (10) for each of the three samples separately. We present the main
results in table 6 where the OLS estimates of equation (10) for the coﬀee (columns (1) to
(3)), rice (column (4)) and potato samples (columns (4) to (7)). We use the absolute value
of measurement error to isolate the determinants of the magnitudes, rather than the direc-
tion, of the error. For coﬀee and potatoes, the data allows us to test several speciﬁcations
12making use of the perception of time. Columns (1) and (5) include watch ownership as
an explanatory variable, while columns (2) and (6) instead include the method of telling
time.11
The results in table 6 depict a relatively weak linear ﬁt of the data. Only in the rice
sample can we reject the statistical signiﬁcance of the regression. In addition, the Z-test
for the normality of the regression residuals is strongly rejected in all cases. Nonetheless,
some of the observable socio-economic characteristics seem to be signiﬁcantly correlated
with measurement error. For the coﬀee and the potato samples, the education of the
household head is negatively related with the magnitude of the measurement error: more
educated individuals make smaller errors. The altitude of the dwelling is positively related
to measurement error in the rice sample only: at higher altitudes, dwellings and populated
centers tend to be more isolated and distances tend to be larger, thus increasing the scope
for error.12
Finally, tables 7 to 9 present the imputed biases calculated for each of the three
samples solving equations (11) and (12). It is clear from these tables that the signs and
magnitudes of these biases are ’all over the place’. For example, a correlation between
household income and measurement error in the coﬀee sample would lead to an attenuation
bias in a regression of household income and distance to the nearest populated center on
an outcome variable y, in both coeﬃcients (not just in the one measured with error).
Generally, the imputed biases in all samples are far from 1, suggesting large biases. It is
particularly interesting to note that the degree of bias (i.e. how far away θ1 and θ2 are from
1) is most often largest for the variables measured with error than it is for its covariate
(that is, |θ1| > |θ2| in most cases). Furthermore, these biases can be tremendously large:
they can increase the magnitudes of the estimated OLS coeﬃcients by a factor of as much
as 27,477 in the case of ’children not in school’ in the rice sample. About half of the
imputed biases are statistically signiﬁcant, particularly with respect to the age, gender
and education of the household head, household size and the altitude of the dwelling.
11The omitted category here is telling time by looking at one’s watch.
12Altitude is only very weakly signiﬁcant in one of the potato speciﬁcations.
135 Conclusion
This paper describes and analyses measurement error in a common explanatory variable in
the ﬁeld of economic development: access to the nearest market (proxied here as the time it
takes to walk to the nearest populated centre). Classical measurement error, uncorrelated
with other explanatory variables, leads to an attenuation bias in the regression coeﬃcient
on the variable measured with error. In this paper, we have qualiﬁed and quantiﬁed the
bias in the event that measurement error is non-classical. In these cases, the biases can be
tremendously large, with no particular general pattern, and can lead to overestimates as
well as underestimates of the regression coeﬃcients on the variable measured with error,
as well as its co-variates.
Using a unique and validated data set from coﬀee, rice and potato producing areas
in rural Peru, this paper is the ﬁrst to validate access to markets data. This paper is
also the ﬁrst, that we are aware of, to conduct a validation study utilizing data from a
developing country. We are able to reject classical measurement error in some cases: the
degree to which survey respondents answer how long it takes them to reach the nearest
population center is positively correlated with the altitude of their dwelling, the presence
of children not attending school, and negatively related to watch ownership (which is itself
positively correlated with income). Classical measurement error is generally rejected in
the coﬀee (Selva) and rice (Costa) samples. However, the results show that, in the case
of the potato sample (Sierra), measurement error is only correlated with altitude and not
the other observable socio-economic characteristics.
The implication of this study is that researchers using self-reported access to markets
or public infrastructure measured by time may need to address the likelihood that the
responses are reported with a great deal of error. In addition to ﬁnding that this error is
correlated with some other socio-economic characteristics in the case of two of the three
Peruvian samples (coﬀee and rice), we also found that respondents often misunderstood
the question ’how long does it take you to walk to the nearest populated center’, another
type of measurement error altogether.
14Appendix: Measuring Accessibility
We deﬁne ‘the true’ measurement of accessibility as the time it takes for an individual
to walk from his or her dwelling to the center (plaza de armas) of the nearest town.
Considering that that we only registered the actual path and timing for a sample of
producers (about 1 of every 10), it was necessary to calculate the access times for all
others producers. This was done taking into account the geographical coordinates of
their dwelling and of the center of the town as well as the characteristics of the terrain
that those producers must travel. The ﬁrst two pieces of information were collected as
part of the survey while the third comes from secondary sources mentioned below.
The available information on the characteristics of the terrain between the dwelling
and the center of town includes the map of roads (engineered motorized roads, and non-
engineered dirt roads), available from the Ministry of Transportation and Communication
as well as the complete cartography of the National Geographical Institute (for the case
of the tracks, trails and footpaths, which are typically deﬁned as non-motorized rural
roads). The map of rivers and gulches comes also from the cartography of the National
Geographical Institute. Finally, the elevation map used comes from the Digital Elevation
Model obtained by the Shuttle Radar Topography Mission of NASA. This cartography
was transformed to a raster format. This type of Geographic Information System (GIS)
format assumes that the cartography has been ordered in grid form. Each grid represents,
through the cells that it encompasses, the values that best describe the characteristics of
that space. For example, the map of roads in grid form indicates in each cell if there is a
road or not as well as the type of road. Overlapping of these grids creates a friction surface
map that summarizes all land characteristics of the terrain, using information of slopes,
natural barriers, roads and ﬂoor usage. Distance and travel times can be calculated from
this grid as the least eﬀort required to move from a cell to contiguous cell.
All cartography used was based on geographical coordinates using the WGS 84 datum.
However, for the purpose of the analysis, the cartography was projected to the Universal
Transverse Mercator (UTM) plane coordinate system; speciﬁcally into area 18, which is
the predominant area for Peru. Due to the fact that UTM coordinate system works with
15metric and not degree measurements, calculations of distances and travel times are greatly
facilitated using this kind of projection when we focus on small areas, as is the case in
this study.
The ﬁrst step in creating this friction surface is to have all the spatially related variables
in a grid format with comparable resolutions. In this case we used a scale-resolution of
90 meters by 90 meters for each cell, because this it is the maximum resolution that can
be obtained from the Digital Elevation Model (DEM). Using this DEM, a map of slopes
was created which constitutes the starting point for the calculation of a friction surface.
The map of slopes was used to calculate the walking speeds through the terrain were
producers travel. Following Tobler (1993), these walking speeds were applied to all roads
and were also applied areas not covered by the road network, according to the following
formula:
Speed = λγ[αγ exp(βγ|s + γ|)] (13)
Here s represents the slope, λ represents a penalty in the speed when people decide
to walk oﬀ-road (for example crossing a plot), α, β and γ are calculated in such a way
that we can obtain from (13) true speeds gathered in the ﬁeld.13 Using estimations
done by Tobler(1993), and ﬁeld veriﬁcation done within this study we used the following
parameter values for equation 1: α = 6; β = −3.5; γ = 0.05; and λ = 0.6 for walking oﬀ
road. These parameters reﬂect the true speeds that were gathered in diﬀerent areas of the
studies walking on-road and oﬀ-road in ﬂat as well as in hilly terrain. Figure A1 depicts
how walking velocities are aﬀected by the slope of the terrain depending on whether the
producer is traveling on-road or oﬀ-road.
After calculating the speed at which a person moves from each cell of the grid to a
neighboring cell, is necessary to combine this information with the physical and natural
barriers that potentially can prevent a person from moving into contiguous cells in the
grid. To incorporate this feature, we included rivers and gulches as natural barriers. We
also took into account the existence of bridges that would overcome these barriers.
13Note that if people walk in road rather than oﬀ-road, λγ = 1.
16The walking speeds calculated from the map of slopes were combined with the map
of roads and with the map of barriers (rivers and gulches) to obtain the friction map.
This friction surface is again a grid were each cell has a value related to the time it
takes to travel through that particular cell. This time varies according to the terrain
characteristics.
After the friction surface was built, we applied a Cost Distance algorithm following
ESRI (2002) which adds cumulatively the values of each cell following a critical path
starting from the towns of interest around each one of the points of origin. The resulting
map is a new grid of cells where the values no longer correspond to the time to walk
through that cell, but to the accumulated time needed to walk to that cell from the point
of origin. In this new grid it is possible to identify the required time to arrive from any
point from the map to the nearest town.
Validation: After optimal trajectories were obtained given the estimated walking
speeds and the physical and natural barriers faced by the producer we compared the
results of this GIS modeling exercise and simulated optimal trajectories with the true
travel times and trajectories of that sub-sample of producers that were monitored in ﬁeld.
Figure 2, for example, shows the trajectory of a coﬀee producer located in the district
of Alonso of Alvarado, province of Lamas, in the region of San Martin (in the Peruvian
Amazon). The GIS-simulated and eﬀective trajectories show a similar pattern. However
in a few cases in the validation phase, the calculated routes did not coincide exactly with
the observed routes. In most of theses cases we found that this was so because rural road
network was not fully up to date, so we opt for maintaining the calculated speeds from
which the friction map and accessibility measure were calculated.
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21Table 1 
Variable Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.
Self-reported time to the nearest populated center
‡ (minutes) 6.721 8.139 14.964 10.988 6.899 4.747
True time (minutes) 12.976 17.729 26.573 25.364 9.072 8.899
Measurement error -6.255 17.299 -11.609 28.407 -2.173 9.159
Absolute value of measurement error 10.026 15.415 18.615 24.370 6.012 7.230
Self-reported time to the nearest populated center
† (minutes) 57.748 49.308 -- -- 21.465 29.959
Age of household head 41.874 13.559 53.572 15.536 48.717 13.619
Household head is male 0.969 0.172 0.952 0.215 0.950 0.219
Years of schooling of the household head 6.225 3.436 5.241 3.439 10.648 3.535
Someone in household has a watch 0.817 0.388 -- -- 0.931 0.255
Household size 4.729 2.108 4.904 2.189 4.692 1.779
Household income (Soles per year) 10,004.140 12,526.300 12,833.360 24,582.280 19,407.390 25,275.760
Land ownership (ha) 7.280 25.126 3.729 6.002 2.605 5.200
Children not attending school 0.019 0.137 0.006 0.078 0.013 0.112
Altitude of dwelling (meters above sea level) 1,248.366 282.926 45.861 11.982 3,393.629 122.220
Lives on land used for agriculture and livestock production 0.221 0.416 0.590 0.493 0.208 0.407
Method of telling time
Tells time by looking at watch 0.603 0.490 -- -- 0.736 0.442
Tells time by asking others 0.076 0.266 -- -- 0.050 0.219
Tells time by looking at the sun's position 0.050 0.218 -- -- 0.145 0.353
Doesn't care about the time 0.008 0.087 -- -- 0.006 0.079
Tells time using other method 0.263 0.441 -- -- 0.063 0.244
Note: * Samples include only observations where people reported walking to the nearest primary school, and in populated centers that report having a primary 
school in the 2000 school census. 
‡ is the measure of self-reported time based on the time to walk to the nearest primary school. This is the measure used to 
calculate measurement error.  
† is the measure of self-reported time which is picking up the time to the nearest populated center, other than their own.
N=166  N=159 N=262




  22Table 2 
A. Coffee
Below Median Above Median
True Time Below Median 119 12
(45.42%) (4.58%)
Above Median 77 54
(29.39%) (20.61%)
B. Rice
True Time Below Median Above Median
Below Median 64 19
(38.55%) (11.45%)
Above Median 52 31
(31.33%) (18.67%)
C. Potatoes
1st Quartile 2nd Quartile
True Time Below Median Above Median
Below Median 56 24
(35.22%) (15.09%)
Above Median 40 39
(25.16%) (24.53%)
Note: due to relatively low variation in the self-reported measure, the 'below median' 
and 'above median' columns do no represent a 50/50 split.







































Self-reported time 0.182*** 1
(0.003)
True time -0.892*** 0.282*** 1
(0.000) (0.000)
Age -0.054 -0.004 0.050 1
(0.389) (0.946) (0.418)
Male -0.030 -0.012 0.024 -0.072 1
(0.632) (0.852) (0.703) (0.245)
Education 0.137** -0.014 -0.140** -0.419*** 0.063 1
(0.026) (0.826) (0.023) (0.000) (0.307)
Income 0.002 -0.076 -0.036 0.052 0.041 0.155** 1
(0.979) (0.222) (0.558) (0.406) (0.509) (0.012)
Hhsize size -0.143*** 0.016 0.147** 0.1465** 0.051 -0.156** 0.041 1
(0.020) (0.801) (0.017) (0.018) (0.412) (0.011) (0.505)
Land holdings 0.006 -0.051 -0.029 0.039 0.036 0.055 0.060 -0.061 1
(0.919) (0.414) (0.635) (0.533) (0.564) (0.375) (0.337) (0.328)
Kids not in school -0.098 0.115* 0.148** 0.078 0.025 -0.066 -0.034 0.270*** 0.001 1
(0.113) (0.064) (0.016) (0.211) (0.690) (0.287) (0.586) (0.000) (0.992)
Altitude of dwelling 0.071 0.109* -0.019 -0.016 0.052 -0.016 -0.100 0.015 -0.061 0.065 1
(0.254) (0.080) (0.758) (0.797) (0.403) (0.793) (0.106) (0.813) (0.324) (0.292)
-0.062 0.330*** 0.212*** 0.082 0.041 -0.107* -0.015 0.047 -0.022 0.060 -0.028 1
(0.319) (0.000) (0.001) (0.187) (0.507) (0.083) (0.806) (0.450) (0.722) (0.333) (0.656)
Watch -0.103 -0.151** 0.032 0.017 0.088 0.028 0.131** 0.066 0.055 -0.006 -0.043 -0.104* 1
(0.095) (0.014) (0.611) (0.788) (0.156) (0.649) (0.034) (0.290) (0.375) (0.922) (0.493) (0.093)
Tell time (Other) 0.093 0.139** -0.027 0.010 -0.045 -0.042 -0.148** -0.014 -0.056 0.107* 0.248*** 0.120* -0.434*** 1
(0.133) (0.025) (0.662) (0.871) (0.469) (0.501) (0.017) (0.827) (0.371) (0.085) (0.000) (0.053) (0.000)
Tell time (Watch) -0.134** -0.154** 0.060 -0.053 0.083 0.081 0.197** 0.014 0.053 -0.058 -0.182*** -0.112* 0.584*** -0.737*** 1
(0.030) (0.013) (0.331) (0.392) (0.182) (0.194) (0.001) (0.820) (0.393) (0.351) (0.003) (0.070) (0.000) (0.000)
Tell time (Ask) 0.103* 0.045 -0.080 -0.004 -0.116* -0.082 -0.053 -0.059 -0.002 -0.040 -0.073 -0.015 -0.161*** -0.172*** -0.354*** 1
(0.095) (0.466) (0.197) (0.953) (0.061) (0.187) (0.395) (0.345) (0.973) (0.518) (0.237) (0.812) (0.009) (0.005) (0.000)
Tell time (Sun) 0.026 0.017 -0.018 0.062 0.041 0.011 -0.072 0.063 -0.008 -0.032 -0.004 0.048 -0.210*** -0.137** -0.282*** -0.066 1
(0.671) (0.791) (0.770) (0.319) (0.513) (0.864) (0.247) (0.311) (0.904) (0.608) (0.951) (0.444) (0.001) (0.027) (0.000) (0.290)
Tell time (don't care) -0.099 -0.019 0.088 0.105* 0.016 -0.019 -0.021 0.011 0.008 -0.012 0.003 -0.047 -0.072 -0.052 -0.108* -0.025 -0.020 1
(0.111) (0.765) (0.156) (0.091) (0.802) (0.765) (0.741) (0.856) (0.901) (0.844) (0.964) (0.451) (0.247) (0.398) (0.081) (0.685) (0.747)
N=262
Lives on land used for 
agriculture and livestock
Correlation matrix - Coffee Sample (Selva)
 


























Self-reported time 0.456*** 1
(0.000)
True time -0.923*** -0.0769 1
(0.000) (0.325)
Age 0.128 0.093 -0.103 1
(0.101) (0.232) (0.188)
Male -0.032 -0.032 0.023 -0.053 1
(0.680) (0.687) (0.773) (0.494)
Education -0.085 0.007 0.098 -0.543*** -0.042 1
(0.279) (0.929) (0.211) (0.000) (0.595)
Income 0.070 0.110 -0.031 0.073 0.021 0.012 1
(0.370) (0.159) (0.693) (0.348) (0.787) (0.878)
Hhld Size 0.026 0.229*** 0.070 0.155** 0.080 -0.104 0.049 1
(0.739) (0.003) (0.370) (0.046) (0.304) (0.183) (0.528)
Land holdings 0.095 0.106 -0.060 0.193** 0.019 -0.077 0.921*** 0.029 1
(0.225) (0.172) (0.442) (0.013) (0.806) (0.323) (0.000) (0.711)
Kids not in school 0.073 0.107 -0.035 -0.058 0.018 -0.074 -0.017 0.039 -0.029 1
(0.352) (0.171) (0.653) (0.457) (0.823) (0.346) (0.826) (0.617) (0.711)
Altitude of dwelling -0.460*** -0.276*** 0.396*** 0.097 -0.092 0.085 -0.072 -0.072 -0.022 -0.025 1
(0.000) (0.000) (0.000) (0.216) (0.238) (0.274) (0.354) (0.357) (0.777) (0.748)
-0.101 0.019 0.121 0.171** -0.130* 0.016 0.089 0.076 0.135* -0.094 -0.086 1
(0.196) (0.813) (0.120) (0.028) (0.094) (0.841) (0.252) (0.334) (0.083) (0.231) (0.273)
N=179
Lives on land used for 
agriculture and livestock






































Self-reported time 0.233*** 1
(0.000)
True time -0.866*** 0.285*** 1
(0.000) (0.000)
Age 0.039 -0.013 -0.045 1
(0.552) (0.846) (0.492)
Male 0.068 -0.097 -0.117 -0.072 1
(0.302) (0.137) (0.074) (0.272)
Education 0.069 -0.099 -0.119 -0.229*** 0.186*** 1
(0.295) (0.131) (0.070) (0.000) (0.004)
Income 0.023 0.016 -0.015 -0.027 -0.060 0.259*** 1
(0.727) (0.812) (0.825) (0.677) (0.360) (0.000)
Hhsize size -0.016 -0.086 -0.029 -0.127* 0.135** -0.080 -0.032 1
(0.808) (0.189) (0.664) (0.052) (0.038) (0.220) (0.624)
Land holdings 0.077 -0.020 -0.086 0.122* 0.054 0.088 0.516*** -0.082 1
(0.241) (0.762) (0.189) (0.062) (0.406) (0.177) (0.000) (0.209)
Kids not in school -0.032 -0.062 0.000 -0.027 0.022 0.047 -0.017 0.170*** -0.005 1
(0.626) (0.346) (0.996) (0.679) (0.732) (0.471) (0.801) (0.009) (0.944)
Altitude of dwelling 0.209*** 0.092 -0.158** -0.023 0.048 -0.107 -0.097 0.081 -0.047 -0.009 1
(0.001) (0.159) (0.015) (0.732) (0.467) (0.101) (0.139) (0.219) (0.471) (0.888)
Lives on land used for  -0.209*** 0.063 0.238*** 0.102 0.066 -0.150** -0.078 0.009 0.009 -0.044 0.016 1
(0.001) (0.338) (0.000) (0.118) (0.311) (0.021) (0.232) (0.892) (0.887) (0.504) (0.811)
Watch -0.024 -0.058 -0.006 -0.033 0.164** 0.163** 0.118 0.023 0.054 0.031 -0.032 -0.044 1
(0.764) (0.466) (0.937) (0.679) (0.039) (0.041) (0.138) (0.778) (0.503) (0.700) (0.693) (0.583)
Tell time (Other) 0.111* 0.013 -0.103 0.072 -0.041 -0.104 -0.082 0.005 -0.052 -0.020 -0.058 0.009 -0.338*** 1
(0.090) (0.838) (0.117) (0.269) (0.530) (0.111) (0.210) (0.938) (0.429) (0.766) (0.373) (0.888) (0.000)
Tell time (Watch) -0.009 0.019 0.019 0.032 0.055 0.072 0.084 0.007 -0.002 0.093 -0.051 -0.009 0.455*** -0.210*** 1
(0.888) (0.774) (0.775) (0.622) (0.403) (0.272) (0.202) (0.919) (0.979) (0.155) (0.435) (0.891) (0.000) (0.001)
Tell time (Ask) 0.014 -0.068 -0.048 0.036 -0.057 -0.042 -0.075 -0.173*** -0.055 -0.017 0.040 -0.028 -0.277*** -0.040 -0.187*** 1
(0.837) (0.299) (0.461) (0.579) (0.383) (0.524) (0.253) (0.008) (0.401) (0.791) (0.540) (0.666) (0.000) (0.546) (0.004)
Tell time (Sun) -0.037 0.058 0.066 -0.065 0.017 -0.042 -0.036 0.029 0.006 -0.031 0.066 0.178*** -0.1697** -0.069 -0.328*** -0.062 1
(0.578) (0.378) (0.316) (0.323) (0.795) (0.524) (0.583) (0.659) (0.933) (0.642) (0.312) (0.006) (0.033) (0.289) (0.000) (0.345)
Tell time (don't care) 0.007 -0.024 -0.019 -0.041 0.016 0.006 0.002 -0.102 0.003 -0.006 -0.058 -0.031 0.022 -0.014 -0.065 -0.012 -0.022 1
(0.917) (0.718) (0.773) (0.530) (0.809) (0.927) (0.971) (0.119) (0.961) (0.926) (0.378) (0.637) (0.786) (0.834) (0.320) (0.852) (0.743)
N=167
Correlation matrix - Potatoes Sample (Sierra)
 Table 6 
Rice (N=166)
(1) (2) (3) (4) (5) (6) (7)
Age of household head -0.040 -0.046 -0.039 -0.373* -0.047 -0.046 -0.048
(0.078) (0.079) (0.078) (0.139) (0.044) (0.045) (0.044)
Household head is male 3.891 3.996 4.334 3.810 0.561 0.680 1.011
(5.566) (5.591) (5.549) (8.038) (2.811) (2.786) (2.760)
Education of household head -0.575* -0.575* -0.570* -0.318 -0.437** -0.448** -0.428**
(0.311) (0.313) (0.311) (0.621) (0.191) (0.192) (0.191)
Household size 0.664 0.712 0.691 0.961 -0.181 -0.273 -0.183
(0.480) (0.481) (0.479) (0.799) (0.345) (0.355) (0.345)
Land ownership (ha) -0.005 -0.004 -0.004 -0.302 -0.129 -0.135 -0.133
(0.038) (0.038) (0.038) (0.346) (0.125) (0.125) (0.125)
Children not in school 5.704 5.773 5.557 -6.511 0.430 0.506 0.519
(7.207) (7.247) (7.207) (22.218) (5.296) (5.306) (5.290)
Log total household income 1.379 1.237 1.537 4.574 0.888 0.822 0.995
(1.250) (1.285) (1.241) (2.872) (0.763) (0.773) (0.753)
Altitude of dwelling (meters above sea level) -0.004 -0.004 -0.004 0.946*** -0.008 -0.008* -0.008
(0.003) (0.003) (0.003) (0.149) (0.005) (0.005) (0.005)
Have clock/watch 2.529 2.044
(2.487) (2.358)
Method of telling time
‡
Tells time using other method -1.533 -3.561
(2.342) (2.438)
Tells time by asking others -1.504 -2.670
(3.721) (2.795)
Tells time by looking at the sun -4.749 0.077
(4.511) (1.678)
Doesn't care about the time 17.655 -7.235
(10.974) (7.389)
Constant -1.360 2.184 -1.204 -51.992* 28.709 34.383* 29.349
(13.125) (13.608) (13.125) (28.029) (18.884) (19.049) (18.854)
R
2 0.048 0.060 0.044 0.231 0.058 0.077 0.053
Adj R
2 0.014 0.015 0.014 0.192 0.000 -0.0000 0.002
F stat 1.40 1.32 1.45 5.89*** 1.00 1.00 1.03
Z-test for normality of residuals 9.199*** 9.069*** 9.209*** 4.578*** 7.704*** 7.624*** 7.714***
Notes: Standard errors in brackets. ***, **, * are significant at 1%, 5% and 10% respectively. ‡ omitted category is "tells time by looking at 
watch".
Coffee (N=262) Potatoes (N=157)
Dependent Variable: |u|=|self-reported - true measure|
 





x 1= Age 41.87 183.86 -12.55 -0.47 1.27 -0.35
(0.22) (0.18)
Male 0.97 0.03 -0.09 -0.02 48.44 -492.13
(8.11) (120.63)
Education 6.23 11.81 8.16 -0.38 12.67 -20.80
(3.78) (9.76)
Household Size 4.73 4.44 -5.22 0.27 13.56 -27.27
(2.74) (9.08)
7.28 631.34 2.75 -10.35 -0.28 0.49
(19.57) (7.19)
0.02 0.02 -0.23 0.13 -78.08 16,811.39
(48.41) (14,891.95)
10,004.14 156,908,191.69 352.05 -7,726.54 0.00 0.00
(0.05) (2.24)
1,248.37 80,046.90 345.81 249.95 0.04 0.04
(0.01) (0.03)
0.82 0.15 -0.69 -0.48 101.83 -1,305.67
(1,870.20) (5294.55)
0.26 0.19 0.71 0.50 -81.52 2,557.11
(69.74) (743.83)
0.60 0.24 -1.14 -0.61 -270.76 4,858.72
(5,538.82) (91,141.17)
0.08 0.07 0.48 0.10 -35.08 4,593.84
(17.74) (1335.74)
0.05 0.05 0.10 0.03 -33.94 6,598.64
(19.05) (2,451.02)
0.01 0.01 -0.15 -0.01 -42.48 39,468.21
(23.24) (24,502.43)




Tells time (don’t care)






Children not in school
2
1 x σ












x 1= Age 53.57 241.37 56.39 15.93 1.02 -0.08
(0.15) (0.05)
Male 0.95 0.05 -0.20 -0.07 58.70 -499.24
(8.82) (122.78)
Education 5.24 11.83 -8.25 0.26 13.54 -20.59
(2.69) (6.73)
Household Size 4.90 4.79 1.62 5.51 11.24 -17.24
(1.78) (4.54)
3.73 36.02 16.15 7.02 -120.86 239.07
(294.95) (2387.57)
0.01 0.01 0.16 0.09 -182.73 140,292.97
(50.03) (40,177.80)
Altitude 45.86 143.56 -156.62 -36.29 1.34 -0.49
(0.21) (0.10)
12,833.36 604,288,490.00 48,924.90 29,696.10 -0.01 -0.46
(0.02) (1.60)
N=166. Bootstrapped standard errors in brackets (1000 replications).
Land holdings (ha)
Children not in school
Household income
Imputed Biases: Rice Sample (Costa)
2
1 x σ u x1 σ
2 1x x σ












x 1= Age 48.72 185.48 12.49 -0.25 0.26 0.02
(0.06) (0.02)
Male 0.95 0.05 0.14 -0.17 13.42 -47.62
(3.33) (14.62)
Education 10.65 12.50 1.67 -1.84 1.23 -0.37
(0.29) (0.11)
Household Size 4.69 3.16 -0.12 -0.78 2.86 -2.04
(0.70) (0.59)
Land holdings (ha) 2.61 27.04 4.65 0.01 -4.90 6.31
(161.41) (123.87)
0.01 0.01 -0.04 -0.04 -16.58 6,757.45
(4.67) (4521.28)
19,407.39 638,864,043.58 6,002.64 7,600.39 0.00 0.15
(0.02) (10.10)
3,393.63 14,937.73 283.52 96.06 0.00 0.01
(0.00) (0.00)
0.93 0.07 -0.06 -0.07 13.74 -48.64
(3.34) (14.95)
0.06 0.06 0.31 0.01 -26.76 1,654.94
(12.88) (738.47)
0.74 0.20 -0.17 -0.01 20.18 -89.09
(5.51) (31.51)
0.05 0.05 0.03 -0.10 -19.88 1,855.31
(8.33) (1,061.53)
0.14 0.12 -0.17 0.11 -61.33 1,197.93
(235.58) (746.00)
0.01 0.01 0.01 -0.01 -17.84 13,431.72
(6.41) (4,556.27)
N=159. Bootstrapped standard errors in brackets (1000 replications).
Household income
 Imputed Biases: Potato Sample (Sierra)









1 x σ u x1 σ 2 1x x σ
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Figure A2 GIS Simulated Effective Trajectories for a Coffee Producer in Peruvian Amazon 
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