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The connection between the conditioning of a problem instance—the sensitivity
of a problem instance to perturbations in the input—and the speed of certain it-
erative algorithms in solving that problem instance is a recurring topic of study
in numerical analysis. This dissertation, consisting of three distinct parts, pro-
vides a further connection through the framework of randomized optimization
algorithms.
In Part I, we explore how randomization can help asymptotic convergence prop-
erties of simple, directional search-based optimization methods. Specifically, we
develop a randomized, iterative scheme for estimating the Hessian matrix of a
twice-differentiable function. Using this estimation technique, we analyze how
it can be used to enhance a random directional search method. From there, we
proceed to develop a conjugate-directional search method that incorporates es-
timated Hessian information without requiring direct use of gradients.
In Part II, we turn our focus to randomized variants of two classical algorithms:
coordinate descent methods for systems of linear equations and iterated pro-
jection methods for systems of linear inequalities. We then demonstrate that,
under appropriate randomization schemes, linear rates of convergence can be
bounded (in expectation) in terms of natural linear-algebraic conditioning mea-
sures for these problems. By considering conditioning concepts induced by met-
ric regularity and metric subregularity, we then expand upon these results by
examining randomized projection algorithms for convex feasibility problems.
Extensions to reflection-based algorithms are also discussed.
Observing that convex feasibility problems can be reformulated into the prob-
lem of finding a common zero of maximal monotone operators, we proceed by
studying the proximal point method in Part III. Specifically, for the problem
of finding a zero of a single maximal monotone operator, we show that metric
subregularity of that operator is sufficient for linear convergence of the proxi-
mal point method, leading to a convergence rate in terms of the conditioning
induced by the modulus of subregularity. This result is then generalized—by
considering randomized and averaged proximal point methods—to obtain a
convergence rate for the problem of finding a common zero of finitely many
such operators.
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CHAPTER 1
INTRODUCTION
The condition number of a problem instance measures the sensitivity of a solu-
tion to small perturbations in its input data. For many problems that arise in
numerical analysis, there is often a simple relationship between the condition
number of a problem instance and the distance to the set of ill-posed problems—
those problem instances whose condition numbers are infinite [28]. For exam-
ple, with respect to the problem of inverting a matrix A, it is known (see [59], for
example) that if A is perturbed to A + E for sufficiently small E, then
‖(A + E)−1 − A−1‖
‖A−1‖ ≤ ‖A
−1‖ ‖E‖ + O(‖E‖2).
Thus, a condition measure for this problem may be taken as ‖A−1‖. Associated
with this is the classical Eckart-Young theorem found in [37], relating the above
condition measure to the distance to ill-posedness.
Theorem 1.0.1 (Eckart-Young) For any non-singular matrix, A,
min
G
{‖G‖ : A +G is singular} = 1‖A−1‖ .
From a computational perspective, a related and important area of study is that
of error bounds. Given a subset of a Hilbert space, an error bound is an inequal-
ity that bounds the distance from a test vector to the specified subset in terms of
some residual function that is typically easy to compute. In that sense, an error
bound can be used both as part of a stopping rule during implementation of an
algorithm as well as an aide in proving algorithmic convergence. A comprehen-
sive survey of error bounds for a variety of problems arising in optimization can
be found in [87].
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With regards to the problem of solving a square, nonsingular linear system
Ax = b, one connection between condition measures and error bounds is im-
mediate. Let x∗ be a solution to the system and x be any other vector. Then
‖x − x∗‖ = ‖A−1A(x − x∗)‖ = ‖A−1(Ax − b)‖ ≤ ‖A−1‖ ‖Ax − b‖, (1.0.2)
so the distance to the solution set is bounded by a constant multiple of the resid-
ual vector, ‖Ax − b‖, and this constant is the inverse of the one that appears in
the context of distance to singularity. Practically speaking, knowledge of the
error bound—or of the existence of such an error bound—allows one to know
that the distance to the solution set is bounded by a multiple of a more easily-
computable quantity—in this case, the residual norm.
The frequent appearance of the term ‖A−1‖ in the above results is no coincidence.
A recurring paradigm in the area of numerical analysis is the near-equivalence
between badly posed problems—those problems which are a small perturba-
tion from being ill-posed—and problems for which weak error bounds exist.
Further, these two properties are themselves often associated with problems for
which iterative algorithms tend to converge slowly. For example, consider the
problem of solving a linear system, Ax = b, where now A is a positive-definite
matrix. Theorem 1.0.1 and Inequality 1.0.2 show that when ‖A−1‖ is large, the
distance to ill-posedness is small and the natural error bound is weak. Further,
the steepest descent algorithm and the conjugate gradient algorithm are known
to be linearly convergent (see [1], [48], among others) with rates 1 − O( 1k(A) ) and
1 − O( 1√
k(A)
), respectively, where k(A) = ‖A‖ ‖A−1‖ is a scale-invariant condition
measure. If we consider the set of problem instances with a fixed value of ‖A‖
(by considering an a priori rescaling, for example), this shows that these partic-
ular iterative algorithms converge more slowly as ‖A−1‖ increases.
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There is no shortage of literature on the interplay between the ideas of condi-
tioning and error bounds and, of particular interest to the optimization commu-
nity, algorithmic efficiency. For example, in the pioneering papers by Renegar
in [96], [97], [98], a conditioning notion for linear programming was defined di-
rectly in an “Eckart-Young style”—in terms of the distance to infeasibility—and
it was shown that this condition measure directly governs the speed of interior
point algorithms.
Much work exists in other areas of optimization, as well, relating condition-
ing, error bounds and algorithmic speed. Sample work includes quadratic pro-
gramming [116], nonlinear programming [112], semidefinite programming [82],
stochastic programming [104] and additional examples for linear programming
[110], [57], while a broad variety of applications are discussed in [87] and the
many references therein. This list is by no means comprehensive, either across
areas of study or within the specifically listed areas.
A broad framework is being built in variational analysis for generalizing this
paradigm to nonlinear systems. In the spirit of keeping things as sufficiently
general as possible, consider a set-valued mapping, Φ : E → Y, satisfying
Φ(x) ⊆ Y for x ∈ E. An associated problem is that of finding x such that b¯ ∈ Φ(x)
for a given vector b¯. This framework encompasses a variety of problems, includ-
ing not only ordinary equation solving, but also feasibility problems, variational
inequalities and other optimality conditions.
Naturally, any result will ultimately depend on properties of the mapping Φ
itself; however, this general framework of set-valued mappings allows for the
exploration of the “true nature” of conditioning without being encumbered by a
specific problem structure. Our interest in regularity properties of Φ will focus
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around the area of metric regularity, essentially defined by the existence of a
local error bound around (x¯, b¯) with b¯ ∈ Φ(x¯). This and related properties will be
defined more formally in Section 2.3.2. Thorough surveys about error bounds,
metric regularity and related properties can be found in [73], [61] and [33].
Metric regularity provides a broad generalization to the conditioning ideas dis-
cussed in the context of linear systems. For example, it’s certainly curious that
the constant appearing in the Eckart-Young Theorem, Theorem 1.0.1, is the re-
ciprocal of the constant in the natural error bound for linear systems, Inequality
1.0.2. In fact, this inverse relationship between error bounds and distance to ill-
posedness is substantially more general. As shown in [32] and discussed briefly
in Section 2.3.2, under mild assumptions, metric regularity is the condition un-
der which this relationship holds, but for set-valued mappings instead of being
limited to linear systems.
Although the nature of metric regularity makes it an interesting topic of study in
its own right, further interest in this property is propagated by the implications
of metric regularity when studying specific classes of problems or mappings,
often leading back to well-studied regularity assumptions for specific problems.
Consider a few prominent examples. Given a convex function, f , it was shown
in [5] that metric regularity of the subdifferential mapping, ∂ f , is equivalent to a
type of local quadratic growth condition. For a differentiable, convex inequality
system
gi(x) ≤ 0 for i = 1, . . . ,m, (1.0.3)
it was shown in [72] that, under appropriate conditions, metric regularity of
the mapping Φ(x) = [g1(x), . . . , gm(x)]T + Rm+ is equivalent to Abadie’s constraint
qualification as well as being implied by the more prominently studied Slater
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([99]) and Mangasarian-Fromowitz ([27]) constraint qualifications. When the
constraints in 1.0.3 are restricted to be affine, metric regularity provides a con-
nection between the classic Hoffman error bound from [58] and the distance to
infeasibility studied by Renegar in [96], among others. Further, as shown in [32,
Thm. 4.8], the framework of metric regularity provides an alternative method
for calculating the distance to infeasibility in such a case by appealing to con-
nections with the calculus of coderivatives (see [103], among others).
Given this connection between error bounds and distance to ill-posedness for
set-valued mappings, the question remains as to how this property affects the
speed of iterative algorithms. The general use of error bounds to understand
the convergence of algorithms has been studied by many authors for a vari-
ety of applications; one broad approach that encompasses gradient projection
methods, coordinate descent methods and proximal point algorithms, among
others, can be found in [77] and [75]. The body of work explicitly establishing a
connection between metric regularity and algorithmic performance is still in its
infancy; however, the papers [4], [70] and [66] are worthy of mention. This, in
fact, is the second of the two major themes we address in this dissertation.
Fundamentally, the primary theme of this dissertation involves the introduc-
tion of randomization schemes in an algorithmic context, though the reasons
for doing so vary. The most prominent reason in this dissertation for studying
randomized algorithms is to broaden the understanding of the connection be-
tween conditioning of a problem instance and the performance of iterative algo-
rithms on that problem instance. For example, return to the problem of solving a
positive-definite linear system, Ax = b, equivalently formulated as the optimiza-
tion problem of minimizing the convex quadratic function f (x) = 12 x
TAx − bT x.
5
As previously mentioned, the well-studied steepest descent method and con-
jugate gradient method are both linearly convergent with rates expressible in
terms of the relative condition number, ‖A‖ ‖A−1‖.
For many other iterative algorithms for solving this problem, there is a natural
“choice” of search directions to be made at each iteration. From the context of
solving the optimization problem, for example, the classical coordinate descent
method repeatedly cycles through the set of coordinate directions, {e1, . . . , en},
performing an exact minimization over one variable at each iteration. Alterna-
tively, taking the view of solving the underlying linear system, an alternating
projections algorithm cycles through the set of equations and obtain the new
iterate by orthogonally projecting the current iterate onto the hyperplane asso-
ciated with one of the linear equations. These algorithms are of interest because
of their low computational cost, each requiring only O(n) arithmetic operations
per iteration. Further, each of these algorithms is known to be linearly conver-
gent, but the rates of convergence are not easily expressible in terms of typical
matrix quantities like the condition number. By choosing an appropriate prob-
ability distribution over the choice of search directions, however, we can show
that the randomized variants of the algorithms satisfy a probabilistic version of
linear convergence but with a rate now expressible in terms of classical condi-
tioning concepts.
Naturally, we would like generalizations of the above convergence theory to
larger classes of problems. A starting point for such a generalization is to con-
sider arbitrary linear systems Ax = b, for which we later show that a randomized
coordinate descent algorithm is still linearly convergent with a rate dependent
on the condition number of A. A recent result of Strohmer and Vershynin in
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[109], slightly extended in Corollary 4.3.9, shows a similar convergence result
for a randomized projections algorithm which, interestingly enough, has the
same convergence rate as the randomized coordinate descent method. Though
this connection may seem surprising, it follows naturally from the fact that the
analysis of each algorithm relies on the same error bound for the problem in-
stance.
In fact, iterated projection algorithms have been well-studied for broad classes
of problems. Using a similar randomization scheme as for linear equations, we
proceed to demonstrate linear convergence for a randomized projection algo-
rithm for linear inequality systems, Ax ≤ b, with a rate expressible in terms of
a natural error bound provided by Hoffman in [58]. Further connecting error
bounds and distances to ill-posedness, we also provide a distinct convergence
rate in terms of the distance of infeasibility to [96]—originally investigated by
Renegar and shown to govern the convergence rate of interior point methods—
for a specific implementation of this algorithm.
Building upon these results, we continue by considering randomized projection
algorithms for convex feasibility problems. After showing that finding a point
in the intersection of closed and convex sets can be reformulated into the prob-
lem of finding a zero of a specific set-valued mapping, we proceed by using the
error bound provided by metric regularity (or metric subregularity) to demon-
strate linear convergence for several types of projection-based algorithms.
Observing that the projection operator is actually a special case of the proximal
point method leads us in the direction of an even broader problem—finding a
zero, or a common zero, of one or more maximal monotone mappings. With
regards to the problem of finding a zero of a single mapping, we show that
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when the mapping is in fact metrically subregular, the error bound provided
by subregularity directly governs the convergence rate of the proximal point
algorithm. Even further, similar behavior is shown for the problem of finding
a common zero of finitely many maximal monotone operators, via a random-
ized proximal point algorithm, and a convergence rate is shown that depends
both on the error bound derived from the metric subregularity of the mappings
themselves as well as from the metric subregularity of the mapping associated
with the solution set, similar in nature to what we observe from the randomized
projection algorithm for convex feasibility problems. In fact, as a special case of
this, we re-obtain the results on randomized projection algorithms.
Although using randomization techniques to demonstrate a broader connection
between error bounds, distance to ill-posedness and algorithmic performance is
a recurring theme in this dissertation, it’s certainly not the only reason for con-
sidering randomized algorithms. One practical reason is the hope that certain
randomization schemes, even unnatural ones, will lead to improved numerical
performance when compared with “traditional” algorithms. In fact, in Chap-
ter 4, we provide examples where seemingly unnatural randomization schemes
demonstrate the potential for improved performance on certain classes of prob-
lems when compared with either the traditional, deterministic algorithm or the
“natural” randomization scheme.
Although Chapters 4 and 5 primarily revolve around the use of randomiza-
tion to understand how conditioning behavior governs the convergence rate of
simple algorithms, the main part of this dissertation begins with an alternate
approach. In Chapter 3, we examine a method for estimating the conditioning
of a twice-differentiable function in terms of the underlying Hessian matrix. In
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particular, through an appropriate randomization scheme, we demonstrate an
estimation technique that is linearly convergent (in expectation) to the true Hes-
sian matrix but, unlike many traditional Newton-like methods, does not require
direct gradient information. As an application of this technique, we show how
a random search algorithm can be accelerated to provide an asymptotic conver-
gence rate independent of the problem’s conditioning. Further, we demonstrate
how coordinate descent-style algorithms can be improved to take advantage
of the function’s underlying conditioning, leading to superlinear convergence.
The “derivative-free” nature of this analysis provides a way of comparing these
randomized algorithms with traditional, gradient-based algorithms like steep-
est descent and Newton-like methods.
Our initial interest in randomized algorithms stems from the seemingly un-
related papers [39] and [42]. In the former paper, certain randomized search
schemes are presented as having characteristics of approximation via smooth-
ing, even for discontinuous or non-differentiable problems, while connections
with more traditional methods of convex analysis are provided. In the latter
paper, a random search technique is used to provide provable error results for
differentiable, online minimization problems by using the fact that, in expecta-
tion, a certain derivative-free randomization scheme has gradient-like proper-
ties. In a sense, the ideas of the latter paper provided the motivation for the
results in Chapter 3 while the philosophy behind the former paper—as well as
recent work in [109]—encouraged the ideas behind Chapters 4 and 5.
In order to develop the ideas discussed in this introduction more fully, this
dissertation is organized as follows. Chapter 2 consists of the common nota-
tion, definitions and background material that will be frequently referenced in
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the remaining chapters. In Chapter 3, we introduce randomized algorithms
for solving twice-differentiable optimization problems and compare the results
with traditional methods on a cost-per-function-evaluation basis. In Chap-
ter 4, we consider randomized algorithms for specific classes of problems—
positive-definite linear systems, linear equality and inequality systems, and
convex feasibility problems—and show how randomization allows the deter-
mination of convergence rates in terms of traditional conditioning measures. In
Chapter 5, we further examine the interplay between randomization and metric
(sub)regularity, developing new convergence theory for proximal point meth-
ods.
In conclusion, we would like to say that Chapter 3 is based on a joint paper
with A.S. Lewis accepted for publication in the journal Optimization at the time
of the writing of this dissertation. Chapter 4 is based on a paper with A.S. Lewis
submitted for publication to Mathematics of Operations Research. Finally, Chapter
5 is based on a paper that has passed through an initial review for the Journal of
Mathematical Analysis and Applications and is undergoing minor revisions.
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CHAPTER 2
COMMON NOTATION AND DEFINITIONS
2.1 Introduction
In this chapter, common notation used throughout this dissertation will be de-
fined along with a collection of background results from a variety of mathe-
matical areas. For further reading on some recurring topics, sample references
include linear algebra ([59], [60]), convex and variational analysis ([25], [103],
[55], [18]), approximation theory ([30]) and probability ([17]).
Throughout this dissertation, unless otherwise stated, assume that E is a Hilbert
space with an inner product 〈 , 〉 and induced norm ‖ · ‖ = 〈·, ·〉 12 . As fre-
quently used examples of Hilbert spaces, denote the spaces of real numbers,
n-dimensional real vectors and real-valued symmetric n × n matrices by R, Rn,
and Sn respectively, each with their usual Euclidean inner products. Also refer-
enced will be the set of non-negative real numbers, R+, and the extended real
numbers, R¯, defined as R ∪ {±∞}. When necessary, let Y be a second Hilbert
space whose inner product and norm are denoted identically as above. When-
ever possible, we will denote vectors by lowercase letters, constants by lower-
case Greek letters, matrices, sets and operators by uppercase letters, random
variables by bold text and spaces by “blackboard bold,” like E. In the context of
randomized algorithms, however, the notation for the underlying probabilistic
nature of the iterates will be suppressed for simplicity.
On the Hilbert space E, denote the closed unit ball by B = {x ∈ E : ‖x‖ ≤ 1} and
the unit sphere by S = {x ∈ E : ‖x‖ = 1}.
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Given two sets U and V and α ∈ R, define the set operations element-wise by
U + V = {u + v : u ∈ U, v ∈ V}
and
αU = {αu : u ∈ U}.
2.2 Linear Algebra
In what follows, consider m-by-n real matrices A. The set of rows of A is de-
noted by {aT1 , . . . , aTm} and the set of columns is denoted {A1, . . . , An}. The spec-
tral norm of A is the quantity ‖A‖2 := max‖x‖=1 ‖Ax‖ and the Frobenius norm is
‖A‖F :=
√∑
i, j a2i j. Additionally, these norms satisfy
‖A‖2 ≤ ‖A‖F ≤
√
n‖A‖2. (2.2.1)
For an arbitrary matrix, A, let ‖A−1‖2 be the smallest constant M such that
‖Ax‖2 ≥ 1M ‖x‖2 for all vectors x. In the case m ≥ n, if A has singular values
σ1 ≥ σ2 ≥ · · · ≥ σn, then M can also be expressed as the reciprocal of the mini-
mum singular value σn, and, if A is invertible, this quantity equals the spectral
norm of A−1. Additionally, denote the smallest non-zero singular value of A by
σ(A).
Now suppose the matrix A is n-by-n and positive definite, being symmetric and
satisfying xTAx > 0 for all x , 0. The energy norm (or A-norm), denoted ‖ · ‖A, is
defined by ‖x‖A :=
√
xTAx. This norm satisfies
‖x‖2A ≤ ‖A−1‖2 · ‖Ax‖2 for all x ∈ Rn, (2.2.2)
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‖Ax‖2 ≤ λmax(A)‖x‖2A ≤ λmax(A)2‖x‖22 (2.2.3)
and
λmin(A)‖x‖22 ≤ ‖x‖2A, (2.2.4)
where λmax(A) and λmin(A) are the maximum and minimum eigenvalues of A,
respectively. Further, if A is simply positive semi-definite, we can generalize
Inequality 2.2.2:
xTAx ≤ 1
λ(A)
‖Ax‖2 (2.2.5)
where λ(A) is the smallest non-zero eigenvalue of A. We denote the trace of A by
tr A: it satisfies the inequality
‖A‖F ≥ tr A√
n
. (2.2.6)
For the frequently associated, strictly convex quadratic function
f (x) = 12 x
TAx + bT x with minimizer x∗ = −A−1b, the energy norm satisfies
1
2
‖x − x∗‖2A = f (x) − f (x∗). (2.2.7)
Observe that Equation 2.2.7 holds for any solution x∗ to Ax = b in the case where
A is only positive semi-definite as long as a solution exists, noting that any such
solution is a minimizer of f . However, the left-hand side, defined exactly as
before, is no longer technically a norm.
In Rn, let ei denote the column vector with a 1 in the ith position and zeros else-
where. Additionally, for a vector x ∈ Rn, define the vector x+ by (x+)i = max{xi, 0}
and the matrix Diag (x) to be the matrix whose main diagonal is the vector x and
whose other entries are 0.
Certain conditioning measures for linear systems will be frequently referenced.
The relative condition number of A is k(A) := ‖A‖2 ‖A−1‖2, the commonly used
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condition measure. Another measure of interest is the scaled condition num-
ber, introduced by Demmel in [29], given by κ(A) := ‖A‖F‖A−1‖2. In particular,
these measures are related by
k(A) ≤ κ(A) ≤ √n k(A).
2.3 Convex and Variational Analysis
2.3.1 The Basics
Let F be a set-valued mapping, denoted F : E → Y, such that F(x) ⊆ Y for all
x ∈ E. The inverse mapping, denoted F−1, is defined by x ∈ F−1(y) ⇔ y ∈ F(x).
The graph, domain and range of F, denoted gph F, dom F and rng F are de-
fined by
gph F = {(x, y) : y ∈ F(x)},
dom F = {x : F(x) , ∅}
and
rng F = ∪x∈EF(x).
A set-valued mapping F is called single-valued on a set, D ⊂ E, denoted
F : D → Y, if F(x) is a singleton for all x ∈ D. In such a case, denote F(x) to
be either the single-element set or the unique element of that singleton set as
appropriate from the context.
Given a set S ⊆ E, the distance from x to S , denoted d(x, S ), is defined by
inf{‖x−z‖ : z ∈ S }. If S is closed and convex, define PS (x) to be the projection op-
erator on S : that is, PS (x) is the unique vector in S satisfying ‖x−PS (x)‖ = d(x, S ).
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Definition 2.3.1 A single-valued mapping T : E→ Y is firmly non-expansive if
‖T (x) − T (y)‖2 + ‖(I − T )(x) − (I − T )(y)‖2 ≤ ‖x − y‖2 ∀x, y ∈ E (2.3.2)
and non-expansive if
‖T (x) − T (y)‖ ≤ ‖x − y‖ ∀x, y ∈ E, (2.3.3)
where I is the identity mapping.
Proposition 2.3.4 [47, Thm. 12.1] A mapping T is firmly non-expansive if and only
if 2T − I is non-expansive.
Proposition 2.3.5 The composition of finitely many non-expansive mappings is a non-
expansive mapping.
Proof Let T and U be two non-expansive mappings. Then
‖T (U(x)) − T (U(y))‖ ≤ ‖U(x) − U(y)‖ ≤ ‖x − y‖.
The result then follows by induction. 2
Proposition 2.3.6 [30, Thm. 5.5] For a closed, convex set, S , the projection operator
PS (·) is firmly non-expansive.
By observing that PS (x) = x for all x ∈ S , the following inequality derived from
Inequality 2.3.2 will prove useful later:
‖y − x‖2 − ‖PS (y) − x‖2 ≥ ‖y − PS (y)‖2 for all x ∈ S , y ∈ E. (2.3.7)
A central tool in convex analysis is that of the normal cone.
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Definition 2.3.8 The normal cone to a closed, convex set S at x is defined as
NS (x) = ∅ if x < S and, if x ∈ S ,
NS (x) := {y ∈ E : 〈y, s − x〉 ≤ 0 ∀s ∈ S }. (2.3.9)
The projection operator can be characterized in terms of the normal cone.
Proposition 2.3.10 [30, Thm. 4.1] For a closed convex set, S , the corresponding pro-
jection operator can be characterized by
z = PS (x) if and only if z ∈ S and x − z ∈ NS (z). (2.3.11)
Specifically, x − PS (x) ∈ N(PS (x)) for all x.
Definition 2.3.12 Given a single-valued function f : E → R¯, the epigraph of f is
defined to be
epi f = {(x, y) ∈ E × R : y ≥ f (x)}.
Definition 2.3.13 A single-valued function f : E → R¯ is convex if its epigraph is a
convex set.
Additionally, for a single-valued function f , the domain of f : E→ R¯ is defined
to be the domain of the mapping whose graph is the epigraph of f .
Definition 2.3.14 The subdifferential of a convex function f at x¯, denoted ∂ f (x¯), is
defined by
∂ f (x¯) = {y ∈ E : f (x) ≥ f (x¯) + 〈y, x − x¯〉 for all x ∈ E}
for x¯ ∈ dom f and ∂ f (x¯) = ∅ otherwise.
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Example 2.3.15 Let ιS be the indicator function for S ⊆ E, where S is a closed
and convex set, satisfying ιS (x) = 0 when x ∈ S and ιS (x) = ∞ otherwise. Then
∂ιS (x¯) = NS (x¯).
Let X be a random vector on E and let E[·] be the expected value operator with
respect to the probability distribution of X. The following proposition, known
as Jensen’s Inequality, will be frequently used.
Proposition 2.3.16 (Jensen’s Inequality) Let X be a random vector on E and let
f : E→ R¯ be a convex function. Then
f (E[X]) ≤ E[ f (X)].
2.3.2 Metric Regularity and Subregularity
Consider a set-valued mapping Φ : E → Y and the problem of solving the
associated constraint system b¯ ∈ Φ(x) for the unknown vector x. Building upon
the idea of an error bound for linear systems as discussed in Chapter 1, we
consider related regularity conditions for set-valued mappings. The first is that
of metric regularity.
Definition 2.3.17 The set-valued mapping Φ : E → Y is metrically regular at x¯ for
b¯ if b¯ ∈ Φ(x¯) and there exists γ > 0 such that
d(x,Φ−1(b)) ≤ γ d(b,Φ(x)) for all (x, b) near (x¯, b¯). (2.3.18)
The modulus of regularity, denoted Reg Φ(x¯|b¯), is the infimum of all constants γ such
that Inequality 2.3.18 holds.
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Metric regularity generalizes the error bounds previously discussed at the ex-
pense of only guaranteeing a bound in local terms. For example, if Φ is a single-
valued linear map, then the modulus of regularity (at any x¯ for any b¯) corre-
sponds to the typical conditioning measure ‖Φ−1‖2 (with ‖Φ−1‖2 = ∞ implying
the map is not metrically regular) and if Φ is a smooth single-valued mapping,
then the modulus of regularity is the reciprocal of the minimum singular value
of the Jacobian, ∇Φ(x).
The property of metric regularity possesses strong connections with other ideas
in variational analysis. The simplest is that it provides a generalization of the
Banach open mapping principle which effectively says, as shown in [32, Ex. 1.1],
that a bounded and linear mapping is metrically regular if and only if it is surjec-
tive, in which case the modulus of regularity is simply sup{d(0, A−1(y)) : y ∈ B}.
If the mapping Φ has a closed-convex graph, the Robinson-Ursescu Theorem
([111], [100], et. al.) says that Φ is metrically regular at x¯ for b¯ if and only if b¯ is
in the interior of the range of Φ. Metric regularity is additionally known to be
equivalent to several other properties in variational analysis, namely the Aubin
property of Φ−1 and the openness at linear rate of Φ ([103, Thm 9.43]). Further,
a result originating with Lyusternik and Graves ([79], [49]) and extended by
others (for example, [31],[61], [32]) shows that metric regularity is determined
by the first-order behavior of a mapping and is preserved under perturbations
of mappings with sufficiently small Lipschitz constant. Additional information
about metric regularity and its relationship to other concepts in variational anal-
ysis can be found in the surveys [33], [61], among others.
From an alternative perspective, metric regularity provides a framework for
generalizing the Eckart-Young result on the distance to ill-posedness of linear
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mappings cited in Theorem 1.0.1.
Definition 2.3.19 For a set-valued mapping Φ : E→ Y with closed graph, the radius
of metric regularity at x¯ for b¯ is given by
rad Φ(x¯|b¯) = inf{‖G‖ : Φ +G not metrically regular at x¯ for b¯ +G(x¯)},
where the infimum is over all linear mappings G.
The following strikingly simple relationship between the radius of regularity
and the modulus of regularity was shown in [32].
Proposition 2.3.20
rad Φ(x¯|b¯) ≥ 1
Reg Φ(x¯|b¯) ,
with equality holding when Φ is a mapping between finite dimensional spaces.
A slightly weaker condition than metric regularity is that of metric subregular-
ity, defined as in [62].
Definition 2.3.21 The set-valued mapping Φ : E → Y is metrically subregular at x¯
for b¯ ∈ Φ(x¯) if there exists γ > 0 such that
d(x,Φ−1(b¯)) ≤ γ d(b¯,Φ(x)) for all x near x¯. (2.3.22)
The modulus of subregularity, denoted Subreg Φ(x¯|b¯), is the infimum of all constants
γ such that Inequality 2.3.22 holds.
Observe that the reference vector b¯ is fixed in Inequality 2.3.22 for metric subreg-
ularity, but not in Inequality 2.3.18 for metric regularity; from this, it naturally
follows that Subreg Φ(x¯|b¯) ≤ Reg Φ(x¯|b¯). In [33], the following, slightly modified
definition of metric subregularity is used instead.
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Definition 2.3.23 ([33]) The set-valued mapping Φ : E → Y is metrically subregu-
lar at x¯ for b¯ ∈ Φ(x¯) if there exists γ > 0 and a neighborhood V of b¯ such that
d(x,Φ−1(b¯)) ≤ γ d(b¯,Φ(x) ∩ V) for all x near x¯. (2.3.24)
As noted without proof in [62], the definitions are equivalent in the sense that,
given x¯ and b¯ ∈ Φ(x¯), Definition 2.3.21 holds if and only if Definition 2.3.23
holds. We include a short proof of this equivalence here for completeness.
Proposition 2.3.25 The set-valued mapping Φ : E → Y is metrically subregular at x¯
for b¯ according to Definition 2.3.21 if and only if it is metrically subregular at x¯ for b¯
according to Definition 2.3.23.
Proof ⇒: Suppose there exists γ > 0 such that Definition 2.3.21 holds. Then,
choosing V = Y, the result follows trivially.
⇐: Let x be sufficiently near x¯ so that Definition 2.3.23 holds with constant
γ > 0 and note that, if Φ(x) = ∅, then Inequality 2.3.22 holds trivially. Therefore,
assume Φ(x) , ∅. To temporarily abuse some previous notation, define PΦ(x)(b¯)
to be any element of E that attains the infimum of inf{‖y − b¯‖ : y ∈ cl(Φ(x))},
where cl(S ) is the closure of S , implying that d(b¯,Φ(x)) = ‖b¯ − PΦ(x)(b¯)‖. From
this, it follows that
d(x,Φ−1(b¯)) ≤ γ d(b¯,Φ(x) ∩ V) (Inequality 2.3.24)
≤ γ
[
‖b¯ − PΦ(x)(b¯)‖ + d(PΦ(x)(b¯),V)
]
(Triangle Inequality)
≤ 2γ‖b¯ − PΦ(x)(b¯)‖ (since b¯ ∈ V)
= 2γ d(b¯,Φ(x)) (Definition of Projection).
2
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Metric subregularity of Φ is shown to be related to the calmness of Φ−1 and
this relationship is thoroughly explored in several papers, including [62] and
[115]. Unfortunately, metric subregularity fails to imply many of the stability
properties implied by metric regularity. Examples are shown in [33] where met-
ric subregularity is not preserved under a perturbation with Lipschitz constant
0, unlike metric regularity. Further, examples are given that show that metric
subregularity implies no “natural” relationship between the modulus and the
radius of subregularity like the one of Proposition 2.3.20.
2.3.3 Geometry and Metric Regularity
Given closed and convex sets S 1, . . . , S m ⊆ E, we often want to consider regular-
ity aspects of the sets themselves. We will examine one approach that involves
considering regularity properties of a related set-valued mapping. Endow the
product space Em with the inner product
〈(u1, u2, . . . , um), (v1, v2, . . . , vm)〉 =
m∑
i=1
〈ui, vi〉
and consider the set-valued mapping Φ : E→ Em given by
Φ(x) = [S 1 − x, S 2 − x, . . . , S m − x]T . (2.3.26)
Then it clearly follows that x¯ ∈ ∩iS i if and only if 0 ∈ Φ(x¯). Using metric regu-
larity as a starting point, suppose Φ(x) is metrically regular at x¯ for 0. From the
definition, this is equivalent to the strong metric inequality, examined in [67] and
[68], among others, defined by the existence of β, δ > 0 such that, for i = 1, . . . ,m,
d(x,∩i(S i − zi)) ≤ βmax
1≤i≤m
d(x + zi, S i) for all x ∈ x¯ + δB, zi ∈ δB. (2.3.27)
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Characterizing this in terms of normal cones, it was shown in [68, Thm. 1, Prop.
10, Cor. 2] that this is equivalent to the existence of constants δ, k > 0 such that
zi ∈ δB, yi ∈ NS i(x¯ + zi) (i = 1, . . . ,m)⇒
∑
i
‖yi‖2 ≤ k2‖
∑
i
yi‖2. (2.3.28)
By using the formula in [103, Thm 9.43] for expressing the modulus of regularity
in terms of coderivatives, it was shown in [70] that
RegΦ(x¯|0) = lim
δ↓0
{
inf{k : Inequality 2.3.28 holds.}
}
. (2.3.29)
As a corollary to Equation 2.3.29, we obtain the following result, which will be
useful later, that nicely rephrases Equation 2.3.28.
Corollary 2.3.30 ([70]) Suppose the set-valued mapping Φ(x) = [S 1 − x, . . . , S m − x]T
is metrically regular at x¯ for 0 and let γ¯ be any constant greater than Reg Φ(x¯|0). Then
for all xi ∈ S i sufficiently near x¯, any vectors yi ∈ NS i(xi), i = 1, . . . ,m satisfy∑
i
‖yi‖2 ≤ γ¯2‖
∑
i
yi‖2.
Consider a relaxed variant of the strong metric inequality, known simply as the
metric inequality as studied in [61], [86] and [68] among others, defined to hold
at x¯ if there exists β > 0 such that
d(x,∩iS i) ≤ βmax
1≤i≤m
d(x, S i) for all x ∈ x¯ + δB. (2.3.31)
If Inequality 2.3.31 is valid for δ = ∞, we obtain the property of linear regularity
and if it holds for all δ > 0, it is equivalent to the property of bounded linear
regularity, as studied in [7], [8], [9], [10], [15] and others, often in an algorithmic
context. In the following result, we see that the existence of a δ > 0 such that
Inequality 2.3.31 holds is equivalent to the previously defined mapping Φ being
metrically subregular at x¯ for 0.
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Proposition 2.3.32 Given a collection of closed, convex sets {S 1, . . . , S m}, the set-
valued function Φ(x) = [S 1 − x, . . . , S m − x]T is metrically subregular at x¯ for 0 if
and only if there exist β, δ > 0 such that Inequality 2.3.31 holds.
Proof ⇒: Suppose Φ is metrically subregular at x¯ for 0 with constant κ. Then
there exists a neighborhood of x¯ such that:
d(x,∩iS i)2 = d(x,Φ−1(0))2 ≤ κ2d(0,Φ(x))2
= κ2
∑
i
d(x, S i)2 ≤ mκ2max
i
{d(x, S i)2}.
Hence, there exists a neighborhood of x¯ such that Inequality 2.3.31 holds.
⇐: Suppose there exists δ > 0 such that Inequality 2.3.31 holds with constant β.
Then, for all x ∈ x¯ + δB,
d(x,Φ−1(0))2 = d(x,∩iS i)2 ≤ β2max
i
{d(x, S i)2}
≤ β2
∑
i
d(x, S i)2 = β2d(0,Φ(x))2,
implying metric subregularity of Φ. 2
2.4 Linear Convergence
In this section, definitions regarding the convergence of sequences will be pro-
vided. In what follows, assume S ⊆ E is a convex set and let ρ : E → R+ be an
arbitrary norm on E (i.e., any function satisfying ρ(x) = 0 if and only if x = 0,
ρ(λx) = |λ|ρ(x) and ρ(x + y) ≤ ρ(x) + ρ(y) for all λ ∈ R, x, y ∈ E). Further, for x ∈ E,
define the ρ-distance from x to S by dρ(x, S ) = inf{ρ(x − y) : y ∈ S }.
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For notational simplicity, if no norm ρ is specified, take ρ to be the norm induced
by the inner product on E (e.g. ρ(x) = 〈x, x〉 12 ), in which case, the definition
of dρ(x, S ) matches the one given in Section 2.3. Using these concepts, we can
proceed to define various methods of convergence.
Definition 2.4.1 Let {x j} j≥0 ⊆ E be a sequence of vectors and ρ a norm on E. Then {x j}
is linearly convergent to S with respect to ρ if there exists a constant α ∈ [0, 1) such
that, for all j ≥ 0,
dρ(x j+1, S ) ≤ αdρ(x j, S ).
Definition 2.4.2 Let {x j} j≥0 ⊆ E be a sequence of vectors and ρ a norm on E. Then
{x j} is super-linearly convergent to S with respect to ρ if either x j ∈ S for all j
sufficiently large, or
lim
j→∞
dρ(x j+1, S )
dρ(x j, S )
= 0.
When discussing a random vector, we will denote the expected value with re-
spect to the underlying probability distribution by E[·]. In this case, we obtain
the following generalized definition of linear convergence.
Definition 2.4.3 Let {X j} j≥0 be a sequence of random vectors and ρ a norm on E. Then
{X j} is linearly convergent in expectation to S with respect to ρ if there exists a
constant α ∈ [0, 1) such that, for all j ≥ 0,
dρ(X j+1, S ) ≤ dρ(X j, S ) with probability 1
E[dρ(X j+1, S )2 | X j] ≤ αdρ(X j, S )2.
A more commonly used notion of convergence of random variables is that of
almost sure convergence, defined as follows.
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Definition 2.4.4 A sequence of random vectors {X j} j≥0 converges almost surely to
the random vector X if
P(lim
j→∞X j = X) = 1.
The next result provides an initial characterization of the probabilistic conse-
quences of linear convergence in expectation.
Proposition 2.4.5 Suppose the sequence of random vectors, {X j} j≥0 is linearly conver-
gent in expectation to S with respect to ρ and that the random variable dρ(X0, S ) is
bounded above almost surely. Then lim j→∞ dρ(X j, S ) = 0 almost surely.
Proof For j = 0, 1, 2, . . ., define Y j = dρ(X j, S ). By assumption, Y j is non-negative
and monotonically non-increasing, implying that Y j converges to some non-
negative random variable Y almost surely (see, for example, [17]). Further, we
know that
E[Y2j+1 | X0] = E[ E[Y2j+1 | X j] | X0] ≤ E[α Y2j | X0]
by assumption for some α ∈ [0, 1). By induction, it follows that
E[Y2j | X0] ≤ α j Y0.
Finally, applying the Dominated Convergence Theorem, it follows that
E[Y2 | X0] = E[lim
j
Y2j | X0] = limj E[Y
2
j | X0] ≤ limj α
jY0 = 0.
From E[Y2 | X0] = 0 and Y ≥ 0 almost surely, we can conclude that Y = 0 almost
surely. 2
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CHAPTER 3
RANDOMIZED HESSIAN ESTIMATION
3.1 Introduction
Stochastic techniques in directional search algorithms have been well-studied
in solving optimization problems, often where the underlying functions them-
selves are random or noisy. For example, some of these algorithms are based
on directional search methods that obtain a random search direction which ap-
proximates a gradient in expectation. For some background on this class of
algorithms, see [40, Ch. 6] or [108, Ch. 5]. In general, for many randomized al-
gorithms, the broad convergence theory, combined with inherent computational
simplicity, makes them particularly appealing, even for noiseless, deterministic
optimization problems.
In this chapter, we avoid any direct use of gradient information, relying only on
function evaluations. In that respect, the methods we consider have the flavor
of derivative-free algorithms. Our goal, however, is not the immediate devel-
opment of a practical, competitive, derivative-free optimization algorithm: our
aim is instead primarily speculative. In contrast with much of the derivative-
free literature, we make several impractical assumptions that hold throughout
this chapter. We assume that the function we seek to minimize is twice differ-
entiable and that evaluations of that function are reliable, cheap, and accurate.
Further, we assume that derivative information is neither available directly nor
via automatic differentiation, but it is well-approximated by finite differencing.
Additionally, we assume that any line search subproblem is relatively cheap
to solve when compared to the cost of approximating a gradient. This last as-
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sumption is based on the fact that, asymptotically, the computational cost of
a line search should be independent of the problem dimension, being a one-
dimensional optimization problem, while the number of function evaluations
required to obtain a gradient through finite differencing grows linearly with the
problem dimension. Within this narrow framework, we consider the question
as to whether, in principle, randomization can be incorporated to help simple
iterative algorithms achieve good asymptotic convergence.
Keeping this narrow framework in mind, this chapter is organized as follows.
In the remainder of this section, we consider a randomized directional search
algorithm that chooses a search direction uniformly at random from the unit
sphere and apply it to convex quadratic functions, comparing convergence re-
sults with a traditional gradient descent algorithm. In Section 3.2, we introduce
a technique of randomized Hessian estimation and prove some basic proper-
ties. In Section 3.3, we consider algorithmic applications of our randomized
Hessian estimation method. In particular, we show how Hessian estimates can
be used to accelerate the uniformly random search algorithm introduced in this
section and, additionally, how randomized Hessian estimation can also be used
to develop a conjugate direction-like algorithm.
As an initial illustration of the use of randomization, consider the following ba-
sic algorithm: at each iteration, choose a search direction uniformly at random
on the unit sphere and perform an exact line search. This algorithm itself has
been widely studied, with analysis appearing in [45] and [105], among others.
Further, it was shown to be linearly convergent for twice differentiable functions
under conditions given in [94].
Consider applying this algorithm to the problem of minimizing a convex
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quadratic function f (x) = 12 x
TAx+bT x where A is a positive-definite, n×n matrix.
Observe that if the current iterate is x, then the new iterate is given by
x+ = x − d
T (Ax + b)
dTAd
d (3.1.1)
and the new function value is
f (x+) = f (x) − (d
T (Ax + b))2
2dTAd
.
The difference between the current function value and the optimal value is re-
duced by the ratio
f (x+) − f (x∗)
f (x) − f (x∗) = 1 −
(dT (Ax + b))2
2(dTAd)( f (x) − f (x∗))
= 1 − (d
T (Ax + b))2
(dTAd)((x − x∗)TA(x − x∗))
= 1 − (d
TA(x − x∗))2
(dTAd)((A(x − x∗))TA−1(A(x − x∗)))
≤ 1 − 1
k(A)
(
dT
A(x − x∗)
‖A(x − x∗)‖
)2
.
Observe that the distribution of d is invariant under orthogonal transfor-
mations. Therefore, let U be any orthogonal transformation satisfying
U( A(x−x
∗)
‖A(x−x∗)‖ ) = e1, the first standard basis vector. From this, we have
E[
(
dT
A(x − x∗)
‖A(x − x∗)‖
)2 | x] = E[((UTd)T A(x − x∗)‖A(x − x∗)‖)2 | x]
= E[d21]
=
1
n
E[
(∑
i
d2i
)
]
=
1
n
,
where the first equality follows from the invariance of the distribution of d and
the third equality follows from the fact that each component of d is identically
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distributed. We deduce
E[ f (x+) − f (x∗) | x] ≤
(
1 − 1
n k(A)
)
( f (x) − f (x∗)) (3.1.2)
with equality when A is a multiple of the identity matrix, in which case k(A) = 1.
Compare this with the steepest descent algorithm. A known result about the
steepest descent algorithm in [1] says that, given initial iterate x and defining
xˆ to be the new iterate constructed from an exact line search in the negative
gradient direction,
f (xˆ) − f (x∗) ≤
(k(A) − 1
k(A) + 1
)2(
f (x) − f (x∗)
)
=
(
1 − O( 1
k(A)
)
)(
f (x) − f (x∗)
)
.
Further, for most initial iterates x, this inequality is asymptotically tight if this
procedure is iteratively repeated. Consider the following asymptotic argument,
applying the assumptions made earlier in this section. Suppose derivative infor-
mation is only available through—and well-approximated by—finite differenc-
ing but we can perform an exact (or almost-exact) line search in some constant
number, O(1), of function evaluations. It follows that each iteration of random
search takes O(1) function evaluations. However, since derivative information is
only available via finite differencing, computing a gradient takes O(n) function
evaluations. Letting x¯ be the iterate after performing O(n) iterations of random
search, we obtain that
E
[ f (x¯) − f (x∗)
f (x) − f (x∗) | x
]
≤
(
1 − 1
n k(A)
)O(n)
= 1 − O( 1
k(A)
).
Essentially, the expected improvement of random search is on the same order
of magnitude as steepest descent when measured on a cost per function evalu-
ation basis. This simple example suggests that randomization techniques may
29
be an interesting ingredient in the design and analysis of iterative optimization
algorithms.
3.2 Randomized Hessian Estimation
In this section, we will consider arbitrary twice-differentiable functions
f : Rn → R. As in the previous section, assume these functions can be evaluated
exactly, but derivative information is only available through finite differencing.
In particular, for any vector v ∈ Rn, suppose we can use finite differencing to
well-approximate the second derivative of f at x in the direction v via the for-
mula
vT∇2 f (x)v ≈ f (x + v) − 2 f (x) + f (x − v)
2
(3.2.1)
for some sufficiently small  > 0. In particular, note that by choosing 12n(n + 1)
suitable directions v, we could effectively approximate the entire Hessian∇2 f (x).
In Section 3.1, we considered a framework in which computational costs of an
algorithm are measured by the number of function evaluations required and we
will continue with that throughout this chapter. In particular, it was shown that
under this framework, the steepest descent algorithm, asymptotically, achieves
improvement on the same order of magnitude as a uniformly random search
algorithm when applied to convex quadratics. Ideally, we would like to extend
these methods of analysis to algorithms that incorporate additional informa-
tion about a function’s behavior. For example, instead of calculating a complete
Hessian matrix at each iteration, Newton-like methods rely on approximations
to the Hessian matrix which are iteratively updated, often from successively
generated gradient information. To consider a similar approach in the context
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of random search, suppose we begin with an approximation to the Hessian ma-
trix, denoted B, and some unit vector v ∈ Rn. Consider the new matrix B+ ob-
tained by making a rank-one update so that the new matrix B+ matches the true
Hessian in the direction v, i.e.,
B+ = B + (vT (∇2 f (x) − B)v)vvT . (3.2.2)
This rank-one update results in the new matrix B+ having the property that
vTB+v = vT∇2 f (x)v. Note that if this update is performed using the approximate
second derivative via Equation 3.2.1, then this only costs 3 function evaluations.
For the remainder of this section, assume the space of symmetric n× n matrices,
Sn, is equipped with the usual trace inner product 〈X,Y〉 = tr (XTY) and the
induced Frobenius norm. We proceed with the following result.
Theorem 3.2.3 Given any matrices H, B ∈ Sn, if the random vector d ∈ Rn is uniformly
distributed on the unit sphere, then the matrix
B+ = B + (dT (H − B)d)ddT
satisfies
‖B+ − H‖ ≤ ‖B − H‖
and
E[‖B+ − H‖2] ≤
(
1 − 2
n(n + 2)
)
‖B − H‖2.
Proof Since we can rewrite the update in the form
(B+ − H) = (B − H) −
(
dT (B − H)d
)
ddT ,
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we lose no generality in assuming H = 0. Additionally, we lose no generality in
assuming ‖B‖ = 1, and proving
‖B+‖ ≤ 1 and E[‖B+‖2] ≤ 1 − 2n(n + 2) .
From the equation
B+ = B − (dTBd)ddT ,
we immediately deduce
‖B+‖2 = ‖B‖2 − (dTBd)2 = 1 − (dTBd)2 ≤ 1.
To complete the proof, we need to bound the quantity E[(dTBd)2]. We can di-
agonalize the matrix B = UT (Diag λ)U where U is orthogonal and the vector
of eigenvalues λ ∈ Rn satisfies ‖λ‖ = 1 by assumption. Using the fact that the
distribution of d is invariant under orthogonal transformations, we obtain
E[(dTBd)2] = E[(dTUT (Diag λ)Ud)2] = E[(dT (Diag λ)d)2]
= E[(
n∑
i=1
λid2i )
2] = E[
∑
i
λ2i d
4
i +
∑
i, j
λiλ jd2i d
2
j ]
= E[d41] + (
∑
i, j
λiλ j)E[d21d
2
2]
by symmetry. Since we know that
0 ≤ (
∑
i
λi)2 =
∑
i
λ2i +
∑
i, j
λiλ j = 1 +
∑
i, j
λiλ j,
it follows that
E[(dTBd)2] ≥ E[d41] − E[d21d22].
Standard results on integrals over the unit sphere in Rn gives the formula
∫
‖x‖=1
xν1 dσ = 2pi
n−1
2
Γ
(
ν+1
2
)
Γ
(
ν+n
2
) ,
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where dσ denotes an (n − 1)-dimensional surface element, and Γ(·) denotes the
Gamma function. We deduce
E[d41] =
∫
‖x‖=1 x
4
1 dσ∫
‖x‖=1 dσ
=
Γ
(
5
2
)
Γ
(
n
2 + 2
) · Γ(n2)
Γ
(
1
2
) = 32 · 12(
n
2 + 1
)
· n2
=
3
n(n + 2)
.
Furthermore,
1 =
(∑
i
d2i
)2
=
∑
i
d4i +
∑
i, j
d2i d
2
j ,
so using symmetry again shows
1 = nE[d41] + n(n − 1)E[d21d22].
From this we deduce
E[d21d
2
2] =
1 − nE[d41]
n(n − 1) =
1
n(n + 2)
.
Therefore, this shows that
E[(dTBd)2] ≥ 3
n(n + 2)
− 1
n(n + 2)
=
2
n(n + 2)
,
so
E[‖B+‖2] ≤ 1 − 2n(n + 2)
as required. 2
To continue, note that iterating this procedure generates a random sequence of
Hessian approximations that converges almost surely to the true Hessian, as
shown next.
Corollary 3.2.4 Given any matrices H, B0 ∈ Sn, consider the sequence of matrices
Bk ∈ Sn for k = 0, 1, 2, . . ., defined iteratively by
Bk+1 = Bk +
(
(dk)T (H − Bk)dk
)
dk(dk)T ,
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where the random vectors d0, d1, d2, . . . ∈ Rn are independent and uniformly distributed
on the unit sphere. Then the errors ‖Bk − H‖ decrease monotonically, and Bk → H
almost surely.
Proof By Theorem 3.2.3, it follows that the random sequence of matrices {Bk}
is linearly convergent in expectation to H with respect to ‖ · ‖F . Therefore, the
result follows from Proposition 2.4.5.
In a more realistic framework for optimization, we wish to approximate a lim-
iting Hessian. In the context of randomized algorithms, such as the “random
search” algorithm described in Section 3.1, the iterates generated by the algo-
rithm now are random. By using Hessian information at each iterate to update
our Hessian estimate, we now have to consider that the corresponding sequence
of Hessians used for approximation is now itself random, though ideally ap-
proaching a limiting Hessian, in addition to considering the random sequence
of Hessian estimates generated by the estimation procedure of Theorem 3.2.3.
To account for this in the following theorem, recall that
√
E[‖X‖2] is a norm on
the space of random matrices. Applying properties of norms to this function, as
the next result shows, we obtain convergence of the random Hessian estimates
to the limiting Hessian.
Theorem 3.2.5 Consider a sequence of random matrices Hk ∈ Sn for k = 1, 2, 3, . . .,
with each E[‖Hk‖2] finite, and a fixed matrix H¯ ∈ Sn such that E[‖Hk − H¯‖2] → 0.
Consider a sequence of random matrices Bk ∈ Sn for k = 0, 1, 2, . . ., with E[‖B0‖2] finite,
related by the iterative formula
Bk+1 = Bk +
(
(dk)T (Hk − Bk)dk
)
dk(dk)T ,
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where the random vectors d0, d1, d2, . . . ∈ Rn are independent and uniformly distributed
on the unit sphere. Then E[‖Bk − H¯‖2]→ 0.
Proof By Corollary 3.2.4, we know for each k = 0, 1, 2, . . . the inequality
‖Bk+1 − Hk‖2 ≤ ‖Bk − Hk‖2
holds. Hence by induction it follows that E[‖Bk‖2] is finite for all k ≥ 0.
Define a number
r =
√
1 − 2
n(n + 2)
∈ (0, 1).
By Theorem 3.2.3, we have
E[‖Bk+1 − Hk‖2 | Bk,Hk] ≤ r2‖Bk − Hk‖2.
Once again, define a probability measure γk by
γk(S ) = pr{(Bk,Hk) ∈ S }
for any measurable set S . Then we have
E[‖Bk+1 − Hk‖2] =
∫
E[‖Bk+1 − Hk‖2 | (Bk,Hk) = (B,H)]dγk(B,H)
≤
∫
r2‖B − H‖2 dγk(B,H)
= r2E[‖Bk − Hk‖2].
Applying the triangle inequality property of norms gives√
E[‖Bk+1 − H¯‖2] ≤ r
√
E[‖Bk − H¯‖2] + (1 + r)
√
E[‖Hk − H¯‖2].
Now fix any number  > 0. By assumption, there exists an integer k¯ such that
for all integers k ≥ k¯ we have
E[‖Hk − H¯‖2] ≤
( (1 − r)
2(1 + r)
)2
.
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Hence, for all k ≥ k¯, we deduce√
E‖Bk+1 − H¯‖2] ≤ r
√
E[‖Bk − H¯‖2] + (1 − r)2 .
For such k, if E[‖Bk − H¯‖2] ≤ 2, then√
E[‖Bk+1 − H¯‖2] ≤ (1 + r)2 < ,
whereas if E[‖Bk − H¯‖2] > 2, then√
E[‖Bk+1 − H¯‖2] < r
√
E[‖Bk − H¯‖2] + 1 − r2
√
E[‖Bk − H¯‖2]
=
1 + r
2
√
E[‖Bk − H¯‖2].
Consequently, E[‖Bk − H¯‖2] ≤ 2 for all large k. Since  > 0 was arbitrary, the
result follows. 2
3.3 Applications to Algorithms
3.3.1 Random Search, Revisited
Return to the convex quadratic function f (x) = 12 x
TAx+bT x considered in Section
3.1, where A is a positive definite, n × n matrix and x∗ is the unique minimizer.
Recall that if we consider the iterative algorithm given by Equation 3.1.1, letting
d be a unit vector uniformly distributed on the unit sphere and letting
x+ = x − d
T (Ax + b)
dTAd
d,
then it was shown in Inequality 3.1.2 that
E[ f (x+) − f (x∗) | x] ≤
(
1 − 1
n k(A)
)
( f (x) − f (x∗)).
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Now, suppose that H is a positive-definite estimate of the matrix A and consider
the Cholesky factor matrix C such that CCT = H−1. Suppose that instead of
performing an exact line search in the uniformly distributed direction d, we
instead perform the line search in the direction Cd. From this we obtain
f (x+) − f (x∗)
f (x) − f (x∗) = 1 −
(dTCT (Ax + b))2
2(dTCTACd)( f (x) − f (x∗))
= 1 − (d
TCT (Ax + b))2
(dTCTACd)((x − x∗)TA(x − x∗))
= 1 −
(
dT (CTA(x − x∗))
)2
(dT (CTAC)d)
(
(CTA(x − x∗))T (CTAC)−1(CTA(x − x∗)))
≤ 1 − 1
k(CTAC)
(
dT
CTA(x − x∗)
‖CTA(x − x∗)‖
)2
,
allowing us to conclude that
E[ f (x+) − f (x∗) | x] ≤
(
1 − 1
n k(CTAC)
)
( f (x) − f (x∗)).
This provides the same convergence rate as performing the random search al-
gorithm given by Equation 3.1.1 on the function g(x) = 12 x
T (CTAC)x + bT x.
Consider an implementation of this algorithm using the Hessian approxima-
tion technique described in Section 3.2. Given a current iterate xk−1 and Hessian
approximation Bk−1, we can proceed as follows. First, form the new Hessian ap-
proximation Bk given by Equation 3.2.2, choosing the update vector uniformly
at random from the unit sphere. Observe that by Corollary 3.2.4, if A is pos-
itive definite, then Bk be will be positive definite as well almost surely for all
sufficiently large k, in which case, obtain the Cholesky factorization B−1k = CkC
T
k .
Otherwise, one suggested heuristic, implemented below, is to obtain the pro-
jection of Bk onto the positive semi-definite cone, denoted B+k , and perform the
37
Cholesky factorization CkCTk = (B
+
k +I)
−1 for some  > 0. Finally, we can find the
next iterate xk by an exact line search in the direction Ckdk where dk is uniformly
distributed on the unit sphere. Efficient methods for updating the Cholesky
factorization can be found in [46].
Since Bk → A almost surely by Corollary 3.2.4, it follows Ck → A− 12 almost surely
as well. Therefore, it follows that
E[ f (xk+1) − f (x∗) | xk]
f (xk) − f (x∗) ≤ 1 −
1
n k(CTk ACk)
→ 1 − 1
n
.
Thus, the uniformly random search algorithm incorporating the Hessian up-
date provides linear convergence with asymptotic rate 1 − 1n , independent of the
conditioning of the original matrix.
In Figure 3.1, we provide two examples of the algorithm’s behavior with a con-
vex quadratic function f (x) = 12 x
TAx + bT x, where b = [1, 1, . . . , 1]T . The first
example uses a Hilbert Matrix of size 7 (with condition number on the order of
108) while the second uses the matrix A = Diag(1, 7, 72, . . . , 76). In each case, we
compare uniformly random search with the Cholesky-weighted random search
described above, using the projection heuristic when the Hessian estimate is not
positive definite. Additionally, each search vector and Hessian update vector,
when applicable, was chosen independently in each example and, when appli-
cable, an exact second derivative calculation was implemented in the Hessian
update.
3.3.2 A Conjugate Directions Algorithm
Coordinate descent algorithms have a long and varied history in differentiable
minimization. In the worst case, examples of continuously differentiable func-
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Figure 3.1: Random search with Hessian estimates on convex quadratics
tions exist in [92] where a coordinate descent algorithm will fail to converge to a
first-order stationary point. On the other hand, for twice-differentiable, strictly
convex functions, variants of coordinate descent methods were shown to be lin-
early convergent in [76]. In either case, the simplicity of such algorithms, along
with the lack of a need for gradient information, often makes them appealing.
Let us briefly return to the example of a convex quadratic function
f (x) = 12 x
TAx + bT x. Consider algorithms, similar to coordinate descent al-
gorithms, that choose search directions by cycling through some fixed set
W = {w1, . . . ,wn}, performing an exact line search at each iteration. If the search
directions in W happen to be A-conjugate, satisfying wTi Aw j = 0 for all i , j,
then we actually reach the optimal solution in n iterations. Alternatively, if our
set of search directions fails to account for the function’s second-order behavior,
convergence can be significantly slower. Explicitly generating a set of direc-
tions that are conjugate with respect to the Hessian requires knowledge of the
function’s Hessian information. Methods were proposed in [91], and expanded
upon in [113], [19], and [83] among others, that begin as coordinate descent al-
gorithms and iteratively adjust the search directions, gradually making them
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conjugate with respect to the Hessian matrix. Further, these adjustments are
based on the results of previous line searches without actually requiring full
knowledge of the Hessian or any gradients.
We propose an alternative approach for arbitrary twice-differentiable functions.
If an estimate of the Hessian were readily available, we could take advantage of
it by generating search directions iteratively that are conjugate with respect to
the estimate. This suggests that we can design an algorithm using the Hessian
estimation technique in Section 3.2 to dynamically generate new search direc-
tions that have the desired conjugacy properties. We can formalize this in the
following algorithm.
Algorithm 3.3.1 Let f be a twice-differentiable function, x0 an initial starting point,
B0 an initial Hessian estimate and {v−n, v−(n−1), . . . , v−1} an initial set of search directions.
For k = 0, 1, 2, . . .
1. Compute the vector vk that is Bk-conjugate to vk−1, . . . , vk−n+1.
2. Compute xk+1 as a result of a (two-way) line search in the direction vk.
3. Compute Bk+1 according to Equation 3.2.2, letting dk be uniformly distributed on
the unit sphere and computing
Bk+1 = Bk + (dk(∇2 f (xk+1) − Bk)dk)dkdTk .
One simple initialization scheme takes B0 = I and {v−n, . . . , v−1} = {e1, . . . , en}, the
standard basis vectors.
Since Bk is our Hessian approximation at the current iterate xk, two reasonable
heuristics for the initial step size are given by xk+1 = xk − tkvk, where tk = v
T
k ∇ f (xk)
vTk ∇2 f (xk)vk
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or tk =
vTk ∇ f (xk)
vTk Bkvk
, corresponding to an exact line search in the direction vk of the ex-
act or estimated quadratic model, respectively. The advantage to this approach
is that each iteration requires only directional derivatives and, being highly it-
erative, this interpolates nicely with the Hessian update derived in Section 3.2.
Specifically, when using the fixed step sizes mentioned above, each iteration
takes five or four function evaluations, respectively: f (xk), f (xk ± dk), f (xk + vk)
and, in the first case, f (x − vk), where vk and dk are the search direction and the
random unit vector, respectively.
The essence of this algorithm lies in using our randomized Hessian estimation
technique to update a quadratic model and then performing a line search. Since
we are relying solely on function evaluations, this algorithm has the “flavor” of
derivative-free optimization. However, it should be noted that a different per-
spective can be taken with regards to this algorithm, permitting a comparison
with Newton-like methods.
Typical Newton-like methods maintain, along with the current iterate xk, a
(positive-definite) Hessian estimate Bk and proceed by performing some type
of line search in the direction −B−1k ∇ f (xk). For simplicity, consider a step size
of 1, i.e., xk+1 = xk − B−1k ∇ f (xk). Recall that computing B−1k ∇ f (xk), equivalent to
solving the system Bky = ∇ f (xk) for y, can be done indirectly by searching in n
different Bk-conjugate directions.
Specifically, suppose we have a set of directions {v1, . . . , vn} that are Bk-conjugate,
satisfying vTi Bkv j = 0 for all i , j. and take x
0 = xk, our current iterate. For
i = 1, . . . , n, let xi = xi−1 − vTi ∇ f (xk)vTi Bkvi vi. Then it follows that
xn = x0 −
n∑
i=1
vTi ∇ f (xk)
vTi Bkvi
vi = xk − B−1k ∇ f (xk),
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the Newton-like step. Given this interpretation of Newton-like methods, con-
sider the version of Algorithm 3.3.1 where, at each iteration, the step size is fixed
beforehand at tk =
vTk ∇ f (xk)
vTk Bkvk
. Then one can interpret Algorithm 3.3.1 as an iterated
version of a Newton-like method. Specifically, while the Newton-like method
indirectly involves computing the quantities vTi ∇ f (xk) and vTi Bkvi with the iter-
ate xk and Hessian estimate Bk fixed, Algorithm 3.3.1 allows for a dynamically
changing gradient and Hessian approximation at each conjugate direction step.
Given this connection between Algorithm 3.3.1 and traditional Newton-like
methods, it seems natural to expect superlinear convergence under similar as-
sumptions. As we demonstrate in the following result, superlinear convergence
is obtained for strictly convex quadratic functions.
Theorem 3.3.2 Consider the strictly convex quadratic function
f (x) = 12 x
TAx + bT x where A is a positive definite matrix. Then for any initial point
x0, initial Hessian estimate B0 and initial search directions, Algorithm 3.3.1 is n−step
superlinearly convergent almost surely when implemented with an exact line search.
Proof Define k = ‖Bk − A‖ = ‖Bk − A‖F and note that, by Inequality 2.2.1,
‖Bk−A‖2 ≤ k. Now consider n consecutive iterations of the algorithm, beginning
with iterate xk and ending with iterate xk+n. Without loss of generality, assume
the respective search directions satisfy ‖vi‖ = 1 for i = k, k+ 1, . . . , k+ n− 1. Recall
that by design of the algorithm, these search directions satisfy vTi B jv j = 0 for any
j ∈ {k, k + 1, . . . , k + n − 1} and i ∈ { j − n + 1, . . . , j − 1}. Note that this implies that
for any i < j ∈ {k, k + 1, . . . , k + n − 1},
|vTi Av j| = |vTi B jv j + vTi (A − B j)v j| ≤ ‖vi‖‖A − B j‖2‖v j‖ ≤ k (3.3.3)
by Inequality 2.2.1 and the definition of k.
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Next, we construct a matrix Mk such that these search directions are
Mk-conjugate and ‖A − Mk‖ = O(k). Let Vk = [vk, vk+1, . . . , vk+n−1] be the matrix
whose columns are the n consecutive search directions. First, notice that if k is
sufficiently small, this matrix is invertible and the quantity ‖V−1k ‖2 is uniformly
bounded. To see this, consider any y ∈ Rn such that ‖y‖ = 1. Then,
‖Vky‖22 = yTVTk Vky
= (yTVTk A
1
2 )A−1(A
1
2Vky)
= ‖A 12VTy‖2A−1
≥ λmin(A−1)‖A 12Vky‖2 (by Inequality 2.2.4)
=
1
λmax(A)
yTVTk AVky
=
1
λmax(A)
[yTDiag(VTk AVk)y + y
T [VTk AVk −Diag(VTk AVk)]y]
≥ λmin(A) − nk
λmax(A)
,
with the last inequality coming from the fact that
yTDiag(VTk AVk)y =
n∑
i=1
y2i v
T
k+i−1Avk+i−1,
Inequality 2.2.4 and Inequality 3.3.3. From the above bound and the alternative
definition of ‖V−1k ‖2, it follows that
‖V−1k ‖22 ≤
λmax(A)
λmin(A) − nk . (3.3.4)
Now consider the matrix Mk defined by
Mk = A − V−Tk
(
VTk AVk −Diag(VTk AVk)
)
V−1k = V
−T
k Diag(V
T
k AVk)V
−1
k .
Further, observe that
‖A − Mk‖2 = ‖V−Tk (VTk AVk −Diag(VTk AVk))V−1k ‖2
≤ ‖V−1k ‖22‖(VTk AVk −Diag(VTk AVk))‖F
≤ ‖V−1k ‖22nk,
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with the first inequality coming from the sub-multiplicity of the spectral norm,
the fact that the spectral norm is invariant under matrix transposition and In-
equality 2.2.1 while the last inequality comes from Inequality 3.3.3. In particular,
the matrix Mk satisfies ‖A − Mk‖2 = O(k) and, for i , j ∈ {k, k + 1, . . . , k + n − 1},
both vTi Mkvi = v
T
i Avi and v
T
i Mkv j = 0.
At each iteration i = k, k + 1, . . . , k + n − 1, Algorithm 3.3.1 obtains the new point
by way of exact line search, getting
xi+1 = xi − v
T
i (Axi + b)
vTi Avi
vi
= xi −
vTi (Axk + b +
∑i−1
j=k α jAv j)
vTi Avi
vi
= xi − v
T
i (Axk + b)
vTi Avi
vi −
∑i−1
j=k α jv
T
i Av j
vTi Avi
vi,
where α j is defined by α j = − v
T
j ∇ f (x j)
vTj Av j
. Expanding this out over n consecutive
iterations, we obtain
xk+n = xk −
k+n−1∑
i=k
vTi ∇ f (xk)
vTi Avi
vi −
k+n−1∑
i=k
i−1∑
j=k
α jvTi Av j
vTi Avi
vi.
In particular, this implies
‖xk+n − x∗‖ ≤
∥∥∥∥xk − k+n−1∑
i=k
vTi ∇ f (xk)
vTi Avi
vi − x∗
∥∥∥∥ (3.3.5)
+
k+n−1∑
i=k
i−1∑
j=k
∣∣∣∣vTj ∇ f (x j)vTj Av j v
T
i Av j
vTi Avi
∣∣∣∣.
Recall that since vk, . . . , vk+n−1 are conjugate with respect to Mk and
vTi Avi = v
T
i Mkvi, it follows that∥∥∥∥xk − k+n−1∑
i=k
vTi ∇ f (xk)
vTi Avi
vi − x∗
∥∥∥∥ = ‖xk − M−1k ∇ f (xk) − x∗‖. (3.3.6)
Next, recall that since the algorithm is implemented with an exact line search,
the objective function is non-increasing at each iteration. Specifically, for all j,
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f (x j+1) ≤ f (x j). By Equation 2.2.7, it can be seen that
1
2
‖x j+1 − x∗‖2A = f (x j+1) − f (x∗) ≤ f (x j) − f (x∗) =
1
2
‖x j − x∗‖2A.
This implies that the sequence {xk}k≥0 is bounded. Additionally, along with In-
equality 2.2.3, this implies that for j ≥ k we have,
|vTj ∇ f (x j)| ≤ ‖v j‖‖∇ f (x j)‖
= ‖A(x j − x∗)‖
≤ √λmax(A)‖x j − x∗‖A
≤ √λmax(A)‖xk − x∗‖A
≤ λmax(A)‖xk − x∗‖.
Combining the above inequality, Inequality 2.2.4, Inequality 3.3.3, Inequality
3.3.5 and Equation 3.3.6, we conclude that
‖xk+n − x∗‖ ≤ ‖xk − M−1k ∇ f (xk) − x∗‖ +
n2λmax(A)
λ2min(A)
‖xk − x∗‖k. (3.3.7)
Further, observe that since ∇ f (xk) = Axk + b = A(xk − x∗), it follows that
‖xk − M−1k ∇ f (xk) − x∗‖ = ‖(I − M−1k A)(xk − x∗)‖. (3.3.8)
With the above results, we are ready to prove the superlinear convergence of
the algorithm. By Theorem 3.2.3 and Corollary 3.2.4, it follows that Bk → A
almost surely, implying k → 0 almost surely. Therefore, for all sufficiently large
k, the matrix Vk is invertible implying that the matrix Mk is well-defined and that
Mk → A almost surely. From that, Equation 3.3.8, and the fact that {xk − x∗}k≥0 is
bounded, it follows that
‖xk − M−1k ∇ f (xk) − x∗‖ → 0
almost surely. Combining this result, the fact that k → 0 almost surely and
Inequality 3.3.7, it follows that ‖xk+n − x∗‖ → 0 almost surely, proving that the
algorithm converges almost surely.
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Finally, consider scaling Inequality 3.3.7 by ‖xk − x∗‖, obtaining
‖xk+n − x∗‖
‖xk − x∗‖ ≤
‖xk − M−1k ∇ f (xk) − x∗‖
‖xk − x∗‖ +
n2λmax(A)
λ2min(A)
‖xk − x∗‖k
‖xk − x∗‖ .
Since
‖xk − M−1k ∇ f (xk) − x∗‖
‖xk − x∗‖ =
‖(I − M−1k A)(xk − x∗)‖
‖xk − x∗‖ ,
it follows that the first term converges to zero almost surely since Mk → A almost
surely. Further, since k → 0 almost surely, the second term converges to zero
almost surely. These two facts together imply that
‖xk+n − x∗‖
‖xk − x∗‖ → 0
almost surely: by definition, this means the algorithm is n-step superlinearly
convergent almost surely. 2
In Figure 3.2, we again consider two convex quadratic functions 12 x
TAx + bT x
where, again, A is a Hilbert matrix of dimension 7 and A = Diag(1, 7, 72, . . . , 76),
respectively with b = [1, 1, . . . , 1]T . The above algorithm was implemented with
an exact line search and exact directional second derivatives.
Figure 3.2: Conjugate directions algorithm on convex quadratics
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Additionally, in Figure 3.3, we considered two examples of this algorithm on a
variant of the Rosenbrock function, given by
f (x) =
n−1∑
i=1
[
(1 − xi)2 + 10(xi+1 − x2i )2
]
,
for n = 2, 3. It was implemented with  = 10−4, initial iterate [0, 0, . . . , 0] and
a backtracking line search with initial step size equal to that suggested by the
exact quadratic model, estimated via finite differencing, thereby making each it-
eration require five function evaluations plus any extra cost incurred by the line
search. Below, we plot the difference between the present and optimal function
against the number of function evaluations required.
Figure 3.3: Conjugate directions algorithm on Rosenbrock function
For additional comparison, in Figure 3.4, we compared the performance of Al-
gorithm 3.3.1 with one implementation of the Nelder-Mead algorithm, origi-
nally presented in [84], by applying both algorithms to the Rosenbrock function
with n = 10. Each algorithm used the initial iterate [0, 0, . . . , 0] and the conjugate
directions algorithm was implemented identically as in the previous example.
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Figure 3.4: Conjugate directions and Nelder-Mead algorithms
3.4 Concluding Remarks for Chapter 3
Randomization provides an interesting perspective for a variety of algorithms.
Consider the perspective adhered to in this chapter in which our cost measure
is the number of function evaluations required, assuming line searches are rel-
atively cheap being a one-dimensional optimization problem, and with deriva-
tive information only available through (and well-approximated by) finite dif-
ferencing. It was then shown in Section 3.1 that random search is comparable
to steepest descent. Then, using the Hessian estimation technique introduced in
Section 3.2, we demonstrated in Section 3.3 how these techniques can be used
to accelerate random search. Finally, we devised a conjugate directions algo-
rithm that incorporates second derivative information without directly requir-
ing gradient information while sharing certain behaviors with more traditional
Newton-like methods.
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We make no claim that the conceptual techniques described above, in their pure
form, are competitive with already-known derivative-based or derivative-free
algorithms. We simply intend to illustrate how incorporating randomization
provides a novel approach to the design of algorithms, even in very simple op-
timization schemes, suggesting that it may deserve further consideration. Note
that all the algorithms considered in this chapter, at each iteration, require only
directional derivative or directional second-order information, creating a con-
nection between the realms of derivative-free and derivative-based algorithms
when this derivative information is well-approximated by finite differencing.
49
CHAPTER 4
RANDOMIZED METHODS FOR LINEAR CONSTRAINTS
4.1 Introduction
In Chapter 3, several examples of randomized algorithms were examined from
what is typically viewed as a “derivative-free optimization perspective,” where
computational costs are loosely measured in the number of function evaluations
performed. Within that specific framework, randomized algorithmic schemes
were compared with derivative-based approaches like the classical steepest de-
scent algorithm. However, due to the focus on function evaluations as the al-
gorithmic cost, the related costs of arithmetic operations–such as matrix-vector
multiplication and matrix inversion–were ignored.
The underlying problem being considered was that of minimizing a con-
vex quadratic function, which we will now assume to take the form
f (x) = 12 x
TAx − bT x, where A is a positive definite matrix. An equivalent linear-
algebraic formulation for solving this problem is to focus on finding a solution
to system ∇ f (x) = Ax − b = 0, leading to a solution that satisfies the first-order
necessary optimality conditions (which, in this case, are also sufficient condi-
tions).
This chapter will begin with an examination of this problem from a perspective
where the costs of linear-algebraic operations are themselves a primary con-
cern. After seeing the role of randomized algorithms in the context of solving
positive-definite linear systems, generalizations will be considered to indefinite
systems, least squares problems, linear inequality systems and, finally, convex
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feasibility problems.
In this setting, the motivation for considering randomized algorithms is two-
fold. Ideally, one hope is that by using randomization as an algorithmic tool,
certain randomization schemes will lead to improved computational perfor-
mance. However, there is also an interest in considering randomization as an
analytic tool in its own right. By this, we mean to show that randomization can
be used to obtain meaningful, quantifiable convergence rates that demonstrate
the interplay between the conditioning of a problem and its theoretical perfor-
mance. This is in contrast with deterministic variants of many of the algorithms
under consideration, for which convergence behavior is known, but is either not
quantifiable or for which the known convergence rate has a tenuous association
with conditioning information for the problem input.
4.2 Randomized Coordinate Descent
4.2.1 The Basic Result: Positive Semi-Definite Systems
To begin, return to the problem of solving a linear system of the form
Ax = b, with A being an n-by-n positive-definite matrix and associated solution
x∗ = A−1b, and the equivalent problem of minimizing the strictly convex
quadratic function
f (x) =
1
2
xTAx − bT x.
Proceeding in a manner similar to Section 3.1, suppose our current iterate is x
and we obtain a new iterate x+ by performing an exact line search in the nonzero
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direction d: that is, x+ is the solution to minx+Rd f . This gives us
x+ = x − (Ax − b)
Td
dTAd
d
and, by Equation 2.2.7
f (x+) − f (x∗) = 12‖x+ − x
∗‖2A =
1
2
‖x − x∗‖2A −
((Ax − b)Td)2
2dTAd
. (4.2.1)
Given the motivation of reducing the number of arithmetic operations required,
one natural choice for a set of easily-computable search directions is to choose
d from the set of coordinate directions, {e1, . . . , en}. Note that, when using search
direction ei, we can compute the new point
x+ = x +
bi − aTi x
aii
ei
so that each iteration does not require a matrix-vector product, instead using
only 2n + 2 arithmetic operations. If the search direction is chosen at each iter-
ation by successively cycling through the set of coordinate directions, then the
algorithm is known to be linearly convergent but with a rate not easily express-
ible in terms of typical matrix quantities (see [48] or [93]). However, by choosing
a coordinate direction as a search direction randomly according to an appropri-
ate probability distribution, we can obtain a convergence rate in terms of the
scaled or relative condition numbers. In considering the following algorithm,
we will weaken our assumptions and merely require the matrix A to be positive
semidefinite.
Algorithm 4.2.2 Consider an n-by-n positive semidefinite system Ax = b with A , 0
and let x0 ∈ Rn be an arbitrary starting point. For j = 0, 1, 2, . . . , compute
x j+1 = x j +
bi − aTi x j
aii
ei
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where, at each iteration j, the index i is chosen independently at random from the set
{1, . . . , n}, with distribution
P{i = k} = akk
tr A
.
Notice in the algorithm that the matrix A may be singular, but at each iteration, it
follows that aii > 0 almost surely for the randomly chosen index i. If A is merely
positive semidefinite, solutions of the system Ax = b coincide with minimizers
of the function f , and consistency of the system is equivalent to f being bounded
below. We now have the following result.
Theorem 4.2.3 Consider a consistent positive-semidefinite system Ax = b, and define
the corresponding objective and error by
f (x) =
1
2
xTAx − bT x
δ(x) = f (x) −min f .
Then Algorithm 4.2.2 satisfies, for each iteration j = 0, 1, 2, . . .,
E[δ(x j+1) | x j] ≤
(
1 − λ(A)
tr A
)
δ(x j).
In particular, if A is positive-definite and x∗ = A−1b, we have that the sequence of iterates
generated by Algorithm 4.2.2 is linearly convergent in expectation with respect to ‖ · ‖A,
satisfying the equivalent property
E[‖x j+1 − x∗‖2A | x j] ≤
(
1 − 1‖A−1‖2tr A
)
‖x j − x∗‖2A.
Hence, the expected reduction in the squared error ‖x j − x∗‖2A is at least a factor
1 − 1√
nκ(A)
≤ 1 − 1
nk(A)
at each iteration.
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Proof Note that if coordinate direction ei is chosen during iteration j, then Equa-
tion 4.2.1 shows
f (x j+1) = f (x j) − (bi − a
T
i x j)
2
2aii
.
Hence, using
E[ f (x j+1) | x j] = f (x j) −
n∑
i=1
aii
tr (A)
(bi − aTi x j)2
2aii
,
we deduce
E[ f (x j+1) | x j] = f (x j) − 12tr A‖Ax j − b‖
2. (4.2.4)
Using Inequality 2.2.5 and Equation 2.2.7, we easily verify
1
2
‖Ax j − b‖2 ≥ λ(A)δ(x j),
and the first result follows. Applying Equation 2.2.7 provides the second result.
The final result comes from applying Inequalities 2.2.1 and 2.2.6. 2
Consider for a moment the case when the system Ax = b is inconsistent. In that
case, the quantity ‖Ax − b‖ is bounded below by some strictly positive constant.
Equation 4.2.4 therefore implies the existence of a constant  > 0 such that
E[ f (x j+1) | x j] ≤ f (x j) − , for all j.
We know f (x j+1) ≤ f (x j). The description of the algorithm implies that, at each
iteration, the probability that we observe f (x j+1) ≤ f (x j)−  is at least some fixed
positive constant. Hence f (x j) ↓ −∞ almost surely.
The simple idea behind the proof of Theorem 4.2.3 is the main engine driving
many of the remaining results in this chapter. Fundamentally, the idea is to
choose a probability distribution so that the expected distance to the solution
from the new iterate is the distance to the solution from the old iterate minus
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some multiple of a residual. Then, using some type of error bound to bound
the distance to a solution in terms of the residual, we obtain expected linear
convergence of the algorithm.
4.2.2 The General Result: Positive Semi-Definite Systems
Although the mathematical simplicity induced by randomization in the proof
of Theorem 4.2.3 will be re-iterated throughout this chapter, it is of independent
mathematical interest that an identical result can be obtained for a more general
algorithm. From a computational standpoint, coordinate descent algorithms are
appealing in that each iteration does not require matrix-vector multiplications,
instead using only O(n) arithmetic operations. However, the convergence rate
shown in Theorem 4.2.3 only involves the eigenvalues of the matrix A, suggest-
ing a degree of rotational invariance inherent in that result. Before proving the
next result, some additional definitions will be provided.
A set V ⊆ Rn is an orthonormal basis if |V | = n and for all x, y ∈ V such that x , y,
it follows that ‖x‖ = 1 and 〈x, y〉 = 0. Let I be an index set with a corresponding
probability measure PI , let {Di : i ∈ I} be a collection of orthonormal bases
indexed by I. Using this notation, we can define the following algorithm.
Algorithm 4.2.5 Let I be a measurable index set and {Di : i ∈ I} be a collection of
orthonormal bases. Consider the linear system Ax = b, with A positive semi-definite,
and let x0 be an arbitrary vector. For j = 0, 1, 2, . . ., compute
x j+1 = x j +
vTj (b − Ax j)
vTj Av j
v j
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where, at each iteration j, v j is chosen independently at random according to the proba-
bility distribution defined by
γ(dv) :=
vTAv
tr (A)
PI({i ∈ I : dv ∈ Di}).
One interpretation of this distribution is provided by thinking of the algorithm
as sampling i ∈ I according to PI(·) and then, conditional on i, choosing v ∈ Di
with probability v
TAv
tr (A) . By this argument, we obtain a distribution P(dv) for v by
P(dv) =
∫
I
PI(i)
[ vTAv
tr (A)
1v∈Di
]
di =
vTAv
tr (A)
∫
I
PI(i)1v∈Didi = γ(dv),
where 1S (x) is 1 if x ∈ S and 0 otherwise. In particular, according to the distribu-
tion γ(·), the search direction v j ∈ ∪iDi almost surely. As a special case, note that
by choosing I = {1} and D1 = {e1, . . . , en}, we obtain Algorithm 4.2.2. From this,
we would expect a convergence result similar to that given in Theorem 4.2.3. As
shown in the following theorem, this is precisely the case.
Theorem 4.2.6 Consider a consistent positive semi-definite system Ax = b. Then the
conclusions of Theorem 4.2.3 are valid for Algorithm 4.2.5 as well.
Proof First, suppose that Di is an orthonormal basis. Then it follows that∫
Di
[(b − Ax)Ty]2dy =
∑
y∈Di
[(b − Ax)Ty]2 = ‖Ax − b‖2. (4.2.7)
Now, suppose that at iteration j, search direction v ∈ S is chosen. Then the new
iterate x j+1 satisfies
f (x j+1) = f (x j) − [(b − Ax j)
Tv]2
2vTAv
.
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Taking the expectation with respect to the stated probability distribution gives
E[ f (x j+1) | x j] = f (x j) − E
[ [(b − Ax j)Ty]2
2yTAy
| x j
]
= f (x j) − 12
∫
∪iDi
[(b − Ax j)Ty]2
yTAy
yTAy
tr (A)
PI({i ∈ I : y ∈ Di})dy
= f (x j) − 12tr (A)
∫
∪iDi
[(b − Ax j)Ty]2PI({i ∈ I : y ∈ Di})dy
= f (x j) − 12tr (A)
∫
I
[ ∫
Di
[(b − Ax j)Ty]2dy
]
PI(di)
= f (x j) − ‖Ax j − b‖
2
2tr (A)
∫
I
PI(di) (Equation 4.2.7)
= f (x j) − ‖Ax j − b‖
2
2tr (A)
.
By noting that this is exactly Equation 4.2.4 in the proof of Theorem 4.2.3, the
remainder of the proof follows. 2
4.2.3 General Linear Systems
Now let us consider the more general problem of finding a solution to a linear
system Ax = b where A is an m × n. Since the system might be inconsistent, we
seek a “least squares solution” that minimizes the function ‖Ax − b‖2. Without
loss of generality, assume that Ai , 0 for i = 1, . . . , n. It can then be verified
that the minimizers are exactly the solutions of the positive-semidefinite system
ATAx = ATb, to which we could easily apply the previous algorithm; however,
we wish to avoid computing the new matrix ATA explicitly. Instead, we can
proceed as follows.
Algorithm 4.2.8 Consider a linear system Ax = b for a nonzero m-by-n matrix A. Let
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x0 ∈ Rn be an arbitrary initial point and let r0 = b− Ax0 be the initial residual. For each
j = 0, 1, . . . , compute
α j =
ATi r j
‖Ai‖2
x j+1 = x j + α jei
r j+1 = r j − α jAi,
where, at each iteration j, the index i is chosen independently at random from the set
{1, . . . , n}, with distribution
P{i = k} = ‖Ak‖
2
‖A‖2F
(k = 1, 2, . . . , n).
Note that the step size at each iteration can be obtained by directly minimizing
the residual in the respective coordinate direction. However, the algorithm can
also be viewed as the application of the algorithm for positive definite systems
on the system of normal equations, ATAx = ATb, without actually requiring the
computation of the matrix ATA. Given the motivation of directly minimizing
the residual, we would expect that Algorithm 4.2.8 would converge to a least
squares solution, even in the case where the underlying system is inconsistent.
The next result shows that this is, in fact, the case.
Theorem 4.2.9 Consider any linear system Ax = b, where the matrix A is nonzero.
Define the residual and the error by
f (x) =
1
2
‖Ax − b‖2
δ(x) = f (x) −min f .
Then Algorithm 4.2.8 satisfies, for each iteration j = 0, 1, 2 . . .,
E[δ(x j+1) | x j] ≤
(
1 − λ(A
TA)
‖A‖2F
)
δ(x j).
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In particular, if A has full column rank, then the sequence of iterates generated by Algo-
rithm 4.2.8 is linearly convergent in expectation with respect to ‖ · ‖ATA, satisfying
E[‖x j+1 − xˆ‖2ATA | x j] ≤
(
1 − 1
κ(A)2
)
‖x j − xˆ‖2ATA
where xˆ = (ATA)−1ATb is the unique least-squares solution.
Proof It is easy to verify, by induction on j, that the iterates x j are exactly the
same as the iterates generated by Algorithm 4.2.2, when applied to the positive
semi-definite system ATAx = ATb, and furthermore that the residuals satisfy
r j = b − Ax j for all j = 0, 1, 2, . . .. Hence, the results follow directly by Theorem
4.2.3. 2
By the coordinate descent nature of this algorithm, once we have computed the
initial residual r0 and column norms {‖Ai‖2}ni=1, we can perform each iteration in
O(m) time. Specifically, this new iteration takes 4m + 1 arithmetic operations,
compared with 2n + 2 for the positive-definite case.
For a computational example, we apply Algorithm 4.2.8 to random 500×n matri-
ces where each element of A and b is an independent standard Gaussian random
variable and we let n take values 50, 100, 150 and 200. The results are shown in
Figure 4.1. Note that in these examples, the theoretical bound provided by The-
orem 4.2.9 predicts the actual behavior of the algorithm reasonably well.
4.3 Randomized Iterated Projections
Iterated projection algorithms share some important characteristics with coor-
dinate descent algorithms. Both are well studied and much convergence theory
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Figure 4.1: Randomized coordinate descent algorithm for least squares
problems
exists; a comprehensive overview on iterated projections can be found in [30].
Randomized iterated projection methods have also been considered by many
authors in a variety of mathematical settings. Convergence results for very gen-
eral frameworks can be found in [3], [20], [36], and [6], among others. Results
on randomized algorithms for convex feasibility problems in Rn have been fur-
ther developed by [90] and [2], for example, including convergence theory for
infeasible systems. However, even for linear systems of equations, standard
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developments do not provide bounds on convergence rates in terms of natural
numerical quantities. For example, the convergence rates given in [30] and [44]
for a cyclic projections algorithm depend on the angles between certain inter-
sections of affine spaces. By contrast, in the recent paper [109], Strohmer and
Vershynin obtained a natural convergence rate via the following randomized
iterated projection algorithm, which also provided the motivation for our work
in this chapter.
Algorithm 4.3.1 Consider a linear system Ax = b for a nonzero m-by-n matrix A. Let
x0 ∈ Rn be an arbitrary initial point. For each j = 0, 1, 2, . . . , compute
x j+1 = x j − a
T
i x j − bi
‖ai‖2 ai
where, at each iteration j, the index i is chosen independently at random from the set
{1, . . . ,m}, with distribution
P{i = k} = ‖ak‖
2
‖A‖2F
(k = 1, 2, . . . ,m).
Notice that the new iterate x j+1 is simply the orthogonal projection of the old it-
erate x j onto the hyperplane {x : aTi x = bi}. At first sight, the choice of probability
distribution may seem curious, since we could rescale the equations arbitrarily
without having any impact on the projection operations. However, following
[109], we emphasize that the aim is to understand linear convergence rates in
terms of linear-algebraic condition measures associated with the original system,
rather than in terms of geometric notions associated with the hyperplanes. More
generally, the use of row and column norms in the design analysis of random-
ized algorithms appears in a variety of applications for matrix problems; some
examples include low-rank matrix approximation in [43], l2-regression in [35]
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and matrix multiplication in [34]. In particular, this randomized algorithm has
the following behavior.
Theorem 4.3.2 (Strohmer-Vershynin, [109]) Given any matrix A with full column
rank, suppose the linear system Ax = b has solution x∗. Then the sequence of iterates
generated by Algorithm 4.3.1 is linearly convergent in expectation, satisfying
E[‖x j+1 − x∗‖22 | x j] ≤
(
1 − 1
κ(A)2
)
‖x j − x∗‖22.
Several authors have observed that randomized iterated projection schemes of-
ten outperform deterministic variants for specially structured problems (see
[54], [41] and the references therein), though Theorem 4.3.2 is the first known
appearance of a provable convergence rate. In particular, the authors of [109] ob-
serve that Algorithm 4.3.1 appears to substantially outperform both uniformly
randomized and deterministic variants for the problem of reconstructing ban-
dlimited signals with non-uniform sampling, consistent with prior observa-
tions. One possible explanation for this behavior, conjectured in [22] with re-
gards to irregular sampling problems, involves the computational observation
that if we considered an algorithm that projects onto the hyperplane which pro-
vides the greatest reduction in residual error, ‖Ax − b‖, then such an algorithm
tends to project onto higher norm rows with greater frequency. Further discus-
sion about Algorithm 4.3.1 with regards to this problem can be found in [23].
We seek a way of generalizing the above algorithm and convergence result to
more general systems of linear inequalities, of the form
aTi x ≤ bi (i ∈ I≤)
aTi x = bi (i ∈ I=),
(4.3.3)
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where the disjoint index sets I≤ and I= partition the set {1, 2, . . . ,m}. To do so,
staying with the techniques of the previous section, we need a corresponding
error bound for a system of linear inequalities. A starting point for this subject
is a result by Hoffman in [58].
Theorem 4.3.4 (Hoffman) For any right-hand side vector b ∈ Rm, let S b be the set of
feasible solutions of the linear system (4.3.3). Then there exists a constant L, indepen-
dent of b, with the following property:
x ∈ Rn and S b , ∅ ⇒ d(x, S b) ≤ L‖e(Ax − b)‖, (4.3.5)
where the function e:Rm → Rm is defined by
e(y)i =

y+i (i ∈ I≤)
yi (i ∈ I=).
In the above result, each component of the vector e(Ax− b) indicates the error in
the corresponding inequality or equation. In particular e(Ax − b) = 0 if and only
if x ∈ S b. Thus Hoffman’s result provides a linear bound for the distance from a
trial point x to the feasible region in terms of the size of the “a posteriori error”
associated with x.
We call the minimum constant L such that property (4.3.5) holds the Hoffman
constant for the system (4.3.3). Several authors give geometric or algebraic
meaning to this constant, or exact expressions for it, including [52], [85], [71],
[57], [114], the survey [87], and some generalizations in [21]. In the case of linear
equations (that is, I≤ = ∅), an easy calculation using the singular value decom-
position shows that the Hoffman constant is just the reciprocal of the smallest
nonzero singular value of the matrix A, and hence equals ‖A−1‖2 when A has full
column rank.
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For the problem of finding a solution to a system of linear inequalities, we con-
sider a randomized algorithm generalizing Algorithm 4.3.1.
Algorithm 4.3.6 Consider the system of inequalities described by 4.3.3 and let x0 be
an arbitrary initial point. For each j = 0, 1, . . . , compute
β j =

(aTi x j − bi)+ (i ∈ I≤)
aTi x j − bi (i ∈ I=)
x j+1 = x j − β j‖ai‖2ai
where, at each iteration j, the index i is chosen independently at random from the set
{1, . . . ,m}, with distribution
P{i = k} = ‖ak‖
2
‖A‖2F
(k = 1, 2, . . . ,m).
In the above algorithm, notice β j = e(Ax j − b)i and that x j+1 is just the orthogonal
projection onto the halfspace or hyperplane defined by the constraint with index
i. We can now generalize Theorem 4.3.2 as follows.
Theorem 4.3.7 Suppose the system (4.3.3) has nonempty feasible region S . Then the
sequence of iterates generated by Algorithm 4.3.6 is linearly convergent in expectation,
satisfying
E[d(x j+1, S )2 | x j] ≤
(
1 − 1
L2‖A‖2F
)
d(x j, S )2
where L is the Hoffman constant.
Proof Note that if the index i is chosen during iteration j, then it follows that
‖x j+1 − PS (x j+1)‖2 ≤ ‖x j+1 − PS (x j)‖2
=
∥∥∥∥x j − e(Ax j − b)i‖ai‖2 ai − PS (x j)
∥∥∥∥2
= ‖x j − PS (x j)‖2 + e(Ax j − b)
2
i
‖ai‖2 − 2
e(Ax j − b)i
‖ai‖2 a
T
i (x j − PS (x j)).
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Note PS (x j) ∈ S . Hence if i ∈ I≤, then aTi PS (x j) ≤ bi, and e(Ax j − b)i ≥ 0, so
e(Ax j − b)iaTi (x j − PS (x j)) ≥ e(Ax j − b)i(aTi x j − bi) = e(Ax j − b)2i .
On the other hand, if i ∈ I=, then aTi PS (x j) = bi, so
e(Ax j − b)iaTi (x j − PS (x j)) = e(Ax j − b)i(aTi x j − bi) = e(Ax j − b)2i .
Putting these two cases together with the previous inequality shows
d(x j+1, S )2 ≤ d(x j, S )2 − e(Ax j − b)
2
i
‖ai‖2 .
Taking the expectation with respect to the specified probability distribution, it
follows that
E[d(x j+1, S )2 | x j] ≤ d(x j, S )2 − ‖e(Ax j − b)‖
2
‖A‖2F
(4.3.8)
and the result now follows by the Hoffman bound. 2
Since Hoffman’s bound is not independent of the scaling of the matrix A, it is
not surprising that a normalizing constant like ‖A‖2F term appears in the result.
It’s worth noting that Theorem 4.3.7 allows us to remove the full column rank
assumption in the case of a linear equality system, providing a similar conver-
gence rate as in Theorem 4.3.2.
Corollary 4.3.9 Suppose the linear system Ax = b, with A , 0, has a non-empty
solution set S . Then the sequence of iterates generated by Algorithm 4.3.1 is linearly
convergent in expectation, satisfying
E[d(x j+1, S )2 | x j] ≤
(
1 − σ(A)
2
‖A‖2F
)
d(x j, S )2
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Proof The result follows from the fact that the Hoffman constant for a consistent
linear system is the reciprocal of the smallest non-zero singular value. 2
For a computational example, we consider linear inequality systems Ax ≤ b
where the elements of A are independent standard Gaussian random variables
and b is chosen so that the resulting system has a non-empty interior (specifi-
cally, letting d be a vector of independent, standard Gaussian random variables,
b = Ad + .01e where e = [1, 1, . . . , 1]T ). We consider matrices A which are 500 × n
and let n take values 50, 100, 150 and 200. We then apply Algorithm 4.3.6 to
these problems and observe the following computational results in Figure 4.2.
Figure 4.2: Randomized alternating projection algorithm for linear in-
equalities
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Another natural conditioning measure for linear inequality systems is the dis-
tance to infeasibility, defined by Renegar in [96], and shown in [98] to govern
the convergence rate of interior point methods for linear programming. It is
interesting, therefore, from a theoretical perspective, to obtain a linear conver-
gence rate for iterated projection algorithms in terms of this condition measure
as well. For simplicity, we concentrate on the inequality case. To begin, let us
recall the following results.
Definition 4.3.10 ([96]) The distance to infeasibility for the system Ax ≤ b is the
number
µ = inf
{
max{‖∆A‖2, ‖∆b‖} : (A + ∆A)x ≤ b + ∆b is infeasible
}
.
Theorem 4.3.11 (Renegar, [96], Thm 1.1) Consider the system Ax ≤ b. Suppose the
distance to infeasibility µ > 0. Then there exists a point xˆ in the feasible region S
satisfying ‖xˆ‖ ≤ ‖b‖/µ. Furthermore, any point x ∈ Rn satisfies the inequality
d(x, S ) ≤ max{1, ‖x‖}
µ
‖(Ax − b)+‖.
Using this, we can bound the linear convergence rate for the Algorithm 4.3.6 in
terms of the distance to infeasibility, as follows. As before, let S = {x : Ax ≤ b}.
Suppose we start Algorithm 4.3.6 at the initial point x0 = 0 and notice that ‖x j− xˆ‖
is nonincreasing in j by Inequality 2.3.7. Applying Theorem 4.3.11, we see that
for all j = 1, 2, . . . ,
‖x j‖ ≤ ‖xˆ‖ + ‖x j − xˆ‖ ≤ ‖xˆ‖ + ‖x0 − xˆ‖ ≤ 2‖b‖
µ
,
so
d(x j, S ) ≤ max
{1
µ
,
2‖b‖
µ2
}
‖(Ax j − b)+‖.
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Using this inequality in place of Hoffman’s bound in the proof of Theorem 4.3.7
gives
E[d(x j+1, S )2 | x j] ≤
1 − 1‖A‖2F(max{ 1µ , 2‖b‖µ2 })2
 d(x j, S )2.
Although this bound may not be the best possible (and, in fact, it may not be as
good as the bound provided in Theorem 4.3.7), this result simply emphasizes a
relationship between algorithm speed and conditioning measures that appears
naturally in other contexts. In fact, as shown in [32, Sec. 4], the distance to
infeasibility from Definition 4.3.10 for a linear-conic system can be expressed
in the framework of metric regularity, as defined in Section 2.3.2. In the next
section, we proceed with these ideas along that framework.
4.4 Metric Regularity and Local Convergence
The previous section concerned global rates of linear convergence. If instead
we are interested in local rates, we can re-examine a generalization of our prob-
lem through an alternative perspective of set-valued mappings. Consider a set-
valued mapping Φ : E→ Y and the problem of solving the associated constraint
system of the form b ∈ Φ(x) for the unknown vector x. For example, finding a
feasible solution to Ax ≤ b is equivalent to finding an x such that
b ∈ Ax + Rm+ . (4.4.1)
In this setting, taking Φ(x) = Ax + Rm+ , it follows that d(b,Φ(x)) = ‖(Ax − b)+‖.
Hence, if the linear inequality system is feasible, the Hoffman bound of Theorem
4.3.4 provides the existence of a constant γ such that
d(x,Φ−1(b)) ≤ γd(b,Φ(x)).
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This suggests metric regularity or metric subregularity as a tool for generalizing
the results of Section 4.3 to constraint systems, at the expense of those results
now holding only locally instead of globally.
We wish to consider how the modulus of (sub)regularity of Φ affects the conver-
gence rate of iterated projection algorithms. We remark that linear convergence
for iterated projection methods on convex sets has been very widely studied.
For example, for two closed, convex sets, regularity conditions for linear con-
vergence were proved in [7], generalizing results found in [50]. Broad surveys
of the topic for multiple sets can be found in [30] and [8]. Our aim here is to ob-
serve, by analogy with previous sections, how randomization makes the linear
convergence rate easy to interpret in terms of metric regularity. Under appro-
priate metric subregularity assumptions, the following local convergence result
is obtained.
Theorem 4.4.2 Let S 1, . . . , S m be closed, convex sets and suppose the set-valued map-
ping Φ given by Equation 2.3.26 is metrically subregular at x¯ for 0 with subregularity
modulus Subreg Φ(x¯|0). Define S = ∩iS i, let γ¯ > Subreg Φ(x¯|0) and let x0 be any
initial point sufficiently close to x¯. Further, suppose that x j+1 = PS i(x j) with probability
1
m for i = 1, . . . ,m. Then the sequence {x j} j≥0 is linearly convergent in expectation,
satisfying
E[d(x j+1, S )2 | x j] ≤
(
1 − 1
mγ¯2
)
d(x j, S )2.
Proof First, note that by Inequality 2.3.7, the distance ‖x j − x¯‖ is nonincreasing
in j. Hence if x0 is sufficiently close to x¯ so that Inequality 2.3.22 holds with
constant γ¯, then x j is as well for all j ≥ 0. Then, again using Inequality 2.3.7
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(applied to the set S i), we have, for all points x ∈ S ⊂ S i,
‖x j − x‖2 − ‖x j − PS i(x j)‖2 ≥ ‖PS i(x j) − x‖2.
Taking the minimum over x ∈ S , we deduce
d(x j, S )2 − ‖x j − PS i(x j)‖2 ≥ d(PS i(x j), S )2.
Hence
E[d(x j+1, S )2 | x j] = 1m
m∑
i=1
d(PS i(x j), S )
2
≤ 1
m
m∑
i=1
[d(x j, S )2 − d(x j, S i)2]
= d(x j, S )2 − 1m
m∑
i=1
d(x j, S i)2
= d(x j, S )2 − 1md(0,Φ(x j))
2
≤
(
1 − 1
mγ¯2
)
d(x j, S )2,
using the definition of metric subregularity. 2
For a moment, let m = 2 and consider the sequence of iterates {x j} j≥0 gener-
ated by the randomized iterated projection algorithm. By idempotency of the
projection operator, there’s no benefit to projecting onto the same set in two
consecutive iterations, so the subsequence consisting of different iterates corre-
sponds exactly to that of the non-randomized iterated projection algorithm. In
particular, if x j ∈ S 1, then
d(PS 2(x j), S 1∩S 2)2 ≤ d(x j, S 1∩S 2)2−d(x j, S 2)2 = d(x j, S 1∩S 2)2−[d(x j, S 2)2+d(x j, S 1)2]
since d(x j, S 1) = 0. This gives us the following corollary, which also follows
through more standard deterministic arguments.
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Corollary 4.4.3 If Φ, as defined by Equation 2.3.26 for m = 2, is metrically subreg-
ular at x¯ for 0 and γ¯ > Subreg Φ(x¯|0), then for x0 sufficiently close to x¯, the sequence
generated by the 2-set iterated projection algorithm is linearly convergent, satisfying
d(x j+1, S 1 ∩ S 2)2 ≤
(
1 − 1
γ¯2
)
d(x j, S 1 ∩ S 2)2.
Note that this is very similar to a result in [7, Thm. 3.12] which shows linear
convergence under an assumption of bounded linear regularity with a similar
convergence rate.
In a similar theme to Corollary 4.4.3, consider the following refined version
of the m-set randomized algorithm. Suppose x0 ∈ S 1 and i0 = 1. Then for
j = 0, 1, 2, . . . , let i j+1 be chosen uniformly at random from {1, . . . ,m}\{i j} and
x j+1 = PS i j+1 (x j). Using an identical type of analysis, we obtain the following
similar result.
Corollary 4.4.4 If Φ, as defined in Equation 2.3.26, is metrically subregular at x¯ for
0 and γ¯ > Subreg Φ(x¯|0), then for x0 sufficiently close to x¯, the sequence generated
by the refined m-set randomized iterated projection algorithm is linearly convergent in
expectation, satisfying
E[d(x j+1,∩iS i)2 | x j, i j−1] ≤
(
1 − 1
(m − 1)γ¯2
)
d(x j,∩iS i)2.
A simple but effective product space formulation by Pierra in [89] has the benefit
of reducing the problem of finding a point in the intersection of finitely many
sets to the problem of finding a point in the intersection of 2 sets. Using the
notation above, we consider the closed set in the product space given by
T = S 1 × S 2 × . . . × S m
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and the subspace
L = {Ax : x ∈ E}
where the linear mapping A : E → Em is defined by Ax = (x, x, . . . , x). Again,
notice that x¯ ∈ ∩iS i ⇔ (x¯, . . . , x¯) ∈ T ∩ L. One interesting aspect of this formula-
tion is that projections in the product space Em relate back to projections in the
original space E by
(z1, . . . , zm) ∈ PT (Ax) ⇔ zi ∈ PS i(x) (i = 1, 2, . . . ,m)
(PL(z1, . . . , zm))i =
1
m
(z1 + z2 + . . . + zm) (i = 1, . . . ,m)
This formulation provides a nice analytical framework: we can use the above
equivalence of projections to consider the method of averaged projections directly,
defined as follows.
Algorithm 4.4.5 Let S 1, . . . , S m ⊆ E be nonempty, closed, convex sets. Let x0 be an
initial point. For j = 0, 1, 2, . . ., let
x j+1 =
1
m
m∑
i=1
PS i(x j).
Simply put, at each iteration, the algorithm projects the current iterate onto each
set individually and takes the average of those projections as the next iterate. In
the product space formulation, this is equivalent to x j+1 = PL(PT (x j)). Expanding
on the work of Pierra in [89], additional convergence theory for this algorithm
has been examined by Bauschke and Borwein in [7]. Under appropriate regu-
larity conditions, the general idea is that convergence of the iterated projection
algorithm for two sets implies convergence of the averaged projection algorithm
for m sets. In a similar sense, we prove the following result in terms of random-
ized projections.
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Theorem 4.4.6 Suppose the assumptions of Theorem 4.4.2 hold. Then the conclusions
of Theorem 4.4.2 hold for Algorithm 4.4.5 as well.
Proof Let x j be the current iterate, xAPj+1 be the new iterate in the method of
averaged projections and xRPj+1 be the new iterate in the method of uniformly
randomized projections. Then note that
xAPj+1 =
1
m
m∑
i=1
PS i(x j) = E[x
RP
j+1 | x j].
By convexity of the S i’s, hence of the corresponding squared distance functions,
it follows from Proposition 2.3.16 that
d(xAPj+1, S )
2 = d(E[xRPj+1 | x j], S )2 ≤ E[d(xRPj+1, S )2 | x j] ≤ (1 −
1
mγ¯2
)d(x j, S )2.
2
Hence, the method of averaged projections converges at least as quickly as the
method of uniformly random projections. In particular, under the assumptions
of Theorem 4.4.2, the method of averaged projections converges with rate no
larger than 1 − 1mγ¯2 .
4.5 Reflection Methods
In this section, we will examine a generalization of the results on randomized
projections in Section 4.4. Again, let S i and PS i , for i = 1, . . . ,m, be closed
convex sets and the associated projection operators. Define the reflection op-
erator for S i by RS i := 2PS i − I, where I is the identity mapping. Note that
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the RS i(x) is the unique point that maps x in the direction of PS i(x) satisfying
‖x − PS i(x)‖ = ‖RS i(x) − PS i(x)‖.
Projection- and reflection-based algorithms share an interesting historical con-
nection. While Kaczmarz was first proposing an iterated projection algorithm
for solving linear systems in [63], Cimmino was first studying averaged reflec-
tion algorithms—similar in concept to the averaged projection algorithm exam-
ined in Algorithm 4.4.5—in [24]. A survey of Cimmino’s work can be found in
[16].
To provide a mathematical connection, an iterated projection scheme, like that
of the previous section, could be generically defined by taking an initial point
x0 and iteratively finding the new point given by x j+1 = PS i(x j) for some
i ∈ {1, . . . ,m}. Expressing this in terms of the reflection operator, the iteration
can be equivalently described as x j+1 = 12 (I + RS i)(x) for some i ∈ {1, . . . ,m}.
Since the reflection operator is non-expansive and the composition of non-
expansive operators remains non-expansive by Propositions 2.3.4 and 2.3.5, this
suggests one possible generalization of an iterated projection algorithm can be
obtained by replacing the reflection operator in the above description of the al-
gorithm with a composition of reflections, leading to an iteration of the form
x j+1 =
1
2
(I + RS i1RS i2 . . .RS ik )(x j),
where i1, . . . , ik ∈ {1, . . . ,m}. Note that this mapping is firmly non-expansive by
Proposition 2.3.4. In the case of two sets, algorithms of this type were considered
in [12], [74] and [13], among others. We will proceed in the same theme as
in Sections 4.3 and 4.4; the remainder of this section is dedicated to analyzing
the convergence of algorithms of this form, first in a simplified form for linear
constraints and then for general convex feasibility problems under appropriate
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regularity assumptions, namely metric regularity.
4.5.1 Linear Constraints
Consider the problem of solving a linear equality system Ax = b. For notational
simplicity, let Pi and Ri denote the projection and reflection operators with re-
spect to hyperplane i. Then, in a similar theme as Algorithm 4.3.1, consider the
following randomized variant of the averaged reflections algorithm.
Algorithm 4.5.1 Consider a system of linear equalities Ax = b with A , 0 and let x0
be an arbitrary initial point. For j = 0, 1, 2, . . ., compute
x j+1 =
1
2
[
x j + Ri(Rk(x j))
]
where, at each iteration j, the indices i and k are chosen independently at random from
{1, 2, . . . ,m} according to the distribution
P{i = t} = P{k = t} = ‖at‖
2
‖A‖2F
i,k=1,. . . ,m.
Theorem 4.5.2 Suppose the system Ax = b is feasible, with rank(A) > 1 and let
S = {x : Ax = b}. Then the sequence of iterates generated by Algorithm 4.5.1 is
linearly convergent in expectation, satisfying
E[d(x j+1, S )2 | x j] ≤
(
1 − 2σ(A)
2
‖A‖2F
+
2σ(A)4
‖A‖4F
)
d(x j, S )2.
In particular, if A has full column rank, then
E[‖x j+1 − x∗‖2 | x j] ≤
(
1 − 2
κ(A)2
+
2
κ(A)4
)
‖x j − x∗‖2,
where x∗ is the unique solution satisfying Ax∗ = b.
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Proof Suppose the random operator chosen at iteration j is 12
[
x j + Ri(Rk(x j))
]
.
Taking any x∗ ∈ S and recalling that this operator is firmly non-expansive, it
follows that
‖x j+1 − x∗‖2 ≤ ‖x j − x∗‖2 − ‖12(x j − Ri(Rk(x j))‖
2
= ‖x j − x∗‖2 − ‖12(x j − 2Pi(Rk(x j)) + (2Pk(x j) − x j))‖
2
= ‖x j − x∗‖2 − ‖Pk(x j) − Pi(Rk(x j))‖2,
from which we obtain
d(x j+1, S )2 ≤ d(x j, S )2 − ‖Pk(x j) − Pi(Rk(x j))‖2. (4.5.3)
Next, noting that
Pk(x j) = x j +
(bk − aTk x j)
‖ak‖2 ak
and
Rk(x j) = x j + 2
(bk − aTk x j)
‖ak‖2 ak,
it follows that
Pk(x j) − Pi(Rk(x j)) =
(aTk x j − bk)
‖ak‖2 ak +
(aTi x j − bi)
‖ai‖2 ai − 2
(aTk x j − bk)aTi ak
‖ak‖2‖ai‖2 ai
and, therefore,
‖Pk(x j) − Pi(Rk(x j))‖2 =
(aTk x j − bk)2
‖ak‖2 +
(aTi x j − bi)2
‖ai‖2 − 2
(aTi x j − bi)(aTk x j − bk)(aTi ak)
‖ai‖2‖ak‖2 .
Taking the expectation with respect to the specified probability distribution, it
follows that
E[‖Pk(x j) − Pi(Rk(x j))‖2 | x j] = 2‖A‖2F
[
‖Ax j − b‖2 − 1‖A‖2F
‖AT (Ax j − b)‖2
]
=
2
‖A‖2F
(x j − PS (x j))T
[
ATA − 1‖A‖2F
(ATA)2
]
(x j − PS (x j))
≥ 2‖A‖2F
σ(ATA − 1‖A‖2F
(ATA)2)d(x j, S )2
=
2
‖A‖2F
(
σ(A)2 − 1‖A‖2F
σ(A)4
)
d(x j, S )2.
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Combining this with Inequality 4.5.3 provides the first result. The second result
follows from the definition of κ(A) when A is full column rank. 2
Note that the assumption that rank(A) > 1 is necessary and sufficient for the
convergence rate to be strictly less than 1, ensuring convergence.
It should be noted that the proven convergence rate isn’t theoretically better (in
expectation) than what would be obtained by performing two iterations of the
randomized projection algorithm. In Figure 4.3, we compare a variety of algo-
rithms on a randomly generated 500 × 200 linear equality system. In particular,
we compare the randomized projections Algorithm 4.3.1, the averaged random-
ized reflections Algorithm 4.5.1 and a variant of the averaged randomized re-
flections algorithm that composes three reflections at each iteration instead of
two.
We also consider algorithms of this type for inequality systems. In Figure 4.4,
we compare the same algorithms as above (where the projection and reflection
operators are now with respect to the halfspaces instead of hyperplanes) for a
randomly generated 500×50 linear inequality system Ax ≤ b where b is such that
the feasible region has non-empty interior. Additionally, we compare an imple-
mentation where the hyperplanes are chosen with probability proportional to
the squared row norms (solid lines in Figure 4.4 with an implementation in-
corporating a uniform distribution (circles in Figure 4.4). For this example, we
can see that the weighted implementation of the averaged reflection algorithms
outperforms the uniformly randomized variants.
77
Figure 4.3: Randomized Reflections of Equality Systems
4.5.2 Convex Constraints
Let S 1, . . . , S m be closed convex sets and return to the problem of finding x ∈ ∩iS i.
In continuing with the theme of averaged reflection algorithms, consider the
following algorithm.
Algorithm 4.5.4 Consider an arbitrary initial point x0. For j = 0, 1, 2, . . ., let
x j+1 =
1
2
(
I + RS i1RS i2 . . .RS ik
)
(x j)
where ik is chosen uniformly at random from {1, . . . ,m} and i1, . . . , ik−1 are mutually
distinct indices, different from ik, chosen arbitrarily.
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Figure 4.4: Randomized Reflections for Inequality Systems
Under appropriate regularity assumptions, we obtain the following local con-
vergence result.
Theorem 4.5.5 Suppose Φ(x) = [S 1 − x, . . . , S m − x]T is metrically regular at x¯ for 0
and let γ¯ > Reg Φ(x¯|0). Further, suppose the initial point, x0, is sufficiently close to
x¯. Then the sequence of iterates generated by Algorithm 4.5.4 is linearly convergent in
expectation, satisfying
E[d(x j+1, S )2 | x j] ≤
(
1 − 1
mγ¯4
)
d(x j, S )2.
Proof Suppose that ik is the random index chosen at iteration j and, for nota-
tional simplicity, define the operator T such that T = 12 (I + RS i1RS i2 . . .RS ik ). Since
79
T is firmly non-expansive for any choice of i1, . . . , ik, it follows from Inequality
2.3.2 that, for any x∗ ∈ ∩iS i,
d(T (x j), S )2 ≤ ‖T (x j) − x∗‖2 ≤ ‖x j − x∗‖2 − ‖(I − T )(x j)‖2
and, choosing x∗ = PS (x j), we obtain
d(T (x j), S )2 ≤ d(x j, S )2 − ‖(I − T )(x j)‖2. (4.5.6)
For some notation, define Rk+1(x j) = x j and let
Rp(x j) = RS ipRS ip+1 . . .RS ik (x j) for p = 1, . . . , k.
Next, observe that
x j − T (x j) = 12[R
k+1(x j) − R1(x j)]
=
1
2
k∑
p=1
[Rp+1(x j) − Rp(x j)]
=
k∑
p=1
[
Rp+1(x j) − PS ip (Rp+1(x j))
]
=
k∑
p=1
(I − PS ip )(Rp+1(x j)).
By the non-expansivity of the reflection operators, it follows that if x0 is suffi-
ciently close to x¯ so that Inequality 2.3.18 holds with constant γ¯, then x j and
Rp(x j) are as well for any p = 1, . . . , k and any j ≥ 0. Further, recall that for any p,
(I −PS ip )(Rp+1(x j)) ∈ NS ip (PS ip (Rp+1(x j))). Therefore, we can apply Corollary 2.3.30
to see that
‖x j − T (x j)‖2 ≥ 1
γ¯2
k∑
p=1
‖(I − PS ip )(Rp+1(x j))‖2 =
1
γ¯2
k∑
p=1
d(Rp+1(x j), S ip)
2.
Combining this with Inequality 4.5.6, we obtain
d(T (x j), S )2 ≤ d(x j, S )2 − 1
γ¯2
k∑
p=1
d(Rp+1(x j), S ip)
2 (4.5.7)
≤ d(x j, S )2 − 1
γ¯2
d(x j, S ik)
2. (4.5.8)
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According to the probability distribution specified in the algorithm, ik is uni-
formly distributed on {1, . . . ,m}. Taking the expected value with respect to this
distribution, we obtain
E[d(x j+1, S )2 | x j] ≤ d(x j, S )2 − 1mγ¯2
∑
i
d(x j, S i)2
= d(x j, S )2 − 1mγ¯2d(0,Φ(x j))
2
≤
(
1 − 1
mγ¯4
)
d(x j, S )2,
providing the desired result. 2
4.6 Concluding Remarks
The relationship between the speed of certain iterative algorithms, error bounds
and the distance to ill-posedness has been well-studied within the optimization
community. In this chapter, we expanded upon this relationship through the
framework of randomized algorithms. As a motivating example, for the prob-
lem of solving a positive definite linear system, Ax = b, a certain randomized
coordinate descent algorithm was shown to be linearly convergent in expecta-
tion with rate 1− 1‖A−1‖2tr (A) , which can further be bounded in terms of the natural,
algebraic conditioning measures by 1 − 1√nκ(A) ≤ 1 − 1n k(A) .
Expanding to the case of full-rank linear systems Ax = b, a coordinate descent
algorithm was also shown to be linearly convergent in expectation with rate
1 − 1
κ(A)2 , matching a result by Strohmer and Vershynin in [109] for a random-
ized projections algorithm. Further, a randomized variant of an averaged re-
flections algorithm, requiring the computation of two projections per iteration,
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was shown to be linearly convergent with rate 1 − 2
κ(A)2 +
2
κ(A)4 . By generalizing
the randomized projections scheme to mixed linear equality and inequality sys-
tems, linearly convergence in expectation is again obtained with rate 1 − 1‖A‖2FL2 ,
where L is Hoffman’s error bound for the system as originally investigated in
[58].
Randomized projection algorithms were then considered for solving convex fea-
sibility problems. In particular, it was shown that a randomized projections
scheme is linearly convergent in expectation with rate 1 − 1mγ¯2 and, through a
slight refinement of the algorithm, the constant m can be replaced with m − 1,
where γ¯ is the constant associated with the local error bound induced by the
metric subregularity of a related set-valued mapping. Further, if that mapping
is in fact metrically regular, it was further demonstrated that an averaged reflec-
tions scheme is also linearly convergent in expectation with rate 1 − 1mγ¯4 , where
γ¯ is now the constant associated with the error bound induced by metric regu-
larity.
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CHAPTER 5
RANDOMIZED PROXIMAL POINT METHODS
5.1 Introduction
In Section 4.4, we examined how certain regularity assumptions—specifically,
metric subregularity of a specific set-valued mapping—can be used to demon-
strate a convergence rate for a randomized projections algorithm. In this chap-
ter, we will proceed by examining how to generalize some of those results. We
will begin with some definitions.
Definition 5.1.1 A set-valued mapping T : E→ E is monotone if it satisfies
〈x1 − x0, y1 − y0〉 ≥ 0 for all x0, x1 ∈ E, y0 ∈ T (x0), y1 ∈ T (x1). (5.1.2)
Definition 5.1.3 A monotone operator, T , is called maximal monotone if there does
not exist a monotone operator T ′ , T such that gph T ⊆ gph T ′.
Monotonicity can be thought of as a generalization of positive semi-definiteness
to the class of set-valued mappings. For example, if f (x) = 12 x
TAx + bT x is a con-
vex quadratic function—implying that A is positive semi-definite—then it fol-
lows from the definition that the gradient mapping ∇ f (x) = Ax+b is a monotone
operator.
The next result by Rockafellar generalizes this observation regarding mono-
tonicity from quadratic functions to a broad class of convex functions; first,
however, we will provide some necessary definitions. A convex function
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f : E → [−∞,∞] is lower semi-continuous at x¯ if lim infx→x¯ f (x) ≥ f (x¯) and
proper if dom f , ∅ and f (x) , −∞ for all x ∈ E.
Theorem 5.1.4 ([101]) If f is a proper, convex function and lower semi-continuous
everywhere, then the subdifferential mapping ∂ f is a maximal monotone operator.
In this chapter, we will focus on the two monotone inclusion problems
Find x ∈ E such that 0 ∈ T (x) (5.1.5)
and
Find x ∈ E such that 0 ∈ ∩i∈ITi(x), (5.1.6)
where I is some index set and T,Ti : E → E, i ∈ I are maximal monotone opera-
tors.
Example 5.1.7 Let S 1, . . . , S m be closed, convex sets. By Example 2.3.15 and Theo-
rem 5.1.4, each normal cone mapping NS i(·) = ∂ιS i(·) is a maximal monotone operator.
Therefore, solving the convex feasibility problem of finding x ∈ ∩iS i is equivalent to
solving Problem 5.1.6 for the mappings Ti = NS i .
For λ > 0, the mappings JλT := (I + λT )−1 are the resolvents of T . It is easily seen
that if T is monotone, then each resolvent is single-valued. Further, in many
applications, solving b ∈ (I + λT )(x) is easier than solving b ∈ T (x) for a given
vector b. One proposed method for solving Problem 5.1.5 is the proximal point
algorithm, considered originally in [80] and more thoroughly explored by [102],
given by
xk+1 = JλT (xk) for k = 0, 1, 2, . . . . (5.1.8)
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Example 5.1.9 Let S be a closed, convex set. By Proposition 2.3.11, the projection
mapping satisfies x − PS (x) ∈ NS (PS (x)). Alternatively, this can be expressed as
PS (x) ∈ (I + NS )−1(x). Since the normal cone mapping is a cone, implying that
λNS (x) = NS (x) for all λ > 0, it follows that every resolvent of the normal cone mapping
is the projection operator.
The class of (maximal) monotone operators is of particular interest due to their
prominent role in convex analysis and applications to problems involving par-
tial differential equations, convex minimization and solving variational inequal-
ities. As the next example shows, the connection with convex minimization is
immediate.
Example 5.1.10 Let f : E→ [−∞,∞] be a proper, convex function that is lower semi-
continuous everywhere. Then for a given vector x, it follows from Theorem 5.1.4 and
the definition of the resolvent that
Jλ∂ f (x) ∈ argminy∈E
[
f (y) +
1
2λ
‖y − x‖2
]
.
Further, by strict convexity of the minimand, it follows that the above minimizer is
unique.
Motivated by the same principles as Section 4.4, the goal in this chapter is to ex-
amine how appropriate regularity assumptions on the operators T (or T1, . . . ,Tm,
respectively) affect the speed of convergence of variants of the proximal point
algorithm. To begin, we will cite some additional preliminary results on mono-
tone operators and resolvents.
Proposition 5.1.11 ([103]) If T is maximal monotone, then T−1 is as well, in which
case both T and T−1 are closed- and convex-valued.
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Proposition 5.1.12 ([102],[38]) The operator T is monotone if and only if the resolvent
JλT is firmly non-expansive. Further, T is maximal monotone if and only if JλT is firmly
non-expansive and dom JλT = E.
The next result, cited from [38] but resembling a result originally from [81], fur-
ther details the above connection between a maximal monotone mapping and
its resolvent.
Proposition 5.1.13 The mapping T → (I + λT )−1 is a bijection between the collection
of maximal monotone operators and the collection of firmly non-expansive operators
with full domain.
5.2 Metric Subregularity and Linear Convergence
5.2.1 The Main Results
We now return to Problem 5.1.5, the problem of finding a zero of a maximal
monotone operator. Variants of proximal point algorithms for solving this prob-
lem have been considered by a wide variety of authors, including [102], [78],
[106], [88], [4] and others.
Many authors consider an algorithmic framework much more general than the
one considered in this paper. Some of the most studied variants allow for a
varying proximal parameter λ, allow approximate computation of the proximal
iteration, allow over- or under-relaxation in the proximal step or incorporate
an additional projective framework. These ideas have often proven worthwhile
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both for designing computationally practical and efficient algorithms as well as
for improving convergence analysis. However, in this paper, we will only con-
sider algorithms in their “classical” form, assuming exact computation of the
resolvent with a fixed proximal parameter. Our particular interest is in explor-
ing how naturally occurring constants—for example, the modulus of subregu-
larity of the mappings themselves and regularity conditions associated with the
solution sets—govern the local rates of convergence and, further, how random-
ization as an analytical tool can emphasize this connection. To begin, consider
the basic proximal point algorithm given by 5.1.8, where xk+1 = JλT (xk). Under
an assumption of metric subregularity, we obtain the following initial result.
Theorem 5.2.1 Suppose T is maximal monotone and metrically subregular at x¯ for
0 with subregularity modulus SubregT (x¯|0). Let γ¯ > SubregT (x¯|0) and suppose x0
is sufficiently near x¯. Then the sequence of iterates generated by Algorithm 5.1.8 is
linearly convergent to T−1(0), the zero-set of T , satisfying
d(xk+1,T−1(0))2 ≤ γ¯
2
λ2 + γ¯2
d(xk,T−1(0))2.
Proof Let xˆ ∈ T−1(0) and note that JλT (xˆ) = xˆ. Since the resolvent of a monotone
operator is firmly non-expansive, it follows that, for any x,
‖JλT (x) − JλT (xˆ)‖2 ≤ ‖x − xˆ‖2 − ‖(I − JλT )(x) − (I − JλT )(xˆ)‖2,
implying that
‖JλT (x) − xˆ‖2 ≤ ‖x − xˆ‖2 − ‖x − JλT (x)‖2. (5.2.2)
However, by definition of JλT ,
x − JλT (x) ∈ λT (JλT (x)).
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In particular,
‖x − JλT (x)‖ ≥ λmin{‖z‖ : z ∈ T (JλT (x))} = λ d(0,T (JλT (x))). (5.2.3)
Now, note that since the resolvents and projection operators are firmly non-
expansive, if x0 is sufficiently close to x¯ such that Inequality 2.3.22 holds with
constant γ¯, then x j and PT−1(0)(x j) are as well for each j ≥ 0. Therefore, it follows
that
d(xk+1,T−1(0))2 ≤ ‖xk+1 − PT−1(0)(xk)‖2
≤ ‖xk − PT−1(0)(xk)‖2 − ‖xk − JλT (xk)‖2 (Inequality 5.2.2)
≤ d(xk,T−1(0))2 − λ2d(0,T (JλT (xk)))2 (Inequality 5.2.3)
≤ d(xk,T−1(0))2 − λ
2
γ¯2
d(JλT (xk),T−1(0))2 (Inequality 2.3.22)
= d(xk,T−1(0))2 − λ
2
γ¯2
d(xk+1,T−1(0))2.
This implies that
(1 +
λ2
γ¯2
)d(xk+1,T−1(0))2 ≤ d(xk,T−1(0))2,
from which the result follows. 2
Further observe that by considering a sequence {λk} such that λk → ∞ instead of
a fixed λ in the above algorithm, we obtain superlinear convergence.
Our primary interest in Theorem 5.2.1 is as a tool in proving the following re-
sult, Theorem 5.2.5. However, we note that Theorem 5.2.1 is similar to some
previously known results. For example, linear convergence was shown in [102]
and [106], under a framework that permitted error in evaluating the resolvent,
with a slightly stronger regularity assumption. In particular, as a limiting case
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with no such error in evaluating the resolvent, an identical convergence rate
was obtained in [102]. The result by Solodov and Svaiter in [106], however,
corresponds to a hybrid proximal-projection algorithm.
We wish to generalize this result to Problem 5.1.6, that of finding a common
zero among a finite set of maximal monotone operators, T1, . . . ,Tm. Variants of
proximal point algorithms for this problem have been considered by a variety of
authors, including [65], [69], [106], [26], [56], among others. We will consider the
following randomized variant of a proximal point algorithm: for k = 0, 1, 2, . . . ,
xk+1 = JλTi(xk) with probability
1
m
, i = 1, . . . ,m. (5.2.4)
Based on the discussion in Section 5.1, when each Ti is the normal cone mapping
to a closed and convex set, this is exactly the randomized projections algorithm
of Theorem 4.4.2; the connection between projections and proximal point meth-
ods will be discussed further in Subsection 5.2.2. In the general form, we obtain
the following result.
Theorem 5.2.5 Suppose the following assumptions hold:
1. The maximal monotone operators {Ti : i = 1, . . . ,m}, are metrically subregular at
x¯ ∈ ∩ jT−1j (0) for 0 with respective moduli SubregTi(x¯|0).
2. The mapping Φ(x) = [T−11 (0) − x, . . . ,T−1m (0) − x]T is metrically subregular at x¯
for 0 with modulus Subreg Φ(x¯|0).
3. γ¯ > max{SubregTi(x¯|0) : i = 1, . . . ,m} and κ¯ > Subreg Φ(x¯|0).
Then for x0 sufficiently close to x¯, the sequence of iterates generated by Algorithm 5.2.4
is linearly convergent in expectation to the common zero set, ∩ jT−1j (0), satisfying
E[d(xk+1,∩ jT−1j (0))2 | xk] ≤
(
1 − 1
mκ¯2
[
1 −
( γ¯2
λ2 + γ¯2
) 1
2
]2)
d(xk,∩ jT−1j (0))2.
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Proof If x0 is sufficiently close to x¯ so that Inequality 2.3.22 holds with constant
γ¯, it follows from the firm non-expansivity of the resolvents and the projection
operator that each iterate xk and the projection of each iterate onto the common
zero set, P∩ jT−1j (0)(xk), are sufficiently close to x¯ as well.
Suppose that at iteration k, the resolvent JλTi is chosen by the algorithm. Then it
follows that
d(JλTi(xk),∩ jT−1j (0))2 = ‖JλTi(xk) − P∩ jT−1j (0)(JλTi(xk))‖2
≤ ‖JλTi(xk) − P∩ jT−1j (0)(xk)‖2
≤ d(xk,∩ jT−1j (0))2 − ‖xk − JλTi(xk)‖2
= d(xk,∩ jT−1j (0))2 −
∥∥∥∥[xk − PT−1i (0)(xk)] + [PT−1i (0)(xk) − JλTi(xk)]∥∥∥∥2
≤ d(xk,∩ jT−1j (0))2 − d(xk,T−1i (0))2 − ‖PT−1i (0)(xk) − JλTi(xk)‖2
− 2〈xk − PT−1i (0)(xk), PT−1i (0)(xk) − JλTi(xk)〉
≤ d(xk,∩ jT−1j (0))2 − d(xk,T−1i (0))2 − ‖PT−1i (0)(JλTi(xk)) − JλTi(xk)‖2
− 2〈xk − PT−1i (0)(xk), PT−1i (0)(xk) − JλTi(xk)〉.
Note that
−2〈xk − PT−1i (0)(xk), PT−1i (0)(xk) − JλTi(xk)〉
= 2〈xk − PT−1i (0)(xk),
[
JλTi(xk) − PT−1i (0)(JλTi(xk))
]
+
[
PT−1i (0)(JλTi(xk)) − PT−1i (0)(xk)
]
〉
≤ 2〈xk − PT−1i (0)(xk), JλTi(xk) − PT−1i (0)(JλTi(xk))〉
≤ 2
∥∥∥∥xk − PT−1i (0)(xk)∥∥∥∥ ∥∥∥∥JλTi(xk) − PT−1i (0)(JλTi(xk))∥∥∥∥
= 2 d(xk,T−1i (0)) d(JλTi(xk),T
−1
i (0)).
The first inequality comes from the fact that xk − PT−1i (0)(xk) ∈ NT−1i (0)(PT−1i (0)(xk))
so Inequality 2.3.9 can be applied from the definition of the normal cone. The
second inequality is an application of the Cauchy-Schwartz inequality. The rest
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follows from the definition of the projection operator. Putting this together, we
obtain
d(JλTi(xk),∩ jT−1j (0))2 ≤ d(xk,∩ jT−1j (0))2 − d(xk,T−1i (0))2 − d(JλTi(xk),T−1i (0))2
+ 2 d(xk,T−1i (0)) d(JλTi(xk),T
−1
i (0))
= d(xk,∩ jT−1j (0))2 −
(
d(xk,T−1i (0)) − d(JλTi(xk),T−1i (0))
)2
.
Noting that d(xk,T−1i (0)) − d(JλTi(xk),T−1i (0)) ≥ 0 always, it follows from an appli-
cation of Theorem 5.2.1 that
d(JλTi(xk),∩ jT−1j (0))2 ≤ d(xk,∩ jT−1j (0))2 −
[
1 −
( γ¯2
λ2 + γ¯2
) 1
2
]2
d(xk,T−1i (0))
2.
Taking the expected value, we obtain
E[d(xk+1,∩ jT−1j (0))2 | xk] ≤ d(xk,∩ jT−1j (0))2 −
1
m
[
1 −
( γ¯2
λ2 + γ¯2
) 1
2
]2 m∑
i=1
d(xk,T−1i (0))
2
= d(xk,∩ jT−1j (0))2 −
1
m
[
1 −
( γ¯2
λ2 + γ¯2
) 1
2
]2
d(0,Φ(xk))2
≤
(
1 − 1
mκ¯2
[
1 −
( γ¯2
λ2 + γ¯2
) 1
2
]2)
d(xk,∩ jT−1j (0))2,
where the last inequality follows from the metric subregularity of the mapping
Φ(x) = [T−11 (0) − x, . . . ,T−1m (0) − x]T . 2
One particularly simple way of de-randomizing Algorithm 5.2.4 is by consid-
ering averaged resolvents or, in the terminology of [69], the barycentric proximal
method. Specifically, given maximal monotone operators Ti, i = 1, . . . ,m with re-
spective resolvents JλTi , i = 1, . . . ,m, consider the algorithm described such that,
for k = 0, 1, 2, . . . ,
xk+1 =
1
m
m∑
i=1
JλTi(xk) (5.2.6)
and the associated fixed-point problem
Find x ∈ E such that x = 1
m
m∑
i=1
JλTi(x). (5.2.7)
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The following proposition, found in [69], provides the necessary connection.
Proposition 5.2.8 ([69]) If x¯ ∈ ∩iT−1i (0), then x¯ is a solution to Problem 5.2.7. Fur-
ther, if ∩iT−1i (0) , ∅, the fixed points of Problem 5.2.7 are common zero points of all the
Ti’s.
Again returning to the case where each operator Ti is the normal cone mapping
for some closed, convex set, it follows that Algorithm 5.2.6 is simply the averaged
projections algorithm studied by [89], [95], [7], [70], among others, as well as in
Section 4.4. More generally, we can use the result of Theorem 5.2.5 to generalize
the result on averaged projections found in Theorem 4.4.6 to the barycentric
proximal method.
Theorem 5.2.9 Suppose the assumptions of Theorem 5.2.5 hold. Then the conclusions
of Theorem 5.2.5 hold for Algorithm 5.2.6 as well.
Proof Let xk be the current iterate, xBPk+1 be the new iterate in the barycentric prox-
imal method, Algorithm 5.2.6, and let xRPk+1 be the new iterate in the randomized
proximal point method, Algorithm 5.2.4. First, note that since each set T−1i (0) is
convex, the distance function d( · ,∩ jT−1j (0)) is as well, and
d(JλTi(xk),∩ jT−1j (0)) ≤ d(xk,∩ jT−1j (0)) for i = 1, . . . ,m,
from which it follows that
d(xBPk+1,∩ jT−1j (0)) ≤ d(xk,∩ jT−1j (0)).
Let α =
(
1 − 1mκ¯2
[
1 −
(
γ¯2
λ2+γ¯2
) 1
2
]2)
and observe that the function d( · ,∩ jT−1j (0))2 is
also convex. Noting that
xBPk+1 =
1
m
m∑
j=1
JλT j(xk) = E[x
RP
k+1 | xk],
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it follows that
d(xBPk+1,∩ jT−1j (0))2 = d(E[xRPk+1 | xk],∩ jT−1j (0))2
≤ E[d(xRPk+1,∩ jT−1j (0))2 | xk]
≤ αd(xk,∩ jT−1j (0))2,
with the first inequality being an application of Jensen’s Inequality and the sec-
ond being an application of Theorem 5.2.5. 2
Therefore, the barycentric proximal method converges at least as quickly as the
randomized proximal point method.
5.2.2 Projection Algorithms: A Special Case
In Theorem 5.2.5, we demonstrated a linear convergence result for a random-
ized proximal point method for finding a common zero of multiple, maximal
monotone operators. Further, we showed that the randomized projections al-
gorithm of Theorem 4.4.2 is a special case of the randomized proximal point
method. We will now show that the assumptions of these two results are equiv-
alent in this special case, and therefore, that Theorem 5.2.5 implies Theorem
4.4.2.
By Examples 5.1.7 and 5.1.9, we know that the normal cone is a maximal mono-
tone operator whose resolvent is the projection operator. First, we wish to show
that for a closed, convex, non-empty set, S , the normal cone mapping is metri-
cally subregular at all x¯ ∈ S for 0 with modulus zero. To see this, consider any
x near x¯. If x ∈ S , then d(x, (NS )−1(0)) = 0 = d(NS (x), 0) trivially and if x < S ,
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it follows that d(NS (x), 0) = ∞ since NS (x) = ∅ but d(x, (NS )−1(0)) = d(x, S ) < ∞.
Therefore, it follows that for all γ > 0, d(x, (NS )−1(0)) ≤ γ d(NS (x), 0), implying
that the modulus of subregularity is zero.
This satisfies Assumption 1 of Theorem 5.2.5. Since (NS )−1(0) = S , Assumption
2 is satisfied by the metric subregularity of Φ(x) = [S 1 − x, . . . , S m − x]T as stated
in Theorem 4.4.2, as is the condition on κ¯ in Assumption 3. Choosing any γ¯ > 0
and λ > 0, we see that all the assumptions do in fact hold.
This allows us to apply Theorem 5.2.5, the result on the randomized proximal
point algorithm, to the randomized projection algorithm. However, since each
resolvent is the same for any choice of λ, taking λ → ∞, we in fact obtain a con-
vergence rate identical to Theorem 4.4.2 on randomized projection algorithms.
However, for other applications, by taking the proximal parameter λ to be arbi-
trarily large, we still obtain a convergence rate asymptotically equal to that from
the randomized projection algorithm, suggesting that there may be a deeper
connection between proximal point methods and projection methods. In fact, as
discussed in [106] among others, an exact-computation proximal point method
can be thought of as a specific type of projection algorithm. The analysis begins
with the following lemma.
Proposition 5.2.10 Suppose T is maximal monotone. Then
〈x − JλT (x), z − JλT (x)〉 ≤ 0 for all z ∈ T−1(0).
Proof Observe that for any z ∈ T−1(0),
〈x − JλT (x), z − JλT (x)〉 = −λ〈0 − x − JλT (x)
λ
, z − JλT (x)〉 ≤ 0,
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from the fact that x − JλT (x) ∈ λT (JλT (x)), 0 ∈ T (z) and the monotonicity of T . 2
Observe that if x < T−1(0) (implying x , JλT (x)), the hyperplane
H = {y : 〈x − JλT (x), y − JλT (x)〉 = 0}
strictly separates x from T−1(0) by Lemma 5.2.10. Moreover, it is easy to ver-
ify that JλT (x) = PH(x). Hence, each proximal iteration is, in fact, a projection
on to a particular hyperplane. Following along this line of thought, Propo-
sition 5.2.10 further implies that if it were the case that JλT (x) ∈ T−1(0), then
x− JλT (x) ∈ NT−1(0)(JλT (x)), implying that JλT (x) = PT−1(0)(x). Given this connection
between resolvents and projection operators, it would be noteworthy to see di-
rectly that as the proximal parameter gets arbitrarily large, the proximal point
iteration becomes a projection onto T−1(0). In fact, this is shown in the following
result, originally by Kido in [64].
Theorem 5.2.11 ([64]) Let T be a maximal monotone operator. Then
lim
λ→∞ JλT (x) = PT
−1(0)(x).
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CHAPTER 6
OPEN QUESTIONS AND FUTURE RESEARCH
The following is a list of ideas to serve as a stimulus for future research. The
items are loosely presented in increasing order of the interest we have in them.
1. There is a quantifiable gap in the analysis when moving from the random-
ized projections algorithm of Theorem 4.4.2 to the randomized averaged
reflections algorithm of Theorem 4.5.5. In particular, the reflections algo-
rithm assumes metric regularity of Φ while the projections algorithm only
assumes metric subregularity. Additionally, the analysis of the random-
ized reflections algorithm requires a “double-application” of metric regu-
larity, by also applying Proposition 2.3.30, leading to a worse convergence
rate. It is clear that a metric subregularity assumption on the solution set
is insufficient by considering the example where S 1 and S 2 are identical
hyperplanes and noting that 12 [x + RS 1(RS 2(x))] =
1
2 [x + RS 2(RS 1(x))] = x for
all x ∈ E.
One initial attempt could be to apply Theorem 5.2.5. Since the averaged
reflection operator of Algorithm 4.5.4 is firmly non-expansive, it is the re-
solvent of a maximal monotone operator by Proposition 5.1.13. By consid-
ering the operator defined by
T i1,...,ik(x) =

R+conv
{
y − RS i1 . . .RS ik (y)
}
x = 12 [y + RS i1 . . .RS ik (y)], y ∈ E
∅ otherwise
 ,
where conv(S ) is the convex hull of S , it follows that 12 [I+RS i1 . . .RS ik ] is the
resolvent of T i1,...,ik(x) and it can be verified that T is metrically subregular
at x¯ for 0 for every x¯ ∈rng 12 [I+RS i1 . . .RS ik ] with the modulus of subregular-
ity being zero. The question that remains is what regularity conditions on
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S 1, . . . , S m are needed to ensure metric subregularity of the related solution
mapping in Theorem 5.2.5.
From another perspective, there is some “loss” of information in the anal-
ysis when moving from Inequality 4.5.7 to Inequality 4.5.8. Further inves-
tigation in this part of the proof may lead to a better convergence rate.
2. Following along the lines of Section 4.5, we could define a general reflec-
tion operator RλT = 2JλT − I and consider an averaged reflections algo-
rithm, similar to that of Algorithm 4.5.4, for solving monotone inclusion
problems. By Theorem 5.2.11, we know that performing such an algo-
rithm for λ → ∞ will converge like the randomized reflections algorithm
performed on the solution set. A result on the convergence behavior of
this algorithm for arbitrary values of λ—possibly one that incorporates λ
into the convergence rate—would be of interest.
3. Practical interest in the proximal point algorithm requires an inexact com-
putation of the proximal step. For the problem of finding a zero of a sin-
gle maximal monotone operator, conditions on the computational error in
each step are given in [102] and [106] to guarantee linear convergence. It
would be of interest to generalize this to the problem of finding a common
zero of multiple operators to see if a practical rate of convergence can be
expressed in terms of the modulus of (sub)regularity and the error.
4. In general, projection algorithms and proximal point algorithms are
known to be only weakly convergent. In fact, examples where strong con-
vergence fails are shown in [51] and [14]. On the other hand, a method de-
veloped by Haugazeau in [53] was shown to be a strongly convergent vari-
ant of alternating projection algorithms. Further, this algorithm was gen-
eralized in [11] to include strong convergence for general fixed-point prob-
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lems. It would be of interest to see whether the ideas of metric regularity
and randomization can provide meaningful linear convergence rates for
these types as algorithms while maintaining strong convergence, building
upon the results of [106] and [107], among others.
5. Although the ideas presented in Chapter 3 did not emphasize numerical
results, some of the methods of Hessian estimation discussed may prove
useful in a practical setting, especially where the computational costs of
arithmetic operations are low relative to the computational costs of evalu-
ating a function. It would be of interest to further investigate which algo-
rithms could practically take advantage of the idea of this method Hessian
estimation.
6. Recent work in [70] focused on using metric regularity to understand the
2-set alternating projection algorithm and the m-set averaged projection al-
gorithm in the case where the underlying sets are non-convex. Further, [4]
focused on using metric regularity to achieve convergence for the prox-
imal point method in the case of non-monotone operators. It would be
of interest to see if the idea of randomization in the convex case can be
extended to non-convex projections or to the common zero problem for
non-monotone operators.
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