This study examined the role of self-generated explanations on performance in a process control microworld, extending previous cognitive science research into a new, applied domain. The experiment was conducted using DURESS 11, an interactive, thermal-hydraulic process control simulation. During this one-month experiment, participants controlled the system under normal and fault conditions on a quasi-daily basis. Participants in the self-explanation (SE) group occasionally watched a replay of their own performance immediately after completing ii trial, while the control group did not. In addition, the SE group was instructed to explain aloud the reasons for their control actions while watching the replay. The SE participants were divided post-hoc into "gooci" and "poor" groups according to several performance criteria. An analysis of the protocols produced during self-explanation revealed that "good SE participants included considerably more worcis suggesting self-explanations in their protocols than did the "poor" SE participants. Thus, self-explanation was correlated with performance within the SE group.
INTRODUCTION
Ecological interface design (EID) provides a theoretical framework for designing interfaces for complex work environments, such as nuclear power plants (NpPs; Vicente & Rasmussen, 1990 , 1992 . Previous research supports the assertion that an ecological interface can improve operator performance (Pawlak & Vicente, 1996; Christoffersen, Hunter, & Vicente, 1996a , 1996b , 1997 Hunter et al., 1995) . Compared to participants using a traditional interface, operators using an ecological interface perform more consistently under normal conditions and better under unanticipated, abnormal conditions. Despite the positive overall influence of EID, however, not all operators derive equal benefits from controlling the system using an ecolopcal interface. Some operators demonstrate an exceptional level of performance on both normal and fault trials. In contrast, other operators demonstrate shallow knowledge of the system and relatively poor performance with an ecologcal interface. Christoffersen et al. (1996b) found that the best participants tended to reflect on the feedback provided by an ecological interface, whereas the worst participants focused only on the surface features of the interface. Does instructing operators to reflect improve their performance with an ecologxal interface? Research conducted by Chi and colleagues suggests that it may.
Chi, Bassok, Lewis, Reimann, and Glaser (1 989) studied the self-generated explanations given by students in thinkaloud protocols while studying physics problems. Chi et al. (1989) found that they were able to differentiate good and poor students based on the amounts and types of these explanations. Good students elaborated on reasons when and why a particular strategy should be used, and they were aware of gaps in their understanding to a greater extent than poor students. These findings have been replicated in several different domains including biology, mathematics, and computer programming (Ferguson-Hessler & de Jong, 1990; Lawson & Chinnappan, 1994; Pirolli & Recker, 1994) . Further. self-explanation could aid performance even when the explanations were prompted rather than spontaneously generated (Chi, De Leeuw, Chiu, and La Vancher, 1994; Nathan, Mertz, & Ryan, 1994) .
This study investigated the benefits of self-explanation for the domain of process control. The study was conducted with DURESS 11, an interactive, thermal-hydraulic process simulation. DURESS I1 was controlled with an interface designed according to the principles of EID (Figure 1 ).
METHOD
The participants were 12 university students in science or engineering. The participants completed a demographic questionnaire to determine their age, physics background, and overall level of education; and tests of cognitive style on the holist-serialist dimension (Pask & Scott, 1972) . The participants were then matched in pairs according to these criteria, and one member of each pair was assigned to the control and self-explanation (SE) groups.
Procedure
The experiment was approximately one month in duration, including a total of 67 trials per participant on the DURESS TI simulation. In each trial, the participant would PROCEEDlNGS of the HUMAN FACTORS AND ERGONOMlCS SOClETY 41st ANNUAL MEETING-1997 rake the systeio from a shutdowrr state to steady state -the startup task. Steady state was achieved when the participant met the temperature and demand goals for 5 consecutive minutes. The participants gave verbal protocols for roughly half of the trials.
Faults were distributed randomly and infrequently throughout the trials. This simulated the unanticipated nature of faults in a natural setting. The faults consisted of valve blockages, heater failures, and reservoir leaks. Each trial had a different steady state demand pair to prevent the participants from adopting excessively simplified control methods. The participants were not informed of the results of their trials, although they could receive feedback at any point during the trial by observing the elapsed time indicated on the interface, and any system failure messages displayed on the screen.
recorded the component the participant adjusted, the time, and the state of all system variables. For each trial. these values were stored in a log file, making them available for further analysis.
In addition. participants in the SE group replayed one trial each day using the Dplayer trial replay module. Dplayer allowed the SE participants to view the state of the system on the interface they had used, accompanied by an arrow indicating any control actions. Further, Dplayer allowed the participants to control the pace of replay. During replay. these participants were instructed to explain aloud to the experimenter the reasons for their control actions. The experimenter provided prompted the participants to think aloud when necessary.
Whenever a participant made a control action, the system RESULTS The data analysis method used in this experiment follows the examples set by Pawlak & Vicente (1996) and Christoffersen et al. (1997) , but is unorthodox and thus requires justification. The emphasis in the design of the experiment was on representativeness (Brunswik, 1956 ) to improve the generalizability of results to operational settings. This choice greatly increased the complexity and duration of the experiment. Furthennore, many of the analyses were necessarily based on verbal protocols which are notoriously time consuming to analyze. Consequently, only a small number of participants could be included in each group in the time available for the study, resulting in low statistical power. Chi (1997) recommended that, under these conditions, validity should be demonstrated using means other than inferential statistics, preferably through multiple, converging measures. Thus, we analyzed each participant's data in great detail using various measures, and then explicitly summarized the findings bearing across measures.
Trial CornpJetion Times
Trial completion times are the time for each participant to take the system from a shut-down state to steady state, meeting the temperature and demand goals for five consecutive minutes. In order to examine the participants' improvement with experience, the steady state times for the first and last ten normal trials were coinpared ( Table 1) . The steady state time decreased between the first ten and last ten trials for both groups, showing an improvement in performance with experience (means of 873.9 seconds for the first block and 526.5 seconds for the last block). The average steady state times were relatively consistent across groups (means of 662.6 and 671.8 seconds for the control and SE groups respectively), but the rate of decrease depended upon the group. The control group showed the greatest improvement in steady state times across trials. The standard deviation of steady state times also decreased for both groups between the first and last blocks of trials. Thus, selfexplanation did not produce any overall improvement in performance as measured by trial completion times. However, within the SE group, performance was associated with the amount of self-explanation, as described below.
Ranking
Previous studies have divided self-explanation groups into "good" and "poor" participants, based on a post hoc median split (Chi et al, 1994; Pirolli & Recker, 1994) . Performance using DURESS I1 is a function of multiple criteria on both normal and fault trials, so the rankings of SE participants were determined by combining several measures. The measures were as follow: number of incomplete normal trials, steady-state times for the first and last block of normal trials, number of incomplete fault trials, number of faults detected, detection times, diagnosis scores, and compensation times for the first and last block of fault trials. (For more details on these measures, see Howie, Janzen, & Vicente, 1996) . The ranks for a SE participant on each measure were summed to provide an overall ranking. The ''good" SE participants, in order of rank, were labeled A, B, and C, while the "poor" SE participants were labeled X, Y, and Z. These groupings were used in all of the measures described below.
Time on Task
Self-explanation studies across various domains have all found that good students spend more time working on a selfexplanation task than poor students (Chi et al., 1994; Nathan et al., 1994; Pirolli & Recker, 1994) . 
Amount Spoken
Previous research has also found that good students speak more in their protocols than poor students do (Chi et al., 1994; Nathan et al., 1994; Pirolli & . Recker, 1994) . Table 3 gives the total number of words in each Dplayer verbal protocol. The good participants uttered almost twice as many words as the poor participants (means of 976 and 564 words). 
Expanations
Previous studies of self-explanation have found that the verbal protocols of the good students contained more "explanations" than those of poor students (Chi et al., 1989) . Broadly, a self-explanation in the context of DURESS I1 was considered as an utterance that went beyond a direct statement of a control action to explain the reason for that action (for example, "I increased the heat for heater 1 because I realized that I hadn't met the objective and that it was climbing at such a slow rate" [emphasis added]). In order to provide a more objective count of self-explanations, a list of key words that indxated an explanation were compiled and counted for each replay verbal protocol. The self-explanation key words were: because, so, since, and reason. Table 4 shows the frequency with which these words occurred in the verbal protocols. The number of self-explanation words for the good and poor participants in the SE group were compared. The good participants included over twice as many self-explanation key words as the poor participants -totals of 508 and 207 words respectively (or averages of 32.9 and 11.6 words per trial respectively).
Moniton'g
Another characteristic of good students is that they tend to monitor their understanding of a topic as they study (Pirolli & Recker. 1994 ). This should be reflected in the replay verbal protocols for DURESS 11. Three kinds of monitoring statements were considered:
I. The participant notices a mistake that they had made during the trial (for example, "I made a mistake as well in V02 and I readjusted it smaller"). 2. The participant questions their actions during the trial (for example, "what did I do there?"). 3. The participant mentions reversing Dplayer to go back to check a control action (for example, "I don't remember what I was thinking . . . I'm going to go back again"). A list of key words suggesting monitoring was compiled. These monitoring words include: mistake, en04 wrong accident, forgot, goofed up, not right, don't know, go back check, and any questions. Table 5 summarizes the number of these key words contained in the replay verbal protocols for the good and poor participants in the SE group. The good pariicipants used slightly more monitoring key words than the poor participants (total of 37 versus 26 words, or an average of 2.2 and 1.6 words per trial respectively). Chi et al. (1989) found that there were substantial differences in the verbal protocols of good and poor students, where the groupings were determined by a post-hoc median split. Analyses similar to Chi et al.'s (1989) were conducted in this study. All measures revealed differences in the expected direction, as summarised in Table 6 , As far as we know, this is the first replication of Chi et al.'s results in the domain of process control. Further, it may be necessary to introduce some form of explicit training to maximize the influence of selfexplanation. This might take the form of theoretical training (Hunter et al., 1995) or an introduction to strategies and heuristics (Denning, 1995) .
DISCUSSION
However, overall, asking the participants to self-explain Total 4
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The good participants spent almost twice as long reviewing their trials in Dplayer as the poor participants. Self-explanation studies across domains ranging from biology, to mathematics, to computer programming have all found that good students spend more time working on a selfexplanation task than poor students (Chi et al., 1994; Nathan et al., 1994; Pirolli & Recker, 1994) . These studies have also found that good students speak more in their protocols than poor students. The current study found a similar trend; the good participants uttered over twice as many words as the poor participants.
The good participants included significantly more explanations in their Dplayer protocols. This supports the findings from previous studies (Chi et al., 1989; FergusonHessler & de Jong, 1990) . The more explanations participants produce, the more they are reflecting deeply on the reasons behind their actions and how those reasons might be revised in later trials to improve performance. When a poor participant avoids explaining the reasons behind their control actions, they have little cause to change their actions in the future to improve their performance. Chi et al. (1989) found that good students tended to monitor their understanding of a problem and detect gaps in their understanding more often than poor participants did. The good participants in this study also included more monitoring statements in their Dplayer protocols than the poor participants, but only barely. The difference between the groups may have been ininimised because the poor participants made more mistakes that merited comment. Also, mistakes may be more visible in the dynamic, interactive DURESS II environment, particularly with the P+F interface, as compared to in a non-interactive, text-based
