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a b s t r a c t
A stabilized implicit fractional-stepmethod for numerical solutions of the time-dependent
Navier–Stokes equations is presented in this paper. The time advancement is decomposed
into a sequence of two steps: the first step has the structure of the linear elliptic problem;
the second step can be seen as the generalized Stokes problem. The two problems satisfy
the full homogeneous Dirichlet boundary conditions on the velocity. On the other hand, a
locally stabilized term is added in the second step of the schemes. It allows one to enhance
the numerical stability and efficiency by using the equal-order pairs. Convergence analysis
and error estimates for the velocity and pressure of the schemes are established via the
energy method. Some numerical experiments are also used to demonstrate the efficiency
of this new method.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Incompressible viscous flow is one of themain systems studied in pipe flow, blood flow, flow around airfoils, weather and
convective heat transfer inside industrial furnaces. The governing equations are the following nonstationary incompressible
Navier–Stokes equations:
ut − ν1u+ (u · ∇)u+∇p = f , (x, t) ∈ Ω × (0, T ],
div u = 0, (x, t) ∈ Ω × (0, T ],
u(x, t) = 0, (x, t) ∈ ∂Ω × (0, T ],
u(x, 0) = u0(x), x ∈ Ω,
(1)
where Ω is a bounded, convex and open domain in Rd (d = 2, 3) with a Lipschitz continuous boundary ∂Ω . u = u(x, t)
represents the velocity vector of a viscous incompressible fluid, p = p(x, t) represents the pressure, f = f (x, t) represents
the prescribed body force, u0(x) represents the initial velocity, ν > 0 represents the viscosity, T > 0 represents the given
final time, ut = ∂u/∂t .
Many works are devoted to this system; finite-element methods and finite-volume methods being the two most
successful classes of method used. However the discretization of the time-dependent Navier–Stokes equations by finite-
elementmethods and finite-volumemethods generally has two shortcomings: the violation of the discrete inf–sup condition
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and spurious oscillations due to the domination of the nonlinear convection term. Usually, the numerical approximation
procedure consists of two major steps for the time-dependent Navier–Stokes equations. First, the equations are discretized
in time, and then the resulting problems are discretized in space. There are many classical sequential schemes that can
be used to discretize the equations in time. Among these, fractional-step methods are widely used [1–13]. These methods
can lead to an effective splitting of the above-mentioned main difficulties. In this way, the task is reduced to the solution
of stationary problems of two kinds: quasi-linear elliptic problems where the incompressibility condition has disappeared
and linear problems.
Thesemethods are different from the two-step projectionmethods, which are based on the projection of an intermediate
velocity field onto the space of solenoidal vector fields, originated independently by Chorin [14,15] and Temam [13], along
with other methods, such as the pressure correction methods [16], the algebraic splitting methods [17], the matrix factor-
ization methods [18]. Among these, Shen proved the projection method is first-order accurate in a certain norm (both with
and without pressure correction); when assuming that a finite-element interpolation satisfying the discrete inf–sup condi-
tion, Shen provided error estimates of first order in the time step size and optimal order in the mesh size for a fully discrete
scheme of the incremental fractional-step projectionmethod in [19,20]. A fully discrete version of the so-called θ-scheme, in
which viscosity and incompressibility are also coupled, was proved to converge to a continuous solution by Glowinski [21].
Moveover, the Yosida scheme, which keeps part of the viscous term in the second step, is derived from an inexact factor-
ization of the fully discrete original problem provided in [18]. Recently, some new implicit fractional-step methods and
operator-splitting methods for solving the nonstationary Navier–Stokes equation (1) were proposed in [3,4,8,9].
In the analysis and practice of employing the fractional-step methods for the nonstationary Navier–Stokes equation (1),
the inf–sup condition has played an important role because it ensures the stability and accuracy of the underlying numerical
schemes. So the approximate finite element spaces for the velocity and pressure must satisfy the inf–sup condition. In the
past, several successful conforming (or nonconforming) finite elements satisfying this condition have been proposed and
used. However, due to the computational convenience and efficiency in practice, somemixed finite-element pairs which do
not satisfy the inf–sup condition are also popular. Thus, much attention has been paid to the study of the stabilized method
for the Navier–Stokes problem [22–24]. Recent studies have focused on stabilization of the lower equal-order finite-element
pair using the projection of the pressure onto the piecewise constant space [22,23,25–30]. This stabilization technique is free
of stabilization parameters and does not require any calculation of high-order derivatives or edge-based data structures.
Therefore, this method is gaining more and more popularity in computational fluid dynamics.
In this paper, we provide a new stabilized implicit fractional-step method for the time-dependent Navier–Stokes
equations using the lower equal-order pairs. The time advancement is decomposed into a sequence of two steps. The first
step can be seen as a linear elliptic problem, while the second step has the structure of a generalized Stokes problem. The
two problems satisfy the full homogeneous Dirichlet boundary conditions on the velocity. At the same time, we introduce
a stabilized term in the second step of the scheme. It allows us to enhance numerical stability and efficiency by using the
equal-order pairs for both the velocity and pressure. The intermediate and the end-of step velocities of this method are
shown to converge to a continuous solution. Under mild regularity assumptions on the continuous solution, we obtain the
first error estimates in the time step size for the intermediate velocities and the end-of step velocities; we also give error
estimates for the pressure solution. Finally, numerical experiments are also provided to demonstrate the effectiveness of
this stabilized method.
The paper is organized as follows. In Section 2, an abstract functional setting of the unsteady Navier–Stokes problem
is given with some basic assumptions (A1)–(A5). In Section 3, we describe the locally stabilized implicit fractional-step
method. In Section 4, the convergence/stability results of this method are given, and error estimates are provided for
the intermediate velocity, the end-of-step velocity and the pressure solution for the two-dimensional case. In Section 5,
numerical experiments are presented to confirm the theoretical results. Finally, conclusions are given in Section 6.
2. Functional setting of the 2D Navier–Stokes equations
For the mathematical setting of the time-dependent 2D Navier–Stokes equations (1), we introduce the following Hilbert
spaces:
X = H10 (Ω)2, Y = L2(Ω)2, M = L20(Ω) =

q ∈ L2(Ω);

Ω
q(x) dx = 0

.
The spaces L2(Ω)m, m = 1, 2, or 4, are equipped with the usual L2-scalar product (·, ·) and L2-norm ∥ · ∥0. The space X is
equipped with the usual scalar product (∇u,∇v) and norm ∥∇u∥0. The dual space of X is denoted by X ′ with norm ∥ · ∥−1,
the duality paring between these spaces is denoted by ⟨·, ·⟩. Standard definitions are used for the Sobolev spacesWm,p(Ω),
with the norm ∥ · ∥m,p, and the seminorm | · |m,p, m, p ≥ 0. We will write Hm(Ω) forWm,2(Ω) and ∥ · ∥m for ∥ · ∥m,2.
Next, let the closed subset V of X be given by V = {v ∈ X; div v = 0}, and denote by H the closed subset of Y , i.e.,
H = {v ∈ Y ; div v = 0, v · n|∂Ω = 0}. We refer readers to [10,31,32,13] for details on these spaces. We denote the
Stokes operator by A = −P∆, where P is the L2-orthogonal projection of Y onto H . As mentioned above, we need a further
assumption onΩ provided in [26,31,13].
(A1) Assume thatΩ is smooth so that the unique solution (v, q) ∈ (X,M) of the steady Stokes problem
−1v +∇r = u, div v = 0, inΩ, v|∂Ω = 0, (2)
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for any prescribed u ∈ H exists a unique solution v = A−1u, and satisfies
∥A−1u∥s ≤ c∥u∥s−2, s = 1, 2,
where c > 0 is a constant depending onΩ . Subsequently, c or C (with orwithout a subscript) will denote a positive constant
depending at most on the dataΩ, ν and f , and may stand for different values at its different occurrences. Moreover, we can
obtain (A−1u, u) = ∥∇A−1u∥20 from (2). It is easily seen that
∥u∥2V ′ = (A−1u, u), ∀u ∈ H, (3)
where V ′ denotes the dual space of V .
If ∂Ω is of C2 or ifΩ is a two-dimensional convex polygon, from the assumption (A1), it is well known that
∥v∥2 ≤ c1∥Av∥0, ∥∇v∥0 ≤ c2∥Av∥0, ∀v ∈ H2(Ω)2 ∩ V ,
∥v∥0 ≤ c2∥∇v∥0, ∀v ∈ X .
Define the continuous bilinear forms a(·, ·) and d(·, ·) on X × X and X ×M , respectively, by
a(u, v) = ν(∇u,∇v), ∀ u, v ∈ X,
and
d(v, q) = −(v,∇q) = (div v, q), ∀ v ∈ X, q ∈ M,
and a trilinear form b(·; ·, ·) on X × X × X by
b(u; v,w) = ((u · ∇)v,w)+ 1
2
((divu)v,w)
= 1
2
((u · ∇)v,w)− 1
2
((u · ∇)w, v), ∀ u, v, w ∈ X .
WhenΩ is of class C l and regular enough, b(·; ·, ·) has some continuity properties which hold as
|b(u; v,w)| ≤ c∥∇u∥0∥∇v∥0∥∇w∥0, ∀ u, v, w ∈ X,
or
|b(u; v,w)| ≤ c∥u∥s1∥v∥s2∥w∥s3 , ∀ u ∈ Hs1(Ω)2, v ∈ Hs2+1(Ω)2, w ∈ Hs3(Ω)2,
where s1 + s2 + s3 ≥ 1, si ≠ 1, i = 1, 2, 3, 0 ≤ s1 ≤ l, 0 ≤ s3 ≤ l, 0 ≤ s2 ≤ l− 1. If si = 1 holds for some or other i, then
we need s1 + s2 + s3 > 1 (see [13]).
With the above notations, the variational formulation of problem (1) reads as follows: find (u, p) ∈ (X,M) for all t ∈
(0, T ] such that, for all (v, q) ∈ (X,M).
(ut , v)+ a(u, v)− d(v, p)+ d(u, q)+ b(u; u, v) = ⟨f , v⟩,
u(0) = u0.
Assuming f ∈ L2(0, T ; X ′) and u0 ∈ H , then problem (1) has at least one solution (u, p) which satisfies u ∈ L∞(0, T ;
L2(Ω)2) ∩ L2(0, T ; V ). Uniqueness and, moreover, regularity of the solution can also be proved by strengthening the
assumptions on the data. Particularly, we will assume that the solution u and p satisfy:
(A2) u ∈ L∞(0, T ;H2(Ω)2), ∇p ∈ L∞(0, T ; Y ),
(A3) ut ∈ L2(0, T ; X),
(A4)
√
tutt ∈ L2(0, T ; Y ),
(A5) utt ∈ L2(0, T ; V ′).
Note that conditions (A2)–(A3) can be proved, for instance, assuming that u0 ∈ H2(Ω)2 V , f ∈ L∞(0, T ;H), ft ∈ L1(0,
T ;H). WhenΩ is of class C2 or is a convex polygon or polyhedron, (A4) holds [31,32]. Furthermore, (A5) holds [19,20] when
they add some nonlocal compatibility conditions.
Error analysis of time integration schemes for the time-dependent partial differential equations [1,2,8,9] are generally
given in terms of the following norms: given a Banach space S with norm ∥ · ∥S , a continuous function u : [0, T ] → S and
two real numbers β > 0 and α > 0. For each time step size τ > 0, let tn = nτ for n = 0, . . . ,N =
 T
τ

. A family of finite
sequences {un}n=1,...,N is said to be an order α approximation of u in lβ(S) if there exists a positive constant C such that, for
all τ 
τ
N
n=1
∥u(tn)− un∥βS
 1
β
< Cτ α, ∀ τ > 0.
Moreover, {un}n=1,...,N is an order α approximation of u in l∞(S) if
∥u(tn)− un∥S < Cτ α, ∀ n = 1, . . . ,N.
Here, C denotes a generic positive constant, which may depend on the initial data and the continuous solution u, but is
independent of the time step τ .
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3. Stabilized fractional-step method
Now we consider a kind of two-step scheme for time discretization approximation by the stabilized fractional-
step method. Here and below, we only consider the algorithms for the two-dimensional Navier–Stokes equations for
convenience. Of course, we can extend the same ideas and techniques to the three-dimensional Navier–Stokes equations.
3.1. First step
The first step of the method, which includes viscous and convective effects, consists of finding an intermediate velocity
un+
1
2 such that
un+
1
2 − un
τ
− ν1un+ 12 + (un · ∇)un = f (tn+1),
un+
1
2 |Γ = 0,
(4)
where τ > 0 is the time step. The superscript n denotes the time level tn = nτ . For the nonlinear term, we only consider
the explicit scheme, other approximation forms could also be taken in [2–4,33], for example, the semi-implicit scheme. As
for the approximation of the body force term, the time average of f in [tn, tn+1] could also be adopted.
The first step of this method can be thought of as a linear elliptic problem. Eqs. (4) can be written in weak form as
a

un+
1
2 , v

= ⟨l, v⟩ ∀v ∈ X,
where a(u, v) = (u, v)+ντ(∇u,∇v) is a bilinear, continuous formon X×X; and l = un+τ(f (tn+1)−(un ·∇)un) ∈ H−1(Ω)2
is a known map. The existence and uniqueness of un+
1
2 is established by the Lax–Milgram theorem [34].
Compared with the original bilinear form aˆ(u, v) = (u, v)+ ντ(∇u,∇v)+ τb(un; u, v) of the standard fractional-step
method in [3], we know the bilinear form a(u, v) has better coercivity and stability. Moreover, the stiffness matrix of the
system (4) does not change in every iteration.
3.2. Second step
Given un+
1
2 from (4), the second step of the method consists of finding (un+1, pn+1) such that:
un+1 − un+ 12
τ
− ν∆

un+1 − un+ 12

+∇pn+1 = 0,
div un+1 + (I −Πh)pn+1 = 0,
un+1|Γ = 0,
(5)
where I denotes the identity operator onM,Πh denotes the L2-projection operator from L2(Ω) into the piecewise constant
spaceWh. Here h is the largest mesh size of a regular triangulation ofΩ . The projection operatorΠh satisfies the following
properties [22,23,25,28]:
∥Πhp∥0 ≤ C∥p∥0, ∀p ∈ L2(Ω), (6)
∥p−Πhp∥0 ≤ Ch∥p∥1, ∀p ∈ H1(Ω). (7)
Since (p−Πhp, q) = 0, for p ∈ L2(Ω) and q ∈ Wh, we have
(p−Πhp, q) = (p−Πhp, q−Πhq), ∀p, q ∈ L2(Ω). (8)
The second step of this method can be thought of as a generalized Stokes problem with the stabilized term. It includes a
diffusion term in the incompressibility step, which allows for the imposition of the full boundary conditions for the velocity,
while needing no boundary condition at all for the pressure. The weak form of Eqs. (5) consists of finding un+1 ∈ X and
φn+1 = τpn+1 ∈ M such that:
a(un+1, v)+ d(v, φn+1) = ⟨l, v⟩, ∀v ∈ X,
d(un+1, q)− ((I −Πh)φn+1/τ , q) = 0, ∀q ∈ M, (9)
where l = un+ 12 − τ(θ + ν)un+ 12 ∈ H−1(Ω)2 is known. The weak coercivity of the mixed bilinear form of the generalized
Stokes problem for the lower-order finite element pairs can be established by a similar technique to in [22,23,28,25,29].
Its existence and uniqueness of un+1 and pn+1 follows from the standard arguments. Following the abstract framework
of [23,28], stability analysis and error estimates can be obtained. The theoretical results for generalized Stokes problem
are similar to in [28,29]. We omit the details here. As a result, (5) is not a consistent finite-element formulation of the
generalized Stokes equations. However, for low-order elements, formally consistent stabilized methods [10,22,13] also lose
their consistency, and so lack of consistency in our method should not be viewed as a serious flaw.
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Obviously, the main differences between this method and the standard projection method are as follows: (i) we have
adopted an explicit, first-order form of the convective term, although there are obviously other possibilities. (ii) we use the
locally stabilized method for solving the generalized Stokes equations. Similar ideas to this schemes can be found in the
implicit fractional-step method by Codina et al. [2,4,6,7] and other methods [26–30], all of which involve an incompressible
step with part of the viscous term.
By adding (4) and (5), we have
un+1 − un
τ
− ν1un+1 + (un · ∇)un +∇pn+1 = f (tn+1). (10)
From (10), we can see the implicit treatment of the viscous term in un+1, and not in the intermediate velocity un+
1
2 . It is
obvious that for the linear problem, pn+1 at least maintains its meaning as an end-of-step pressure. The main advantage of
using a split scheme like Eqs. (4)–(5) rather than a coupled (u, p) method is the decoupling of the convective effects from
incompressibility, which allows the use of suitable approximations for each term. In particular, we can use the equal-order
finite-element pairs for the different split schemes. As a result, the finite-element formulations of the generalized Stokes
problems lose their consistency. On the other hand, if we modified the scheme (4) and (5), then we can get a class of semi-
implicit schemes for pressure correction [9]. Of course, we can also use the same stabilized technique.
4. Convergence analysis and error estimate
In this section, we present the convergence/stability results and error estimates of the stabilized implicit fractional-step
method. The arguments discussed here are very close to those fractional-stepmethods in [3,8,9,13]. Here and below,we only
consider the two-dimensional case for simplicity. First, we introduce some notation and definitions. Given r ∈ [1,∞), T >
0 and a Banach space S, the space Lr(0, T ; S) consists of functions defined on (0, T ) into S that are strongly r-integrable. The
space Lr(0, T ; S) is equipped with the usual scalar product and norm
∥ · ∥Lr (0,T ;S) =
 T
0
∥ · ∥rS
1/r
, (·, ·) =
 T
0
(·, ·)S dt.
Second, we give the following approximate functions, uiτ , i = 1, 2, 3, and uτ :
u1τ : [0, T ] → Y , u1τ = un+ 12 , ∀ t ∈ [nτ , (n+ 1)τ ).
u2τ : [0, T ] → Y , u2τ = un+1, ∀ t ∈ [nτ , (n+ 1)τ ).
u3τ : [0, T ] → Y , u3τ = un, ∀ t ∈ [nτ , (n+ 1)τ ).
uτ : [0, T ] → Y is continuous, linear function on each interval [nτ , (n+ 1)τ ] and uτ (nτ) = un, for n = 0, . . . ,N .
Based on above hypotheses, we can obtain the convergence and stability of the approximate functions uiτ and uτ by using
the standard arguments [3,13,9]. Here,we omitted the details. For the two-dimensional case,we present the following useful
results without proof.
Lemma 4.1. Let f ∈ L2(0, T ;H) and u0 ∈ V . Then there exists some sequences τ˜ → 0 and a solution u of problem (1) such that
(1) uiτ˜ and uτ˜ converge to u in L2(Ω × (0, T )) strongly, i = 1, 2, 3.
(2) uiτ˜ and uτ˜ converge to u in L∞(0, T ; Y ) weak-star, i = 1, 2, 3.
(3) uiτ˜ and uτ˜ converge to u in L2(0, T ; X) weakly, i = 1, 2, 3.
Furthermore, if f ∈ L2(0, T ;H) and u0 ∈ V , then the convergence is of the sequence as awhole. Here,we omitted the detailed
arguments. After this, we conclude that the intermediate velocity un+
1
2 and the end-of -step velocity un+1 converge weakly
to u(tn+1) in X . Now we introduce the following lemma of discrete Gronwall type, it will be used in the next subsection.
Lemma 4.2 ([32]). Let C > 0, τ > 0 and ak, bk, ck, dk be four positive series satisfying
an + τ
n
k=0
bk ≤ τ
n−1
k=0
dkak + τ
n−1
k=0
ck + C,
then
an + τ
n
k=0
bk ≤ exp

τ
n−1
k=0
dk

τ
n−1
k=0
ck + C

.
Now we present error estimates of the new stabilized implicit fractional-step method introduced in Section 3. Here, we
consider only the explicit form of the convection term. Of course, the similar error estimation can be obtained for other
approximations.
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4.1. Error estimates for the semi-discrete velocities
Define the semi-discrete velocity errors as:
en+1 = u(tn+1)− un+1, en+ 12 = u(tn+1)− un+ 12 ,
and introduce the truncation error Rn, which is given as follows:
u(tn+1)− u(tn)
τ
− ν1u(tn+1)+ (u(tn+1) · ∇)u(tn+1)+∇p(tn+1) = f (tn+1)+ Rn, (11)
where
Rn = −1
τ
 tn+1
tn
(t − tn)utt(t)dt.
First, we give the estimates for en+1 and en+
1
2 , which shows that both un+1 and un+
1
2 are order 1/2 approximations to u
in l∞(Y ) and in l2(X), respectively.
Lemma 4.3. Assume that (A2)–(A4) hold, then for all M = 0, . . . ,N − 1,
∥eM+1∥20 +
eM+ 12 2
0
+
M
n=0
en+1 − en+ 12 2
0
+
en+ 12 − en2
0

+ ντ
M
n=0

∥∇en+1∥20 +
∇en+ 12 2
0
+
∇ en+1 − en+ 12 2
0

+ τ
M
n=0
∥(I −Πh)pn+1∥20 ≤ Cτ . (12)
Proof. Subtracting (4) from (11), we get
en+
1
2 − en
τ
− ν1en+ 12 = (un · ∇)un − (u(tn+1) · ∇)u(tn+1)−∇p(tn+1)+ Rn, (13)
where
zn = u(tn+1)− u(tn) =
 tn+1
tn
utdt.
Taking the inner product of (13) with 2τen+
1
2 and using the following equalities
(a− b, 2a) = ∥a∥2 − ∥b∥2 + ∥a− b∥2, 2(a, b) = ∥a∥2 + ∥b∥2 − ∥a− b∥2,
and splitting the nonlinear terms as
(un · ∇)un − (u(tn+1) · ∇)u(tn+1) = −(en · ∇)un − (zn · ∇)u(tn)− (u(tn) · ∇)en − (u(tn+1) · ∇)zn, (14)
we obtainen+ 12 2
0
− ∥en∥20 +
en+ 12 − en2
0
+ 2τν
∇en+ 12 2
0
= 2τ

Rn, en+
1
2

− 2τ

∇p(tn+1), en+ 12

− 2τb

en; un, en+ 12

− 2τb

zn; u(tn), en+ 12

− 2τb

u(tn); en, en+ 12

− 2τb

u(tn+1); zn, en+ 12

. (15)
On the other hand, from (5), we have
en+1 − en+ 12
τ
− ν∆

en+1 − en+ 12

−∇pn+1 = 0. (16)
Taking the inner product of (16) with 2τen+1 and using div en+1 = (I −Πh)pn+1, we get
∥en+1∥20 −
en+ 12 2
0
+
en+1 − en+ 12 2
0
+ ντ

∥∇en+1∥20 −
∇en+ 12 2
0
+
∇ en+1 − en+ 12 2
0

+ 2τ((I −Πh)pn+1, (I −Πh)pn+1) = 0. (17)
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Adding (15)–(17), we obtain
∥en+1∥20 − ∥en∥20 +
en+1 − en+ 12 2
0
+
en+ 12 − en2
0
+ 2τ∥(I −Πh)pn+1∥20
+ τν
∇en+ 12 2
0
+ ∥∇en+1∥20 +
∇ en+1 − en+ 12 2
0

= 2τ

Rn, en+
1
2

− 2τ

∇p(tn+1), en+ 12

− 2τb

en; un, en+ 12

− 2τb

zn; u(tn), en+ 12

− 2τb

u(tn), en, en+
1
2

− 2τb

u(tn+1); zn, en+ 12

. (18)
Now, we bound each term in the right hand side of (18) independently:
(1) Taylor residual term:
2τ

Rn, en+
1
2

≤ c
τ
 tn+1
tn
(t − tn)uttdt
2
0
+ τν
12
∇en+ 12 2
0
≤ cτ
 tn+1
tn
t∥utt∥20dt +
τν
12
∇en+ 12 2
0
.
(2) Pressure gradient term:
τ

∇p(tn+1), en+ 12

= τ

∇p(tn+1), en+ 12 − en+1

+ τ(∇p(tn+1), en+1)
≤ 1
4
en+ 12 − en+12
0
+ τ∥(I −Πh)pn+1∥20 + Cτ 2∥∇p(tn+1)∥20.
(3) Nonlinear terms:
b

en; un, en+ 12

= b

en; u(tn), en+ 12

− b

en; en, en+ 12

≤ ν
24
∇en+ 12 2
0
+ c∥en∥20,
b

zn; u(tn), en+ 12

≤ c∥zn∥0∥u(tn)∥2
∇en+ 12 
0
≤ ν
24
∇en+ 12 2
0
+ cτ
 tn+1
tn
∥ut∥20dt,
b

u(tn); en, en+ 12

≤ c∥en∥0∥u(tn)∥2
∇en+ 12 
0
≤ ν
24
∇en+ 12 2
0
+ c∥en∥20,
b

u(tn+1); zn, en+ 12

≤ c∥zn∥0∥u(tn+1)∥2
∇en+ 12 
0
≤ ν
24
∇en+ 12 2
0
+ cτ
 tn+1
tn
∥ut∥20dt.
From all these inequalities we deduce
∥en+1∥20 − ∥en∥20 +
en+1 − en+ 12 2
0
+ 1
2
en+ 12 − en2
0
+ τν
2
∇en+ 12 2
0
+ τν∥∇en+1∥20 + ντ
∇ en+1 − en+ 12 2
0
+ τ∥(I −Πh)pn+1∥20
≤ cτ
 tn+1
tn
t∥utt∥20dt + 2τ 2∥∇p(tn+1)∥20 + cτ∥en∥20 + cτ 2
 tn+1
tn
∥ut∥20dt + cτ 2
 tn+1
tn
∥∇ut∥20dt. (19)
Adding up (19) for n = 0, . . . ,M , we have
∥eM+1∥20 +
M
n=0
en+1 − en+ 12 2
0
+ 1
2
en+ 12 − en2
0

+ τ
M
n=0
∥(I −Πh)pn+1∥20
+ τ
M
n=0

ν
2
∇en+ 12 2
0
+ ν∥∇en+1∥20 + ν
∇ en+1 − en+ 12 2
0

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≤ cτ
 T
0
t∥utt∥20dt + 2τ sup
t∈[0,T ]
∥∇p(t)∥20 + cτ

N
n=0
∥en∥20 + τ
 T
0
∥ut∥20dt + τ
 T
0
∥∇ut∥20dt

.
Applying Lemma 4.2 to the last inequality and using the regularity properties of the continuous solution, we have
∥eM+1∥20 +
M
n=0
en+1 − en+ 12 2
0
+
en+ 12 − en2
0

+ τ
M
n=0
∥(I −Πh)pn+1∥20
+ ντ

∥∇eM+1∥20 +
M
n=0
∇ en+1 − en+ 12 2
0

≤ Cτ . (20)
Obviously, the bounds for un+
1
2 follow from (20) and the triangle inequality, so that (12) is proved. 
From Lemma 4.3, there exists a positive constant C independent of the time step τ such that for all n = 0, . . . ,N − 1:
∥∇un+1∥0 ≤ C,
∇un+ 12 
0
≤ C, (21)
since ∥∇en+ 12 ∥0 ≤ C, ∥∇en+1∥0 ≤ C and u ∈ L∞(0, T ; X). Moreover, we also haveen+ 12 
0
≤ Cτ 12 , ∥en+1∥0 ≤ Cτ 12 . (22)
Next, we give the first-order error estimate for both un+
1
2 and un+1 in the norm of l2(Y ).
Theorem 4.4. Assume that (A2)–(A5) hold, then for all M = 0, . . . ,N − 1,
∥eM+1∥2V ′ + τν
M
n=0

∥en+1∥20 +
en+ 12 2
0

≤ Cτ 2. (23)
Proof. Let rn+1 = p(tn+1)− pn+1 and subtract (10) from (11), then
en+1 − en
τ
− ν1en+1 +∇rn+1 = (un · ∇)un − (u(tn+1) · ∇)u(tn+1)+ Rn. (24)
Taking the inner product of (24) with 2τA−1en+1 and using the self-adjointness of A−1, we obtain
(en+1, A−1en+1)− (en, A−1en)+ (en+1 − en, A−1(en+1 − en))
− 2ντ(1en+1, A−1en+1)+ 2τ(∇rn+1, A−1en+1)
= 2τb(un; un, A−1en+1)− 2τb(u(tn+1); u(tn+1), A−1en+1)+ 2τ ⟨Rn, A−1en+1⟩. (25)
From the weak coercivity property and the continuity property of generalized Stokes problems (9) and the triangular
inequality, we have the lower bound of the left hand side of (25). Next, we bound each term in the right hand side of (25)
independently:
(1) Taylor residual term:
⟨Rn, A−1en+1⟩ ≤ ∥Rn∥V ′∥A−1en+1∥V = ∥Rn∥V ′∥en+1∥V ′
≤ ∥en+1∥2V ′ + c∥Rn∥2V ′ ≤ ∥en+1∥2V ′ + cτ
 tn+1
tn
∥utt∥2V ′dt.
(2) Nonlinear terms: use the splitting (14) and obtain the following inequality
b(u(tn); en, A−1en+1) ≤ c∥u(tn)∥2∥∇A−1en+1∥0∥en∥0
≤ C∥en+1∥2V ′ +
ν
12
∥en∥20. (26)
Using (22) and assumptions (A1)–(A5), we get
b(zn; u(tn), A−1en+1) ≤ c∥zn∥0∥u(tn)∥1∥A−1en+1∥2
≤ C
 tn+1
tn
utdt

0
∥en+1∥0
≤ Cτ
 tn+1
tn
∥ut∥20dt +
ν
12
∥en+1∥20. (27)
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b(u(tn+1), zn, A−1en+1) ≤ c∥zn∥0∥u(tn+1)∥1∥A−1en+1∥2
≤ C
 tn+1
tn
utdt

0
∥en+1∥0
≤ Cτ
 tn+1
tn
∥ut∥20dt +
ν
12
∥en+1∥20. (28)
For the nonlinear terms b(en; un, A−1en+1), we use the following splitting:
b(en; un, A−1en+1) = b(en; A−1en+1, en)− b(en; A−1en+1, u(tn)).
So we have
b(en; A−1en+1, u(tn)) ≤ c∥en∥0∥A−1en+1∥1∥u(tn)∥2 ≤ C∥en∥0∥en+1∥V ′
≤ C

∥en+1∥0 +
en+1 − en+ 12 
0
+
en+ 12 − en
0

∥en+1∥V ′
≤ ν
12
∥en+1 − en∥20 + C
en+1 − en+ 12 2
0
+
en+ 12 − en2
0
+ ∥en+1∥2V ′

. (29)
b(en; A−1en+1, en) ≤ c∥en∥0∥A−1en+1∥2∥∇en∥0
≤ c∥en∥0∥en+1∥0∥∇en∥0
≤ Cτ 12 ∥en+1∥0∥∇en∥0
≤ ν
12
∥en+1∥20 + Cτ∥∇en∥20. (30)
Using the above results, we add (25) for n = 0, . . . ,M , and obtain
(eM+1, A−1eM+1)+
M
n=0
(en+1 − en, A−1(en+1 − en))+ τν
M
n=0
∥en+1∥20
≤ Cτ
M
n=0
∥en+1∥2V ′ + Cτ 2
 T
0
∥utt∥2V ′dt + Cτ 2
 T
0
∥ut∥20dt
+ Cτ 2
M
n=0

∥∇en+1∥20 +
∇en+ 12 2
0
+
∇ en+1 − en+ 12 2
0

+ Cτ
M
n=0
en+1 − en+ 12 2
0
+
en+ 12 − en2
0

. (31)
Using the regularity properties of the continuous solution and Lemma 4.3, we get
∥eM+1∥2V ′ +
M
n=0
∥en+1 − en∥2V ′ + τ
M
n=0
ν∥en+1∥20 ≤ Cτ 2 + Cτ
M
n=0
∥en+1∥2V ′ .
We apply Lemma 4.2 to the last inequality and obtain
∥eM+1∥2V ′ +
M
n=0
∥en+1 − en∥2V ′ + τν
M
n=0
∥en+1∥20 ≤ Cτ 2. (32)
Hence the estimate for un+1 is proved. For un+
1
2 , according to Lemma 4.3, we have
τν
M
n=0
en+ 12 2
0
≤ 2τν
M
n=0
en+ 12 2
0
+
en+1 − en+ 12 2
0

≤ Cτ 2,
so (23) is provided. 
Now, we give the estimate for en+1, which shows that un+1 is an order 1 approximation to u in l∞(Y ) ∩ l2(X).
Theorem 4.5. Assume that (A2)–(A5) hold, then for all M = 0, . . . ,N − 1,
∥eM+1∥20 + τν
M
n=0
∥∇en+1∥20 ≤ Cτ 2. (33)
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Proof. Taking the inner product of (24) with 2τen+1, we obtain
∥en+1∥20 − ∥en∥20 + ∥en+1 − en∥20 + 2τν∥∇en+1∥20 + 2τ(∇rn+1, en+1)
= 2τb(un; un, en+1)− 2τb(u(tn+1); u(tn+1), en+1)+ 2τ ⟨Rn, en+1⟩. (34)
Now we bound each term in the right hand side of (34) independently:
(1) Taylor residual term:
⟨Rn, en+1⟩ ≤ ∥Rn∥V ′∥∇en+1∥0
≤ ν
8
∥∇en+1∥20 + Cτ
 tn+1
tn
∥utt∥2V ′dt.
(2) Nonlinear terms: use the splitting (14) and get
b(u(tn); en, en+1) ≤ c∥u(tn+1)∥2∥en∥1∥en∥0
≤ ν
12
∥∇en+1∥20 + C∥en∥20,
b(zn; u(tn), en+1) ≤ C∥∇zn∥0∥∇u(tn)∥0∥∇en+1∥0
≤ Cτ
 tn+1
tn
∥∇ut∥20dt +
ν
8
∥∇en+1∥20.
Splitting the nonlinear terms b(en; un, en+1) as
b(en; un, en+1) = b(en; u(tn), en+1)− b(en; en, en+1),
then
b(en; u(tn), en+1) ≤ c∥en∥0∥u(tn)∥2∥∇en+1∥0
≤ ν
8
∥∇en+1∥20 + C∥en∥20.
b(en; en, en+1) ≤ C∥∇en∥20 +
ν
12
∥∇en+1∥20.
Adding up (34) for n = 0, . . . ,M and taking into account (17) and (23), we obtain
∥eM+1∥20 +
M
n=0
∥en+1 − en∥20 + τν
M
n=0
∥∇en+1∥20 + Cτ 2ν
M
n=0
∇en+ 12 2
0
≤ Cτ 2
 T
0
∥utt∥2V ′dt +
 T
0
∥∇ut∥20dt

+ Cτ
M
n=0

∥en+1∥20 +
en+1 − en+ 12 2
0

+ Cτ 2
M
n=0

∥∇en+1∥20 +
∇ en+1 − en+ 12 2
0

+ Cτ 32 ν
M
n=0
∥∇en∥20. (35)
Using Lemma 4.3 and assumptions (A3)–(A5), we get
∥eM+1∥20 +
M
n=0
∥en+1 − en∥20 + τν
M
n=0
∥∇en+1∥20 + Cτ 2ν
M
n=0
∇en+ 12 2
0
≤ Cτ 2 + Cτ
M
n=0
∥en+1∥20 + Cτ
3
2 ν
M
n=0
∥∇en∥20. (36)
Finally, we apply Lemma 4.2 to (36) and obtain
∥eM+1∥20 +
M
n=0
∥en+1 − en∥20 + τν
M
n=0
∥∇en+1∥20 ≤ Cτ 2. (37)
So (33) is proved. 
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4.2. Error estimates for the semidiscrete pressure
Now, we give the estimate for rn+1 which shows that pn+1 is an order 12 approximation to p in l
2(M). In Theorem 4.5, we
have obtained
M
n=0
∥en+1 − en∥20 ≤ Cτ 2. (38)
We use (38) to prove the following error estimate for the pressure.
Theorem 4.6. Assume that (A2)–(A5) hold, then for all M = 0, . . . ,N − 1,
τ
M
n=0
∥p(tn+1)− pn+1∥20 ≤ Cτ . (39)
Proof. We rewrite (24) as
−∇rn+1 = e
n+1 − en
τ
− ν1en+1 − (un · ∇)un + (u(tn+1) · ∇)u(tn+1)− Rn. (40)
Using the continuous inf – sup condition:
∥rn+1∥0 ≤ C sup
v∈X
(∇rn+1, v)
∥∇v∥0 .
Taking the product of (40) with v ∈ X and using the Poincaré inequality, we have
(en+1 − en, v) ≤ ∥en+1 − en∥0∥v∥0 ≤ c∥en+1 − en∥0∥∇v∥0,
(1en+1, v) ≤ ∥∇en+1∥0∥∇v∥0,
(Rn, v) ≤ ∥Rn∥0∥v∥0 ≤ C
 tn+1
tn
t∥utt∥20
 1
2
∥∇v∥0.
For the nonlinear terms, we take the product with v ∈ X and have
((zn · ∇)u(tn), v) ≤ C∥zn∥0∥u(tn)∥2∥∇v∥0
≤ C

τ
 tn
tn
∥ut∥20dt
 1
2
∥∇v∥0,
((en · ∇)un, v) ≤ C∥∇en∥0∥un∥1∥∇v∥0
≤ C∥∇en∥0∥∇v∥0,
((u(tn) · ∇)en, v) ≤ C∥u(tn)∥1∥∇en∥0∥∇v∥0
≤ C∥∇en∥0∥∇v∥0.
((u(tn+1) · ∇)zn, v) ≤ C∥u(tn)∥2∥zn∥0∥∇v∥0
≤ C

τ
 tn
tn
∥ut∥20dt
 1
2
∥∇v∥0.
Thus
∥rn+1∥0 ≤ C
τ
∥en+1 − en∥0 + C

∥∇en+1∥0 + ∥∇en∥0 +
∇en+ 12 
0
+
 tn+1
tn
t∥utt∥20dt
 1
2
+

τ
 tn+1
tn
∥ut∥20dt
 1
2
+

τ
 tn+1
tn
∥∇ut∥20dt
 1
2

which yields
∥rn+1∥20 ≤
C
τ 2
∥en+1 − en∥20 + C

∥∇en+1∥20 + ∥∇en∥20 +
∇en+ 12 2
0
+
 tn+1
tn
t∥utt∥20dt + τ
 tn+1
tn
∥ut∥20dt + τ
 tn+1
tn
∥∇ut∥20dt

.
So the proof of (39) is finished. 
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Fig. 1. Uniform triangulation ofΩ into triangles.
5. Numerical experiments
In this section, we present some numerical examples to illustrate the theoretical results obtained in the previous section.
In our experiments, the pressure and velocity are approximated by the lowest equal-order finite-element pairs definedwith
respect to the same uniform triangulation; i.e., themesh consists of triangular elements that are obtained by dividingΩ into
sub-squares of equal size and then drawing the diagonal in each sub-square (see Fig. 1). Of course, we can use other lower-
equal order finite-element pairs, such as the quadratic conforming/nonconforming element, and so on [25]. The definition of
Πh (see [23] for detailed information) which stabilizes the lowest equal-order (P1− P1) pair is a standard local L2 projection
operator:
Πhq = 1Meas(K)

K
qdx, ∀K ∈ T h(Ω), q ∈ L2(Ω),
which also satisfies the properties (6)–(8). On the other hand, we can use the definition of Πh in [28], which stabilizes the
lowest equal-order pair is also a particular local projection operator:
Gh(ph, qh) =

Kj∈T h

Kj,2
phqhdx−

Kj,1
phqhdx

, ∀ph, qh ∈ L2(Ω),
where

Kj,i
phqhdx indicates an appropriate Gauss integration over Kj that is exact for polynomial of degree i, i = 1, 2. In all
experiments, the algorithm is implemented by using the first definition ofΠh and the public domain finite-element software
Freefem++ [35]. We also use the UMFPACK routine to solve the linear systems arising at each time step.
Problem 1. The first example to be considered here is to confirm the error estimates, given in previous sections, are
also obtained numerically. In this example, we consider the unit square domain with the exact solution of the transient
Navier–Stokes equations given by
u(x1, x2, t) = (u1(x1, x2, t), u2(x1, x2, t)),
u1(x1, x2, t) = 40e−8π2νtx21(x1 − 1)2x2(x2 − 1)(2x2 − 1),
u2(x1, x2, t) = −40e−8π2νtx1(x1 − 1)(2x1 − 1)x22(x2 − 1)2,
p(x1, x2, t) = 10e−16π2νt(2x1 − 1)(2x2 − 1),
where f (x1, x2, t) is determined by Eq. (1). We take ν = 0.0001 and T = 1. In the computation, we use the time step
τ = 0.01, 0.05, 0.1 respectively. We provide errors of the velocity uτh(x1, x2) in L2-norm and H1-norm and the pressure
pτh(x1, x2) in L2-norm, respectively. By introducing the locally stabilized term, we improved the stability of numerical
computation evidently from the results of Tables 1–3. It is observed that the time steps can be increased a few times by
adding the stabilized term in the newschemes. Furthermore, fromTables 1–3,we can see that the L2-normandH1-seminorm
errors for velocity are of second order and first order, respectively, and the L2-norm error for pressure is of second order, in
correspondence with our theoretical results.
Problem 2. The second example to be considered here is the following exact solution of the transient Navier–Stokes
equations on the unit square domain given by
u1(x1, x2, t) = π sin t sin 2πx2 sin2 πx1,
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Table 1
Relative errors of the velocity and pressure (τ = 0.01, ν = 0.001).
1/h CPU-time ∥u−uτh∥0∥u∥0 Rate
∥∇u−∇uτh∥0
∥∇u∥0 Rate
∥p−pτh∥0
∥p∥0 Rate
4 1.296 0.58992 – 0.88664 – 0.20663 –
8 3.996 0.13957 2.08 0.47812 0.891 0.045467 2.18
16 18.24 0.032386 2.11 0.23128 1.05 0.011273 2.01
32 112.827 0.0075355 2.10 0.10966 1.08 0.0027885 2.02
64 1089.36 0.0018132 2.06 0.052984 1.05 0.00069874 2.00
Table 2
Relative errors of the velocity and pressure (τ = 0.05, ν = 0.0001).
1/h CPU-time ∥u−uτh∥0∥u∥0 Rate
∥∇u−∇uτh∥0
∥∇u∥0 Rate
∥p−pτh∥0
∥p∥0 Rate
4 0.368 0.59228 – 0.88439 – 0.20663 –
8 1.109 0.13946 2.09 0.48128 0.878 0.045475 2.18
16 6.924 0.032405 2.11 0.23253 1.05 0.011268 2.01
32 62.765 0.0075374 2.10 0.10978 1.08 0.0027884 2.02
64 861.235 0.0018072 2.06 0.052911 1.05 0.00069860 2.00
Table 3
Relative errors of the velocity and pressure (τ = 0.1, ν = 0.0001).
1/h CPU-time ∥u−uτh∥0∥u∥0 Rate
∥∇u−∇uτh∥0
∥∇u∥0 Rate
∥p−pτh∥0
∥p∥0 Rate
4 0.178 0.59604 – 0.88339 – 0.20667 –
8 0.695 0.13975 2.09 0.48578 0.878 0.045486 2.18
16 4.853 0.032562 2.11 0.23465 1.05 0.011272 2.01
32 48.66 0.0075769 2.10 0.11016 1.08 0.0027885 2.02
64 782.269 0.0018080 2.06 0.052864 1.05 0.00069845 2.00
Table 4
Relative errors of the velocity and pressure of (τ = 0.001, ν = 0.001).
1/h CPU-time ∥u−uτh∥0∥u∥0 Rate
∥∇u−∇uτh∥0
∥∇u∥0 Rate
∥p−pτh∥0
∥p∥0 Rate
4 13.216 0.55276 – 0.82519 – 2.69412 –
8 41.652 0.10652 2.38 0.37650 1.13 0.58543 2.20
16 168.361 0.025676 2.05 0.18595 1.02 0.14251 2.03
32 738.215 0.0061590 2.06 0.090213 1.04 0.0048002 1.57
64 3798.36 0.0016614 1.89 0.044245 1.03 0.0021278 1.17
u2(x1, x2, t) = −π sin t sin 2πx1 sin2 πx2,
p(x1, x2, t) = sin t cosπx1 sinπx2,
where f (x1, x2, t) is also determined by Eq. (1). Similarly, we take ν = 0.001, τ = 0.001 and T = 1. The numerical results
are presented in Table 4 in terms of theH1-norm and L2-norm convergence rates. FromTable 4, we can see that the stabilized
implicit fractional-step methods work well and maintain the convergence rates just like the theoretical analysis. Moreover,
we can adopt a large time step for the computation to save operation time and complexity for the above examples, the
CPU-time of this method for different values of h and τ are also provided in Tables 1–4.
Problem 3. The third example to be considered here is the incompressible lid-driven cavity flow problem defined on the
unit square, which has been analyzed in [29]. The flow domain and the boundary conditions are shown in Fig. 2. The viscosity
is set as ν = 0.1 and the initial condition is taken as zero. Themesh consists of the triangular elementswithmesh size h = 180
and time step τ = 0.01.
Fig. 3 depicts the velocity vectors and the pressure contours, respectively, at the steady state by using the two different
mixed finite elements, namely locally stabilized (P1b, P1) and (P1, P1) pairs, where the stopping criterion
∥un+1h −unh∥0
∥un+1h ∥0
≤ 10−5
is employed. Here un+1h is the approximation of uh(t) at time t = (n + 1)τ . From the numerical results, we observe that
the difference in velocity between the two pairs is small, while that of the pressure is big. Also, the new stabilized (P1, P1)
pair take less CPU time than the (P1b, P1) pair. Furthermore, the result by our method is found to be similar to that reported
in [29] for solving the time-dependent Stokes problem.
Problem 4. Finally we consider 2D flows in channels with a backward facing step [36]. The geometry is that of a channel
with a backward facing step so that the inflow section is smaller than the outflow section. The simulations are performed on
the domain in Fig. 4(a), where (0 < x1 < 20)∗(0 < x2 < 1). We set ν = 0.002 and take the time step τ = 0.025. Results are
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Fig. 2. Geometry of lid-driven cavity flow.
Fig. 3. Velocity vectors and pressure contours of the driven cavity flow at the steady state: (a)–(b) P1 − P1 pair and (c)–(d) P1b− P1 pair.
Fig. 4. Shown above are two levels of mesh refinement provided by Freefem for computing 2D flows in channels with a backward facing step.
presented for a parabolic inflow profile, given by u = (u1(x1, x2), u2(x1, x2)), with u1(x1, x2) = 5 ∗ x2 ∗ (1 − x2) ∗ (x2 >
0) ∗ (x1 < 2), u2(x1, x2) = 0. A no-slip boundary condition is prescribed on the top and bottom boundary, as well as on
the step. At the outflow, the standard do-nothing boundary condition is imposed. Here, we use a variable metric/Delaunay
automatic meshing algorithm in Fig. 4(b).
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Fig. 5. The pressure and the horizontal velocity at T = 2.5.
Fig. 6. The pressure and the horizontal velocity at T = 5.
Fig. 7. The pressure and the horizontal velocity at T = 10.
Numerical results of the pressure and the horizontal velocity at T = 2.5, 5 and 10 are shown respectively in Figs. 5–7
on the adapted mesh. From these figures, we can see that our method can capture this classical model well. Moreover,
our method can save a large amount of computational time. In short, numerical experiments show that the new stabilized
method is highly efficient for the time-dependent Navier–Stokes problem.
6. Conclusions
In this work we have presented the locally stabilized implicit fractional-step method in solving the time-dependent
Navier–Stokes equations using the lower equal-order pairs. The main feature of our method is to combine the equal-order
stabilized method and the implicit fractional-step method. It is shown that the given method is stable. Furthermore, error
estimates have been obtained. In support of the newmethod some numerical tests have been considered and implemented
successfully. It is seen that our method can simulate the velocity and pressure very well. This idea can be extended to other
cases of dynamical equations for nonlinear fluids.
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