Abstract
in the sense that if we feed the same input again, we get the same output. In precise terms, this means that for every time shift t 0 , if we input the signal x(t + t 0 ), we should get y(t + t 0 ), i.e., we should have a 0 (t) + a 1 (t, s) · x(s + t 0 ) ds = a 0 (t + t 0 ) + a 1 (t + t 0 , s) · x(s) ds for all functions x(t) and for all real numbers t and t 0 . For x(t) ≡ 0, this requirement leads to a 0 (t) = a 0 (t + t 0 ), i.e., to the conclusion that a 0 (t) is a constant. By subtracting this constant from y(t), we get a simplified expression y(t) = a 1 (t, s) · x(s) ds with a 1 (t, s) · x(s + t 0 ) ds = a 1 (t + t 0 , s) · x(s) ds.
By introducing a new variable s + t 0 in the first integral, we conclude that a 1 (t, s−t 0 )·x(s) ds = a 1 (t+t 0 , s)·x(s) ds for all t and all x(s). In particular, for a pulse signal, i.e., for function x(t) which is non-zero only in a small neighborhood of a point s, we conclude that a 1 (t, s − t 0 ) = a 1 (t + t 0 , s) for all t, s, and t 0 .
For every t and s, we can take t 0 = s and t = t − s, then we get s − t 0 = 0 and a 1 (t , s) = a 1 (t + t 0 , s) = a 1 (t − s, 0). Thus, for a(t) def = a 1 (t, 0), we conclude that
y(t) = a(t − s) · x(s) ds.
In digital signal processing, this formula is called a convolution; see, e.g., [22] .
Similarly, it is reasonable to consider optical filters for processing 2-D or 3-D images x( t ). If we require that the result of filtering does not depend on the exact spatial location of the image, then we can conclude that these filters can also described as convolutions: y( t ) = a( t− s )·x( s ) d s for some function a( t ).
Thus, if we want the computer to simulate the work of different electronic and/or optical devices such as filters, we must be able to compute onedimensional and multi-dimensional convolutions.
It is important to compute convolutions fast. In computation, the input signal x(t) is represented by its samples x 0 = x(t 0 ), x 1 = x(t 1 ), . . . , x n−1 = x(t n−1 ), usually measured at equally spaced moments of time t k = t 0 + k · ∆t.
Similarly, the input image x( t ) is usually represented by the intensity values at pixels forming a rectangular grid.
Based on this information, we can approximate the integral by the correspond- If we use this formula to compute the outputs y i , then we need n multiplications and n − 1 additions to compute each of n outputs, to the total of
However, the number of samples n is usually in thousands and millions (an image is usually several Megabytes); for such large n, n In this case,
In this following text, we will use this example and its modifications to illustrate different formulas and algorithms.
Fast Fourier Transform leads to fast computation of convolution. It is well known that convolution can be computed much faster, in time O(n · log(n)), if we use the O(n · log(n)) Fast Fourier Transform (FFT) algorithm for computing Fourier transformsx(ω)
see, e.g., [1, 22] (Please notice that in this paper, we use mathematical notation i for √ −1; in signal processing, √ −1 is usually denoted by j, to avoid confusion with the current i.)
Namely, it is known that the Fourier transform of the convolution is equal to the product of the Fourier transforms:ŷ(ω) =â(ω) ·x(ω). Thus, to compute the convolution y(t), we do the following:
• first, we apply FFT to x(t) and a(t) and computex(ω) andâ(ω);
• then, we multiplyx(ω) andâ(ω), thus computingŷ(ω) =â(ω) ·x(ω);
• finally, we apply the inverse FFT toŷ(ω) and compute
This algorithm can be visualized by the following diagram:
To compute the convolution between the two given sequences, we use a discrete version of Fourier transform. Specifically, when we have two sequences x i and b i , we do the following:
• first, we apply discretized FFT to x i and compute the corresponding Fourier
similarly, we compute the Fourier coefficients B j of the sequence b i ;
• then, we multiply √ n, B j , and X j , thus computing
• finally, we apply the inverse FFT to Y j and compute
Similarly, for every natural number d, convolution of d-dimensional functions x( t ) can be computed by using the discretized version of the multi-dimensional
Example. Let us illustrate this algorithm on the above example. For n = 4, we have √ 4 = 2, and
The powers of this value are −1, i, 1, −i, etc.
Thus, the corresponding discrete Fourier transform takes the following form:
In particular, for the above input signal x 0 = 1, x 1 = −1, x 2 = 1, and
we get
Comment. For simplicity, we do not describe, in detail, how the FFT algorithm computes the Fourier transform, we just present the results of the Fourier transform.
Similarly, for the weights b 0 = 1,
Based on the value B j and X j , we compute the value
By applying the inverse discrete Fourier transform
we get the desired values of y i :
In practice, we often have interval uncertainty. In practice, we only know the signal x(t) and the function a(t) with uncertainty; in other words, we only know the approximate (measured) values x(t) and a(t) of these functions.
In this case, the convolution y(t) of these approximate functions is also only an approximation to the desired convolution y(t) of the (unknown) actual values
x(t) and a(t).
Usually, we know the upper bounds ∆ x (t) and ∆ a (t) on the deviations
In some cases, we also know the probability of different deviations, but often, these upper bounds is all we know. In such cases, we only know the intervals [
and [ a(t) − ∆ a (t), a(t) + ∆ a (t)] that contain the actual (unknown) functions
In terms of sample values, we know the intervals
] and In such situations, it is desirable, for every t, to compute the range of possible values of y(t), i.e., to find the upper bounds ∆y(t) such that for every moment t, the actual value of the convolution y(t) always lies within the interval
In terms of sample values, we need to find intervals
that contain the actual (unknown) values y i .
Case of expert uncertainty. In some practical situations, our information about the signal x(t) and about the function a(t) comes from expert estimations. Expert estimates are never absolutely accurate, they come with
uncertainty. An expert usually describes his/her uncertainty by using words from the natural language, like "most probably, the value of the quantity is between 6 and 7, but it is somewhat possible to have values between 5 and 8".
To formalize this knowledge, it is natural to use fuzzy set theory, a formalism specifically designed for describing this type of informal ("fuzzy") knowledge;
see, e.g., [10, 19] .
As a result, for every value x i , we have a fuzzy set µ i (x i ) which describes the expert's prior knowledge about x i : the number µ i (x i ) describes the expert's degree of certainty that x i is a possible value of the i-th quantity.
An alternative user-friendly way to represent a fuzzy set is by using its α-cuts 
Intuitively, the value y i is a reasonable value of the corresponding quantity 
If we interpret "and"
as min and "for some" ("or") as max, then we conclude that the corresponding degree of certainty µ i (y i ) in y i is equal to
This formula is a particular case of the extension principle.
It is known that the extension principle can be reformulated as follows: for each α, the α-cut y i (α) of y i is equal to the range of possible values of
for all i and j. Thus, from the computational viewpoint, the problem of computing the statistical characteristic under fuzzy uncertainty can be reduced to the problem of computing this characteristic under interval uncertainty; see, e.g., [2, 10, [17] [18] [19] .
In view of this reduction, in the following text, we will consider the case of interval uncertainty.
Interval computations, interval arithmetic, and straightforward interval computations: brief reminder. The problem of computing the range
in many practical situations; it is known as the problem of interval computations; see, e.g., [9] .
In the simplest case when n ≤ 2 and f (x 1 , x 2 ) is an arithmetic operation (i.e.,
, we can write down explicit expressions for the corresponding range; the operations for generating these
is equal to
Similarly, we have
.
In general, interval computation is NP-hard even for quadratic functions f (x 1 , . . . , x n ); see, e.g., [11] . Crudely speaking, this means that it is not possible to have an algorithm that always computes the exact range y = [y, y] in reasonable times (i.e., in time that does not exceed a polynomial of the size of the input). Since we cannot always compute the exact range in reasonable time, it is reasonable to try to compute an enclosure Y ⊇ y for this range.
Historically the first method of computing such an enclosure is the method of straightforward interval computations. This method is based on the fact that inside the computer, the compiler presents every algorithm as a sequence of elementary operations (mostly arithmetic operations). In the straightforward interval computations technique, we replace each operation with numbers by the corresponding operation of interval arithmetic. It can be shown that the resulting interval Y indeed encloses the desired range y; see, e.g., [9] .
For some algorithms, this method leads to the exact range: e.g., for single-use expressions (SUE), i.e., arithmetic expressions in which each variable occurs only once; see, e.g., [5, 9] . However, in general, the interval Y has excess width: The reason why we got excess width is that straightforward interval computations ignore the dependence between intermediate results: in this case, the dependence between r = 2x and x.
Comment. People who are vaguely familiar with interval computations sometimes erroneously assume that the above straightforward techniques is all there is in interval computations. In conference presentations (and even in published papers), one often encounters a statement: "I tried interval computations, and it did not work". What this statement usually means is that they tried the above straightforward approach and -not surprisingly -it did not work well.
In reality, interval computations is not a single algorithm, it is a problem for which many different techniques exist; see, e.g., [9] . Some of these techniques will be presented in the following text. 
The problem with this computation is that it requires O(n) computational steps for each of n values i, to the total of O(n 2 ) steps -and we already know that this is too long. It is desirable to design faster algorithms for computing convolution under interval uncertainty.
Example. Let us supplement our illustrative example with interval uncertainty. Specifically, let us assume that the approximate values of the input signal and of the weights are the same as before: Straightforward interval version of FFT leads to too wide enclosures.
In principle, it is possible to use straightforward interval computations to compute this range, i.e., replace every computational step in FFT by the corresponding operations of interval arithmetic. However, as noticed already in the pioneering paper [3] , the resulting enclosure is too wide.
An even more simplified example. Let us first illustrate the phenomenon of wide enclosures on an even more simplified example of n = 2 data points 
The FFT algorithm requires that we compute the FFT B j of the sequence b i , the FFT X j of the signal x i , then compute Y j = √ n · B j · X j and apply the inverse FFT to the values Y j .
For n = 2, discrete FFT takes the form
, and the inverse FFT takes a similar form
In particular, for the above simple sequence b i , the FFT leads to
When we know the exact values x 0 and x 1 , we compute X 0 = x 0 + x 1 √ 2 and
Fourier transform returns
However, for intervals, we get excess width. Indeed, for interval data, we thus get
and
As a result, we get intervals which are twice wider than the actual range. The reason for this excess width, as we have mentioned earlier, is that straightfor-ward interval computations ignore the dependence between the intermediate results: in this case, the dependence between X 0 and X 1 .
Illustrative example. On our illustrative example, the width is increased even more. Indeed, for the intervals x i , the discrete Fourier transform leads to
Similarly, for the weights, we get For y 0 , the inverse Fourier transform leads to the following interval What we do in this paper. Examples like the one above lead to an impression that doing convolution via FFT is impossible without really inflating the intervals.
In this paper, we show, that, contrary to this impression, it is possible to compute convolution via FFT (i.e., fast) without generating significant interval inflation.
Main Result: Fast Convolution under Interval Uncertainty
We will use Rump's circular arithmetic. We were able to come up with a fast algorithm only when we decided to use, instead of the standard interval arithmetic, Rump's circular arithmetic (see, e.g., [20] ). This arithmetic provides exact range for addition and subtraction and asymptotically precise range for multiplication.
In Rump's circular arithmetic,
where
Comments.
• In these two operations, the midpoint of each resulting interval is equal to the result of applying the same arithmetic operation to the corresponding midpoints. It is known that the same property holds for any operation (or any sequence of operations) of Rump's circular arithmetic.
• In the above formulas, we did not take rounding errors into account because in the signal processing applications, rounding errors are usually negligible in comparison with the measurement errors. If necessary, rounding errors can be taken into account by introducing appropriate roundings [20] -as it is usually done in interval computations (see, e.g., [9] ).
Analysis of the problem. Applying the formulas for Rump's circular arithmetic to the expression (1), we conclude that
, where
Thus, once we have the sequences
, and ∆ x = (∆ x,0 , . . . , ∆ x,n−1 ), we can compute the desired sequence ∆ y = (∆ y,0 , . . . , ∆ y,n−1 ) as the sum of three convolutions:
Since by using FFT, we can compute each of these three convolutions fast (in time O(n·log(n))), we thus arrive at the following fast algorithm for computing convolution under interval uncertainty.
Fast algorithm for computing convolution under interval uncer-tainty. Suppose that we are given the intervals
. Then, to compute the (asymptotically exact enclosure)
, we do the following:
• first, we use FFT-based convolution algorithm to compute y = b * x;
• then, we use FFT-based convolution algorithm to compute three auxiliary
• finally, we add the resulting three sequences and compute ∆ y by using the formula (2).
Since each FFT-based convolution requires O(n · log(n)) steps, we thus arrive at the O(n · log(n)) algorithm for computing convolution under interval uncertainty.
Comment. The same algorithm works in multi-dimensional case as well.
Example. Let us illustrate the accuracy of this algorithm on our example.
Here, the values y = b * x have already been computed earlier: y 0 = 1, y 1 = −2, y 2 = 2, and y 3 = −1.
Our goal is to check how accurate are the resulting computations. For computing with numbers (not with intervals), FFT leads to exact convolution, so, for simplicity, we will use the regular formula to compute the corresponding auxiliary convolutions | b| * ∆ x , ∆ b * | x|, and ∆ b * ∆ x . Of course, the FFT-based convolution algorithm will lead to the same results.
We have
2, and ∆ x,3 = 0, thus, for the first auxiliary sequence f = | b| * ∆ x , we get
and | x 3 | = 0, thus, for the second auxiliary sequence s = ∆ b * | x|, we get
Finally, for the third auxiliary sequence t = ∆ b * ∆ x , we get
Adding these three auxiliary sequences, we get the sequence ∆ y , with compo- This algorithm can be made even faster. In the above algorithm, we need four convolutions of sequences of real numbers to compute a convolution of two interval-valued sequences. It turns out that we can further speed up this computation because it is possible to use only three convolutions instead of four.
Namely, since
we can compute ∆ y as
Thus, we arrive at the following algorithm for computing convolution under interval uncertainty:
• then, we use FFT-based convolution algorithm to compute two auxiliary
• finally, we subtract the resulting sequences and compute ∆ y by using the formula (3).
Comment. The possibility to reduce the number of underlying numerical operations from four to three is similar to the situation with standard interval
In this situation,
• we seem to need four multiplication of numbers to compute the product of two intervals, but
• in reality, three multiplications are sufficient [8] (see also [4] ).
Example. In our illustrative example, we have
Thus, the first auxiliary sequence
For the second auxiliary sequence S = | b| * | x|, we get For example, in image processing, it is known that in the far-field (Fraunhofer) approximation, the observed signal is actually equal to the Fourier transform of the desired image; see, e.g., [15, 21, 23, 24] . So, if we want to reconstruct the original image, we must apply the inverse Fourier transform to the measurement results x re ( t ) + i · x im ( t ), and find the valueŝ
In real life, we may only know the real and imaginary part of the signal with interval uncertainty, i.e., we only know the intervals
that contain the actual (unknown) values of x re ( t ) and x im ( t ). In such situations, it is desirable to find, for every ω, the intervals of possible values of
We will show how this can be done under the assumption that discretization error is much smaller than the measurement error ∆ re ( t ) and ∆ im ( t ) and thus,
we can safely assume that we know the values of the signal x re ( t ) and x im ( t ) for all t.
What was known. The solution to this problem is known for the case when all the measurements have the same measurement error, i.e., when ∆ re ( t ) and ∆ im ( t ) do not depend on t. For this case, the solution is given in [3] . In this paper, we extend this solution to the general case.
Analysis of the problem. Formulas (4) and (5) 
and ∆y = N j=1 a j · ∆x j . The largest possible value of ∆y for ∆x
is attained when ∆x j = ∆ j for a j ≥ 0 and when ∆x j = −∆ j for a j ≤ 0. In both cases, the largest value ∆ of ∆y is equal to
Thus, the range of a linear function y = a 0 + N j=1 a j ·x j under interval uncertainty
In particular, forX re ( ω), the desired range is equal to
whereˆ X re ( ω) is the real part of the (easy-to-compute) Fourier transform of the approximate function x re ( t ) + i · x im ( t ) and
Similarly, forX im ( ω), the desired range is equal to
whereˆ X im ( ω) is the imaginary part of the (easy-to-compute) Fourier transform of the approximate function x re ( t ) + i · x im ( t ) and
Thus, to be able to find these ranges, we must be able to compute the integrals
Let us consider the first of these integrals (the other three can be computed
How can we speed up the computation of this integral? We know how to speed up the computation of the convolution y(t) = a(t − s) · x(s) ds. Let us try to use this knowledge here. For that, let us first describe the similarity and the differences between the convolution integral and the integral I re,c that we want to compute.
• In the convolution, we integrate the product of a function x(s) of an auxiliary variable s and a function a(t − s) depending on the difference between the variable t and the auxiliary variable s.
• In the expression for I re,c ( ω), we integrate the product of a function ∆ re ( t)
of the auxiliary variables t 1 , . . . , t d , and a (cosine) function of the products ω i · t i between the variables ω i and the auxiliary variables t i .
The only difference between our integral and the convolution is that in our integral, we have the product of the two variables, while in the convolution, we have the difference between the variables. Thus, to reduce our integral to convolution, we must reduce the product ω i · t i to a difference. This reduction will be done in two natural steps.
First, we use the well-known fact that the logarithm of a product is equal to the sum of logarithms. We use this fact to reduce the product to the sum. 
We know that convolution can be computed fast. Thus, we arrive at the following fast algorithm for computing Fourier transform under interval uncertainty.
Resulting algorithm. Suppose that we are given the intervals [ x re ( t ) − ∆ re ( t ), x re ( t ) + ∆ re ( t )] and [ x im ( t ) − ∆ im ( t ), x im ( t ) + ∆ im ( t )].
Then, to compute the ranges [ˆ X re ( ω) − δ re ( ω),ˆ X re ( ω) + δ re ( ω)] of the real and imaginary parts of the Fourier transform, we do the following:
• first, we apply FFT to the approximate function x re ( t ) + i · x im ( t ) and computeˆ X re ( ω) andˆ X re ( ω);
• then, we use FFT-based convolution algorithm to compute the convolutions F re,c = f re * g c , F re,s = f re * g s , F im,c = f im * g c , and F im,s = f im * g s ;
• re-scale these functions by computing Since we are only using FFT or FFT-based convolution, we thus arrive at a fast algorithm for computing Fourier Transform under interval uncertainty.
