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ABSTRACT. We introduce Cayley posets as posets arising naturally from pairs S < T of semi-
groups, much in the same way that Cayley graph arises from a (semi)group and a subset. We show
that Cayley posets are a common generalization of several known classes of posets, e.g. posets
of numerical semigroups (with torsion) and more generally affine semigroups. Furthermore, we
give Sabidussi-type characterizations for Cayley posets and for several subclasses in terms of their
endomorphism monoid. We show that large classes of posets are Cayley posets, e.g., series-parallel
posets and (generalizations of) join-semilattices, but also provide examples of posets which cannot
be represented this way. Finally, we characterize (locally finite, with a finite number of atoms) auto-
equivalent posets - a class that generalizes a recently introduced notion for numerical semigroups -
as those posets coming from a finitely generated submonoid of an abelian group.
1. INTRODUCTION
Cayley graphs of groups are a classical topic in algebraic graph theory. They play a prominent
role in (books devoted to) the area, see e.g. [10]. A particular and central result of the theory, due to
Sabidussi [43] characterizes Cayley graphs of groups via the action of their automorphism group.
Cayley graphs of monoids and semigroups have been less studied, but still there is a considerable
amount of work, see e.g. [29] for a book and the references therein. In semigroups, analogues of
the above result of Sabidussi remain open. Characterizations of Cayley graphs of certain classes of
semigroups have been subject to some research effort, see [1, 11–13, 18, 20–25, 31, 34, 35, 49, 50].
Conversely, also characterizations of semigroups admitting Cayley graphs with certain (mostly
topological) properties have been investigated extensively [15, 17, 19, 27, 28, 39, 44–46, 52]. With
respect to groups there is a well-known book concerning the topic [51].
In the present paper we pursue questions of this type in a setting which naturally excludes
groups from the picture. Namely, we study semigroups whose Cayley graph yields a partially
ordered set (poset). We call the resulting posets Cayley posets. Such objects arise also naturally
from considering (relative) Green’s relations on semigroups. An important class of Cayley posets
are numerical semigroups (see the books [2, 40, 42]), and more generally numerical semigroups
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with torsion (see [9, 30]) and affine semigroups (see the books [6, 36, 41, 48]). Further examples
include families defined in order to construct diamond free posets in [7].
Let us define the setting of this article in the slightly more general language of acts, see [26].
Let (X,S) be a semigroup (right) act, i.e., X is a set and (S, ·) a semigroup with an operation
such that xs ∈ X and (xs)s′ = x(s · s′) for all x ∈ X and s, s′ ∈ S. We define the binary relation
≤S on X via x ≤S y :⇐⇒ ∃s ∈ S : xs = y.1
In this paper we study acts such that ≤S is an order-relation. In this case, we denote the poset
given by ≤S on X as P (X,S) and call it the Cayley poset of (X,S). Another way of seeing the
objects we study is from the point of view of Green’s relations. The semigroup (acts) we consider
are such that the R-classes of their Green’s relations are trivial. Note that in the study of Green’s
relation the order based on the R-relation is often defined as x ≤S y :⇐⇒ ∃s ∈ S : sx = y, but
we stick to our convention motivated from directed (right) Cayley graphs. See standard semigroup
books such as [5, 14] for more details on Green’s relation.
Let us give a more detailed overview of the objects and results of the present paper. First, we
characterize the acts that generate posets as those that are s-unital and acyclic (Proposition 2.1).
Then we prove that in fact every poset is the Cayley poset of a monoid act (Theorem 2.2). We
thus consider natural special cases of Cayley posets of acts (always assuming them to be s-unital
and acyclic). If X = T is a semigroup such that S < T is a subsemigroup and the act consists
of right-multiplication, we say that the Cayley poset P (T, S) is a semigroup poset. If furthermore
S = T we say that P (T, S) = P (S, S) is full. If T and S are monoids N,M , and M < N is a
submonoid we say that P (T, S) = P (N,M) is a monoid poset. See Figure 1 for an example.
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FIGURE 1. The N-poset is a monoid poset via P (N, {a, c, d}) and is full as wit-
nessed by P (S, S).
With these definitions we can describe well-known classes of posets as special cases of the
above mentioned. An important class of Cayley posets are affine semigroups, that is, P (N,M)
where N = Zn with the usual addition, and M is a submonoid of Zn without invertible elements
different from 0. These posets have been studied due to their relation with (binomial) lattice ideals
(see, for example, [3, 8, 16, 36, 37, 48]). As a prominent subfamily of affine semigroups, one
has numerical semigroups, which can be seen as P (M,M) where M is a submonoid of N, see
Figure 2 for an example and [2,40,42] for literature on the topic. Recently, numerical semigroups
with torsion were studied in [9, 30], where N = N × T for a finite Abelian group T . Further
examples of monoid posets include families defined in order to construct diamond free posets
in [7]. Here for a group G and a set of generators H the corresponding Cayley poset is defined as
P (G× Z, 〈H × {1}〉 ∪ {(e, 0)}).
Here, we present Sabidussi-type characterization results for semigroup posets (Theorem 2.4),
monoid posets (Theorem 2.6), full posets (Corollary 2.5) and full monoid posets (Theorem 2.8),
i.e., these are characterizations in terms of the endomorphism monoid of the poset much like
Sabidussi’s classical characterization of Cayley graphs of groups [43].
There are natural inclusions among the considered classes, (as mentioned above Cayley posets
of acts coincide with all posets). In Sections 3, 4 and 5 we give some properties of different types
1Note that if X is a (semi)group, S ⊆ X is just a subset, and the · is right-multiplication, then the resulting relation
coincides with the Cayley graph of X with respect to S.
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FIGURE 2. The numerical semigroup P (M,M), where M is the submonoid of N
generated by 3 and 5.
of Cayley posets and show that all these inclusions are strict, by giving posets in the respective
difference sets. See the diagram in Figure 3 for an illustration.
all posets=monoid acts
semigroup
monoid
full monoid=semigroup with min
full
series-parallel
series-parallel with min
...
FIGURE 3. Inclusions among considered classes and posets witnessing strictness
of containment.
Partially thanks to the characterization theorems we are able to show that semigroup posets are
closed under natural poset operations such as addition of maxima or minima, Cartesian products,
retracts, series and parallel composition, and certain blow-up operations. This way we construct
large families of semigroup posets in Section 4. A particular result of this section is that series-
parallel posets are full.
In [4, Section 5] the authors characterize posets coming from finitely generated submonoids
M of Zm. In this result, there is a rather technical condition saying that a certain group has to
be saturated. Section 6 is devoted to a generalization of this result. In Theorem 6.3 we prove
that posets coming from finitely generated submonoids of an abelian group are characterized by
dropping this technical assumption.
We conclude by resuming several questions that come up through the paper in Section 7.
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2. CHARACTERIZATIONS
In this section we present several characterization results for classes of Cayley posets. First, let
us describe under which conditions on a semigroup act (X,S) the relation≤S is an order relation.
Proposition 2.1. Let (X,S) be a semigroup (right) act. The relation ≤S is an order relation if
and only if (X,S) satisfies
• ∀x ∈ X ∃s ∈ S : xs = x (s-unital)
• ∀x ∈ X ∀s, s′ ∈ S : x = xss′ =⇒ x = xs (acyclic)
Proof. Clearly, x ≤S y and y ≤S z implies xs = y and ys′ = z for some s, s′ ∈ S. Thus,
z = (xs)s′ = x(s · s′) and x ≤S z, i.e., ≤S is transitive.
Obviously, ≤S is reflexive if and only if the act is s-unital.
Let us now see that ≤S is anti-symmetric if and only if the act is acyclic. We can do the
following equivalent transformations starting with acyclicity, i.e., x ≤S y and y ≤S x =⇒ x =
y, which is equivalent to xs = y and ys′ = x =⇒ x = y, which in turn is equivalent to
xss′ = x =⇒ xs = x. 
Next, we show that indeed every poset is the Cayley poset of a monoid act.
Theorem 2.2. For every poset P there is a monoid act (X,M) such that P ∼= P (X,M).
Proof. Denote the ground set of the poset P byX and letM = {ϕ : P → P | ∀x ∈ P, x ≤ ϕ(x)}
with the operation ϕϕ′ := ϕ′ ◦ ϕ. We prove that the mapping x · φ := φ(x) is a monoid act such
that P ∼= P (X,M).
Let ϕ, ϕ′ ∈ M then ∀x ∈ P we have ϕϕ′(x) = ϕ′ ◦ ϕ(x) = ϕ′(ϕ(x)) ≥ ϕ(x) ≥ x thus
ϕϕ′ ∈ M and M is a semigroup. Moreover id ∈ M thus M is a monoid. Moreover, we clearly
have x · ϕ ∈ X and (x · ϕ)ϕ′ = x · (ϕϕ′) for all x ∈ X and ϕ, ϕ′ ∈M . Thus (X,M) is a monoid
act. Now, let us show that the relation x ≤◦ y ⇐⇒ ∃ϕ∈M : y = ϕ(x) is s-unital and acyclic.
First, ∀x ∈ M,x · id = x which shows that ≤◦ is s-unital. Second, for x ∈ P and ϕ, ϕ′ ∈ M
x · ϕϕ′ = x ⇒ ϕ(x) ≤ ϕ′(ϕ(x)) = x and x ≤ ϕ(x) then ϕ(x) = x thus ≤◦ is acyclic. Now we
will show that ∀x, y ∈ P we have x ≤ y ⇔ x ≤◦ y.
"⇒" : if x ≤ y then define ϕx,y(z) := y if z = x and z otherwise. Clearly, ϕx,y ∈ M and
ϕx,y(x) = y thus x ≤◦ y.
"⇐" : if x ≤◦ y then y = x · ϕ for some ϕ ∈ M . Thus, y = ϕ(x), which by the definition of
M implies x ≤ y.
This concludes the proof.

For a poset P , the monoid of order endomorphisms of P with the composition will be denoted
by End(P ). We recall that an upset (resp. a downset) in a poset P is an upward (resp. downward)
closed subset F ⊆ P . The principal upset and downset of x will be denoted by ↑ x := {y ∈ P |
x ≤ y} and ↓x := {y ∈ P | x ≥ y}, respectively2 .
For a semigroup T , we set L(T ) := {ϕt | t ∈ T}, where ϕt : T → T is defined as ϕt(x) = tx,
i.e., ϕt is the left-multiplication by t. Since ϕt◦ϕt′ = ϕt·t′ , it follows that L(T ) is a semigroup with
the composition and that t 7→ ϕt is a semigroup epimorphism from (T, ·) to (L(T ), ◦). Moreover,
L(T ) is a monoid whenever T has a left identity.
The following lemma will be useful for the upcoming characterizations of different types of
Cayley posets.
Lemma 2.3. Let S < T semigroups and P ∼= P (T, S) a semigroup poset. Then, L(T ) is a
subsemigroup of End(P ). Moreover, (L(T ), ◦) and (T, ·) are isomorphic semigroups.
2Upsets and downsets are sometimes called filters and ideals, respectively.
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Proof. Let ϕt ∈ L(T ) and consider t′, t′′ ∈ T such that t′ ≤ t′′. Taking s ∈ S such that t′s = t′′,
we have that ϕt(t′) ≤ ϕt(t′)s = tt′s = tt′′ = ϕt(t′′). Thus, L(T ) ⊆ End(P ) and, hence, L(T ) is a
subsemigroup of End(P ). Finally, let us show that t 7→ ϕt is an injection. Assume that ϕt = ϕt′ .
Since P (T, S) is a semigroup poset it follows that ↑ t′ = ϕt′(S) = ϕt(S) =↑ t, which implies that
t′ = t. 
We now proceed to characterize semigroup posets.
Theorem 2.4. Let P be a poset. There are semigroups S < T such that P ∼= P (T, S) if and only
if there is a subsemigroup L < End(P ) and an upset F ⊆ P such that for every element x ∈ P
there is a unique ϕx ∈ L such that ϕx(F ) =↑x. Moreover, in this case S = F and L = L(T ).
Proof. "⇒": Let P ∼= P (T, S). By Lemma 2.3 we have T ∼= L(T ) < End(P ). For every x ∈ T
the mapping ϕx exists and is unique because T ∼= L(T ). By the definition of P (T, S), S is clearly
an upset of P and ϕx(S) =↑x.
"⇐": Let T be the ground set of P . For every x, y ∈ T , we define the operation xy := ϕx(y).
Before proving that this operation is associative we are going to show that ϕx ◦ ϕy = ϕϕx(y).
Indeed, ϕx ◦ ϕy = ϕw for some w ∈ P because L is a semigroup. Moreover, ↑ w = ϕw(F ) =
ϕx ◦ ϕy(F ) = ϕx(↑ y); and ϕx(↑ y) ⊆↑ϕx(y) because ϕx is an endomorphism of P . This proves
w ≥ ϕx(y). Taking s ∈ F so that ϕy(s) = y, we get that ϕx(y) = ϕx ◦ ϕy(s) = ϕw(s) ∈↑w, i.e.,
ϕx(y) ≥ w. Thus, w = ϕx(y) and we have that:
(xy)z = ϕxy(z) = ϕϕx(y)(z) = ϕx ◦ ϕy(z) = ϕx(ϕy(z)) = ϕx(yz) = x(yz).
Set S := F and let us see that S is a subsemigroup of T . Take x, y ∈ S, since S is an upset we
have that xy = ϕx(y) ∈↑ x ⊆ S. Finally, let x, y ∈ T such that x 6 y. Thus, y ∈ ϕx(S), i.e.,
y = xs for some s ∈ S. Conversely, if y ∈ ϕx(S), then y = ϕx(s) = xs for some s ∈ S and,
hence, y ≥ x. This proves that P ∼= P (T, S). 
Next, we quickly deduce a characterization of full posets.
Corollary 2.5. A poset P is a full semigroup poset if and only if there is a subsemigroup T <
End(P ) such that for every element x ∈ P there is a unique ϕx ∈ T such that ϕx(P ) =↑x.
Proof. By Theorem 2.4 we have that in a semigroup poset P (T, S) the upset F corresponds to S.
Thus, the fact that S = T corresponds to F = P . This yields the result. 
The following theorem gives a characterization of monoid posets.
Theorem 2.6. Let P be a poset. There are monoids M < N such that P ∼= P (N,M) if and only
if there is a submonoid L < End(P ) and a principal upset ↑ e ⊆ P such that for every element
x ∈ P there is a unique ϕx ∈ L such that ϕx(↑ e) =↑ x. Moreover, in this case ↑ e = M and
L = L(N) ∼= N .
Proof. "⇒": We first observe that M = ↑ e, where e ∈ N is the identity element. By Theorem 2.4
we have that N ∼= L(N) and L(N) is a subsemigroup of End(P ). Since ϕe = id, we conclude
that R is a submonoid of End(P ).
"⇐": We take N = L and M =↑ e, by Theorem 2.4 if suffices to prove that N is a monoid and
that M is a submonoid. Since L is a submonoid of End(P ), there exists x ∈ P such that ϕx = id.
Hence ϕx(e) = id(e), which implies that x = e ∈ M and e is the identity. Thus, N is a monoid
and M is a submonoid of N . 
We do not know, whether only requiring L to be a subsemigroup in Theorem 2.6 yields a
strictly larger class of semigroup posets. To finish this section, we provide a slightly different type
of characterization for full monoid posets. Before proving the characterization we introduce an
easy lemma that will be useful in the forthcoming.
Lemma 2.7. Let P ∼= P (T, S) and let m ∈ T . If m = mm, then x = mx for all x ∈↑m.
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Proof. If x ∈↑m, then there exists an y ∈ S such that x = my; then x = my = mmy = mx. 
Theorem 2.8. A poset P is a full monoid poset if and only if P is a semigroup poset with global
minimum.
Proof. "⇒": Assume that P ∼= P (M,M) and denote by e ∈ M its identity element. For all
x ∈M we have that ex = x, thus x > e. We conclude that e is the minimum of P .
"⇐" Assume that P ∼= P (T, S) and denote by m the minimum of P . We have that T = ↑m =
{ms | s ∈ S}. Then there exists an s ∈ S such that m = ms. Moreover, since m is the minimum,
it follows that m ≤ mm ≤ ms = m and we conclude that mm = m. By Lemma 2.7 and the
fact that T = ↑m, it follows that mx = x for all x ∈ T . Thus T = ↑m = {ms | s ∈ S} = S.
To finish the proof it suffices to verify that xm = x for all x ∈ T , but this follows easily because
↑ x = {xs | s ∈ S} and m is the minimum of S. Then we conclude that S = T is a monoid with
identity m and P is a full monoid poset. 
3. FIRST SEPARATIONS BETWEEN CLASSES OF POSETS
Figure 3 shows different classes of posets partially ordered by inclusion and examples separat-
ing the classes. This section is devoted to partially justify this figure, the rest of this proof will
be done in Sections 4 and 5. A first easy observation is that every full monoid poset has a global
minimum which corresponds to the neutral element (see Theorem 2.8). Hence the N-poset (which
is a full semigroup poset and a monoid poset, see Figure 1) is not a full monoid. Moreover, the
N-poset is not a series-parallel poset. Indeed, it is exactly the forbidden induced subposet for the
elements of this class, see [47].
The main results of this section are examples of:
(a) monoid posets which are not full semigroup posets (Theorem 3.1 for an infinite poset and
Corollary 3.3 for a finite one),
(b) full semigroup posets which are not monoid posets (Theorem 3.5), and
(c) posets which are not semigroup posets (Theorem 3.4).
From (a) and (b) we have that there is not containment between the classes of monoid posets and
full semigroup posets. From (c) we derive that semigroup posets form a strict subfamily of the
class of all posets.
The infinite poset mentioned in (a) consists of the natural numbers (N,≤) ordered by a < b
if and only if b − a ≥ 2 (see Figure 4). It turns out that this poset is isomorphic to the monoid
poset P (N, 〈2, 3〉) where N is the monoid of natural numbers with the addition and 〈2, 3〉 =
{2α + 3β |α, β ∈ N} is the submonoid of N spanned by 2 and 3.
Theorem 3.1. The poset (N,≤) with a < b if and only if b− a ≥ 2 is a monoid poset but is not a
full semigroup poset.
Proof. As we mentioned before, (N,≤) is isomorphic to P (N, 〈2, 3〉) and, thus, it is a monoid
poset. Assume by contradiction that (N,≤) is a full semigroup poset. Thus, N can be endowed
with an operation · so that S = (N, ·) is a semigroup and (N,≤) ∼= P (S, S). We first observe that
(N,≤) has two minima, namely 0 and 1. Then, we have that either 0 · 0 = 0 or 0 · 1 = 0.
Assume first that 0 ·0 = 0. Then by Lemma 2.7 we have that 0 ·y = y for all y ∈ ↑ 0 = N−{1}.
Since the poset is full, then 0·1 ≥ 0. Moreover, 0·1 ≤ 0·3 = 3 and 0·1 ≤ 0·4 = 4, so we conclude
that 0 · 1 = 0. We also have that 1 · 1 = 1 because 1 · 1 ≥ 1 and 0 · (1 · 1) = (0 · 1) · 1 = 0 · 1 = 0.
So again by Lemma 2.7 we have that 1 · y = y for all y ∈ ↑ 1 = N − {0, 2}. Since the poset is
full, then 1 · 2 ≥ 1. Moreover, 1 · 2 ≤ 1 · 4 = 4; so we conclude that 1 · 2 ∈ {1, 4}. Finally, we
have that 2 = 0 · 2 = (0 · 1) · 2 = 0 · (1 · 2) ∈ {0 · 1, 0 · 4} = {0, 4}, a contradiction.
Assume now that 0 · 0 > 0, then 0 · 1 = 0. As a consequence 0 · (1 · 0) = (0 · 1) · 0 = 0 · 0 > 0
and then 1 · 0 > 1. Therefore, we have that 1 · 1 = 1 and by Lemma 2.7 we have that 1 · y = y for
all y ∈ ↑ 1. Now we have that 1 · 2 ≥ 1 · 0 > 1, 1 · 2 ≤ 1 · 4 = 4, so 1 · 2 = 4. However, this is not
possible because 1 · 0 > 1, 1 · 0 ≤ 1 · 2 = 4 and 1 · 0 ≤ 1 · 3 = 3. 
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FIGURE 4. (N,≤) with a < b ⇐⇒ b− a ≥ 2
For every c ∈ N, one can consider the subposet (Nc,≤) of (N,≤) induced by the interval of
integers [0, c]∩N. If one observes Theorem 3.1, when proving that (N,≤) is not a full semigroup
poset the argument only involves the vertices {0, 1, 2, 3, 4} of the poset. Hence, one can mimic
the proof of Theorem 3.1 to get the following result.
Corollary 3.2. (Nc,≤) is not a full semigroup poset for all c ≥ 4.
Moreover, for c = 4 we have that (N4,≤) is a monoid poset.
Corollary 3.3. (N4,≤) is a monoid poset which is not a full semigroup poset.
Proof. We know that (N4,≤) is not a full semigroup poset by Corollary 3.2. Moreover (N4,≤)
is a semigroup poset P (N,M), where N = N4, M = N4 − {1} and with multiplication table as
shown in Figure 5. 
01234
11434
24444
33333
01234
0
1
2
3
10
32
N4
4 44444
4
FIGURE 5. (N4,≤) is a monoid poset via P (N4, {0, 2, 3, 4}) and not full by Corol-
lary 3.2.
For c ∈ N, one can also consider the subposet of (N,≤) induced by the set {0, 2, . . . , c}, which
we will denote by N∗c . Our next goal is to prove that for all c ≥ 6, then N∗c is not a semigroup
poset. The poset N∗6 is depicted in Figure 3.
Theorem 3.4. Let c ≥ 6 and denote by (N∗c ,≤) the poset with ground set {0, 2, . . . , c} and ordered
by a < b⇐⇒ b− a ≥ 2. Then, (N∗c ,≤) is not a semigroup poset.
Proof. Assume by contradiction that (N∗c ,≤) is a semigroup poset. We observe that N∗c has 0
as global minimum, then by Theorem 2.8 we have that (N∗c ,≤) is a full monoid poset with 0 as
identity element. We divide the proof depending of the value of 2 · 2.
Case I: If 2 · 2 = 2. One can follow the same ideas as in the proof of Theorem 3.1 to get that
this is not possible. More precisely, one can prove that: (i) 2 · x = x for all x ∈ ↑ 2, (ii) 2 · 3 = 2,
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(iii) 3 · x = x for all x ∈ ↑ 3, (iv) 3 · 4 ∈ {3, 6}; and conclude that this is not possible since
4 = 2 · 4 = (2 · 3) · 4 = 2 · (3 · 4) ∈ {2 · 3, 2 · 6} = {3, 6}.
Case II: If 2 · 2 /∈ {2, 4, 5}. Since 4, 5 ∈ ↑ 2, there exist x, y ∈ N∗c such that 2 · x = 4 and
2 · y = 5. However, for all z ∈ N∗c − {3} we have that 2 · z /∈ {4, 5}, a contradiction.
Case III: If 2 · 2 = 5. Since 4, 6 ∈ ↑ 2, there exist x, y ∈ N∗c such that 2 · x = 4 and 2 · y = 6.
However, for all z ∈ N∗c − {3} we have that 2 · z /∈ {4, 6}, a contradiction.
Case IV: 2 · 2 = 4. We are going to prove by induction that 2 · x = 2 + x for all x ∈
{0, 2, . . . , c − 2}. The result holds for x = 0 and x = 2. Assume now that the result holds for
x ∈ {0, 2, . . . , k− 1} and let us prove it for x = k ∈ {3, . . . , c− 2}. Since k+ 2 ∈ ↑ 2, then there
exists x ∈ N∗c such that 2 · x = k+ 2. By induction hypothesis we have that 2 · y = y+ 2 6= k+ 2
for y ∈ {0, 2, . . . , k − 1}. Moreover, 2 · (k − 1) = k + 1 and, hence, for y ∈ ↑ (k − 1) =
{k−1, k+1, . . . , c} we have that 2 ·y ≥ k+1. Hence we can only have that 2 ·k = k+2. Finally
we have that 2 · (c − 2) = c and 2 · (c − 3) = c − 1, but this implies that 2 · c ≥ 2 · (c − 2) = c
and 2 · c ≥ 2 · (c− 3) = c− 1, which is not possible because c− 1 and c are the two maxima of
(N∗c ,≤). 
Note that similar to the definitions of (Nc,≤) and (N∗c ,≤) there is a natural set of types of
subposets of P (Z, 〈2, 3〉) obtained from selecting all points between up to two chosen maxima
and up to two chosen minima. We believe that it is interesting to study these posets. Probably,
large enough posets of a given type all behave the same with respect to their Cayley properties.
We finish this section considering (Ni)i∈N, a family of full semigroup posets that are not monoid
posets. The posetNi is obtained from the N-poset by adding i new elements and the cover relations
i < i− 1 < · · · < 1 < a (see Figure 6).
Theorem 3.5. The poset Ni described in Figure 6 is a full semigroup poset for all i ≥ 1 and is
not a monoid poset for all i ≥ 2.
1
ca
b d
i
i - 1
. . .
FIGURE 6. Drawing of the poset Ni.
Proof. Figure 7 shows a multiplication table witnessing that N1 is a full semigroup poset.
abbba
bbbbb
bbcdb
ddddd
abcd1
a
b
c
d
1
ca
N1
1 abbb1
b d
FIGURE 7. N1 is a full semigroup poset.
By recurrence we define the multiplications involving the element i (see Figure 8):
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• x · i = x · i and i · x = 1 · x for x ∈ {a, b, c, d}, and
• i · n = n · i = n for all n ∈ {1, . . . , i}.
abbbaa...a
bbbbbb...b
bbcdbb...b
dddddd...d
abcd12...i
a
b
c
d
Ni
1 abbb11...1
2
i
abbb12...2
abbb12...i
...
FIGURE 8. Cayley table witnessing that Ni is a full semigroup poset.
It is straightforward to check that Ni is a full semigroup poset with this multiplication table.
Moreover let i ≥ 2 and assume that Ni ∼= P (N,M) is a monoid poset. By Theorem 2.6, M
corresponds to a principal upset ↑ e where e is the identity element of N . Moreover, for the
element i ∈ Ni there is a map ϕi such that ϕi(↑ e) =↑ i. Then, in particular, the cardinality of ↑ e
is greater or equal to the one of ↑ i, which is i+ 2. Hence, we deduce that e = i. Now, we observe
that c ≤ b and c ≤ d. Then, there exist x, y ∈ ↑ i, such that b = c · x and d = c · y. Nevertheless,
↑ i is a chain, so either x ≥ y or y ≥ x. If x ≥ y we get that b = c · x ≥ c · y = d, a contradiction.
If x ≤ y we get that b = c · x ≤ c · y = d, a contradiction too. Thus Ni is not a monoid poset. 
4. CONSTRUCTIONS
In the present section we investigate the behavior of being a semigroup poset under standard
poset and semigroup operations. A very simple result of this kind is the following
Observation 4.1. If S is a semigroups such that P ∼= P (S, S) is full, then the poset Pˇ obtained by
adding a minimum is a full monoid poset Pˇ = P (S ∪ {e}, S ∪ {e}), where S ∪ {e} is the monoid
obtained from S by adjoining the neutral element e.
Another similar operation is the following:
Observation 4.2. If S < T are semigroups such that P ∼= P (T, S) is a (full) semigroup poset,
then the poset Pˆ obtained by adding a maximum is a (full) semigroup poset Pˆ = P (T ∪ {a}, S ∪
{a}), where S ∪ {a} is the semigroup obtained from S by adjoining an absorbing element a, i.e.,
at = ta = a for all t ∈ T .
The Cartesian product of two posets P × P ′ is defined on the product set by setting (x, x′) ≤
(y, y′) if and only if x ≤ y and x′ ≤ y′. The Cartesian product of two semigroups is just defined
by componentwise operation.
Observation 4.3. If P and P ′ are semigroup posets, then P ×P ′ is a semigroup poset. Moreover,
P × P ′ is full (resp. a monoid poset) whenever both P and P ′ so are.
Proof. If P ∼= P (N,M) and P ′ ∼= P (N ′,M ′), then P × P ′ ∼= P (N × N ′,M × M ′) and
M ×M ′ < N × N ′. We have that M ×M ′ = N × N ′ if and only if M = N and M ′ = N ′.
Moreover, N ×N ′ is a monoid and M ×M ′ is a submonoid of it if both N , N ′ are monoids and
M < N,M ′ < N ′ are submonoids. 
For semigroups S < T we call a semigroup-endomorphism σ : T → S of T a retract if
σ(T ) = S and for the restriction to S we have σ|S = idS . Note that if P ∼= P (T, S) and
σ : T → S a retract, then σ also is an order endomorphism of P .
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Proposition 4.4. Let S < T be semigroups such that P ∼= P (T, S) and let σ : T → S be a
retract, then there is a semigroup T ′ such that P ∼= P (T ′, T ′), i.e., P is full.
Proof. Let P ∼= P (T, S) and let σ : T → S be a retract. Define a new operation on T by
t · t′ := tσ(t′) and call the new semigroup T ′.
First, we check that · is associative. Transform t · (t′ · t′′) = tσ(t′σ(t′′)). Since σ is a homomor-
phism and since it is a retract it is idempotent, the latter equals tσ(t′)σ(t′′) = (t · t′) · t′′.
Now, observe that since σ is the identity on S we have t = t′s ⇐⇒ t = t′ · s, i.e., both orders
are the same.
We conclude that P ∼= P (T ′, T ′) is full. 
An element x of a semigroup T is called irreducible if x = ab =⇒ x ∈ {a, b} for all
a, b ∈ T . Note that for P ∼= P (T, S) the set of irreducibles of T is a subset of S ∪Min(P ), since
if y < x and x /∈ S, then there is s ∈ S such that ys = x. Furthermore, x is self-centered if
yx = x ⇐⇒ xy = x for all y ∈ T . Note that if x commutes with every element of T or if it is
(right and left) cancellative, then x is self-centered.
Let x ∈ P a poset element and Q another poset, we denote by PxQ the blowup of x by Q,
which is the poset where x has been replaced by a copy of Q and all elements of Q behave with
respect to the elements of P \ x as x did (see Figure 9 for an example).
x
P Q PxQ
FIGURE 9. Example of a blowup.
Theorem 4.5. Let P and Q be semigroup posets and x ∈ P irreducible and self-centered. If
x ∈ Min(P ) or Q is full, then PxQ is a semigroup poset. If P and Q are full, then PxQ is full. If
P is a monoid poset with neutral element eP 6= x or Q is a monoid poset as well, then PxQ is a
monoid poset.
Proof. Let P ∼= P (T, S) and Q ∼= P (V, U). We will show that PxQ ∼= P (T ∪ V \ x, S ∪ U \ x)
where the new operation is defined as
t · t′ =

tt′ t, t′ ∈ T or t, t′ ∈ V,
xt′ t ∈ V, t′ ∈ T and xt′ 6= x,
tx t′ ∈ V, t ∈ T and tx 6= x,
t′ t′ ∈ V, t ∈ T and tx = x,
t t ∈ V, t′ ∈ T and xt′ = x.
Since x is irreducible, the operation is well defined.
We start by arguing, that the above operation is a semigroup. In words the above operation
does the following: If the elements come both from the same set, i.e., either T or V , then their
composition is unchanged. If one comes from T and one from V , then replace the one from V
with x, unless this results in x. In the latter case just replace the product by the element of V . So,
let t, t′, t′′ ∈ V ∪ T . We want to show (t · t′) · t′′ = t · (t′ · t′′). If all three are in V or all three are
in T , we clearly have associativity. The remaining cases have to be considered individually.
CAYLEY POSETS 11
Case 1. t, t′ ∈ T and t′′ ∈ V .
Case 1.1. tt′x = x.
This implies (t · t′) · t′′ = t′′. On the other hand, irreducibility of x and t(t′x) = x implies
(t′x) = x and t · (t′ · t′′) = t · t′′. But since tx = t(t′x) = x, also t · t′′ = t′′.
Case 1.2. tt′x 6= x.
This implies (t · t′) · t′′ = tt′x. On the other hand, if t′x 6= x, then t · (t′ · t′′) = t · (t′x) = tt′x.
If t′x = x, then tt′x 6= x implies tx 6= x and t · t′′ = tx = tt′x.
Case 2. t, t′′ ∈ T and t′ ∈ V .
Case 2.1. tx = x and xt′′ = x.
We have (t · t′) · t′′ = t′ · t′′ = t′ = t · t′ = t · (t′ · t′′).
Case 2.2. tx = x and xt′′ 6= x.
We have (t · t′) · t′′ = t′ · t′′ = xt′′ = t(xt′′) = t · (t′ · t′′).
Case 2.3. tx 6= x and xt′′ = x.
We have (t · t′) · t′′ = (tx)t′ = tx == t · t′ = t · (t′ · t′′).
Case 2.4. tx 6= x and xt′′ 6= x.
We have (t · t′) · t′′ = txt′′ = t · (t′ · t′′).
Case 3. t ∈ V and t′, t′′ ∈ T .
This case works analogous to Case 1.
Case 4. t ∈ T and t′, t′′ ∈ V .
Case 4.1. tx = x
We have (t · t′) · t′′ = t′ · t′′ = t · (t′ · t′′).
Case 4.2. tx 6= x
Note that txx = x implies x2 = x by irreducibility of x and hence tx = x, i.e., tx 6= x =⇒
txx 6= x and we compute (t · t′) · t′′ = (tx) · t′′ = tx = t · (t′ · t′′).
Case 5. t, t′′ ∈ V and t′ ∈ T .
Case 5.1. xt′ = x
Since x is self-centered, we have t′x = x. Thus, we compute (t · t′) · t′′ = t · t′′ = t · (t′ · t′′).
Case 5.2. xt′ 6= x
Again, since x is self-centered, we have t′x 6= x. Note furthermore that by x being self-centered
xt′x = x implies t′xx = x = xxt′ and as argued in Case 4.2 this yields t′x = x = xt′. Thus, in the
present case we have xt′x 6= x and we compute (t ·t′) ·t′′ = (xt′) ·t′′ = xt′x = t ·(t′x) = t ·(t′ ·t′′).
Case 6. t, t′ ∈ V and t′′ ∈ T .
This case works analogous to Case 4.
Let us now see, that all order relations of PxQ are realized by the new operation. Let y < z be
two elements of PxQ. If both y, z ∈ T or both y, z ∈ V , then clearly this is the case. If y ∈ T and
z ∈ V , then y < x in P , so ys = x for some s ∈ S. Since y 6= x and x is irreducible, this implies
that x = s, i.e., yx = x. Thus, y · z = z after the fourth part of “·”. Since x /∈ Min(P ), we have
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that Q is full, i.e., z ∈ U and y < z. If y ∈ U and z ∈ T , then there is an s ∈ S so that xs = z in
P and we have ys = z by the second part of “·”.
Now we show that no new comparabilities can arise. Let t ∈ T ∪ V \ {x} and s ∈ S ∪U \ {x}
and t′ = t · s. We have to show that t ≤ t′ in PxQ. This clearly holds if t ∈ T and s ∈ S or t ∈ V
and s ∈ U .
If t ∈ T and s ∈ U , then t′ = tx if tx 6= x. Since x ∈ S, this yields t < t′ in PxQ. If tx = x,
then t′ = s, but again since x ∈ S by tx = x we have t < x in P and thus t < s in PxQ.
If t ∈ V and s ∈ S, then t′ = xs if xs 6= x by the second part of “·”, i.e., x < t′ in P and thus
t < t′ in PxQ. If xs = x, then t′ = t by the fifth part of “·” and we clearly have t ≤ t′ in PxQ.
It remains to show the last part of the proposition. Using the the characterization theorems from
Section 2 we get the following: Since x ∈ Min(P ) or Q is full (and x ∈ S), we have that S ∪ U
is an upset of PxQ. Thus, if both are full, then so is PxQ. Finally, if P is a monoid and x 6= eP ,
where eP is the neutral element of P , then in the new operation eP is the neutral element for PxQ.
However, if x = eP , but Q is a monoid with neutral element eQ, then eQ is the neutral element for
PxQ. 
Note that if x, y are irreducible and self-centered in P , then y is irreducible and self-centered in
PxQ and; moreover, the operations defined following in Theorem 4.5 in (PxQ)yR and (PyR)xQ
coincide. In particular, one can easily come up with an operation defined for the blowup of a (pos-
sibly infinite) set of elements of P , each replaced by a different Q. We will skip the proof of this
result, since it is similar to the one of Theorem 4.5. An interesting consequence of Theorem 4.5
is when considering the modular decomposition of a poset P , i.e., a module of P is an induced
subposet Q such that all elements of Q behave in the same way with respect to elements of P \Q.
This yields a recursive decomposition of P . Theorem 4.5 can be used to formulate minimality of
non-Cayley posets with respect to modular decompositions. In particular, it lead us to consider the
posets in the beginning of Section 3 since they are prime with respect to modular decomposition
and series-parallel posets in Corollary 4.8, because their modular decompositions are as simple as
possible.
Given a join semilattice, one obtains an antichain-blowup of a semilattice by replacing some of
its join-irreducible elements by antichains. See Figure 10 for an example of this construction.
FIGURE 10. An antichain-blowup of a join-semilattice
Since antichains can be easily realized as full posets and join-semilattices are full (with the join
operation), we obtain the following result as a special case of Theorem 4.5.
Corollary 4.6. Antichain-blowups of join-semilattices are full.
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Given two posets P,Q their series composition P ∗Q is the poset obtained by taking the disjoint
union of P and Q and making all elements of P inferior to all elements of Q. The parallel
composition of P + Q of P and Q is obtained by taking the disjoint union of P and Q and not
adding any further comparabilities.
Proposition 4.7. Let P,Q be semigroup posets, then P +Q is a semigroup poset. If P,Q are both
full, then so is P + Q. If P ∼= P (N,M) and Q ∼= P (N ′,M ′) are monoid posets and there is a
monoid homomorphism σ : N → N ′ with σ(M) = M ′, then P +Q is a monoid poset.
If Q is full, then P ∗Q is a semigroup poset. If additionally P is full or a monoid poset, then so
is P ∗Q.
Proof. Let P ∼= P (T, S) and Q ∼= P (T ′, S ′). Now consider P (T ∪ T ′, S ∪ S ′) where for t ∈ T
and t′ ∈ T ′ we define tt′ = t and t′t = t′. It is easy to see, that this gives a semigroup generating
P +Q. Clearly, if both P,Q are full, then so is P +Q.
Let P ∼= P (N,M) and Q ∼= P (N ′,M ′) monoids and σ : N → N ′ a monoid homomorphism
σ : N → N ′ with σ(M) = M ′. We show that P + Q ∼= P (N ∪ N ′,M) with respect to the
operation defined as
t · t′ =

tt′ t, t′ ∈ N or t, t′ ∈ N ′,
tσ(t′) t ∈ N ′, t′ ∈ N and xt′ 6= x,
σ(t)t′ t ∈ N, t′ ∈ N ′
Since σ is a monoid homomorphism it follows easily that “·” is a monoid. Moreover, the order
relation is easily seen to be the right one since σ(M) = M ′ and we only take M as submonoid
generating the order.
Let P ∼= P (T, S) and Q ∼= P (S ′, S ′). Now consider P (T ∪ S ′, S ∪ S ′) where for t ∈ T and
t′ ∈ S ′ we define tt′ = t′t = t′. It is easy to see, that this gives a semigroup generating P ∗ Q.
Clearly, if P is full or monoid, then so is P ∗Q. 
A poset is called series-parallel if it can be constructed from a singleton by series and parallel
compositions. Hence, a particular consequence of Proposition 4.7 is:
Corollary 4.8. Series parallel posets are full.
For a poset P and a positive integer k, we denote by kP , the poset in which every element of P
is replaced by an antichain of size k, as in the blow-up operation above.
Proposition 4.9. If P is a monoid poset P (N,M) for monoidsM < N , where nm = n⇒ m = e
for all n ∈ N,m ∈M , then for any k ≥ 1 the poset kP is a monoid poset.
Proof. Set N ′ = N × Zk and M ′ = ((M \ {e})× Zk) ∪ {(e, 0)}. Then P ∼= P (N ′,M ′). 
Another operation that we have decided not to describe in detail here is the one of taking semi-
group quotients and how this affects the poset structure. Some operations of this type will be used
in Section 6, though.
5. WEAK ORDERS
A poset P is called a weak order if it is a (possibly infinite) chain of antichains called levels
(. . . , Ai, Ai+1, . . .) such that x < y ⇐⇒ x ∈ Ai and y ∈ Aj with i < j.
Since any chain is a monoid poset but also a full poset and antichains are full posets, as applica-
tions of Observation 4.1, Theorem 4.5, and Proposition 4.9 is the following for which we however
give an independent proof:
Proposition 5.1. Any weak order P is a full semigroup poset. If P has a minimum or all levels
are of the same size, then P is a monoid poset
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FIGURE 11. The bi-infinite weak order with levels of size 4.
Proof. To see the first part of the claim just identify every element of P with the tuple (i, j),
where i is the index of its level and j its positions within the level. We define (i, j) · (k, `) by
(max(i, k),m), where m = j if i > k, m = ` if i < k, and m = max(j, `) otherwise. It is
straightforward to check that · is associative. Thus, P is full. Clearly, by Theorem 2.8 if P has a
minimum, then it is a monoid poset.
If all levels of P are of the same size k, then letM be any monoid of size k with neutral element
e. We can represent P as P (Z×M,N\{0}×M ∪{(0, e)}), if P is bi-infinite. Otherwise, we can
represent a chain with minimum by N instead of Z. If there is a maximum layer, then we replace
the operation in the first component by addition followed by taking a maximum. 
In the rest of the section we want to study if further weak orders apart from those mentioned in
Proposition 5.1 can be monoid posets. For this we establish a couple of more general necessary
conditions on monoid posets.
Lemma 5.2. Let P be a monoid poset and let x ∈ P such that x ≤ e . There is an injective order
homomorphism from P \ (↑x∪ ↓x) to P \ (↑ e∪ ↓ e)
Proof. We will use that by Theorem 2.6 left-multiplication by x coincides with the order endo-
morphism ϕx. Since x ≤ e and ϕx :↑ e →↑ x is onto, there exists x′ ∈↑ e such that xx′ = e. Let
y, z ∈ P \ (↑x∪ ↓x) be different elements. Since ϕx ∈ End(P ), we have that
• x′y is not comparable with e. Indeed, if x′y ≤ e (or x′y ≥ e), then y = xx′y = ϕx(x′y) ≤
ϕx(e) = x (or y = xx′y = ϕx(x′y) ≤ ϕx(e) = x), which contradicts y ‖ x; and,
• x′y 6= x′z for all i 6= j; otherwise y = ϕx(x′y) = ϕx(x′z) = z.
This proves the result. 
Lemma 5.3. Let P be a monoid poset, x ∈ P , and A ⊆↑ x an antichain. If ϕ−1x (A) := B is a
maximal antichain of ↑ e, then ϕx :↓B ∩ ↑ e→↓A ∩ ↑x is onto.
Proof. Let us show that if y ∈↓ B∩ ↑ e, then ϕx(y) ∈↓ A∩ ↑ x. Since y ∈↓ B∩ ↑ e, there is
b ∈ B with y 6 b. Since ϕx ∈ End(P ) this implies ϕx(y) 6 ϕx(b) ∈ A. Thus, ϕx(y) ∈↓ A.
Moreover since x 6 e using Theorem 2.6 we get ϕx :↑ e →↑ x. More precisely, since y ∈↑ e we
have ϕx(y) ∈↑x and ϕx(y) ∈↓A∩ ↑x.
It remains to show that ϕx :↓ B∩ ↑ e →↓ A∩ ↑ x is surjective. Let z ∈↓ A∩ ↑ x. Since
ϕx :↑ e ↪→↑ x is onto, there exists w ∈↑ e with ϕx(w) = z. If there is b ∈ B with w ≤ b
we are done. Otherwise, since B is a maximal antichain there is b ∈ B with b ≤ w. Thus,
ϕx(b) ≤ ϕx(w). Now, ϕx(b) ∈ A and ϕx(w) = z ∈↓ A imply ϕx(b) = ϕx(w) = z and in
particular z ∈ A. Thus, w ∈ B and we are done 
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Lemmas 5.2 and 5.3 give.
Proposition 5.4. If a weak order without minimum is a monoid poset such that e ∈ A0, then
sup{`i | i ≥ k} is independent of k and `i ≤ `0 for all i ≤ 0.
The above proposition in particular yields that infinite weak orders with a maximum cannot be
monoid posets, see the example in Figure 3. More interestingly, weak orders without minimum
in which a level of maximum size appears only finitely many times, are not monoid posets. In
particular, if one level is of size 2 and all others are of size 1, the corresponding poset depicted in
Figure 3 is not a monoid poset, but a (full) semigroup poset. We believe the following to be true.
Conjecture 5.5. A bi-infinite weak order is a monoid poset if and only if all its levels are of the
same size.
6. AUTO-EQUIVALENT POSETS
In the present section we extend results of [4] by characterizing classes of so-called auto-
equivalent posets as Cayley posets of certain group-embeddable abelian monoids. More precisely,
we will characterize Cayley posets of finitely generated pointed submonoids abelian groups. For
the particular case when M is a submonoid of Zm, these posets were characterized in [4, Theorem
5.5].
Let us start with the introduction of the monoids that we consider. We will mostly consider sub-
monoids of groups. If M is a submonoid of a group G, then the binary relation ≤M of P (M,M)
can be rewritten as:
s ≤M t ⇐⇒ s−1t ∈M .
Since M is a monoid, a direct application of Proposition 2.1 yields that ≤M is an order relation
if and only if the acyclicity condition is satisfied. In this setting this is equivalent to the neutral
element e of M being its only invertible element, i.e., M ∩ M−1 = {e}. This property of M
is called pointed. The second property that we require for M is that M is finitely generated
and the group G containing it is abelian. Monoids of this kind have been considered extensively
due to their connections with (binomial) lattice ideals (see, for example, [3, 8, 36]). A feature of
these monoids, that we will make use of, is that they have a unique minimal set of generators. It
coincides with the set of atoms of P (M,M), i.e., the minimal elements of M \ {e} with respect
to ≤M .
Let us now give the necessary definitions to describe the resulting class of posets. We say that a
poset P is auto-equivalent if P has a global minimum and there exists a commutative submonoid
T < End(P ) such that for every x ∈ P there exists a unique ϕx ∈ T such that ϕx(P ) = ↑ x
and ϕx : P →↑x is an order isomorphism. Note that this definition corresponds to the one given
in [4]. Finally, a poset P is said to be locally finite if for all x, y ∈ P , there is a finite number of
elements in the interval [x, y] := {z ∈ P |x ≤ z ≤ y}.
Lemma 6.1. Let M be an acyclic abelian monoid. We have that P (M,M) is auto-equivalent.
Moreover, if M is a finitely generated submonoid of a group, then P (M,M) is locally finite and
has a finite number of atoms.
Proof. The poset P (M,M) has the identity element e ∈ M as minimum. Taking ϕs : M → M
as ϕs(s′) = s + s′ we have that ϕe is the identity map on M and ϕy ◦ ϕz = ϕz ◦ ϕy = ϕy+z, for
all y, z ∈M . Thus, P (M,M) is auto-equivalent.
IfM is finitely generated, then its unique minimal (finite) set of generatorsA corresponds to the
atoms of P (M,M). Moreover, since M is acyclic and the submonoid of a group, M is pointed.
Hence, a standard argument yields that P (M,M) is locally finite, see e.g. [3]. 
Lemma 6.2. Let P be a locally finite, auto-equivalent poset. We have that there is a pointed
submonoid M of an abelian group such that P ∼= P (M,M). Moreover, if P has a finite number
of atoms, then M is finitely generated.
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Proof. Denote by A the set of atoms of P and take T = {ϕx}x∈P a commutative submonoid of
End(P ) such that ϕx(P ) = ↑x and ϕx : P →↑x is an order isomorphism.
We are going to associate to P a subgroup LP ⊆ ZA, where ZA is the set of mappings from A
to Z with finite support. Defining NA similarly, we consider f : NA −→ P defined inductively as
f(0) = e and f(α + ea) = ϕa(f(α)) for all α ∈ NA, where ea(x) = 1 if x = a and ea(x) = 0
otherwise for all x ∈ A. In particular, f(ea) = ϕa(f(0)) = ϕa(e) = a for all a ∈ A.
It is not difficult to check that f is well defined (because P is auto-equivalent) and surjective
(because P is locally finite) and the set LP := {α − β ∈ ZA | f(α) = f(β)} is a subgroup of ZA
(see [4, Section 5]). We set G = ZA/LP and M = NA/LP , where the latter is just the subset of
equivalence classes that have non-empty intersection with NA. Clearly, M is a submonoid of the
abelian group G, and if A is finite, then G ∼= Zm ⊕ T , where m = rk(Z|A|/LP ) and T is a finite
abelian group, i.e., G is finitely generated. Furthermore, M is pointed and (P,≤) and P (M,M)
are isomorphic. More precisely,
ψ : P −→ M
x 7−→ ∑a∈A α(a)ea, if f(α) = x
is an order isomorphism and M is generated by ψ(A). 
An immediate consequence of Lemmas 6.1 and 6.2 is the following:
Theorem 6.3. A poset (P,≤) is isomorphic to P (M,M) for a finitely generated pointed sub-
monoid M of an abelian group if and only if P is auto-equivalent, locally finite, and has a finite
number of atoms.
Note that local finiteness is essential in the previous result, as the following result shows. Here,
by ≤lex we denote the lexicographic order.
Proposition 6.4. The poset P = (N2,≤lex) is auto-equivalent, has exactly one atom, and is an
abelian monoid poset. However, there is no group-embeddable M such that P ∼= P (M,M).
Proof. Clearly, P has just one atom. Let us show that P ∼= P (M,M) for an abelian monoid.
Indeed, define
(i, j) · (k, `) =

(i, j) i > k,
(k, `) i < k,
(i,max(j, `)) i = k.
It is straightforward to check thatM is an abelian monoid such that P ∼= P (M,M). By Lemma 6.1
P is auto-equivalent.
Let M be a monoid on N2 such that P ∼= P (M,M). We show that M cannot be cancellative
and therefore is not the submonoid of a group. Let a ∈ {0} × N and consider a · (1, 0). If
a ·(1, 0) = (0,m) < (1, 0), then since left-multiplication is a endomorphism there are (0, k), (0, `)
such that a · (0, k) = a · (0, `) ≤ (0,m) and M is not cancellative. If a · (1, 0) > (1, 0), then
there is some (0,m) such that a · (0,m) = (1, 0), but then the elements between a and (0,m)
do not suffice to cover all elements between a and (1, 0). Hence, for all a ∈ {0} × N we have
a · (1, 0) = (1, 0) and M is not cancellative. 
We conclude that while locally finite auto-equivalent posets are group-embeddable (abelian)
monoid posets, this does not hold any longer when dropping the local finiteness. We do not know
whether auto-equivalent posets are (abelian) monoid posets in general. A first relaxation of the
concept of auto-equivalent would be to drop the requirement that the submonoid T < End(P )
has to be abelian. Free monoids yield such posets that are upwards oriented regular trees, see
Figure 12. Adding relations one can obtain a big class of upwards oriented trees. What can be
said about these posets?
Another relaxation is to allow posets without global minimum, but require that for all x, y ∈
P there is a unique ϕxy ∈ T such that ϕxy(↑ x) =↑ y and the restriction of ϕxy to ↑ x is an
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FIGURE 12. The Cayley poset of the free monoid on two generators.
order isomorphism. More generally, as mentioned in the introduction, a poset is called uniform
if for every pair of elements x, y the posets ↑ x and ↑ y are order isomorphic. This concept was
introduced in [38] (with respect to principal downsets in semilattices). Clearly, auto-equivalent
posets are uniform. In this most general setting we suspect:
Conjecture 6.5. There are uniform posets that are not monoid posets.
One strategy to construct such posets could be to take a transitive digraph D = (V,A), that is
not the Cayley graph of a monoid. Now, construct an infinite poset P = (V × Z,≤) such that
(u, i) ≤ (v, j) if there is a directed walk of length j−i from u to v inD. While transitive digraphs,
that are not Cayley graphs of groups are known, see e.g. [33, Theorem 6] or [32, Proposition 8.5],
we end up with the following problem of independent interest:
Question 6.6. Is every transitive digraph the Cayley graph of a monoid?
7. CONCLUSIONS
We have explored the notion of Cayley posets by giving a natural inclusion diagram of different
classes ad providing characterizations in terms of endomorphism monoids. In Theorem 2.6 we
give a characterization of monoid posets. However, we wonder if the following strengthening
could be true: If P is a poset, L < End(P ) a subsemigroup, and F ⊆ P a principal upset, such
that for every element x ∈ P there is a unique ϕx ∈ L such that ϕx(F ) =↑x, then P is a monoid
poset. By Theorem 2.4 we know that in this case P is a semigroup poset, but it is not clear if it is
a monoid poset.
We have shown strictness of all inclusions in Figure 3 and in particular, we provide small posets
that are not Cayley. One first set of questions concerns the types of posets studied in Section 3.
There is a natural way to define subposets of P (Z, 〈2, 3〉) by choosing all elements between up
to two maxima and up to two minima. We suspect that for large enough posets the properties of
these posets depend only on the number of minima and maxima.
On the other hand, we give a rich set of constructions in order to obtain large classes of Cayley
posets. A particular example are weak orders. While we know that they are full semigroup posets
an open question is, whether bi-infinite weak orders are monoid posets only if all levels are of the
same size (Conjecture 5.5)?
The last part of the paper is concerned with auto-equivalent posets. We show that if locally
finite, such posets are (group-embeddable) monoid posets. We know that group-embeddability
is lost when dropping local finiteness, but are these posets still monoid posets? At the end of
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Section 6 we discuss several further relaxations of this concept. Finally, one can ask, whether uni-
form posets, i.e., those where any two principal upsets are isomorphic, are monoid posets (Con-
jecture 6.5). A particularly intriguing question that comes up when studying the above conjecture,
is whether thee are transitive digraphs that are not Cayley graphs of a monoid (Question 6.6).
Acknowledgments. We thank Ulrich Knauer for his comments on the manuscript. The first au-
thor was partially supported by the Spanish Ministerio de Economía, Industria y Competitivi-
dad through grant MTM2016-78881-P. The second author was partially supported by the French
Agence nationale de la recherche through project ANR-17-CE40-0015 and by the Spanish Minis-
terio de Economía, Industria y Competitividad through grant RYC-2017-22701.
REFERENCES
[1] J. ARAÚJO, W. BENTZ, AND J. KONIECZNY, Directed graphs of inner translations of semigroups., Semigroup
Forum, 94 (2017), pp. 650–673.
[2] A. ASSI AND P. A. GARCÍA-SÁNCHEZ, Numerical semigroups and applications., Cham: Springer, 2016.
[3] E. BRIALES, A. CAMPILLO, C. MARIJUÁN, AND P. PISÓN, Minimal systems of generators for ideals of
semigroups, J. Pure Appl. Algebra, 124 (1998), pp. 7–30.
[4] J. CHAPPELON, I. GARCÍA-MARCO, L. P. MONTEJANO, AND J. L. RAMÍREZ ALFONSÍN, Möbius function
of semigroup posets through Hilbert series., J. Comb. Theory, Ser. A, 136 (2015), pp. 238–251.
[5] A. H. CLIFFORD AND G. B. PRESTON, The algebraic theory of semigroups. Vol. I., vol. 7, American Mathe-
matical Society (AMS), Providence, RI, 1961.
[6] D. A. COX, J. B. LITTLE, AND H. K. SCHENCK, Toric varieties, vol. 124 of Graduate Studies in Mathematics,
American Mathematical Society, Providence, RI, 2011.
[7] E. CZABARKA, A. DUTLE, T. JOHNSTON, AND L. A. SZÉKELY, Abelian groups yield many large families for
the diamond problem., Eur. J. Math., 1 (2015), pp. 320–328.
[8] D. EISENBUD AND B. STURMFELS, Binomial ideals., Duke Math. J., 84 (1996), pp. 1–45.
[9] I. GARCÍA-MARCO AND K. KNAUER, Chomp on numerical semigroups., Algebr. Comb., 1 (2018), pp. 371–
394.
[10] C. GODSIL AND G. ROYLE, Algebraic graph theory., vol. 207, New York, NY: Springer, 2001.
[11] Y. HAO, X. GAO, AND Y. LUO, On Cayley graphs of symmetric inverse semigroups., Ars Comb., 100 (2011),
pp. 307–319.
[12] Y. HAO, X. GAO, AND Y. LUO, On the Cayley graphs of Brandt semigroups., Commun. Algebra, 39 (2011),
pp. 2874–2883.
[13] Y. HAO AND Y. LUO, On the Cayley graphs of left (right) groups., Southeast Asian Bull. Math., 34 (2010),
pp. 685–691.
[14] J. M. HOWIE, An introduction to semigroup theory. L. M. S. Monographs. Vol. 7. London - New York - San
Francisco: Academic Press: a subsidiary of Harcourt Brace Jovanovich, Publishers. X, 272 p. £9.80 (1976).,
1976.
[15] G. JIAN AND S. FAN, On undirected Cayley graphs of some completely simple semigroups., Southeast Asian
Bull. Math., 33 (2009), pp. 741–749.
[16] A. KATSABEKIS, M. MORALES, AND A. THOMA, Binomial generation of the radical of a lattice ideal., J.
Algebra, 324 (2010), pp. 1334–1346.
[17] A. V. KELAREV, On undirected Cayley graphs, Australas. J. Combin., 25 (2002), pp. 73–78.
[18] A. V. KELAREV, On Cayley graphs of inverse semigroups, Semigroup Forum, 72 (2006), pp. 411–418.
[19] A. V. KELAREV AND C. E. PRAEGER, On transitive Cayley graphs of groups and semigroups, European J.
Combin., 24 (2003), pp. 59–72.
[20] B. KHOSRAVI, On Cayley graphs of left groups., Houston J. Math., 35 (2009), pp. 745–755.
[21] B. KHOSRAVI, Some properties of Cayley graphs of cancellative semigroups., Proc. Rom. Acad., Ser. A, Math.
Phys. Tech. Sci. Inf. Sci., 17 (2016), pp. 3–10.
[22] B. KHOSRAVI, On the Cayley graphs of completely simple semigroups., Bull. Malays. Math. Sci. Soc. (2), 41
(2018), pp. 741–749.
[23] B. KHOSRAVI AND B. KHOSRAVI, A characterization of Cayley graphs of Brandt semigroups., Bull. Malays.
Math. Sci. Soc. (2), 35 (2012), pp. 399–410.
[24] B. KHOSRAVI AND B. KHOSRAVI, On Cayley graphs of semilattices of semigroups., Semigroup Forum, 86
(2013), pp. 114–132.
[25] B. KHOSRAVI AND M. MAHMOUDI, On Cayley graphs of rectangular groups., Discrete Math., 310 (2010),
pp. 804–811.
CAYLEY POSETS 19
[26] M. KILP, U. KNAUER, AND A. V. MIKHALEV, Monoids, acts and categories. With applications to wreath
products and graphs. A handbook for students and researchers., Berlin: Walter de Gruyter, 2000.
[27] K. KNAUER AND U. KNAUER, Toroidal embeddings of right groups, Thai J. Math., 8 (2010), pp. 483–490.
[28] K. KNAUER AND U. KNAUER, On planar right groups., Semigroup Forum, 92 (2016), pp. 142–157.
[29] U. KNAUER AND K. KNAUER, Algebraic graph theory. Morphisms, monoids and matrices (to appear). 2nd
revised and extended edition., Berlin: De Gruyter, 2nd revised and extended edition ed., 2019.
[30] H. H. LÓPEZ AND R. H. VILLARREAL, Computing the degree of a lattice ideal of dimension one., J. Symb.
Comput., 65 (2014), pp. 15–28.
[31] Y. LUO, Y. HAO, AND G. T. CLARKE, On the Cayley graphs of completely simple semigroups., Semigroup
Forum, 82 (2011), pp. 288–295.
[32] D. MARUŠICˇ, Vertex transitive graphs and digraphs of order pk. Cycles in graphs, Workshop Simon Fraser
Univ., Burnaby/Can. 1982, Ann. Discrete Math. 27, 115-128 (1985)., 1985.
[33] B. D. MCKAY AND C. E. PRAEGER, Vertex-transitive graphs which are not Cayley graphs. I., J. Aust. Math.
Soc., Ser. A, 56 (1994), pp. 53–63.
[34] J. MEKSAWANG AND S. PANMA, Cayley digraphs of Brandt semigroups relative to Green’s equivalence
classes., Southeast Asian Bull. Math., 39 (2015), pp. 815–827.
[35] J. MEKSAWANG, S. PANMA, AND U. KNAUER, Characterization of finite simple semigroup digraphs., Algebra
Discrete Math., 12 (2011), pp. 53–68.
[36] E. MILLER AND B. STURMFELS, Combinatorial commutative algebra., vol. 227, New York, NY: Springer,
2005.
[37] M. MORALES AND A. THOMA, Complete intersection lattice ideals., J. Algebra, 284 (2005), pp. 755–770.
[38] W. D. MUNN, Uniform semilattices and bisimple inverse semigroups., Q. J. Math., Oxf. II. Ser., 17 (1966),
pp. 151–159.
[39] S. PANMA, U. KNAUER, AND S. ARWORN, On transitive Cayley graphs of strong semilattices of right (left)
groups., Discrete Math., 309 (2009), pp. 5393–5403.
[40] J. L. RAMÍREZ ALFONSÍN, The Diophantine Frobenius problem., vol. 30, Oxford: Oxford University Press,
2005.
[41] J. C. ROSALES AND P. A. GARCÍA-SÁNCHEZ, Finitely generated commutative monoids, Nova Science Pub-
lishers, Inc., Commack, NY, 1999.
[42] J. C. ROSALES AND P. A. GARCÍA-SÁNCHEZ, Numerical semigroups., vol. 20, Dordrecht: Springer, 2009.
[43] G. SABIDUSSI, On a class of fixed-point-free graphs., Proc. Am. Math. Soc., 9 (1958), pp. 800–804.
[44] D. V. SOLOMATIN, Direct products of cyclic semigroups admitting a planar Cayley graph., Sibirskie Ehlek-
tronnye Matematicheskie Izvestiya [Siberian Electronic Mathematical Reports], 3 (2006), pp. 238–252.
[45] D. V. SOLOMATIN, Semigroups with outerplanar Cayley graphs, Sibirskie Èlektronnye Matematicheskie
Izvestiya [Siberian Electronic Mathematical Reports], 8 (2011), pp. 191–212.
[46] T. SUKSUMRAN AND S. PANMA, On connected Cayley graphs of semigroups., Thai J. Math., 13 (2015),
pp. 641–652.
[47] J. VALDES, R. E. TARJAN, AND E. L. LAWLER, The recognition of series parallel digraphs., SIAM J. Comput.,
11 (1982), pp. 298–313.
[48] R. H. VILLARREAL, Monomial algebras, Monographs and Research Notes in Mathematics, CRC Press, Boca
Raton, FL, second ed., 2015.
[49] S. WANG AND Y. LI, On Cayley graphs of completely 0-simple semigroups., Cent. Eur. J. Math., 11 (2013),
pp. 924–930.
[50] W. WANG AND H. HOU, Cayley graphs of strong semilattices of left groups., J. Wuhan Univ., Nat. Sci. Ed., 55
(2009), pp. 633–636.
[51] A. T. WHITE, Graphs of groups on surfaces, vol. 188 of North-Holland Mathematics Studies, North-Holland
Publishing Co., Amsterdam, 2001. Interactions and models.
[52] X. ZHANG, Clifford semigroups with genus zero, in Semigroups, Acts and Categories with Applications to
Graphs, Proceedings, Tartu 2007, vol. 3 of Mathematics Studies, Estonian Mathematical Society, Tartu, 2008,
pp. 151–160.
