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The paper describes a Petri net as well as a structural operational semantics for an algebra of
process expressions. It specifically addresses this problem for the box algebra, a model of concurrent
computation which combines Petri nets and standard process algebras. The main result is that it is
possible to obtain a framework where process expressions can be given two, entirely consistent, kinds
of semantics: one based on Petri nets, the other on SOS rules. This consistency can also be extended
to a partial order semantics. C© 2002 Elsevier Science (USA)
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1. INTRODUCTION
This paper is about combining two widely known and well-studied theories of concurrency: process
algebras [1, 22, 23, 27] and Petri nets [2, 29, 32]. Process algebras (i) allow the study of connectives
directly related to actual programming languages; (ii) have a compositional structure, by definition;
(iii) come with a variety of logics facilitating reasoning about important properties of systems; and
(iv) support a variety of algebraic laws. On the other hand, Petri nets (v) sharply distinguish between
states and activities (the latter being defined as changes of state); (vi) treat global states and global
activities as derived from their basic local counterparts; (vii) have a graphical representation which is
easy to grasp and therefore has some wide appeal for practitioners; (viii) have useful links both to graph
theory and to linear algebra; and (ix) represent a natural framework for concurrency (as opposed to
ordinary transition systems, which are suited for interleaving semantics).
The work presented in this paper (in itself a continuation and consolidation of, among others, [4, 5, 24])
attempts to forge links between a fundamental but restricted class of Petri nets and a basic but again
restricted class of process algebras. This paper will investigate the structural and behavioural aspects
of these two basic models, and its main point is that there is, in fact, an extremely strong equivalence
between them.
1.1. Historical Remarks
The origin of the work described in this paper rests in a whole range of results (e.g.,—but this is not a
complete list—[9, 11, 17–20, 28, 30, 33] associating Petri nets with expressions of process algebras such
as COSY [23], CCS [27], or CSP [22]. A fuller comparison with some of these works will be provided in
Section 11. As compared with other approaches of this flavour, the Petri box calculus (PBC) introduced
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in [3, 4] (but see also [13] for an analysis of S-invariants and [21] where an axiomatisation is described)
has been designed with two particular aims in mind: (i) to create a connection as tight as possible
between process algebra expressions and Petri nets, and (ii) to allow a full concurrent language to be
translated easily into PBC (and then also into Petri nets).
The box algebra [7, 24] represents a further abstraction on top of PBC. It is based on a set of general
process terms, called box expressions. Each box expression has associated two consistent kinds of
semantics: a Petri net called a box (with its standard Petri net transition firing rule), and an operational
semantics defined using SOS derivation rules [31]. All of the process algebras mentioned above—in
particular, PBC—are instances of box algebras. This is shown in [7] but not in the present paper. Here,
we will only be able to demonstrate the principle of such a construction on a small running example, a
concrete algebra called the toy algebra (Section 2.2).
1.2. Overview of the Results of This Paper
The model we are going to describe is based on a set of operators, OpBox, which can be used
to construct valid box expressions. For each operator op ∈ OpBox there is an associated operator
in the domain of boxes, op. This allows one to compositionally define, for every box expression
E = op(E1, E2, . . . ), a corresponding net, box(E) = op(box(E1), box(E2), . . . ), where the application
of op to an operand tuple (box(E1), box(E2), . . . ) corresponds to net theoretic refinement. The set of
PBC operators includes sequence (denoted by the semicolon), choice (denoted by ), and parallel
composition (denoted by ‖). However, the box algebra supports much richer a set of constructs because
op can be chosen from a very large set of boxes.
The two semantical models of the box algebra have been studied and developed in, e.g., [3, 5, 24].
In particular, it has been shown there that the two semantics are equivalent in the sense of generating
strongly equivalent behaviours (in bisimulation sense [27]). This paper, which is a full version of the
conference paper [6], extends the already published results in three directions. First, the previous results
were only applicable to finite operators; i.e., it was assumed that op(E1, E2, . . .) = op(E1, E2, . . . , En),
for some n. In this paper, op can in general take any number of arguments, in particular infinitely many.
The interest in such general operators is motivated by a need to model operators such as i∈I Ei , i.e.,
a fully generalised choice operator of Milner’s CCS [27], which in turn can be used to give formal
semantics to a process algebra with value-passing. Second, we remove two restrictions previously
imposed on nets representing operators and operands for reasons of behavioural integrity, but we also
analyse the conditions under which such a step does not compromise this integrity. The third extension
concerns consistency between the net semantics and operational semantics. The interest here is in
establishing as strong as possible semantical correspondence between the two models, thus allowing
a direct transfer of behavioural properties from one framework to another. We strengthen the previous
results by proving that they generate, for every process expression, not only bisimulation equivalent,
but in fact isomorphic transition systems, thus providing arguably the strongest possible consistency
result.
1.3. Organisation and Overview of the Approach Presented in This Paper
In Section 2, we introduce various classes of Petri nets used throughout the paper. To ensure com-
posability of nets, we employ both transition labellings and place labellings. As transition labels, we
admit the usual action names and, in addition, also a larger class of relabellings, which serve to describe
action-based operations, such as CCS synchronisation. As place labels, we admit a three-element set
that serves to classify places into the entry places (meaning that execution starts there), internal places,
and exit places (meaning that execution ends there). These label sets allow a comprehensive treatment
of transition-based and place-based composition operations, as we show in due course using a simple
process algebra called TOYA (toy algebra), also defined in Section 2. To achieve the desired effect, we
impose various restrictions on the class of labelled nets we deal with. We generally require that transi-
tions have at least one input and at least one output place and, similarly, that there is always at least one
entry place and at least one exit place. Labelled nets satisfying these two properties are called boxes,
and we subsequently show how they can be used to represent both the operators and the operands of
net-based operations.
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In Sections 3 and 4, we introduce simultaneous transition refinement and relabelling, for brevity called
net refinement, serving as a basic device for composing nets. The general idea is to consider a single box,
called an operator box, and one operand box for each of its transitions. Then a simultaneous refinement
of the transitions of the operator box, coupled with relabelling, creates a resulting (compound) box.
The two restrictions mentioned above are sufficient to make refinement well-defined in the general
case. In addition to this, we want to ensure that various (behavioural) properties of the resulting box
can be deduced from the properties of the operator box and the operand boxes. With this in mind, we
analyse and specify, in Section 3, a variety of conditions that can be imposed on boxes involved in net
refinement. In particular, operand boxes are required to be plain, meaning that they do not contain true
relabellings (or, in other words, that all their transitions are labelled by the standard action names); it
then follows that boxes resulting from net refinement are also plain. We also require that boxes be safe
(with the usual meaning in Petri net theory) and clean (meaning that in the evolutions from the entry to
exit markings, no tokens are left behind on any of the nonexit places). Boxes satisfying these properties
are called static (if they contain no tokens initially) and dynamic otherwise. Assuming that operator and
operand boxes enjoy these properties, we would like to be able to ensure that the box resulting from
net refinement enjoys them as well. As it turns out, one has to treat carefully side conditions (places
that are both input and output of a transition) in operator boxes, and we impose another restriction,
(Dom1) in Section 3, that transitions involved in side conditions may only be refined by plain boxes
that are ex-exclusive. This property means that no reachable marking may mark both an entry place
and an exit place. One further restriction (which is minor, because it is satisfied by the operator boxes
corresponding to the standard process algebraic constructs), (Dom2) in Section 3, has to be imposed,
before the desired property preservation result can be proved.
Another behavioral property that we would like to be true is that an operator box has an associated SOS
semantics which is consistent and complete with respect to the ordinary Petri net behaviour. In order to
guarantee this property, we need to impose a further restriction on operator boxes, called factorisability.
That factorisability, together with other conditions mentioned above, guarantees this consistency and
completeness, is part of the main results of this paper.
After explaining these conditions, we proceed, in Section 4, to define net refinement formally. This
nontrivial definition is accompanied by an elaborate means of giving names to the places and transitions
of the boxes involved in net refinement, in particular, those in the resulting box. Such a device turns
out to be very useful in proofs throughout the paper, as the names of places and transitions provide
an effective encoding of the way in which each new place or transition has been constructed from
those present in the operator and operand boxes. In particular, such an encoding is powerful enough to
determine the independence relation on transitions in the resulting box, which is crucial in obtaining the
partial order semantics of process expressions in Section 10. From Section 4.4 onwards, we turn to
the desired results pertaining to property preservation, culminating in Theorem 4.11, which states that
the result of net refinement satisfies two of the key properties of static or dynamic boxes: safeness and
cleanness. A rather short Section 4.6 clarifies the particular form of reachability graphs which we need
in order to extensionally characterise the behaviour of boxes (and then process expressions). The reason
why the standard notion is not entirely satisfactory is that we also need to be able to distinguish those
markings which are composed of tokens placed only on the entry (or exit) places, as they indicate states
where, intuitively, the control flow may ‘jump’ from one operand box to another in a compound box.
The resulting device is called a transition system.
In Section 5, we develop a structured operational semantics inspired by [31], which applies gener-
ically to any operator and operand boxes involved in net refinement satisfying the requirements
described so far. Since this implies a second way of defining Petri net behaviour, we need to show
its consistency and completeness with respect to the ordinary transition firing rule. This is achieved
through the results contained in Section 5, whose proofs use the property preservation features proved
earlier on, but are lengthy and technical, and have therefore been moved to the Appendix (this is
also the case of many other rather technical proofs of the results presented throughout the rest of this
paper).
In Section 6, we look into the way in which the behaviour of a compound box is related to those of the
underlying operator and operator boxes. Intuitively, we want to ensure that any behaviour of the former
can be derived from a behaviour of the operator box which is suitably ‘refined’ by behaviours of the
operand boxes. A typical source of problems here is the presence of a loop-like behaviour which is in
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a mutually exclusive choice with some other behaviour. There does not seem to be a fully satisfactory
simple translation of this scenario into Petri nets, and instead we analyse circumstances under which
any behaviour of the result of net refinement is a well-structured composition of behaviours of the
operator and operand boxes involved. We define five conditions which, on the one hand, guarantee such
a ‘behaviour composition’ property, and, on the other hand, are liberal enough to be useful in translating
the standard process algebras and concurrent programming languages.
Section 7 introduces a generic algebra of process expressions, called the box algebra, which is
parameterised by a set of plain boxes used to provide a denotational semantics of simple process
expressions and a set of operator boxes providing similar interpretation for the connectives. With
such an underpinning of the expressions of the box algebra, and thanks to the results obtained in the
preceding sections, it is possible to render various notions and conditions developed for boxes, such as
being ex-exclusive or the condition (Dom1), in purely syntactical terms. That such a rendering is valid
is demonstrated in the next section (in particular, Theorem 8.1). First, however, Section 8 introduces the
denotational semantics of the box algebra. The semantics is given in the form of an inductive mapping
from process expressions to boxes which, again thanks to the results obtained for net refinement in the
preceding sections, is straightforward.
In Section 9, we introduce two kinds of structured operational semantics for process expressions, based
respectively on the transitions of the corresponding boxes and the actions labelling these transitions. An
important notion which precedes the definition of these semantics is a structural similarity relation on
process expressions, which identifies expressions which correspond to the same box (see Theorem 9.3);
interestingly, this may be done by purely syntactic means when recursion is not involved. The rest
of Section 9 renders in terms of process expressions the generic structural operational rule developed
for boxes in Section 5. We present just two operator-specific inference rules, based respectively on
transitions of the corresponding boxes and on their labels. What is remarkable is that we obtain generic
rules applicable to all the operators, no matter how complicated they are; in particular, it is irrelevant
whether an operator is finite or not. In either case we prove that the transition system of a process
expression derived using the structural operational rules of the box algebra is isomorphic to the transition
system of the corresponding box and thus obtain the claimed consistency results. Section 10 completes
the development of the box algebra, by extending the consistency results to a partial order semantics
based on Mazurkiewicz traces [26].
As a result of aiming at fully general treatment, to apply the resulting theory, it is sufficient to
choose a set of operator and operand boxes, e.g., corresponding to the constructs used in a concurrent
programming language, and check that they satisfy the conditions outlined above. Having done so, one
can immediately obtain a compositional net semantics as well as three variants of process algebraic
semantics (based on transitions, labels and partial orders), and claim all the consistency results developed
throughout the paper.
Finally, in Section 11, we compare the theory presented in this paper with other, similar, works. To
focus the discussion, we look how other approaches addressed the problem of giving a Petri net based
semantics to CCS, outlining the main differences with the model described in this paper.
2. PRELIMINARIES
Throughout the paper, we use the standard mathematical notation. In particular, •∪ denotes the disjoint
set union, and mult(Z ) the set of all finite multisets over a set Z . Other multiset-related notations are
the sum (+ or ∑), difference (−, only used when the second argument is smaller than the first one),
multiplication by a natural number (·), and multiset inclusion (⊆).
Each operator on nets will be based on a special net op whose transitions v1, v2, . . . are refined by
the corresponding nets 1, 2, . . . in the process of forming a new net  = op(1, 2, . . . ). To carry
this out, we need to distinguish nets that are easily composable with one another. The chosen class of
Petri nets, called boxes, have interfaces expressed by labellings of places and transitions. There are two
main classes of boxes which we will be interested in, viz. plain boxes and operator boxes. Plain boxes
(, 1, 2, . . . above) form the class of elements of our Petri net domain upon which various operators
are defined. Operator boxes (op above) are patterns (or functions) defining the ways of constructing
new plain boxes out of given ones.
48 BEST, DEVILLERS, AND KOUTNY
FIG. 1. Illustration of relabelling.
2.1. Actions and Relabellings
We assume a setAof actions to be given, each a ∈A representing some interface activity. A relabelling
ρ is a relation ρ ⊆ mult(A) × A such that (∅, a) ∈ ρ if and only if ρ = {(∅, a)}. The intuition behind
a pair (, a) belonging to ρ is that it specifies some interface change which can be applied to a (finite)
group of transitions whose labels match the argument, i.e., the multiset of actions , and which are
synchronised to yield a new transition labelled a. This is illustrated in Fig. 1, using three transitions of
a Petri net, for a pair ({b, c, c}, a) ∈ ρ.
A constant relabelling, ρa = {(∅, a)}, where a is an action inA, can be identified with a itself, so that
we may consider the set of actionsA to be embedded in the set of all relabellings. If a relabelling is not
constant, then it will be called transformational; in that case, the empty set will not be in its domain, in
order not to create an action out of nothing. The identity relabelling, ρid = {({a}, a) | a ∈A}, captures
the “keep things as they are” (non)change.
2.2. TOYA
As a running example, we shall consider a toy algebra, called TOYA, defined by the syntax
E ::= a | E[src] | E E | E ; E | 〈E ∗ E] | E ‖ E, (2.1)
where a, s, r, c ∈A and s = r . In the above syntax, E F stands for choice composition, E ; F for
sequential composition, 〈E ∗ F] for a loop (with iterated part E and terminal part F), and E‖F for
(disjoint) parallel composition. E[src] denotes a special kind of binary synchronisation, namely that
between a send action, s, and a receive action, r , and creating a communication action, c, which leaves
the nonsynchronised actions A\{s, r} intact. Such a synchronisation can be captured by the following
relabelling relation:
ρ[src] = {({s, r}, c)} ∪ {({a}, a) | a ∈A\{s, r}}.
TOYA allows one to create a set of process expressions such as 〈a ∗ (b ‖ c)], which intuitively means
“execute arbitrarily often a possibly followed by a concurrent execution of a single b and a single c.”
We will see how the box algebra will enable us, in a systematic way, to associate a Petri net both with
every operator defined for TOYA and also with expressions derivable from the syntax, so that the intuitive
meaning of the operators is faithfully captured.
2.3. Labelled Nets
By a (marked) labelled net we will mean a tuple  = (S, T, W, λ, M) such that S and T are disjoint
sets of respectively places and transitions; W is a weight function from the set (S × T ) ∪ (T × S) to the
set of natural numbers N; λ is a labelling function for places and transitions such that λ(s) ∈ {e, i, x},
for every place s ∈ S, and λ(t) is a relabelling ρ, for every transition t ∈ T ; and M is a marking, i.e., a
mapping assigning a natural number to each place s ∈ S.1 We adopt the standard rules about representing
nets as directed graphs. To avoid ambiguity, we will sometime decorate the various components of 
with the index ; thus, T denotes the set of transitions of , etc. A net is finite if both S and T are
1 Sometimes we will treat M as a (possibly infinite) multiset or as a set, if M(S) ⊆ {0, 1}.
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FIG. 2. A labelled net and its reachability graph, where a and b range over relabellings.
finite sets. Figure 2 (left-hand side) shows the graph of a labelled net 0. The right-hand side of Fig. 2
shows the corresponding reachability graph, which is defined formally in Section 4.6.
If the labelling of a place s is e, i, or x, then s is an entry, internal, or exit place, respectively. By
convention, ◦, ◦, and ¨ denote respectively the entry, exit, and internal places of . For every place
(transition) x , we use •x to denote its pre-set, i.e., the set of all transitions (places) y such that there is an
arc from y to x ; that is, W (y, x) > 0. The post-set x• is defined in a similar way. The pre- and post-set
notation extends in the usual way to sets R of places and transitions; e.g., • R = ⋃r∈R •r . In what follows,
all nets are assumed to be T-restricted; i.e., the pre- and post-sets of each transition are nonempty.  is
called simple if W always returns 0 or 1, and pure if for all transitions t ∈ T , •t ∩ t• = ∅. If s ∈ •t ∩ t•
then s is called a side place of transition t . For the labelled net of Fig. 2 we have ◦0 = {s0, s3},
◦0 = {s2}, ¨0 = {s1}, •s0 = ∅, and {s0, s1}• = {t0, t1}. This net is finite and simple, but not pure as s3 is
a side place of t2.
We will use three explicit ways of modifying the marking of . We define  as (S, T, W, λ, ∅)
which amounts to erasing all the tokens. Moreover, ¯ and are, respectively, (S, T, W, λ, ◦) and
(S, T, W, λ, ◦). These operations correspond to placing one token on each entry (resp. exit) place and
nothing elsewhere, forming the entry marking (resp. the exit marking) of .
The behaviour of  is defined by its finite step sequence semantics: a finite multiset of transitions U ,
called a step, is enabled by  if for every place s ∈ S, M(s) ≥ ∑t∈U (U (t) · W (s, t)). We denote this by
M [U 〉 or  [U 〉 . An enabled step U can be executed leading to a follower marking M ′ defined, for
every s ∈ S, by
M ′(s) = M(s) +
∑
t∈U
(U (t) · (W (t, s) − W (s, t))).
We will denote this by M [U 〉 M ′ or  [U 〉 ′, where ′ = (S, T, W, λ, M ′). For 0 in Fig. 2, {t0, t2}
is an enabled step. After its execution, {t1} is enabled and, hence, {t0, t2}{t1} is a step sequence of 0.
Transition labelling may be extended to steps through the formula
λ(U ) =
∑
t∈U
U (t) · {λ(t)} ∈ mult(A).
In particular, we will denote  [〉lab ′ whenever there is a multiset of transitions U such that  [U 〉 ′
and  = λ(U ). This allows one to translate various behavioural notions defined in terms of multisets of
transitions into notions based on multisets of transition labels (or labelled steps).
A step sequence of  is a possibly empty sequence of steps, ω = U1 . . . Uk , such that there are nets
1, . . . , k satisfying  [U1〉 1 [U2〉 · · · [Uk〉 k . We will denote this by  [ω〉 k or k ∈ [〉,
and call k derivable from  and its marking, Mk , reachable from M . Notice that  = i, for
all i ≤ k.
A marking M is safe if M(S) ⊆ {0, 1}. A marking is clean if it is neither a proper super-multiset of
◦ nor of ◦; i.e., if ◦ ⊆ M or ◦ ⊆ M implies ◦ = M or ◦ = M , respectively. The marking of
the net in Fig. 2 is both safe and clean. A labelled net  is ex-restricted if ◦ = ∅ = ◦, e-directed
if •(◦) = ∅, x-directed if (◦)• = ∅, and ex-directed if it is both e-directed and x-directed.  is
ex-exclusive if, for every marking M reachable from M or ◦ or ◦, it is the case that M ∩ ◦ = ∅
or M ∩ ◦ = ∅; i.e., it is not possible to mark simultaneously an entry and an exit place. A labelled net
 is safe if every marking reachable from M is safe.
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Let ind be the symmetric, not necessarily transitive, relation on the transitions of , defined by
ind = {(t, u) ∈ T × T | (•t ∪ t•) ∩ (•u ∪ u•) = ∅}. It is called the independence relation because two
distinct transitions belonging to ind have no impact on their respective environments. If they are both
enabled separately, then they are enabled simultaneously (as a step). Conversely, if  is safe (which
will later be our exclusive case of interest), it can be shown that any two transitions occurring in the
same step are independent. Notice that T-restrictedness implies the irreflexivity of the independence
relation, i.e., ind ∩ idT = ∅, since for every t ∈ T , (t, t) ∈ ind . T-restrictedness also implies that
the emptiness (nonemptiness) of markings is preserved over transition steps. Later, when we say that a
net is “marked,” this will mean that its marking is nonempty.
3. TWO BASE CLASSES OF BOXES
3.1. Plain Boxes
A box is a (possibly infinite) T-restricted and ex-restricted labelled net . Ex-restrictedness is impor-
tant since without it, composing boxes would yield undesirable results [7, 8].
A box is, by definition, plain if each transition t ∈ T is labelled by a constant relabelling, i.e.,
λ(t) ∈ A. A plain box  is static if M = ∅ and every marking reachable from ◦ or ◦ is safe and
clean. A plain box  is dynamic if M = ∅ and every marking reachable from M or ◦ or ◦ is safe
and clean. A dynamic box  is an entry (exit) box if M = ◦ (resp. M = ◦). Note that the labelled
net 0 in Fig. 2 is not a static or dynamic box since it has a reachable marking, M = {s2, s3}, which is
not clean. The sets of plain entry, dynamic, exit, and static boxes will, respectively, be denoted by Boxe,
Boxd , Boxx , and Boxs . Moreover, the sets of plain e-directed, x-directed, and ex-exclusive boxes will,
respectively, be denoted by Boxedir, Boxxdir, and Boxxcl.
PROPOSITION 3.1. Let  be a dynamic box and U be a step enabled by .
1. Every labelled net derivable from  is a dynamic box.
2. U is a set of mutually independent transitions: U × U ⊆ ind ∪ idT .
3. All the arcs adjacent to the transitions in U are unitary: W(U × S)∪ W(S ×U ) ⊆ {0, 1}.
Proof. (1) Suppose that  is derivable from a dynamic box .  is marked since  is T-restricted.
Clearly, all the markings reachable from M and ◦ and ◦ are safe and clean since those reachable
from M and ◦ and ◦ are safe and clean and ◦ = ◦ and ◦ = ◦. Hence  is a dynamic box.
(2, 3) Follow directly from the safeness of the markings before and after the execution of
step U .
3.2. Operator Boxes
An operator box is a simple box  with all relabellings being transformational such that M = ∅ and
all the markings reachable from ◦ or ◦ are safe and clean. But we still need to impose on  one more
property, called factorisability [24], recalled next.
As the transitions of  are meant to be refined by potentially complicated boxes, it is justified to
consider that their execution may take some time or, indeed, may last indefinitely. This may be captured
by a special kind of extended markings.
A complex marking of  is a pair M= (M, Q) composed of a normal marking M of  (i.e., a
possibly infinite multiset of places) and a finite multiset Q of engaged transitions of .2 Another way
of looking at complex markings is to consider  modified in such a way that each transition t is split
into two transitions, tbegin and tend, with a place st in between, as shown in Fig. 3. Then, the presence of
a token on a place st corresponds to the presence of t in the set of engaged transitions Q.
The direct reachability between two complex markings,M = (M, Q) andM′ = (M ′, Q′), is defined
thus. We haveM [U + V + + Z−〉 M′ if there are finite multisets of transitions U , V , and Z such that
2 A standard marking M may be identified with the complex marking (M, ∅). Note that complex markings are related to the
ST-idea used to characterise equivalences on nets preserved by refinements (see [12, 36]).
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FIG. 3. Splitting a transition into beginning and end.
Z ⊆ Q, Q′ = Q + V − Z , and for every s ∈ S, M(s) ≥ ms and M ′(s) = M(s) − ms + m ′s , where
ms =
∑
t∈U+V
W (s, t) · (U (t) + V (t)) and m ′s =
∑
t∈U+Z
W (t, s) · (U (t) + Z (t)).
A tuple of sets of transitions of , µ = (µe, µd , µx , µs) is a factorisation of a complex safe3 marking
(M, Q) if µd = Q and
M = •⋃v∈µe •v •∪ •⋃v∈µx v•
and µs = T\(µe ∪ µd ∪ µx ).  itself will be called factorisable if for every safe complex marking of
 reachable from ◦ or ◦, there is at least one factorisation. We will denote by fact the set of all the
factorisations of all the complex markings of  reachable from ◦ or ◦, and including also the only
factorisation (∅, ∅, ∅, T) of the empty marking. We will provide further intuitions about factorisability
after introducing net refinement.
At this point, we recall the toy algebra from Section 2.2. It is founded upon a set of constants
(a ∈ A), four binary operators (choice, sequence, iteration, and parallel composition), and one unary
synchronisation operator (parameterised by the actions s, r , and c). We therefore consider one plain
box, Na , for each action a ∈ A, and five operator boxes shown in Fig. 4: choice,  ; sequence, ;;
iteration, ∗; parallel composition, ‖; and synchronisation, [src]. It should be intuitively clear that
with their entry markings, they model the behaviour of the corresponding operators. It can also be
easily checked that they are all factorisable and satisfy other properties required of operator boxes. In
particular, a justification that the operator boxes are factorisable is provided by the tables in Fig. 6 listing
all complex markings (M, Q) reachable from the entry or exit markings of nets in Fig. 4 and their possible
factorisations (µe, µd , µx , µs). Thus, for example, fact; comprises seven different factorisations, as
the only factorisation (∅, ∅, ∅, {v1; , v2; }) of the empty marking (M, Q) = (∅, ∅) also belongs to fact; .
In order not to make the running example too complicated, we avoided infinite operators or those
with nonreversible transitions. However, in the discussion and proofs below, we shall carefully take
care of both possibilities.
3.3. Properties of Factorisations
A factorisation of a reachable marking (M, Q) is essentially a way of representing its real part,
M , as the disjoint union of the pre-sets of a set of transitions, µe, and the post-sets of another set of
transitions, µx . Intuitively, µe are transitions which can be concurrently executed at (M, Q), and µx
are (possibly) transitions which have just been concurrently executed. However, such an interpretation
may be somewhat misleading since, besides the fact that µe and µx may be infinite, it may happen that
although (M, Q) is a reachable marking and v ∈ µx , neither (M\v•, Q ∪ {v}) nor ((M\v•) ∪ •v, Q) are
reachable from the entry or exit marking of ; it may even happen that v is a dead transition, whose
sole role is to ensure the factorisability of .
This is illustrated in Fig. 5 where the operator 1 is factorisable but the transition v3 is dead from the
entry and exit markings. Yet if we dropped this dead (hence supposedly useless) transition, the operator
3 I.e., both M and Q are sets. Notice that if all the markings reachable from ◦ or ◦ are safe, then so are the reachable
complex markings.
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FIG. 4. TOYA’s plain box (Na) and five operator boxes ([src], ‖,  , ∗, and ;).
would become unfactorisable since after the occurrences of v1 and v2, leading to the marking ({i, x}, ∅),
the internal place i could no longer be factored out. Notice that, contrary to what we have said about
µx , if v ∈ µe then both (M\•v, Q ∪ {v}) and ((M\•v) ∪ v•, Q) are reachable from the entry or exit
marking of .
In what follows, we will need several basic properties of factorisations which, for ease of reference,
are gathered in the proposition below. In what follows, we will call a transition v of an operator box
 reversible if, for every complex marking (M, Q) reachable from ◦ or ◦, v• ⊆ M implies that
(M\v•, Q ∪ {v}) is also a marking reachable from ◦ or ◦. For the operator box 1 in Fig. 5, the
transitions v1 and v2 are both reversible, while v3 is not. Note also that all transitions in TOYA’s operator
boxes are reversible.
FIG. 5. An operator box with a dead nonreversible transition (1); a nonfactorisable box (2); a non-x-directed box (ϒ);
three refinements based on 1 and 2; and a net of the expression 〈(a ‖ b) ∗ c].
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M Q µe µd µx µs
{e;} ∅ {v1; } ∅ ∅ {v2; }
∅ {v1; } ∅ {v1; } ∅ {v2; }
{i;} ∅ ∅ ∅ {v1; } {v2; }
{v2; } ∅ ∅ {v1; }
∅ {v2; } ∅ {v2; } ∅ {v1; }
{x;} ∅ ∅ ∅ {v2; } {v1; }
{e } ∅ {v1} ∅ ∅ {v2}
{v2} ∅ ∅ {v1}
∅ {v1} ∅ {v1} ∅ {v2}
∅ {v2} ∅ {v2} ∅ {v1}
{x } ∅ ∅ ∅ {v1} {v2}
∅ ∅ {v2} {v1}
{e1‖, e2‖} ∅ {v1‖, v2‖} ∅ ∅ ∅
{e1‖} {v2‖} {v1‖} {v2‖} ∅ ∅
{e1‖, x2‖ } ∅ {v1‖} ∅ {v2‖} ∅
{e2‖} {v1‖} {v2‖} {v1‖} ∅ ∅
∅ {v1‖, v2‖} ∅ {v1‖, v2‖} ∅ ∅
{x2‖ } {v1‖} ∅ {v1‖} {v2‖} ∅
{x1‖ , e2‖} {v1‖} {v2‖} ∅ {v1‖} ∅
{x1‖ } {v2‖} ∅ {v2‖} {v1‖} ∅
{x1‖ , x2‖ } ∅ ∅ ∅ {v1‖, v2‖} ∅
{v1∗} ∅ ∅ {v2∗}
{e∗} ∅ ∅ ∅ {v1∗} {v2∗}
{v2∗} ∅ ∅ {v1∗}
∅ {v1∗} ∅ {v1∗} ∅ {v2∗}
∅ {v2∗} ∅ {v2∗} ∅ {v1∗}
{x∗} ∅ ∅ ∅ {v2∗} {v1∗}
{e[src]} ∅ {v[src]} ∅ ∅ ∅
∅ {v[src]} ∅ {v[src]} ∅ ∅
{x[src]} ∅ ∅ ∅ {v[src]} ∅
FIG. 6. TOYA operator boxes are factorisable.
PROPOSITION 3.2. Let  be an operator box, µ ∈ fact be a factorisation of a safe complex marking
(M, Q) reachable from ◦ or ◦, t and Trev be the set of all reversible transitions of .
1. µe, µd , µx , and µs are disjoint sets of transitions, and µd is finite.
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2. For every finite U ⊆ T and every finite Z ⊆ Trev such that
•⋃v∈U •v •∪ •⋃v∈Zv• ⊆ M,
it is the case that (M\(•U ∪ Z•), Q •∪ U •∪ Z ) is a marking reachable from ◦ or ◦. Moreover, both
(M ∪ • Q, ∅) and (M ∪ Q•, ∅) are markings reachable from ◦ or ◦.
3. For every V ⊆ µd , every finite U ⊆ µe, and every finite Z ⊆ µx ∩ Trev, the following are
factorisations in fact: (µe\U, µd ∪U, µx , µs), (µe ∪ V, µd\V, µx , µs), (µe, µd\V, µx ∪ V, µs), and
(µe, µd ∪ Z , µx\Z , µs).
4. The transitions of µe ∪ µd ∪ (µx ∩ Trev) are mutually independent, and the transitions in µx
are such that
µ•x ∩ (•µe ∪ µ•e) = µ•x ∩ (•µd ∪ µ•d ) = (µx\Trev)• ∩ (•(µx ∩ Trev) ∪ (µx ∩ Trev)•) = ∅
and v• ∩ w• = ∅, for all distinct v, w ∈ µx .
5. If ◦ ⊆ M or ◦ ⊆ M then µd = ∅ and M = ◦ or M = ◦, respectively.
Proof. The various parts of this proposition follow directly from the definition of a factorisation of
a complex marking, and the safeness, T-restrictedness, and cleanness of .
3.4. Domain of Application
Let  : T → Boxs ∪ Boxd be a function from the transitions of  to static and dynamic boxes. We
will refer to  as an -tuple and denote (v) by v , for every v ∈ T. For a set of transitions V ⊆ T,
V = {v | v ∈ V }. If the set of transitions of  is finite, we assume that T = {v1, . . . , vn} and then
denote  = (v1 , . . . , vn ). We extend the notion of factorisation to an -tuple  of static and dynamic
boxes; the factorisation of  is the quadruple µ = (µe, µd , µx , µs) such that µδ = {v | v ∈ Boxδ}
for δ ∈ {e, x, s}, and µd = {v | v ∈ Boxd\(Boxe ∪ Boxx )}.
The domain of application of , denoted by dom, is then defined as the set comprising every
-tuple of static and dynamic boxes  whose factorisation belongs to fact and such that, for every
v ∈ T:
• If •v ∩ v• = ∅ then v is ex-exclusive. (Dom1)
• If v is not reversible then v is x-directed. (Dom2)
(Dom1) is meant to prevent the nonsafeness of refinements in which a box is refined into a transition
with a side place. This refers to TOYA expressions such as 〈(a ‖ b) ∗ c], which informally means “repeat
the concurrent execution of a and b arbitrarily many times.” A translation of this expression, into the
net 〈(Na ‖ Nb) ∗ Nc], derived using the formal definition of net refinement4 introduced in Section 4
and shown in Fig. 5, gives a net which is nonsafe when started from the entry marking. The other
condition, (Dom2), is related to the possible presence of dead transitions in an operator box. Referring
again to the operator box 1 in Fig. 5, we may observe that if we were allowed to refine the transition
v3 with a non-x-directed box ϒ , then some behaviours originating from ϒ could be possible from the
entry marking of the refined net, e.g., in {a}{c}{c}{c}, while no behaviour beginning at the entry or exit
marking of the operator box can possibly involve v3. It is therefore right to insist that the box refining
v3 be x-directed5 in this case.
In TOYA, all transitions in operator boxes are reversible, and so (Dom2) is trivially satisfied. As
for (Dom1), we have only one side place (in the operator box for iteration), and so the domains of
4 Note that the definition of refinement works perfectly well here and in the case of other counterexamples discussed in this
paper.
5 We could have required that no transition be enabled at the exit marking, but x-directedness is a simple structural sufficient
condition for this.
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applications of the five operator boxes in TOYA are given by:
dom∗ = ((Boxs ∩ Boxxcl) × Boxs) ∪ ((Boxs ∩ Boxxcl) × Boxd ) ∪
((Boxd ∩ Boxxcl) × Boxs)
dom; = (Boxs × Boxs) ∪ (Boxd × Boxs) ∪ (Boxs × Boxd )
dom = (Boxs × Boxs) ∪ (Boxd × Boxs) ∪ (Boxs × Boxd )
dom‖ = (Boxs × Boxs) ∪ (Boxd × Boxd )
dom[src] = Boxs ∪ Boxd .
(3.2)
In the previously published work on the box algebra, it was assumed that all boxes are ex-directed and,
in addition, that operator boxes are both pure and finite (though this restriction was dropped in [14]).
Then (Dom1) and (Dom2) are trivially satisfied. Making such assumptions resulted in a simplification
of the formal treatment and proofs. The present framework is more difficult to handle, but at the same
time it is much more expressive with obvious implications for the practical applicability of the box
algebra. In particular, it allows one to handle operator boxes which model in a direct and natural way
loop-like constructs in declarative concurrent programming languages.
4. NET REFINEMENT
Net refinement embodies a mechanism by which transition refinement and interface change spec-
ified by relabellings are combined. Both operations are defined for an operator box  which serves
as a pattern for gluing together a tuple of plain boxes  along their entry and exit interfaces. The
relabellings annotating the transitions of  specify the interface changes to which the boxes in  are
subjected.
Figure 7 shows four successive net refinements in our running example algebra, TOYA. Here and
elsewhere we use more convenient notations to denote the application of various operator boxes of TOYA.
That is, [src]() is denoted by [src], ‖(1, 2) by 1‖2,  (1, 2) by 1 2, ∗(1, 2)
by 〈1 ∗ 2], and ;(1, 2) by 1; 2. It is straightforward to verify that all four applications of net
refinement in Fig. 7 are legal, i.e., match the definition of the domains of operator boxes in (3.2). Take,
for example, the first refinement,  = 〈Na ∗ ¯Nb]. After recalling that ¯Nb is Nb with its entry marking,
we observe that (Na, ¯Nb) ∈ (Boxs ∩ Boxxcl) × Boxd ⊆ dom∗ . Alternatively, we may note that the
factorisation ({v2∗}, ∅, ∅, {v1∗}) of (Na, ¯Nb) in the refinement ∗(Na, ¯Nb) belongs to fact∗ (see Fig. 6).
4.1. Place and Transition Trees
As far as net refinement as such is concerned, the names (identities) of newly constructed transitions
and places are basically irrelevant. However, in our dealing with partial order semantics of process
expressions, in Section 10, it will be important that such naming is done systematically. Also, the names
play a crucial role when recursion is treated (see [7, 8]). To address both issues, we found it convenient
to use labelled trees (defined up to isomorphism) as names.6
We shall assume that there are two disjoint sets of basic place and transition names, Proot and Troot.
Each name η ∈ Proot ∪ Troot can be viewed as a special tree with a single node labelled with η, which
is both a root and a leaf. We shall also employ more complex trees as transition and place names, and
use a linear notation to express such trees. To this end, an expression x  S, where x is a basic name
in Proot ∪ Troot or a pair (t, a) ∈ Troot × A, and S is a multiset of trees, denotes a tree where the trees
of the multiset are appended (with their multiplicity) to an x-labelled root. Moreover, if S = {p} is a
singleton then x  S will be denoted by x  p, and if S is empty then x  S = x .
We shall further assume that in every operator box, all the places and transitions are basic names
(i.e., single root trees) from respectively Proot and Troot. For the plain boxes, the trees used as names
may be more complex. Each transition tree is a finite tree labelled with elements of Troot (at the leaves)
and Troot×A (elsewhere), and each place tree is a possibly infinite (in depth and width) tree labelled
with basic names from Proot and Troot, which has the form t1  t2  · · ·  tn  s  S, where
6 One can always think of these trees as simply an additional injective labelling for places and transitions of a labelled net
(whose nodes are then defined up to isomorphism).
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FIG. 7. Four net refinements in TOYA.
t1, . . . , tn ∈ Troot (n ≥ 0) are transition names and s ∈ Proot is a place name (so that no confusion will
be possible between transition-trees and place-trees, the latter always have a label from Proot and the
former never). We comprise all these trees (including the basic ones in Proot ∪ Troot, consisting only of
a root, as special cases) in our sets of allowed transition and place names, denoted respectively by Ptree
and Ttree.
In Fig. 7 exemplifying net refinement, we provide the linear notation for the place and transition
(tree) names. For example, the completely “unfolded” denotation of q1 is:
q1 = e[bde]  v[bde]  r1
= e[bde]  v[bde]  e1‖  v1‖  p1
= e[bde]  v[bde]  e1‖  v1‖  e∗  {v1∗  ea, v1∗  xa, v2∗  eb}.
Figure 7 also depicts the graphs of two place trees, s2 and r1, and two transition trees, t1 and z2.
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4.2. Formal Definition
Let  be an operator box, and  ∈ dom be an -tuple of static and dynamic boxes in its domain
of application. The result of a simultaneous substitution of boxes  for the transitions in  is a labelled
net () whose components are defined below. The definition is illustrated in Fig. 7.
Places. The set of places of () is defined as the (disjoint) union
S() =
⋃
v∈T
STvnew ∪
⋃
s∈S
SPsnew,
where:
• for every v ∈ T, STvnew is the set of all trees v  i such that i ∈ ¨v ,
• for every s ∈ S, SPsnew is the set of all trees s  ({v  xv}v∈•s + {w  ew}w∈s• ) such that
xv ∈ ◦v for all v ∈ •s, and ew ∈ ◦w for all w ∈ s•.
For the refinement  =  ‖ Delta in Fig. 7, we have SPe
1
‖
new = {r1}, SPx
2
‖
new = {r5}, STv
1
‖
new = ∅, and
STv
2
‖
new = {r4}. Intuitively, the set SPsnew is the Cartesian product of the sets of exit places ◦v , for
v ∈ •s, and the sets of entry places ◦w, for w ∈ s•. For instance, if •s = {v}, s• = {w}, ◦v = {p, q},
and ◦w = {r, z} then SPsnew = {s  {v  p, w  r}, s  {v  p, w  z}, s  {v  q, w  r}, s 
{v  q, w  z}}.
If s is an isolated place, •s =s• =∅, then, by the definition of the tree appending operation, SPsnew ={s}.
Notice that the multiset of trees {v  xv}v∈•s + {w  ew}w∈s• in the definition of a place
p = s  ({v  xv}v∈•s + {w  ew}w∈s• ) ∈ SPsnew (4.3)
is in fact a set, possibly infinite, because even in case there is a side place between s and v = w, then
xv = ew since xv is an exit place and ew is an entry place of v . The following notation is useful in
manipulating the tree names upon which a newly constructed place is based.
Let y be a transition in . Then for p = v  i in STvnew, we define treesy(p) = {i} if v = y, and
treesy(p) = ∅ if v = y; moreover, for p ∈ SPsnew as in (4.3), we define
treesy(p) =


{xy, ey} if y ∈ •s ∩ s•
{xy} if y ∈ •s\s•
{ey} if y ∈ s•\•s
∅ otherwise.
For the example in Fig. 7, we have treesv1∗ (p1) = {ea, xa}, treesv1; (s2) = {xc}, and treesv1‖ (r4) = ∅.
Marking. The marking of a place p in () is defined in the following way:
M()(p)=
{
Mv (i) if p = v  i ∈ STvnew∑
v∈•s Mv (xv) +
∑
w∈s• Mw (ew) if p ∈ SPsnew is as in (4.3).
(4.4)
Notice that if s ∈ S is an isolated place then SPsnew = {s} and M()(s) = 0. Moreover, M()(p) is a
well-defined natural number due to Proposition 3.2(4).7 For the example in Fig. 7, M(r4) = M(s2) = 1
and M(p1) = MNa (ea) + MNa (xa) + M ¯Nb (eb) = 0 + 0 + 1 = 1.
Transitions. The set of transitions of () is defined as the (disjoint) union
T()=
⋃
v∈T
Tvnew
7 Later, we will also prove Theorem 4.11 which asserts that () has a marking which is not only well defined but even safe.
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where, for every transition v ∈ T, Tvnew is the set of all trees (v, a)  R such that R ∈ mult(Tv ) and
(λv (R), a) ∈ λ(v). Notice that the multiset R in (v, a)  R will never be empty since no pair in
λv (v) has the empty multiset as its left argument (as all relabellings in  are transformational). For
the refinement  =  ‖  in Fig. 7, Tv
1
‖
new = {w1, w2} and Tv
2
‖
new = {w3, w4}.
Similarly as for places, we will denote by trees(u) the multiset of transitions R upon which a newly
constructed transition u = (v, a)  R ∈ Tvnew is based. For the example in Fig. 7, trees(z2) = {w2, w4}
and trees(z1) = {w1}.
Labelling. The label of a place or transition x in () is defined in the following way:
λ()(x) =


i if x ∈ STvnew
λ(s) if x ∈ SPsnew
a if x = (v, a)  R ∈ Tvnew.
(4.5)
For the refinement  = [bde] in Fig. 7, λ(q4) = i since q4 ∈ STv[bde]new , λ(q1) = λ[bde] (e[bde]) = e
since q1 ∈ SPe[bde]new , and λ(z2) = e since z2 = (v[bde], e)  {w2, w4}.
Weight Function. For a place p in S() and transition u in Tvnew, the weight function is given by
(note that operator boxes are simple)
W()(p, u) =
∑
z∈treesv (p)
∑
t∈trees(u)
Wv (z, t) · trees(u)(t)
W()(u, p) =
∑
z∈treesv (p)
∑
t∈trees(u)
Wv (t, z) · trees(u)(t),
(4.6)
where trees(u)(t) denotes the number of occurrences of t in the multiset trees(u). For the example in
Fig. 7,
W(p1, t1) =
∑
z∈treesv1∗ (p1)
∑
t∈trees(t1)
WNa (t, z) · trees(u)(t)
=
∑
z∈{ea ,xa}
∑
t∈{va}
WNa (t, z) · trees(u)(t)
= WNa (ea, va) · 1 + WNa (xa, va) · 1 = 1 · 1 + 0 · 1 = 1.
4.3. Further Remarks
Factorisability is absolutely necessary for the consistency results that will be obtained in this paper.
In [5, 24] we show counterexamples when an operator box is only assumed to be simple, safe, and clean,
but not factorisable. Fortunately, but of course not coincidentally, all the standard process algebraic con-
structs such as prefix, sequence, choice (of various sorts), parallel composition (of various kinds), and re-
striction can all be translated into factorisable operator boxes [5, 7]. Moreover, it is possible to extend the
theory to unfactorisable operators and to operator boxes where only some of the transitions have still to
be refined by allowing sufficiently many marked operator boxes to substitute the missing factorisations,
as shown in [15] through an adequate translation into the less general framework developed here.
Consider the refinement 2( ¯Na, Nb), shown in Fig. 5. It can evolve, after a sequence of two (labelled)
steps, into a net  such that 2( ¯Na, Nb) [{a}{b}〉 . According to what we said previously, we would like
to represent  as a refinement derived from 2( ¯Na, Nb) through some modification of the composed nets.
However, it is easy to see that this is impossible, i.e., there are no 1 and 2 such that  = 2(1, 2).
On the other hand, if we take 1 and the refinement 1( ¯Na, Nb, Nc), also shown in Fig. 5, which is for all
intents and purposes the same net as 2( ¯Na, Nb), we obtain that 1( ¯Na, Nb, Nc) [{a}{b}〉 1(Na,Nb,Nc).
Intuitively, the x-directed box Nc acts here as a “token-holder” allowing a suitable distribution of tokens
obtained from an evolution of the refined net into markings of the composed boxes.
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4.4. Static Properties of Composite Nets
In the rest of this paper, we will make frequent references to various notions used in the definition
of net refinement, (). In particular, we will use the notations Tvnew, STvnew, and SPsnew (the latter
also lifted to sets of places R, through SPRnew =
⋃
s∈R SPsnew), and the notations trees(u) and treesv(p),
where u and p are respectively a transition and a place in (), and v is a transition in . Using
these notations, we can characterise several useful structural properties of the box (). The results
presented in this section are rather straightforward and their proofs follow directly from the definition
of net refinement.
The first proposition states a basic syntactic correctness of the construction described above.
PROPOSITION 4.1. The net () is a plain box which is unmarked if and only if each v is unmarked.
Moreover, () = ().
Proof. We first observe that
∀v ∈ T ∀q ∈ Sv ∃p ∈ S():q ∈ treesv(p). (4.7)
Indeed, if q ∈ ¨v then we can take p = v  q ∈ SPvnew. If q ∈ ◦v then we take any s ∈ •v (which
can be done since  is T-restricted) and after that any p = s  {. . . , v  q, . . .} ∈ SPsnew will satisfy
our requirement (at least one such p exists since all the boxes in  are ex-restricted). If q ∈ ◦v , we
proceed similarly. Moreover, we observe that
∀s ∈ S : SPsnew = ∅ (4.8)
which follows directly from the definition (for an isolated s), or from the fact that all the boxes in 
are ex-restricted (for a nonisolated s). Indeed, in the latter case, we can choose, for each v ∈ s• (if
any), an entry place ev ∈ ◦v , and for each w ∈ •s (if any) an exit place xw ∈ ◦w. Then s  ({v 
ev}v∈s• + {w  xw}w∈•s) is a place in SPsnew. We now proceed with the proof proper.
It is clear that () is a plain labelled net; in particular, place markings are all natural numbers thanks
to the fact that only finitely many nets v may contribute to the marking of a place in (). The T-
restrictedness and ex-restrictedness (needed to make it a plain box) are inherited from the corresponding
properties of the components, as shown below.
() is T-restricted. Let u = (v, a)  R ∈ T(). To show •u = ∅, we take any t ∈ R and q ∈ •t
(the former is possible since R = ∅, and the latter since v is T-restricted); by (4.6) it suffices to find
p ∈ S() such that q ∈ treesv(p). This, however, follows immediately from (4.7). To show u• = ∅,
we proceed similarly.
() is ex-restricted. Follows immediately from the ex-restrictedness of  and (4.8).
The rest of the proposition follows directly from the definition of the marking of () together
with (4.7) and (4.8).
One can give a simple sufficient condition for () to be e- or x-directed, essentially stating that
both properties are preserved by net refinement.
PROPOSITION 4.2. If  and v, for every v ∈ (◦)•, are all e-directed boxes, then so is ().
Similarly, if  and v, for every v ∈ •(◦), are all x-directed boxes, then so is ().
Proof. If  is e-directed then each entry place p of () is isolated or arises from (i.e., it has a root
labelled by) an entry place of , followed by its output transitions, followed by entry places of some
of the v’s for v ∈ (◦)•. Since each such v is e-directed, by the definition of the arc weights, p may
only have output transitions. And similarly for the x-directedness.
The next three propositions follow directly from the definition of net refinement and the ex-restricted-
ness of boxes. The first one states every place of a refining net in  gives rise to at least one place in
the resulting net. Below, v and w are distinct transitions in .
PROPOSITION 4.3. Let z ∈ ¨v, q ∈ ◦v , and r ∈ ◦v .
1. There is p ∈ STvnew such that treesv(p) = {z}.
2. For every s ∈ •v\v• there is p ∈ SPsnew such that treesv(p) = {q}.
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3. For every s ∈ v•\•v there is p ∈ SPsnew such that treesv(p) = {r}.
4. For every s ∈ •v ∩ v• there is p ∈ SPsnew such that treesv(p) = {q, r}.
The next proposition extends the last part of the previous result by identifying some cases when
places coming from two different refining nets are used to construct a place in ().
PROPOSITION 4.4. Suppose that one of the following holds:
q ∈ ◦v ∧ r ∈ ◦w ∧ s ∈ •v ∩ •w or
q ∈ ◦v ∧ r ∈ ◦w ∧ s ∈ v• ∩ •w or
q ∈ ◦v ∧ r ∈ ◦w ∧ s ∈ v• ∩ w• or
q ∈ ◦v ∧ r ∈ ◦w ∧ s ∈ •v ∩ w•.
Then there is a place p in SPsnew such that q ∈ treesv(p) and r ∈ treesw(p).
The third result states that the connectivity between a place and a transition resulting from net
refinement is determined by the connectivity of, respectively, the set of places and the set of transitions
used to construct them.
PROPOSITION 4.5. Let p be a place in (), and t ∈ Tvnew. Then
p ∈ •t ⇔ treesv(p) ∩ •trees(t) = ∅ and p ∈ t• ⇔ treesv(p) ∩ trees(t)• = ∅.
Moreover, if p ∈ SPsnew then
p ∈ •t ⇔ (treesv(p) ∩ •trees(t) ∩ ◦v = ∅ ∧ s ∈ v•)
∨ (treesv(p) ∩ •trees(t) ∩ ◦v = ∅ ∧ s ∈ •v)
p ∈ t• ⇔ (treesv(p) ∩ trees(t)• ∩ ◦v = ∅ ∧ s ∈ v•)
∨ (treesv(p) ∩ trees(t)• ∩ ◦v = ∅ ∧ s ∈ •v).
Applying the above proposition to the example in Fig. 7, we obtain that p2 ∈ t•2 since treesv
2
∗ (p2) =
{xb} and trees(t2)• = v•b = {xb}.
The issue of the connectivity between a transition and a place is taken further in the next proposition
which establishes when a transition in () is adjacent to an entry or exit place. In this, and the
two results that follow, we use predicates Inet , Inxt , Outet , and Outxt , where t is a transition in Tvnew, to
respectively denote •trees(t)∩◦v = ∅, •trees(t)∩◦v = ∅, trees(t)•∩◦v = ∅, and trees(t)•∩◦v = ∅.
PROPOSITION 4.6. Let t ∈ Tvnew. Then
•t ∩ ◦() = ∅ ⇔ (Inet ∧•v ∩ ◦ = ∅)
∨ (Inxt ∧ v• ∩ ◦ = ∅)
t• ∩ ◦() = ∅ ⇔ (Outet ∧ •v ∩ ◦ = ∅)
∨ (Outxt ∧ v• ∩ ◦ = ∅)
t• ∩ ()◦ = ∅ ⇔ (Outet ∧ •v ∩ ◦ = ∅)
∨ (Outxt ∧ v• ∩ ◦ = ∅)
•t ∩ ()◦ = ∅ ⇔ (Inet ∧ •v ∩ ◦ = ∅)
∨ (Inxt ∧ v• ∩ ◦ = ∅).
Proof. Suppose that p ∈ •t ∩◦(). Then, by the definition of net refinement, there is s ∈ ◦∩(•v∪
v•) such that p ∈ SPsnew. Hence the (⇒) implication holds by Proposition 4.5. The reverse implication
(⇐) follows directly from Propositions 4.3 and 4.5.
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For the example in Fig. 7, we obtain:
•z2 ∩ ◦ = ∅ since
{•{w2, w4} ∩ ◦ = {r1, r4} ∩ {r1, r3} = ∅ (i.e., Inez2)
•v[bde] ∩ ◦[bde] =
{
e[bde]
} ∩ {e[bde]} = ∅.
The last two results in this section characterise the connectivity between transitions constructed
through net refinement. We distinguish two cases: the first deals with the case that the transitions were
generated from the same refining net, and the second that they have their origins in two different v’s.
PROPOSITION 4.7. Let t, u ∈ Tvnew. Then
•t ∩ •u = ∅ ⇔ •trees(t) ∩ •trees(u) = ∅
∨ (•v ∩ v• = ∅ ∧ (Inet ∧ Inxu ∨ Inxt ∧ Ineu))
•t ∩ u• = ∅ ⇔ •trees(t) ∩ trees(u)• = ∅
∨ (•v ∩ v• = ∅ ∧ (Inet ∧ Outxu ∨ Inxt ∧ Outeu))
t• ∩ u• = ∅ ⇔ trees(t)• ∩ trees(u)• = ∅
∨ (•v ∩ v• = ∅ ∧ (Outet ∧ Outxu ∨ Outxt ∧ Outeu)).
Proof. Suppose that p ∈ •t ∩ •u. Then, by Proposition 4.5, there are q ∈ treesv(p) ∩ •trees(t)
and r ∈ treesv(p) ∩ •trees(u). If q = r then •trees(t) ∩ •trees(u) = ∅. Otherwise, treesv(p) = {q, r}
and, without loss of generality, q ∈ ◦v and r ∈ ◦v (and so Inet ∧ Inxu). Moreover, |treesv(p)| > 1
implies •v ∩ v• = ∅. Hence the (⇒) implication holds. The reverse implication (⇐) follows from
Propositions 4.3(4) and 4.5.
The other two equivalences can be shown in the same way.
For the example in Fig. 7, we obtain w•3 ∩ •w4 = ∅ since {u1}• ∩ •{u2} = {s2} ∩ {s2} = ∅.
PROPOSITION 4.8. Let t ∈ Tvnew and u ∈ Twnew. Then
•t ∩ •u = ∅ ⇔ (Inet ∧ Ineu ∧ •v ∩ •w = ∅)
∨ (Inxt ∧ Ineu ∧ v• ∩ •w = ∅)
∨ (Inet ∧ Inxu ∧ •v ∩ w• = ∅)
∨ (Inxt ∧ Inxu ∧ v• ∩ w• = ∅)
•t ∩ u• = ∅ ⇔ (Inet ∧ Outeu ∧ •v ∩ •w = ∅)
∨ (Inxt ∧ Outeu ∧ v• ∩ •w = ∅)
∨ (Inet ∧ Outxu ∧ •v ∩ w• = ∅)
∨ (Inxt ∧ Outxu ∧ v• ∩ w• = ∅)
t• ∩ u• = ∅ ⇔ (Outet ∧ Outeu ∧ •v ∩ •w = ∅)
∨ (Outxt ∧ Outeu ∧ v• ∩ •w = ∅)
∨ (Outet ∧ Outxu ∧ •v ∩ w• = ∅)
∨ (Outxt ∧ Outxu ∧ v• ∩ w• = ∅).
Proof. Suppose that p ∈ •t ∩ •u. Then, by the definition of net refinement, there is s ∈ (•v ∪ v•) ∩
(•w ∪ w•) such that p ∈ SPsnew. Hence the (⇒) implication holds by Proposition 4.5. The reverse
implication (⇐) follows directly from Propositions 4.4 and 4.5.
For the example in Fig. 7, we obtain:
t•1 ∩ •t2 = ∅ since


v•a ∩ N◦a = {xa} ∩ {xa} = ∅
(
i.e., Outxt1
)
•vb ∩ ◦ ¯Nb = {eb} ∩ {eb} = ∅
(
i.e., Inet2
)
(v1∗)• ∩ •v2∗ = {p1} ∩ {p1} = ∅.
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4.5. Markings of Composite Nets
We now show that the marking of any net obtained by applying an operator box to a tuple of boxes in
its domain is safe and clean. This will be preceded by two auxiliary results clarifying the relationship
between the marking of the refined net () and the markings of the refining nets . The results stem
from an observation that although in the general formulation of net refinement a token in a newly created
place can be contributed by any of the places which were used to construct that place, the restrictions
imposed on an operator box and on the tuples of boxes in its domain mean that at most one such box
can actually contribute tokens.
Let  be an operator box and  ∈ dom be an -tuple of boxes with the factorisation µ, fixed for
the rest of this section. For every transition v in , we define the set marµ(v) of places of () which
are markable by v, in the following way:
marµ(v) =


SP(
•v)
new if v ∈ µe
SP(
•v∪v•)
new ∪ STvnew if v ∈ µd
SP(v
•)
new if v ∈ µx
∅ if v ∈ µs .
(4.9)
That is, marµ(v) comprises all places into which the box v refining v can possibly insert tokens8 (and
so, in particular, marµ(v) is empty for a static v). From Proposition 3.2(4) it follows that a given place
is markable by at most one transition, i.e., for all transitions v and w in ,
v = w ⇒ marµ(v) ∩ marµ(w) = ∅. (4.10)
Notice also that if p ∈ marµ(v) then treesv(p) is always nonempty. For the refinements in Fig. 7,
we have the following: (i) in  = 〈Na ∗ ¯Nb], where µ = ({v2∗}, ∅, ∅, {v1∗}), marµ(v1∗) = ∅, and
marµ(v2∗) = {p1}; (ii) in  =Nc; Nd , where µ = (∅, ∅, {v1; }, {v2; }), marµ(v1; ) = {s2}, and marµ(v2; ) = ∅;
(iii) in  =  ‖ , where µ = ({v1‖}, {v2‖}, ∅, ∅), marµ(v1‖) = {r1}, and marµ(v2‖) = {r3, r4, r5}; and
(iv) in  = [bde], where µ = (∅, {v2[bde]}, ∅, ∅), marµ(v[bde]) = {q1, . . . , q5}.
Using the notion of markable places, we can relate the marking of () to those of the nets in .
LEMMA 4.9. Let p be a place in (). Then
M()(p) =
{
Tot(Mv , treesv(p)) if p ∈ marµ(v) for some v
0 if p /∈ marµ(v) for all v, (4.11)
where Tot(M, R) = ∑s∈R M(s) is the total number of tokens on a finite set of places R.
Proof. First note that (4.11) is well formed due to (4.10). If p ∈ STvnew, for some v, then (4.11)
follows directly from the definition of net refinement and (4.9). Suppose that p ∈ SPsnew. If there is v
such that p ∈ marµ(v) then, by Proposition 3.2(4) and (4.9),
w ∈ ((•s ∪ s•) ∩ (µe ∪ µd ∪ µx ))\{v} ⇒ s ∈ •w\w• ∧ w ∈ µx
which in turn implies that Tot(Mw, treesw(p)) = 0, for all w ∈ (•s∪s•)\{v}. This and M(s) = 0 yields
M()(p) = Tot(Mv , treesv(p)). If there is no v such that p ∈ marµ(v) then Tot(Mw, treesw(p)) = 0,
for all w ∈ •s ∪ s•. This and M(s) = 0 means that p is unmarked.
Applying the above lemma to the places r2 and p1 in Fig. 7, we obtain M(r2) = 0, since r2 ∈
mar(v1‖) ∪ mar(v2‖) and
M(p1) = tot
(
¯Nbtreesv
1
∗ (p1)
) = M
¯Nb (eb) = 1.
8 In other words, v cannot insert a token into places outside marµ(v).
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LEMMA 4.10. Let s be a place in . Then all the places of SPsnew are marked in () if and only if
s ∈ •µe ∪ µ•x .
Proof. (⇒) By Lemma 4.9 and SPsnew = ∅, there is v such that marµ(v) ∩ SPsnew = ∅. If v ∈ •s\s•
and v ∈ Boxx then there is r ∈ ◦v such that Mv (r ) = 0. By Proposition 4.3(3), there is a place p in
SPsnew such that treesv(p) = {r}. Hence, by Lemma 4.9, p is unmarked at M(), a contradiction. Thus
v ∈ µx . For v ∈ s•\•s the argument is symmetric, yielding v ∈ µe.
Suppose now that v ∈ •s ∩ s•. Then, by the ex-exclusiveness of v (by (Dom1)) and without loss
of generality, we may assume that ◦v ∩ Mv = ∅. If v ∈ Boxx then there is r ∈ ◦v such that
Mv (r ) = 0. By Proposition 4.3(4), there is a place p in SPsnew such that treesv(p) = {q, r}, where q
is a place in ◦v . Hence, by Lemma 4.9, p is unmarked at M(), a contradiction. Thus v ∈ µx .
(⇐) If s ∈ •µe ∪ µ•x then all the places in SPsnew are marked, which follows from (4.9), Lemma 4.9,
and the definition of net refinement.
THEOREM 4.1. The marking of () is safe and clean.
Proof. The marking is safe by Lemma 4.9, the safeness of the boxes in , and the ex-exclusiveness
of the boxes v such that •v ∩ v• = ∅ (by (Dom1)). To show that it is also clean, suppose that
◦() ⊆ M(). From Lemma 4.10 it follows that ◦ ⊆ •µe ∪ µ•x . Hence, by Proposition 3.2(5),
µd = ∅ and ◦ = •µe ∪ µ•x . It then follows from the safeness of M(), (4.9), and Lemmata 4.9
and 4.10 that ◦() = M(). The case ()◦ ⊆ M() is symmetric.
A useful corollary of the results proved in this section is the following closed formula for the safe
and clean marking of ():
M() = SP(
•µe∪µ•x )
new ∪
⋃
v∈µd
{
p ∈ (SP(•v∪v•)new ∪ STvnew) ∣∣ treesv(p) ∩ Mv = ∅}. (4.12)
Applying it to the refinement  ‖  in Fig. 7 yields the marking of  (recall that ({v1‖}, {v2‖}, ∅, ∅) is
the factorisation of (, ) in the refinement ‖(, )):
M = SP(
•v1‖ )
new ∪
{
p ∈
(
SP
•(v2‖ )∪(v2‖ )•
new ∪ STv
2
‖
new
) ∣∣∣ treesv2 (p) ∩ M = ∅}
= SPe
1
‖
new ∪
{
p ∈
(
SPe
2
‖
new ∪ SPx
4
‖
new ∪ STv
2
‖
new
) ∣∣∣ treesv2‖ (p) ∩ {s2} = ∅}
= {r1} ∪ {p ∈ {r3, r5, r4}|treesv2‖ (p) ∩ {s2} = ∅}
= {r1, r4}.
4.6. Behavioural Equivalence
Although the whole set of step sequences of a net may be specified by defining the step reachability
graph, whose nodes are the reachable markings, arcs are the steps between them, and the initial marking
is emphasised by a node with a white center (see the right-hand side of Fig. 2), we do not find it a
satisfactory representation in the presence of labellings.
It turns out that isomorphism (and, indeed, other similar notions of behavioural equivalence) of step
reachability graphs is not preserved by sequential composition of nets. Take, for example, two boxes
defined in TOYA by  = ¯Na and  = ¯Na ; (Nb[bcd]). It is easy to see that their step reachability graphs are
isomorphic, yet when composed with the box Nb they give two very different results: ; Nb can execute
a followed by b while ; Nb can only execute a. This is due to the fact that it is necessary to distinguish
the entry and exit markings when comparing the behaviour of nets which are subsequently composed.
Instead of modifying the definition of isomorphism, we address this problem by adding to a labelled
net  (artificially, and only for the purpose of defining its transition systems) two fresh transitions, skip
and redo, so that •skip = redo• = ◦, skip• = •redo = ◦, λ(skip) = skip, and λ(redo) = redo.
Moreover, all the arcs adjacent to the skip and redo transitions are unitary and redo, skip ∈ A. We shall
denote the net  augmented with skip and redo by sr. It may be noticed that the ex-restrictedness of
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FIG. 8. Transition systems of  = ¯Na and  = ¯Na ; (Nb[bcd]).
 is mandatory for sr being T-restricted; hence, we may consider that ex-restrictedness is not really
an extra condition on boxes: it is hidden in the T-restrictedness through this net augmentation.
The transition system of a marked net  is defined as ts = (V, L , A, v0) where
V = { | skip, redo ∈ T ∧ sr ∈ [sr〉}
is the set of states, v0 =  is the initial state, L = mult(A ∪ {redo, skip}) is the set of arc labels, and
A = {(, , ) ∈ V × L × V | sr [〉lab sr}
is the set of arcs. In other words, ts is the labelled step reachability graph of sr with all references
to skip and redo in the nodes of the graph (but not in the arc labels) erased. The transition system of an
unmarked net  is defined as ts = ts ¯ .
Figure 8 shows that adding skip and redo does solve the problem; although the nets  and  have
isomorphic step reachability graphs, their ts’s are different. This is not a mere chance; ts-isomorphism
is a congruence in the algebra of nets considered in this paper.
5. STRUCTURED OPERATIONAL SEMANTICS OF COMPOSITE BOXES
According to the SOS approach [31], the operational semantics of a process algebra is defined by
suitable inference rules that specify how the behaviour of a compound process term is related to the
behaviour of its subterms (see, for instance, [27]). We will now take this idea and apply it to the domain
of compositional nets defined using operator boxes.
Let  be an operator box and  be an -tuple in its domain, dom. When dealing with the operational
semantics of the compositional box (), we shall use the notation
( : ) U→ ( : ) (5.13)
to mean that the boxes  can individually make moves which, when combined, yield step U and lead
to new boxes . By definition, this will be the case whenever U is a finite set of transitions of ()
and, for every transition v in , U ∩ Tvnew = {u1, . . . , uk} is a finite set of transitions such that
v [trees(u1) + · · · + trees(uk)〉 v. (5.14)
Consider, for example, the boxes of the refinement  ‖  = ‖(, ), depicted in Fig. 7. Then
(‖ : , )
{w2,w4}−−−→ (‖ : ′, ′),
where ′ = and ′ =. Indeed, by setting U ={w2, w4} we obtain U ∩ Tv
1
‖
new ={w2} and U ∩ Tv
2
‖
new =
{w4}. Moreover, trees(w2) = {t2} and trees(w4) = {u2}. And, finally,  [{t2}〉  and  [{u2}〉 .
Notice that {w2, w4} is also a valid step for the box  ‖  and  ‖  [{w2, w4}〉 ‖. We shall soon
see that this is not accidental.
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Each multiset trees(ui ) in (5.14) is in fact a set of mutually independent transitions of v , and
trees(ui ) and trees(u j ) are disjoint sets, for all distinct i and j . Both properties follow from the
safeness of the boxes in  and Proposition 3.1(2). We can therefore denote the multiset sum in (5.14)
as the disjoint union of k sets, trees(u1) •∪ · · · •∪ trees(uk). Notice also that U ∩ Tvnew = ∅ (and so
v = v) only for finitely many v, since U is finite. Assuming that U is a multiset rather than a set
would not add any new moves (5.13) since Tvnew ∩ Twnew = ∅ for v = w, and all boxes in  are safe.
The above definition of operational semantics does not involve the redo/skip transitions, which are not
refined but added only afterwards to obtain the transition system semantics of boxes.
Instead of expressing behaviours in terms of transitions, it is also possible to use actions, through the
labelling function
λ()(U )=
∑
u∈U
{
λ()(u)
}
. (5.15)
This returns multisets rather than sets since different transitions may have the same label. For the example
above, this would yield the multiset λ({w2, w4}) = {a, c}, which is also here, by chance, a set. Finally,
we need to observe that although each derivation (5.13) is underpinned by the derivations (5.14) for
the boxes in , not all possible moves of the v’s correspond to a derivation captured by (5.13). For
example, if we take the refinement  = [bde] in Fig. 7, then  [{w2}〉, yet there is no move
(
[bde] : 
) U ′→ ([bde] :  ′)
corresponding to it because there is no transition z in T
v[bde]
new such that trees(z) = {w2}. What now
follows is the (easier) half of the SOS rule for boxes.
THEOREM 5.1. Let  be a tuple in the domain of an operator box  and
( : ) U→ ( : ).
Then  is also a tuple in the domain of  and () [U 〉 ().
Proof. See the Appendix.
A direct converse of Theorem 5.1 does not in general hold true. For consider the net refinement
 =Nc; Nd in Fig. 7. We have  [{u2}〉, yet no nonempty move of the form
(; : Nc, Nd ) U→ (; : 1, 2)
is possible. This is so because, when composing the nets Nc and Nd , the token contributed by Nc is
inserted into the composed net in such a way that it could have been contributed by Nd as well. More
precisely, we haveNc; Nd = Nc; ¯Nd . And the situation is now different since a move
(; : Nc, ¯Nd )
{u2}−→ (; : Nc, Nd )
is possible. A conclusion to be drawn from this example is that the markings in a tuple of boxes  may
need to be rearranged before attempting to derive a move which is admitted by their composition ().
Such a rearrangement is formalised by a similarity relation ≡ on -tuples of boxes defined next.
Let  be an operator box and  and  be -tuples of static and dynamic boxes whose factorisations
are respectively µ and κ . Then  ≡  if µ and κ are factorisations of the same complex marking9
of  and  =  and v = v , for every v ∈ µd = κd . The last requirement is added because,
as we will see, the rearrangement of tokens concerns only the complete entry and exit interfaces of the
refining nets. It is clear that ≡ is an equivalence relation. We can further strengthen this by showing
that it is closed in the domain of application of  and that it relates tuples which yield the same boxes
through refinement.
9 Notice that a complex marking may have more than one factorisation, such as (M, Q) = ({i;}, ∅) or (M, Q) = ({e∗}, ∅) in
Fig. 6.
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PROPOSITION 5.2. If  is a tuple in the domain of an operator box  and  ≡ , then  is also a
tuple in the domain of  and () = (). Moreover, if  and  are tuples in the domain of  such
that  =  and () = (), then  ≡ .
Proof. See the Appendix.
The condition  =  in the second part of the last result cannot be omitted as, in general,
() = () does not imply  = . We are now ready to prove the second half of the SOS rule
for boxes. Together with Theorem 5.1, this will mean that for the class of operator boxes, the standard
step sequence semantics of compositionally defined nets obeys a variant of the SOS rule introduced
originally for process algebras.
THEOREM 5.3. Let () [U 〉 ′. Then there are  and  in dom such that  ≡ , () = ′
and
( : ) U→ ( : ).
Proof. See the Appendix.
Various important consequences may be derived from Theorems 5.1 and 5.3. In particular,
THEOREM 5.4. () is a static or dynamic box.
Proof. By Theorem 4.11, to show that all the markings reachable from M() are safe and clean,
it suffices to show that if U is a step such that () [U 〉 ′ then there is a tuple  in the domain of
 such that ′ = (), which holds by Theorem 5.3 and Proposition 5.2. To deal with the markings
reachable from ◦() or ()◦, it suffices to observe that:
∃, ′ ∈ dom : () = () ∧ (′) =(). (5.16)
To show that such a  does indeed exist, we first observe that, since  is an operator box and Proposi-
tion 3.2(5) holds, there is a factorisation µ of the entry marking such that •µe ∪ µ•x = ◦ and µd = ∅.
Define  as the -tuple of boxes such that  =  and µ is the factorisation of . It follows
directly from Lemma 4.10 that () = (). The existence of ′ can be shown similarly.
And, by inspecting the last proof, we obtain
COROLLARY 5.5. Let ′ be a net derivable from () or(). Then there is a tuple  in the domain
of  such that ′ = ().
As a summary, SOS-compositionality in the domain of nets can be rendered by a rule similar to that
commonly formulated for process algebras:
( : ) U→ ( : ′)
() [U 〉 (′)  ≡ , 
′ ≡ ′. (5.17)
Theorem 5.1, together with Proposition, 5.2 verifies its soundness, whereas Theorem 5.3 verifies its
completeness. A useful corollary is a sufficient condition for a refinement to be ex-exclusive.
THEOREM 5.6. Let  be an ex-exclusive operator box and  ∈ dom be a tuple of boxes such that,
for every v ∈ T satisfying •v ∩ ◦ = ∅ = v• ∩ ◦ or v• ∩ ◦ = ∅ = •v ∩ ◦, it is the case that v
is ex-exclusive. Then () is an ex-exclusive box.
Proof. Let (M, Q) be the marking of  with the same factorisation µ as . From (5.16),
Theorem 5.3, and Proposition 5.2, it follows that it suffices to show that ◦() ∩ M() = ∅ or
()◦ ∩ M() = ∅. To the contrary, suppose that there are p ∈ ◦() and p′ ∈ ()◦ such that
p, p′ ∈ M(). Then, by the definition of net refinement, there are s ∈ ◦ and s ′ ∈ ◦ such that
p ∈ SPsnew and p′ ∈ SPs
′
new. Moreover, by Lemma 4.9, there are v and v′ such that p ∈ marµ(v) and
p′ ∈ marµ(v′). We now consider two cases:
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Case 1. v = v′. If v ∈ µe ∪ µx then s, s ′ ∈ •µe ∪ µ•x , contradicting  being ex-exclusive. If v ∈ µd
and s, s ′ ∈ •v ∨ s, s ′ ∈ v• then, by Proposition 3.2(3), we again obtain a contradiction with  being
ex-exclusive. If neither s, s ′ ∈ •v nor s, s ′ ∈ v•, we may assume without loss of generality that s ∈ •v
and s ′ ∈ v•. Let q ∈ ◦v and q ′ ∈ ◦v be such that q ∈ treesv(p) and q ′ ∈ treesv(p′). Then, since neither
s, s ′ ∈ •v nor s, s ′ ∈ v•, {q} = treesv(p) and {q ′} = treesv(p′). Hence q, q ′ ∈ Mv , contradicting v
being ex-exclusive.
Case 2. v = v′. We first observe that the following hold: (i) if v ∈ µe then p ∈ SP•vnew and s ∈ •v ⊆ M ;
(ii) if v ∈ µx then p ∈ SPv•new and s ∈ v• ⊆ M ; and (iii) if v ∈ µd then p ∈ SP
•v∪v•
new and s ∈ •v ∪ v•;
thus, by Proposition 4.3(2), s ∈ •v and (M ∪ •v, µd\{v}) is reachable from ◦ or ◦, or s ∈ v• and
(M ∪ v•, µd\{v}) is reachable from ◦ or ◦. A similar argument can be made for v′ and s ′. Hence,
by v = v′ and s = s ′, there is a marking (M ′, Q′) reachable from ◦ or ◦ such that s, s ′ ∈ M ′,
contradicting  being ex-exclusive.
6. BEHAVIOURAL CONDITIONS
In the previous section, we have seen how the behaviour of a compositionally defined net can be
derived from the behaviour of its components, and conversely. So far, however, this is unrelated to any
process algebraic considerations, except that the shape of the SOS rule is inspired by process algebra
theory. Starting with this section, we shall investigate relationships between operations on nets (realised
by operator boxes) and process algebraic operators. In the present section, we address a behavioural
consistency issue that pertains to such an investigation.
Consider the operator box ∗ in TOYA, whose terminated behaviours are modelled by the expression
(v1∗)∗v2∗ (in other words, any number of repetitions of the net refining v1∗ followed by a behaviour of
the net refining v2∗). Allowing operator boxes like that raises the danger of creating composite nets
which are not in agreement with an intuitive behavioural meaning of operations specified by operator
boxes. For consider the expression a 〈b ∗ c], whose behaviour should intuitively be “do either a, or
b∗c.” According to our intuition about the operation specified by ∗, one might expect that the net
corresponding to this expression could be constructed by first applying ∗ to Nb and Nc, and then
putting the result in a choice with Na , yielding the net on the left-hand side of Fig. 9. This net, however,
allows evolutions such as {b}{b}{a} or {b}{b}{b}{a}, which do not correspond to what one expects from
a choice construct. This phenomenon is not particular to our approach, nor to Petri nets in general
(cf. [1, 18]).
If we imposed ex-directedness on all boxes, then operator boxes such as ∗ would be disallowed and
the problem just described would disappear. However, such a strict solution is not desirable, because
∗ is useful in modelling guarded while-loops in programming languages (basically, v2∗ corresponds
to the negation of the guard(s), and v1∗ to the repetitive behaviour). There is, however, a more liberal
way of avoiding the situation described above: if it is ascertained that a loop does not occur initially in
an enclosing choice, or in another enclosing loop, then the problem also disappears. To our experience,
in practical programming languages, a loop occurring initially in enclosing loops or choices does not
arise, and it is therefore reasonable to formulate a set of conditions which capture restrictions on the
syntactic placement of loops within enclosing constructs. In all, we formulate five conditions on an
-tuple  in the domain of application of an operator box ; below, v and w are transitions in .
• If v = w and •v ∩ •w = ∅, then v, w ∈ Boxedir. (Beh1)
• If v = w and v• ∩ w• = ∅, then v, w ∈ Boxxdir. (Beh2)
FIG. 9. A net modelling (tentatively) the expression a 〈b ∗ c] and a generic communication interface operator box ρ .
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• If v• ∩ •w = ∅, then v ∈ Boxxdir or w ∈ Boxedir. (Beh3)
• If •v ∩ ◦ = ∅, then v ∈ Boxedir. (Beh4)
• If v• ∩ ◦ = ∅, then v ∈ Boxxdir. (Beh5)
The example discussed above is excluded by (Beh1), when v and w are instantiated by v1 and v2,
respectively, since 〈Nb∗Nc] is not e-directed. In TOYA, incorporating (Beh1)–(Beh5) leads to the following
redefinition of the domains of the operator boxes (we give only those parts of the domains which involve
static boxes):
dom′∗ = (Boxs ∩ Boxxcl ∩ Boxedir ∩ Boxxdir) × (Boxs ∩ Boxedir) ∪ · · ·
dom′; = (Boxs ∩ Boxxdir) × Boxs ∪ Boxs × (Boxs ∩ Boxedir) ∪ · · ·
dom′ = (Boxs ∩ Boxedir ∩ Boxxdir) × (Boxs ∩ Boxedir ∩ Boxxdir) ∪ · · ·
dom′‖ = Boxs × Boxs ∪ · · ·
dom′[src]= Boxs ∪ · · · .
(6.18)
In the next section, we will argue that indeed (Beh1)–(Beh5) guarantee that behaviours of a composite
net are composed from behaviours of its components.
6.1. The Appropriateness of the Conditions (Beh1)–(Beh5)
In this section we treat, in full generality, two classes of operator boxes. The first class comprises flow
control operator boxes employing only the identity relabelling relations and such that there is exactly
one token in each reachable real marking, of which all the operators of TOYA, except ‖ and [src], are
special instances. The second class comprises communication interface operators such as ρ on the
right-hand side of Fig. 9, where ρ is an arbitrary relabelling relation. Note that [src] is an instance of
such an operation.
Flow Control Operator Boxes. Let us consider an operator box  such that each marking reachable
from ◦ or ◦ has exactly one token (in other words, we may assume that  is a state machine which
means that |◦| = |◦| = 1 as well as |•v| = |v•| = 1, for every v ∈ T) and that each transition of 
is labelled by the identity relabelling, ρid. Furthermore, let () be a valid application of  satisfying
(Beh1)–(Beh5) and U1 . . . Uk be a nonempty step sequence composed of nonempty sets of transitions
such that
() [U1 . . . Uk〉. (6.19)
We aim at showing that the execution (6.19) can be seen as a combination of valid executions of  and
the v’s. To this end, we first observe that, by Theorem 5.3 and (5.16), there are -tuples 1, . . . , k
and 1, . . . , k in dom such that i = i = , for every 1 ≤ i ≤ k, and
∀1 ≤ i ≤ k : ( : i ) Ui→ ( : i ) (6.20)
∀1 < i ≤ k : (i ) = (i−1) (6.21)
(1) = () and (k) = . (6.22)
Below, we will denote by µi and κ i the factorisations of respectively i and i . Notice that, by (6.21)
and Proposition 5.2, for every 1 < i ≤ k, the µi and κ i−1 are factorisations of the same complex marking
of , Mi = (Mi , Qi ); moreover, we will denote by M1 = (M1, Q1) and Mk+1 = (Mk+1, Qk+1) the
complex markings of  whose factorisations are respectively µ1 and κk .
Our next observation is that since  is a state machine, for every 1 ≤ i ≤ k, there is a unique
transition vi ∈ T which belongs to µie ∪ µid ∪ µix . Hence, each marking Mi , for 1 ≤ i ≤ k + 1, is
such that
|Mi | + |Qi | = 1. (6.23)
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Moreover, for every 1 ≤ i ≤ k, there is a nonempty set of transitions Vi ⊆ Tvi such that
Ui =
{(
vi , λvi (t)
)
 t
∣∣ t ∈ Vi}.
Note that the above is correct because the transitions of  are labelled by the identity relabelling. The
nonemptiness of Vi follows from Ui = ∅. We finally observe that, by Vi = ∅ and (6.20) and the
T-restrictedness of boxes,
∀1 ≤ i ≤ k : (vi ∈ µix ⇒ vi /∈ Boxxdir) ∧ (vi ∈ κ ie ⇒ vi /∈ Boxedir). (6.24)
LEMMA 6.1. With the above notations, the following hold.
1. •v1 = ◦ and 1v1 = v1 .
2. For every 1 ≤ i < k, we have either
(a) vi = vi+1 and ivi = i+1vi+1 , or
(b) v•i = •vi+1 and ivi = vi and i+1vi+1 = vi+1 . (Note that we do not exclude the possibility
that vi = vi+1.)
3.  =() if and only if kvk = vk and v•k = ◦.
Proof. (1) We have M(1) = SPsnew where {s} = ◦. Hence, by Lemma 4.10 and (6.23),M1 =
({s}, ∅) and v1 ∈ µ1e ∪ µ1x . If v1 ∈ µ1x then, by (6.24), v1 /∈ Boxxdir which, together with v•1 = {s},
yields a contradiction with (Beh5).
Thus (Beh5) excludes the situation whereby, from the entry marking of the composed net, we can execute a behaviour
originating from ◦v1 which bears no relationship to any possible behaviour of  (this intuitively corresponds to the
backward reachability in , which is not allowed).
Thus µ1e = {v1} and •v1 = {s} = ◦.
(2) We consider two cases.
Case 1 (vi = vi+1). Then µi+1 and κ i are two different factorisations of Mi+1. Hence, by (6.23),
there is s ∈ S such thatMi+1 = ({s}, ∅), which in turn means that vi ∈ κ ie ∪κ ix and vi+1 ∈ µi+1e ∪µi+1x .
We now consider four subcases.
(i): vi ∈ κ ie and vi+1 ∈ µi+1e . Then, by (6.24), vi /∈ Boxedir. On the other hand, •vi = {s} = •vi+1,
producing a contradiction with (Beh1).
Thus, with (Beh1), it is not possible to start the execution of vi and later, without finishing it, to enter vi+1 for a
conflicting vi+1 because the initial state of vi was reached.
(ii): vi ∈ κ ix and vi+1 ∈ µi+1x . Then, by (6.24), vi+1 /∈ Boxedir. On the other hand, v•i = {s} =
v•i+1, producing a contradiction with (Beh2).
(Beh2) prohibits finishing the execution of vi and afterwards entering vi+1 from the rear.
(iii): vi ∈ κ ie and vi+1 ∈ µi+1x . Then, by (6.24), vi /∈ Boxedir and vi+1 /∈ Boxxdir. On the other
hand, •vi = {s} = v•i+1, producing a contradiction with (Beh3).
(Beh3) excludes a situation, combining the previous two problems, where we start the execution of vi+1 and later,
without finishing it, come back to the initial state and (re)enter the (supposedly finished) vi from the rear.
(iv): vi ∈ κ ix and vi+1 ∈ µi+1e . Then v•i = {s} = •vi+1, and so (b) holds.
Case 2 (vi = vi+1(=v)). If iv = i+1v then (a) holds, so we assume that iv = i+1v . Then µi+1 and
κ i are two different factorisations ofMi+1. Hence, by (6.23), there is s ∈ S such thatMi+1 = ({s}, ∅),
which in turn means that v ∈ (κ ie ∪ κ ix ) ∩ (µi+1e ∪ µi+1x ) and •v = {s} = v•. Since iv = i+1v we only
need to consider two subcases.
(i): v ∈ κ ie ∩µi+1x . Then, by (6.24), v /∈ Boxedir ∪Boxxdir. On the other hand, •v = v•, producing
a contradiction with (Beh3).
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(ii): v ∈ κ ix ∩ µi+1e . This and •v = v• means that (b) holds.
(3) If  = () then M(k )=SPsnew where {s} = ◦. Hence, by Lemma 4.10 and (6.23),
Mk+1 = ({s}, ∅) and vk ∈ κke ∪ κkx . If vk ∈ κke then, by (6.24), vk /∈ Boxedir which, together with•vk = {s}, yields a contradiction with (Beh4).
(Beh4) excludes the situation where we reach the exit marking, start the execution of vi , and return to the exit
marking without finishing vi , so that a completed history is not composed out of completed histories of the components
corresponding to a completed history of .
Thus vk ∈ κkx and v•k = {s} = ◦.
The reverse implication follows directly from (4.12).
It is always possible to partition (in a unique way) the sequence of steps V1 . . . Vk into the longest
nonempty subsequences σ1, . . . , σl so that V1 . . . Vk = σ1 . . . σl , and, for every i ≤ l, if σi = VpVp+1 . . .
Vq , then it is the case that vp = vp+1 = · · · = vq (=wi ) and  jwi =  j+1wi , for every p ≤ j < q .
THEOREM 6.2. With the above notations, the following hold.
1. For every i < l, wi [σi 〉 wi , and wl [σl〉 kvk .
2. If kvk = vk then M1 [{w1} . . . {wl−1}{wl}〉 Mk+1; otherwise M1 [{w1} . . . {wl−1}{wl}+〉Mk+1.
3.  = () if and only ifMk+1 = ◦.
Proof. Follows from Lemma 6.1.
This result shows that, as was claimed, the original sequence U1 . . . Uk can be decomposed into a
behaviour of  (i.e., the {w1} . . . in part (2) of the theorem), such that each wi —except possibly the last
one—corresponds to a full behaviour, σi , of wi (cf. part (1) of the theorem). Part (3) of the theorem
relates the full behaviours of () and the full behaviours of  and the v’s.
Communication Interface Operator Boxes. Let now consider the generic communication interface
operator box shown on the right-hand side of Fig. 9. Notice that in this case none of the behavioural
conditions takes effect.
THEOREM 6.3. Let ρ() [U1 . . . Uk〉 . Then there is  such that  = () and ¯ [V1 . . . Vk〉 ,
where for every i ≤ k, Vi =
⋃
u∈Ui trees(u). Moreover,  =ρ() if and only if  = .
Proof. Follows directly from the definitions of net refinement and ρ .
Behavioural Requirements in Concrete Process Algebras. From what we have already shown it
follows that in TOYA, under the behavioural conditions (Beh1)–(Beh5), all refinements other than those
involving ‖ will exhibit an intuitively correct behaviour. The remaining operator, ‖, is treated sepa-
rately below. Note that, again, none of the behavioural conditions is applicable.
THEOREM 6.4. Let ‖ [U1 . . . Uk〉 . Then there are  and ϒ such that  = ‖ϒ , ¯ [V1 . . . Vk〉 
and ¯ [W1 . . . Wk〉 ϒ, where for every i ≤ k,
Vi =
⋃
u∈Ui ∩T
(v1‖ )
new
trees(u) and Wi =
⋃
u∈Ui ∩T
(v2‖ )
new
trees(u).
Moreover,  = ‖ if and only if  = and ϒ =.
Proof. Follows from the fact that ‖ is essentially a disjoint union of  and .
The results obtained in this section show that under conditions (Beh1)–(Beh5), any behaviour of the
result of a refinement is a well-structured composition of behaviours of the operator and operand boxes.
They are applicable not only to (a box algebra model of) TOYA, but also to the box algebra models of
CCS, TCSP, and COSY presented in [5]. The reason is that all the operator boxes used there are either
flow control operator boxes, communication interface operator boxes, or ‖ and parallel composition
operator boxes similar to ‖. We leave open the question whether other operator boxes enjoy a similar
property.
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7. A PROCESS ALGEBRA AND ITS SEMANTICS
We now introduce an algebra of process expressions, called the box algebra, which is based on
the class of operator boxes defined in the previous section. The box algebra is in fact a meta-model
parameterised by two nonempty, possibly infinite, sets of Petri nets: a set ConstBox of static and dynamic
plain boxes providing a denotational semantics of simple process expressions, and a disjoint set OpBox
of operator boxes providing interpretation for the connectives.
The only assumption made about the operator boxes in OpBox and the static boxes in ConstBox is
that they have disjoint sets of simple root-only trees as their place and transition names; i.e., for all
distinct static and/or operator boxes  and  in OpBox ∪ ConstBox,
S ⊆ Proot, T ⊆ Troot and S ∩ S = T ∩ T = ∅. (7.25)
The above will be useful in defining a global independence relation on transitions in nets associated
with process expressions. We do not require that the boxes in OpBox and ConstBox be finite.
Signature. We consider an algebra of process expressions over the signature
Const ∪ {(.), (.)} ∪ {op |  ∈ OpBox}, (7.26)
where Const is a fixed nonempty set of constants which will be modelled through the boxes in ConstBox,
(.) and (.) are two unary operators, and each op is a connective of the algebra indexed by an operator
box taken from the set OpBox.10 The set of constants is partitioned into the static constants, Consts ,
and dynamic constants, Constd ; moreover, there are two distinct disjoint subsets of Constd , denoted by
Conste and Constx , and respectively called the entry and exit constants. We also identify three further, not
necessarily disjoint subsets of Const, namely Constxcl, Constedir, and Constxdir, called the ex-exclusive,
e-directed, and x-directed constants, respectively.
Although we use the symbols ¯(.) and (.) to denote both operations on boxes and process algebra
connectives, it will always be clear from the context the intended interpretation.
Syntax. There are four classes of process expressions corresponding to previously introduced classes
of plain boxes: the entry, dynamic, exit, and static expressions, denoted respectively by Expre, Exprd ,
Exprx , and Exprs . Collectively, we will refer to them as the box expressions, Exprbox. We will also use a
counterpart of the notion of the factorisation of a tuple of boxes. For an operator box  and an -tuple
of box expressions D, we define the factorisation of D to be the quadruple µ = (µe, µd , µx , µs) such
that µδ = {v ∈ T | Dv ∈ Exprδ}, for δ ∈ {e, x, s}, and µd = {v ∈ T | Dv ∈ Exprd\(Expre ∪ Exprx )}.
The syntax for the box expressions Exprbox is given by:
Exprs E ::= cs | op(E)
Expre F ::= ce | op(F) | E
Exprx G ::= cx | op(G) | E
Exprd H ::= cd | op(H) | F | G,
(7.27)
where cδ ∈ Constδ , for δ ∈ {e, x, s}, and cd ∈ Constd\(Conste ∪ Constx ) are constants;  ∈ OpBox
is an operator box; and E, F, G, and H are -tuples11 of box expressions. These tuples have to satisfy
some conditions determined by the domain of application of the net operator induced by , and so
the factorisations of E, F, and G are respectively factorisations of the complex empty, entry, and exit
marking of , and the factorisation of H is a factorisation of a marking reachable from the entry or exit
marking of  different from ◦ and ◦.
The above syntax only reflects the first part of the definition of the domain of an operator box, dom,
which stipulates that an -tuple of boxes should have a factorisation belonging to fact. The remaining
10 The number of transitions in a finite operator box is often called the arity of the operator it defines.
11 We allow operators with infinitely many transitions, which may lead to a notational problem, to specify such -tuples
explicitly when expressions are viewed as strings. This problem may be solved by viewing expressions as (syntax) trees rather
than strings, and we will show how these can be defined.
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two conditions, (Dom1) and (Dom2), are not captured and their treatment will be given separately
below. There are two reasons why we decided to proceed in this way. The first is that in many cases
(Dom1) and (Dom2) are already satisfied because of the specific properties of the operator boxes which
parameterise the box algebra;12 in particular, this is true of the extended PBC syntax defined in [7]. And,
in all such cases, (7.27) will be exactly what is needed. The second reason is that introducing (Dom1)
and (Dom2) through a BNF-like notation would involve a significant number of syntactic classes. We
will instead introduce them through explicit conditions imposed on expressions satisfying the syntax
(7.27).13
Syntactic Restrictions Resulting from (Dom1) and (Dom2). We need to define syntactic counterparts
of ex-exclusive, e-directed, and x-directed boxes.
Let Exprwf, Exprxcl, Expredir, and Exprxdir be the largest sets of expressions in Exprbox—called respec-
tively the well formed, ex-exclusive, e-directed, and x-directed box expressions—such that the following
hold:
• All ex-exclusive, e-directed, and x-directed expressions are well formed. (Expr1)
• If op(D) ∈ Exprwf then, for every v ∈ T:
— Dv ∈ Exprwf
— if •v ∩ v• = ∅ then Dv ∈ Exprxcl
— if v is not reversible then Dv ∈ Exprxdir. (Expr2)
• If op(D) ∈ Exprxcl then  is ex-exclusive and, for every v ∈ T satisfying
•v ∩ ◦ = ∅ = v• ∩ ◦ or v• ∩ ◦ = ∅ = •v ∩ ◦,
it is the case that Dv ∈ Exprxcl. (Expr3)
• If op(D) ∈ Expredir then  is e-directed and, for every v ∈ (◦)•, Dv ∈ Expredir. (Expr4)
• If op(D) ∈ Exprxdir then  is x-directed and, for every v ∈ •(◦), Dv ∈ Exprxdir. (Expr5)
• If E ∈ Exprδ or E ∈ Exprδ then E ∈ Exprδ , for δ ∈ {wf, xcl, edir, xdir}. (Expr6)
• Const ⊆ Exprwf and Constδ = Const ∩ Exprδ , for δ ∈ {xcl, edir, xdir}. (Expr7)
In the above, (Expr2)(ii) and (Expr2)(iii) encode (Dom1) and (Dom2), respectively; (Expr3) encodes
Theorem 5.6; and (Expr4–5) encode Proposition 4.4. Moreover, (Expr6–7) serve as a means for syntactic
induction.
If all the operator boxes in OpBox are pure and have only reversible transitions, then (Expr2)(ii) and
(Expr2)(iii) are vacuously satisfied and thus Exprwf is the entire set of box expressions defined by the
syntax (7.27), i.e., Exprwf = Exprbox. It is interesting to observe that this is the case for the extended PBC
syntax defined in [7].
Though the above definition of Exprwf, Exprxcl, Expredir, and Exprxdir is not syntactic, one can modify
(7.27) in such a way that all these classes of expressions are properly captured; such a full syntax would
have 24 different classes of expressions.
Notice that the assumption that Exprδ , for δ ∈ {wf, xcl, edir, xdir}, are the largest sets satisfying
(Expr1)–(Expr7) means that, for example, if E is a well-formed static expression then E and E are
well-formed entry expressions (see [7]).
We will continue to use the running example, TOYA, based on the boxes depicted in Fig. 7. In this case,
Const = Consts = Constxcl = Constedir = Constxdir =A and Constd = ∅. Other than that, we retain the
association between the TOYA operator boxes and syntactic constructs already used. After taking into
account the factorisations of TOYA’s operator boxes (see Fig. 6) and (Expr1)–(Expr7), we obtain the
syntax shown in Fig. 10, where the superscript e indicates e-directed expressions, and e : xcl indicates
expressions which are both e-directed and ex-exclusive. We also use E, F, G, and H to respectively
denote static, entry, exit, and dynamic expressions.
12 More precisely, if all the operators are pure and have all transitions reversible.
13 The same comment applies to the behavioural conditions (Beh1–Beh5) which will also be introduced through explicit
conditions imposed on box expressions.
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Ewf ::= Ewf[src] | Ee | Excl |
Ewf‖Ewf | 〈Ee:xcl ∗ Ee]
Ee ::= Ee[src] | Ee:xcl | Ee; Ewf |
Ee‖Ee | Ee Ee
Excl ::= Excl[src] | Ee:xcl | Ewf; Ewf |
〈Ee:xcl ∗ Ee:xcl]
Ee:xcl ::= Ee:xcl[src] | a | Ee; Ewf |
Ee:xcl Ee:xcl
Fwf ::= Fwf[src] | Fe | Fxcl |
Fwf‖Fwf | 〈Fe:xcl ∗ Ee] | 〈Ge:xcl ∗ Ee] |
〈Ee:xcl ∗ Fe ]
Fe ::= Fe [src] | Fe:xcl | Fe ; Ewf |
Fe‖Fe | Fe Ee | Ee Fe
Fxcl ::= Fxcl [src] | Fe:xcl | Fwf; Ewf |
〈Fe:xcl ∗ Ee:xcl] | 〈Ge:xcl ∗ Ee:xcl] | 〈Fe:xcl ∗ Fe:xcl ]
Fe:xcl ::= Fe:xcl [src] | a¯ | Fe ; Ewf |
Fe:xcl Ee:xcl | Ee:xcl Fe:xcl
Gwf ::= Gwf[src] | Ge | Gxcl |
Gwf‖Gwf | 〈Fe:xcl ∗ Ge ]
Ge ::= Ge [src] | Ge:xcl | Ee; Gwf |
Ge‖Ge | Ge Ee | Ee Ge
Gxcl ::= Gxcl [src] | Ge:xcl | Fwf; Gwf |
〈Fe:xcl ∗ Ge:xcl]
Ge:xcl ::= Ge:xcl[src] | a | Ee; Gwf |
Ge:xcl Ee:xcl | Ee:xcl Ge:xcl
H wf ::= H wf[src] | He | H xcl |
H wf‖H wf | 〈H e:xcl ∗ Ee] | 〈Ee:xcl ∗ He ]
He ::= He [src] | H e:xcl | He ; Ewf |
Ee; H wf | He‖He | He Ee |
Ee He
H xcl ::= H xcl[src] | H e:xcl | H wf; Ewf |
Ewf; H wf | 〈H e:xcl ∗ Ee:xcl] | 〈Ee:xcl ∗ H e:xcl]
H e:xcl ::= H e:xcl[src] | He ; Ewf | Ee; H wf |
H e:xcl Ee:xcl | Ee:xcl H e:xcl
FIG. 10. TOYA syntax incorporating (Dom1)–(Dom2) and (Beh1)–(Beh5).
7.1. Infinite Operators
In the case that each operator box  in OpBox has finitely many transitions, the meaning of the
syntax (7.27) is clear; it simply defines four sets of finite strings, or terms. In the general case, however,
we may need to take in account ’s with infinite transition sets (possibly uncountable, as allowed by
the generalised parallel and choice composition), and one should ask what is meant by the syntax (7.27)
and the expressions it generates. A possible answer is that expressions can, in general, be seen as trees
and the syntax definition above as a definition of four sets of such trees, in the following way.
We will define such trees not just for the syntax (7.27), but even for a more general set of process
expressions over the signature (7.26), denoted by Expr and referred to simply as expressions. They are
defined by
C ::= c | C | C | op(C), (7.28)
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where c ∈ Const is a constant and C is an -tuple of expressions, for  ∈ OpBox. For instance, in TOYA,
this allows one to write expressions such as a
¯
¯
or (a) or a¯; ¯b. Clearly, Exprbox defines a subset of Expr.
The grammar (7.28) has been introduced because we shall need a richer set of expressions later on, in
the definition of a similarity relation on process expressions and in their operational semantics.
To give meaning to expressions defined by this syntax, we consider the set ExprTrees of all finite and
infinite labelled trees τ , satisfying the following.
• Each node of τ is labelled by an element of the signature (7.26); moreover, each x ∈ Const is
identified with a single node tree in ExprTrees whose only node is labelled by x .
• If a node ξ is labelled by a constant then ξ is a leaf.
• If a node ξ is labelled by (.) or (.), then ξ has exactly one child node to which it is connected
by an unlabelled arc.
• If a node ξ is labelled by op, for some  ∈ OpBox, then its child nodes are {ξv | v ∈ T} and
each ξv is connected to ξ by an arc labelled by v.
Then (.), (.), and op(.) can be seen as mappings yielding trees in ExprTrees. For example,
(.) : ExprTrees → ExprTrees
is given, with a slight abuse of notation, by C = (.)C . The domain (2ExprTrees, ⊆) forms a complete
lattice, with the set intersection as the “meet” operation, and the set union as the “join” operation.
Consider now the syntax (7.28). It can be seen as defining a mapping
expr : 2ExprTrees → 2ExprTrees
such that, for every T ⊆ ExprTrees, expr(T ) = Const ∪ T ∪ T ∪T ∪D, where
D=
⋃
∈OpBox
{op(C) | C is an –tuple with values in Const ∪ T }.
Clearly, expr is monotonic; hence it has a unique least fixpoint, denoted by Expr. Moreover, there
is a (possibly transfinite) ordinal α such that Expr = exprα(∅), where for every ordinal β ≤ α and
T ⊆ ExprTrees,
exprβ(T ) =
{
T if β = 0
expr
( ⋃
γ<β expr
γ (T )) if β > 0.
The above implies, in particular, that no tree in Expr has an infinite path from the root. It is then possible
to associate with each expression C in Expr its rank, denoted by rank(C), which is the smallest ordinal β
such that C ∈ exprβ(∅). It follows that the rank of all constants is 1, rank( ¯C) = rank(C) = 1 + rank(C),
and rank(op(C)) is the least ordinal β such that rank(Cv) < β, for every v ∈ T. The principle of
transfinite induction means that we may use induction based on the rank of expressions. Such an
inductive argument reduces to the standard induction on the depth of an expression if all the operator
boxes in OpBox have finitely many transitions since then the rank of every expression is a natural number
(a finite ordinal).
The meaning of the syntax (7.27) can now be explained thus. Consider its first line, i.e., the syntactic
definition of a static expression. What it defines is the minimal set Exprs of expressions E ∈ Expr such
that E is either a static constant or E = op(E) where E ⊆ Exprs . By the transfinite induction argument,
such a set exists and is unique. The definitions of Expre, Exprx , and Exprd follow the same pattern.
Properties. One can show, by induction on the rank of expressions, that each subexpression14 of an
expression in Exprδ , for δ ∈ {box, s, wf }, is also an expression in Exprδ . Moreover, it follows directly
14 Where, in general, a subexpression is a subtree of a tree in ExprTress.
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from the syntax (7.27) and
Consts ∩ Constd = Conste ∩ Constx = ∅ and Conste ∪ Constx ⊆ Constd
that Expre and Exprx are disjoint subsets of Exprd and that the static and dynamic expressions are disjoint
sets, i.e.,
Exprs ∩ Exprd = Expre ∩ Exprx = ∅ and Expre ∪ Exprx ⊆ Exprd . (7.29)
These can be compared to similar relationships in the domain of boxes:
Boxs ∩ Boxd = Boxe ∩ Boxx = ∅ and Boxe ∪ Boxx ⊆ Boxd . (7.30)
Notice that (7.29) implies that the factorisation of an -tuple of box expressions is always a partition
of the set T of transitions of .
As in the domain of boxes and PBC expressions, it is convenient to have a notation for turning an
expression in Expr into a corresponding static one. We again use . to denote such an operation. To
achieve the desired effect, we assume that (i) for each dynamic constant c there is a unique static constant
c satisfying c ∈ Constδ ⇔ c ∈ Constδ , for δ ∈ {xcl, edir, xdir}; and (ii) if C is an expression, then
C is the static expression obtained by removing all occurrences of ¯(.) and (.), and replacing every
occurrence of each dynamic constant c by the corresponding static constant c. Formally, . : Expr →
Expr is a mapping defined by induction on the rank of expressions thus. If rank(C) = 1 then C = c
for C = c ∈ Constd , and C = C otherwise. Moreover, for expressions with ranks higher than 1,
 ¯C = C
¯
 = C and op(C) = op(C).
The operators ¯(.),(.), and . can be applied in the usual way (i.e., elementwise) to sets as well as tuples
of expressions. The same will be true of the semantical mapping box defined in the next section and then
also of the structural similarity relation ≡. In what follows, the expressions in Const ∪ Consts ∪Consts ,
i.e., those not involving any connective op, will be called flat. Notice that all flat expressions are
well-formed box expressions.
In TOYA, (〈a ∗ ¯b] ‖ (c ; d))[bde] is a well-formed expression with rank 5. Moreover, we have  (〈a ∗ ¯b]‖
(c ; d))[bde]  = (〈a ∗ b]‖(c; d))[bde].
8. DENOTATIONAL SEMANTICS OF BOX EXPRESSIONS
When dealing with the denotational semantics of the box algebra we will first define the semantics
of constants and then of compound box expressions. The semantics is given in the form of a mapping
from well-formed box expressions to boxes, box : Exprwf → Box, defined by induction on the rank of
box expressions.
Constants. Constant expressions are mapped onto constant boxes of corresponding types, i.e., for
every constant c and δ ∈ {e, d, x, s, xcl, edir, xdir},
c ∈ Constδ ⇔ box(c) ∈ Boxδ ∩ ConstBox. (8.31)
We also make some additional assumptions which are not an inherent part of the definition of the
denotational semantics. Their role is to ensure a consistency between the box semantics of dynamic
constants and the corresponding static constants, as well as to guarantee that there is enough constants
to model internal states of evolving static or dynamic constants. Formally, it is assumed that, for every
dynamic constant, the underlying box is the same as that for the corresponding static constant and that
it is reachable from the entry or exit marking of the latter; i.e., for every c in Constd ,
box(c) = box(c) and box(c) ∈ [box(c)〉 ∪ [box(c)〉. (8.32)
Moreover, for every nonentry and nonexit dynamic box reachable from an initially or terminally marked
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constant box, there is a corresponding dynamic constant, i.e., for every c in Consts ,
[ box(c)〉 ∪ [box(c)〉 ⊆ box(Constd ) ∪ {box(c),box(c)}. (8.33)
Notice that for every entry or exit constant c, it is the case that box(c) = box(c) or box(c) =box(c),
respectively. Hence we would not lose any expressive power if we assumed that Conste = Constx = ∅.
Compound Expressions. The definition of the semantical mapping box is completed by considering
all the remaining static and dynamic well formed expressions, following the syntax (7.27). The box
mapping is a homomorphism; hence, for every static or dynamic expression op(D) and every static
expression E ,
box(op(D)) = (box(D))
box(E) = box(E)
box(E ) =box(E).
(8.34)
The above formulae are well formed since the ranks of the expressions appearing on the right-hand
sides of the equality sign have strictly smaller ranks than the corresponding expressions on the left-hand
sides.
In the case of TOYA, we define the box mapping by setting, for every a ∈ A, box(a) = Na . Other than
that, we follow the general definitions. Thus, for example, the box  in Fig. 7 can be derived in the
following way:
box((〈a ∗ ¯b]‖(c
¯
; d))[bde]) = box(〈a ∗ ¯b]‖(c
¯
; d))[bde]
= (box(〈a ∗ ¯b])‖box(c
¯
; d))[bde]
= (〈box(a) ∗ box( ¯b)]‖(box(c); box(d))[bde]
= (〈Na ∗ box(b)]‖(box(c); Nd ))[bde]
= (〈Na ∗ ¯Nb]‖( Nc; Nd ))[bde]
= (‖)[bde]
= [bde]
= .
Properties. The semantical mapping always returns a box. Moreover, the assumed type consistency
between constants and their denotations, (8.31), carries over to the remaining box expressions. Essen-
tially, this means we have been able to capture syntactically the property of being a static, dynamic,
entry, or exit box.
THEOREM 8.1. Let D be a well-formed box expression.
1. box(D) is a static or dynamic box.
2. For every δ ∈ {e, d, x, s}, D ∈ Exprδ if and only if box(D) ∈ Boxδ .
3. For every δ ∈ {xcl, edir, xdir}, if D ∈ Exprδ then box(D) ∈ Boxδ .
Proof. See the Appendix.
The semantic translation commutes with the removal of the over- and underbars and replacing dynamic
constants by static ones. Moreover, in a box generated from an expression, either all transitions are
single-node trees, or none is.
PROPOSITION 8.2. Let D be a dynamic and E static well-formed box expression.
1. box(D) = box(D).
2. Exactly one of the following holds:
(a) Tbox(E) ⊆ Troot and E ∈ Consts .
(b) Tbox(E) ∩ Troot = ∅ and E = op(E), for some  and E.
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Proof. The first part follows from Proposition 4.1, (8.32), and a straightforward induction on the
rank of D. The second part follows from (7.25) and (8.31).
A result similar to Proposition 8.2(2) does not hold for the place set Sbox(E), due to the possible (but
rare) presence of isolated places in the operator box. One may also observe that, unlike Theorem 8.1(2),
Theorem 8.1(3) states implication rather than equivalence. The reason is that, e.g., a non-e-directed
operator box yields an e-directed box if it is refined with plain boxes which contain no transitions at all.
9. OPERATIONAL SEMANTICS OF BOX EXPRESSIONS
In this section, we will introduce two kinds of structured operational semantics for box expres-
sions, based respectively on the transitions of the corresponding boxes and the actions labelling these
transitions.
9.1. Structural Similarity Relation on Expressions
We first define a structural similarity relation on box expressions, ≡. It identifies expressions which
are denotationally equal (see Theorem 9.3); it is remarkable that this may be done by purely syntactic
means (the situation is notably different when recursive expressions are introduced). The way in which
it will be defined resembles to some extent the definition of the similarity relation for (tuples of) boxes.
This should not be too surprising since the denotational semantics of the box algebra is essentially
derived from the algebra of boxes presented earlier on.
The reason why we introduced, in (7.28), a larger set of expressions than was necessary to define
the domain of box expressions is that the rules of the structural equivalence (and, later, operational
semantics) should act as term rewriting rules. That is, whenever a (well-formed) box expression can
match one side of such a rule, then it should be guaranteed that the other side is a (well-formed) box
expression too. To be able to express and prove such a property we needed to allow for more general
expressions.
In the definition of the structural similarity on box expressions, we want to take into account possible
factorisations of the operator boxes (since the relation we are going to define can be seen as a counterpart
of the similarity relations ≡ on -tuples of boxes). Formally, we define ≡ to be the least binary relation
on expressions in Expr such that (9.35)–(9.42) below hold.
Reflexivity, symmetry, and transitivity. For all expressions D, H , and J ,
D ≡ D D ≡ HH ≡ D
D ≡ J , J ≡ H
D ≡ H (9.35)
Flat expressions. For all flat expressions D and H satisfying box(D) = box(H ),
D ≡ H (9.36)
Entry expressions. For every operator box  in OpBox and every factorisation µ of ◦,
op(D) ≡ op(H) (9.37)
where D and H are -tuples of expressions15 such that, for every v ∈ T, Dv = ¯Hv if v ∈ µe; Dv = Hv
if v ∈ µx ; and Dv = Hv otherwise.
Note that D is essentially H with added overbars and underbars corresponding to the factorisation µ for
which it is the case that µd = ∅. For example, in TOYA, since ({v1‖, v2‖}, ∅, ∅, ∅) is the factorisation of the
complex entry marking ({e1‖, e2‖}, ∅), by taking H = (a, c) and D = (a¯, c¯), we obtain ‖(a¯, c¯) ≡ ‖(a, c)
(or a¯‖c¯ ≡ a‖c).
15 Notice that here and later it is not required that D and H be -tuples of box expressions.
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Exit expressions. For every operator box  in OpBox and every factorisation µ of ◦,
op(D) ≡op(H) (9.38)
where D and H are as in (9.37).
Equivalent Factorisations. For every operator box  in OpBox, for every complex marking reach-
able from the entry or exit marking of  and different from ◦ and ◦, and for every pair of different
factorisations µ and κ of that marking,
op(D) ≡ op(H) (9.39)
where D and H are -tuples of expressions for which there is an -tuple of expressions C such that, for
every v ∈ T,
Dv =


Cv if v ∈ µe
Cv if v ∈ µx
Cv otherwise.
and Hv =


Cv if v ∈ κe
Cv if v ∈ κx
Cv otherwise.
(9.40)
Note that the tuple C used in the formulation of (9.39) intuitively corresponds to the common (and thus
unchanging) part of the tuples D and H. For example, in TOYA, since (∅, ∅, {v1; }, {v2; }) and ({v2; }, ∅, ∅, {v1; })
are factorisations of the same complex marking ({i;}, ∅), we shall have ; (a, c) ≡ ; (a, c¯) where
D = (a, c), H = (a, c¯), and C = (a, c).
Substitutivity. For all expressions D and H ,
D ≡ H
D ≡ H
D ≡ H
D ≡ H (9.41)
and, for every operator box  in OpBox,
D ≡ H
op(D) ≡ op(H) (9.42)
where D and H are -tuples of expressions.
Infinite Operators. As it was the case for the syntax of the box algebra, the meaning of the similarity
relation ≡ is clear if we only consider operator boxes OpBox with finite transition sets. However, since
we also allow infinite operator boxes, some explanations are needed to clarify what is meant by the
“the least binary relation on expressions such that (9.35)–(9.42) hold.” We start by observing that the
domain (2Expr×Expr, ⊆) forms a complete lattice, with component-wise set intersection as the “meet”
operation and component-wise set union as the “join” operation, and that the rules (9.35)–(9.42) define
a monotonic mapping
sim : 2Expr×Expr → 2Expr×Expr,
where sim(E) is E together with all pairs in Expr × Expr which can be derived from the pairs in E using
a single application of any of the rules (9.35)–(9.42).
By following the same line of reasoning as before, we conclude that sim has a unique least fixpoint,
denoted by ≡, and equal to simα′ (∅), for some ordinal α′ (such that simα′ (∅) = simβ(∅), for any β ≥ α′).
And, as before, we can define the rank of a pair (D, H ) belonging to ≡, denoted by rank(D, H ), as the
least ordinal β such that (D, H ) ∈ simβ(∅). It follows from the principle of transfinite induction that we
can apply induction on the rank of elements of ≡ which reduces to the standard induction if all operator
boxes in OpBox have finite transition sets.
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E‖F ≡ E‖F E‖F ≡ E‖F
E F ≡ E F E F ≡ E F
E F ≡ E F E F ≡ E F
〈E ∗ F] ≡ 〈 ¯E ∗ F] 〈E ∗ F] ≡ 〈 ¯E ∗ F]
〈E ∗ F] ≡ 〈E ∗ F] 〈E ∗ F ] ≡〈E ∗ F]
E[src] ≡ E[src] E [src] ≡ E[src]
E ; F ≡ E ; F E ;F ≡ E ; F
E ; F ≡ E ; F
FIG. 11. TOYA structural equivalence rules.
Properties. By a straightforward application of (transfinite) induction on the rank of expressions
in Expr, one can see that ≡ is an equivalence relation, and if E and F are structurally equivalent static
expressions, then no derivation for E ≡ F can use the rules (9.37), (9.38), (9.39), and (9.41). Moreover,
the structural similarity relation is closed in the domain of box expressions and preserves their types.
THEOREM 9.1. Let D and H be expressions such that D ≡ H. Then D ∈ Exprδ if and only if H ∈
Exprδ, for every δ ∈ {e, d, x, s, wf, xcl, edir, xdir, box}.
Proof. See the Appendix.
COROLLARY 9.2. If op(D) and op(H) are well-formed box expressions satisfying the conditions in
the rule for equivalent factorisations, (9.39), extended to factorisations of ◦ and ◦,16 then box(D) ≡
box(H).
Proof. See the Appendix.
It turns out that ≡ is a sound equivalence notion from the point of view of the denotational semantics.
THEOREM 9.3. Let D and H be well-formed box expressions. Then D ≡ H if and only if box(D) =
box(H ).
Proof. See the Appendix.
TOYA gives rise to 15 specific rules of the structural equivalence relation (we omit here their symmetric,
hence redundant, counterparts), shown in Fig. 11. Using these, one can derive 〈a ∗ b]‖(c; d))[bde] ≡
〈a¯ ∗ b]‖(c¯; d))[bde], as shown below:
16 I.e., we here allow µ and κ to be factorisations of the entry or exit marking of .
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9.2. Transition-Based Operational Semantics
In developing the operational semantics of the box algebra, we will go through the following steps:
first (in this section), we introduce operational rules based on transitions of nets which provide the
denotational semantics of box expressions. Based on these, we will formulate our key consistency
result. And, finally, we will derive from them label-based rules and partial order semantics, together
with derived consistency results.
Transition Trees. Consider the set of all transition trees in the boxes derived through the box map-
ping:
Tboxtree =
⋃
D ∈ Exprbox
Tbox(D) =prop.8.2(1)
⋃
E ∈ Expr
Tbox(E).
Every t ∈ Tboxtree has a unique label, lab(t), in all boxes associated with box expressions in which it
occurs. More precisely, if t ∈ Troot then this follows from (7.25) and (8.32), and if t has the form
t = (v, a) R then, by the definition of net refinement which underpins the semantical mapping
box, lab(t) = a. To see that the same transition may belong to different static boxes, consider TOYA
expressions E = a‖b and F = a‖c. Then the transition t = (v1‖, a)  va belongs to both box(E) and
box(F), yet box(E) = box(F).
SOS Semantics Rules. The first operational semantics has moves of the form D U→ H such that D
and H are box expression and U ∈ tlabsr, where tlabsr is the set of all finite subsets of Tboxtree ∪ {skip, redo}.
The idea here is that U is a valid step for the boxes associated with D and H , after augmenting them
with the skip and redo transitions. We will denote, for every such set,
lab(U ) =
∑
t∈U
{lab(t)}
assuming that lab(skip) = skip and lab(redo) = redo. The derivation system is defined in four stages.
First, we define the rules for skip and redo, then for the inaction rules, then we treat the flat expressions
and, finally, introduce the derivation rule for each connective op. Formally, we define a ternary relation
→ which is the least relation comprising all (D, U, H ) ∈ Expr × tlabsr × Expr such that (9.43)–(9.47)
below hold. Notice that we use D U→ H to denote (D, U, H ) ∈→.
skip and redo. There are two basic rules governing the applications of the moves involving skip and
redo. For every static expression E ,
E
{skip}
−−−→ E E {redo}−−−→ E (9.43)
Inaction Rules. There is a single basic inaction rule,
D ≡ H
D ∅→ H (9.44)
where D and H are box expressions. Moreover, an empty move can be absorbed by the move which
precedes or follows it; i.e., we have
D ∅→ J U→ H
D U→ H
D U→ J ∅→ H
D U→ H
(9.45)
where D, J , and H are expressions. The inaction rules render the view that empty moves do not change
the state of a system, but rather change the view on it.
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Axioms for Flat Expressions. For all flat expressions D and H and U ∈ tlabsr such that box(D)
[U 〉 box(H ),
D U→ H (9.46)
Inference Rules for Operators. For every operator box  in OpBox, and all -tuples D and H of
expressions, there is an inference rule:
∀ v ∈ T : Dv
U 1v •∪··· •∪U kvv−−−−−−−−−−−−−−−−−−−−−→ Hv
op(D) U→ op(H)
where


∀v ∈ T ∀i ≤ kv,
(
lab
(
U iv
)
, aiv
) ∈ λ(v)
U = ⋃v∈T {(v, a1v)U 1v , . . . , (v, akvv )U kvv }
U is finite.
(9.47)
The finiteness of U means that finitely many kv’s are nonzero. Notice that for the other ones we do not
require that Dv = Hv but only that Dv ∅→ Hv; it will follow from Proposition 9.4 that Dv ≡ Hv .
Since skip and redo never occur in any λ(v), the last rule will never be applied if any of the sets U iv
contains skip or redo. Similarly, it will never generate any of these two special labels. Thus, if D U→ H
and skip ∈ U then U = {skip}, and if D U→ H and redo ∈ U then U = {redo}.
Infinite Operators. The meaning of the operational semantics rules is again clear if all boxes in
OpBox have finite transition sets; in general, however, we need to treat infinite operator boxes as well.
Following what is now an established practice, we consider the domain (2ExprTrees×tlabsr×ExprTrees, ⊆)
which forms a complete lattice with the ∩ and ∪ operations. And the inference rules (9.43)–(9.47) define
a monotonic mapping
opsem : 2ExprTrees×tlabsr×ExprTrees → 2ExprTrees×tlabsr×ExprTrees
whose least fixed point, →, is equal to opsemα′′ (∅), for some ordinal α′′. We also define, for ev-
ery (D, U, H ) ∈→, its rank, denoted by rank(D, U, H ), defined as the smallest ordinal β such that
(D, U, H ) ∈ opsemβ(∅). Thus we are in a position to apply (transfinite) induction on the rank of the
triples in →. If all operator boxes in OpBox have finite transition sets, the standard induction can be
used.
Properties. We shall now derive some properties of the derivation rules. First, an empty move
always relates two structurally equivalent expressions.
PROPOSITION 9.4. If D and H are expressions such that D ∅→ H, then D ≡ H.
Proof. Follows by a straightforward induction on rank(D, ∅, H ).
Next, a move of the operational semantics transforms a box expression into another box expression
with structurally equivalent underlying static expression, and the move generated is a valid step for the
corresponding boxes. We interpret this as establishing the soundness of the operational semantics of
box expressions.
THEOREM 9.5. Let D be a well-formed box expression and D U→ H. Then H is a well-formed box
expression and box(D)sr [U 〉 box(H )sr.
Proof. The proof proceeds by induction on rank(D, U, H ). In the base step, we consider three cases.
Case 1. D = ¯E {skip}−−−→ E = H or D = E {redo}−−−→ ¯E = H where E is a well-formed static expression.
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Then both D and H are well-formed box expressions and
box( ¯E)sr [{skip}〉 box(E)sr or box(E)sr [{redo}〉 box( ¯E)sr
follows from box( ¯E)sr = box(E)sr and box(E)sr =box(E)sr and the definition of sr.
Case 2. D ≡ H and U = ∅. Then, by Theorems 9.1 and 9.3, H is a well-formed box expression
and box(D) = box(H ). Hence box(D)sr [∅〉 box(H )sr.
Case 3. D and H are flat expressions and box(D) [U 〉 box(H ). Then there is nothing to prove.
In the inductive step we consider two cases.
Case 1. There is J such that D ∅→ J U→ H and
max{rank(D, ∅, J ), rank(J, U, H )} < rank(D, U, H ).
(If D U→ J ∅→ H then we proceed similarly.) By the induction hypothesis, both J and H are well-
formed box expressions and box(D)sr [∅〉 box(J )sr [U 〉 box(H )sr. Hence, by box(D) = box(J ),
box(D)sr [U 〉 box(H )sr.
Case 2. D = op(D) and H = op(H) where op(D), op(H), and U are as in (9.47); moreover, for
every v ∈ T, rank(Dv, Uv, Hv) < rank(D, U, H ). From D being a well-formed box expression, the in-
duction hypothesis (which, in particular, implies that for eachv, box(Dv) [{(v, a1v )  U 1v , . . . , (v, akvv ) 
U kvv }〉 box(Hv) since no label aiv can belong to skip, redo), and Theorem 8.1, it follows that D and H are
-tuples of well-formed box expressions, box(D) ∈ dom, and
( : box(D)) U→ ( : box(H)).
Hence, by Theorem 5.1, box(H) ∈ dom and (box(D)) [U 〉 (box(H)); notice that the finiteness of
the set U is needed to reach this conclusion. Moreover, by box(H) ∈ dom and Theorem 8.1, H is a
well-formed box expression. Thus box(D) = box(op(D)) [U 〉 box(op(H)) = box(H ).
The next result states completeness of the operational semantics of box expressions.
THEOREM 9.6. Let D be a well-formed box expression and box(D)sr [U 〉 sr. Then there is a
well-formed box expression H such that box(H ) =  and D U→ H.
Proof. See the Appendix.
Note that the above result would not hold if we did not provide enough dynamic constants to represents
internal (i.e., nonentry and nonexit) markings reachable from the entry and exit markings of plain
constant boxes.
The transition-based operational semantics of TOYA is provided in the left column of Fig. 12. For the
running example, the following is a valid sequence of two moves
(〈a ∗ b]‖(c; d))[bde] {z1,z3}−−−→ (〈a ∗ b]‖(c; d))[bde] {z2}−→ (〈a ∗ b ]‖(c; d ))[bde].
A derivation for the second move is shown below.
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9.3. Consistency of the Denotational and Operational Semantics
The consistency between the denotational and operational semantics of box expressions will be
formulated in terms of the transition systems they generate. This will be possible since, thanks to
Theorems 9.5 and 9.6, we are now in a position to compare transition systems generated by a well-
formed box expression and the corresponding net.
Transition Systems of Box Expressions and the Corresponding Boxes. Let G be a well-formed
dynamic expression. We will use [G〉sr to denote the least set of expressions containing G such
that if H ∈ [G〉sr and H U→ C , for some U ∈ tlabsr, then C ∈ [G〉sr. Moreover, [G]≡ will de-
note the equivalence class of ≡ containing G. The full transition system of G is defined as ftsG =
(V, L , A, [G]≡) where V = {[H ]≡ | H ∈ [G〉sr} is the set of states, L = tlabsr is the set of arc labels,
and
A = {([H ]≡, U, [C]≡) ∈ V × tlabsr × V | H U→ C}
is the set of arcs. For a static expression E , ftsE = fts ¯E .
Note that we base transition systems of box expressions on the equivalences classes of ≡, rather than
expressions themselves, since we may have G ∅→ H for two different expressions G and H , whereas
 [∅〉  always implies  = .
Consistency Result. We now state a fundamental result which demonstrates that the operational and
denotational semantics of a well-formed box expression capture the same behaviour, in arguably the
strongest sense.
THEOREM 9.7. For every well-formed box expression D, the relation iso = {([H ]≡, box(H )) |
[H ]≡ is a node of ftsD} is an isomorphism between the full transition systems ftsD and ftsbox(D).
Proof. By Theorems 9.3 and 9.5, iso is a well-defined injective mapping. The rest of the result
follows from Proposition 9.4 and Theorems 9.5, 9.6, and 8.1.
9.4. Label-Based Operational Semantics
The operational semantics based on transition names and captured by full transition systems is very
expressive; in particular, we will see in Section 10 that it contains enough information to retrieve partial
order semantics of nets corresponding to box expressions. However, it may often be sufficient to record
only the labels of executed transitions, in the usual style of process algebras. Such a treatment can be
accommodated within the scheme developed so far. First, we retain the structural similarity relation ≡
on box expressions without any change. Next, we define moves of the form D → H where D and H
are expressions as before, and  is a finite multiset in mlabsr = mult(A ∪ {skip, redo}). We keep the
rules (9.43), (9.44), and (9.45) unchanged (with ∅ now denoting the empty multiset of labels, {skip}
and {redo} denoting singleton multisets, and U being changed to ), but modify the axioms for flat
expressions and inference rules for operator boxes. For all flat expressions D and H and nonempty
 ∈ mlabsr such that box(D) [〉lab box(H ),
D → H (9.48)
and for every operator box :
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∀v ∈ T : Dv
1v+···+kvv−−−−−−−−−−−−−→ Hv
op(D) → op(H)
where


∀v ∈ T ∀i ≤ kv : (iv, aiv) ∈ λ(v)
 = ∑v∈T{a1v} + · · · + {akvv }
 is finite
(9.49)
where D and H are -tuples of expressions.
Properties. The two types of operational semantics are clearly related; in essence, each label-based
move is a transition-based move with only transitions labels being recorded.
PROPOSITION 9.8. Let D be a well-formed box expression and  ∈ mlabsr. Then D → H if and only
if there is U ∈ tlabsr such that D U→ H and lab(U ) = .
Proof. Both implications can be proved by a straightforward induction on the rank of D → H and
D U→ H , respectively.
The results concerning transition-based operational semantics directly extend to the label-based one.
Let D be a well-formed box expression. In view of Proposition 9.8, the label-based operational semantics
of D is faithfully captured by the transition system of D, denoted by tsD and defined as ftsD with each
arc label U changed to lab(U ). The consistency result for the label-based operational semantics can
then be formulated thus.
THEOREM 9.9. For every well-formed box expression D, the relation iso = {([H ]≡, box(H )) |
[H ]≡ is a node of tsD} is an isomorphism between the transition systems tsD and tsbox(D).
Proof. Follows from Theorem 9.7, Proposition 9.8, and the fact that the structural similarity relation
is the same for the transition and label based operational semantics.
The label-based operational semantics of TOYA is provided in the right column of Fig. 12. For the
running example, the following is a valid sequence of two moves
(〈a ∗ b]‖(c; d))[bde] {a,c}−−−→ (〈a ∗ b]‖(c; d))[bde] {e}→ (〈a ∗ b ]‖(c; d ))[bde].
A derivation for the second move is shown below.
10. PARTIAL ORDER SEMANTICS OF BOX EXPRESSIONS
Process expressions do not support an explicit notion of a place; hence it is not possible to introduce
something like a process net (see [2]) for them. We will therefore use Mazurkiewicz traces—a model
of partial order behaviour based solely on transitions [26].
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Transition-based rules Label-based rules
a
{va}−−−→ a a {a}−−−→ a
G U→ G ′ , H W→ H ′
G‖H
v1‖⊕U ∪ v2‖⊕W−−−−−−−−−−−−−→ G ′‖H ′
G → G ′ , H → H ′
G‖H +−−−→ G ′‖H ′
G U→ H
G E
v1 ⊕U
−−−−−−−−−−−−−→ H E
G → H
G E → H E
G U→ H
E G
v2 ⊕U
−−−→ E H
G → H
E G → E H
G U→ H
G; E
v1; ⊕U−−−→ H ; E
G → H
G; E → H ; E
G U→ H
E ; G
v2; ⊕U−−−→ E ; H
G → H
E ; G → E ; H
G U→ H
〈G ∗ E]
v1∗⊕U−−−→ 〈H ∗ E]
G → H
〈G ∗ E] → 〈H ∗ E]
G U→ H
〈E ∗ G]
v2∗⊕U−−−−−−−−−−−−−→ 〈E ∗ H ]
G → H
〈E ∗ G] → 〈E ∗ H ]
G U0→ H
G[src] U
′
0→ H [src]
G 0→ H
G[src] 
′
0→ H [src]
FIG. 12. Operational semantics for TOYA, where v ⊕ U = {(v, λ(t1))  t1, . . . , (v, λ(tk ))  tk} for a set of trees U =
{t1, . . . tk} and a transition v. In the two rules in the bottom row, we have (i) U0 = U ∪
⋃k
i=1{ti , ui } and U ′0 = v[src] ⊕ U ∪⋃k
i=1{(v[src], c)  {ti , ui }}, where s, r ∈ λ(U ), λ(ti ) = s and λ(ui ) = r ; and (ii) 0 =  + k · {s, r} and ′0 =  + k · {c}, where
s, r ∈ .
Mazurkiewicz Traces. Let A be a set and ind ⊆ A × A be an irreflexive symmetric relation on
A. Intuitively, A is meant to represent the set of possible events in a concurrent system and ind an
independence relation which identifies events that can be executed concurrently. With every sequence
σ = A1 . . . Ak , where each Ai is a finite subset of A such that (a, b) ∈ ind for all distinct a, b ∈ Ai ,
one can associate a partial order, denoted by posetind(σ ), in the following way.
The set of event occurrences of σ , occσ , comprises all pairs (a, l) ∈ A×N such that a ∈ A1 ∪. . .∪ Ak
and l ranges between 1 and the number of times a occurs within σ , 1 ≤ l ≤ |{i | a ∈ Ai }|. Moreover,
we denote by idx(a,l) the index m such that Am contains the lth occurrence of a, a ∈ Am and l = |{i |
a ∈ Ai ∧ i ≤ m}|. We then define a precedence relation on occσ , ≺σ , by stipulating that (a, l) ≺σ (b, n)
if (a, b) ∈ ind and idx(a,l) < idx(b,n). Then posetind(σ ) = (occσ , ≺∗σ ) where ≺∗σ is the reflexive transitive
closure of ≺σ .
Consider now a safe labelled net , and take A to be its transition set, A = T , and ind to be its
independence relation, ind = ind . Then, with every finite step sequence σ of ,  [σ 〉 , we can
associate a partial order, posetind (σ ), in the way described above. One of the crucial properties of the
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FIG. 13. Hasse diagrams of partial orders. (a) Hasse diagramson event occurrences, and (b) labelled partial order.
partial order semantics is that every sequence of sets of transitions consistent with posetind (σ ) is also
a valid step sequence. More precisely, if ω = U1 . . . Uk is a sequence of finite sets of transitions of 
such that (t, u) ∈ ind , for every Ui and all distinct t, u ∈ Ui , then posetind (ω) = posetind (σ ) implies
that ω is a valid step sequence for  leading to the same marked net as σ ; i.e.,  [ω〉 . For example,
the step sequence σ = {t0, t2}∅{t1, t2}{t2}∅ of the labelled net 0 in Fig. 2 generates a partial order
posetind0 (σ ) whose Hasse diagram, giving the precedence relation, is shown in Fig. 13a. This partial
order is normally represented as a labelled partial order with nodes being labelled just by transitions,
as shown in Fig. 13b.
The presence of a path between two nodes in such a graph is interpreted as causality, and the lack
of ordering as concurrency. Thus, in the example above, the occurrences of t0 and t1 are causally
related, and both are concurrent with the three occurrences of t2. Whenever  [σ 〉 , we will write
 [posetind (σ )〉po  to indicate that  can be derived from  by executing the poset within the
brackets [. . .〉po .
Connectedness Properties of Transition Trees. We will now investigate connectedness between
transitions in nets generated by box expressions. It will turn out that the name trees of these transi-
tions contain information as to when two transitions are adjacent to a common place and the relevant
information is independent of the specific net to which the two transitions happen to belong.
We now can again take advantage of the assumption made in (7.25) that the operator and static
constant boxes have disjoint transition sets. This allows one to identify, for every transition t in the
boxes OpBox ∪ (ConstBox ∩ Boxs), a unique box in OpBox ∪ (ConstBox ∩ Boxs) to which t belongs;
we will denote it by nett . For example, in TOYA, netv1∗ = ∗ and netvd = Nd .
To start with, we can capture the property of being connected to an entry or exit place. By definition,
a transition tree t ∈ Tboxtree belongs to the set Cone or Conx , if one of the following hold:17
• There is a plain box  ∈ ConstBox ∩ Boxs such that t ∈ T and we have, respectively:
(•t ∪ t•) ∩ ◦ = ∅ or (•t ∪ t•) ∩ ◦ = ∅.
• There is an operator box  ∈ OpBox such that t = (v, a) Q and v ∈ T, and we have,
respectively:
•v ∩ ◦ = ∅ = Q ∩ Cone ∨ v• ∩ ◦ = ∅ = Q ∩ Conx or
•v ∩ ◦ = ∅ = Q ∩ Cone ∨ v• ∩ ◦ = ∅ = Q ∩ Conx .
Notice also that, by (7.25), we have:
 = nett and  = netv. (10.50)
For the running example, va ∈ Cone ∩ Conx since va ∈ Na and •va = ◦Na and v•a = N◦a , and
t1 = (v1∗, a)  va ∈ Cone since •v1∗ ∩ ◦∗ = ∅ and va ∈ Cone (or, alternatively, since (v1∗)• ∩ ◦∗ = ∅
and va ∈ Conx ).
PROPOSITION 10.1. Let E be a static expression and t be a transition in box(E). Then
(•t ∪ t•) ∩ ◦box(E) = ∅ ⇔ t ∈ Cone and (•t ∪ t•) ∩ box(E)◦ = ∅ ⇔ t ∈ Conx .
17 The sets Cone and Cone are well defined since transition trees are always finite.
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Proof. We only prove the first equivalence, the proof of the other one being symmetric. We proceed
by induction on the depth h of t . In the base step (h = 0), by Proposition 8.2(2) and (7.25), box(E) =
nett ∈ ConstBox ∩ Boxs . Hence the equivalence holds by the definition of Cone and (10.50).
In the inductive step (h > 0), we may assume that E = op(E), by Proposition 8.2(2), which means
that t = (v, a) Q; so, by (7.25),  = netv . By Proposition 4.6, (•t ∪ t•) ∩ ◦box(E) = ∅ if and only if
•v ∩ ◦ = ∅ = (• Q ∪ Q•) ∩ ◦box(Ev) or v• ∩ ◦ = ∅ = (• Q ∪ Q•) ∩ box(Ev)◦.
Hence, the equivalence holds by  = netv , (10.50) and the induction hypothesis.
Global Independence Relation. By definition, a pair of transition trees (t, u) ∈ Tboxtree ×Tboxtree belongs
to the set indbox if one of the following hold:
• There is a plain box  ∈ ConstBox ∩ Boxs such that (t, u) ∈ ind .
• There is an operator box  ∈ OpBox such that t = (v, a) Q and u = (w, b) R and
v, w ∈ T, and we have:
•v ∩ w• = ∅ ⇒ Q ∩ Cone = ∅ ∨ R ∩ Conx = ∅
v = w ∧ •v ∩ •w = ∅ ⇒ Q ∩ Cone = ∅ ∨ R ∩ Cone = ∅
v = w ∧ v• ∩ w• = ∅ ⇒ Q ∩ Conx = ∅ ∨ R ∩ Conx = ∅.
Moreover, if v = w then Q × R ⊆ indbox.
Notice also that similarly as before, by (7.25), we have:
 = nett and  = netv = netw. (10.51)
For the running example, (z1, z3) ∈ indbox and (z2, z3) ∈ indbox. The relation we just defined can be
thought of as a global independence relation for the boxes generated by the denotational semantics of
box expressions.
THEOREM 10.2. For every static expression E, indbox(E) = (Tbox(E) × Tbox(E)) ∩ indbox.
Proof. Let t and u be transition trees in box(E). We proceed by induction on h = max{depth(t),
depth(u)}.
In the base step (h = 0), by Proposition 8.2(2) and (7.25), box(E) = nett = netu ∈ ConstBox ∩ Boxs .
Hence, by the definition of indbox and (10.51), (t, u) ∈ indbox(E) if and only if (t, u) ∈ indbox.
In the inductive step (h > 0), we may assume that E = op(E), by Proposition 8.2(2). Thus t =
(v, a) Q and u = (w, b) R, and so, by (7.25),  = netv = netw We now consider two cases.
Case 1 (v = w). We have Q ∪ R ⊆ Tbox(Ev ). By Proposition 4.7, (t, u) ∈ indbox(E) if and only if
Q × R ⊆ indbox(Ev ) and, moreover, if •v ∩ v• = ∅ then (also by Proposition 10.1):
(Q ∩ Cone = ∅ ∨ R ∩ Conx = ∅) ∧ (Q ∩ Conx = ∅ ∨ R ∩ Cone = ∅).
Thus, by  = netv = netw and (10.51) and the induction hypothesis, (t, u) ∈ indbox(E) if and only if
(t, u) ∈ indbox.
Case 2 (v = w). We proceed similarly as in Case 1, using Proposition 4.8 in place of Proposition 4.7.
Consistency Result. With the global independence relation indbox, we can introduce partial order
behaviours directly into the box algebra. All we need to do is say what is a partial order execution
associated with a step sequence generated by a box expression. Let D and H be two box expressions,
and let U1, . . . , Uk (k ≥ 0) be subsets of Tboxtree such that there are box expressions D0, D1, . . . , Dk
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satisfying D = D0, H = Dk , and, for every i < k,
Di
Ui+1−−−→ Di+1.
We will call π = posetindbox (U1 . . . Uk) a partial order execution from D to H and denote it D
π→ H .
The consistency result obtained for transition-based operational semantics can be lifted to the level of
partial order executions.
THEOREM 10.3. Let D and H be box expressions and π be a partial order.
1. If D π→ H then box(D) [π〉po box(H ).
2. If box(D) [π〉po  then there is a box expression H such that box(H ) =  and D π→ H.
Proof. Follows from Theorems 9.5, 9.6, and 10.2, after making an easy observation that for any
partial order π there is at least one step sequence consistent with it (one can simply perform a topological
sort and consider singleton steps).
For the running example, the following is a valid sequence of three moves
(〈a ∗ b]‖(c; d))[bde] {z1}−→ (〈a ∗ b]‖(c; d))[bde]
{z1,z3}−−−→ (〈a ∗ b]‖(c; d))[bde]
{z2}−→ (〈a ∗ b ]‖(c; d ))[bde].
Therefore, we have (〈a ∗ b]‖(c; d))[bde] π→ (〈a ∗ b]‖(c; d))[bde] where the partial order π is:
11. COMPARISON WITH OTHER WORK
The box algebra can be used for providing a range of process algebras with a Petri net semantics.
Indeed, we have used such an application as a running example in this paper. As such, the box algebra
extends, and coexists with, a number of approaches put forward to deal in a coherent way with both
process algebras and Petri nets by different groups of researchers.
Several papers used CCS as a starting point (e.g., [9, 18, 28]). In [9], an inductive Petri net semantics
for (finite) CCS is described. A similar CCS semantics is described in [28], but the way of obtaining it
is different. Using a translation similar to that applied in the case of TOYA, one can use the box algebra in
order to derive, for each CCS term, a net which is similar to that obtained in [9] or in [28]. The details of
this construction are described not in the present paper, but rather in [7] (particularly, in Section 8.2.1).
When the nets created for CCS expressions in these different ways are compared with each other,
some differences can be noted. Consider, for instance, the CCS term (a|b) + c (or, in TOYA syntax,
(a‖b) c), which—quoting Example 5.7 of [20]—has traditionally been “considered difficult to model
in terms of nets because of an interweaving of nondeterministic and parallel operators.” The left-hand
side of Fig. 14 is the translation obtained using the box algebra (applied to CCS or TOYA), while the
translation obtained by [9] and [28] is shown in the middle part of that figure.
Because of its entry exit symmetry, the first translation lends itself fairly easily to generalisation, e.g.,
by the incorporation of full sequential composition in process terms such as ((a|b) + c); d. In the case
of the second translation, however, the d would need to be duplicated or some other treatment devised.
This is indicative of the main purpose with which the box algebra has been invented and developed,
viz., to be able to interpret nets like that on the left-hand side of Fig. 14 as modular structural objects
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FIG. 14. Three possible translations of the CCS term (a|b) + c.
(e.g., by indicating the e and x places and by not specifying immediately an initial marking), which
can be used as building blocks in further constructions. Such generalisability is not considered to be an
issue in [9, 28], since CCS has only a restricted form of sequential composition, called prefixing, for
which the tools described in these papers are sufficient.
Apart from such details relating to the constructions, we consider that one of the main differences
between [9] and [7] is that the former does not support a Petri net-based treatment of recursion and instead
concentrates on semantic alternatives, while the particular case of CCS recursion can be treated—without
any additional effort within the framework described in the present paper and in [7, 8]. Another crucial
difference between [9] and the present paper is that we use net refinement—as defined in Section 4—as
the driving force of all inductive constructions (leading to a generalised notion of an operator net), while
in [9] every individual operator has a separate inductive definition. This observation is also true for [28]
and other works, including our own, such as [4, 17, 30, 33].
Concerning the notion of transition refinement we use in this paper, it may be observed that this is
itself a generalisation of various ideas found in the literature. For instance, our tree device allows one
to generalise the Cartesian product construct introduced in [25], together with the distinction between
the head and tail places (corresponding to our entry and exit places), in order to define a specific set
of operators on Petri nets. This idea was reapplied in [16] in order to define an explicit refinement
mechanism, but in either case the place multiplication mechanism was unable to handle correctly the
presence of self-loops and the case of simultaneous refinement of (possibly infinitely) many transitions,
as well as to manage recursion. Self-loops and simultaneous refinements were allowed in [34, 35], but
the refining nets were required to have only a single entry and a single exit place. A looping layout was
also used, but with a different shape and aim than our skip and redo transitions, which are more akin
to the δ-transition of LOTOS in [10].
In the treatment of full infinite CCS (i.e., when recursion is included), two different approaches
may be distinguished. One of them strives to find Petri nets that are finite whenever possible. This can
hardly be achieved in any interesting nontrivial way when the safeness or boundedness properties must
be retained, but when boundedness is sacrificed, a large subclass of CCS can be treated. Examples
of such an approach include [18] (which is the original work on a finite net semantics of CCS, with
some limitations mentioned in Section 11.4 of [20]), and the first case study (called SCONE, for Simple
Calculus of Nets) of [20]. The other approach strives to construct and use infinite (bounded, or even
safe) nets in a systematic and general way. Examples of this approach include the second case study
of [20] (called SCONE+), the approach described in [28], and our own work reported in [8].
The first approach is obviously limited by the fact that CCS is Turing powerful, whereas finite Petri
nets are not, even if they are unbounded. The limits have been pushed quite far in the SCONE approach,
in the sense that it succeeds in giving a finite Petri net semantics to essentially full CCS (except its
restriction operator, but including recursion). Thus, for instance, the recursive term X = (a; X ) has a
finite representation in SCONE, but an infinite representation in [8]. A price to be paid is that the choice
operator is implemented in SCONE by means of internal choice. For instance, while translating (a|b) + c
into a Petri net, SCONE would insert an internal choice (represented by a choice between two silent τ
actions), before any of a, b, or c is executed. This is shown on the right-hand side of Fig. 14. The internal
choices are harmless if restriction is absent, but the construction cannot directly be generalised for full
CCS including the restriction operator.
In SCONE+, which deals with full CCS, only safe nets are derived; hence SCONE+ is not a conservative
extension of SCONE. Moreover, in SCONE+, silent choices (such as the τ transitions above) are required to
be “glued together” with subsequent executions. The technical means of achieving this are transactions
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(i.e., an imposed immediate sequentialisation of two or more transition occurrences), which are not part
of the standard Petri net semantics. In this sense, SCONE+ does not give a pure Petri net semantics of
CCS, but rather a Petri net semantics augmented with transactions. In [8] and in the present paper, by
contrast, a point is made of avoiding additional (silent) transitions.
We consider the main difference between the treatment of recursion in [8] and other papers, however, to
be the way of obtaining the net corresponding to a recursive definition. Based on the refinement notion
described in Section 4 of the present paper, [8] describes a fixpoint-based way of solving recursive
equations in the domain of Petri nets. Characteristically, this way of solving a recursive equation is
net-indigenous and structural: indigenous in the sense that it does not depend on any particular process
algebra and structural in the sense that it does not depend on any particular behavioural semantics. By
contrast, for instance, the construction used in [28] for solving recursive CCS equations in the Petri net
domain is dependent both on CCS itself (as opposed to other process algebras) and on CCS’s behavioural
structural operational semantics (as opposed to any other semantics of CCS).
12. CONCLUDING REMARKS
In this paper we omitted the treatment of recursion both in the net domain and in the process expression
domain. The treatment of the former is contained in the companion paper [8], which deals with recursion
in the most general setting. Crucially, it states that any system of recursive equations on boxes has a
solution. With the results obtained there, an extension of the results obtained in the present paper to
recursive process expressions is not difficult and can be found in [7].
The results presented in this paper extend those contained in [24], by allowing nonpure and non-
ex-directed operator boxes with possibly infinitely many transitions. The consistency results have also
been strengthened since now they are formulated in terms of transition system isomorphism rather than
bisimulation equivalence.
APPENDIX A
PROOFS OMITTED FROM THE MAIN PART
A.1. Proof of Theorem 5.1
Let µ be the factorisation of  and V δδ′ = {v ∈ µδ | v ∈ Boxδ′ }, for all δ, δ′ ∈ {e, d, x}. Then
µ′ = (Ve, Vd , Vx , Vs), where
Ve = µe\(V ed ∪ V ex ) ∪ (V de ∪ V xe) Vd = µd\(V de ∪ V dx ) ∪ (V ed ∪ V xd )
Vx = µx\(V xe ∪ V xd ) ∪ (V ex ∪ V dx ) Vs = µs
is the factorisation of . Moreover, by multiple applications of all parts of Proposition 3.2(3) we obtain
that µ′ ∈ fact (note that V ed ∪ V ex ∪ V de ∪ V dx ∪ V xe ∪ V xd is a finite set since U is finite, and if
v ∈ V xe ∪ V xd then v is non-x-directed and therefore, by (Dom2), v is reversible). We also observe
that (Dom1) and (Dom2) are satisfied by  since they were satisfied by . Hence  ∈ dom.
Let Uv = U ∩ Tvnew, for every v ∈ T (recall that both Uv and each trees(u), for u ∈ Uv , is a set). It
follows from the definition of U→ and the enabling and execution rules that there is an -tuple of boxes
 such that  =  and, for every v ∈ T and every q ∈ Sv ,
Mv (q) = Mv (q) +
∑
u∈Uv
∑
x∈trees(u)
Wv (q, x) (A.52)
Mv (q) = Mv (q) +
∑
u∈Uv
∑
x∈trees(u)
Wv (x, q). (A.53)
(To see this, simply subtract one equation from the other.) We then observe that, since Mv ⊆ Mv for
every v ∈ T, and () is defined, () is a well-defined application of net refinement (although it
is not necessarily the case that  ∈ dom, since it could happen, for instance, that Mv = ∅ while
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v ∈ µd ). Moreover, for every p ∈ S(),
M()(p) = M()(p) +
∑
u∈U
W()(p, u) (A.54)
M()(p) = M()(p) +
∑
u∈U
W()(u, p). (A.55)
We only show that (A.54) holds, the proof for (A.55) being similar. For p = v  q ∈ STvnew we have,
by treesv(p) = {v} and (4.4, 4.6, A.52) and trees(u) being sets:
M()(p) = Mv (q)
= Mv (q) +
∑
u∈Uv
∑
x∈trees(u)
Wv (q, x)
= Mv (q) +
∑
u∈Uv
W()(p, u)
= M()(p) +
∑
u∈Uv
W()(p, u).
We then observe that from treesz(p) = ∅ (for z = v) and (4.6) it follows that W()(p, u) = 0, for every
u ∈ U\Uv , so (A.54) holds for this p.
For p = s ({v  xv}v∈•s + {w  ew}w∈s• ) ∈ SPsnew we proceed as follows
M()(p) =
∑
v∈•s
Mv (xv) +
∑
w∈s•
Mw (ew)
=
∑
v∈•s
Mv (xv) +
∑
v∈•s
∑
u∈Uv
∑
x∈trees(u)
Wv (xv, x)
+
∑
w∈s•
Mw (ew) +
∑
w∈s•
∑
u∈Uw
∑
x∈trees(u)
Ww (ew, x)
= M()(p) +
∑
h∈•s∪s•
∑
u∈Uh
∑
z∈treesh (p)
∑
x∈trees(u)
Wh (z, x)
= M()(p) +
∑
h∈•s∪s•
∑
u∈Uh
W()(p, u),
where the first equality follows from (4.4) and M(s) = 0; the second from (A.52); the third from (4.4)
and M(s) = 0 and xv = ew (for v = w ∈ •s ∪ s•); and the last from (4.6) and trees(u) being sets. We
then observe that from treesz(p) = ∅ (for z /∈ •s ∪ s•) and (4.6) it follows that W()(p, u) = 0, for
every u ∈ U\ ⋃h∈•s∪s• Uh , so (A.54) holds also for this p.
Since U is finite, by (A.54), it is enabled at M(). Let  be the box such that () [U 〉 . Then,
by (A.54), (A.55), and U being a set, for every p ∈ S = S() = S(),
M(p) = M()(p) −
∑
u∈U
W()(p, u) +
∑
u∈U
W()(u, p) = M()(p).
This and () =  means that () = , which completes the proof.
A.2. Proof of Proposition 5.2
Let µ and κ be respectively the factorisations of  and .
By the definition of ≡,  = , which implies that  satisfies (Dom1) and (Dom2) since
 satisfies both conditions and v = v , for every v ∈ µd = κd . Hence  ∈ dom. The claim that
() = () follows from () = () = () = (), together with the fact that µ and
κ are factorisations of the same marking of  and (4.12).
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The second part can be shown thus. Let Rev = ◦v = ◦v and Rxv = ◦v = ◦v and Rv = ¨v = ¨v , for
every v ∈ T. We first observe that, for every v ∈ T,
Mv ∩ Rv = Mv ∩ Rv. (A.56)
Indeed, let q ∈ Rv . By Proposition 4.3(1), there is p ∈ S() = S() such that treesv(p) = {q} and so,
by (4.12) and q being an internal place, Mv (q) = M()(p) = M()(p) = Mv (q). We next show
that for all v ∈ T and δ ∈ {e, x},(
Mv
∖
Mv
) ∩ Rδv = ∅ ⇒ v ∈ µδ. (A.57)
Suppose that δ = e (the proof is symmetric for δ = x). Assume that q ∈ (Mv\Mv ) ∩ Rev (which
means that v ∈ µe ∪ µd ) and v ∈ µe. The latter means (since v is clean) that there is q ′ ∈ ◦v such
that Mv (q ′) = 0. Take any s ∈ •v (notice that SPsnew ⊆ marµ(v)). If s ∈ v• then define Z = {q} and
Z ′ = {q ′}. If s ∈ v• then define Z = {q, r} and Z ′ = {q ′, r} where r is any place in ◦v (note that since
v is ex-exclusive in such a case, we have Mv (r ) = 0).
By Proposition 4.3(2, 4), there is p ∈ SPsnew such that treesv(p) = Z . Moreover, by (4.4), p ∈ M().
Thus, by () = () and (4.9) and Lemma 4.9, there must be a transition w ∈ •s ∪ s• such that
p ∈ SPsnew ⊆ marκ (w). We now consider two cases:
Case 1 (w = v). Then there is p′ ∈ SPsnew such that treesv(p′) = Z ′ and treesz(p) = treesz(p′),
for z = v. We then observe that M()(p′) = 0. All these lead, by Lemma 4.9, to Tot(Mv , Z ) =
Tot(Mv , Z ) = 1 and Tot(Mv , Z ′) = Tot(Mv , Z ′) = 0 which are in contradiction with Mv (q) = 1
and Mv (q ′) = Mv (q) = 0, as one can easily verify.
Case 2 (w = v). Then there is p′ ∈ SPsnew such that treesv(p′) = Z ′ and treesw(p′) = treesw(p).
By Lemma 4.9, M()(p′) = M()(p). Yet M()(p) = 1 = 0 = M()(p′), a contradiction with
() = ().
Thus (A.57) holds. Suppose now that v ∈ µd and Mv = Mv . We have, by (A.56), Mv ∩ Rv =
Mv ∩ Rv . Moreover, if (
Mv
∖
Mv
) ∩ (Rev ∪ Rxv ) = ∅
then, by (A.57), v ∈ µe∪µx , contradicting v ∈ µd . We thus have Mv ⊆ Mv and Mv ∩Rv = Mv ∩Rv
and Mv = Mv , so it must be the case that, for some δ ∈ {e, x},(
Mv
∖
Mv
) ∩ Rδv = ∅.
Hence, by the symmetric version of (A.57) (which clearly holds), we obtain v ∈ κδ . If δ = e then,
by (4.12), SP(•v)new ⊆ M() = M(). This and Lemma 4.10 mean that •v ⊆ •µe ∪ µ•x , contradicting
v ∈ µd and Proposition 3.2(4). If δ = x then, by (4.12), SP(v
•)
new ⊆ M() = M() which, again by
Lemma 4.10, means that v• ⊆ •µe ∪ µ•x , contradicting v ∈ µd and Proposition 3.2(4). Hence v = v
and so also v ∈ κd . In a similar way, we can show that v ∈ κd implies v ∈ µd and v = v . Hence
µd = κd and v = v , for every v ∈ µd = κd .
To complete the proof of  ≡ , we still need to show that •µe ∪ µ•x = •κe ∪ κ•x . This, however,
follows directly from Lemma 4.10 and () = ().
A.3. Proving Theorem 5.3
The result is preceded by an auxiliary lemma which provides a characterisation of the enabling
relation for the transitions in a refined net. Below,  is a tuple in the domain of an operator box , and
µ is the factorisation of .
LEMMA A.1. Let v be a transition in  and U = {u1, . . . , uk} ⊆ Tvnew be a nonempty set of tran-
sitions which is enabled in (). For every l ≤ k, let trees(ul) = {xl1, . . . , xlml }. Moreover, let X =
{x11, . . . , x1m1 , . . . , xk1, . . . , xkmk }.
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1. For all x ∈ X and q ∈ •x , Wv (q, x) = 1.
2. For all xli , xhj ∈ X, if (l, i) = (h, j) then •xli ∩ •xhj = ∅ and xli = xhj .
3. If v ∈ µd then • X ⊆ Mv .
4. If v ∈ µe ∪ µs ∪ µx then either • X ⊆ ◦v and SP(
•v)
new ⊆ M(), or • X ⊆ ◦v and SP(v
•)
new ⊆
M().
Proof. (1, 2) We observe that if (1) does not hold for x = xli , or if •xli ∩ •xhj = ∅ (in (2)) does
not hold for l = h then, by the definition of net refinement, there is a place p in () such that
W()(p, ul) ≥ 2, contradicting the safeness of M() (see Theorem 4.11) and {ul} being enabled in
(). For l = h in (2), we also have •xli ∩ •xhj = ∅ since M() is safe, U is enabled in (), and
(the first part of) Proposition 4.7 holds. Moreover, in (2), xli = xhj follows from •xli ∩ •xhj = ∅ (which
we have already shown) and the T-restrictedness of v .
Before proving the rest of the proposition, we observe that
q ∈ ¨v ∩ • X ⇒ Mv (q) > 0 (A.58)
which follows from the fact that for such a q, by Proposition 4.5 and Lemma 4.9, we have p = v 
q ∈ •U and M()(p) = Mv (q).
(3) By (A.58), we only need to show that if q ∈ • X ∩ (◦v ∪ ◦v ) then Mv (q) > 0. To the
contrary, assume that Mv (q) = 0 and, without loss of generality, that q ∈ ◦v . Then, since v ∈ µd
and v is clean, there must be r ∈ ◦v such that Mv (r ) = 0. It now follows from Proposition 4.3(2, 4)
that there is p ∈ marµ(v) such that treesv(p) = {q, r} or treesv(p) = {q}. We then notice that, by (4.9)
and Lemma 4.9, M()(p) = 0. Moreover, by Proposition 4.5, p ∈ •U , producing a contradiction with
U being enabled in ().
(4) By (A.58), we have • X ⊆ ◦v ∪ ◦v . We will first show that • X ∩ ◦v = ∅ implies SP(
•v)
new ⊆
M(). By Lemma 4.10, the latter always holds if v ∈ µe, so we may assume that v ∈ µs ∪ µx and q ∈
• X ∩ ◦v . To the contrary, suppose that M()(p) = 0, for some s ∈ •v and p ∈ SPsnew. Let q ′ ∈ ◦v ∩
treesv(p) (note that it may happen that q = q ′, but it is always the case that 0 = Mv (q ′) ≤ Mv (q)).
Then, by the definition of net refinement, there is p′ ∈ SPsnew such that treesv(p′) = treesv(p)\{q ′}∪{q}
and treesw(p′) = treesw(p), for all w = v. Thus, by (4.4), M()(p′) ≤ M()(p) = 0. This, however,
contradicts U being enabled in () and p′ ∈ •U (by (4.6)).
In a similar way, we may show that if • X ∩ ◦v = ∅ then SP(v
•)
new ⊆ M().
Thus we only need to prove that it is impossible to have • X ∩ ◦v = ∅ = • X ∩ ◦v . Indeed, if this
was the case, then by what we have already shown, SP(
•v∪v•)
new ⊆ M() which, by Lemma 4.10, would
mean that •v ∪ v• ⊆ •µe ∪µ•x . Moreover, •v ∩ v• = ∅ since otherwise, by Proposition 4.3(4) and (4.6),
there would be p ∈ SP(•v∩v•)new such that
∑
u∈U W()(p, u) ≥ 2, contradicting U being enabled at the
safe marking M(). Thus, since  is a box (and so is safe) we obtain that v• = ∅, a contradiction with
 being T-restricted.
The above lemma characterises two cases where a step U derived from the net refining a transition v
can be executed in (). The first one is that the step is made possible by the marking of v and thus can
be deduced using the rule (5.13); this is captured by part (3), and by part (4) with (• X ⊆ ◦v ∧ v ∈ µe)
or (• X ⊆ ◦v ∧ v ∈ µx ). The second case characterises those situations when (5.13) cannot be used;
this is captured by part (4) with v ∈ µs or (• X ⊆ ◦v ∧ v ∈ µx ) or (• X ⊆ ◦v ∧ v ∈ µe). Notice that it
applies to the refinement  =Nc; Nd in Fig. 7 and
U = {u2} ⊆ Tv
2
;
new.
Indeed, U is a step enabled inNc; Nd (see Fig. 7), Nd ∈ Boxs , •trees(u2) = •vd = {ed} ⊆ ◦Nd , and
SP(
•v2; )
new = SPi;new = {s2} = MNc ;Nd .
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Proof of Theorem 5.3. For every v ∈ T, let Uv = U ∩ Tvnew and Xv =
⋃
u∈Uv trees(u). Moreover,
let V = {v | Uv = ∅} and (M, Q) be the marking of  whose factorisation is the factorisation µ of .
Finally, for δ ∈{e, x, s}, let Yδ ={v ∈ V ∩ µδ | • Xv ⊆◦v} and Zδ = {v ∈ V ∩ µδ | • Xv ⊆ v◦}. We
now observe that:
R = •⋃v∈Ye •v •∪ •⋃v∈Yx •v •∪ •⋃v∈Ys •v •∪
•⋃v∈Zev• •∪ •⋃v∈Zx v• •∪ •⋃v∈Zs v• ⊆ M. (A.59)
Indeed, the inclusion follows from Lemmata 4.10 and A.1(4). The disjointness of the pre- and post-
sets follows from the following argument: Take, for example, two different v, w ∈ Ye ∪ Yx ∪ Ys . Let
t ∈ Uv and u ∈ Uw (clearly, t = u). Since t and u are simultaneously enabled in a safe marking M(),
•t ∩ •u = ∅. Now, referring to the notation used in Proposition 4.8, it is the case that the two predicates
Inet and Ineu hold. Thus, by the first part of Proposition 4.8, •v ∩ •w = ∅. Thus (A.59) is satisfied.
Hence, by Proposition 3.2(2) and (Dom2) (where the latter implies that each transition v ∈ Ze ∪ Zx ∪
Zs is reversible which guarantees that (M\v•, Q ∪ {v}) is a marking reachable from ◦ or ◦) we have
that
(M ′, Q′) = (M\R, Q ∪ Ye ∪ Yx ∪ Ys ∪ Ze ∪ Zx ∪ Zs)
is a marking reachable from ◦ or ◦. Thus there is a factorisation ξ ∈ fact of (M ′, Q′). It is then
easy to see that
κ = (ξe ∪ Ye ∪ Yx ∪ Ys, µd , ξx ∪ Ze ∪ Zx ∪ Zs, ξs)
is a valid factorisation of (M, Q). Let  be the -tuple of boxes such that  = , κ is the
factorisation of , and, for every v ∈ κd = µd , v = v , so that  ≡ . Then, by Lemma A.1(1,2,3),
we have that
( : ) U→ ( : )
for some . Thus, by Theorem 5.1, () [U 〉 () and, by Proposition 5.2, () = (). As a
result, ′ = ().
A.4. Proof of Theorem 8.1
The proof will proceed by induction on the rank of D. Using (Expr2, 6), one can see that D ∈ Exprwf
implies that all subexpressions of D are well formed.
The base step corresponds to D being a constant. Then (1, 2, 3) follow directly from (7.29), (7.30),
(8.31), and (Expr7). In the inductive step, we consider three cases.
Case 1. D = E , for some static expression E . Then, by (7.27) and (7.29), D ∈ Expre ⊆ Exprd and
D ∈ Exprx ∪ Exprs . Moreover, by the induction hypothesis and (8.34), box(D) = box(E) ∈ Boxs =
Boxe ⊆ Boxd and, by (7.30), box(D) ∈ Boxx ∪Boxs . Thus (1) and (2) are satisfied. Moreover, (3) also is
satisfied, by box(E) = box(D), (Expr6) (which implies that E ∈ Exprδ) and the induction hypothesis.
Hence the result holds in this case.
Case 2. D = E , for some static expression E . Then we proceed similarly as in Case 1.
Case 3. D = op(D). Let µ be the factorisation of D. By the induction hypothesis, for every v ∈ T,
box(Dv) is a static or dynamic box; moreover, for all δ ∈ {e, d, x, s} and v ∈ µδ ,
box(Dv) ⊆ Boxδ (A.60)
which means that µ is also the factorisation of box(D). Furthermore, by (Expr2) and the induction
hypothesis, box(D) is an–tuple satisfying (Dom1) and (Dom2). This andµ ∈ fact means that box(D) ∈
dom and so, by (8.34), well-formedness, and Theorem 5.4, we obtain that box(D) is a static or dynamic
box. We then consider subcases depending on the type of marking of  whose factorisation is µ.
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If µ is the factorisation of the empty marking then µe = µd = µx = ∅. Thus D ∈ Exprs and, by (A.60)
and (8.34) and (4.12), box(D) ∈ Boxs . Moreover, by (7.29) and (7.30), D ∈ Exprδ and box(D) ∈ Boxδ ,
for δ ∈ {e, d, x}. Hence (1) and (2) are satisfied.
If µ is a factorisation of ◦ then, by (7.27) and (7.29), D ∈ Expre ⊆ Exprd and D ∈ Exprx ∪ Exprs .
Moreover, by Proposition 3.2(4), •µe ∪ µ•x = ◦ and µd = ∅. Hence, by (4.12) and (8.34) and (A.60),
box(D) ∈ Boxe ⊆ Boxd . The latter and (7.30) further imply box(D) ∈ Boxx ∪ Boxs . Hence (1) and (2)
are satisfied. If µ is a factorisation of ◦, we proceed in a similar way.
If µ is a factorisation of a complex marking reachable from ◦ or ◦, but different from ◦ and ◦,
then, by (7.27) and (7.29), D ∈ Exprd\(Expre ∪ Exprx ) and D ∈ Exprs . Clearly, by (8.34) and (A.60),
box(D) ∈ Boxs . Suppose box(D) ∈ Boxe ∪ Boxx . Then, by (8.34) and (A.60) and Lemma 4.10, ◦ ⊆
•µe∪µ•x or ◦ ⊆ •µe∪µ•x . Hence, by Proposition 3.2(4), µ is a factorisation of ◦ or ◦, a contradiction.
Thus box(D) ∈ Boxd\(Boxe ∪ Boxx ), and so (1) and (2) are satisfied.
We have shown that (1) and (2) are satisfied. We then observe that (3) follows from (Expr3)–(Expr5),
the induction hypothesis, box(D) = (box(D)), Theorem 5.6, and Proposition 4.2.
A.5. Proof of Theorem 9.1
The proof proceeds by induction on rank(D, H ). In the base step, D ≡ H is directly derived from
the first part of (9.35) or one of (9.36)–(9.39). If D = H then there is nothing to prove; and for (9.36)
the result follows from (8.31) and (Expr7). We will now show that the result holds if D ≡ H has been
derived directly from (9.37) or (9.39) (the proof for (9.38) is similar to that for (9.37)).
Suppose that D = op(D) and H = op(H) are as in (9.37). If D is a box expression then, by
the syntax (7.27), D is an –tuple of box expressions such that the factorisation κ of D belongs to
fact. Moreover, we have µe ⊆ κe and µx ⊆ κx , and so ◦ = •µe ∪ µ•x ⊆ •κe ∪ κ•x . Hence, by
Proposition 3.2(5), we have µ = κ , µd = ∅, H is a tuple of static expressions, and D is an entry
expression. Thus, by H ⊆ Exprs , H is also an entry expression. Conversely, if H is a box expression
then H must be an entry expression and, as before, H must be a tuple of static expressions. Thus D is also
an entry expression. The part of the result for δ ∈ {wf, xcl, edir, xdir} follows from (Expr2)–(Expr6)
and Dv ∈ {Hv, Hv,Hv}, for every v ∈ T, and the fact that the Exprδ’s (for δ ∈ {wf, xcl, edir, xdir}) are
the largest sets satisfying (Expr1)–(Expr7).
Suppose that D = op(D) and H = op(H) are as in (9.39). Assume that D is a box expression (if H is
a box expression, the argument is symmetric). Let φ be the factorisation of D. By (9.40), since D is a box
expression and Dµe = Cµe and Dµx =Cµx , we have that C is an –tuple of box expressions, µe ⊆ φe,
µx ⊆ φx , Cµe ∪ Cµx ∪ Cµs ⊆ Exprs , Dµe ⊆ Exprs and Dµx ⊆Exprs . We now observe that H is a tuple of
box expressions. Indeed, suppose that Hv is not a box expression. Then, by (9.40) and C being a tuple of
box expressions, v ∈ κe ∪κx . Thus, by Cµe ∪Cµx ∪Cµs ⊆ Exprs , it must be the case that v ∈ µd . On the
other hand, since µ and κ are factorisations of the same marking, we have (•µe ∪ µ•x ) ∩ (•v ∪ v•) = ∅.
But this contradicts 3.2(4). Thus, H is a tuple of box expressions whose factorisation, given by
ψ = ((φe\µe) ∪ κe, φd , (φx\µx ) ∪ κx , φs ∪ (µe\κe) ∪ (µx\κx )),
is a factorisation of the same marking as φ. Hence H = op(H) is a box expression and D ∈ Exprδ if and
only if H ∈ Exprδ , for every δ ∈ {e, d, x, s}. The part of the result for δ ∈ {wf, xcl, edir, xdir} follows
from (Expr2)–(Expr6) and Dv, Hv ∈ {Cv, Cv,Cv}, for every v ∈ T, and the fact that the Exprδ’s (for
δ ∈ {wf, xcl, edir, xdir}) are the largest sets satisfying (Expr1)–(Expr7).
In the inductive step, we consider four cases.
Case 1. D ≡ H and rank(H, D) < rank(D, H ). Then, by the induction hypothesis, the result holds
for H ≡ D. Clearly, it then also holds for D ≡ H .
Case 2. There is J such that D ≡ J , J ≡ H , and max{rank(D, J ), rank(J, H )} < rank(D, H ).
Then, by the induction hypothesis, the result holds for both D ≡ J and J ≡ H . Clearly, it then also
holds for D ≡ H .
Case 3. D = ¯D0, H = ¯H0, D0 ≡ H0, and rank(D0, H0) < rank(D, H ). Suppose D is a box
expression (if H is a box expression, the argument is symmetric). Then D0 is a static expression. Hence,
by the induction hypothesis, H0 is also a static expression. Thus D, H ∈ Expre.
If D =D0 and H =H0 the proof is similar.
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Case 4. D = op(D), H = op(H), D ≡ H and, for every v ∈ T , rank(Dv, Hv) < rank(D, H ). Sup-
pose D is a box expression (if H is a box expression, the argument is symmetric). Then D is an -tuple
of box expressions and, by the induction hypothesis, H is an -tuple of box expressions with the same
factorisation as D. Hence H is a box expression and D ∈ Exprδ if and only if H ∈ Exprδ , for every
δ ∈ {e, d, x, s}.
Finally, we observe for the Cases 1–4 that the part of the result for δ ∈ {wf, xcl, edir, xdir} follows from
(Expr2)–(Expr5), the induction hypothesis, and the fact that the Exprδ’s (for δ ∈ {wf, xcl, edir, xdir}) are
the largest sets satisfying (Expr1)–(Expr7).
A.6. Proof of Corollary 9.2
An inspection of the proof of Theorem 9.1 reveals that the factorisations of D and H are factorisations of
the same marking of . Thus, by Theorem 8.1, the factorisations of box(D) and box(H) are factorisations
of the same marking of . Moreover, by Proposition 8.2(1) and D = C = H, we have box(D) =
box(H). And, if v ∈ µd = κd , then Dv = Cv = Hv . Hence box(D) ≡ box(H).
A.7. Proving Theorem 9.3
The proof is preceded by two auxiliary lemmata.
LEMMA A.2. If D is an entry or exit expression then D ≡ D or D ≡D, respectively.
Proof. We proceed by induction on rank(D). In the base step, D is a dynamic constant, and D ≡ D
or D ≡D follows from (8.31), (8.32), and (9.36). In the inductive step we consider four cases.
Case 1. D = E and E is a static expression. Then E = D and D = E = D ≡ D since ≡
is reflexive.
Case 2. D = E and E is a static expression. We then proceed similarly as in Case 1.
Case 3. D = op(D) and the factorisation µ of the -tuple of box expressions D is a factorisation
of the entry marking of  and for each v ∈ T, rank(Dv) < rank(D). By the induction hypothesis
and (9.42), we have op(D) ≡ op(H) where, for every v ∈ T,
Hv =


Dv if v ∈ µe
Dv if v ∈ µx
Dv otherwise.
Notice that Dv = Dv for v ∈ µe ∪ µx since µd = ∅ as µ is a factorisation of ◦. We may now ap-
ply (9.37) to conclude that op(H) ≡ op(D) which, together with Proposition 8.2(1) and (9.35),
yields D ≡ D.
Case 4. D = op(D) and the factorisation of the -tuple of box expressions D is a factorisation of
the exit marking of . We then proceed similarly as in Case 3.
LEMMA A.3. Let D and H be well-formed static expressions such that box(D) and box(H ) have the
same sets of places. Then D ≡ H.
Proof. We proceed by induction on max{rank(D), rank(H )}. In the base step, D and H are static con-
stants and so, by (7.25) and the fact that box(D) and box(H ) share at least one place, we have box(D) =
box(H ). Hence, by (9.36), D ≡ H . In the inductive step, we have D = op(D) and H = op(H).
From S(box(D)) = S(box(H )) and the definition of net refinement, it follows that Sbox(Dv ) = Sbox(Hv ), for
every v ∈ T. Hence, by the induction hypothesis, Dv ≡ Hv . Thus D ≡ H, and so D ≡ H holds by
(9.42).
Proof of Theorem 9.3. (⇒) The proof proceeds by induction on rank(D, H ). In the base step we
consider five cases.
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Case 1. D = H , or D and H are flat expressions and box(D) = box(H ). This case is trivial.
Case 2. D = op(D) and H = op(H) where op(D) and op(H) are as in (9.37). Then H is an
entry expression so, by Theorem 9.1, D is also an entry expression. Moreover, by Proposition 8.2(1)
and D = H, box(D) = box(D) = box(H) = box(H ). Hence, by Theorem 8.1(2), box(D) =
box(H ) = box(op(H)).
Case 3. D = op(D) and H =op(H) where op(D) and op(H) are as in (9.38). Then we proceed
similarly as in Case 2.
Case 4. D = op(D) and H = op(H) where op(D) and op(H) are as in (9.39). Then, by
Corollary 9.2, box(D) ≡ box(H) which, by Proposition 5.2, means that box(D) = box(H ).
In the inductive step, we consider four cases.
Case 1. H ≡ D and rank(H, D) < rank(D, H ). Then, by the induction hypothesis, box(H ) =
box(D).
Case 2. There is J such that D ≡ J , J ≡ H and max{rank(D, J ), rank(J, H )}< rank(D, H ). Then,
by the induction hypothesis, box(D) = box(J ) = box(H ).
Case 3. D = D0 and H = H0 and D0 ≡ H0 and rank(D0, H0) < rank(D, H ). (If D =D0 and H =H0
the proof is similar.) Then, by the induction hypothesis, box(D0) = box(H0). Hence, by Theorem 8.1(2),
box(D) = box(D0) = box(H0) = box(H ).
Case 4. D = op(D), H = op(H), D ≡ H, and, for every v ∈ T , rank(Dv, Hv) < rank(D, H ).
Then, by the induction hypothesis, box(D) = box(H). Hence, by (8.34), box(D) = box(op(D)) =
(box(D)) = (box(H)) = box(op(H)) = box(H ).
(⇐) By Theorem 8.1 and box(D) = box(H ), it suffices to consider the following four cases.
Case 1. D, H ∈ Exprs . Then D ≡ H follows from Lemma A.3.
Case 2. D, H ∈ Expre. Then, by Lemma A.2, D ≡ D and H ≡ H. By Proposition 8.2(1) and
box(D) = box(H ), box(D) = box(H). Thus, by Lemma A.3, D ≡ H. Hence, by (9.41) and the
symmetry of ≡, D ≡ D ≡ H ≡ H . Thus, by the transitivity of ≡, D ≡ H .
Case 3. D, H ∈ Exprx . Then we proceed similarly as in Case 2.
Case 4. D, H ∈ Exprd\(Expre ∪Exprx ). Then we proceed by induction on max{rank(D), rank(H )}.
In the base step, D and H are dynamic constants, and D ≡ H follows from (9.36). In the inductive step,
we have D = op(D) and H = op(H) where max{rank(Dv), rank(Hv)} < max{rank(D), rank(H )},
for every v ∈ T. By Proposition 8.2(1) and box(D) = box(H ), we have (box(D)) = (box(H)),
so SDv = SHv for every v ∈ T. Hence, by Lemma A.3, D ≡ H. Since box(D) = box(H) and
box(D) = box(H ), by Proposition 5.2, box(D) ≡ box(H). Let µ and κ be factorisations of respectively
D and H (note that µd = κd ). We have box(Dµd ) = box(Hµd ) and Dµd  = Hµd ; hence, by the induction
hypothesis, Dµd ≡ Hµd . Moreover, by Lemma A.2,
Dµe ≡
⌊
Dµe
⌋
, Dµx ≡
⌊
Dµx
⌋
, Hκe ≡
⌊
Hκe
⌋
and Hκx ≡
⌊
Hκx
⌋
.
Then one can show D ≡ H by applying (9.39), (9.41), and (9.42).
A.8. Proof of Theorem 9.6
If U = ∅ then, by (9.44) and  = box(D), the result holds for H = D. If U = ∅ then we first recall
that either U = {skip}, or U = {redo}, or U ⊆ Tboxtree.
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Suppose U = {skip} (the case U = {redo} is similar). Then box(D) ∈ Boxe and  = box(D). By
Theorem 8.1, D ∈ Expre. Hence, by Lemma A.2, D ≡ D. Thus, by (9.43) and (9.44),
D ∅→ D {skip}−−−→D.
Hence, by (9.45), D {skip}−−−→D and we can take H =D since
box(H ) = box(D) =box(D) = .
If U ⊆ Tboxtree then box(D) [U 〉  and we proceed by induction on the maximal depth h of the transition
trees in U (such an inductive argument is valid since U is a finite set of finite trees).
In the base step (h = 0), by Proposition 8.2(2), D is a flat expression. Hence, from (2), (8.33),
and (9.46) it follows that there is an axiom D U→ H , where H is a flat expression such that box(D)
[U 〉 box(H ). The latter further implies that box(H ) = .
In the inductive step (h > 0), by Proposition 8.2(2), we may assume that D = op(D), for some 
and D. Hence, by Theorem 8.1, we have box(D) ∈ dom and (box(D)) [U 〉 . From Theorem 5.3 it
follows that there are -tuples in the domain of , , and , such that box(D) ≡  and  = ()
and
( : ) U→ ( : ). (A.61)
We next observe that there is a well-formed box expression op(F) such that op(D) ≡ op(F) and
box(F) = . That op(F) exists can be shown in the following way. Let µ and κ be respectively the
factorisations of box(D) and  which are factorisations of the same complex marking of  (notice
that, by Theorem 8.1, µ is also the factorisation of D). By Lemma A.2 and (9.42), we may assume
Dµe ⊆ ¯Exprs and Dµx ⊆ Exprs . Let C be the –tuple of well-formed expressions such that, for every
t ∈ T: Dv = ¯Cv if v ∈ µe; Dv =Cv if v ∈ µx ; and Dv = Cv otherwise.
Then, by (9.39), op(D) ≡ op(F) where, for every v ∈ T: Fv = Cv if v ∈ κe; Fv = Cv if
v ∈ κx ; and Fv = Cv otherwise. Hence, by Theorem 9.1, op(F) is a well-formed box expression which
satisfies box(F) = . Indeed, box(F) = box(D) = , the factorisation of F is κ , and, by µd = κd ,
box(Fκd ) = κd .
Define, for every v ∈ T, Uv = U ∩ Tvnew = {u1v, . . . , ukvv }. By (A.61), we have, for every v ∈ T ,
v
[
trees
(
u1v
)
•∪ · · · •∪trees(ukvv )〉v
and only finitely many kv are greater than zero. Thus, by the induction hypothesis and the U = ∅ case,
for every v ∈ T , there is a well-formed box expression Hv such that box(Hv) = v and
Fv
trees(u1v) •∪··· •∪trees(ukvv )−−−−−−−−−−−−−−−−−−−−−−−−−−−→ Hv.
Hence, by (9.47), op(F) U→ op(H). And, by Theorem 9.5, we obtain that H = op(H) is a well-
formed box expression such that box(op(F)) [U 〉 box(H ). Thus, by Theorem 9.3 and D ≡ op(F), we
have box(D) [U 〉 box(H ), and so box(H ) = .
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