Abstract. In unweighted case, approximation ratio for the independent set problem has been analyzed in terms of the graph parameters, such as the number of vertices, maximum degree, and average degree. In weighted case, no corresponding results are given for average degree. It is not appropriate that we analyze weighted independent set algorithms in terms of average degree, since inserting the vertices with small weight decreases average degree arbitrarily without significantly changing approximation ratio. In this paper, we introduce the "weighted" average degree and "weighted" inductiveness, and analyze algorithms for the weighted independent set problem in terms of these parameters.
Introduction
An independent set in a graph is a set of vertices in which no two vertices are adjacent. The (weighted) independent set problem is that of finding a maximum (weight) independent set. There have been proposed and analyzed numerous approximation algorithms for this problem. In unweighted case, an algorithm with approximation ratio ∆/6 + O(1) was proposed by Halldórsson and Radhakrishnan [6] for the graphs with the maximum degree ∆. Vishwanathan proposed the SDP-based algorithm whose approximation ratio is O(∆ log log ∆/ log ∆) [3] . For the graphs with the average degree d, Hochbaum [7] proved that a version of Greedy algorithm has approximation ratio (d + 1)/2. Halldórsson and Radhakrishnan [5] improved this approximation ratio to (2d + 3)/5. Moreover, an algorithm with approximation ratio O(d log log d/ log d) was proposed by Halldórsson [2] . In weighted case, Halldórsson and Lau [4] gave an algorithm with approximation ratio (∆ + 2)/3. For the δ-inductive graphs approximation ratio (δ + 1)/2 is known due to Hochbaum [7] , and Halldórsson [2] proposed an algorithm with approximation ratio O(δ log log δ/ log δ). Note that δ ≤ ∆ for any graph.
In this paper, we extend the approximation algorithms of [2, 7] to the weighted case. Since inserting the vertices with small weight decreases d arbitrarily without significantly changing approximation ratio, we introduce the weighted average degree d w and analyze the approximation ratio. For weighted graphs, there exist approximation algorithms whose approximation ratio is analyzed in terms of inductiveness. We extend inductiveness to weighted version and introduce the weighted inductiveness δ w .
The rest of this paper is organized as follows. In Section 2 we define the weighted average degree and the weighted inductiveness. We also show the relationship between various degrees. In Section 3 we propose a greedy algorithm whose lower bound is max(W/(d w +1), W/(δ w +1)), where W is the total weight. We also prove that this algorithm has approximation ratio δ w . In Section 4 we prove that the approximation ratio of min((d w +1)/2, (δ w +1)/2) can be achieved. Finally we will prove that the approximation ratios of O(d w log log d w / log d w ) and O(δ w log log δ w / log δ w ) can be achieved in Section 5. We will assume that the input graphs have no isolated vertices.
Preliminaries

Definitions
Let G be an undirected graph where each vertex v has positive weight w v . Let V (G) and E(G) denote the vertex set and the edge set of G, respectively, as usual. Let W (G) be the sum of the weights of all vertices. n(G) is the number of vertices in G. Let ∆(G) and d(G) denote the maximum and the average degree of G,
where H ⊆ G denotes that H is a subgraph of G. Let π be an ordering of vertices in V , that is, a one to one map V → {1, 2, . . . , n}(n = |V |). We define the right degree of a vertex v in G with respect to π as follows:
The right degree of a vertex v is the number of adjacent vertices to the right when we arrange vertices from left to right according to π. 
is the maximum weighted degree of G. We will omit G if it is clear from the context. We define the weighted average degree d w (G) of graph G as follows:
In fact, we can represent the weighted average degree in the following form:
The weighted inductiveness δ w (G) of a graph G is given by
We define the right weighted degree of a vertex v for an ordering π in G as follows:
We denote α w (G) as the weight of the optimal solution of the weighted independent set problem on G. For an algorithm A, A(G) denotes the weight of the independent set obtained by A on G. Then the approximation ratio of A is defined by
We will consider unweighted graphs as weighted ones where each vertex has unit weight. α(G) denotes the size of a maximum independent set on G.
Weighted inductiveness
Let π be an ordering of the vertices of G and v i be a vertex with π(
We can find a smallest-first ordering in polynomial time. We can prove the following theorem in the same manner as in the case of unweighted inductiveness [8] .
Theorem 1. For any ordering π, the inequality
holds. Moreover, if π is a smallest-first ordering, then the equality 
Proof. We can prove inequalities (8) and (9) straightforward by considering the non-decreasing order and the non-increasing order of weight, respectively. (11) follows immediately from the definition of measures. Finally, we prove inequality (10) . We can get the following inequalities:
Thus,
Hence, this theorem holds.
3 Greedy algorithm
Previous results
For unweighted graphs, the greedy algorithm can be written as follows. We select a minimum degree vertex as a vertex in the independent set I, and delete this vertex and all of its neighbors from the graph. We repeat this process for the remaining subgraph until the subgraph becomes empty. This algorithm attains the Turán bound [5, 7] ;
For weighted graphs, there exists an algorithm which attains the following lower bound [2, 8] 
Algorithm for the weighted graphs
Our greedy algorithm for the weighted graphs is almost the same as the unweighted greedy algorithm. The difference is that, instead of selecting a minimum degree vertex, our algorithm selects a minimum weighted degree vertex. We call this algorithm WG.
Lower bound
We use the following proposition.
Proof. The inequality is equivalent to
This inequality comes from the Cauchy-Schwarz inequality i x
Let I be the independent set obtained by WG. Let v i be the i-th vertex selected into the independent set I. Let G i be the subgraph induced by the remaining vertices at the beginning of the i-th iteration.
Theorem 3. WG produces the independent set satisfying the inequality
Proof. We first argue the lower bound of d w W as follows:
, we can deduce the inequality
Finally we apply Proposition 1 with
holds, which implies the theorem.
Note that WG can find an independent set with the following lower bound [9] :
This lower bound also leads to Theorem 3.
Theorem 4. WG produces the independent set satisfying the inequality
holds. With this inequality, we can prove this theorem in the same way as Theorem 3.
Proposition 2. The lower bounds of Theorems 3 and 4 are tight.
Proof. We illustrate the tight example for both theorems. Let G be a star graph with n vertices. We assign weight w to the central vertex and w/ √ n − 1 to the other vertices. In this graph,
output the singleton with the central vertex. In this case, WG(G) = w and thus the inequalities in Theorems 3 and 4 hold with equality.
Approximation ratio
Theorem 5. WG attains approximation ratio δ w .
Proof. Let
and H i be the induced subgraph by V i of G. We will prove the inequality
. By the property of WG and the definition of the weighted inductiveness, the inequality d w (v i , H i ) ≤ δ w holds. By the definition of weighted degree, the inequality max(
Proposition 3. The approximation ratio δ w of WG is tight.
Proof. The graph in Proposition 2 is the tight example.
Linear programming algorithm
Unweighted results
We will consider the combination of linear programming and the greedy algorithm. With the lower bound (12), Hochbaum [7] proved that this combination achieves the approximation ratio (d+1)/2. In this section we extend Hochbaum's analysis to the weighted case and prove that the proposed algorithm has the approximation ratios (d w + 1)/2 and (δ w + 1)/2.
LP relaxation for the weighted independent set problem
The weighted independent set problem can be formulated in the integer programming as follows:
Relaxing the integral constraint, we can deduce the following linear programming:
We can obtain the optimal solution to this LP each of whose elements is 0, 1/2, or 1 [10] . We classify the vertices into three sets according to the value of x i , that is,
Note that S 1 is an independent set of G and no vertex in S 1/2 has a neighbor in S 1 . We also note that S 1/2 induces the subgraph with no isolated vertices.
Algorithm
We first solve the LP relaxation to divide the vertex set V into three subsets S 1 , S 1/2 , and S 0 as above. We then apply WG to the subgraph H induced by S 1/2 to obtain an independent set I H of H. Finally, we output the independent set I = S 1 ∪ I H . We call this algorithm WGL.
Approximation ratio
From Theorem 3, we can prove the following theorem in the same manner as the Hochbaum's proof [7] of the approximation ratio (d + 1)/2 for unweighted graphs.
Theorem 6. Approximation ratio of WGL is (d w + 1)/2.
We prove the approximation ratio in terms of the weighted inductiveness. In this paper, we defined the weighted average degree d w and the weighted inductiveness δ w , and proved the lower bound of the weight of the independent set obtained by the weighted greedy algorithm. We also proved that this algorithm has approximation ratio δ w . Combining with LP, we obtained the approximation ratio min((d w +1)/2, (δ w +1)/2). Also combining with SDP, we proved that approximation ratio can attain O(d w log log d w / log d w ) and O(δ w log log δ w / log δ w ).
