ABSTRACT In many real applications, an object is usually represented with multiple views, providing compatible and complementary information to each other. Therefore, it is highly desirable to recognize the object from distinct and even heterogeneous views. In this paper, we propose a novel method, the named multi-view locality adaptively discriminant analysis (MvLADA), for multi-view classification. The MvLADA integrates subspace learning and weighted matrix learning into a uniform framework, where the weighted matrix is adaptively attained and shared by all views. Compared with the most existing LDA-based multi-view methods, the MvLADA adaptively assigns different weights to each sample, which enhances MvLADA's flexibility in practical applications. Moreover, the learned weighted matrix shared by all views exploits the point's neighbor relationship automatically without requiring a kNN procedure. Besides, the MvLADA is a parameter-free method without imposing any additional parameters. We validate the proposed MvLADA on three real-world datasets, indicating a better performance than the state-of-the-art multi-view algorithms.
I. INTRODUCTION
In many real world applications, a mass of collected data from multiple views are available. Taking images for example, we can usually describe them in different visual descriptors, such as color, texture, shape, HOG, SIFT and so on. Generally, these different types of features may characterize different specific information. Therefore, better performance could be achieved by leveraging the complementary information from multiple views. Recently, multi-view learning methods have attracted more and more attentions, and have demonstrated the effectiveness in many applications, such as clustering [1] , [2] , classification [3] , [4] , outlier detection [5] , and so on. According to whether the class label information is exploited, existing multi-view classification approaches can be roughly divided into three categories: the unsupervised methods, semi-supervised methods and supervised models.
A. THE UNSUPERVISED MODELS
Canonical Correlation Analysis (CCA) [6] , [7] and Partial Least Squares (PLS) [8] are two classical statistical methods,
The associate editor coordinating the review of this manuscript and approving it for publication was Jeon Gwanggil. which aim to find two transforms to respectively project the samples from the two views into a common latent subspace. CCA tries to maximize the cross correlation between two views, while PLS aims to maximize the covariance between the projected features. However, these methods only considered two view features at one time. So their extensions such as MCCA [9] and tensor CCA (TCCA) [10] are proposed for multi-view problems. Since the discriminant information is useful for classification tasks, the aforementioned methods are limited due to the fact that they don't utilize the label information.
B. THE SEMI-SUPERVISED METHODS
In real-world applications, except for unlabeled samples, there are also a few labeled samples. Semi-supervised learning method [11] - [14] is proposed for multi-view classification by taking advantage of the combination of both labeled and unlabeled data. For example, Zhu et al. [11] proposed a method to leverage the information contained in pseudo-labeled images to improve the prediction performance, which firstly adopts the labeled images to train view-specific classifiers independently using uncorrelated and sufficient views, then iteratively re-trains each specific-classifier with respect to a measure of confidence using initial labeled samples and additional pseudo-labeled samples, and finally utilizes the maximum entropy principle to assign appropriate category labels to unlabeled images via optimally trained view-specific classifiers. However, the inter-view information is not fully used in the learning process. To well exploit both the inter-view and intra-view information, Nie et al. [2] introduced a nearly parameter-free method, called Multi-view Learning with Adaptive Neighbors (MLAN), which performs classification and local structure learning simultaneously. Although the local structure is preserved, the label information that is proved to be useful for classification is ignored. In addition, the learning of similarity matrix is performed in the high-dimensional input subspace, where the samples are always with a compact and sparse distribution. As result, the complexity distribution may reduce the classification performance.
C. THE SUPERVISED APPROACHES
Linear regression [15] , [16] and Linear Discriminant Analysis (LDA) [17] , [18] are two widely used techniques with good performance for single view classification. Recently, multi-view classification methods attracted more and more attention with the emergence of multiple views data [19] , [20] . For example, Zheng et al. [21] proposed a multi-view low-rank regression model by imposing low-rank constraints on multi-view regression model. Based on well-preserved class structure by LDA, Discriminant CCA (DCCA) [22] is used for exploiting the discriminant structure in multi-view learning. It maximizes the within-class correlation and minimizes between-class correlation across two views. Sharma et al. [23] proposed a Generalized Multi-view Analysis (GMA) framework to achieve a discriminative common subspace. It aims to preserve the supervised structure of each view and keep the projections of different views close to each other in the latent common space. Kan et al. [24] proposed a Multi-view Discriminant Analysis (MVDA) approach to find a single discriminant common space for multiple views. It maximizes the between-class variations and minimizes the within-class variations from both intra-view and inter-view in the common space. However, there are still some disadvantages. First, they assume that the input data obeys the Gaussian distribution globally. In real world applications, the data may be multimodally distributed, which means that each class with a unique distribution. They fail in these occasions because they can't capture the underlying local structure. Second, they consider each sample has the same contribution, which reduces the flexibility of these approaches due to the heterogeneous distribution of real-world data. Third, some locality-aware methods [3] , [25] - [27] involve a kNN procedure, and the neighbors found in the original data are not reliable to reveal the intrinsic local structure.
To handle the aforementioned issues, motivated by the single view based technique Locality Adaptive Discriminant Analysis (LADA) [28] , we propose a novel supervised multi-view classification method, called Multi-view Locality Adaptive Discriminant Analysis (MvLADA). It integrates linear transforms learning and weighted matrix learning into a uniform framework, where the adaptively learned weighted matrix is shared by all views. Compared with most existing LDA-based multi-view discriminant approaches, MvLADA exploits the point's local relationship adaptively in the learned subspace without requiring a kNN procedure. On the other hand, MvLADA exploits the between-class variation by constructing a covariance matrix. Besides, the Small Sample Size (SSS) problem is avoided because MvLADA doesn't calculate the inverse of the within-class scatter matrix.
In summary, the major contributions of MvLADA are as follows:
• MvLADA automatically assigns different weights to each sample, adaptively captures the neighbor relationship of data points in the desired subspace, and exploits the intrinsic local structure of data manifold.
• There is no additional parameter in the objective.
MvLADA learns a weighted matrix adaptively without performing a kNN process. It is nearly free of parameter so that be more practical to deal with real world application.
• No arbitrary assumption on the data distribution.
• Avoiding the SSS problem.
II. RELATED WORK
Notations: In this paper, the matrices are indicated as bold uppercase letters, and the vectors are represented by bold lowercase letters.
A. REVIEW OF MVDA
Given the data samples
ij is the jth sample from the vth view of the ith class of d v dimension, c is the number of classes, and n v i is the number of samples from the vth view of ith class. MVDA [24] aims to find m linear transformation matrices W 1 , W 2 , . . . , W m that can respectively project the samples from m views to one discriminant common space, where the between-class variation is maximized while the within-class variation is minimized. For this purpose, the objective of MVDA is written as:
where According to the arithmetic operations, Eq. (1) can be reformulated as:
with
where,
Due to the complexity to solve the above trace ratio problem in Eq. (2), Eq. (2) is always reformulated into the following ratio trace form:
From the objective function, it can be clearly seen that MVDA exploits the discriminant information from both the intra-view and the inter-view. However, MVDA suffers from the following issues: (1) each sample presents equivalent importance, degrading the flexibility in many real application due to the complex distribution. (2) MVDA handles the Gaussian distribution data because of capturing the global structure, which, however, might be insufficient for multimodally distributed data in real world applications. (3) Eq. (7) is required to calculate the inverse of Z , possibly leading to the SSS problem.
III. MULTI-VIEW LOCALITY ADAPTIVE DISCRIMINANT ANALYSIS
To address the aforementioned limitations, we propose a Multi-view Locality Adaptive Discriminant Analysis (MvLADA) method for dimensionality reduction by extending LADA to study multiple views. First, the objective function of MvLADA is described and theoretically analyzed. Then, an adaptive learning strategy is designed to obtain the optimal solution.
A. PROBLEM FORMULATION
Our goal is to simultaneously learn a set of optimal transformation matrices W v (v = 1, 2, · · · , m), and a weighted matrix S which is introduced to capture the local relationship between data points. The objective function is defined as:
whereñ i is the number of samples from the ith class in each view; N is the number of samples from each view; S is a weighted matrix shared by all views; s i kl means the weight between the kth and lth sample in class i, and the remaining definitions are the same as those in MVDA. Note that, x v i is the ith sample in the whole dataset from the vth view, which is different from x v ik . In Eq. (8), the constraints on S avoid the case that some rows of S are all zeros. Supposing the transformation
is small, which means x v ik and x v il are similar in the learned subspace. In the next step, when we fix S and optimize W v (v = 1, 2, · · · , m) again, the objective function emphasizes the similar points in the previously learned subspace. Consequently, the points' relationship in the desired subspace can be learned by optimizing S and W v (v = 1, 2, · · · , m) iteratively.
B. OPTIMIZATION
Here, an adaptive learning strategy is presented to solve problem (8) . First, the weight of the points in the class i is initialized as
, and the weight of points from different classes is set to 0. Then the optimal solution can be computed by solving W v (v = 1, 2, · · · , m) and S iteratively.
Step 1: When S is fixed, update W v (v = 1, 2, · · · , m). Formally, denote the denominator in Eq. (8) asS t , and it can be reformulated as follows:
where 
Similarly, denote the numerator in Eq. (8) asS w , and it can be further reformulated as follows:
where
Therefore, Eq. (8) is expressed:
where Tr() indicates the trace operator. The above trace ratio problem can be efficiently solved by the optimization algorithm [29] .
Step 2:
is fixed, the denominator in Eq. (8) is also fixed. Thus, the objective function (8) can be reduced to:
where S i k is a column vector with its lth element equal to s i kl . Denoting a column vector α equal to S i k , and denoting
, Eq. (15) is simplified to:
According to [28] , α can be computed as:
Accordingly, the optimal solution to the problem Eq. (14) is:
By optimizing W v (v = 1, 2, · · · , m) and S iteratively, our method is capable of quantifying the data points' local relationship in the desired subspace. Moreover, our method is totally self-weighted without tuning parameters. The optimization process is summarized in Algorithm 1.
For MvLADA, the over-reducing problem doesn't exist because D is of full rank. In addition, since the algorithm doesn't calculate the inverse of B, the SSS problem is also avoided. Proof: For the denominator in Eq. (13), we can easily get:
Algorithm 1 The Optimization Process
Similarly, the numerator in Eq. (13) satisfies:
Combining Eqs. (18) and (19), we can derive:
So, Eq. (13) 
Proof: Since W (t) is obtained by the algorithm [29] , we have
In addition, Eq. (14) is a convex problem, and
Eq. (23) means that:
Incorporating Eqs. (22) and (24), we can get
So, the objective monotonically decreases in each iteration, and converges to the lower bound finally.
IV. EXPERIMENT
In this section, experiments are conducted on three real-world databases to demonstrate the feasibility of the proposed MvLADA. First, m linear transformation matrices are learned by performing MvLADA. Then, the testing samples from each single view are respectively transformed into a low-dimensional subspace. Third, the nearest neighbor classifier is used to classify the obtained low-dimensional data from each single view. In all experiments, we set the number of the nearest neighbors be 5. Finally, we employ voting method to decide the final class of each sample. In each experiment, the desired projection direction number is adjusted to get the best classification accuracy. We construct a new dataset including two/three views by arbitrarily combining two/three different view features from each database. For each new dataset, we randomly choose several samples for training, and use the remaining samples for testing. After 10 random splits, the averaged classification accuracies and standard deviations are reported.
A. DATASETS
The proposed MvLADA is evaluated on three widely-used datasets: MSRC [30] , Caltech101 [31] , and Handwritten numerals(HW) [32] . MSRC [30] consists of 240 images of 8 classes. We select 7 classes, and extract the features of HOG (V1), GIST (V2), Local Binary Pattern (V3), and Centrist (V4) from each image to construct different view features. Caltech101 [31] contains images of 101 classes. We select 238 images of 7 classes, and extract the features of HOG (V1), SIFT (V2), and LBP (V3). Handwritten numerals(HW) [32] contains 2000 data points of 10 categories from 0 to 9 digit. Four features are extracted, i.e., Fourier coefficients of the character shapes (V1), profile correlations (V2), Karhunen-love coefficients (V3), and pixel averages in 2 × 3 windows (V4). A brief description of these datasets is shown in Table 1 . 
B. COMPETITORS
We choose three multi-view learning algorithms as baselines: (1 Table 2 illustrates the averaged classification accuracies and standard deviations of different methods. It can be seen that the proposed MvLADA achieves the best performance on MSRC, Caltech101 and HW. Specifically, the proposed MvLADA achieves higher values by about 0.01%, 1.67%, and 0.26% on MSRC, compared with the second-best method MLR. For Hw, MvLADA outperforms the second performer MLAN by about 1.15%, 0.15%, 0.45% and 0.85%. For Caltech101, our method achieves by about 0.51% compared with the second performer MLR. Although the difference is small, both MLAN and MLR suffer from the additional parameters, which limit the practical applications.
C. EXPERIMENTAL RESULTS
In addition, our proposed MvLADA algorithm obviously outperforms MVDA. For example, our method achieves by about 10%, 3.75%, 2.1% and 2.65% higher for the HW database over than that from the MVDA. This is primarily because MvLADA exploits the local structure of data, and finds the principle projection directions without imposing any assumption on the data distribution.
Furthermore, we plot the curves of classification accuracy via the projection direction number in Figure 1 . Obviously, our method is more stable compared with other algorithms.
D. DISCUSSION
To further investigate the performance of our method, we visualize the learned weighted matrix S. To be more intuitive, we just visualize S i for the ith class on each dataset as shown in Figure 2 . It can be observed that the value of each point varies, meaning the different weights imposed on the corresponding input sample. This indicates that each sample contributes correspondingly. Some points appear nearly equal to zero, which suggests that both the embedded local structure and neighbor relationship are preserved automatically without presetting a neighbor number. In addition, the weighted matrix is learned adaptively, enabling MvLADA more flexible for multiple distributed data.
V. CONCLUSION
In this paper, we propose a novel supervised multi-view classification method, called Multi-view Locality Adaptive Discriminant Analysis (MvLADA). It obtains a set of linear transforms and a weighted matrix shared by all views simultaneously. MvLADA automatically assigns different weights to each sample, and adaptively captures the points' neighbor relationship in the desired subspace. Compared to MVDA, the proposed MvLADA is more flexible to deal with practical data, because of no Gaussian assumption to the data distribution. In addition, MvLADA avoids any additional parameter. Experimental results on various datasets demonstrate that our method outperforms the state-of-the-art techniques. However, MvLADA ignores the discriminant information computed from the inter-view. Hence, We will further extend our method to exploit the discriminant information from both the intra-view and the inter-view, and analyze the connection between MvLADA and MVDA clearly. WEI XIA received the B.Eng. degree in communication engineering from the Lanzhou University of Technology, Lanzhou, China, in 2018. He is currently pursuing the Ph.D. degree in communication and information system with Xidian University, Xi'an, China. His research interests include pattern recognition, machine learning, and deep learning.
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