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Abstract
We derive a number of equivalent criterions for the variable exponent
Hardy type inequality∥∥∥∥ 1x
∫ x
0
f(t)dt
∥∥∥∥
Lp(.)(0,1)
≤ C ‖f‖
Lp(.)(0,1) ; f ≥ 0.
to hold, whenever the exponent p : (0, 1) → (1,∞) is increasing or de-
creasing near small neighborhood of the origin.
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weighted inequality, necessary and sufficient condition.
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1 Introduction
We study Hardy’s inequality∥∥x−1Hf∥∥
Lp(.)(0,1)
≤ C ‖f‖Lp(.)(0,1) (1.1)
in the norms of variable exponent Lebesgue space Lp(.)(0, 1). Here Hf(x) =∫ x
0 f(t)dt is Hardy’s operator and the constant C > 0 does not depend on arbi-
trary positive measurable function f. This subject has been studied by several
authors (see, e.g. [2], [4], [5], [7], [8], [9], [11], [12], [13], [14], [15], [16], [17]).
1
There are several sufficient conditions on the function p : (0, 1)→ (1,∞) for
the inequality (1.1) to hold. They are expressed in terms of regularity conditions
for p at the origin. It follows from the results of works [4], [9], [15] ( see, also [2],
[12], [14]) that the inequality (1.1) holds if p− = inf p > 1, p+ = sup p(x) <∞
and the condition
A := lim sup
x→0
|p(x)− p(0)| log
1
x
<∞. (1.2)
is satisfied.
One can think that the inequality (1.1) does not need for a condition type of
(1.2) at all. Since there exists an example of function p for which the inequality
(1.1) is violated by some sequence of functions {fk} (see, [9], [7]), we see that
the inequality (1.1) does not hold without restriction on p (Note, the p there is
not monotone and does not satisfy (1.2)). In [11] (see, also [7]), we had proved
that the condition
B := lim sup
x→0
[
p(x)− p
(x
2
)]
log
1
x
<∞ (1.3)
is necessary for this case. Note that, condition (1.3) is strictly weaker than (1.2).
This condition is new and somewhat surprising. For example, it is satisfied by
p(x) = p(0)+ C
(ln 1x )
α and 0 < α < 1, C > 0, whereas the condition (1.2) is not
satisfied. For the exponent, that is nondecreasing near the origin, the condition
(1.3) is also sufficient if the number B satisfies B < p(0) (p(0)− 1) (see, [11]).
Unfortunately, the good condition (1.3) is no longer sufficient for the inequality
(1.1) to hold if the condition on B be ignored. In this case, a necessary and
sufficient condition is still an open problem.
In Theorem 2.2, we prove that the condition∫ 1
a
(
a
1
p′(a) x
− 1
p′(x)
)p(x) dx
x
≤ C, 0 < a < 1 (1.4)
and several other equivalent conditions are necessary and sufficient for the in-
equality (1.1) to hold in the case of nondecreasing exponents.
Also, in Theorem 2.1, we prove that no condition is needed if the exponent
p is nonincreasing at small neighborhood of the origin.
We refer to the monograph [3] and references therein for a full description
of variable exponent Lebesgue spaces and boundedness of classical integral op-
erators there.
2 Main results and notation
As to the basic properties of spaces Lp(.) , we refer to [6], [18]. Throughout
this paper, it is assumed that p (x) is a measurable function in (0, 1) , taking its
values from the interval [1,∞) with p+ = sup {p (x) : x ∈ (0, 1)} < ∞ . The
space of functions Lp(.) (0, 1) is introduced as the class of measurable functions
2
f (x) on (0, 1) which have a finite Ip(.) (f) =
∫ 1
0
|f |p(x) dx modular. A norm in
Lp(.) (0, 1) is given in the form
‖f‖ =
{
λ > 0 : Ip(.)
(
f
λ
)
≤ 1
}
.
For 1 < p−, p+ <∞ the space Lp(.)(0, 1) is a reflexive Banach space.
The relation between modular and norm is expressed by the following in-
equalities (see, f.e. [18]):
‖f‖
p+
Lp(.)(0,l)
≤ Ip (f) ≤ ‖f‖
p−
Lp(.)(0,l)
, 1 ≥ ‖f‖p(.), (2.1)
‖f‖
p−
Lp(.)(0,l)
≤ Ip (f) ≤ ‖f‖
p+
Lp(.)(0,l)
, 1 ≤ ‖f‖p(.) . (2.2)
Such estimates alow us to perform our estimates in terms of a modular.
For the function 1 ≤ p(x) < ∞ p′(x) denotes the conjugate function of
p(x), 1
p(x) +
1
p′(x) = 1 and p
′ =∞ if p = 1. We denote by C,C1, C2, ... various
positive constants whose values may vary at each appearance. By χE we denote
the characteristic function of set E. We say the function f is almost increasing
(almost decreasing) on [0, 1] if f(x) ≤ Cf(y) (f(y) ≤ Cf(x)) for all x ≤ y in
[0, 1] and C > 0.
Following main results are obtained in this paper.
Theorem 2.1 Let p : (0, 1) → [1,∞) be a measurable function such that p is
nonincreasing on some interval (0, ǫ), ǫ > 0 and p+ < ∞. Then it holds the
inequality (1.1) for any positive measurable function f.
Theorem 2.2 Let p : (0, 1) → [1,∞) be a nondecreasing function such that
p(1) <∞. Then the following statements are equivalent:
1. There exists a constant C > 0 such that the inequality∥∥x−1Hf∥∥
Lp(.)(0,1)
≤ C ‖f‖Lp(.)(0,1) (2.3)
holds for any positive measurable function f.
2. The condition ∫ 1
a
x
− 1
p′(x)
dx
x
≤ Ca
− 1
p′(a) , 0 < a < 1 (2.4)
is satisfied.
3. There exists an ǫ > 0 such that the function x
− 1
p′(x)
+ǫ
is almost decreasing:
t
− 1
p′(t2)
+ǫ
2 ≤ Ct
− 1
p′(t1)
+ǫ
1 as 0 < t1 ≤ t2 < 1. (2.5)
3
4. The condition (4.16) is satisfied.
5. The condition
‖x−1‖p(.);(a,1) ≤ Ca
− 1
p′(a) , 0 < a < 1. (2.6)
is satisfied.
3 Proof of Theorem 2.1.
Let f(x) ≥ 0 be a measurable function such that ‖f‖Lp(.)(0,1) ≤ 1. Then it
follows from the inequality (2.1) that Ip(.) (f) ≤ 1. In order to prove Theorem
2.1 we have to show that ∥∥x−1Hf∥∥
Lp(.)(0,1)
≤ C1. (3.1)
To prove (3.1), we establish the estimate
Ip(.)
(
Hf
x
)
≤ C2.
Using triangle inequality for p(.)-norms and ǫ ∈ (0, 1), we have∥∥x−1Hf∥∥
Lp(.)(0,1)
≤
∥∥x−1Hf∥∥
Lp(.)(0,ǫ)
+
∥∥x−1Hf∥∥
Lp(.)(ǫ,1)
:= i1 + i2. (3.2)
Taking into account
Hf(x)
x
=
∫ 1
0
f(tx)dt
and using Minkowskii’s inequality for Lp(.) norms, it follows that (see, [6], [18])
i1 =
∥∥∥∥Hfx
∥∥∥∥
p(.); (0,ǫ)
≤
∥∥∥∥
∫ 1
0
f(. t)dt
∥∥∥∥
p(.); (0,ǫ)
≤
∫ 1
0
‖f(. t)‖p(.); (0,ǫ) dt. (3.3)
Let us estimate the term ‖f(. t)‖p(.); (0,ǫ) for 0 < t < 1. Since p is nonincreas-
ing on (0, ǫ), we have p(x) ≤ p(tx) for x ∈ (0, ǫ). Therefore,∫ ǫ
0
f(xt)p(x)dx ≤
∫ ǫ
0
f(xt)p(x)χf(xt)≥1dx+
∫ ǫ
0
dx
≤ ǫ+
∫ ǫ
0
f(tx)p(tx)χf(tx)≥1 = ǫ +
1
t
∫ tǫ
0
f(u)p(u)du.
Whence, ∫ ǫ
0
f(tx)p(x) ≤
1
t
+ ǫ ≤
2
t
, 0 < t < 1.
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This implies ∫ ǫ
0
(
f(tx)
t
− 1
p− 2
1
p−
)p(x)
dx ≤ 1, 0 < t < 1.
Therefore and using the definition of p(.) -norms, we get
‖f(· t)‖p(.); (0,ǫ) ≤ 2
1
p− t
− 1
p− , 0 < t < 1. (3.4)
Using (3.4) and (3.3) for the first summand in (3.2) we have the estimate
i1 ≤ 2
1
p−
∫ 1
0
t
− 1
p− dt ≤
p−
p− − 1
2
1
p− . (3.5)
Now we shall estimate the term
∥∥∥Hf(.). ∥∥∥
p(.); (ǫ,1)
. For x ∈ (ǫ, 1) using Young’s
inequality, we get
∫ 1
0
f(tx)dt ≤
∫ 1
0
f(tx)
p(tx)
p(tx)
dt+
∫ 1
0
dt
p′(tx)
1
xp−
∫ x
0
f(u)p(u)du+
p− − 1
p−
≤
1
ǫp−
+
1
(p+)′
≤ 1 +
1
ǫ
.
Therefore,
i2 =
∥∥∥∥Hf(.).
∥∥∥∥
p(.); (ǫ,1)
=
∥∥∥∥
∫ 1
0
f(. t)dt
∥∥∥∥
p(.); (ǫ,1)
≤
(
1
ǫ
+ 1
)
‖1‖p(.); (ǫ,1) ≤ C.
Inserting this estimate and (3.5) in (3.2) we complete the proof of Theorem 2.1.
4 Proof of Theorem 2.2.
To prove Theorem 2.2 we need several lemmas.
Lemma 4.1 Let p : (0, 1)→ [1,∞) be a monotone nondecreasing function such
that p(1) <∞ and the condition (4.16) is satisfied. Then there exists a constant
C1 > 0 depending on C, p(1) such that the condition∣∣∣∣ 1p′(2x) − 1p′(x)
∣∣∣∣ ln 1x ≤ C1 (4.1)
is satisfied.
Proof. From (4.16) it follows that∫ 4a
2a
(
x
− 1
p′(x) a
1
p′(a)
)p(x) dx
x
≤ C.
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Since 1
p′(x) is monotone nondecreasing, we have∫ 4a
2a
(
(4a)
− 1
p′(2a) a
1
p′(a)
)p(x) dx
x
≤ C.
Suppose a
1
p′(a) (4a)
− 1
p′(2a) is greeter then 1. Then
C ≥
(
(4a)
− 1
p′(2a) a
1
p′(a)
)p(0)
ln 2 ≥ 41−p(0) ln 2 a
1
p′(a)
− 1
p′(2a) .
Whence, (
1
a
) 1
p′(2a)
− 1
p′(a)
≤ 1 +
C4p(1)−1
ln 2
or (
1
p′(2a)
−
1
p′(a)
)
ln
1
a
≤ ln
(
C4p(1)−1
ln 2
+ 1
)
This completes the proof of Lemma 4.1 with constant C1 = ln
(
C4p(1)−1
ln 2 + 1
)
.
Lemma 4.2 Let p : (0, 1) → [1,∞) be a nondecreasing function satisfying the
condition (4.16) and p(1) <∞. Then there exists a constant C1 > 0 depending
on C and p(0) such that for any x2 ≤ y ≤ 2x, 0 < x <
1
4 the estimate
1
C1
φ(x) ≤ φ(y) ≤ C1φ(x) (4.2)
holds, where the function φ(t) = t
− 1
p′(t) .
Proof. Since 1
p′
is nondecreasing it follows from Lemma 4.1 that
φ(y) ≤
(x
2
)− 1
p′(y)
≤
(
1
x
) 1
p′(2x)
− 1
p′(x)
x
− 1
p′(x) 2
1
p′(1)
≤ 2
(
C4p(1)−1 + 1
)
φ(x).
By the same way,
φ(x) ≤
(y
2
)− 1
p′(x)
≤
(
1
y
) 1
p′(2y)
− 1
p′(y)
y
− 1
p′(y) 2
1
p′(1)
≤ 2
(
C4p(1)−1 + 1
)
φ(y).
Therefore, (4.2) is satisfied by the constant 2
(
C4p(1)−1 + 1
)
.
Lemma 4.3 Let p : (0, 1) → [1,∞) be a nondecreasing function such that
p(1) < ∞ and the condition (4.14) is satisfied. Then there exists a constant
C1 > 0 depending on C such that the condition (4.1) is satisfied.
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Proof. Using (4.14) we have
Ca
− 1
p′(a) ≥
∫ 4a
2a
x
− 1
p′(x)
dx
x
≥
(
1
4a
) 1
p′(2a)
ln 2 ≥ 4
− 1
p′(1) ln 2
(
1
a
) 1
p′(2a)
;
that is, (
1
a
) 1
p′(2a)
− 1
p′(a)
≤
4C
ln 2
.
This proves (4.1) with constant C1 = ln
(
4C
ln 2
)
.
Lemma 4.4 Let p : (0, 1)→ [1,∞) be a nondecreasing function satisfying the
conditions (4.14) and p(1) <∞. Then there exists a constant C1 such that
1
C1
φ(x) ≤ φ(y) ≤ C1φ(x),
for any x2 < y < 2x, 0 < x <
1
4 , where the function φ(t) = t
− 1
p′(t) .
Proof. To prove Lemma 4.4 it suffice to apply Lemma 4.3 as in Lemma 4.2.
Lemma 4.5 Let p : (0, 1) → [1,∞) be a nondecreasing function such that
p(1) <∞. Then the following two assertions are equivalent:
1) The condition (4.14) is satisfied.
2) There exists an ǫ > 0 such that the function xǫφ(x) is almost decreasing:
there exists a C1 > 0 such that
tǫ2φ(t2) ≤ C1t
ǫ
1φ(t1), 0 < t1 ≤ t2 < 1. (4.3)
Here the function φ(t) = t
− 1
p′(t) .
Proof. Proof of 1)→ 2). Denote g(x) =
∫ 1
x
φ(t)dt
t
. Then
g′(x) = −
φ(x)
x
, 0 < x < 1.
Hence
g(x) ≤ −Cg′(x)x or
1
C
1
x
≤
−g′(x)
g(x)
, 0 < x < 1.
Integrating this inequality in x over (t1, t2), we get
ln
g(t1)
g(t2)
≥
1
C
ln
t1
t2
or g(t2)t
1
C
2 ≤ g(t1)t
1
C
1 .
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Since
g(t2) =
∫ 1
t2
φ(x)
dx
x
≥
∫ 2t2
t2
φ(x)
dx
x
≥
1
C
φ(t2) ln 2,
using (4.14) and assertion of Lemma 4.4 we get
ln 2
C
φ(t2)t
1
C
2 ≤ Cφ(t1)t
1
C
1
Therefore, (4.3) is satisfied with ǫ = 1
C
, C1 = C
2.
Proof of 2)→ 1). Estimating directly, we have
∫ 1
a
φ(x)
dx
x
=
∫ 1
a
xǫφ(x)
dx
x1+ǫ
≤ C
∫ 1
a
aǫφ(a)
dx
x1+ǫ
= Caǫφ(a)
∫ 1
a
dx
x1+ǫ
=
C
ǫ
φ(a).
The inequality (4.14) has been proved.
Lemma 4.6 Let p : (0, 1)→ [1,∞) be nondecreasing function such that p(1) <
∞. Then the condition (4.16) is necessary for the inequality (1.1) to hold.
Proof. Let a ∈ (0, 1) be a fixed number. Put a test function
f0(x) = x
− 1
p(x)χ( a2 ,a)
(x), 0 < x < 1,
into the inequality (1.1). Then
Ip(.) (f0) =
∫ a
a
2
dx
x
= ln 2 ≤ 1,
therefore, ‖f0‖p(.) ≤ 1.Hence
∥∥∥Hf0x ∥∥∥
p(.);(0,1)
≤ C. This implies that Ip(.)
(
Hf0
x
)
≤
C2, whence
C2 ≥
∫ 1
a
(∫ a
a
2
t
− 1
p(t) dt
)p(x)
x−p(x)dx ≥
∫ 1
a
(a
2
a
− 1
p(a)
)p(x)
x−p(x)dx
≥ 2−p
+
∫ 1
a
(
a
1
p′(a) x
− 1
p′(x)
)p(x) dx
x
.
Hence ∫ 1
a
(
a
1
p′(a) x
− 1
p′(x)
)p(x) dx
x
≤ C3.
8
Lemma 4.7 Let p : (0, 1) → [1,∞) be a nondecreasing function satisfying the
conditions p(1) < ∞ and (4.16). Then the function φ(x) = x
− 1
p′(x) is almost
decreasing; that is for any 0 < t1 ≤ t2 < 1 we have
φ(t2) ≤ Cφ(t1)
Proof. Put t1 = a. Let 2
k−1a ≤ t2 < 2
ka, k ∈ N. Then using (4.16) and
Lemma 4.2, we have
C ≥
∞∑
n=1
∫ 2na
2n−1a
(
a
1
p′(a) x
− 1
p′(x)
)p(x) dx
x
≥
∞∑
n=1,n∈N’
∫ 2na
2n−1a
(
a
1
p′(a) (2na)
− 1
p′(2na)
)p− dx
x
+
∞∑
n=1,n∈N”
∫ 2na
2n−1a
(
a
1
p′(a) (2na)
− 1
p′(2na)
)p+ dx
x
,
where
∑∞
n=1,n∈N’(...) means summing over n ∈ N such that a
1
p′(a) (2na)
− 1
p′(2na) ≥
1 and
∑∞
n=1,n∈N”(...) means summing over n ∈ N such that a
1
p′(a) (2na)
− 1
p′(2na) ≤
1. Therefore,
a
1
p′(a) (2na)
− 1
p′(2na) ≤ 1 +
C
C1 ln 2
, n ∈ N. (4.4)
Further using the Lemma 4.2, we deduce from (4.4)
a
1
p′(a)
(
2ka
)− 1
p′(2ka) ≤ C3,
hence by using Lemma 4.2, we have
a
1
p′(a) t
− 1
p′(t2)
2 ≤ C4.
This completes the proof of Lemma 4.7.
Lemma 4.8 Let p : (0, 1) → [1,∞) be a nondecreasing function satisfying the
conditions p(1) < ∞ and (4.16). Then the condition (4.14) is satisfied, more-
over, the function x
− 1
p′(x)
+ǫ
is almost decreasing by some ǫ > 0.
Proof. Using (4.16) and Lemma 4.7 we have the estimates
C ≥
∫ 1
a
(
a
1
p′(a) x
− 1
p′(x)
)p(x) dx
x
≥ Cp
−
4
∫ 1
a
(
1
C4
a
1
p′(a) x
− 1
p′(x)
)p(x)
dx
x
C
p−−p+
4
∫ 1
a
(
a
1
p′(a) x
− 1
p′(x)
)p+ dx
x
.
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This implies ∫ 1
a
x
− p
+
p′(x)
dx
x
≤ C
p(1)−1
4 a
− p
+
p′(a) , 0 < a < 1. (4.5)
Applying the approach of Lemmas 4.3 and 4.7, we find the function x
− p
+
p′(x) is
almost decreasing and satisfies the condition (4.5). It follows from the Bari-
Stechkin theorem [1] (see, also [10]) that there exists an ǫ > 0 such that the
function x
− p
+
p′(x)
+ǫ
is almost decreasing. This implies the function x
− 1
p′(x)
+ǫ1 is
almost decreasing. Again using Bari-Stechkin result [1] we deduce the function
x
− 1
p′(x) satisfies the condition (4.14)
Hence we have proved that (by using Lemmas 4.6 and 4.8 for the inequality
(1.1) to hold it is necessary the condition (4.14). Let us prove that the condition
(4.14) is also sufficient for (1.1).
Remark 4.1 It follows from Lemma 4.8 that the condition (4.14) for nonde-
creasing p : (0, 1) → [1,∞) implies p(0) > 1. Hence the condition p(0) > 1 is
necessary (but not sufficient) for the inequality (1.1) to hold.
Lemma 4.9 Let p : (0, 1) → [1,∞) be a nondecreasing function such that the
conditions (4.14) and p(1) <∞ is satisfied. Then the inequality (1.1) holds.
Proof. Using Lemma 4.3 we infer that the function x
− 1
p′(x) is almost de-
creasing. Further, according to Lemma 4.5 the condition (4.14) implies that the
function x
− 1
p′(x)
+ǫ
is almost decreasing by some ǫ > 0.
Let us prove sufficiency of condition (4.14). It suffices to consider the case
when function f(x) ≥ 0 is a measurable function such that ‖f‖Lp(.)(0,1) ≤ 1
(see, [3]). Then Ip(.) (f) ≤ 1. In order to prove Lemma 4.9 we have to prove∥∥x−1Hf∥∥
Lp(.)(0,1)
≤ C1. We shall derive this inequality from the estimate
Ip(.)
(
x−1Hf
)
≤ C2.
By Minkowski inequality, for Lp(.) norms, we get the inequalities
∥∥x−1Hf∥∥
Lp(.)(0,1)
≤
∥∥∥∥∥x− 1p(x)− 1p(x)
∞∑
n=0
∫ 2−nx
2−n−1x
f(t)dt
∥∥∥∥∥
Lp(.)(0,1)
≤
∞∑
n=0
∥∥∥∥∥x− 1p(x)− 1p(x)
∫ 2−nx
2−n−1x
f(t)dt
∥∥∥∥∥
Lp(.)(0,1)
(4.6)
Denote Bx,n = (2
−n−1x, 2−nx] and px,n = inf{p(t) : t ∈ Bx,n};n = 1, 2, .... Put
ϕ(t) = t
1
p(t) . Since the condition (4.14) holds, it follows from Lemma 4.8 that
there exists an ǫ ∈ (0, 1) such that
ϕ(s)
sǫ
≤ C
ϕ(r)
rǫ
, 0 < s < r < 1. (4.7)
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Then by (4.7) we have
ϕ(t)
tǫ
≤ C
ϕ(x)
xǫ
, (4.8)
where t is a point in Bx,n, 0 < x < 1 and the constant C does not depend on
n.
By using inequality (4.8) and 2−n−1x < t < 2−nx we have the estimates
t
1
p′(t) = tǫt
1
p′(t)
−ǫ
≤ Ctǫx
1
p′(x)
−ǫ
≤ C2−nǫx
1
p′(x) .
Hence
x
− 1
p′(x) ≤ C2−nǫt
− 1
p′(t)
.
Therefore, and due to Holder’s inequality, for x ∈ B(0, 1), we get
x
− 1
p(x)
− 1
p′(x)
∞∑
n=0
∫ 2−nx
2−n−1x
f(t)dt
≤ C2−nǫx−
1
p(x) t
− 1
p′(t)
∫ 2−nx
2−n−1x
f(t)dt
≤ C2−nǫx−
1
p(x) t
− 1
p′(t)
(∫ 2−nx
2−n−1x
f(t)p
−
x,ndt
) 1
p
−
x,n (
2−nx
) 1(p−x,n)′ (4.9)
It follows from Lemma 4.2 that
(
2−nx
) 1(p−x,n)′ ≤ 2− 1(p−x,n)′ t 1(p−x,n)′ ≤ C1t 1p′(t) , (4.10)
where C depends only p.
Combining (4.9) and (4.10) we get
x
− 1
p(x)
− 1
p′(x)
∞∑
n=0
∫ 2−nx
2−n−1x
f(t)dt ≤ C2−nǫx−
1
p(x)
(∫ 2−nx
2−n−1x
f(t)p
−
x,ndt
) 1
p
−
x,n
(4.11)
where 0 < x < 1, n = 1, 2, ...and the constant C2 does not depend on n, x.
Simultaneously,
∫ 2−nx
2−n−1x
f(t)p
−
x,ndt ≤
∫ 2−nx
2−n−1x
f(t)p(t)χ{f(t)≥1}dt+
∫ 2−nx
2−n−1x
dt ≤ 1 + 2−n ≤ C3.
By the last inequality and (4.11), we have
Ip(.)
(
x
− 1
p(x)
− 1
p′(x)
∫ 2−nx
2−n−1x
f(t)dt
)
≤ C42
−nǫp−
∫ 1
0
x−1
(∫ 2−nx
2−n−1x
f(t)p
−
x,ndt
) p(x)
p
−
x,n
dx
≤ C4C
p+
p−
−1
3 2
−nǫp−
∫ 1
0
x−1
(∫ 2−nx
2−n−1x
(
f(t)p(t) + 1
)
dt
)
dx
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which, due to Fubini’s theorem, yields
≤ C4C
p+
p−
−1
3 2
−nǫp− ln 2
∫ 2−n
0
(∫ 2−nx
2−n−1x
x−1dx
)(
f(t)p(t) + 1
)
dt
= C52
−nǫp− ln 2
2−n∫
0
(
f(t)p(t) + 1
)
dt ≤ C62
−nǫp− . (4.12)
Therefore, ∥∥∥∥∥x− 1p(x)− 1p′(x)
∫ 2−nx
2−n−1x
f(t)dt
∥∥∥∥∥
Lp(.)(0,1)
≤ C2
−nǫp
−
p+
By (4.12) and (4.6), we get
∥∥x−1Hf∥∥
Lp(.)(0,1)
≤ C
∞∑
n=0
2
−nǫp
−
p+ ≤ C1.
This completes the proof of Lemma 4.9.
Proof of Theorem 2.2. Let 5) be satisfied, that is the condition (4.17).
Then by the definition,
∫ 1
a

 x−1∥∥∥(.)−1χ{a,1}(.)∥∥∥
p(.)


p(x)
dx ≤ 1.
Therefore, and using (4.17), we have
∫ 1
a
(
x−1
Ca
− 1
p′(a)
)p(x)
dx ≤ 1
or ∫ 1
a
(
a
1
p′(a) x
− 1
p′(x)
)p(x) dx
x
≤ C1.
This is the condition (4.16), that is 4) of Theorem 2.2. Hence 5)→ 4) has been
proved. According to Lemmas 4.6, 4.7, 4.8, we have the implication 4) → 2).
The implication 2) → 3) follows from Lemma 4.5. The implication 3) → 1)
follows from Lemma 4.9. The implication 1)→ 4) is proved in Lemma 4.6.
The implication 3)→ 5) is direct: using the condition (4.15) we have
∫ 1
a
(
a
1
p′(a) x
− 1
p′(x)
)p(x) dx
x
≤
∫ 1
a
(
C
(a
x
)ǫ)p(x) dx
x
=
∫ 1
a
1
Cp(1)
(
1
t
)ǫp(at)
dt
t
≤ Cp(1)
∫ ∞
1
dt
t1+ǫp(0)
< C2.
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Rewriting the last inequality, we have
∫ 1
a

 x−1
C
1
p(1)
2 a
− 1
p′(a)


p(x)
dx ≤ 1,
therefore, the condition (4.17) is satisfied.
This completes the proof of Theorem 2.2.
If the exponent function p in Theorem 2.2 is nondecreasing on not all the
interval (0, 1) but so is only near the origin the following assertion holds.
Remark 4.2 Let a measurable function p : [0, 1]→ (1,∞) be nondecreasing on
some interval (0, δ), 0 < δ < 1 and p+ < ∞; then the following statements are
equivalent:
a) There exists a constant C > 0 such that the inequality∥∥x−1Hf∥∥
Lp(.)(0,1)
≤ C ‖f‖Lp(.)(0,1) (4.13)
holds for any positive measurable function f.
b) The condition
∫ δ
a
x
− 1
p′(x)
dx
x
≤ Ca
− 1
p′(a) , 0 < a < δ (4.14)
is satisfied.
c) There exists an ǫ > 0 such that the function x
− 1
p′(x)
+ǫ
is almost decreasing:
t
− 1
p′(t2)
+ǫ
2 ≤ Ct
− 1
p′(t1)
+ǫ
1 as 0 < t1 ≤ t2 < δ (4.15)
d) The condition
∫ δ
a
(
a
1
p′(a) x
− 1
p′(x)
)p(x) dx
x
≤ C, 0 < a < δ (4.16)
is satisfied.
e) The condition
‖x−1‖p(.);(a,δ) ≤ Ca
− 1
p′(a) , 0 < a < δ. (4.17)
is satisfied.
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