Abstract. We study the statistical convergence of metric valued sequences and of their subsequences. The interplay between the statistical and usual convergences in metric spaces is also studied.
Introduction and Definitions
Analysis on metric spaces has rapidly developed in present time (see, [15] , [18] ). This development is usually based on some generalizations of the differentiability. Ordinary the generalizations of the differentiation involve linear structure by means of embeddings of metric spaces in a suitable normed space or by use of geodesics.
A new intrinsic approach to the introduction of the smooth structure for general metric space was proposed by O. Martio and O. Dovgoshey in [9] (see also [10] and [1] , [5] , [6] , [7] , [8] ). The approach in [9] is completely based on the convergence of the metric valued sequences but it is not apriori clear that the standard convergence is the best possible way to obtain a smooth structure for arbitrary metric space.
The problem of convergence in different ways of a real (or complex) valued divergent sequence goes back to the beginning of nineteenth century. A lot of different convergence methods were defined (Cesaro, Nörlund, Weighted Mean, Abel etc.) and applied to many branches of mathematics. Almost all convergence methods depend on the algebraic structure of the space. It is clear that metric space does not have the algebraic structure in general. However, the notion of statistical convergence is easy to extend for arbitrary metric spaces and this provides a general framework for summability in such spaces [13] , [21] . Thus, the studies of statistical convergence give a natural foundation for upbuilding of different tangent spaces to general metric spaces.
The construction of tangent spaces in [6] , [7] , [8] , [9] is based on the following fundamental fact: "If (x n ) is a convergent sequence in a metric space, then each subsequence (x n(k) ) of (x n ) is also convergent". Thus the convergence of subsequence (x n(k) ) does not depend on the choice of (x n(k) ). Unfortunately it is not the case for the statistical convergent sequences. The applications of the statistical convergence to the infinitesimal geometry of metric spaces should be based on the complete understanding of the structure of statistical convergent subsequences. To describe this structure is the main goal of this paper. Moreover we study some interrelations between the statistical convergence and the usual one for general metric spaces.
Let us remember the main definitions. Let (X, d) be a metric space. For convenience denote byX the set of all sequences of points from X. Definition 1.1. A sequence (x n ) ∈X is called convergent to a point a ∈ X if for every ǫ > 0 there is n 0 = n 0 (ǫ) ∈ N such that n > n 0 implies
In (1.2) and later |B| denotes the number of elements of the set B.
The idea of statistical convergence goes back to Zygmud [22] . It was formally introduced by Steinhous [20] and Fast [11] . In recent years, it has become an active research for mathematicians [3] , [4] , [12] , [14] , [17] , etc.
where
It may be proved that the intersection of two dense subsets of natural numbers is dense. Moreover it is clear that the supersets of dense sets are also dense. Hence the family of all dense subsets of N is a filter on N. Theorem 2.4, given at the end of the next section, implies, in particular, that the d -statistical convergence is simply the convergence in (X, d) with respect to this filter.
is an infinite, strictly increasing sequence of natural numbers andx = (x n ) ∈X, define
The subsequencex ′ ofx is called a dense subsequence ofx if Kx′ is a dense subset of N.
In our next definition we introduce an equivalence relation on the setX.
We writex ≍ỹ ifx andỹ are statistical equivalent.
Convergent sequences and statistical convergent ones
In this section, some basic results on d−statistical convergence will be given for an arbitrary metric space. In particular, it is shown that there is a one-to-one correspondence between metrizable topologies on X and the subsets ofX consisting of statistical convergent sequences determined by some metric compatible with the topologies.
The following result is well known.
The converse of Proposition 2.1 is not true in general.
Example 1.
Assume that x, y ∈ X are distinct (x = y) and define the following sequence
x , y, y, y, y,
x , y, y, y, y, y, y,
This sequence is not a Cauchy sequence because
for every ǫ > 0 and n ∈ N. We must prove that
For singleton sets the converse of Proposition 2.1 is true. Proof. Let us assume X := {x} . In this case,X contains only the constant sequence (x, x, x, ...) which is convergent and d -statistical convergent. Therefore, the set of all convergent sequences (x n ) ∈X coincides the set of all d -statistical convergent sequences (
The implication (i) ⇒ (ii) follows from Proposition 2.1 and Example 1.
In accordance with Theorem 2.2 for every non degenerate metric space (X, d) there are d -statistical convergent sequencesx ∈X which are divergent. Nevertheless we have the following result. Proof. If the metric spaces (X, d 1 ) and (X, d 2 ) have the common topology, then for every a ∈ X and every ǫ > 0 there is δ = δ(ǫ) > 0 such that
This inclusion implies the inequality |{k ∈ N : k ≤ n and d 1 (x k , a) < ǫ}| ≥ |{k ∈ N : k ≤ n and d 2 (x k , a) < δ}| for everyx = (x k ) ∈X and n ∈ N. Ifx is d 2 -statistical convergent to a, then using the last inequality we obtain 
for every δ > 0. We assume, without loss of generality, that (2.4) holds for every δ > 0. Then there is a sequencex = (x n ) such that
for each n ∈ N. Let us define a new sequenceỹ = (y n ) ∈X by the rule
This definition and (2.5) imply the equality |{k ∈ N : d 1 (y k , a) ≥ ǫ 0 and k ≤ n}| n = 0, contrary to (2.6) Thus the implication (i) ⇒ (iii) holds and we obtain the equivalence (iii) ⇔ (i).
The equivalence (iii) ⇔ (ii) can be obtained similarly and we omit the proof here.
In the rest of this section we prove the following "weak" converse of Proposition 2.1.
Theorem 2.4. Let (X, d) be a metric space, a ∈ X and letx = (x n ) ∈X be d -statistically convergent to a. There isỹ = (y n ) ∈X such thatỹ ≍x andỹ is convergent to a.
If X = R and d(x, y) = |x − y| for all x, y ∈ X, then this result is known. (See, for example, Theorem A in [16] or [19] , Lemma 1.1.).
The next simple lemma gives us a tool for the reduction of some questions on the d -statistical convergence in metric spaces to the case of the statistical convergence in R.
Lemma 2.1. Let (X, d) be a metric space, a ∈ X andx = (x n ) ∈X. Thenx is d − statistical convergent to a in X if and only if the sequence (d(x n , a)) is statistical convergent to 0 in R.
The proof follows directly from the definitions.
Proof of Theorem 2.4. By Lemma 2.1 the sequence (d(x n , a)) is statistically convergent to 0. As has been stated above, Theorem 2.4 is well known for X = R and d(x, y) = |x − y|. Consequently we can find a subsequence (d(x n(k) , a)) of the sequence (d(x n , a)) such that lim k→∞ d(x n(k) , a) = 0 and K = {n(k) : k ∈ N} is a dense subset of N. Define the sequenceỹ = (y n ) ∈X as
It is easy to see thatỹ is convergent to a andỹ ≍x.
Statistical convergence of sequences and their subsequences
If the given sequence is d -statistical convergent, it is natural to ask how we can check that its subsequence is d -statistical convergent to the same limit.
Theorem 3.1. Let (X, d) be a metric space,x = (x n ) ∈X and letx ′ = (x n(k) ) be a subsequence ofx such that
Ifx is d-statistical convergent to a ∈ X, thenx ′ is also d-statistical convergent to this a.
Proof. Suppose that (x n ) is d -statistical convergent to a. It is clear that
Using (3.2), we see that the last relation holds if
To prove this we can apply the inequality 
The last inequality implies (3.3) because (3.1) holds and (x n ) is d -statistical convergent.
Example 2. Let x and y be distinct points of a metric space (X, d). Let us consider the sequence (x n ),
and the subsequences (x 2n+1 ) = (y, y, y, y, y, y, ...), (x 2n ) = (x, x, x, x, x, x, ...).
It is clear that the subsequences (x 2n ) and (x 2n+1 ) are d-statistical convergent to x and y respectively. Since x = y, Theorem 3.1 implies that (x n ) is not d-statistical convergent. Proof. The implication (i) ⇒ (ii) was proved in Theorem 3.1. Since every dense subsequencex ′ ofx satisfies the inequality lim inf
we have (ii) ⇒ (iii). The implication (iii) ⇒ (i) holds becausex is a dense subsequence of itself.
Lemma 3.1. Let (X, d) be a metric space with |X| ≥ 2, letx = (x n ) ∈X and let x ′ = (x n(k) ) be an infinite subsequence ofx such that
There are a sequenceỹ ∈X and a subsequenceỹ ′ ofỹ such that:x ≍ỹ and
Proof. Let a and b be two distinct points of X. Define the sequenceỹ = (y n ) ∈X by the rule (3.6)
if n = n(k) ∈ Kx′ and k is even.
The set N \ Kx′ is a statistical dense subset of N. Indeed, the equality n = |{m ∈ Kx′ : m ≤ n}| + |{m ∈ N \ Kx′ : m ≤ n}| holds for each n ∈ N. It implies the inequalities lim inf
Using (3.5) we obtain
Thusx ≍ỹ. Define the desired subsequenceỹ ′ ofỹ asỹ ′ = (y n(k) ), (see (3.6)). As in Example 2 we see thatỹ ′ is not d -statistical convergent. there are a sequenceỹ ∈X and a subsequenceỹ ′ ofỹ such that: (i)ỹ ≍x and Kx′ = Kỹ′;
Proof. By Lemma 3.1 there areỹ andỹ ′ such that (i) and (iii) hold. To prove (ii) note that (i) ⇒ (ỹ ≍x) andx is a d -statistical convergent to a sequence. Consequently, by Lemma 3.2,ỹ is also d -statistical convergent to a.
Using this theorem we obtain the following "weak" converse of Theorem 3.1. Similarly we have a "weak" converse of Theorem 3.3.
Theorem 3.5. Let (X, d) be a metric space, a ∈ X, and letx ∈X be a dstatistical convergent to a sequence. Supposex ′ = (x n(k) ) is a subsequence ofx for which there areỹ ∈X andỹ ′ such that conditions (i) and (iii) of Theorem 3.3 hold. Then we have the equality
To prove this result we use the next lemma. and ifx ′ = (x n(k) ) andỹ ′ = (y n(k) ) are subsequences ofx and, respectively, ofỹ such that Kx′ = Kỹ′ = K, then the relationỹ ′ ≍x ′ holds.
Proof. It is sufficient to show that (3.13) lim sup m→∞ {n(k) ∈ K : x n(k) = y n(k) and n(k) ≤ m} |K(m)| = 0.
Since the inclusion {n(k) ∈ K : x n(k) = y n(k) and n(k) ≤ m} ⊆ {n ∈ N : x n = y n and n ≤ m} holds for every m ∈ N, we have Moreover we have lim sup m→∞ |{n ∈ N : x n = y n and n ≤ m}| m = 0 becausex ≍ỹ. Now (3.13) follows from the last equality, (3.14) and (3.15). 
