Abstract. In this work we study the hierarchical cut-clustering approach introduced by Flake et al., which is based on minimum s-t-cuts. The resulting cut-clusterings stand out due to strong connections inside the clusters, which indicate a clear membership of the vertices to the clusters. The algorithm uses a parameter which controls the coarseness of the resulting partition and which can be used to construct a hierarchy of cut-clusterings. The parameter further provides a quality guarantee in terms of expansion, a quality measure for clusterings which in general is NP-hard to compute.
Introduction
The aim of graph clustering is to identify subgraphs of high internal connectivity that are only sparsely interconnected. This vague notion lead to countless attempts of formalizing properties that characterize a set of good clusters. The resulting variety of different quality measures still affects the design of algorithms, although for many measures the sufficiency of the underlying properties is not examined yet or has been even disproven. This is, a good clustering according to a non-sufficient quality measure might be still implausible with respect to the given graph structure. For example, Montgolfier et al. [4] showed that the asymptotic modularity of grids is 1, which is maximum since modularity ranges whithin [−0.5, 1]. However, by intuition the uniform structure of grids does not support any meaningful clustering, and thus, also a clustering of high modularity can not be plausible. Furthermore, common quality measures are most generally hard to optimize. Thus, heuristics are often used in practice.
Motivated by these drawbacks of established clustering algorithms, we focus on a different approach postulated by Flake et al. [5] . Their algorithm exploits properties of minimum s-t-cuts in order to find clusterings where the membership of each set of vertices to a cluster is clearly indicated by the graph structure. More precisely, there are clusterings desired where each subset of a cluster is at least as strongly connected to the remaining vertices inside the cluster as to the vertices outside the cluster -a property that is not expressed by any of the common measures. The clusterings resulting from the cut-clustering approach are called cutclusterings. This concept of cut-based clustering leads to a relatively strict behavior in the sense that vertices that can not be clearly assigned to any cluster remain unclustered, i.e., form singleton clusters. Such a behavior particularly prevents an arbitrary assignment of vertices to clusters, which is highly desirable for example in sociology applications where it is essential that ambiguous scenarios are interpreted by human experts instead of automated routines.
The algorithm of Flake et al. depends on a parameter, which controls the coarseness of the resulting clustering. Different parameter values result in at most n − 1 different cut-clusterings. Those clusterings form a hierarchy where low parameter values create large clusters and high values result in fine clusterings. Having such a hierarchy at hand, it is then possible to choose the best clustering with respect to modularity, which is a feasible quality measure in this context, since the construction of the clusterings already guarantees their plausibility with respect to the graph structure. A high modularity value additionally implies nice properties, like for example decent and balanced cluster sizes.
The parameter finally also constitutes a guarantee on intra-cluster expansion and inter-cluster expansion 1 , which are both cut-based quality indices. This is particularly remarkable since at least intra-cluster expansion is hard to compute.
Contribution
. Flake et al. tested their algorithm on a citation network and a network of linked web pages with respect to the semantic meaning of the clusters. In this work we present an experimental analysis of the general behavior of cut-clusterings on benchmark instances proclaimed within the 10th DIMACS Implementation Challenge on Graph Partitioning and Graph Clustering [2] . After presenting a direct description of the cut-clustering algorithm in Section 2.2, we investigate the guaranteed expansion of the cut-clusterings in Section 3.1 as well as the modularity values that are reached by cut-clusterings in Section 3.2. Since intra-cluster expansion is hard to compute, we consider lower bounds in the analysis. Our study gives evidence that trivial bounds do not match up to the given guarantee. The analysis of a special non-trivial bound further indicates that the true intra-cluster expansion of the cut-clusterings even surpasses the guarantee. Also the inter-cluster expansion turns out to be better, i.e., lower than guaranteed.
Within the modularity analysis of the cut-clusterings we additionally consider reference clusterings obtained from a common modularity-based heuristic [12] . We took the implementation of this heuristical approach from Lisowski [10] . Our study documents that for many of the tested graphs the cut-clusterings reach modularity values quite close to the references. On the other hand the cut-clustering algorithm returns only fine clusterings with low modularity values if there are no other plausible clusterings supported by the graph structure. Based on this result we claim modularity applied to cut-clusterings as a good measure for how well a graph can be clustered.
Preliminaries
Throughout this work we consider a simple, undirected, weighted graph G = (V, E, c) with vertex set V , edge set E and a non-negative edge cost function c. In unweighted graphs we assign cost 1 to each edge. We denote the number of vertices (edges) by n := |V | (m := |E|) and the costs of a set E ⊆ E by c(E ) := e∈E c(e). Whenever we consider the degree deg(v) of v ∈ V , we implicitly mean the sum of all edge costs incident to v. With S, T ⊂ V , S ∩ T = ∅, we write c(S, T ) for the costs of all edges having one endpoint in S and one in T . If S, T induce a cut in G, i.e., S ∪ T = V , c(S, T ) describes the costs of this cut.
Our understanding of a clustering Ω(G) is a partition of the vertex set V into subsets C 
Quality Measures.
A quality measure for clusterings is a mapping to real numbers. Depending on the measure, either high or low values correspond to high quality. In this work we consider three quality measures, modularity, intracluster expansion and inter-cluster expansion. The former two indicate high quality by high values. Inter-cluster expansion indicates good quality by low values.
Modularity was first introduced by Newman and Girvan [11] and is based on the total edge costs covered by clusters. The values range between −0.5 and 1 and express the significance of a given clustering compared to a random clustering. Formally, the modularity M(Ω) of a clustering Ω is defined as
where E C denotes the set of edges with both endpoints in C.
The inter-cluster expansion of a cluster C is given by the costs for cutting off the cluster from the remaining graph divided by the number of vertices outside the cluster, i.e., Φ(C) := c(C,V \C) |V \C| . The inter-cluster expansion Φ(Ω) of a clustering Ω is the maximum inter-cluster expansion of all clusters in Ω.
The intra-cluster expansion of a clustering derives from the expansion defined for cuts. The expansion Ψ(S, C \ S) of a cut (S, C \ S) in a cluster C evaluates the costs of the cut per vertex on the smaller cut side, i.e.,
The intra-cluster expansion Ψ(C) of a cluster equals the minimum expansion of all cuts in C. Note that intra-cluster expansion is not defined for singleton clusters. The intra-cluster expansion Ψ(Ω) of a clustering finally is the minimum intra-cluster 
expansion of all non-singleton clusters in Ω. Unfortunately, computing Ψ(C), and thus, also Ψ(Ω), is known to be NP-hard. Thus, in our analysis we consider bounds instead. These are introduced in Section 3.1.
The Hierarchical Cut-Clustering Algorithm.
In this section we review the parametric cut-clustering approach of Flake et al., which returns hierarchically ordered clusterings for varying parameter values. In [5] Flake et al. develop their parametric cut-clustering algorithm step by step using an idea involving Gomory-Hu trees [7] . The final approach, however, just uses special minimum s-t-cuts, so called community-cuts in order to identify clearly indicated clusters in the graph structure. Let G denote a graph and (S, T ) a minimum s-t-cut in G, with s ∈ S, t ∈ T . The cut (S, T ) is the community cut of s with respect to t if |S| is minimum for all minimum s-t-cuts in G. The set S is the unique community of s, and s is a representative of S, denoted by r(S). Representatives are not necessarily unique. Communities of different vertices with respect to the same vertex t are either disjoint or nested. Otherwise either the intersection or the difference of the communities would be a smaller community for one of the considered vertices (for a detailed proof see [7] or [5] ).
Based on this definition of communities we give a more direct description of the cut-clustering algorithm, to which we refer by CutC in the following. Given a graph G = (V, E, c) and a parameter α > 0, as a preprocessing step, augment G by inserting an artificial vertex t and connecting t to each vertex in G by an edge of costs α. Denote the resulting graph by G α = (V α , E α , c α ). Then apply CutC: iterate V and for each vertex u not yet contained in a previously computed community compute a community in G α with respect to t. The vertex u becomes the representative of the newly computed community (cp. Algorithm 1, line 4 ). Since communities are either disjoint or nested we finally get a set Ω of (inclusion)maximal communities. Together these communities decompose V and thus induce a clustering for G.
Since the clusters in a cut-clustering are communities in G α , each cluster C satisfies the significance-property, formally defined below, which says that any set S of vertices in C that does not contain the representative r(C) is clearly assigned to C by connections into C that are at least as strong as those to the outside of C. Due to this property the membership of S to C is clearly indicated by the graph structure: 
Otherwise, there would exist a set S ⊆ C \{r(C)} such that c(S, C \S) < c(S, V \C). This implies that the cut (C
, which induces the cluster C. This contradicts the fact that C is the community of r(C) in G α . The costs of these cuts in G α are
With similar arguments Flake et al. have further proven that the parameter value α that was used to construct the augmented graph G α constitutes a guarantee on intra-cluster expansion and inter-cluster expansion:
Applying CutC iteratively with decreasing parameter values yields a hierarchy of at most n different clusterings (cp. Fig. 1 ). This is due to a further nesting property of communities, which is proven by Gallo et al. [6] as well as Flake et al. [5] : Let C 1 denote the community of a fixed vertex u in G α 1 and C 2 the community of
The hierarchy is bounded by two trivial clusterings, which we already know in advance. The clustering at the top consists of the connected components of G and is returned by CutC for α max = 0, the clustering at the bottom consists of singletons and comes up if we choose α 0 equal to the maximum edge cost in G.
The crucial point with the construction of such a clustering hierarchy, however, is the choice of α. If we choose the next value too close to a previous one, we get a clustering we already know, which implies unnecessary effort. If we choose the next value too far from any previous value, we possibly miss a meaningful clustering. In our experiments we thus use a simple parametric search approach that returns a complete hierarchy without fail. For a detailed description of this approach see [8] . In order to find all different levels in the hierarchy, this approach constructs the breakpoints in the continuous parameter range between consecutive levels. This is, each clustering Ω i is assigned to an interval [α i , α i−1 ) where CutC returns Ω i . The breakpoint α i marks the border to the next higher clustering Ω i+1 , whereas α i−1 is the breakpoint between Ω i and the previous level Ω i−1 . Thus the guarantee on expansion given by the parameter can be extended to
for each cut-clustering Ω i in the complete hierarchy. We call [α i , α i−1 ) the guarantee interval of Ω i . 
Experimental Study
The experiments in this work aim at two questions. The first question asks how much more information the given guarantee on expansion provides, compared to a trivial intra-cluster expansion bound that is easy to compute. Recall that computing the intra-cluster expansion of a clustering is NP-hard, and thus, bounds give at least an idea of the true values. Since we are nevertheless interested in the actual intra-cluster expansion of cut-clusterings, we consider a further, non-trivial lower bound, which is more costly to compute but also more precise than the trivial bound. Finally we also look at the inter-cluster expansion, which can be efficiently computed for a clustering. The second question focuses on the modularity values that can be reached by cut-clusterings, and the plausibility of these values with respect to the graph structure.
For our experiments we use real world instances as well as generated instances. Most instances are taken from the testbed of the 10th DIMACS Implementation Challenge [1] , which provides benchmark instances for partitioning and clustering. Additionally, we consider the protein interaction network bo cluster published by Jeong et al. [9] , a snapshot of the linked wiki pages at www.dokuwiki.org, which we gathered ourselves, and 275 snapshots of the email-communication network of the Department of Informatics at KIT [2] . The latter have around 200 up to 400 vertices. The sizes of the remaining instances are listed in Table 1 . Our analysis considers only one cut-clustering per instance, namely the cut-clustering with the best modularity value of all clusterings in the complete hierarchy. The results for the snapshots of the email network are depicted separately from the remaining instances in the following figures, for the sake of a better readability. Furthermore, the instances are decreasingly ordered by the amount of unclustered vertices in the cut-clusterings, which corresponds to an increasing order by coarseness. The instances, respectively their clusterings, are associated with points on the x-axis.
Expansion Analysis of Cut-Clusterings.
We consider the true intercluster expansion, which is easy to compute, and two lower and one upper bound on intra-cluster expansion, since the true intra-cluster expansion is hard to compute. For a cluster C the first lower bound B (C) and the upper bound B u (C) are trivially obtained from a global minimum cut (M, C \ M ) in C:
Note that B u (C) is just the expansion of the global minimum cut. The corresponding bounds B (Ω) and B u (Ω) for a whole clustering Ω are given by the respective minimum of all clusters. Figure 2 shows how these bounds behave compared to the guarantee interval; more precisely, to the upper interval boundary, which we normalized to 1 for a better comparability. All further values are displayed proportionally. The upper part of Figure 2 further shows the inter-cluster expansion Φ(Ω) of the clusterings of the listed instances. Comparing these values to the lower boundary of the guarantee interval proves many clusterings to have a better intercluster quality than guaranteed. This particularly holds for the snapshots of the email network, but also for instances like "lesmis", "power" or "netscience". Due to a better readability, we omitted the presentation of the inter-cluster expansion for the snapshots of the email network.
Regarding the intra-cluster quality, we observe that for most instances the trivial lower bound B (Ω) stays below the upper boundary of the guarantee interval. This reveals a true advantage from knowing the guarantee besides the trivial bound. The few exceptions, see for example the "polbooks" instance, can be explained by the shape of the found cut-clusterings. If the clustering contains only small clusters, the value of the minimum cut in each cluster is only divided by a few vertices when computing the trivial lower bound. Particularly in unweighted graphs this often yields a value bigger than 1, i.e., bigger than the maximum edge costs. The upper boundary of the guarantee interval, however, can not exceed the maximum edge costs in the graph.
Whenever the upper bound B u (Ω) meets the guarantee interval, the guarantee even equals the true intra-cluster expansion. These instances are marked by a star in the upper part of Figure 2 . For the snapshots of the email network we counted 3.6% of the instances where the exact intra-cluster expansion is known. However, in most cases there is still a large gap between the guaranteed intra-cluster expansion and the upper bound.
In order to explore this gap, we further consider an alternative non-trivial lower bound A (Ω) on intra-cluster expansion. This bound results from individually applying the hierarchical cut-clustering algorithm to the subgraphs induced by the clusters in Ω. The algorithm returns a complete clustering-hierarchy of the subgraph, thereby finding the breakpoint between the most upper hierarchy level, which consists of connected components, and the next lower level. This breakpoint is the largest parameter value where CutC still returns connected components. Since Ω is a cut-clustering, the considered subgraph is connected. Otherwise it would not be induced by a cluster of Ω. Thus, there is only one cluster in the most upper hierarchy level corresponding to the whole subgraph. Hence, the found breakpoint constitutes a non-trivial lower bound A (C) on the intra-cluster expansion of the considered cluster in Ω. This bound again expands to the whole clustering Ω by taking the minimum value of all clusters. Since this method considers the clusters as Instances where B u meets the guarantee are marked by *. For the sake of readability Φ is omitted in the lower chart. Regarding the first four instances, the hierarchical cut-clustering algorithm returns only singletons, for which intra-cluster expansion is not defined.
independent instances ignoring the edges between the clusters, the resulting bound A (Ω) potentially lies above the guarantee interval, which is also confirmed by our experiment (cp. Figure 2 ). This is, most of the cut-clusterings are even better than guaranteed. Besides, by reaching the upper bound B u (Ω) in some further cases, the bound A (Ω) increases the amount of instances for which we know the intra-cluster expansion for sure to 20%.
Modularity Analysis.
In the following we examine the modularity values of the best cut-clusterings in the cut-clustering hierarchies. In order to justify whether a given modularity value is a good value in general, i.e., how far it is from a possibly better value of another clustering, we use a modularity-based greedy multilevel approach [12] to generate reference clusterings with generally good modularity values. This approach is widely used and has turned out to be reliable in former experiments. It starts with an initial clustering consisting of singleton clusters and moves vertices between clusters as long as this operation increases modularity. Then the found clusters are contracted and the algorithm continues on the next level. Finally the different levels are expanded top-down and the algorithm again allows single vertices to move in order to further increase modularity. Note, that computing a modularity-optimal clustering is NP-hard [3] .
Since high modularity values are known to be misleading in some cases, we further establish a plausibility check by testing whether the clusters of the reference clusterings satisfy the significance-property, which guarantees that they are clearly indicated by the graph structure. Recall that the clusters of the cut-clusterings own this property due to their construction. Figure 3 shows the percentage amount of significant clusters, i.e., clusters with the significance-property, for the reference clusterings. To get also a better idea of the structure of the cut-clusterings, we present the percentage amount of unclustered vertices in these clusterings. Unclustered vertices may occur due to the strict behavior of the cut-clustering algorithm, which is necessary in oder to guarantee the significance-property. Note that in contrast none of the reference clusterings contains unclustered vertices. As a last structural information on the clusterings, Figure 3 depicts the cluster sizes in terms of whisker-bars.
With this bunch of information at hand we can say the following: In some cases the modularity of the cut-clusterings is quite low, however, it increases with the amount of clustered vertices and the size of the clusters. It also reaches very high values, in particular for the snapshots of the email network and the "netscience" instance. This is a rather unexpected behavior since the cut-clustering algorithm is not designed to optimize modularity. We further observe a gap between the modularity values of many cut-clusterings and those of the according reference clusterings. We conjecture that this is caused more by an implausibility of the modularity values of the reference clusterings than by an implausibility of the cutclusterings. Our conjecture is based on the observation, that the more significant the clusters in the reference clustering are, the closer comes the references modularity to the modularity of the cut-clustering, suggesting that the cut-clusterings are more trustable.
Furthermore, the Delaunay triangulations and the snapshots of the email network are nice examples that also vividly reveal the meaningfulness and plausibility of the cut-clusterings. The latter consider emails that were sent at most 72 hours ago. In contrast to other email networks, which consider a longer period of time, this makes the snapshots very sparse and stresses recent communication links, which yields clear clusters of people that recently work together. Thus, we would expect any feasible clustering approach to return meaningful non-trivial clusters. This is exactly what the cut-clustering algorithm as well as the modularity-based greedy approach do. In contrast, the Delaunay triangulations generated from random points in the plane are quite uniform structures. By intuition significant clusters are rare therein. The cut-clustering algorithm confirms our intuition by leaving all vertices unclustered. This explains the low modularity values of these clusterings and indicates that the underlying graph can not be clustered well. The modularity-based reference clusterings, however, contradict the intuition, as they consist of large clusters containing at least 20 vertices.
Expansion Analysis of Modularity-Based Clusterings.
For reasons of completeness and fairness we also examine whether the modularity-based greedy clusterings outperform the cut-clusterings in terms of intra-cluster expansion. To this end we study the same lower and upper bounds for these clusterings as considered in Section 3.1 for the cut-clusterings. Instances where B u drops below A for the cut-clusterings in the upper part are marked by *. Regarding the first four instances, the hierarchical cut-clustering algorithm returns only singletons, for which intra-cluster expansion is not defined. Figure 4 compares the guarantee interval and the alternative non-trivial lower bound A (Ω) for the cut-clusterings (already seen in Section 3.1) to the bounds for the modularity-based clusterings. Regarding the snapshots of the email network we omit depicting A (Ω) for the cut-clusterings.
We observe that the trivial lower bound B (Ω) stays clearly below the guarantee, and compared to the trivial bound for the cut-clusterings in Section 3.1 (cp. Figure 2 ) this behavior is even more evident. For the instances different from the snapshots of the email network the values of B (Ω) are so low so that we omit depicting them.
In contrast, the alternative non-trivial lower bound A (Ω) for the modularitybased clusterings often exceeds the guarantee interval, particularly for the snapshots. Nevertheless, it does rarely reach the corresponding bound for the cutclusterings. For 85% of the instances it rather stays below the best lower bound for the cut-clustering. Thus, with respect to the lower bounds, there is no evidence that the intra-cluster expansion of the modularity-based clusterings surpasses that of the cut-clusterings. The upper bound Φ(Ω), which drops below the best lower bound for the cut-clusterings in 23% of the cases, even proves a lower intra-cluster expansion for these clusterings. The according instances in the upper part of Figure 4 are marked by a star.
Conclusion
In this work we examined the behavior of the hierarchical cut-clustering algorithm of Flake et al. [5] in the light of expansion and modularity. Cut-clusterings are worth being studied since, in contrast to the results of other clustering approaches, they provide a guaranteed intra-cluster expansion and inter-cluster expansion and are clearly indicated by the graph structure. The latter materializes in the significance-property, which says that each set of vertices in a cluster is at least as strongly connected to the remaining vertices in the cluster as to the vertices outside the cluster.
Our experiments document that the given guarantee on intra-cluster expansion provides a deeper insight compared to a trivial bound that is easy to compute. The true intra-cluster expansion and inter-cluster expansion turned out to be even better than guaranteed. An analog analysis of the expansion of modularity-based clusterings could further give no evidence that modularity-based clusterings surpass cut-clusterings in terms of intra-cluster expansion. On the contrary, around one fourth of the considered modularity-based clusterings could be proven to be worse than the cut-clusterings.
Within the modularity analysis we could reveal that, although it is not designed to optimize modularity, the hierarchical cut-clustering algorithm fairly reliably finds clusterings of good modularity if those clusterings are structurally indicated. Otherwise, if no good clustering is clearly indicated, the cut-clustering algorithm returns only clusterings of low modularity. This confirms a high trustability of the cutclustering algorithm and justifies the use of modularity applied to cut-clusterings as a feasible measure for how well a graph can be clustered.
