On Properties of Random Binary Contingency Tables with Non-Uniform
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ON LIMITING DISTRIBUTION OF A CERTAIN CLASS OF
RANDOM BINARY CONTINGENCY TABLES
DA WU
Abstract. Motivated by recent work of Dittmer-Lyu-Pak [1] and
an old question posted by Barvinok in [4] , we study the limiting
distribution of certain class of random binary contingency tables.
More precisely, for parameters n, δ,B,C, we consider X = (xij)
the random binary contingency tables whose first [nδ] rows and
columns have margin [BCn] and the rest columns and rows have
margin [Cn]. We establish the limiting distribution of entries of X
under certain restrictions of parameters.
1. Introduction and Statement of the Main Result
1.1. Introduction. Let r = (r1, . . . , rm) ∈ Nm and c = (c1, . . . , cn) ∈
N
n be two positive integer vectors of length m and n with the same
sum of entries (we call r and c margins). Namely,
m∑
i=1
ri =
n∑
j=1
cj = N
Let M{0,1}(r, c) be the set of all m× n binary contingency tables with
row sums ri and column sums cj, i.e.
M{0,1}(r, c) :=
{
(dij) ∈ {0, 1}mn :
n∑
k=1
dik = ri,
m∑
k=1
dkj = cj for all 1 6 i 6 m, 1 6 j 6 n
}
For B,C > 0, 0 6 δ 6 1. Let r˜ = c˜ = ([BCn], . . . , [BCn]︸ ︷︷ ︸
[nδ] entries
, [Cn], . . . , [Cn])︸ ︷︷ ︸
n entries
∈
N
[nδ]+n be our margins. Define
M
{0,1}
n,δ (B,C) :=M
{0,1}(˜r, c˜)
Let X = (Xij) be sampled from M
{0,1}
n,δ (B,C) uniformly at random (X is
called the Random Binary Contingency Table) Our goal is to study the
limiting distribution of each entry of M
{0,1}
n,δ (B,C) as n→∞.
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First, we obtain a trivial bound on B andC so that the setM
{0,1}
n,δ (B,C)
is always non-empty as n→∞.
Lemma 1.1. As n→∞, we have the following natural bound on parameter
B and C,{
0 < C 6 1
0 < B 6 1C
if 0 6 δ < 1 and
{
0 < C 6 2
0 < B 6 2C
if δ = 1
Proof. Since every entry of the matrix is restricted to {0, 1},{
BCn 6 [nδ] +n
Cn 6 [nδ] +n
=⇒
{
BC 6 1+ [n
δ]
n
C 6 1+ [n
δ]
n
Taking the limit and the results follow. 
1.2. Notation. (1) For two random variables X1,X2 taking values on
N, the Total Variation Distance is defined as
‖X1,X2‖TV :=
∑
k>0
|P(X1 = k) − P(X2 = k)|
(2) If X˜ ∼ Ber(q), then P(X˜ = 0) = 1− q, P(X˜ = 1) = q.
1.3. Main Result. Our main result is the following,
Theorem 1.2. For M
{0,1}
n,δ (B,C) with parameter n, δ,B,C. Let X = (xij) be
sampled uniformly at random fromM
{0,1}
n,δ (B,C). Fix ε > 0, we have
(i): When 0 6 δ < 1, 0 < C 6 1 and 0 < B 6 1C ,∥∥Xn+1,n+1,Ber(C)∥∥TV = O(nδ−1 +n− 12+ε)
(ii): When 12 < δ < 1, 0 < C <
3
4 and B <
1√
C
3 −
C2
3 +
1
C
,
∥∥∥∥X11,Ber
(
B2(1−C)
B2 − 2B+ 1/C
)∥∥∥∥
TV
= O
(
nδ−1 +n
1
2−δ+ε
)
(iii): When 0 6 δ < 1, 0 < C < 34 and B <
1√
C
3 −
C2
3 +
1
C
,
∥∥X1,n+1,Ber(BC)∥∥TV = ∥∥Xn+1,1,Ber(BC)∥∥TV = O(nδ−1 +n−δ2+ε)
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2. Analysis of Typical Table
A. Barvinok introduced the notion of Typical Table in order to an-
swer the question What does a random contingency table look like? It
turns out that as the dimension of matrix grows, the random con-
tingency table is close in certain sense to the typical table (see, for
example, [2] ,[3] ,[4] ,[5] for background and the precise statement)
Here we only recall the construction by Barvinok and make several
remarks.
Fix margins r ∈ Nm and c ∈ Nn, we first define the binary trans-
portation polytope to be
P{0,1}(r, c) :=
{
(xij) ∈ [0, 1]mn :
m∑
k=1
xik = ri,
n∑
k=1
xkj = cj, ∀1 6 i 6 m, 1 6 j 6 n
}
Definition 2.1 (Typical Table). For all X = (xij) ∈ (0, 1)mn, define the
function
g(X) =
∑
i,j
xij ln
1
xij
+ (1− xij) ln
1
1− xij
For fixed margin r and c, we define the typical table Z = (zij) to be
the unique maximizer of g on the interior of P{0,1}(r, c).
Remark 2.2. (1): For fixed i, j,
xij ln
1
xij
+ (1− xij) ln
1
1− xij
is the (Boltzmann-Shannon) entropy of Bernoulli random variable
with mean xij.
(2): Since g is strictly concave on the interior of P{0,1}(r, c), g attains
the unique maximum in that region. Therefore the above definition is
well-defined.
(3): For fixed i, j,
∂
∂xij
g(X) = ln
(
1− xij
xij
)
For our typical table Z = (zij), we have the Lagrange multiplier con-
dition (we are maximizing g under the row sum and column sum
constraints)
ln
(
1− zij
zij
)
= λi + µj, i = 1, . . . ,m j = 1, . . . ,n
In our case of M
{0,1}
n,δ (B,C), by symmetry and Lagrange multiplier,
there exists some α,β (possibly depend on all the parameters) such
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that
ln
(
1− zij
zij
)
=


2α 1 6 i, j 6 [nδ]
2β [nδ] < i, j 6 [nδ] +n
α+β otherwise
Let P = eα and Q = eβ, then
(2.1) zij =


1
P2+1
1 6 i, j 6 [nδ]
1
Q2+1
[nδ] < i, j 6 [nδ] +n
1
PQ+1 otherwise
We also have the margin condition for Z = (zij),
(2.2)
{
([nδ]/n)z11 + z1,n+1 = BC
([nδ]/n)z1,n+1 + zn+1,n+1 = C
From (2.2), we can quickly get the following,
{
zn+1,n+1 6 C,
z1,n+1 6 BC,
and
{
|zn+1,n+1−C| = n
δ−1z1,n+1 6 BCn
δ−1,
limn→∞ zn+1,n+1 = C
(2.3)
Proposition 2.3. When 0 6 δ < 1 and 0 < C < 1,
lim sup
n→∞ z11 6
B2(1−C)
B2 − 2B+ 1/C
<∞
Proof. Firstly,
z11zn+1,n+1 =
1
(Q2 + 1)(P2 + 1)
=
1
P2Q2 + P2 +Q2 + 1
z1,n+1zn+1,1 =
1
(PQ+ 1)2
=
1
P2Q2 + 2PQ+ 1
implies that z11zn+1,n+1 6 z1,n+1zn+1,1. Next, we claim that
z1,n+1
zn+1,n+1
>
B. Assume otherwise, i.e.
z1,n+1
zn+1,n+1
< B. Then
z11
z1,n+1
6
zn+1,1
zn+1,n+1
=
z1,n+1
zn+1,n+1
< B
and
BC =
[nδ]z11
n
+ z1,n+1 <
[nδ]Bz1,n+1
n
+ Bzn+1,n+1 = BC
which is a contradiction. Now, notice that
(zn+1,n+1− 1)z1,n+1
(z1,n+1 − 1)zn+1,n+1
=
zn+1,n+1z1,n+1 − z1,n+1
z1,n+1zn+1,n+1− zn+1,n+1
=
Q2
PQ
=
Q
P
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To find the upper bound for Q/P, we solve the following optimization
problem,
maximize
(zn+1,n+1− 1)z1,n+1
(z1,n+1− 1)zn+1,n+1
subject to z1,n+1 > Bzn+1,n+1 lim
n→∞ zn+1,n+1 = C
It is easy to see that the objective function is non-decreasing in zn+1,n+1
and non-increasing in z1,n+1. Hence,
lim sup
n→∞
Q
P
6
BC−B
BC− 1
Since z1,n+1 6 BC =⇒ PQ > 1BC − 1 = 1−BCBC ,
lim inf
n→∞ P2 = lim infn→∞ PQQ/P >
(1−BC)/BC
(BC− B)/(BC− 1)
=
(BC− 1)2
B2C(1−C)
This implies that
lim sup
n→∞ z11 = lim supn→∞
1
P2 + 1
6
1
(BC− 1)2/B2C(1−C) + 1
=
B2(1−C)
B2 − 2B+ 1/C
=
B2(1−C)
(B− 1)2 + (1/C− 1)
<∞

Lemma 2.4. Let Z = (zij) be the typical table forM
{0,1}
n,δ (B,C) with 0 6 δ <
1,
0 < C <
3
4
and B <
1√
C
3 −
C2
3 +
1
C
then we have
z11 =
B2(1−C)
B2 − 2B+ 1/C
+O(nδ−1), z1,n+1 = zn+1,1 = BC+O(n
δ−1)
Proof. Firstly, since z11 is uniformly bounded in n,
(2.4) |z1,n+1 −BC| 6 n
δ−1z11 = O(n
δ−1)
This implies limn→∞ z1,n+1 = BC. Let P = P(n),Q = Q(n) be as in
(2.1), then
lim
n→∞ z1,n+1 = limn→∞ 1PQ+ 1 = BC and limn→∞ zn+1,n+1 = limn→∞
1
Q2 + 1
= C
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which is equivalent to
Q→ q∗ :=
√
1
C
− 1, PQ→ 1
BC
− 1
Consequently,
P → p∗ :=
(
1
BC
− 1
)/√
1
C
− 1
and
z11 =
1
P2 + 1
→ 1
(p∗)2 + 1
=
B2(1−C)
B2 − 2B+ 1/C
which is the correct limit. Now, we want to obtain the convergence
rate for z11. Let h(x) =
1
x2+1
and h ′(x) = −2x
(x2+1)2
. Since |h ′(x)| is
decreasing on (
√
3/3,∞), when
B <
1√
C
3 −
C2
3 +
1
C
we have p∗ >
√
3
3 . By Mean Value Theorem, for all p such that
√
3/3 <
p < p∗,
|h(P) − h(p∗)| = |h(P(n)) − h(p∗)| 6 |h ′(p)||P− p∗|
for sufficiently large n. Next,
|P − p∗| 6
∣∣∣∣P− 1/BC− 1Q
∣∣∣∣+
(
1
BC
− 1
) ∣∣∣∣ 1Q − 1q∗
∣∣∣∣(2.5)
When C < 3/4, q∗ >
√
3/3 and since zn+1,n+1 = h(Q),C = h(q
∗), the
Mean Value Theorem gives us
(2.6) BCnδ−1 > |zn+1,n+1 −C| = |h(Q) − h(q
∗)| > |h ′(2q∗)| · |Q− q∗|
for sufficiently large n. Hence, |Q− q∗| = O(nδ−1). Since Q→ q∗, the
second term in (2.5) is of order O(nδ−1). For the first term in (2.5),∣∣∣∣P− 1/BC− 1Q
∣∣∣∣ = (PQ+ 1)/BCQ ·
∣∣∣∣ 1PQ+ 1 −BC
∣∣∣∣
=
(PQ+ 1)/BC
Q
·
∣∣z1,n+1 − BC∣∣
= O(nδ−1)
since both P and Q converge as n → ∞ and (2.4). Thus |P − p∗| =
O(nδ−1). This completes the proof. 
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3. Bound on Total Variation Distance
First, we recall an important progress made by A. Barvinok.
Theorem 3.1. ([4]) Fix row margins r = (r1, . . . , rm) and column mar-
gins c = (c1, . . . , cn). Let Z = (zij)16i6m,16j6n be the typical table for
M{0,1}(r, c). Let Y = (yij)16i6m,16j6n be an matrix with independent
Bernoulli random variables with yij ∼ Ber(zij). Then we have the follow-
ing conclusion:
(i): There exists an absolute constant γ such that
(mn)−γ(m+n)eg(Z) 6
∣∣∣M{0,1}(r, c)∣∣∣ 6 eg(Z)(3.1)
(ii): Conditioned on being inM{0,1}(r, c), the matrix Y is uniform onM{0,1}(r, c).
In other words, the probability mass function of Y is constant on the set
M{0,1}(r, c). More precisely, for any D ∈M{0,1}(r, c),
P(Y = D) = e−g(Z)(3.2)
(iii): For constant γ > 0,
(3.3) P
(
Y ∈M{0,1}(r, c)
)
= e−g(Z) ·
∣∣∣M{0,1}(r, c)∣∣∣ > (mn)−γ(m+n)
Remark 3.2. (i): The matrix Y is sometimes called the Maximum En-
tropy Matrix.
(ii): For measurable set A ⊆ [0, 1]mn,
P(Y ∈ A) > P
(
Y ∈ A|Y ∈M{0,1}(r, c)
)
·P
(
Y ∈M{0,1}(r, c)
)
> P(X ∈ A) · (mn)−γ(m+n)
(3.4)
Next, we want to obtain an estimate on the total variation distance
between entires of the uniform sampled matrix X and maximum en-
tropy matrix Y. Here we use the same large deviation type estimate
method as in [1] and [6].
Definition 3.3 (Blocks). Given the setM{0,1}(r, c) of binary contingency
tables, we call the subset of indices B ⊆ {1, . . . ,m}× {1, . . . ,n} a block
if
ri = ri ′ , cj = cj ′ for all (i, j), (i
′, j ′) ∈ B
Remark 3.4. Since we are picking X fromM{0,1}(r, c) uniformly at ran-
dom, by symmetry, all the entries in the same block have the same
distribution. Also, the entries of the typical matrix within the same
block are the same.
Lemma 3.5. Let M{0,1}(r, c) be the set of m × n binary contingency ta-
bles. Z = (zij)16i6m,16j6n is the typical table for M
{0,1}(r, c) and Y =
(yij)16i6m,16j6n is the matrix of independent Bernoulli random variables
with yij ∼ Ber(zij). X is sampled from M
{0,1}(r, c) uniformly at random.
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Suppose B1, . . . ,Bk are k not necessarily distinguished blocks inM
{0,1}(r, c)
with |B1| 6 |B2| . . . 6 |Bk|, then there exists an absolute constant γ
′ > 0
such that for each k-tuple indices I = (I1, . . . , Ik) ∈ B1 × . . .× Bk and
t > 0,
∥∥∥∥∥
k∏
r=1
XIr ,
k∏
r=1
YIr
∥∥∥∥∥
TV
6 t+ (mn)γ
′(m+n) exp
(
−
[
|B1|
k
]
t2
2
)
(3.5)
Proof. First, we can choose a subset U ⊆ B1× . . .×Bk such that every
index (i, j) appears only in one element of U and |U| > [|B1|/k]. We
consider two extreme cases. First, let’s say all Bi are the same. In
this case, we can divide B1 into at least [B1/k] boxes of size k. Let
each sub-block to be an element of U and we are done. Another case
is when all of the Bi are disjoint. In this case we have much more
freedom of choosing elements. Again, divide the smallest block B1
into at least [B1/k] blocks of size k. This surly can be done for larger
blocks. Now, we only need to pick one index from each sub-block of
Bi so that together they are an element of U. Similar reasoning works
for the cases in the middle.
Let X = (xij). For measurable subset G ⊆ [0, 1] and each I ∈ U ⊆
B1 × . . .×Bk, let
XI =
k∏
r=1
XIr and SX =
1
|U|
∑
I∈U
χ{XI∈G}
XIs have the same distribution for all I ∈ U and YIs have the same
distribution for all I ∈ U by the exchangeability within each blocks.
This implies
E [SX] = P(X
I ∈ G) and YI independent of YJ for I, J ∈ U
By (3.4), we have
P(Y ∈ Gmn) > P(X ∈ Gmn) · (mn)−γ(m+n)
By Azuma-Hoeffding inequality, for every I ∈ U,
P
(
|SY − P(Y
I ∈ G)| > t
)
6 2 exp
(
−
|U|t2
2
)
6 2 exp
(
−
[
|B1|
k
]
t2
2
)
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Now,∣∣∣P(XI ∈ G) − P(YI ∈ G)∣∣∣
=
∣∣∣E[SX] − P(YI ∈ G)∣∣∣
6 E
[
|SX − P(Y
I ∈ G)|
]
= E
[
|SX − P(Y
I ∈ G)|; |SX − P(YI ∈ G)| 6 t
]
+ E
[
|SX − P(Y
I ∈ G)|; |SX − P(YI ∈ G)| > t
]
6 tP
(
|SX − P(Y
I ∈ G)|
)
+ 2P(|SX − P(Y
I ∈ G)| > t)
Since
P
(
|SY − P(Y
I ∈ G)| > t
)
> P
(
|SY − P(Y
I ∈ G)| > t|Y ∈M(0,1)(r, c)
)
> (mn)−γ(m+n)P
(
|SX − P(Y
I ∈ G)| > t
)
we have
2P
(
|SX − P(Y
I ∈ G)| > t
)
6 4(mn)γ(m+n) exp
(
−
[
|B1|
k
]
t2
2
)
Hence,
∣∣∣P(XI ∈ G) − P(YI ∈ G)∣∣∣ 6 t+ 4(mn)γ(m+n) exp(− [ |B1|
k
]
t2
2
)
= t+ (mn)γ
′(m+n) exp
(
−
[
|B1|
k
]
t2
2
)
The set G is arbitrary, we are done. 
Now, we are ready to prove the following key estimate.
Theorem 3.6. Let X = (Xij) be sampled from M
{0,1}
n,δ (B,C) uniformly. Let
Z = (Zij) be the typical table forM
{0,1}
n,δ (B,C) and let Y = (yij) be the matrix
of independent Bernoulli random variables with yij ∼ Ber(zij). For integers
k > 1 and 1 6 ir, jr 6 n+ [n
δ] with 1 6 r 6 k. Then, for every ε > 0, we
have
∥∥∥∥∥
k∏
r=1
Xir ,
k∏
r=1
Yir
∥∥∥∥∥
TV
≪


n−
1
2+ε 1+ [nδ] 6 ir, jr 6 n+ [n
δ] ∀r = 1, . . . , k
n
1
2−δ+ε 1 6 ir, jr 6 [n
δ] ∀r = 1, . . . , k
n−
δ
2+ε 1 6 ir 6 [n
δ], 1+ [nδ] 6 jr 6 n+ [n
δ] ∀r = 1, . . . , k
n−
δ
2+ε 1 6 jr 6 [n
δ], 1+ [nδ] 6 ir 6 n+ [n
δ] ∀r = 1, . . . , k
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Proof. When 1+ [nδ] 6 ir, jr 6 n+ [n
δ] ∀r = 1, . . . , k, let t = 12n−
1
2+ε in
(3.5), and we get∥∥∥∥∥
k∏
r=1
Xir ,
k∏
r=1
Yir
∥∥∥∥∥
TV
6
1
2
n−
1
2+ε +
(
n2 + 2n1+δ +n2δ
)2γ′(n+nδ)
exp
(
−
[
n2
k
]
1
8
n2ε−1
)
6
1
2
n−
1
2+ε + (4n2)4γ
′n exp
(
−
[
n2
k
]
1
8
n2ε−1
)
∼
1
2
n−
1
2+ε + (Cn logn) exp
(
−C ′n2ε+1
)
≪ n− 12+ε
Simiarly, when 1 6 ir, jr 6 [n
δ] ∀r = 1, . . . , k, let t = 12n−(δ−
1
2)+ε, then∥∥∥∥∥
k∏
r=1
Xir ,
k∏
r=1
Yir
∥∥∥∥∥
TV
6
1
2
n−(δ−
1
2)+ε + (4n2)4γ
′n exp
(
−
[
n2δ
k
]
1
8
n2ε−(2δ−1)
)
∼
1
2
n−(δ−
1
2)+ε +C(n logn) exp
(
−C ′n2ε+1
)
≪ n−(δ− 12)+ε
For the last two cases, we just let t = 12n
−δ2+ε and the rest is the
same. 
Next, we compute the total variation distance between two Bernoulli
random variables with different mean.
Lemma 3.7. For λ1, λ2 > 0, λ1 6= λ2,
‖Ber(λ1),Ber(λ2)‖TV = 2|λ1 − λ2|
Proof. By definition,
‖Ber(λ1),Ber(λ2)‖TV = |(1− λ1) − (1− λ2)|+ |λ1 − λ2|
= 2|λ1 − λ2|

4. Proof of Main Results
Proof of Theorem 1.2. First we prove (i). By Lemma 3.7,
‖Ber(zn+1,n+1),Ber(C)‖TV = 2|zn+1,n+1,C| = O(nδ−1)
By Theorem 3.6,∥∥Xn+1,n+1,Ber (zn+1,n+1)∥∥TV = O(n− 12+ε)
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Hence,∥∥Xn+1,n+1,Ber(C)∥∥TV 6 ∥∥Xn+1,n+1,Ber (zn+1,n+1)∥∥TV + ‖Ber(zn+1,n+1),Ber(C)‖TV
= O
(
nδ−1 +n−
1
2+ε
)
The rest of the theorem is proved by the same reasoning. 
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