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1.0 Introduction and Summary 
1.1 Overview 
Geomagnetic field models are important for a number of uses, includ-
ing investigation of processes deep within the earth's interior, trend 
removal for anomaly studies, and the investigation of the correlation 
between geomagnetic and geodetic anomalies. (Field models are also used 
for navigation and survey purposes and charged particle trajectory calcu-
lations.) The typical method of modeling the main field and the secular 
variatlon is by least squares analysis using spherical harmonic models. 
An extensive review of spherical harmonic methods and main field and sec-
ular variation models is given by Barraclough [1975, 1976']. 
Most IJsers of geomagnetic field moaels require accurate estimates of 
the current field. This necessitates prediction beyond the data domain 
of a field model and, inevitably, involves extrapolation inaccuracies 
caused by uncertainties in modeling changes in secular variation 
patterns. Due to present lack of knowledge of the underlying physi~al 
processes involved, these patterns can typically be accurately modeled by 
, 
linear variations only over periods or. the oraer of a few years. 
Re(:urs i ve est imat i on theory provi des a means of combi ni ng moae 1 s 
obtained by conventional batch least squares over deterministic periods 
into optimal estimates of the field model parameters at any particular 
time. In particular, this technique should provide more accurate field 
mOdel prediction capability. This is done by using statistical informa-
tion about the temporal variation in the field model to weight the indi-
vidual least squares solutions for a particular time interval (here 
referred to as a batch estimate). Obviously, the most recent data is 
weighted most heavily and past data is given the least weight. Ho\~ever, 
the data from all of the conventional solutions over the deterministic 
periods is included in the solution so that the prediction errors should 
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particular, the MAGSAT mission, with accurate vector and scalar data, 
will provide for a highly accurate field model for epoch 1980, and the 
recursive procedure will allow for improved 
the MAGSAT model by optimally incorporating 
prediction capability from 
past information. 
Other advantages of recursive estimation include the ability to 
easily update the field model as new data becomes available, improve the 
field estimate for times in the past and also to generate an estimate of 
the error in the field. 
1.2 Summary 
The results of a preliminary study to determine the feasibility of 
using Kalman filter techniques for geomagnetic field modeling are given 
in this report. Specifically, five separate field models \~ere computed 
using observatory annual means, satellite, survey and airborne data for 
the years 1950 to 1976. Each of the individual field models used approx-
imate ly fi ve years of data. Then these fi ve model s were combi ned us i ng a 
recursive information filter (a Kalnlan filter written in terms of infor-
mation matrices rather than covariance matrices.) The resulting estimate 
of the geomagnetic field and its secular variation was propogated four 
years past the data to the time of the MAGSAT data. The accuracy with 
'which this field model matched the MAGS AT data was evaluated by compari-
sons with predictions from other pre-MAGSAT field models. The field 
estimate obtained by recursive estimation was found to be superior to all 
other models. 
It must be emphasi zed that thi s study was not intended to be the 
final word on field model ing. Because of the pl'el iminary nature of the 
study, several "short cuts" were taken ~Ihich make the field estimate sub-
optimal. In particular, Kalman filtering can only be optimal when the 
statistics of the unmodeled field dynamics (among, other quantities) are 
known. In this study, there statistics were obtained by an "eyeball 
estimate" using plots of the estimated field model coefficients and \'Iere 
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However, these estimates are crude at best and should really be obtained 
using a more sophisticated technique such as maximum likelihood estima-
tion. (Obviously it would be preferable to use knowledge of the core 
dynamics but this is not well known at the present time). 
Another "short cut" involves the handling of observatory "biases" 
and scaling of the information matrices to account for aliasing and data 
noise. This is discussed in detail in later sections. 
Considering the limitations of this study, we believe that the, 
results are encouraging and warrant further analyses to optimally apply 
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2.0 Mathematical Description 
2.1 Deterministic Geomagnetic Models 
While several org,lnizations are currently involved in core field 
modeling, the basic techniques used date back to Gauss, with virtually no 
utilization of modern estimation methods. Typically, the magnetic field 
is parameterized as .. scalar potential expanded in spherical harmonics 
where 
V=V. l+V 1 lnterna externa 
* n+1 n 
V = a 




nIl ~ L (ymCosm$+8msinm~) pm(6) m=O n n n 
-a = mean radi us of the earth 
n* = maximum degree of the expansion 
r = geocentric distance 
g. h = quasi-normalized Schmidt coefficients 
= east longitude 
e = colatitude 
pm(e) = associated Legendre Functions (Schmidt quasi-normalized). 
n 
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Here V is the potential 
magnetic field, 
potenti a 1 
and the 
at a poi nt ina doma in free from sources of 
field vector B is given by the gradient of this 
8 = -'IV • 
The coefficients g and h are typically represented deterministically as 
first or second order Taylor 
a conventional least squares 
2.3) used for their recovery. 
expansions in time about some epoch to' with 
batch processing method (outlined in Section 
While data from repeat stations, marine surveys, aeromagnetic 
surveys, magnetic observatories and satellites (principally the POGO 
series and currently MAGSAT) contribute to the determination of the geo-
magnetic field over a time interval about the epoch, annual means from a 
world-wide network of magnetic observatories (see Figure 2.1) represent 
the most useful data set for determining the secular variation of the 
internal field. The difficulty in mode'l ing the temporal variation of the 
field over more than a short time interval is illustrated in Figure 2.2 
for the Abisko observatory. There the solid lines represent a 
quadratic polynomial model for g~ and h~ over the interval 1900-1965. 
For prediction of the magnetic field, the selection of the temporal 
representation for a given data span is 
extrapolating beyond the data is clear. 
cruci a 1, and the danger of 
The incorporation of annual 
means data into a main field model for a particular epoch suffers from 
the fact that the magnetic fi e 1 d me,asured at the observatory is the 
vector sum of the main field and a contribution due to local crustal 
magnetization, 
8=8. 1+ 8 tl 1nterna crus a 
where Bcrustal may change appreciably over the distance 
kilometers. While 8. t 1 varies with time, however, 1n erna 
constant. Thus, models of secular variation based only 
derivatives of annual means observations 
6 
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S = Sinternal 
are not influenced by the local anomalous fields, but models of the main 
field are aliased • 
In this analyses, the main field and its secular variation were 
estimated simultaneously, using both annual means and other data types 
(satellite, airborne, survey). The annual means data is accommodated 
by solving for the local observatory bias, Scrustal ' at each observa-
tory. This allows the data to properly distribute its influence among 
the secular variation and constant parameters of the model in a least 
squares sense. The local biases, which are estimated along with the 
field model, provide some physical measure of the local anomaly field. 
2.2 Modeling The Temporal Variation of the Field 
In the previous section, it was stated that the temporal variation 
of the core geomagnetic field has usually been modeled deterministically 
as a first or second order Taylor series ex.pansion. This deterministic 
.. 
modeling is a necessity when conventional least squares estimation is 
employed. However, when Kalman filtering is used, the process can be 
modeled as a stochastic one. Thus the question arises as to whether some 
form other than a truncated Taylor series would be more appropriate for 
modeling the temporal variation. For example, a first or second order 
Markov process may be suitable. However, Markov process models are 
mainly useful when the data span is a significant fraction of th2 time 
constants of the process and when the process is zero mean. If the data 
span is much shorter than the time constants of the process, the output 
can be approximated quite well as the integration of initial conditions 
and whiTe noise inputs for a system which does not use feedback (although 
the order of the system may be di Uerent than that of the Markov 
9 
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process). In other words, knowledge of the time constants of a Markov 
process does not significantly improve the modeling of that process when 
the data span is much shorter than the time constants. 
For the case of geomagnetic core field modeling, the shortest time 
constants appear to be 50 to 100 years (it is difficult to determine them 
accurately when only 80 years of data are ava'ilable). Since we are only 
using 26 years of data (1950-1976), the use of a Markov model is not 
justified (even if it was, we do not know the time constants). 
Furthermore, many of the low degree coefficients in the spherical 
harmonic expansion are definitely not zero mean (e.g. 910 ), Thus the 
"bias" in coefficients would have to be estimated separately from the 
Markov process, adding unnecessary complexity to the model. 
For these reasons, Markov models were not used in our analyses. 
Rather, the stochastic contrib'Jtion of the temporal variation of the 
spherical harmonic coefficients was modeled as one of two forms: 
where: 
low degree: cj(t) = wi(t) 
high degree: ~i(t) = wi(t) 
ci represents a coefficient of the sphe,ical harmonic expansion 
Wi is random noise. 
Thus the expressions for c as function of time are: 
low degree: 
10 
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where qi (t-to) represents a random disturbing input (i .e. weighted 
integral of w(t) (See Section 2.3.3). 
The dividing line used in deciding between the linear and quadratic 
models was set so that the differences between the data and the model 
appeared to be random. All coefficients of degree 7 or less used the 
quadratic model while the linear model "las used for iligher degree 
coeffi ci ents. 
2.3 Estimation Procpdure 
Data available for field model ing is comprised of survey and 
observatory annual means values (primari ly n. 1. H. z. Fl. oceanographic 
data (Fl. aeromagnetic data (F). and satellite dat<1 (F). With ~'JI!lSJlT. 
thel'e wi 11 be avai lable satell ite vector component data as \~ell. FUI' 
this prel iminary study. only data from 1950 to 1976 was USed. Prior to 
1950. the data coverage is sparse. No data after 1976 was used so that 
the estimated field could be predicted to 1980 and compared with the 
MAGSAT data. During the oeriod 1950 to 1976. approximately 186.000 
observatory. ground survey. aeromagnetic and satellite observations are 
avai lable. Oceanographic and repeat survey daea were not used in this 
preliminary anaiysis because of its questionable quality and difficulty 
in using it properly. 
The following s~ctions describe the procedure used to compute 
"mini-batch" field m'ldels. the recursive estimation prOCedure and the 
calculation of the state noise matrix. 




purpose is that originally developed at Goddard Space Flight Center by 
Cain, et a1, 1967 and recently ~odified and enhanced by Business ano 
Technological Systems, Inc., (Estes, 1979 and 19BOl. 
For the purpose of clarifying equations to follow, we shall 
summarize the equations of the conventional batch solution in matrix 
notati on. Values of the g and h coeffi ci ents at any poi nt in time are 
assumed to be in terms of the values at epoch (to). Since we are using 
only 5 years of data in each "mini-batch," the field can be adequately 
represented (with negligible aliasing) using only constant and linear 
terms, ie. 
The maximum degree to which the constant and linear terms in the 
expansion was carried varied for the different mini-batches. When 
satellite data was available (after 1960), the constant and linear terms 
were carried to degree 13. However, prior to 1960, the available data 
would not support a solution with so marlY unknowns. Thus the cutoff was 
lower. (Details for the individual mini-batches are given in 
section 3.1). 
For purposes of clarity in the discussion to follow, we will assume 
that secular velocity terms are present through n* = 13. The 
relationship of the parameters can be written in matrix form by defining 
a state vector which contains the values and derivatives of the 
coefficients. Let 































field at observatory i. (This accounts for localized fields) 
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_____ l _____ l ___ ~~l ____ _ o 
0 1 0 o I 
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Let the s~t of measurements during the mini-batch period be denoted 
by vector y of 1 ength m (m may be on the order of tens of thousands). 
Then ~ can be written as a nonlinear functi~n of x plus random measure-
ment noise (~ = f(~) + ~). The perturbations in ~ (o~) due to 
perturbations in x (o~) can be written as 
where 
a~ 
M = ax 
o~ = M oX 
(dimens i 011 mxn) • 
Then the weighted, least squares, differential correction estimate of x 
is given by 
13 
where: 
the estimate of x at iteration K 
ORIGIW"\L PAGE is 
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w = the covariance matrix of the random measurement errors. If 
y_ = fIx) + v where v is a zero-mean, random error vector, then 
- T -
W = E(~~) (diagonal). 
Denote the 
associated 
converged output of mini-batch number i as §bi' Then the 
covariance matrix for the error (~xb") is given by 
- , 
~ - -T) T -1 -1 Pb," = E(~xb"~xb" = (M W M)" . - , - , , 
This matrix is produced as a by-product of the least squares calculation. 
After convergence, those partitions of the information matrix 
(MTW-1M ~ Pb-~) and the state estimate xb" corresponding to the field , - , 
model (spherical harmonic coefficients and derivatives) are written on 
tape for later use. However, this partition of the information matrix 
must be equal to the inverse of the corresponding partition of ths 
covariance matrix. If the original information matrix and vector are 
partitioned as follows: 
where the first partition corresponds 
coefficients and the second partition 
biases, then 
14 
to the spherical harmonic 
corresponds to the observatory 
~f'.~·'·" ,.,"~'"'-~-'"':'-";" '''-.- .. '~-""'" .~ -,""r" ~ .. " \'''''' y >-., .... ' .. -' .... '."~O-,.~"',...,,., ""---"/Or' ~"''''''-''-'''1'.r,,-, " 
':t,. "',,"'~'-' "., >:;P'''''\'-'''-' V' '~',r,.-
.' ..•.• ' .' .. ,1"ri''"~'-''~.,,,,: '!'."~''''-':;'.""~'-;:;''''''''f:)'''Il''~'6:~~':!'~'''''''i''lr,,,"-,;nr;:.'lI!!\l' 




ORJGINl{L Pt~GE is 
OF POOR QU(.LITY 
A A-I T where 0 = l-A2 3 A2 is the partition of the information matrix written 
on the tape. 
It was sometimes necessary to modify the epoch of the mini-batch 
after the i nfot11iati on had al read,Y been stored. Thi sis done us i :1g the 
following transformations 
O(t} 
2.3.2 Optimal Filtering of Mini-Batch Field Models 
The output from the mini-batches must be combined to produce an 
optimal estimate of the spherical harmonic coefficients at the epoch of 
the last mini-batch (1972.5). When properly done, this estimate should 
yield good predictions of the geomagnetic field for several years into 
the future. The key to combining the results of the mini-batches is to 
correctly weight their output. This can be done via a Kalman filter 
which includes the effects of process (state) noise (Gelb, 1974). 
Recall that the temp~;al model for the spherical harmonic 
coefficients was assumed to be 
where the definition of ~ has been expanded (because of the longer tiole 
span} to include quadratic terms in addition 
terms for coefficients of degree 7 or less. 
corresponding to qu~dratic terms are 
15 
to the constant and 
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Although this model is quite adequate when the time span is short, it 
degrades rapi dly as the time span grows. When combi ni ng the estimates 
from different mini-batches, some allowance must be made for the errors 
in the secular model (e.g., third and higher order derivatives). In 
other words the secular model can be better written as 
where 9 is assumed to be an unknown, random disturbance vector. 
We now change the notation so that time is not explicitly shown: 
x, 1 : ~, x, + q, • 
-1+ 1 -1 -1 
Here, the subscript refers to the epoch of each mini-batch. Since each 
mi ni -batch wi 11 have a different epoch (at the mi ddl e of the data span), 
an equation of this type must be used to relate the coefficients (state 
vector) for different mini-batches. However, since qi is unknown 
(to us), our best estimate of ~i+l based upon the measurements included 
in mini-batch i is 
~i+l/i = ~i ~i/i 
where ~i/j means the estima:e of ~i at mini-batch i based upon measure-
ments up to mini-batch j. ~i+l/i is called the a priori estimate at 
time i+1 and ~i/i is called the a posteriori estimate at time i. 
. 
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T where Qi=E(9i 9i ). For the moment, we will ignore how Qi is obtained. 
After mini-batch i+1 is processed, we can obtain an a posteriori 
estimate for ~i+1 which optimally combines the results of the new mini-
batch and the results of previous mini-batches, 
[ -1 Pi +1/ i+1 = Pi+1/ i 
where T is a matrix consisting of zeroes and ones which shifts the 
elements of ib,i+l to match those of ii+l (~b does not contain quadratic 
time terms). This is called an information filter (rather than a Kalman 
filter) because the result is obtained by combining information 
matrices. For this particular problem, it is more efficient than a 
Kalman filter. At each step, the inversion of two, positive-definite 
sym:.1et ri c mat ri ces is requi red. Thi sis best done by Cho 1 esky 
factorization which takes a total of n3/2 operations. For the dimension 
of the problem discussed previously, this requires a relatively small 
amount of computer time. 
There are two aspects of this procedure which deserve further 
discussion. First, it was not necessary that all of ' the coefficient sets 
be the same size for all mini-batches. For example, it was not desirable 
(because of the sparsenezs of data) to solve for all high degree 
coefficients and derivatives for periods prior to 1960. This simply 
means that 'the partitions of the information matrix (MTW-1M) correspond-
ing to these coefficients contained zeroes. Secondly, notice that new 
data can be easily incorporated into the solution without rerunning the 
enti re procedure. As additional satell ite data is obtained, it can be 
used to improve the field model. 
17 
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The final output from this procedure is a state vector (coefficients) 
and error covariance matrix which are evaluated at the epoch of the last 
data span. These can then be used to predict the coefficients and error 
covariance for the next few years. This estimate should be better than 
the estimate obtained from the last mini-batch because it uses more data 
going back further in time. However, notice that old data is given less 
weight in the final solution than new data. The inclusion of Q tells the 
filter that the state vector is subject to random changes and, thus, it 
gives the most weight to recent data. 
The ability to estimate the error in the predicted coeffic!ents is 
an important output of this procedure. Although all batch estimation 
procedures produce an error covariance matrix as a by-product, the use-
fulness of this covariance has not been widely appreciated. Since the 
batch procedures do not include a Q term, their error covariance matrices 
cannot be used to accurately predict the field errors for times outside 
of the data span. However, the procedure proposed here can do this. By 
a Simple transformation on the covariance matrix, it is also possible to 
compute the error in the estimated magnetic field at various points on 
the earth's surface. This could be used to produce a contour map of the 
earth showing the accuracy of the estimated field. 
The accuracy of the proposed estimation procedure depends upon the 
aCCIOracy of the Q whi ch is used. Past experi ence has shown that, for 
most -problems where Q is small, the final estimate is not very sensitive 
to Q. If Q is known within an order of magnitude, the output will 
probably bE! satisfactory. 
The next section derives the mathematical equations used to compute 
Q whil e secti on .2.3 shows how the 1 i ke1 i hood furicti on can be computed in 
the Kalman filter and used to help refine the estimate of Q. 
18 
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2.3.3 State Noise Covariance Matrix 
ORIGINl~!.. rt;,~r~ !~g 
OF POOR QUALITY 
The state noise covariance matrix, Q, is defined as the covariance 
matrix of the unmodeled dynamics in a discrete system. Qi can be calcu-
lated from the continuous system if the spectral density of the random 
input is known. In other words, if the continuous system is defined as 
~(t) = F~(t) + ~(t) 
where u(t) is white noise, then Qi can be computed from E(u(t)uT(t)). 
Using this equation for the continuous system, the corresponding equation 
for the discrete system is: 
~(t) 
where the second term is equal to qi as described in section 2.2.2. Thus 
Qi = E 
= E 
= 
It is assumed that E[~(A)~T(A)J is a constant (Qs)' For the polynomial 
representation of the spherical harmonic coefficients, the ~ and Qs 





~(t.t) = 0 
o 
o 0 0 
Q
s 
= 0 0 0 
When these expressions are substituted in the expression for Qi and 
integrated, the following result.s are obtained: 
t.tS t.t4 llt3 
-S- -2- j 
quadrat·; c terms: Qi = Qs2 t.t
4 4t.t3 t.t2 ORIGiNAL PAm:: rs 
-2- -3- OF POOR QUALITY 







1 i near terms: Qi = Qs1 t.t2 t.t 
2" 
We have implicitly assumed that the process noises for coefficients 
of different degree and order are uncorrelated. This seems to be a 
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2.4 Computation of the Likelihood Function 
ORlGINf,L rAG;:: IS 
OF POOR QUALITY 
In any estimation problem where the measurement and dynamic models 
are not known wi th certai nty, it is generally useful to compute the log 
likelihood function within the Kalman filter. This likelihood function 
can then be used to aid in defining the model. When filter runs using 
different model parametel's are compared, the run whi ch has the hi ghest 
likelihood function can usually be selected as having the "best" model. 
In an ordinary Kalman filter, the extra burden required to compute 
the log likelihood is trivial since the required quantities are already 
. 
computed by the filter. However, in our information form of the Kalman 
filter, the computational burden is quite significant. The total 
procl~dure for 
given below: 
the information filter and computation of the likelihood is 
Step Fil ter 
1 Read ( T -1 ) and . t i , M W M i xb . , 1 
. . 2" x. /. 1 = <I> xi_1/ i _1 
, 
1 1-
p. /. 1 = 1 1- <I> Pi-1/i-1 <I> +Q i 
3 
4 
( -1 ( T -1) T)-l = Pi / i _1+T1 M W M iT1 
= P./.(P./. 1X'/' 1+T1(MTW-1M)'Xb .) 1 1 1 1- 1 1- 1 ,1 
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T(T-1)-1 C = T2Pi/i_1T2+ M W M i 
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where: Tl and T2 are transformation matrices consisting of zeroes and 
ones which change the dimension of the filter state and the 
mini-batch state to match. T1 is used to increase the dimension 
of Xb to match x and T2 is used to decrease the dimension of x 
• to match xb• In the computer program, this transformation is 
performed by shifting operations (no matrix multiplications are 
invo1 ved). 
L is equal to -2 log likelihood (plus a constant bias). 
The inversion of (MTW-1M)i in step 3 and the inversion of C in step 
4 are the most costly operations in computing the log likelihood. In 
fact, these operations almost double the running time of the program. 
However, the information obtained from the likelihood function is so 
valuable that the extra burden is well worth the price. 
Si nce the combi ned operati on of an i Mormati on fi lter and some 
computations of the Kalman filter (steps 3 and 4) appears to be somewhat 
redundant, the question arises as to whether everything could be done 
more efficiently using just a Kalman filter or an information filter. 
The answer is no. In fact, if a Kalman filter were used to compute 
everything, the running time of the program would double. (This 
statement is not generally true for most filtering applications). 
For more information on the properties of the log likelihood 
function, see Edwards, 1972 and Gupta, 1974. 
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3.0 RESULTS 
3.1 Pre-MAGSAT Model PMAG (7/80) 
The models used as a basis of comparison for prediction accuracy 
include the AWC 75 (Peddie & Fabiano), the WC 80 (Barker & Barraclough) 
and the Goddard Space Flight Center Model, PMAG (7/80) (Estes). Because 
the PMAG (7/80) mode lis not full y documented in the literature and 
because the techniques utilized in the development are also used in 
deriQing the mini-batch models of Section 3.2, a brief description of the 
modeling method will be presented in this section. 
The basic core field data set consisted of POGO satellite scalar 
data, selected observatory vector data, and selected repeat station data 
and marine survey data over the years 1960-1977. Magnetic potential 
spherical harmonic coefficients were simultaneously least squares fit to 
the data set to mathematical degree and order 13 for the constant terms, 
13 for the first time derivative terms, 6 for the second derivative 
terms, and 4 for the third derivative terms. While the satellite data 
provided a good uniform spatial distribution, vector component data was 
desired to reduce the Backus effect and o~servatory annual means data was 
needed to provide accurate secular variation information. The surface 
data, however, is the result of contributions from both the core field, 
ff(t) , and the anomalous crustal field, Bc' which can contribute 
several hundred nT to the measurement but is assumed not to vary with 
time. To properly account for the crustal influence in the data, differ-
ent approaches were taken for satellite and for surface observatory, 
marine, and repeat station datu. 
The basic 49,000 measurement POGO data set used in developing the 
POGO 2/72 model (Langel, et all was extended in time to include 
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interval 1970-1971. This quiet time data set exhibits good uniform 
spatial distribution. The crustal field influnece is greatly attenuated 
at the spacecraft altitude of over 500 km and is assumed negligible for 
processing satellite data in the model. 
The observatory data was accomodated in the solution by solving for 
dn independent constant anomaly bias magnetic field vector at 
each observatory simultaneously with the spherical harmonic 
the site of 
coefficients. A global set of 148 observatories was selected for the 
data set based on continuity of operation over the desired interval, data 
accuracy and spatial uniformity. The time series of annual means were 
examined for each observatory and jumps in the data caused by station 
relocation, equipment modification, etc. were identified and the 
intervals treated as independent stations with respect to the crustal 
biases. This resulted in a total set of 167 independent observatory 
vector biases from the 148 selected observatories. 
The repeat station data was selected based on data accuracy, spatial 
distribution and number of site occupations. At least three site 
occupations were required to qualify as acceptable. As the data set was 
generally sparse (and most often did not contain all three vector 
components), vector anomaly biases were not estimated for this data 
type. Instead, quadratic polynomtal fits were made to the component time 
series and time derivative! :which are assumed to be independent of the 
crustal field) taken to be used as data for the main field model. 
Approximately 500 D, H, and L measurements from areas of Africa, South 
America and Australia were utilized. 
Marine survey data also contains contributions due to magnetic 
crustal anomalies. To obtain data for vast areas of the Atlantic, 
Pacific and India" Oceans, forty-one long, straight tracks of surface 
marine scalar magnetic data (length greater than 1200 km) were selected 
and low pass filtered to remove wavelengths shorter than 500 km. This 
24 
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fil tered track of data was then sampled to \)l'ovi de mari ne data for he 
model data set. 
The weighting of the measurements in the least squares fit was based 
on the assumed accuracy of the data types. The satellite data was 
assigned a measurement noise sigm8 of 10 nT,. while the sigma for 
1 ndi vi dua 1 magneti c obsl!rvatori es W8S determi ned from the scatter auou t a 
quadratic polynomial fit of the time series data. The invariant noise 
sigmas for the 167 obserJ6Cory vector componl!nts vari cd from 
approximately 5 to 40 nT. The sigma~ used for the repent station 
derivative data were also determined from polynomial fits. while that for 
the marine data (100 nT) was obtained by l;omparing filtered VJlu()s of tht' 
long tracks at intersecting PO'ltS. 
The P~IAG (7/BO) lIlodel hilS proven to be the best predictor of ~'IIGSAT 
data <lll1ong the available pre-MAGSAT models in the literature. The 
strength of the model is due to the extr(1mely good POGO satell i te 
coverage over the years 1965-1971 and the solution for observatory 
anomaly biases together with the inclusion ,of the third del'ivative 
spherical harmonic coefficients. It has been shown that the marine data 
and repeat station data has added no improvement to the predictive 
capability of the l11odel. 
3.2 Mini-Batch Models 
The derivation of batch least squares l11ain magnetic field 1110del s 
over approximatlely five year intervals from 1950-1976 was <lccompl ished 
using the techniques described 1n Section 3.1 for P~'IIG (7/110) using the 
same POGO satellite data set and the same set of 167 magnetic 
observatori es exte:ndi ng back to 1950. However. the fil tered mari ne da tn 
and differentiated repeat station data from PMAG (7/80) was not used in 
the mini-batches. Instead, a selection of surface and dirborne survey 
data was utilized to improve the data distribution within each mini-batch 
interval. No attel11pt was made to model the crustal anomaly influence in 
25 
B/:~/.'if:';SI,\'J) Tf:t:lINIJI,IK;U;·/L SI'STF..I1S,IN(; 
the survey data. The measurement noi se sigma gi ven thi s data in the 
estimation was set to reflect the crustal uncertainty. 
Because of differences in the distribution of the data and different 
data types, the processing of the five mini-batches was not identical. 
Table 3.1 shows the number of measurements for each data type, the 
weighting usea far each data type and the maximum degree of the field 
coefficients and first derivatives for each of the mini-batches. The 
fi rst satell i te aata was taken in 1965 (OGO-2) and thus the time 
intervals for the third and fourth mini-batches were adjusted so that 
this data was included in the third. Without the global satellite data, 
the distribution of the remaining data is sparse in some areas and thus 
the accurate recovery of all spherical harmonic coefficients and first 
aerivatives is difficult. For this reason, the mini-batches from 1950 to 
1960 did not solve for all coefficients and derivatives. It is believed 
that the aliasing caused by truncation of the field model was small. 
The end time of the last batch was extended ta include the latest 
observatory data availuble to us. The satellite data during this 
interval was taken in 1970-71 so that the solution is heavily weighted 
toward the beginning of the interval. 
The weighting sigmas used for the different data types were selected 
based ":1On the fit of the data to the field model. Although this is r.ot 
a ri gorous procedure for determi ni ng the data accuracy, it is a 
reasonable approximation to it. The weighting sigmas for the observatory 
data were determined by the deviation of the data from a polynomial fit 
for each observatory, Thus the wei ght i ng vari ed from one observatory to 
the next. 
In each of these mini-batches, no corrections \~ere made for the 
external field. The bias due to the external field should be accounted 
for as part of the main fiela while the high frequency variations of the 























































Table 3.1 Summary of Mini-Batch Field Models 
Number of Observations Maximum Degree and 
Order of Field Model 
Number of 
observatories Observatory Survey/ Satellite Total Number 
(vector airborne accepted edited constant Hnear 
components) 
67 849 6776 0 7625 153 9 6. 
111 1335 12658 0 13993 194 10 ' 7 
142 2145 58075 3559 63779 46B 13 13 
148 1578 13545 52016 67139 127 13 13 
139 2292 9596 15916 27804 189 13 13 
Data Type Data Wel9htlng Data Editing Threshhold 
Observatory: X, Y ,1 5-45 nT* 5000 nT 
Survey/Ai rborne: B, H. Z 300 nT 5000 nT 
0 1.0° 5° 
1 0.5 0 5° 
Satell fte: B 10 nT 5000 nT 
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3.3 Computation of State Noise Covariance and Mini-Batch Weighting 
Figures 3.1 are line printer plots of the field model coefficients 
for the five mini-batchs. There is one plot for all coefficients of the 








Also shown on each plot is the range of the standard deviations for the 
coeficients (evaluated at the beginning of the interval) as computed from 
the least squares covariance matrix (inverse of information matrix). In 
general it may be stated that only the two or four coefficients of the 
highest order (for each degree) had large sigmas: most of the coeffi-
cients had sigmas which were closer to the smaller of the two numbers. 
The number in parentheses is an "eyeball" average of the standard devia-
tions where the sigmas of the high order codficients were excluded. 
This is the number 
information matrix 
which was used to determine 
(to be explained shortly). 
These plots were made for two purposes: 
the scaling of the 
to determine whether or not 
the computed standard deviation was a realistic approximation 
coefficient accuracy and to aid in estimating the state noise 
of the 
variances. 
In examining these plots, we discovered that it was generally possible to 
fit a smooth curve through the five (or less) separate lines for each low 
degree coef.f; ci ent. However, the deviation of coefficients from that 
curve was considerably larger than the computed uncertainty of the 
coefficient (i.e. computed sigma). This was disturbing because it 
suggests that either the sigmas which were used in weighting the data 
were wrong or that aliasing (because of the truncated field model or 
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Figure 3.1 Plots of tlini-Batch Field r10del Coefficients 
Degree 1: 
-30560 1 small division = 303.2 nT 5823 















a = 19 +24 (20) 
a = 13 +14 (l4 ) 










































" :1 ~ 
"1 
. ~ 
~ i , J" 
":.1 ",-:. /~'L_O;';lo'<"',,_.~:;~"I;;j ... _ .... _';. '"'- .~ ,'_:,;_}~.::I'.""'~'_.,,~_....,. .... J."" ... ,...y~..:.:, ,_ .• "~.-"$:~J"'.-,,..;_~'_ ... ;..~ ,.;;",~,",~.i.~,,;;,;, .;:~~_ ;,..-.... :. ·,,",,<,_,t~; ._"i.u':<.',J.~. ,,;,,,;-,.. •. :,;.~,.;;. > _~.' ."::"!";-~-,,,",_ ..... ,, .~ .. '''''~~' •. '-.• -. ' •• ~ ,'" t" .. ~.· •• ~H '.' .... c:.t-. ,..... -->,.,;"._,;.. " ,.Il •. '" ~ ~~ h:~_ ' ..... :~~ ':.~,.',. _ ,>.:_~.'u c::.--..... ~.{;:~~1?I._....~ .• :,,;::"':'i.!ob_ ... ' . ,: .. ,;, _,'" _":...~:,,. . .,,~~ :._~.~v. 




Figure 3.1 (continued), Dellree 2 
-2074 ' 1 small division ~ 42.42nT 3017 




































a ~ 15 + 23 (20) 
o~ 1.5->3.2 (1. 9) 
o~ .17+1.B (.40) 
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Figure 3.1 (continued), Degree 3 























a = 17 -+21 (19) 
a = 17 +28 (21) 
a = 1.6 -+3.3 (2.0) 
a = .36 -+2.0 (.70) 
a = .61 -+3.4 (1. 1 ) 
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:F.1gure 3.1 (continued), Degree 4 
-444.3 1 small division = 12.78 oT 






































0= 15 +31 (24) 
0= 1.4 +3.4 
(1. 9) 
I J". .18 +2.1 ( .65) 
0= .28 +3.5 
(1. 1 ) 
\ \ I / f 


























































































ORIGINAL PAI~E is 
OF POOR QUALITY 
~ . c 
I 











































---------_ . .,' : 
""---------_ . .".--------" : 
""------------.. , .................. --. ! 
! ~""---------." •• ,,>----------.. , .. ---------.., .. i I;: I 
I I +><:;::::=> ...e u ! 
, ' I'.. .... ... -~---------,_--_--------.:-........ - ......... --~ i 
,. .~------="-=, .. ----------~----... =-------.. :~~::::===-=-.. ---·l 1~Q= 
























t/ ~ :: - :: T 
,~ I 
_ I 
I ,--,....,..... I 
, I 
ICC"'" M N M : ! ,--...... ~ + t + _ 
I t L.'" t I I,..... (T) ton 0'1 I 
I M _" ~ N M I 
I"'" ..-,.... I 
, I 
I II II II II II I 
I 0 '0 '0 '0 '0 I 



























ORIGINAL PAGE £13 
























































I / :> ::::=: =-:w'---e; t ::::::-: ___ ---- ~ c: 
7,:'~~-'. __ r ___ ~l 
.---=:: '~ ~,.--- :...--- --~: 
: ,;:0:;::= c: --' 2 : 
I :: '"0 =--..?" - I I ....-.c I 































M N Ln I 
.- t,- : 
y:; ~~~l 
~ \b _____ --- : 
II ~ I 
i ".---'" i ~~----~---------1------------~-------1---~---------f 
34 
r::~"~"!"~~":,,,,,,,,,,v.<-"-w"-~"""""';~""·.~":~'f""('~:3'm',:::,~-:''''''''--~e'!!:~N',!~':;:>'''.:tl'-A.!,,:'' "~.C"""';'::'" __ T-. _ _ ___ ~ ~ ........-. .---, 
t I I - :-: 
Figure 3.1 (continued), Degree 7 
-222.7 1 small division ~ 2.70 nT 101.3 










































a = 10 -+15 (12 ) 
a = 11 -+23 (16) 
E •• 
a = 1.1 -+2.8 (1 .5) 
a = .17 -+2.0 ( .40) II f ~I"\\I I 
;1 I LOr. r!lJ~U wi' 
a = .21 ->-3.5 (.70) 
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Figure 3.1 (continued), Degree 10 
-34.59" 1 small division = 0.4712 nT 21.95 






































a= 2.8 +5.1 
(4.2) 
a= .92 +2.4 (1.2) 
a = .14 +" 88 ( .26 ) 
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Figure 3.1 (continued), De~ree 13 







































a = .46 .... 1.6 
l< 
a =.13..;..53 
a =.12 ..... 66 
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In any case, it was obvi ous that the covari ance matri x computed for 
each mini-batch had to be scaled to account for these modeling errors. 
Scaling the entire covariance matrix by a constant may not generate a 
matrix with the same structure as the true error covariance but it is 
certainly better than no scaling at all. The scaling factors for each 
mini-batch were determined by using the plots to estimate the true error 
sigma for all coefficients of the same degree. In other words, the 
deviation of the plots from a smooth curve (and from plots of other field 
models) was assumed to be a measure of the true accuracy. This number 
was divided by the average computed sigma (1 isted in parentheses) to 
compute a scale factor for each coefficient degree and then these scale 
factors for the different degrees were averaged to compute an overall 
scale factor for each mini-batch (Table 3.2). In general, the scale 
factors for coefficients of different degrees within the same mini-batch 
wer'e quite consistent and thus there is some confidence in the method. 
However, this procedure for estimating the scale factors is subject to 
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The second problem, determining the spectral density of the state 
noise, is somewhat more difficult to solve in a systematic manner. The 
deviation of the plots from a quadratic (or linear) curve should be a 
good indication of the state noise but since the uncertainty of the 
coefficients is so large, this deviation cannot be estimated accurately. 
Rather, a procedure which was based more upon the value of coefficients 
was used.' For the coeffi ci ents whi ch were assumed to obey a quadrati c 
law (degrees 1 to 7), the standard deviation of the coefficient will grow 
as vlQS~t5/5. Therefore, the expected deviation of the coefficient from 
the quadratic curve after a pet'iod of 20 years was chosen for coeffi-
~ients of each degree an~ Qs was computed from this. Likewise, the 
same procedure was used for coefficients which obey a linear trend where 
the coefficient uncertainty grows aS~Qs~t3/3 Table 3.3 lists the 
assumed coefficient uncertainty after 20 years for each degree and the 
resulting spectral density (Qsl. 
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Coefficient Estimated Coeffi ci ent Time Spectral Density 
Degree Deviation ,:fter 20 years Model of White Noise Input 
1 120nT quadratic .0224nT2/sec5 
2 80nT quadratic .OI00nT2/sec5 
3 60nT quadratic .0056nT2/sec5 
4 40nT quadratic .0025nT2/sec5 
5 30nT quadratic .0014nT2/ sec5 
6 20nT quadratic .OO06nT2/sec5 
.. 
7 14nT quadratic • OO03nT2/sec5 
8 10nT linear .0376nT2/sec3 
.' 
9 8nT linear .0240nT2/sec3 
10 6nT linear .0136nT2/sec3 
11 4nT linear .0060nT2/sec3 
12 2nT 1 i near .0016nT2/sec3 
13 1.5nT linear .0008nT2/sec3 
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!; ell ~ ~ t, U ~ ~ t 3.4 Filtering Results .~ 
n ~-: .. ' .j ~ ~ ~ 
. , ,~: Table 3.4 lists the statistics on the measurement residuals f ~ " :~ i'l 'p Vi r. (difference between observed measurement and computed measurement) using ~ 
~ t J MAGSAT data taken on March 15, 19S0 and predictions from various field '" I 
" 1 '.: ~. models. March 15 data was selected because this was a magnetically .) 
e - ~ t, I "quiet" day. The data was corrected for MAGSAT attitude errors and the ~ 
~: I ~ i, effects of external magnetic fields and the vector data was limited to i 
M ~ 














given below. 1 
AWC75 - Developed by Peddie and Fabiano using data from 1965 to 1975. 
Uses constant coefficients to degree 12 and 1 inear time terms to 
degree 12. 
WMCSO - World Magnetic Chart 19S0. Ceveloped by Barker and Barracough 
using data from 1950 to 1977. Uses con~tant coefficients to 
degree 12 and linear time terms to degree S. 
PMAG (7/S0) - Developed by GSFC using data from 1960 to 1977. Uses cubic 
time coefficients to degree 4, quadratic time coefficients to 
degree 6, linear and constant terms to degree 13. 
Mini -Batch (1970-1977) - la.st mini -batch as described in section 3.1. 
GSFC (9/S0) - Developed by GSFC combining MAGSAT Nov. 5 and 6 data with 
the PMAG (7/S0) data set. Same form of time model as PMAG. 
GSFC (2/S1) - Developed by GSFC using MAGS AT (Nov. 5 and 6, 1979 plus 
March 15, 19S0), POGO (1965-1971) and observatory data over the 
period 1950 to 1977. Same form of time model as PMAG. 
Best filter model - field model from filter computer run which had 
highest likelihood function • 
j 






























Geomagnetic Field Model 
Mini-Batch 
PMAG(7/80) 1970-1976 GSFC(9/80) GSFC(2/81) 
-20 5 -3 -1 
92 101 11 9 
-9 9 -3 -2 
70 110 10 8 
2 0 1 1 
77 119 13 12 
',', 
9 8 -1 -2 
109 186 13 9 
89 127 12 9 
Best Filter 
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, . Our filtered model is substantially better (8 to 39%) than any of "~ 
. ; ~ :,' f the tested pre-MAGSAT models for prediction time intervals of 4 to 5 1 
:' .. years. (The date of the last data used in the WMC80 model is not·j 
~ j 
:., if" precisely known). This demonstrates that the filtering method is clearly .~,~ 
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develop field models. 
The two GSFC models which used MAGSAT data were included in the 
table simply to show the limits of batch field modeling when little or no 
prediction is involved. (The GSFC (9/80) model was predicted 4 months). 
The final column lists the residual statistics for the filtered model 
which has been updated 
Notice that this model 
comparable to the GSFC 
with MAGS AT data taken on November 5 and 6. 
is somewhat better than the GSFC (9/80) model 
(2/81) model (which used March 15 data). 
and 
Table 3.5 lists the results of six fi~tering runs in which various 
inputs were perturbed to determine the optimum field model. Run 116 has 
the highest likelihood function and nearly the best fit to the data. The 
following list summarizes the results. 
1) The use of likelihood function in conjunction with the 
sum of weighted residuals was a reliable indicator of 
the field model which produced the best fit to the 
MAGSAT data. T~is is a Significant result because it 
demonstrates that the filter model which is best 
supported by the data is also the best predictor of 
future data. 
(2) The best results were obtained when the nominal mini-
batch scale facto,s were increased by 65%. 













Table 3.5 Summary of Field Models Produced by Kalman Filtering 
Residual Statistics (MAGSAT. March 15, 1980) 
Run # Seal ing State Noise Mean (nTl 
B X Y Z B 
1 note 1a note 2a 19 10 2 -4 79 
2 note 1a note 2b 19 10 2 -3 79 
3 note 1a note 2c 19 7 3 -2 85 
4 note 1a note 2d 19 3 2 -4 94 
5 note 1b note 2a 20 10 3 -3 84 







(1) Scaling of mini-batches 
a) Nominal scaling (1.0, 4.0, 2.9, 2.0, 2.4) 
b) 1.65 x nominal scaling (1.7, 6.6, 4.7, 3.4, 4.0) 
(2) State Noise Spectral Density 
a) QS = QS nom , 
b) QS = 4 QS,nom (sigma multiplied by 2) 
c) QS = 16 Qs,nom (sigma multiplied by 4) 
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The best results were obtained when the state noise 
spectral density listed in Table 3.2 was increased by 
a factor of 4 (the standard deviation multiplied by 
2). See runs 5 and 6. Attempts to vary the scaling 
of QS between the linear and quadratic terms did 
not improve the results (early runs not listed). 
The use of a mini-batch epoch time other than at the 
middle of the data span will degrade the results. 
TIli sis supported by the results of runs not 1 i sted 
and runs made on simulated data. Presumably this is 
the result of aliasing errors (caused by the use of a 
linear time model in the mini-batch) which 
minimum at the center of the data span. 
are a 
In addition to the use of the log likelihood function to determine 
the optimum run, the sum of weighted residuals, 
can also be useful as an indicator of model'ing errors. If all models are 
correct, this sum should be Chi-squared distributed with degrees of free-
dom equal to the number of measureme'.lts, i.e. it should be approximately 
, 
equal to the number of measurements. Since our measurements are actually 
the mini-batch field model coefficients, m should be equal to the sum of 
the number of coefficients for the five mini-batches, i.e. 
m = 147+183+390+390+390 = 1500. 
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In reality the sum of weighted residual should be slightly less than 1500 
because the a priori sigmas we used w~re considerably larger than the 
actual errors in the a priori estimate of the field model. It is diffi-
cult to determine exactly what this sum should equal but a value of 1200 
seems reasonable. Notice that run #6 has the highest likelihood function 
and the sum of weighted residuals for this run is close to 1200. We 
found this sum to be quite useful in deciding how to scale the individual 
mini-batch covariance matrices and the state noise spectral density. 
The use of only the likelihood function to select th2 optimum model 
parameters can sometimes be misleading if the true measurement noise 
standard deviation is not known. This is demonstrated in Figure 3.2 





plotted for the six runs listed in Table 3.5. Using the nominal scaling 
of the mini-batches, the likelihood function is maximized when the state 
noise variances are multiplied by a number between 16 and 64. However, 
the sum of weighted residuals for these runs is much larger than 1200 and 








mi ni -batch vari ances is increased, a SOld 11 er scal i ng of the state noi se 
variances will produce a higher value of the likelihood function (run 
6). Furthermore, the sum of res i dua 1 sis c'i oser to 1200 and the 
prediction of the MAGSAT data is improved. Because of the expense of 
making these computer runs, we did not attempt to find the optimum 





Table 3.6 lists the predicted set of field model coefficients at:! , 
. 
, 1980.0 for run 6. This model is called Geomagnetic Recursive Information ·:t ~ .~ 
Model 1977 (GRIM77). The degree and order listed in the table have been ~ r .t ~ increased by 1 because Fortran will not allow zero subscripts. The field ~ 
r: '~ ~ model listed in Table 3.7 (GRIM80) is similar but the results of run 6 .~ 
~ have been optimally combined with a field model based only upon November ~ 
~ 5 and 6, 1979 MAGSAT data. Thus Table 3.7 represents our best estimate 1 ~i ~ 
:;'1 of the geomagnetic field and its secular variation at epoch 1980.0. \ Ii ~ 
'I ~,' t-; ~! ~ 
,\, ~ g, , 
.' D ~ 1 ~ , 
, ~ 
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1 4 16 54 
Scale factor of N0r.1ina1 State Noise Spectral Density 
Figure 3.2 Plot of Likelihood Function and Residual 
Fit of MMSAT Data 
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Tab1e 3.7 GRIM80 Field Model 
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The results of the preliminary study show that recursive estimation 
has great potential for geomagnetic field modeling but more needs to be 
done to realize that potential. There are several problems in modeling 
that need to be addressed in order to achieve optimal estimation. 
First there is the question of the scaling of the covariance 
matrices produced )n the mini-batches. When comparing the field 
estimates produced for different time spans, it is obvious that the 
actual errors -i n the fi el d coeffi ci ents are 1 arger than the computed 
standard deviations. The cause of this modeling error is not known but 
it may be the result of incorrect weighting of the various measurement 
types. For example, it is possible that nonlin~ar weighting of the 
angular survey data as a function of the local field strength may be more 
appropriate. Other possiblities include aliasing caused by truncation of 
the spherical harmonic expansion (and secular variation terms) and 
program errors. These explanations and others must be examined until the 
cause of the discrepancy between the actual errors and the covariance 
matrix are resolved. It should not be necessary to scale the output 
any mini-batches. This scaling is a crude attempt to account for 
modeling errors which should not be present. 
of 
The determination of the optimum state 
problem which should be addressed in future 
noise variances is another 
work. Although we tried 
using different factors to scale the linear and quadratic state noise 
variances, the individual variances for each degree should be determined 
by a more systematic procedure than the eyeball estimate. In fact, it 
would be desireable to determine the variances for each degree and order 
separately, but this is probabaly an unrealistic goal (because of the 
computational burden). In our proposal, we suggested using maximum 
likelihood estimation (MLE) to determine the state noise variances. 
However, more study 
of performing MLE. 
is required to find computationally efficient methods 
PRECEDlNG PiiGF. 8U\f~I( NOT FiI..ME:D 
55 







Other factors which should be examined in attempting to improve the 
field model include the use of marine and repeat survey data and the 
handling of observatory biases. It is questionable whether the use of 
marine and repe~t survey data will improve the field prediction but it 
should be included in the mini-batches. A more significant factor is the 
handling of obs~rvatory biases. In the PMAG solution, one set of biases 
was estimated for the period 1960 to 1977 but a different set of biases 
was estimated for each mini-batch. Since the estimated biases were not 
entirely consistent from one mini-batch to 
for the first two mini-batches were wildly 
the next (the estimated biases 
inconsistent), the field 
estimates were likewise not consistent. An attempt was made to constrain 
the biases used in the mini-batches to the PMAG estimates but the 
estimate of the field model was further degraded and the covariance 
matrix was too small. Apparently there is some inconsistency between the 
PMAG bias estimates and the data in the individual mini-batches. It 
would be preferable to combine the mini-batch bias estimates using the 
filter to produce an estimate of the biases for the entire period. 
Unfortunately this would greatly increase the computational burden, both 
in the mini-batches and in the filtering. 
Finally, the lack of consistency in the field coefficient estimates 
for the 1955 to 1960 mini-batch compared to the other mini-batches may 
have degraded the final filtered estimate. The inconsistency of this 
mini-batch may have resulted from over-parameterization of the field 
model (use of a maximum coefficient degree which is too high) for the 
available data. Thus minor modeling errors such as incorrect weighting 
of the measurements could have caused highly erroneous bias and field 
model estimates. This explanation can be tested easily and should be 





._,'r ... _" .. ~. , •• "_.,> .... ~ __ ":"""'""'_'_"" ',.~_~ .• , ~., .. _. _'_~' ...... ~_.,.'" '. 
·""_~·"-·~"\n!.<· .... r··"',·' "",",: "''t'''-''''~~''''''''~·''''''''~'VJ ... ~l'''f'!''''''''''''''">'W;O:''''~'~~R''''r.:~l''';'''.)'~,~ 
.' , 
5.0 CONCLUSIONS AND RECOMMENDATIONS 
5.1 Conclusions 
5.2 
(1) The feasibility of using Kalman filtering for geomag-
netic field modeling has been clearly demonstrated. 
The prediction of the MAGSAT data using the filtered 
field model was significantly better than the predic-
tion of other tested pre-MAGSAT field models. This 
was accomplished even though some modeling errors 
existed in the mini-batch field models. 
(2) The use of the likelihood function in conjunction with 
the sum of weighted residuals to determine the optimul'l 
models has been validated. There was a strong 
positive correlation between the value of the 
likelihood function and the ability of the field model 
to predi ct the MAGSAT data. 
(3) It is bel ieved that the dominant error source in 
.. 
performing the mini-batch data reduction was incorrect 
weighting of the survey measurements. 
Recommendations 
( 1) The source of the modeling errors in th~ mini-batch 
data reduction should be determined and eliminated. 
This is a necessary step for further filtering work 
and for any type of geomagnetic field modeling. 
(2) Marine and repeat survey data should be included in 
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(3) It would be desireable to solve for a common set of 
observatory biases for all the mini-batches using the 
Kalman filter. This should eliminate some of the 
inconsistency between field estimates for different 
mini-batches. 
(4) After the modeling errors have been eliminated, 
optimum values of the state noise variances should be 
determined. Ideally this should be performed using 
maximum likelihood estimation and may require the use 
of data back to 1900. 
(5) Field models for times in the past should be obtained 
using an optimal smoother based upon the results of 
the fi 1 ter. 
(6) Contour maps showing the accuracy of the field model 
can be produced using the error covariance matrix 
computed by the filter. 
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Appendix A.I 
COMPARISON OF KALMAN AND 
WIENER FILTERING 
The review of our proposal for this study requested that the Kalman 
filtering approach be compared to Wiener filtering. In general, it may 
be stated that Wiener filtering is a subset of Kalman filtering: Wiener 
filtering requires certain assumptions that are not required in Kalman 
filtering. It may appear that Kalman filtering requires knowledge of the 
system dynamics but, in fact, no more knowledge is required than for Wiener 
fi1 teri ng [1], 
In this ~ection, an explanation of Wiener filtering, a discussion 
of how the geomagnetic field problem fits into the framework of Wiener 
filtering, and a comparison between Wiener and Kalman filtering for this 
specific problem will be given. Other references which discuss, more generally, 
the comparisons between the two approaches are [1 ,4], 
The basic problem addressed 
where we have observations z(t) 
by additive white noise v(t) 
in Kalman and Wiener filtering is one 
of a signal process y(t) corrupted 
z(t) ~ y(t) + v(t) 
where 
(1 ) 
Although Wiener and Kalman filtering can handle the case where y(.) is 
correlated with v(·) , (e.g. this occurs when feedback is used) we shall 
only consider the uncorre1ated case 
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( ~ i It should be noted that Wiener's original work was limited to the case ] 
(: where z, y and v were scalars, y(t) and v(t) were statistically .~ 
~ stationary and the observation interval was infinite, (to = -=). Although ~ r hi s work has been extended to avoid these restri cti ons, the foll owi ng descri p- ~ 
j, tion of Wiener filtering is limited to scalar observations over an infinite "",.J 
~ i nterva 1 .]
, ,. 
~ t ~ ~ ~. v(t) ,;: 
fi 1 ' ~ "F 2 • 
I... I it t;: '~. -,,-y.>..;:( t.l...l -,,'-+' 04,-_H_( s_) ---J~ Y (T ) "y ( t) ~ 
~. . 
~ J~ t n ~ -j 
~: Fi gure 1 8enera 1 Fil teri ng/Predi cti on Probl em .~ 
Q J , ~ 
) Figure 1 shows the general filtering/smoothing/prediction problem. ,1 t ~ 
[ We wish to find a function h(t,T) in ] 
t f 
= J h(t,T)z(T)dT 
to 
such that tr E[y(t)-y(t)][y(t)_y(t)]T 




Although we are primarily interested in 
we shall confine the present discussion 
derivation for prediction is similar. 
is minimized. 
t = t f ' 
to :: t < t f 




The three separate 
the geomagnetic field, 
(t=tfl since the 
It is well known J 3) that the least squares solution to (2) is obtained 
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~ , " '" ~ " E[(y(t)-y(t))zT(T)J = 0 to < t' < t • (3) 'j 
~ .~ t< Using (2) and (3) we find that ',1 ~ ~ 
" l t ~: ! r h( t.,), + r'o h( t.')E[y(,)yT(,)]" " E[Y( t)/ (,ll to , ' , t (4) "-1 
~ We now apply Wiener's assumptions that to = _m and E[y(t)yT(T)] is statis- ; 
i' r tically stationary, i'.e. depends only on I t--r I Then by making a change j 
~. of vari abl es, equati on 4 becomes ~ 
t ; 
r. T" ~ ~ j h(t)V + fa h(A) <l>y(t-A)dA = <l>y(t) 0 < t < m (5) '1 
. " ~ " "~ 
where <Py(t) = E[y(t)/(O)] = E[y(-t)/(O)], Equation (5) is the famous ;j I 
. '
Wiener-Hopf equation. Wiener solved this using spectral factorization J 
(for the scalar case). For the processes with rational spectral densities, -_~ 
4 
<l>y( t) has the form t 
(6) 
where eli and ai 
transform of (6) 
are constants (possibly complex). The bilateral Laplace 
, 
is a ratio of polynomials in s2 whose poles always occur in complex 
conjugate pairs: every root in the right-half s-plane is accompanied 
by a l'OOt in the 1 eft-ha lf plane. Thus, <\> (s) can be written as 
(7) 
(8) 
where <\>~ is a unique factor of <\>(s). Using this factorization, Wianer 
showed that the convolution in equation (5) could be written in terms of 
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~I H(s) = ~;(s) .~ ~i + (9)'~ ~l V+~y(s) "~ 
~1 4 ~ 1 r I -J!; ~.:~ 1 
~; A brief description of the Kalman filter was given in preceding sections " .~ ft ~ .. .., ~ of this report. We shall not elaborate further on the details of Kalman .~ 
I' "' 
" filtering since they are generally well known and numerous fine references ~ b • l' exi st on the subject [for exampl e, see 2 or 3 ]. I 
~. ~ ~ 1 
t In comparing the development of the Wiener filter with the Kalman * .. ~ 




The (original) Wiener filter assumes stationarity of 
y(t) and v(t) while the Kalman filter makes no such 
assumption. As we have noted, Wiener filtering has been 
extended to handle non-stationarity but the procedures 
tend to be complicated. 
The (original) Wiener filter assumed that the s~gnal 
z(t) was available from time = ~ while the Kalman 
filter operates on finite data spans. The Kalman filter 
can be made equivalent to a Wiener filter by using the 
steady state Kalman gains but the Wiener filter is not 
so easily modified to handle finite data spans. This 
limitation of the Wiener filter is a problem for geo-
magnetic modeling 
short compared to 
because the data span 
time constants of the 
is relatively 
field dynamics. 
It would appear that the Kalman filter may only be used 
when the signal process is the output of a known finite-
dimensional system driven by process noise. In contrast, 
the Wien~r filter makes no such assumption. Instead, it 
requires knowledge of the covariance functions E(y(t)yT(T)] 
and E(z(t)zT(T)]. However, [1 ] shows that a Kalman 
filter may be constructed using only the same covariance 
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funct~ons used in the Weiner filter (although the 
state error covariances computed by the Kalman filter 
may not have any physical meaning). Furthermore, the 
solution of the Wiener-Hopf equation requires that the 
system be finite-dimensional. Thus, the distinction 
between the two approaches is not as significant as 
might be presumed. 
The implications of these different assumptions for geomagnetic field 
modeling are quite significant. Particularly for this problem, the Kalman 
filter is to be preferred to the Wiener filter. The stationarity assump-
tion used in the Wiener filter is certainly not valid for geomagnetic 
modeling. The "measurements" input to the filter must be the mini-batch 
estimates of the. geomagnetic field rather than the raw magnetic field 
measurements obtained at specific points on the earth. (If the thousands 
of raw measurements were used directly in the filter, the computational 
burden would be enormous). Thus the covariance of v(t) will vary from 
one mini-batch to the next. Furthennore, the signal process is not stationary 
for the limited time period of our data. Since the data span is sho~t 
compared to the time constants of the geomagnetic field dynamics, we have 
modeled (in the Kalman filter) the dynamics as free (no feedback) integrators 
fed by white noise. Obviously the output of these integrators will not 
be bounded or stationary and thus the model is only approximately valid 
for relatively short periods of time. This is a reasonable approximation 
for a Kalman filter, but the lack of stationarity is a serious problem 
for the Wiener filter. 
The extremely short data span (5 time points) i~ also a serious draw-
back to the use of the Wiener filter. This has two bad effects: the 
sample covariance function E[z(t)zT(.)] will be grossly in error (and 
truncated) and the optimal weighting function h(t) will not have a sufficient 
amount of data to operate on. The only assumption used in the Kalman 
filter which may cause problems is the finite dimensional dynamic model. 
If this model Ilere grossly in error, then the estimates produced by the 
filter would be erroneous. However, this is 
geomagnetic modeling since we are sampling a 
65 
not a serious problem for 
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with long time constants. As we have already pointed out, the alternative 
(use of a sample covariance function) is mur.h lass' attractive. 
Although it is possible to eliminate some of the restrictive assump-
tions imposed upon Wiener filtering, the methods used to overcome the 
restrictions are not simple (particularly for the non-stationary, multi-
dimensional, discrete time, limited data span case). In contrast, Kalman 
filtering seems ideally suited to the task. We are aware of no advantages 
(either analytically or computationally) that Wiener filtering enjoys 
relative to Kalman filtering for this application. 
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Appendix A.2 
Discussion of the Pr-edlctive Properties of 
Kalman Filtering Versus Batch Least Squares 
In a review of a proposal for geomagnetic modeling by Kalman filtering, 
one reviewer made the statement that "Kalman filtering is known to be not 
so good for prediction." Although there are some problems for which the 
long term predictions of Kalman filters are inferior to those of batch 
processors, the preceeding statment is generally not true. As evidence 
of this, numerous a~p1ications papers exist demonstrating (successfully) 
the predictive ability of Kalman filters. It is the purpose of this appendix 
to discuss the conditions under which the Kalman predictor is inferior 
or superior. 
Consider the r.as: where measurements of a dynamic process are to be 
input to a Kalman filter and a batch least squares estimator where the 
~ measurement and dynamic models are used in both estimators. The only 
difference between the two estimators is the inclusion of process (state) 
noise statistics in the Kalman filter. We also assume that the dynamic 
model used in the estimators is not a perfect match to the real world model. 
Thus both estimators will produce state estimates which contain errors 
due to the modeling errors. We restrict our attention to the state estimate 
produced at the end of the data span so that both estimators have processed 
an equal amount of data. Under the assumption that the state noise covariance 
used in the Kalman filter is a reasonable approximation to the actual modeling 
errors in the dynamics, the Kalman filter will almost always produce a 
better estimate of the final state (at the end of the data span) than the 
batch estimator. In fact, the estimation errors of the batch estimator 
tend to be largest at the ends of the interval. Thus, the Kalman predictions 
based upon the final state estimate will usually be better than those of 
the batch estimator for "short term" predictions. However, under some 
circumstances, the long term predictions of the batch estimator will be 
better than those of the Kalman filter. This is particularly true when 
the modeling errors tend to'be cyclic. 
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As an example of this, consider satellite orbit determination. As 
with most real world problems, it is almost'impossible to model the system 
perfectly. Typical orbital modeling errors include solar radiation, atmos-
pheric drag, gravity field errors, tracking system biases and refraction 
effects. When orbit predictions from Kalman filters are compared with 
those of batch estimators, it is usually found that the error in the Kalman 
estimate is greater than that of the batch estimator for prediction intervals 
greater than one quarter orbit. For prediction less than one-quarter orbit, 
the Kalman filter is usually superior. This can be explained on the basis 
of the batch processor's global fit to the data: it is attempting to average 
the modeling errors over the entire data span, whereas, the Kalman filter 
applies the most weight to data at the end of the interval. In other words, 
the batch processor behaves somewhat like a low pass filter and treats the 
dynamic errors as high frequency noise with zero mean. Since the propagation 
of orbital errors is cyclic (because of orbital dynamics), the prediction of 
the batch processor usually tends to match the long term behavior of the orbit. 
In ordel' to better understand this phenomenon, consider a trivial 
example which contains large modeling errors, Assume that we have measure-
ments of z(t) = aoswot (0 < t < 2rr) and that we model the process as a 
- Wo 
constant plus linear term: 
z = xl + v 
where v and q are white noise processes. We use this same model in 
both the Kalman filter and batch least squares estimator (although q is 
obviously assumed to be zero in the batch estimator). We also assume that 
the contribution of a priori information is negligible so that the state 














the estimates of xl and x2 from the batch estimat(),· will be identically 
equal to zero. However, the estimates from the Kalman filter depend upon 
the value of Qso(t-'r) = E(q(t)qT(.r) used. Figure 1 shows typical behavior 
of the Kalman filter. 
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Least Squares Estimator for Example 1 
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t = 0 , start at t Then we get the results shown in Figure 2 
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Figure 2 Input/Output of Kalman Filter and Batch 
Least Squares Estimator for Example 2 
Here the prediction of the batch estimator is completely erroneous 
while the Kalman prediction is much closer to the actual z(t). However, 
even the Kalman filter cannot accurately predict the signal because of 
the large modeling errors. 
These examples were intentionally chosen to exaggerate the best and worst 
properties of the Kalman and least squares estilnators but, in many respects, 
these examples are typical of real world problems. As we have noted, the first 
example is similar to the orbit determination problem (usually one revolution 
or more of data will be processed) while the second example is somewhat 
similar to geomagnetic field modeling. The second example is also more 
typical of problems where the underlying process really is stochastic (or 
appears to be stochastic) rather than deterministic. When attempts are made to 







estimator to have the best possible state estimate at the end of the data 
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.... ~ .-~:. Appendix A-3 Plots of WC 80 Field Model Coefficients '~ 
§ ~ ~~ .~ 
~ i ~ The following line printer plots of the WC80 field model were ~ 
t, produced using almost the same scale as the plots of the mini-batch ~ 
~ , ~- ~ L J coefficients (Figure 3.1). Directly above each plot are four numbers. ',j 
~~ ,_ The first number is the coefficient degree. The second and third numbers :~ 
~J 'I are the minimum and maximum values of the plot in nanotesla. The last -! 
t, • number is the scale factor in nT per small division (one print position). ,j ~ .; i~ 
. -- , ~ ~ ~ :j 
i;'" " The coding of the coefficient order is the same as in Figure 3.1, 1 
F'! ~ 
~,~ ij- i 
~ J ~ 
i.e. 
N ~ I i g i ,0 
1 ~ 
f' ~ 
~ , 1 
. . 
r 
I II 1 






A = 9 i ,1 
B = hi ,1 
C = g i ,2 
• 
• 
Z = hi ,IS 
The numbers at the top of each plot are the 
letter (order) for the ten points plotted. This 
plotting ambiguities. 
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Appendix A-4 Plots of PMAG (7/80) Field Model Coefficients 
The following line printer plots of the PMAG (7/80) field model were 
produced using almost the same scale as the plots of the mini-batch 
coefficients (Figure 3.1). Directly above each plot are four numbers. 
The first number is the coefficient degree. The second and third numbers 
are the minimum and maximum values of the plot in nanotesla. The last 
number is the scale factor in nT per small division (one print position). 
The coding of the coefficient order is the same as in Figure 3.1, 
i.e. 
0 = gi,O 
A = g i ,1 
B = hi ,1 
C = g i ,2 
• 
• • 
Z = h i,13-:. 
The numbers at the top of each plot are the print positions for each 
letter (order) for the ten points plotted. This is useful in resolving 
plotting ambiguities. 
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