have proved some sufficient conditions for the approximate controllability of fractional order system in which the nonlinear term depends on both state and control variables.
In recent years there has been an accelerating interest in the development of stochastic models for describing the functions of intrinsic noise, due to the uncertainty of natural phenomena and extrinsic noise, due to fluctuations in the environment. Thus, stochastic differential equations appear as a natural description of several observed phenomena of real world (see [43] ). In infinite dimensions, the stochastic systems be studied driven by Brownian motion with finite trace nuclear covariance operator. Cui et al. [36] proved the existence result for fractional neutral stochastic integro-differential equations with infinite delay by using the Sadovskii's fixed point theorem. The existence and uniqueness for a class of fractional stochastic delay differential equations has been established in [44] . Sakthivel et al. [117] addressed the issue of existence of mild solutions for a class of fractional stochastic differential equations with impulses in Hilbert spaces by using fractional calculus, fixed point technique and stochastic analysis theory.
Many popular economic and financial models are described by stochastic differential equations with Poisson jumps (see [33, 144] ). Taniguchi et al. [133] derived a new set of sufficient conditions for the existence of mild solutions of stochastic evolution equation with infinite delay driven by Poisson jump processes. Liu et al. [82] studied the existence and uniqueness of the global mild solutions of jump-type stochastic fractional partial differential equations with fractional noises by using the Green functions. Hausenblas et al. [54] studied the numerical approximation of parabolic stochastic partial differential equations driven by a Poisson random measure by using spectral methods, implicit Euler scheme and the explicit Euler scheme. Very few authors studied the qualitative properties of stochastic differential equations driven by Poisson jumps (see [35, 112] and references therein). Sakthivel et al. [117] studied the complete controllability of stochastic evolution equations with jumps without assuming the compactness of the semigroup property. Long et al. [83] proved the sufficient condition for the approximate controllability of SPDE with infinite delays driven by Poisson jumps by using the Krasnoselski-Schaefer fixed point theorem. Here, we move from deterministic impulsive fractional differential equations to stochastic impulsive fractional differential equations with Poisson jumps for the study of existence of solutions and controllability properties.
Motivated by few studies [39, 99, 116] , the existence of solutions and approximate controllability of the following impulsive fractional stochastic differential system with infinite delay and Poisson jumps remains an untreated topic in the literature
where 0 < q < 1 ; D q t denotes the Caputo fractional derivative of order q . Here, x(·) takes values in the Hilbert space H with inner product ·, · and · . A :
is takes the values in L F 2 (J, U ), of admissible control functions and U is a Hilbert space. B is a bounded linear operator from U into H . Let K be another separable Hilbert space with inner product ·, · K and the norm · K . Suppose {ω(t)} t≥0 is a given K -valued Brownian motion or Wiener process with a finite trace nuclear covariance operator Q ≥ 0 .
We are also employing the same notation · for the norm of L(K, H) , where L(K, H) denotes the space of all bounded linear operators from K into H, simply L(H) if K = H.
The histories 
Then, we can define the
x(t i −ĥ) respectively the right and left limits of x(t)
Wiener process ω.
Preliminaries
For more details of this section, the reader may refer to [88, 99, 120] and references therein. Throughout the thesis (H, · ) and (K, · K ) denote real separable Hilbert spaces. Let (Ω, F, P) be a complete probability space equipped with a normal filtration {F t , t ∈ J} satisfying the usual conditions (that is, right continuous and F 0 containing all P -null sets of F ). An H -valued random variable is an F -measurable function
: Ω → H and the collection of random variables S = {x(t,w) : Ω → H| t∈J } is called a stochastic process. Generally, we just write x(t) instead of x(t,w) and
are mutually independent one-dimensional standard Wiener processes. We assume that F t = σ{ω(s) : 0 ≤ s ≤ t} is the σ− algebra generated by ω and F b = F. Let χ ∈ L(K, H) and define 
and C(Ĵ, L 2 (Ω; H)) be the Banach space of all continuous maps fromĴ into L 2 (Ω; H) satisfying the condition
Now, we present the abstract phase space C h . Assume that h : (−∞, 0] → (0, +∞) is a continuous function satisfying l = 0 −∞ h(t)dt < +∞ . The Banach space C h , · C h induced by the function h is defined as follows: [72, 112] ). Let us consider the space
→ H, such that x| J i ∈ C(J i , H) and there exists x(t + i ) and
where x| J i is the restriction of x to J i = (t i , t i+1 ] , i = 0, 1, 2, . . . , m . Set · C b be a seminorm defined by
Definition 2.2.2. ([51]) A closed and linear operator
A is said to be sectorial if there are constants w ∈ R , θ ∈ [π/2, π], M > 0, such that the following two conditions are satisfied
. and
where S q (t) is called the q -resolvent family generated by A. 
where T q (t) is called the solution operator generated by A.
For more details on q -resolvent family and solution operator, the reader may refer to [39, 51, 124] and references therein.
The Caputo derivative of order q with the lower limit 0 for a function f can be written as
The Caputo derivative of a constant is equal to zero. The Laplace transform of the Caputo derivative of order q > 0 is given by
Lemma 2.2.6. [39, 120] Let A be a sectorial operator, then the unique solution of linear fractional control problem
is given by
is called the q -resolvent family and T q (t) is the solution operator generated by A.
Let us now introduce the following operators. Define the operator Γ b 0 : H → H associated with the linear system of (2.1) (that is, in equation (2.1)
called a mild solution of the system (2.1) if x(0) = φ ∈ C h and the following conditions hold:
( i ) x(t) is C h -valued and the restriction of x(·) to the interval (t i , t i+1 ], i = 1, 2, . . . , m is continuous.
( ii ) For each t ∈ J, x(t) satisfies the following integral equation:
(2.3) Let x(t; φ, u) denotes state value of the system (2.1) at time t corresponding to the control
To prove our main results, we need the following basic assumptions.
( H 1 ) If q ∈ (0, 1) and A ∈ A q (θ 0 , w 0 ), then for any x ∈ H, t > 0 and from Theorems 3.3 and 3.4 in [124], we have T q (t) ≤ M T and S q (t) ≤ t q−1 M S .
( H 2 ) The nonlinear functions f, g satisfies the Lipschitz condition and there exist positive
( H 4 ) The nonlinear function h satisfies the Lipschitz condition and there exist positive 
Existence of mild solutions
Taking into the account of above notations, definitions and lemmas, we shall derive the existence of solutions for a nonlinear fractional stochastic system (2.1) by using the contraction mapping principle and Krasnoselskii's fixed point theorem. The existence of solutions to system (2.1) is a natural premise to carry out the approximate controllability results.
Theorem 2.3.1. If assumptions (H 1 ) − (H 4 ) are satisfied with A ∈ A q (θ 0 , w 0 ), then the system (2.1) has a unique mild solution provided that
then y 0 = φ , next we define the function
t ∈ J, which implies that x t = y t + z t for t ∈ J and the function z(·) satisfies
In order to prove the existence results, it is enough to show that Φ has a unique fixed point.
For t ∈ (t 1 , t 2 ], we have
Similarly, when t ∈ (t i , t i+1 ], i = 2, . . . , m, we get
Therefore, we conclude from (2.4) that Φ is a contraction mapping on C 0 b . Then the mapping Φ has a unique fixed point z(·) ∈ C 0 b , which is the mild solution of (2.1). Now, we prove the another existence results of mild solutions for the system (2.1), additionally by considering the following hypotheses:
( H 5 ) The nonlinear functions f, g are continuous and there exist continuous functions
( H 6 ) The function I i : H → H, i = 1, 2, . . . , m is continuous and there exists Λ > 0 such that Λ = max 1≤i≤m,x∈Cr
The nonlinear function h is continuous and there exist continuous functions µ 3 , µ 4 :
µ 3 (t) and µ 4 = sup s∈[0,t] µ 4 (t).
The set C r is clearly a bounded closed convex set in C 0 b for each q and for each y ∈ C r . From Lemma 2.2.1, we have
Theorem 2.3.2. Assume that hypotheses (H 1 ) − (H 7 ) hold, then the fractional stochastic control system (2.1) has at least one mild solution on J provided that
and max 1≤i≤m 4 1 + 5
(2.5)
Proof. Let Ψ 1 : C r → C r and Ψ 2 : C r → C r be defined as
In order to prove the existence of solutions to (2.1), it is enough to show that Ψ 1 + Ψ 2 has a fixed point on C r , which is then a solution of system (2.1). We prove that Ψ 1 z + Ψ 2 z ∈ C r for z ∈ C r . For t ∈ [0, t 1 ], we have
For t ∈ (t i , t i+1 ], i = 1, 2, . . . , m, we have
Next, prove that Ψ 1 is a contraction mapping. For any z 1 , z 2 ∈ C r and t ∈ [0, t 1 ], we have
For any z 1 , z 2 ∈ C r and t ∈ (t i , t i+1 ], i = 1, 2, . . . , m, we have
The above inequality tends to 0 by the continuity of the function t → S q (t) and when t 1 → t 2 . Therefore, the right hand side of the above inequality tends to 0 as t 1 → t 2 . This implies that {(Ψ 2 z); z ∈ C r } is a family of equicontinuous functions. Finally, we prove that compactness of Ψ 2 . To prove this, we first prove that the set {(Ψ 2 z); z ∈ C r } is relatively compact in H. Subsequently, we show that {(Ψ 2 z); z ∈ C r } is uniformly bounded. It follows from that
Therefore, the set {(Ψ 2 z); z ∈ C r } is uniformly bounded. Hence, in the view of Arzela-Ascoli theorem, Ψ 2 is compact. Thus, the Krasnoselskii fixed point theorem allows us to conclude that the system (2.1) has at least one mild solution on J.
Approximate controllability
In order to prove the Approximate controllability of system (2.1), the following hypothesis is considered ([88, 121] ).
( H 8 ) The linear system of (2.1) is approximately controllable on J, that is, equivalent to Proof. Let x λ (·) be a fixed point of Ψ 1 + Ψ 2 . By using the stochastic Fubini theorem, any fixed point of Ψ 1 + Ψ 2 is a mild solution of (2.1) and from the equation (2.3) under the control u λ (t) satisfies 
By using infinite dimensional version of the Ascoli-Arzela Theorem, one can show that the
It follows from hypothesis (H 8 ) and estimation of (2.7) that E x λ (b) − x b 2 → 0 as λ → 0 + . This proves the approximate controllability of the system (2.1).
Examples
In this section, we consider some applications for our theoretical results. Let {T (t), t ≥ 0} in H and it is given by T (t)y = ∞ n=1 e −n 2 t y, e n e n , y ∈ H, where e n (x) = ( 2 π ) 1/2 sin nx, n = 1, 2, . . . is the orthogonal set of eigenvectors of A. From these expressions, it follows that (T (t)) t≥0 in H is uniformly bounded and compact semigroup, so that, R(λ, A) = (λ − A) −1 is a compact operator for allλ ∈ ρ(A), that is, A ∈ A α (θ 0 , w 0 ). It follows from [124] , the α− resolvent operator S α (t) and the solution operator T α (t) satisfies the hypothesis (H 1 ). Define an infinite dimensional space U by
Let B be the bounded linear operator from U to H as
u n e n for u = ∞ n=2 u n e n ∈ U.
Let {q(t), t ∈ J} be the Poisson point process (independent of the Brownian motion) taking values in the space K = [0, ∞) with a σ finite intensity measureλ(dη). Let us denote N (ds, dη) be the Poisson counting measure, which is induced byq(·), and the compensating martingale measure byÑ (ds, dη) = N (ds, dη) −λ(dη)ds.
Example 2.5.1. Consider the following impulsive fractional stochastic partial differential equations with infinite delay and Poisson jumps in the following form:
where β(t) denotes a standard one dimensional Wiener process in H = L 2 ([0, π]) defined on a stochastic space (Ω, F, P). D q t is the Caputo's fractional derivative of order 0 < q < 1, 0 < t 1 < t 2 < · · · < t n < b are prefixed numbers and φ ∈ C h . Define the bounded linear operator B : U → H by Bu(t)(x) = ν(t, x), 0 ≤ x ≤ π, u ∈ U. Now, we present a special phase space C h , let h(s) = e 2s , s < 0, then l = Moreover, we assume that a) The function a 1 (t, x, θ) ≥ 0 is continuous in J × [0, π] × (−∞, 0] and 0 −∞ a 1 (t, x, θ)dθ = p 1 (t, x) < ∞. b) The function a 2 (·) is continuous, 0 ≤ a 2 (z(θ, x)) ≤ Φ( 
Therefore, the nonlinear functions f, g satisfy the hypothesis (H 5 ). Similarly, the functions I i , h are also satisfies the hypotheses (H 6 ), (H 7 ) and assuming that Z η 2λ (dη) < ∞, Z η 4λ (dη) < ∞. Following the same argument as in (see [88, 121] ), we can prove that (H 8 ) is valid and that the corresponding linear system of (2.8) is approximately controllable on J. Then, we can rewrite the system (2.8) in the abstract form of (2.1). All conditions stated in Theorems 2.3.1 and 2.4.1 are satisfied, therefore the system (2.8) is approximately controllable on J.
Example 2.5.2. Consider the following fractional stochastic partial differential equations with infinite delay and Poisson jumps in the following form 
