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Abstract 
 
A submodular function is a discrete analogue of a convex function. It enables us to describe a large class of 
practical problems and arises in a number of fields, including graph theory, game theory, and machine learning. 
This article shows how the submodular optimization algorithms can be used in text analysis problems and 
combinatorial algorithms. In addition, we evaluate the performance of the submodular optimization methods and 
other integer programming methods through computational experiments. 
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1. はじめに 
凸解析の理論 [12] は連続変数を扱う連続最適化において重要な概念である．凸関数は実際の計算
に役立つ理論であり，例えば機械学習の分野では，サポートベクターマシンやカーネル法などにおい
て凸最適化手法が成功している．離散変数を扱う離散最適化では，凸関数とある意味で対応する概念
として，劣モジュラ関数がある． 劣モジュラ関数は n 次元の 0-1 ベクトル集合 {0, 1}n の上での凸
性とある意味で等価であることが知られており [10]，この結果は離散凸解析の理論 [11] へと発展し
ている．機械学習分野などへの応用 [17] など，様々な場面で現れる基本的な関数であることもその
特長である．本稿では，テキスト分析等への応用を主眼に入れて，劣モジュラ最大化問題について，
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そのテキスト分析における応用可能性や計算機実験によるアルゴリズムの性能評価などについて議論
する． 
離散版の凸関数に対応する概念である劣モジュラ関数に対し，最小化問題を多項式時間で解くこと
が可能であることが知られており，様々なアルゴリズムが提案されている [4, 5, 6, 8, 13]．その一方で，
劣モジュラ関数は凸性と同時に凹関数のような性質を持つことも知られており [1]， 劣モジュラ関数
の最大化問題は，厳密に解くことは NP-困難ではあるが，様々なタイプの制約下の問題に対し，理論
的な近似保証を持つアルゴリズムが提案されている [1, 3, 12, 15]．劣モジュラ最適化(最小化問題と最
大化問題の両方) が，21世紀における離散アルゴリズムの分野において精力的に研究されているテー
マの 1つである． 
劣モジュラ関数最大化については，社会的ネットワークにおける影響力最大化 [7] や機械学習にお
ける諸問題 [17] など，様々な応用が知られている．Lin ＆ Bilmes [9] は，テキストの要約について，
劣モジュラ関数最大化に基づく手法を提案している．テキスト分析においては，いくつかの文書 (𝑛 
個とする) を扱うときに，単語の出現頻度やバイグラムの情報などを用いて，𝑑 次元のベクトルに変
換することが多い [16]．あるいは，𝑛 個の単語を 𝑑 次元のベクトルに変換する技術として Word2vec 
や fastText などが知られている．本研究では，𝑛 個の 𝑑 次元のベクトルから適切な𝑘 (≤ 𝑛) 個を選択す
るようなタイプの問題を解くために，劣モジュラ関数最大化のアプローチを採用する．テキスト分析
で言えば，𝑛 個の文書や単語から，一部を抜き出すような最適化問題に対応する．このような動機か
ら，劣モジュラ関数最大化や (劣モジュラ関数最大化の重要な特殊ケースである) 最大被覆問題を扱
い，古典的な近似解法 [12] や整数最適化に基づく厳密解法について，計算機実験による性能評価を
行う． 
本論文の構成は次の通りである． 2章では，集合関数や劣モジュラに関する基本事項について解説
する．3 章では，テキスト分析において重要な数理最適化問題であると考えられる劣モジュラ関数最
大化問題と最大被覆問題とそれらに対する計算機実験のためのアプローチについて述べ，テキスト分
析との関連についても議論する．4章では，主に最大被覆問題に対する近似解法と厳密解法について，
計算機実験によってその性能を検証する． 
2. 集合関数，劣モジュラ関数に関する基本事項 
𝑛 個の中から最適な 𝑘 個を選ぶというような数理最適化の問題は，離散的な最適化問題となる．劣
モジュラ関数は離散世界の凸関数とみなせるという点で理論上重要であると同時に，応用の様々な場
面で現れる基本的な関数である．本章ではまず，離散的な関数である集合関数について解説する． さ
らに，劣モジュラ関数の定義や劣モジュラ性の解釈について説明する．また，被覆関数など，劣モジ
ュラ関数の具体例をいくつか挙げる．劣モジュラ関数に関する理論については [4, 17] などを参照さ
れたい．  
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2.1. 集合関数とは 
正の整数 𝑛 について，[𝑛] = {1,2, … , 𝑛} と定める．つまり，[𝑛] は 1 以上 𝑛 以下の整数を要素とする
有限集合である．また，[𝑛] のべき集合を 2[𝑛] で表す．すなわち 2[𝑛] は [𝑛] の部分集合全体からなる集
合族であり，2[𝑛] = {𝑆: 𝑆 ⊆ [𝑛]} と表される．2[𝑛] は，2𝑛 個の要素を持つことがわかる．𝑛 が 1, 2, 3 の
ときの 2[𝑛] を具体的に書くと，それぞれ次式のようになる． 
 
2[1] = {∅, {1}},  
2[2] = {∅, {1}, {2}, {1, 2}},   
2[3] = {∅, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}.  
 
ここで，∅ は空集合 (要素を 1 つも持たない集合) を表す． 
定義域を 2[𝑛] とする実数値関数 𝑓 を集合関数とよぶ．つまり，集合関数とは，[𝑛] の部分集合 𝑆 ⊆
[𝑛] に対し，実数値 𝑓(𝑆) を対応させるような関数 𝑓: 2[𝑛] → 𝐑 のことである (図 1)．集合関数𝑓: 2[𝑛] →
𝐑 について，有限集合 [𝑛] を台集合とよぶ． 
 
図１： 集合関数とは 
集合関数への理解を深めるために，基本的な例を挙げる．平面上に 𝑛 台のセンサが設置されており，
各センサ 𝑖 ∈ [𝑛] のスイッチをオンまたはオフにすることを考える．図 2左側は 𝑛 = 3 の場合の例であ
る．各センサがオン・オフの 2状態のうちどちらかをとることから，全体のオン・オフのパターンは
 2𝑛 通りあることがわかる．オンの状態であるセンサの部分集合を 𝑆 ⊆ [𝑛] として，𝑆 によってカバー
される面積を 𝑓(𝑆) とすると，𝑓 は被覆関数 (coverage function) とよばれる集合関数となる． 
  
図 2： 集合関数の例，被覆関数 
図 2 の例で，関数値 𝑓(𝑆) (𝑆 ⊆ {1, 2, 3}) を「いくつかのセンサがカバーする点の数」として捉える
ことにする．ここで，集合関数 𝑓 の台集合はセンサ集合 {1, 2, 3} であって，カバーされる点の集合で
はない点に注意する．このとき，すべてのセンサがオフ (つまりオンの状態のセンサ集合は空集合 ∅) 
ならば，1点もカバーされないので，𝑓(∅) = 0 となる．また，センサ 1のみがオンのときは 6個の点
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がカバーされるので 𝑓({1}) = 6 となる．センサ 1, 2を同時にオンにすると，カバーされる点は 11個
なので (図 2右側)，𝑓({1, 2}) = 11 となる．関数値 𝑓(𝑆) (𝑆 ⊆ {1, 2, 3}) をすべて列挙すると次のように
なる． 
 
𝑓(∅) = 0,  𝑓({1}) = 6,  𝑓({2}) = 7,  𝑓({3}) = 6,  
𝑓({1, 2}) = 11, 𝑓({1, 3}) = 12, 𝑓({2, 3}) = 11, 𝑓({1, 2, 3}) = 15. 
 
センサ 1とセンサ 3がカバーする領域には重なりがないため，𝑓({1}) + 𝑓({3}) = 𝑓({1, 3}) が成り立つ
が，センサ 1 とセンサ 2 がカバーする領域には重なりがあるため，𝑓({1}) + 𝑓({2}) > 𝑓({1, 2}) とな
る．よって，集合関数としては，線形ではないといえる．ここで述べた被覆関数は，実は劣モジュラ
関数の代表的な例になっており，本稿では重要な役割を果たす集合関数である． 
2.2. 劣モジュラ関数とは 
任意の部分集合 𝑆, 𝑇 ⊆ [𝑛] について，和集合を 𝑆 ∪ 𝑇 = {𝑖: 𝑖 ∈ 𝑆 または 𝑖 ∈ 𝑇}，積集合を 𝑆 ∩ 𝑇 =
{𝑖: 𝑖 ∈ 𝑆 かつ 𝑖 ∈ 𝑇} と表す．集合関数 𝑓: 2[𝑛] → 𝐑 が任意の 𝑆, 𝑇 ⊆ [𝑛] について 
 𝑓(𝑆) + 𝑓(𝑇) ≥ 𝑓(𝑆 ∪ 𝑇) + 𝑓(𝑆 ∩ 𝑇) (1) 
を満たすとき，𝑓 を劣モジュラ関数 (submodular function) とよぶ．劣モジュラ関数について，式 (1) 
とは異なる特徴づけを与えておくと理解を深める上でも役に立つ．関数 f が劣モジュラであることは，
任意の 𝑆, 𝑇 ⊆ [𝑛] と要素 𝑖 ∈ [𝑛] で 𝑆 ⊆ 𝑇 かつ 𝑖 ∈ [𝑛] − 𝑇 を満たす (図 3) について 
 𝑓(𝑆 ∪ {𝑖}) − 𝑓(𝑆) ≥ 𝑓(𝑇 ∪ {𝑖}) − 𝑓(𝑇) (2) 
が常に成り立つことと等価であることが知られている [4]．式 (2) は，集合として小さいほど，新し
く要素を加えることで生じる関数値の変化の量が大きいことを意味する．この性質から，劣モジュラ
関数は「限界効用逓減の法則」を自然にモデル化していると解釈できる． 
 
図 3：劣モジュラ関数の特徴づけ 
 劣モジュラ関数のひとつの解釈についてもう少し解説する．例えば，次の 2つの値を比較する． 
(a) 仕事 A, B, C を抱えているとき, 仕事 I が増えたときの負担の増加量 
(b) 仕事 A, B, C, D, E を抱えているとき, 仕事 I が増えたときの負担の増加量 
このとき「(a) ≥ (b)」が成り立つ，というのが劣モジュラ性であり，自然な性質であると考えることが
できる．実際，集合関数 𝑓 が仕事の負担の大きさを表すものとするとき， 
(a) =  𝑓({A, B, C} ∪ {I}) − 𝑓({A, B, C}),     (b) =  𝑓({A, B, C, D, E} ∪ {I}) − 𝑓({A, B, C, D, E}) 
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となるので，「(a) ≥ (b)」は式 (2) に対応することがわかる． 
2.3. 劣モジュラ関数の例 
劣モジュラ関数 𝑓: 2[𝑛] → 𝐑 の具体例をいくつか挙げる．本稿では，被覆関数が特に重要な役割を果
たす．文献 [17] なども参照されたい． 
被覆関数  集合関数の例として，被覆関数を§2.1 で扱ったが，ここで改めてきちんと定義する．𝑚 
個の点集合 𝑃 と, そのいくつかの部分集合 𝐶1, 𝐶2, … , 𝐶𝑛 ⊆ 𝑃 が与えられており，各点 𝑝 ∈ 𝑃 には正の
点重み 𝑤𝑝 が定まっているものとする．図 4 は 𝑛 = 3, 𝑚 = 15 であるような例である． 
 
図 4: 被覆関数 (カバーの数 𝑛 = 3) 
各 𝑖 ∈ [𝑛] について，各 𝐶𝑖  をカバーとよぶことにする．§2.1の文脈では，カバ  ー𝐶𝑖  は，𝑖 番目のセン
サによってカバーされる領域を表していた．このとき，次式で定義される集合関数は被覆関数とよば
れる (台集合は 𝑃 ではなく，[𝑛] である点に注意する)．  
 
𝑓cov(𝑆) = ∑ 𝑤𝑝
𝑝∈⋃{𝐶𝑖∶𝑖∈𝑆}
    (𝑆 ⊆ [𝑛]) (3) 
ここで，⋃{𝐶𝑖 ∶ 𝑖 ∈ 𝑆} はすべての 𝑖 ∈ 𝑆 について 𝐶𝑖  の和集合をとったものである．つまり𝑓cov(𝑆) の値
は，いずれかのカバ  ー𝐶𝑖  (𝑖 ∈ 𝑆) に含まれる点 𝑝 ∈ 𝑃 の点重み 𝑤𝑝 の和である．§2.1 で扱った被覆関
数 (図 2) は，図 4の設定で，点重み 𝑤𝑝 を 1 としたものと一致する． 
被覆関数は非減少な劣モジュラ関数となる．𝑆 が集合として大きくなればカバーされる点は増える
ので，非減少性は明らかである．劣モジュラ性も，その特徴づけの式 (2) が容易に確認できる．  
カット関数  頂点集合を [𝑛], 辺集合を 𝐸とする無向グラフ 𝐺 = ([𝑛], 𝐸) が与えられ，各辺 𝑒 ∈ 𝐸 には
正の辺重み 𝑤𝑒  が定まっているとする．頂点部分集合 𝑆 ⊆ [𝑛] について，端点の一方が 𝑆，もう一方が
 [𝑛] − 𝑆 に含まれる辺集合を 𝐸(𝑆, [𝑛] − 𝑆) で表すとき， 
 
𝑓cut(𝑆) = ∑ 𝑤𝑒
𝑒∈𝐸(𝑆,[𝑛]−𝑆)
    (𝑆 ⊆ [𝑛])  
で定義される関数 𝑓はカット関数と呼ばれ，劣モジュラ関数となる．  
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情報理論のエントロピー関数  𝑛 個の確率変数 𝑋1, 𝑋2, … , 𝑋𝑛 が与られているとき，𝑆 ⊆ [𝑛] として，い
くつかの確率変数 {𝑋𝑖: 𝑖 ∈ 𝑆} を考えたとき，𝑓ent(𝑆) = ({𝑋𝑖: 𝑖 ∈ 𝑆} の同時エントロピー)と定義すると，
関数 f は非減少な劣モジュラ関数となる．詳細については [4] などを参照されたい．  
ここに挙げた例の他にも，マトロイドのランク関数など，様々な集合関数が劣モジュラ関数となる
ことが知られている [4]． 
3. 劣モジュラ関数最大化問題と最大被覆問題 
集合関数 𝑓: 2[𝑛] → 𝐑 を非減少な劣モジュラ関数とし，さらに集合関数 𝑓cov: 2
[𝑛] → 𝐑 を式 (3) によ
り定義される被覆関数とする．被覆関数は，非減少な劣モジュラ関数であった．本章では，まず集合
関数 𝑓 や 𝑓cov を最大化するような最適化問題の定義と，各問題へのアプローチについて説明する． 
§3.1ではサイズ制約下の最大化問題について扱い，§3.2ではサイズ制約を拡張したナップサック
制約下の最大化問題を扱う．さらに，§3.3では，劣モジュラ関数最大化のテキスト分析への応用可能
性について議論する． 
3.1. サイズ制約下の劣モジュラ関数最大化と最大被覆問題 
𝑘 を 𝑛 以下の自然数とする．部分集合 𝑆 ⊆ [𝑛] の要素数を |𝑆| と表し，|𝑆| を 𝑆 のサイズとよぶこと
にする．𝑛 個の中から 𝑘 個以下の要素を選ぶということは，部分集合 𝑆 ⊆ [𝑛] として，|𝑆| ≤ 𝑘 を満た
すものを選ぶということになる．「|𝑆| ≤ 𝑘」をサイズ制約とよぶことにする．サイズ制約の下で，一般
の非減少な劣モジュラ関数 𝑓 や被覆関数 𝑓cov の最大化について議論する． 
3.1.1 サイズ制約下の最大化問題 
サイズに関する制約の下での非減少な劣モジュラ関数 𝑓 の最大化問題を考える： 
 
目的：   𝑓(𝑆)  →   最大  
制約：   |𝑆| ≤ 𝑘,   
                 𝑆 ⊆ [𝑛].  
(4) 
問題 (4) の最適解となる部分集合 𝑆∗ ⊆ [𝑛] は， |𝑆∗| = 𝑘 を満たすものとしてよい．問題 (4) の最適化
を得るための単純な方法としては，|𝑆| = 𝑘 を満たす 𝑆 ⊆ [𝑛] について 𝑓(𝑆) の値を得て，値が最大と
なる 𝑆を求めるという方法が考えられる．しかし，そのような力任せの方法は，現実的ではない．例
えば，𝑛 = 100，𝑘 = 20 程度のそれほど大きくない問題であっても，|𝑆| = 𝑘 を満たす部分集合 𝑆 ⊆
[𝑛] の候補の数はおよそ 5.36 × 1020 などと非常に大きくなる．𝑛 がさらに大きくなれば，解の候補が
爆発的に増えてしまい，高性能のコンピュータでも手に負えなくなる． 
関数 𝑓 を被覆関数 𝑓cov に置き換えた場合，問題 (4) は最大被覆問題とよばれる問題になる． 
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 目的：   𝑓cov(𝑆)  →   最大  
制約：   |𝑆| ≤ 𝑘,  
                𝑆 ⊆ [𝑛].   
(5) 
簡単のため点 𝑝 ∈ 𝑃 の重みをすべて 1 とすれば，最大被覆問題 (5) は，𝐶1, 𝐶2, … , 𝐶𝑛 の中から高  々 k 
個選んだとき，それらにより 𝑃 の点をできるだけ多く覆う選び方を見つける問題である．図 5 は n 
= 3,  |U| = 15,  k = 2 かつ P の全点重みが 1 の場合の最大被覆問題の例とその最適解 S = {1, 3} を
示している． 
 
図 5： 最大被覆問題とその最適解 
劣モジュラ関数最大化問題 (4) も，その特殊ケースである最大被覆問題 (5) も，NP-困難な最適化
問題なので，厳密な最適解を多項式時間で得るのは困難である． 
3.1.2 サイズ制約下の最大化問題に対する近似解法によるアプローチ  
非減少な劣モジュラ関数の最大化問題 (4) に対しては，Nemhauserら [12] による下記の「貪欲法」
に要素を増やしていく古典的な方法であり，近似率 1 −
1
e
 ≈ 0.63 を達成する．つまり問題 (4) の最適
値を OPT とすると，以下に記述するアルゴリズムで最終的に得られる 𝑆 ⊆ [𝑛] について， 
 
0.63 ⋅ OPT ≤ (1 −
1
e
) OPT ≤ 𝑓(𝑆) ≤ OPT  
が成立する．貪欲法 [12] (近似解法 1) は以下のように記述できる． 
近似解法 1 (劣モジュラ関数最大化問題 (4) の近似解法 [12]) 
 Input: 非減少な劣モジュラ関数 f,  自然数 k   
Output: 劣モジュラ関数最大化問題 (4) の近似解 
 
 S を空集合とする. 
REPEAT 
𝑓(𝑆 ∪ {𝑖}) を最大化する 𝑖 ∈ [𝑛] − 𝑆 を 1つ選ぶ. 
𝑆 ∪ {𝑖} を 𝑆と置きなおす． 
UNTIL(|𝑆| = 𝑘) 
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この近似解法 1は，最大被覆問題 (5) にも当然適用可能であり，その場合も近似率 1 −
1
e
 ≈ 0.63 を達
成する．この近似率 1 −
1
e
 は最大被覆問題に対してさえも最良であることが知られている [3]．また，
Sviridenko [15] は問題 (4) のサイズ制約をナップサック制約に置き換えて一般化しても，近似率 1 −
1
e
 を達成可能であることを示している． 
3.1.3 最大被覆問題に対する厳密解法によるアプローチ 
ここでは，問題 (4) の特殊ケースである最大被覆問題 (5) について，近似解法 1とは別の手法とし
て，整数計画問題に基づくアプローチについて解説する，まず，𝑖 ∈ {1, … , 𝑛} について，カバ  ー𝐶𝑖  を
使うか否かによって 0 または 1 をとる変数 (0-1 変数) 𝑥𝑖  を次のように定める． 
 
𝑥𝑖 = {
1, カバ  ー𝐶𝑖  を使用する  
0, カバ  ー𝐶𝑖  を使用しない
  
このような 0-1 変数 𝑥𝑖  をまとめた 𝑛 次元ベクトルを解 𝒙 とよぶ．この解 𝒙 によって，𝑃 のどの点が
カバーされているかを表現するために，さらに次のような 0-1変数 𝑧𝑝 (𝑝 ∈ 𝑃) を導入する． 
 
𝑧𝑝 = {
1, 解 𝒙 によって 𝑝 ∈ 𝑃 がカバーされる  
0, 解 𝒙 によって 𝑝 ∈ 𝑃 がカバーされない
  
𝑧𝑝 を用いることで，𝑓cov(𝑆) を ∑ 𝑤𝑝𝑧𝑝𝑝∈𝑃  に置き換えることができる．これらの変数 𝑥𝑖  (𝑖 ∈ [𝑛]), 
𝑧𝑝 (𝑝 ∈ 𝑃)を用いて最大被覆問題は (5) は以下のように記述できる． 
 
目的：   ∑ 𝑤𝑝𝑧𝑝
𝑝∈𝑃
 →   最大  
制約：   𝑧𝑝 ≤ ∑ 𝑥𝑖
𝑖:𝑝∈𝐶𝑖
, ∀𝑝 ∈ 𝑃  
               ∑ 𝑥𝑖
𝑖∈[𝑛]
≤ 𝑘,  
               𝑥𝑖 ∈ {0, 1}, ∀𝑖 ∈ [𝑛];    𝑧𝑝 ∈ {0, 1}, ∀𝑝 ∈ 𝑃   
(6) 
問題 (6) の制約式の 1つ目は，𝑝 ∈ 𝑃 が解 𝒙 でカバーされていれば 𝑧𝑝 = 1，そうでなければ 𝑧𝑝 = 0 を
とるような式である．制約式の 2つ目は，そのままサイズ制約に対応する． 
問題 (6) は各変数が整数であるため，整数計画問題 (その中でも特に，0-1 整数計画とよばれる問
題) の形をしており，数理最適化ソルバによって厳密に解くことが (ある程度のサイズの問題に対し
て) 可能である．よって，最大被覆問題 (5) は，近似解法と厳密解法について性能 (解の質や計算時
間) の比較が可能となる．整数計画問題は，数理最適化ソルバによりある程度は実時間で解けるタイ
プの問題である．その一方で，整数計画問題は NP-困難な問題であるため，多項式時間の計算量で解
けるタイプの問題かどうかはまだわかっていないという点に注意されたい． 
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3.2. ナップサック制約下の最大化問題 
サイズ制約「|𝑆| ≤ 𝑘」の一般化として，ナップサック制約がある．要素 𝑖 ∈ [𝑛] ごとに，異なる大き
さ 𝑙𝑖  (> 0) が定まっているものとし，さらに最大容量 𝐿 が定まっていると仮定する．このとき，
「∑ 𝑙𝑖𝑖∈𝑆 < 𝐿」がナップサック制約である．𝑙𝑖  が 𝑖 ∈ [𝑛] によらずすべて 1，かつ 𝐿 = 𝑘 + 1 とすると，
ナップサック制約はサイズ制約と一致する．以下，ナップサック制約下の最大化問題を考える． 
3.2.1 ナップサック制約下の最大化問題 
ナップサック制約下の非減少な劣モジュラ関数 𝑓 の最大化問題は次のようになる． 
 
目的：   𝑓(𝑆)  →   最大  
制約：   ∑ 𝑙𝑖
𝑖∈𝑆
< 𝐿,  
                𝑆 ⊆ [𝑛].  
(7) 
同様に，ナップサック制約下の最大被覆問題は次のようになる． 
 
目的：   𝑓cov(𝑆)  →   最大  
制約：   ∑ 𝑙𝑖
𝑖∈𝑆
< 𝐿,  
                 𝑆 ⊆ [𝑛].   
(8) 
ナップサック制約はサイズ制約の一般化なので，問題 (7), (8) はともにNP-困難な問題である．  
3.2.2 ナップサック制約下の最大化問題に対するアプローチ  
Sviridenko [15] は貪欲法 [12] を発展させることで，ナップサック制約下の問題 (7) に対しても，同
じ近似率 1 −
1
e
 の近似アルゴリズムを提案している．ただし， [15] のアルゴリズムは少々複雑である
ため，その簡易版に対応するアルゴリズムを近似解法 2 として以下に記述する． 
近似解法 2 (ナップサック制約下の劣モジュラ関数最大化問題 (7) の近似解法) 
 Input: 非減少な劣モジュラ関数 f,   
Output: 劣モジュラ関数最大化問題 (7) の近似解 
 
 𝑆0 を空集合とし，𝑟 = 0 とする. 
REPEAT 
𝑟 + 1 を 𝑟 と置きなおす． 
(𝑓(𝑆𝑟−1 ∪ {𝑖}) − 𝑓(𝑆𝑟−1))/𝑙𝑖 を最大化する 𝑖 ∈ [𝑛] − 𝑆𝑟−1 を 1つ選ぶ. 
𝑆𝑟−1 ∪ {𝑖} を 𝑆𝑟 と置く．  
UNTIL(∑ 𝑙𝑖𝑖∈𝑆𝑟 > 𝐿) 
𝑆 = 𝑆𝑟−1 を近似解として出力する． 
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近似解法 2のREPEAT-UNTILループでは，「∑ 𝑙𝑖𝑖∈𝑆𝑟 > 𝐿」，つまりナップサック制約が成立しなくな
るまで反復処理を行うが，アルゴリズムが出力するのは，𝑆𝑟  ではなく 𝑆 = 𝑆𝑟−1，つまり，「∑ 𝑙𝑖𝑖∈𝑆 ≤ 𝐿」
となり，ナップサック制約が成立することに注意されたい．また，この近似解法 2はあくまで簡略版
であるため，近似率 1 −
1
e
 を満たす保証はないが，[15] のアルゴリズムとアイデア自体は同じである．
4章の計算機実験を通じて，近似解法 2が出力する解の性能を明らかにすることを試みる． 
また，ナップサック制約下の最大被覆問題 (8) についても，§3.1.3と同様に，整数計画問題に基づ
くアプローチを採用することができる．0-1 変数 𝑥𝑖  (𝑖 ∈ [𝑛]), 𝑧𝑝 (𝑝 ∈ 𝑃) を用いることで，問題 (8) は
以下のように記述できる．よって，近似解法と厳密解法の比較が可能である． 
 
目的：   ∑ 𝑤𝑝𝑧𝑝
𝑝∈𝑃
 →   最大  
制約：   𝑧𝑝 ≤ ∑ 𝑥𝑖
𝑖:𝑝∈𝐶𝑖
, ∀𝑝 ∈ 𝑃  
               ∑ 𝑙𝑖𝑥𝑖
𝑖∈[𝑛]
≤ 𝐿,  
                𝑥𝑖 ∈ {0, 1}, ∀𝑖 ∈ [𝑛];    𝑧𝑝 ∈ {0, 1}, ∀𝑝 ∈ 𝑃   
(9) 
3.3 テキスト分析と劣モジュラ最適化 
テキスト分析の設定として，𝑛 個の文書 (または単語) の集合を [𝑛] とし，それぞれの文書が 𝑑 次元
のベクトルで表現されているものとする．それらを 𝒗(1), 𝒗(2), … , 𝒗(𝑛) とおく．テキスト分析において，
文書や単語をベクトルで表す．このとき，文書や単語の類似度は，コサイン類似度などを用いて定め
ることが多い．例えば，文書 𝑖 ∈ [𝑛] を選ぶことで，𝑖 に似た文書の集合 𝐶𝑖 の話題をカバーした (つま
り読む必要がない) とみなすことにして，𝑛 個の文書の集合から 𝑘 個を選択するようなタイプの最適
化問題を考えることができる． 
 
目的：   (𝑆 ⊆ [𝑛]で扱う話題の広さ)  →   最大  
制約：   |𝑆| ≤ 𝑘,   
                 𝑆 ⊆ [𝑛].   
 (10) 
例えば，問題 (10) は 𝑛 個のニュースのうち読むべきニュース 𝑘 個を取捨選択するようなことである．
問題 (10) は，最大被覆問題 (5) と類似した問題であり，あるいは単純化して，最大被覆問題に帰着
することも可能である．また，文書の大きさを考慮すれば，ナップサック制約下の問題になる．問題 
(10) の考え方は，Lin & Bilmes [9] のテキスト要約手法に近いものになっている． 
4. 最大被覆問題の解法に対する計算機実験による性能評価 
最大被覆問題 (5) とナップサック制約下の最大被覆問題 (8) をそれぞれランダムに生成し，近似解
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法と厳密解法の性能を比較した．整数計画問題を解くには，Python 3.7.2 において PuLPパッケージを
利用し，ソルバは PuLP付属の CBCソルバを用いた．計算機は Intel(R) Core(TM) i7 (2.70GHz)，16GB 
のメモリのものを用いた． 
4.1 最大被覆問題に対する計算機実験 
最大被覆問題 (5) をランダムに生成し， 
手法 1.1: §3.1.2 の劣モジュラ最適化に基づく近似解法 
手法 1.2: §3.1.3 の整数最適化に基づく厳密解法 
の 2つの手法について，その性能を比較した．  
最大被覆問題 (5) の生成方法については次の通りである．d次元ベクトル 𝒗 = (𝑣1, 𝑣2, … , 𝑣𝑑) を，成
分ごとに一様乱数を用いてランダムに 𝑛 個生成し，𝒗(1), 𝒗(2), … , 𝒗(𝑛) とした．各 𝑖 ∈ [𝑛] に対し，𝐶𝑖  を
次式で定める． 
𝐶𝑖 = {𝑗 ∈ [𝑛] ∶ (𝒗
(𝑖)と𝒗(𝑗)のコサイン類似度が δ以上)} 
ここでは δ は 0以上 1以下のパラメータである．δ が 1に近い方が，𝐶𝑖 は集合として小さくなる (「似
ている」という判定が厳しくなるため)．また，ここでは最大被覆問題 (5) としては 𝑃 = [𝑛] になって
いることに注意する．点重みはすべて 1に設定した． 
最大被覆問題 (5) に対し，§4.1.1では，近似解法と厳密解法の目的関数値の違いを中心に議論する．
§4.1.2では，計算時間の違いを中心に議論する． 
4.1.1 近似解法の解の質について 
ここでは，最大被覆問題 (6) として，𝑑 = 5, 𝑛 = 200, 𝑘 = 10, δ = 0.8 とした問題を考える．つま
り，ベクトル 200 個の中から 10 個を選択する最適化問題をケーススタディとして扱う．このような
問題を，ランダムに問題を 1000題作成し，同じインスタンス (問題例) に対し近似解法の手法 1.1と，
厳密解法の手法 1.2を，解の質を中心に比較すると，表 1の通りとなった．  
表 1：最大被覆問題に対する近似解法と厳密解法の解の質の比較 (𝑛 = 200, 𝑘 = 10, 問題数 1000) 
 手法 1.1 (近似解法) 手法 1.2 (厳密解法) 
目的関数値の平均 105.14 106.32 
計算時間の平均 (秒) 0.03385 0.42086 
近似解法と厳密解法の目的関数値の比は 105.14/106.32 =  0.989  であり，この値は理論的に保証さ
れる比である 1 −
1
e
≈ 0.632 よりも大幅に大きい．また，問題数 1000のうち，近似解法が厳密解を求
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めていたのは 371問 (37.1%) であった．計算時間については，手法 1.1の方が手法 1.2よりも 10倍以
上高速である．計算時間の比較については§4.1.2で考察する． 
4.1.2 近似解法と厳密解法の計算時間について 
最大被覆問題 (5) で 𝑑 = 5, 𝑘 = 10, δ = 0.8  と固定し，ベクトル数を 𝑛 = 1000, 2000, 4000 のいず
れかに設定し，各 10題ずつランダムに問題を作成した．つまり，ベクトル 𝑛 個の中から 10個を選択
する問題を，𝑛 の値を変えてそれぞれ扱う．手法 1.1, 1.2の出力の目的関数値と計算時間について表 2
の結果が得られた．  
表 2：最大被覆問題に対する手法 1, 2の計算時間の比較 (𝑘 = 10, 問題数は 𝑛 ごとに 10問) 
 𝑛 
手法 1.1 (近似解法) 手法 1.2 (厳密解法) 
平均目的関数値 平均計算時間 (秒) 平均目的関数値 平均計算時間 (秒) 
1000 437.8 0.637 441.3 16.006 
2000 822.9 2.358 828.9 98.716 
4000 1578.7 9.206 1587.2 908.651 
手法 1.1, 1.2 の計算時間を比較すると，手法 1.2 (厳密解法) の計算時間は 𝑛 = 1000 のときは 25.1倍，
𝑛 = 2000 のときは 41.9倍，𝑛 = 4000 のときは 98.7倍となっていることがわかる．つまり，問題の大
きさによっては，手法 1.2 の厳密解法の適用が難しくなるといえる． 
4.2 ナップサック制約下の最大被覆問題に対する計算機実験 
ナップサック制約下の最大被覆問題 (8) についても，問題 (5) の場合と同様に， 
手法 2.1: §3.2.2 の近似解法 2  
手法 2.2: §3.2.2 の整数最適化に基づく厳密解法 
の 2 つについて，その性能を比較する．問題 (8) の生成については§4.1 と同様に，ランダムに 𝑛 個
の 𝑑 次元ベクトル 𝒗(1), 𝒗(2), … , 𝒗(𝑛) を生成し， 𝐶𝑖 はコサイン類似度の閾値 δ  を用いて定め，点重みは
すべて 1に設定する．𝐶𝑖  の大きさ 𝑙𝑖  は，10以上 20以下の連続一様乱数としてランダムに定め，最大
容量 𝐿 を 100とする． 
ナップサック制約下の最大被覆問題 (8) として，𝑑 = 5, 𝑛 = 200, 𝐿 = 100, δ = 0.8 として，ランダ
ムに問題を 1000題作成して，同じインスタンスに対し近似解法の手法 2.1と，厳密解法の手法 2.2を
比較すると，表 3の通りとなった． 
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表 3：ナップサック制約下の最大被覆問題に対する解法の比較 (𝑛 = 200, 𝐿 = 100, 問題数 1000) 
 手法 2.1 (近似解法) 手法 2.2 (厳密解法) 
目的関数値の平均 83.675 87.272 
計算時間の平均 (秒) 0.03002 0.72687 
近似解法と厳密解法の目的関数値の比は 83.675/87.272 =  0.959  であり，サイズ制約の場合の比，
0.989 と比べれば劣るものの，かなり 1に近い値であることがわかる．また，問題数 1000のうち，近
似解法が厳密解を求めていたのは 131問 (13.1%) であった．計算時間について，ナップサック制約下
の手法 (手法 2.1，2.2) とサイズ制約下の手法 (手法 1.1，1.2) を，近似解法と厳密解法に分けてそれ
ぞれ比較してみる．ナップサック制約下の近似解法である手法 2.1 はサイズ制約下の手法 1.1 と大き
な差はない，むしろ反復回数が少ない分，手法 2.1 の方が少し速くなっている．これに対し，厳密解
法については，手法 2.2は手法 1.2と比べて，いくらか計算時間がかかっていることがわかる． 
 
5. おわりに 
本研究では，劣モジュラ関数最大化問題の重要な特殊ケースである最大被覆問題を中心的に扱い，
劣モジュラ最適化の理論に基づく近似解法と，整数計画に基づく厳密解法について，2 つのアプロー
チの差を比較した．テキスト分析などの領域において，劣モジュラ最適化はさらなる応用を期待でき
る基本技術であるといえる．  
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