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The analogue of Plotkin's bound is developed for ternary codes 
with high distance relative to length, obtaining 
A(n,d) d 3 [Jd:"2n ] 3d>2n, 
A(n,2n/3) 3n 3d 2n • 
Generalized Hadamard matrices are used to obtain codes which meet 
these bounds. The ternary analogue of Levenshtein's construction 
is discussed and maximal codes constructed. 
The Plotk;n bound. 
Let A be the M "'n matrix whose rows are the cOdewords of a 
ternary code, C. Suppose the ith column of A contains Xi a's, Yi l's, 
Zi 2's. Following the method of Plotkin we calculate the sum 
L I dist(u,v) 
UEC' VEeC 
in two ways. since dist (u,v) '" d if u f v, the sum is 2: M{M-l)d. 
But each column of A contributes 
• 
M 
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to the above sum. Hence summing over all columns we have 
n 
S I (2xiYi+2Yizi+2zixi) ;;, M(M-l)d. 
i=l 
We use Lagrange multipliers to maximize 
~d find the maximum occurs when Xi =Yi =z. , =M/3 ~d 
0' M - 0 (mod 3) we hm 
M(M-I)d , 2M2n/3 
M , 3d 3d=2n 
ond since 31M we have 




b) M = t+3s, t 'I 3, the maximum occurs when t of xi,yi,zi are 
s+1 and 3-t are s and so 
N~ , 1 gives 
0' 
and as i-l 1 (mod 3) 
Also t = 2 gi ves 
and as M _ 2 (mod 3) 
M(M-1)d ,;; n(4s(s+1) +2(s+t_1)2) 





s ;:.: 0 
3[4n-3d j • , 9d-6n 3d > 2n. 




M , 3 [2n-2d] 
3d-2n + 
, 
, 3 d [3d-2n ] - , fo< 3d > '" 
0) H 2n =3d we have M = 3". 
Summarizing, we have, noting (1) is larger than the other 
bounds, 
Tt{EOREM 1. For an aLphabet of 3 symbols, the maximum number of aode-
words of Zength n and distance d, A(n,d), Ikltisjies 
for 3d>2n<!2d. (2) 
This result is given by Blake and Mullin (p 85) but also 
LEMMA 1. A(n,d) :;; 3A(n-l,d). 
Frooof. Given a ternary (n,M,d) code, the codewords fall into three 
classes, those beginning with 0,1 and 2. One class must contain at 
least one third of the codewords, thus 
A(n-l,d) ;;, A(n,d)/3 
This gives us 
THEOREM 2. (i) A(3n,2n)., 9n. 
(d) A(3n+l,2n+l)., 6n+3. 
(iii) A(3n+l,2nJ:> 27n. 
(iv) A(3n-l,2n):S: 3n. 
Proof. (i) A(3n,2n) ,.:; 3A{3n-l,2n) :> 3 3 [ 2n 1 . 6n-2(3n_l) '" . 
(ii) A(3n+l,2n+l) [ 2n+l ] 
3 3(2n+l)-2(3n+l) 6n+3 • 
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(iii) A(Jn+I,2n) ,;; JA(3n,2n) = 27n. 
(iv) A(3n-I,2n) ,;; 3 [6n-2~~n-l) ] = 3n. 
To construct maximal ternary codes we require some lemmas 
concerniag generalized Hadamard matrices of the form GH(n,Z3). This 
paper will not discuss the theory of generalized Hadamard matrices, nor 
their existence or non existence. However the following definitions 
and lemmas are required. 
A square matrix of size n with entries from a group G is 
called a generalised Hadamard mutrix, GH(n,G), if the inner product of 
any two distinct row-s, a = (a" •.. ,a), b = (b., ••. ,b), a.,b. 
- n-J. nl.) 
, G, 
defined by n -1 I I & aibi is nl G i=l 
copies of G. For example we have 
1 1 
:,1 1 w 
1 w' 
1 1 1 1 1 1 
1 1 • .' .' w 
1 1 
, .' w • • 
1 
, 
1 .' • • • 
1 
, , 
1 • • • • 
1 • .' .' • 1 
The results of de Launey, Drake, Jungnickel, Rajkundlia, 
Seberry, seiden and Street allow us to say, 
(i) n=3\ (ii) n=6, (iii) n =12, (iv) 2.3\ (v) 4.3
t
. A 
GH(n'ZJ) docs noterist fop n =15. n =21 is undeeided . 
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Any GH(n,z3) is equivalent to a GH{n,Z3) with i~ first 
l'CM and eolumn eonsisting entirely of the unit element of the gI'OUP. 
A gives block codes over a 3_8ymbol alphabet with 
par>ametel'S, (n,M,d): 
(i) (n,3n,2n/3), (ii) (n-l,3n,2n/3-1), (iii) (n-l,n,2n/3), 
(iv) (n-2,n,2n/3-l). 
LEMMA 4. The faLl-owing aodes exist over a 3-symbol alphabet: 
(i) (4,9,3), (ii) (5,18,3), (iii) (8,17,5). 
(4,9,3) 
o 0 0 0 
o 1 2 1 
o 2 1 2 
1 1 1 0 
1 2 0 1 
1 0 2 2 
2 2 2 0 
2 0 1 1 
2 1 0 1 
(5,18,3) 
o 0 0 0 0 
o 1 2 2 1 
1 0 1 2 2 
2 1 0 1 2 
2 2 1 0 1 
1 2 2 1 0 
1 1 1 1 1 
1 2 0 0 2 
2 1 2 0 0 
o 2 1 2 0 
o 0 2 1 2 
2 0 0 2 1 
2 2 2 2 2 
2 0 1 1 0 
o 2 0 1 1 
1 0 2 0 1 
1 1 0 2 0 





































A number of authors including de Launey, Lam, Seberry and 
Street and Rodger have studied an extension of generalized Hadamard 
matrices in which the elements are over a group ring, called Bhaskar 
Rao designs (BRD). since we are concerned with ternary codes we 
restrict ourselves to the group ring {a} +Z2" A B'ha2ka:P Raa dBsign 
W '" A -B with parameters v,b,r,k,A satisfies 
wwT 




(r-A) I + AJ 
kJ, (A+B) J rJ. 
where A, Bare (O,l)-matrices, A +B is a BIBD(v,b,r,k,A). The 
BRD is written BRD(v,b,r,k,A~Z2) or BRD(v,k,A) for brevity. Such 
designs can be extended to partially balanced and pairwise balanced 
desiqns and to groups other than Z2. 
In the remainder of this section we use 
and if W A -8 
r A (v-l)/(k-l) 
b vr/k, 
is a BRD where 
k 
A (v-l)/2 
kl + k2 ' 
kl (kCl) + k 2 (k2-l). 
LEMMA 5. If the~ exists a BRD(v,b,r,k,A) then the~e e$ist 3_symboL 










(vr/k,2v,min (r, 2r-3A;2) . 









Corollary 6. Since there exist BRD(7,4,2), BRD(13,9,6}, BRD(19,9,4), 
BRD(21,l6,l2l, BRD(8,28,14,4,6) and BRD(13,26,8,4,2) there exist 
(7,7,5), (7,10,5), (7,14,4), (13,26,9), (19,19,12), (19,38,9), 
(21,21,14) I (:21,42,14). (28,8,D). (28,16,14), (26,13,13). (26,26,8) 
codes. 
LEMMA 7. If thew exists a regular> (= corwtant row sum) BRD(v,k.~l 
then there exist 3-eymbol codes with parameters (vr/k,3v,min(2r-3;\./2, 
x 1+b-2r+2A,-x1+b-A/2) where Xl is the number of oOC'Ul'1'en,xs of [i] 
and 0 ~ Xl ~ r-A. The regular> ayclic ERD(t 2+t+l,t 2,t2_t) give 
(t2 +t+ 1,3 (t2 +t+l) ,l:! (t 2 +t+2) } _codes. 
Proof. Let M be tile BRD and consider 
[ 
M 1 M ., 
M ., 
Any two rows of this code, ~, ~. can be written as 
o 01 12 2 
b 1 ... 12 .•. 20 .•• 01..12 .•. 20 ... 01. .. 12 ... 20 •.• 0 





















regularity of rows. Now the fact that the rows of the eRD (when 
considered as 0, ±l) are orthogonal meanS 
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x, + Y3 Y, + 
, 
x3 , 141 
and we have x, + Y, ' -, " + '3 , (5) 
" b-2r+A (6) • 
Considering ,!:,J,:,~+! and ~+~ as cOdewords we want the minimum of the 
distances d 1 =d(e.~), d 2 =d(e.~+:!), d) =d(e,~+V oVer all ~,~ in 
the code. Now 
d , xl+Yl+Y2+z2+x3+z3 2(K +y )+y +x = 
1 1 2 3 
2r-3A;2 
d, xl+zl+x2+Y2+Y3+z3 xl +zl +A ~ xl +b-2r+2>" 
d
3 Yl+zl+x2+z2+x3+Y3 
~ 2b-d -d 1 , = -x1
+b-A/2 
Hence distance of code is :nin(2r-3A/2,x1+b-2r+2A,-x 1
+b-A/2l where 
0::; xl ::; min (k1,r-A) is the number of occurrences of [~). 
In particular for cyclic BRD(t 2+t+l,t2 ,t2-t) the minimum 
distance is ':!(t z+t+2J. D 
Corollar;[ 8. There exist (7,21,4). (13,39,7), (19,57 ,l2) aod (21,63,11) 
cedes. 
Codes for which 3d ;" 2n ;;0: 2d 
" M{found) M{max) d Construction " COlllllent 
3 9 9 2 Le~a 3 (i) , 
4 9 9 3 Le_ 4 (i) , 
5 e e 4 Lemmas 1 and 3 (iii) , 
e " 18 4 Lemma 3 (i) , 
7 10 " 5 Corollary 6, 
8 9 9 e Lemmas 1 and , (iii) , 
9 27 27 e ~a 3 (i) , 
9 6 e 7 (4,9,3) + (5,6,4) , 
10 12 18 7 From (11,12,8), Le_ I, 
10 e 6 8 (5,6,4) +(5,6,4) , 
258 
11 12 12 9 Lemmas 1 and 3 (iii) , 
12 36 J6 9 Lemma 3 (il, 
12 9 9 9 (4,9,3) • (8,9,6) , 
13 13 27 9 Corollar,( 6, 
14 9 15 10 (6,18,4) • (8,9,6) , "'~" 1, 
15 19 45 10 (6,18,4) • (9,27,6) , 
15 9 11 11 Lenuna 1, (7,10,5) • (8,9,6) , 
16 18 33 11 From (17,18,12) 
17 19 19 12 r._ 3 (iii) , 
19 54 54 12 r.~" 3 (il 
19 9 12 13 (8,9,6) • (10,12,7), 
19 12 36 13 (10,12,7) • (9,27,6) , r._ 1 
20 " 21 14 (9,27,6) • (1l,12,8) 21 42 63 " Corollary 6. 
Table l. 
A property of ternary codes used to give more codewords 
LEK"1A 9. Let ~ and ~ be two te:rna:ry vectors. Then 
Proof, The second part of the lemma is obviously true for linear codes 
but we show it is also true for block codes. We write thetwo codewords 
Further 
, o 12 2 
b 0 ••. 01. .. 12 ... 20 ... 01. •. 12 .•. 20 .•. 01. .. 12 ... 2 










I '\3' j=O 2" • 
o 
This allows us to readily test the distance of a constructed 
code, as in the following 
LEMMA 10. Suppose A is a ternary In,M,d)-oode then 
is a ternary (n,3M,d')-code where d' min (d(~,~) ,d(~,~+~) ,2n-d(~,~) 
-d(~,1.?+~) J ~,b codewords of A. 
EXaIR12le 1. Suppose A 0 0 0 0 0 , a ternary (S,6,4)-code, then 
0 1 2 2 1 
1 0 1 2 2 , 1 0 1 2 
2 2 1 0 1 
1 2 , 1 0 
to find d' we merely need to test ~ (0,0,0,0,0) with b = (0,1,2,2,1) 
which gives d' inin(4,3,3) 3 and a (O,1,2,2,l) with b" (2,1,0,1,2) 
which gives d' min(4,3,3) 3 giving a (5,18,3)-code. 





= 2 (n-l) -d-dl _ 








Proof. We consider 
o 
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Any two ro.;s of NO have distance ;" d. By Lemma 9 any two ro.;s of 
I'll and N2 also have distance ;" d. By the second part of Lermna 9 the 








'" 2 (n-l). Hence the minimum distance between ro.;s of 
Ni and Nj' i ;OJ, is dl+l or d
2
+1'" 2(n-l)-d-dl +L This gives the 
result. 
Example 2. 
2 1 1 0 1 0 0 
0 2 1 1 0 1 0 
0 0 2 1 1 0 1 
A 1 0 0 2 1 1 0 
0 1 0 0 2 1 1 
1 0 1 0 0 2 1 
1 1 0 1 0 0 2 





'" 6. So in the Theorem 
6n 48 3(5+4+7) 
giving a (7,21,3) and (8,21,4)-coOO. 
Example 3. Par the (l3,13,9)-code with constant distance d '" 9. 
d
l
'" 10 and d
2 
=7. So there exist (13,39,7) and (14,39,8)-codes. 
we can sometimes do better. We use 
where ~,~ run over all vectors of the code. 
T1lEOREM 4. Let A be a tePnGYy (n,M,d) eade. Then there are 
tePnary codes with pa1'aJr1eters: 















iJ With dO' d l , d 2 defined above, consider 
[ :+1 :+2] 
A A 
'" '" '" A +1 





A A 0 0 
A Aq 0 1 
A A +, 0 , 
'" A 1 0 
Aq A +1 1 1 










S n, we only need to consider n, 2d, d+d
1
, 2n-d 1 , 2n-d. 
iii) Let B be the (3,9,2) ternary code. Consider B (ij A 
Where ~ is defined in (ii). The distances are 3d, di+d
j
, d+di , 
d+di+d
j
, 3n, 3di, i,j =1,2. Now d i ';: nand d+di+d j =2n, so we 







Example 4. Use A [~ 
o 1 
; I which is a (2,3,2)-code. Then E in 
is a (4,27,2)-code since d~2, n=:>, C is a (6,27,3)-code. 
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0 0 0 0 0 0 
C [E FJ , 2 , 2 , 2 
2 1 2 1 2 1 
0 0 1 1 2 2 
1 2 2 0 0 1 
2 , 0 2 , 0 
0 0 2 2 , 1 
1 2 0 1 2 0 
2 1 1 0 0 2 
1 1 0 0 2 2 
2 0 1 2 0 , 
0 2 2 1 , 0 , , 1 1 1 1 
2 0 2 0 2 0 
0 2 0 2 0 2 
1 1 2 2 0 0 
2 0 0 1 1 2 
0 2 1 0 2 , 
2 2 0 0 , 1 
0 1 1 2 2 0 
1 0 2 1 0 2 
2 2 1 , 0 0 
0 1 2 0 1 2 
1 0 0 2 2 1 
2 2 2 2 2 2 
0 , 0 , 0 1 
1 0 1 0 1 0 
Example 5. Using ilie (5,6,4) -code of Example 1 we have (10,18,6) =d 
(10,54,5) ternary codes. 
Corollary II. There exist ternary (2
t +1 ,3.9 t ,2 t }_codes t , I. 
Proof· Use the Theorem with the {4,27,2)-code of Example 4. 
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Codes with d d'Jl 
0 M(found) M(max) d construction 
3 9 9 9 "'_ 3 
4 27 7 Example 4 
5 18 3 "'_ 4 
5 27 3 Example 4 
5 18 18 4 "'_ 3 
7 2l 4 Corollary 5 
8 27 5 From (9,27,6)-code 
9 27 27 5 "'_ 3 
10 54 5 Example 5 
10 18 5 Twice (5,18,3)-code 
II 35 7 From (12,36,8)-code 
12 35 35 9 Le_ 3 
13 39 7 Corollary 5 
" 39 8 Example 3 
15 18 45 10 (6,18,4) -t(9,27,5) 
15 54 10 From (17,54,10) -code 
17 54 11 From (18,54,12)-code 
18 54 54 " Lemma 3 19 57 17 Corollary 5 
" 21 13 From (21,21,14)-code 
2l 21 53 14 Corollary 6 
" 35 14 Twice (11,36,7)-code 
" 35 15 From {24,36,16)-code 
74 35 77 15 Twice (12,36,B)-code 
75 81 16 From (26,Bl,17)-code 
C6 81 17 F<= (27,Bl,lB)-code 
27 81 81 Ie Lemma 3 
" 35 10 ,,= (29,36,20)-code 




Let us suppose that an arbitrary GH(m,Z}l exists, written 
on the additive group, whose first column is composed entirely of 
zero's: denote this matrix by ~: and the matrix when is formed by 
stripping off the column of zero's by Mm'. 
Example 6. GH(6,Z}l M6 
0 0 0 0 0 0 
0 0 1 2 2 1 
0 1 0 1 2 2 
0 2 1 0 1 2 
0 2 2 1 0 1 
0 1 2 2 1 0 
M6 0 0 0 0 0 
0 1 2 2 1 
1 0 1 2 2 
2 1 0 1 2 
2 2 1 0 1 
1 2 2 1 0 
The theory giving the construction of maximal codes requires 
matrices of particular orders and distances. The proofs of the 
following two lemmas are obvious: 
LEMMAl2. If there e:r:ists an M3t (respectively M3(t+1ll then the 
1'OWa of M3~ (Nspeetively M3;t+lll fol'm a code 1.Vith pa:rametepa 
n = 3t-l, M=3t, d",2t (peapectively n .. 3t+2, M"'3(t+l), d=2(t+l)). 
Write 
i (2) 





a(3i-l) + b(3i+2Jl 
2ai + 2b{i+1J J 




Consider the left inequality 
which on rearranging gives 
2n-2d < i{3d-2n) 
2(i+1) < d 
(3i+2) n 
Consider the right inequality of (5) 
which on rearranging gives 












The two inequalities of (8) may be written in determinant form, 
I: 2 (i+l) 1 (3i+2) > 0 A oay 










Now suppose that both A and B are even. Then let 
A 2. 
, 2b 
so (9) and (10) became 
A 2. d(3i+2) - 2n(i+l) (ll) 
, 2b 2ni - d(3i-l) (12) 
solving (ll) and (12) for n and d yield the required results (3). 
Note: requiring that A and B are even imposes only one condition, 
namely that d is also even, but in the case of ternary codes the 
distance is in fact even for maximal codes as then 3d =2n. 
Following Levenshtein, we define the operation of adjunction 
of the matrices 















Yu Y ,2 Y In, 
Y
21 '" Y2n2 , 
'L 1 
, , 
2 L,2 L 2n 2 
as follows 





X '21 '" 
, 




Ln, 'Ll Y" , Ln2 
2.7 
where L 
'I1Ie operation of extension of a matrix X, r times, is defined 
as the result of the consecutive adjuction of r matrices X. 












, then the rows of the matrix aX +bY where a 
and b are integer non-negative numbers, form a code with the para-
meters 
M 
THEOREM 5. If d is even and 3d > 2n '" 2d then the following matrix 
M is maximal in that it meets the bound 
A(n,d) 3 [3d~2) 3i 
, , 
M aM3i + bM3 (i+U 
a !:;d(3i+2) - n(i+l) 
b ni - l.jd(3i-l) 
FToof. For the proof of the theorem, it is sufficient to see, using 
lemmas 12 and 13 that the above construction does indeed generate a 
maximal code. 
Example 7. As an illustration, we present the maximal (13,6,lO) code 
26. 
0 0 0 0 0 0 0 0 0 0 0 0 0 
0 1 2 2 1 1 2 0 1 2 0 1 2 
, 0 , 2 2 2 1 0 2 1 0 2 1 
2 , 0 , 2 0 0 , , , 2 2 2 
2 2 , 0 , , 2 , 2 0 2 0 , 
, 2 2 , 0 2 , , 0 2 2 , 0 
Table 3 Examples of maximal ternary codes constructed using Theorem 3, 
n M d i = [3d~2n ] • b Construction 
3 , 4 2 , 0 M, 
, 3 , , , , ' , M3+M6 
8 9 6 3 
, 0 M; 
9 3 8 
, 2 , 2M;+M~ 
W 
, 8 2 2 0 2M~ 
n " 8 4 
, 0 Ml~ 
H 3 W , 3 , 3M3'+~ 
" 3 W 
, , 2 M;+2M~ 
B 6 '0 2 
, , M'+M' 
6 9 
B 3 " 
, 4 , 4M;+M~ 
3 M{S 
Note, the code does 
" " W 
, 0 not exist since M" 
d~' not exist. 
" 3 " 
, 2 2 2M;+2M~ 
" 6 " 2 3 0 ;M' 6 
'5 3 " , 3 , 5M;+M~ 
" 9 " 3 2 0 2"'; 
" 3 " 
, 3 2 3M;+2M~ 
n " " 
, , 0 Ml~ 
n 3 " 
, , 3 M;+3M~ 
n 3 " 
, , , 6M;+M~ 
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