Abstract-Pain is a primary symptom of diseases and an indicator of a patients' health status. Effective management of pain is important for patient treatment and well-being. There are some traditional self-reported methods for pain assessment, and automatic pain detection systems using facial expressions are developing rapidly; these offer the potential for more efficient, convenient and cost-effective pain management. In this paper, a joint deep neural network model is proposed to classify pain intensity in four categories from facial images. This study used two different Recurrent Neural Networks (RNN), which were pre-trained with Visual Geometric Group Face Convolutional Neural Network (VGGFace CNN) and then joined together as a network to estimate pain intensity levels. The UNBC-McMaster Shoulder Pain database was used to train and test the proposed algorithm. As a contribution to knowledge, this paper provides new information regarding the performance of a hybrid, joint deep learning algorithm for pain multi-classification in facial images.
INTRODUCTION
Many people who are suffering from chronic pain face periods of acute pain and resulting problems during their illness; adequate reporting of symptoms is necessary for optimal treatment [1] . Pain is measured by self-reports; however, some patients have difficulties in adequately alerting caregivers to their pain or describing the intensity which can then impact adversely on effective treatment. This is because self-reporting of pain is affected by the cognitive and linguistic abilities of the patient [2] ; consequently the concept of automatic pain level valuation has been formulated.
Pain and its intensity can be noticed in one's face. Movements in the facial muscles can depict one's current emotional state. Facial expression can provide information about pain and emotional severity [3] . This information can be measured by the Facial Action Unit (FACS) coding [4] . Prkachin and Solomon Pain Intensity (PSPI) metric developed later was based on FACS to measure pain level [4] . Machine learning algorithms and computer vision-based techniques can use FACS and PSPI codes to predict pain and its intensity from patients' faces [4] .
Detecting pain level from facial expressions is a challenging task. Luci et al. (2011) provided the UNBCMcMaster Shoulder Pain Expression Archive database that contains 200 video sequences taken from 25 patients who were suffering shoulder pain. The frames were labeled using by the PSPI codes [5] . This database has unbalanced data, and therefore, its analysis and modeling can be very challenging [6] . Unbalanced data refers to classification problems where there are unequal instances for each class [6] . Fig. 1 shows the image frames of a patient in different pain levels based on the PSPI code. As is indicated, recognition of pain levels is not easy.
Recently, research studies used different techniques to predict pain by using the UNBC-McMaster Shoulder Pain Expression Archive database; however, the latest research is focused more on detecting pain in binary classification so identifying pain intensity level in multi-classification is still a challenging issue in the use of this database.
Deep learning architectures such as Convolutional Neural Networks (CNN) or Deep Belief Networks (DBN) have been widely used in face expression analysis, such as emotion recognition, age, and pain estimation [6] [7] [8] [9] .
In this research, a new joint deep neural network framework which is based on two different hybrids deep networks (CNN + RNN) is proposed. These two networks are trained based on transfer learning to recognize the pain level in four levels, and finally, their outputs are combined [10] .
II. RELATED WORKS
There is existing research into automated recognition of effect from facial expressions but until recently, only a few studies have focused on automated pain estimation. Susskind et al. (2008) trained deep belief networks without supervision for recognizing facial action units. That study showed features extracted by learned belief nets was able to easily accommodate different constraints in a real environment [11] . Xu et al. (2015) used transfer features from Deep Convolutional Networks (DCNs) to facial expressions recognition (FER) and showed that DCNs are more suitable for classification than deep belief nets. Their study used FER model on transfer features from DCNs for face identification [12] . In the past decade, some approaches have been proposed for automatic pain intensity estimation. Early researchers tended to focus on estimating whether the subject was in pain or not, and thus, conduct pain intensity estimation as a classification problem by using deep learning [13] . introduced an intermediate region layer that was able to learn region specific weights of CNNs. The region layer returns an importance map for each input image, and the network is trained for joint AU detection [14] . Zhou et al. (2016) used RNN regression for pain intensity estimation in the video. They designed the architecture of the recurrent network to output valued pain intensity continuously [9] . Rodriguez et al. (2017) designed an approach based on deep model to detect pain and no-pain through 25 subjects of UNBC-McMaster Shoulder Pain Expression Archive database. Their approach first used CNNs, and then linked the model to long short-term memory to exploit and utilize information from temporal relation between video frames [6] .
III. PROPOSED JOINT DEPP FRAMEWORK
In this study, a joint deep network was developed by using hybrid method (CNN+RNN) to solve the classification problem of the pain data in four classes. Fig. 2 shows the architecture of the proposed model. As shown, it has three different parts which include: a) pre-processing section, b) CNN section: pre-trained VGGFace, and c) Joint deep RNN network section
A. Pre-processing
Data preparation is required when working with neural networks and deep learning models [15] . In addition, data augmentation is also required on more complex object recognition tasks [16] . Therefore, feature standardization performed by setting the feature center and normalization arguments on the image data and images pixels changed to (224x224). The color of images changed from three colors to white and black color. Less redundancy in the image is intended to better highlight the structures and features in the image to the learning algorithm. Typically, image whitening is performed using the principal component analysis (PCA) technique [17] . More recently, the zero-phase component analysis (ZCA) technique shows better results and transformed images keep all of the original dimensions and unlike PCA, result in transformed images still looking like their originals [18] . In this study, ZCA technique was used and by applying whitening transform technique to the redundancy reduced pixel images.
B. Pre-trained VGGFace
The UNBC-McMaster database has not enough image frames for multi-classification, and it is hard to train deep models with high performance without big data. To deal with this problem a pre-trained VGGFace model for face pain detection was used. The VGGFace network was designed for face recognition and trained with millions of raw face images. VGGFace contains 8 convolutional blocks and three fully connected blocks. To adapt VGGFace to pain detection problem, the VGGFace fine-tuned in this study by freezing 8 layers and replacing the last layer of it with a initialized fully connected layer.to classify four pain level recognition.
At first, we fine-tuned the VGGFace and then the finetuned VGGFace is used to extracting features. Next, the extracted features were entered to joint RNN network as inputs. In Fig. 2 pre-trained section demonstrated by VGGFace section.
C. Joint RNN Network
As shown in Fig. 2 , the joint RNN networks includes two separated deep networks as DNN1 and DNN2 which both contained three Long Short-Term Memory (LSTM) layer. LSTMs are a type of RNN which used the 'forget, input and output gates' to decide how much useful information and relevant patterns should be let through. LSTMs are suitable for learning long-term presence of features on sequence data and series. In this research, we used six LSTM in two networks each network includes three LSTM. The weight and parameter used in each LSTM are different to other LSTMs in this model. Different parameters and weights were applied for three layers LSTM in each DNN1 and DNN2 and finally, DNN1 and DNN2 were fine-tuned. The outputs of both networks were mixed and concatenated together as an output to recognize the level of pain in four categorize. The network was optimized with stochastic gradient descent (SGD) optimizer, with learning rate (lr) = 0.0001 and momentum = o.9. 
IV. EXPERIMENTAL AND RESULTS

A. Database
The UNBC-McMaster Shoulder Pain Expression Archive Database for experimental research was selected for this study [5] . This database provides image frames of video sequences with each frame coded in terms of PSPI score (FACS) which coded different levels and is defined on an ordinal scale 0-15. The database provides 200 sequences across 25 subjects, which totals 48,398 image frames [5] .
Most of the data in McMaster shoulder pain database are labeled as 'no pain' in PSPI score, so it is likely that any model gets biased towards the prediction of no-pain at the cost of missing pain frames. The number of PSPI codes which are greater than 6 is few. Using imbalance data is basically intentionally biasing data to get interesting results [19] . To deal with this issue, in this study two techniques were used to balance the data. Both resampling techniques include under-resampling and over-resampling techniques to balance the database are applied. For under resampling, under-sample the majority class (no-pain class) into sequence level randomly used. Then the frames in time sorted and divided in sequences, and finally, full sequences with no pain removed. After that, the over-sampling technique applied to copy the sequences with minority frame number in training set.
B. Results
The proposed framework was developed as a prototype system. The Database was divided into four parts to detect pain in four levels (no pain, weak pain, mid pain, and strong pain) as shown in Table I . Training and testing set was divided based on leave one out cross validation and each time one subject from 25 subjects leave as a test set and other folders used as a training set.
During experimental research, different versions were applied to compare obtained results in different steps. At first, the VGGFace and DNN1 were combined and the extracted features from VGGFace only were applied in DNN1. In the second version, the extracted features from VGGFace only were applied into DNN2. Next, the two above models were concatenated together as (VGGFace+DNN1+DNN2) model. In the final version the ZCA was added in the pre-processing section of the (VGGFace+DNN1+DNN2) and the joint deep neural network was built. The accuracy and Area under the Receiver Operating Characteristic (ROC) Curve (AUC) metrics were measured for the network. Table II shows the accuracy and AUC obtained by different versions of experimental in this study for comparison purposes. In this table, the proposed model versions with two baseline model such as CNN and VGGFace-CNN were compared as well. In table III the results of accuracy which is provided per subjects are shown. According to leave out one subject cross-validation, each time one subject video sequences were provided for the test set. The table shows the validation accuracy for each of the subjects. 
C. Comparision Results with Other Methods
Since this study applied a multi-classification approach (4 classes), therefore the results were compared with other research which used the same database for categorical classification. Table IV shows comparisons of the proposed model (the joint deep neural network) and the different multi-classification pain detection in the UNBC-McMaster database. These studies have used different techniques to detect the pain level for multi categorized classes. Multiclassification is more challenging than binary classification [20] . Most of these methods used MSE and PCC measurement. However, in the present research, the accuracy measures and AUC metrics were applied. Only the MSE scores are compared with the other studies' results. It is important to note that only one study applied accuracy as a measurement [21] . Table IV shows the comparison results.
According to the study performed by , the authors reported accuracy measures in three levels and classes and for 14 subjects. As a result, the accuracy of our proposed model appears to be higher than their accuracy. On the other hands, the MSE of the proposed model in this study seems less than others.
V. CONCLUSION
This study has investigated the performance of the joint deep neural network which is trained and tested for four levels of pain classification. The system is a combination of CNN and two LSTM base networks. In CNN section the VGGFace fine-tuned and features extracted from it fed to two networks DNN1 and DNN2 which are three layers LSTM to detect and recognize pain intensity level from facial expressions. The proposed model was evaluated on the UNBC McMaster database after balancing it. The data augmentation and ZCA applied in the pre-processing phase to improve results. From the experimental results of the pain detection performances, we concluded that complex and joint deep learning method for this problem and database could increase the performance of recognition results especially for more classification and different levels of pain. 
