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Abstract
From infancy to adulthood, human growth is anisotropic, much
more along the proximal-distal axis (height) than along the medial-
lateral axis (width), particularly at extremities. Detecting and mod-
eling the rate of anisotropy in fingerprint growth, and possibly other
growth patterns as well, facilitates the use of children’s fingerprints for
long-term biometric identification. Using standard fingerprint scan-
ners, anisotropic growth is highly overshadowed by the varying dis-
tortions created by each imprint, and it seems that this difficulty
has hampered to date the development of suitable methods, detect-
ing anisotropy, let alone, designing models.
We provide a tool chain to statistically detect, with a given confi-
dence, anisotropic growth in fingerprints and its preferred axis, where
we only require a standard fingerprint scanner and a minutiae matcher.
We build on a perturbation model, a new Procrustes-type algorithm,
use and develop several parametric and non-parametric tests for dif-
ferent hypotheses, in particular for neighborhood hypotheses to detect
the axis of anisotropy, where the latter tests are tunable to measure-
ment accuracy. Taking into account realistic distortions caused by
pressing fingers on scanners, our simulations based on real data indi-
cate that, for example, already in rather small samples (56 matches)
we can significantly detect proximal-distal growth if it exceeds medial-
lateral growth by only around 5 %.
Our method is well applicable to future datasets of children finger-
print time series and we provide an implementation of our algorithms
and tests with matched minutiae pattern data.
Keywords
Circular statistics; fingerprint minutiae; von Mises distribution; extrinsic
mean; Procrustes analysis; neighborhood hypothesis, consistency bias
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1 Introduction
When identification of humans by identity documents is not reliably possible,
it is common practice to fall back on identification by biometric traits, as for
instance in the monumental Aadhaar program initiated by the Unique Iden-
tification Authority of India1 (UIDAI) in 2009. Among these, automated
fingerprint identification systems (AFIS) have proven to be highly successful,
because fingerprints are easily accessible and AFISs only requires minimal
infrastructure (e.g. SonLa Study Group (2007)).
Indeed, human recognition by fingerprints has evolved into a mature
technology, for an overview see Maltoni et al. (2009). Identifying suspects
in forensic investigations by fingermarks left at crime scenes has been the
main field of application of fingerprint recognition over the past century.
An important governmental application of fingerprint recognition is border
control. Nowadays also many commercial applications rely on fingerprint
recognition: Hundreds of millions of people use fingerprints to unlock their
smartphone or tablet PC, and increasingly, fingerprints are also used for
authorizing financial transactions in mobile payment applications. Despite
all the progress in the development of algorithms and hardware, a num-
ber of challenges remain to be addressed and solved. This includes the
development of methods for processing low-quality and very low-quality im-
ages (e.g. Schumacher (2013))), especially latent fingerprints (e.g. Sankaran
et al. (2014)), and for tasks like image segmentation (e.g. Thai et al. (2016))
or image enhancement (e.g. Gottschlich (2012); Gottschlich and Scho¨nlieb
(2012)). Further topics which require more research are fingerprint liveness
detection (e.g. Gottschlich (2016)) as a countermeasure to presentation at-
tacks with spoof fingerprints, and fingerprint recognition for toddlers and
children (e.g. Schumacher (2013)).
While most AFISs are designed for adult fingerprints, specific challenges
arise when identifying smaller children, even newborns, in vaccination pro-
grams, say. Such challenges (e.g. much smaller prints, usually of much lower
quality with much higher ridge frequencies) have been recently addressed
and considerable progress has been made, e.g. Kotzerke et al. (2014); Jain
et al. (2015, 2017). These challenges have also led to the development of
authentication methods for newborns, say, based on derived features such as
key points from pore patterns (e.g. Lemes et al. (2014)) or of entire palm-
or footprints (e.g. Lemes et al. (2011); Jia et al. (2012))).
For adults, fingerprints can also be used for very long-term identifica-
tion, because, as Galton (1892) observed, fingerprints remain largely un-
changed throughout adulthood, unless seriously damaged. Obviously this is
wrong for fingerprints of children, because between infancy and adulthood,
body-size grows by a considerable factor, where, in particular for the limbs,
1https://uidai.gov.in/
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distal-proximal (length) growth exceeds by far the lateral-medial (width)
growth. While there is consensus that the topological structure of finger-
print ridge lines, in particular singular points and minutiae, is fixated long
before birth around the 12th gestational week (e.g. Ku¨cken and Newell
(2007)), it is unclear to date, how growth, either over the entire growing
period or parts thereof, distorts this structure. In fact, as fingerprints are
on an extremal locus on an extremity, it is natural to expect a consider-
able rate of anisotropic growth. As a first study to this end, Hotz et al.
(2011) derived a framework for adolescent fingerprints, modeling isotropic
growth correlated with body size, thereby greatly improving forensic match-
ing rates for the German Federal Criminal Bureau (BKA), cf. Gottschlich
et al. (2011). While it is desirable to draw conclusions regarding anisotropic
growth “in order to give a clear message to developers of fingerprint recogni-
tion systems”, as demanded by the Joint Research Centre of the European
Commission (2013), this study concluded that possible anisotropic effects,
at least for adolescents, seem to be overshadowed by the variability of local
distortions caused by physically placing fingers onto a scanner and by bad
quality of imprints leading to minutiae mismatches. Figure 1 shows such
typical distortions including those due to imprecise minutiae recognition,
even on imprints of fairly good quality.
Figure 1: Imprint 2 (left) and imprint 6 (right) of the second finger from
FVC2002 DB2 with marked minutiae and closeup of overlaid minutiae (cen-
ter) along with relative distortion (which may also be caused by imprecise
minutiae recognition, e.g. the top minutia and the third minutia from the
right) estimated by a thin-plate spline model using Dryden (2009).
As a first step towards the design of general fingerprint growth models,
in this paper, we develop a series of statistical tests for anisotropic growth
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of fingerprint minutiae patterns, cf. Table 1. As shown in Figure 2 at the
core of our work is a Procrustes-type (e.g. Dryden and Mardia (1998))
algorithm, to estimate growth and nuisance values for the minutiae point
patterns. Then, various statistical tests are introduced to analyze the dis-
tributions of the parameters governing anisotropic growth. Our first three
tests detect anisotropy and we discuss the power of the first two. More pre-
cisely, by simulation we provide for an estimate of minimal anisotropy that
can be detected, in the presence of natural distortions due to finger place-
ment on scanners. For the number of 56 matches considered, it turns out
that already 2.6 % (Test 3.1) or 6.1 % (Test 3.2), respectively, of anisotropy
can be statistically detected. If anisotropy has been detected by these first
tests, our next tests can be applied to detect the direction of growth, and
we give a parametric and a nonparametric version. For each we show that
they (asymptotically) keep the level and asymptotically their false rejection
rate goes to zero while their power tends to one. We validate these tests
by using real distortions and simulated growth and illustrate that we can
detect the direction of growth within the accuracy of aligning fingerprints.
All of the simulations are based on hand marked data from the FVC 2002
DB2 (Maio et al., 2002).
More precisely, for the 8 imprints of fingers 2 – 9, we have have used
VeriFinger2 to extract and match minutiae, we have manually corrected
obvious mismatches and we have stored minutiae loci in the data files of the
supplemental package. For every one of the seven imprints, 2 – 8, we have
stored a copy of the first imprint featuring corresponding minutiae.
Test Detail H0
Test 3.1 parametric test for γˆ
Test 3.2 simulation test for τˆ
Test 3.3 simulation test jointly for γˆ and τˆ
growth is isotropic
Test 3.4 parametric test for distal growth
Test 3.5 nonparametric test for distal growth
growth is not distal
Table 1: Tests for the distributions of γˆ and τˆ and null hypotheses H0 to be
rejected.
As our growth model can be viewed as a perturbation (or generative)
model, it is not clear that estimation via a Procrustes-type algorithm will
recover the modeled “true” anisotropic growth, at least asymptotically. In
fact, it is well known from shape analysis, that under general error mod-
els, Procrustes means are usually inconsistent with centers of perturbation
2www.neurotechnology.com/
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Unknown true values
β fingerprint rotation angle
λ rate of isotropic growth
γ angle of anisotropic growth
τ rate of anisotropic growth
Estimated values
βˆ, λˆ, γˆ, τˆ
Distributions of
γˆ and τˆ
Algorithm 2.1
Tests 3.1 – 3.5
Figure 2: Nuisance parameter β and values λ, γ and τ governing growth of
fingerprint minutiae point patterns are estimated by Algorithm 2.1. The five
tests listed in Table 1 are based on the distributions of suitable estimates.
models, cf. Lele (1993); Le (1998); Kent and Mardia (1997); Huckemann
(2011); Devilliers et al. (2017). Indeed, our simulations based on real distor-
tions in Section 3.1 indicate toward minor inconsistency, namely that true
anisotropic growth is slightly overestimated and this effect wanes with in-
creased anisotropy. Quantifying inconsistency in detail, as recently done by
Miolane et al. (2017), say, is beyond the scope of this paper.
Our paper is organized as follows. In Section 2 we propose our algorithm
to estimate anisotropic growth. Section 3 then introduces our validation and
simulation schemes, five tests, and we validate and simulate sensitivity of
four tests. Finally, in Section 4 we discuss the consistency of our algorithm
for the growth model and, along with it, also simulate sensitivity for sce-
narios of varying unknown growth. We conclude with an outlook to future
applications.
5
We provide an R-package3 implementing our algorithms and tests, in-
cluding the manually marked and matched minutiae pattern data. Code pro-
ducing all computations, simulations and graphics presented can be found
on the man pages of corresponding routines.
2 Modeling and Estimating Anisotropy
2.1 A Model for Uni-Directional Anisotropic Growth
For convenience, we identify locations (x, y) in the two-dimensional real
plane R2 with the complex numbers x + iy ∈ C. In particular, n ∈ N
minutiae locations in a fingerprint are then given by the complex numbers
zj = xj + iyj ∈ C j = 1, . . . , n .
In our model, we assume that there are two linearly superimposed growth
effects for a fingerprint, both of which originate from a central location which
can be approximated by the center of all minutiae. In fact, w.l.o.g. we may
assume in the following that all minutiae configurations are centered, i.e.
1
n
(z1 + . . .+ zn) = 0 .
Then the first growth effect, which is isotropic at rate λ > 0, is modeled via
zj 7→ λzj .
The second growth effect is anisotropic and occurs along an axis determined
by w = eiγ , γ ∈ [0, pi) at a rate τ > 0, resulting in
zj 7→ zj + τ〈zj , w〉w = zj + τ e
iγzj + e
−iγzj
2
eiγ
=
2 + τ
2
zj +
τ
2
e2iγzj .
Here we have used the standard Euclidean inner product of R2 ∼= C,
〈z, w〉 = Re(z¯w) = xu+ yv for z = x+ iy, w = u+ iv .
In consequence, matching a centered query fingerprint with n minutiae
locations
Z ′ : z′1, . . . , z
′
n
with a centered template fingerprint with n minutiae locations
Z : z1, . . . , zn
3http://www.stochastik.math.uni-goettingen.de/AnisotropicGrowth 0.1.3.tar.gz
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can be achieved by minimizing the distance functional
F (Z,Z ′; γ, β, τ, λ) :=
n∑
j=1
∣∣z′j − λeiβ(zj + τ〈zj , w〉w)∣∣2
=
n∑
j=1
∣∣∣∣z′j − λeiβ (2 + τ2 zj + τ2e2iγzj
)∣∣∣∣2 (1)
over the parameter space
θ = (ei2γ , eiβ, τ, λ) ∈ (S1)2 × [0,∞)2 = Θ .
Here, S1 = {z ∈ C : |z| = 1} is the unit circle and β ∈ [−pi, pi) models a
rotational angle between Z and Z ′.
We remark that with this choice of parameters we have avoided the
following ambiguity. If τ < 0 were possible, then isotropic growth followed
by anisotropic growth could be equally modeled by larger isotropic growth
followed by anisotropic shrinkage.
2.2 Estimating Isotropic and Uni-Directional Anisotropic Growth
Every parameter θ∗ = (ei2γ∗ , eiβ∗ , τ∗, λ∗) minimizing Equation (1) is a crit-
ical point of Equation (1). Let a ∈ C. Exploiting the properties
∂
∂β
(
|a− eiβa′|2
)
= − ∂
∂β
(ae−iβa′ + eiβa′a¯) = i(e−iβaa′ − eiβ a¯a′) ,
∂2
∂β2
(
|a− eiβa′|2
)
= e−iβaa′ + eiβ a¯a′ ,
∂
∂λ
(|a− λa′|2) = 2λ|a′|2 − (aa′ + a¯a′) ,
yields that
argmin
eiβ
|a− eiβa′|2 = aa
′
|aa′| ,
argmin
λ>0
|a− λa′|2 = 1
2
aa′ + a¯a′
|a′|2 .
We thus obtain
e2iγ
∗
= e−iβ∗
∑n
j=1
(
z′j−λ∗eiβ
∗ 2+τ∗
2
zj
)
zj
|∑nj=1(z′j−λ∗eiβ∗ 2+τ∗2 zj) zj| =: A(eiβ
∗
, τ∗, λ∗)
eiβ
∗
=
∑n
j=1 z
′
j
(
2+τ∗
2
zj+
τ∗
2
e−2iγ
∗
zj
)
|∑nj=1 z′j( 2+τ∗2 zj+ τ∗2 e−2iγ∗zj)| =: B(e2iγ
∗
, τ∗, λ∗)
τ∗ = 2λ
∑n
j=1 Re
((
z′j−λ∗eiβ
∗
zj
)(
e−2iγ
∗
zj+zj
))
|∑nj=1(e−2iγ∗zj+zj)|2 =: C(e2iγ
∗
, eiβ
∗
, λ∗)
λ∗ =
∑n
j=1 Re
(
z′jeiβ
∗(
(2+τ∗)zj+τ∗e2iγ
∗
zj
))
|∑nj=1((2+τ∗)zj+τ∗e2iγ∗zj)|2 =: D(e2iγ
∗
, eiβ
∗
, τ∗) .
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Numerical experiments show that the following algorithm usually con-
verges quickly.
Algorithm 2.1. With an error threshold  > 0,
k = 0: initialize eiβ0 := 1 =: e2iγ0 as well as λ0 := 1, τ0 := 0
k → k + 1: compute
eiβk+1 := B(e2iγk , τk, λk)
λk+1 := D(e
2iγk , eiβk+1 , τk)
e2iγk+1 := A(eiβk+1 , τk, λk+1)
τk+1 = C(e
2iγk+1 , eiβk+1 , λk+1) .
break if
|e2iγk+1 − e2iγk |2 + |eiβk+1 − eiβk |2 + |τk+1 − τk|2 + |λk+1 − λk|2 <  .
Remark 2.2. This algorithm is inspired by General Procrustes Analysis by
Gower (1975), cf. also Dryden and Mardia (1998). Setting τ ≡ 0 and not
estimating γ is equivalent to Full Procrustes Analysis, additionally setting
λ ≡ 1 leads to Partial Procrustes Analysis.
The validation and sensitivity studies following each test in the following
Section 3 illustrate that Algorithm 2.1 rather well identifies γ and τ . This
can also be seen in Section 4 where we also illustrate that Algorithm 2.1
rather well recovers underlying variable growth with a tendency to overes-
timate τ and underestimate λ, where this latter effect strongly wanes with
increased growth and anisotropy.
3 Testing For Anisotropic Growth
Suppose we have fingerprints from P individuals. For convenience we as-
sume that for every individual p = 1, . . . , P , at a first time point, fingerprint
Zp0 has been recorded and at other time points kp fingerprints have been
recorded, denoted by Zp1 , . . . , Z
p
kp
. For Z = Zp0 and Z
′ = Zp1 , . . . , Z
p
kp
, Algo-
rithm 2.1 provides us with estimates
τˆ =
(
τˆpk
)
1≤p≤P
1≤k≤kp
and γˆ =
(
γˆpk
)
1≤p≤P
1≤k≤kp
, (2)
of the parameters responsible for possible anisotropic growth. Notably, the
number npk of minutiae common to Z
p
0 and Z
p
k can be different from the
number npk′ of minutiae common to Z
p
0 and Z
p
k′ for k 6= k′. Table 1 gives an
overview over different tests introduced in the following in order to analyze
the distribution of these estimates. Our testing scheme naturally generalizes
to situations with several impressions for the first time point.
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3.1 Validation and Simulation Schemes
For the validations and simulations below we have selected P = 8 individu-
als beginning with the second individual from the FVC2002 DB2 database
(Maio et al. (2002)). Here, for every individual p, kp + 1 = 8 impressions
have been taken in subsequent sessions and we have manually marked and
matched all corresponding minutiae patterns for p = 1, . . . , 8.
(i) For every individual p = 1, . . . , 8 the first fingerprint is semi-manually
aligned using the (extended) quadratic differential tool from Huck-
emann et al. (2008); Gottschlich et al. (2017) such that the nearly
parallel friction ridges above the crease are oriented vertically, so that
the positive horizontal axis points into the distal direction, see Figure
3. This gives the aligned point patterns (Zp0 )1≤p≤8.
Figure 3: Semi-automated alignment (FVC2002 DB2 Finger 7 Print 4) of
crease lines along the vertical axis, using the (extended) quadratic differential
tool from Huckemann et al. (2008); Gottschlich et al. (2017), such that the
horizontal axis coincides with the distal axis.
(ii) As described above, we apply Algorithm 2.1 to the aligned point pat-
tern Zp0 and the corresponding minutiae point patterns Z
p
1 , . . . , Z
p
7 ex-
tracted from the other impressions for p = 1, . . . , 8, giving τˆ and γˆ as
in Equation (2) which are used to validate the tests for anisotropy in
Sections 3.2 and 3.3.
(iii) Next, in order to simulate anisotropic growth of a given rate τ and
orientation eiγ = w we align each Zp1 , . . . , Z
p
7 to Z
p
0 using Partial Pro-
crustes Analysis giving rotations βp1 , . . . , β
p
7 , and set
Z˜pk = e
iβpkZpk + τww
T eiβ
p
kZpk k = 1, . . . , 7, p = 1, . . . , 8 .
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Applying Algorithm 2.1 to Zp0 and Z˜
p
1 , . . . , Z˜
p
7 (p = 1, . . . , 8), the cor-
responding estimates τˆ and γˆ are then subjected to tests in Sections
3.3, 3.5 and 3.6.
(iv) In fact, for the latter two tests we require a fingerprint alignment
precision parameter η, reflecting how accurately we can detect the
distal axis in a given fingerprint. To this end, we align all other finger-
prints as in (i) to obtain the point patterns
(
Z ′pk
)
1≤p≤8
1≤k≤7
and apply once
again Algorithm 2.1 where we record only the nuisance parameters
βˆ =
(
βˆpk
)
1≤p≤8
1≤k≤7
. Figure 4 shows the distribution of βˆ and we choose
for the fingerprint alignment precision parameter approximately the
maximal quartile
η = 0.075 (3)
which corresponds to approximately 4 degrees.
Figure 4: Fingerprint alignment precision: Boxplot of 56 rotation angles βˆ
obtained from Algorithm 2.1 applied to semi-automatically aligned fingers,
cf. Figure 3.
(v) We simulate realizations of homogeneous Poisson point processes in
rectangles of varying aspect ratios and distort them by i.i.d. Gaussian
noise of varying variances, truncated at 5 standard deviations. In the
following model the minutiae of Zpk result from the ones of Z
p
0 (k =
1, . . . , kp, p = 1, . . . , P ) by isotropic growth and truncated Gaussian
10
perturbation,
zpkj = λ
p
ke
iβpk (zp0j + 
p
kj), 
p
kj
i.i.d.∼ Ntruncated(0, σ2I2), j = 1, . . . , npk . (4)
Of course this model, due to correlations caused by limited skin elas-
ticity, is not realistic for single fingerprints. It is much more realistic,
however, if we average over many imprints. Notably, in order to en-
sure that centeredness of Zp0 implies centeredness of Z
p
k we would have
to subtract the λˆpk-fold of ¯ =
1
npk
∑npk
j=1 j . In the asymptotic sce-
nario considered, however, we can neglect this effect, as it is of order
Op
(
1/
√
npk
)
.
When we set λpk = 1, mimic the noise level σ due to distortions in
real fingerprints and mimic the aspect ratios of real minutiae point
patterns, we obtain a reference distribution for a test for τ . In order
to verify that our algorithm is not affected by anisotropy present in
point patterns, we have also considered rectangles of varying aspect
ratios and varying isotropic growth. This validation is discussed in
more detail in the following Section 3.2.
(vi) Finally, in order to assess validity and sensitivity of our entire tool
chain in Section 4, also for variable growth, we simulate growth as in
(iii) also for τ and λ following truncated Gaussians.
3.2 Test for γˆ
Recall that the angle γ ∈ [0, pi) gives the orientation of anisotropic growth
if τ > 0 and in case of no anisotropy (τ = 0), although γ is meaningless,
Algorithm 2.1, by design, returns estimates γˆ. In that case, one may be
tempted to expect a uniform distribution on [0, pi) and apply a standard
test for uniformity of 2γ on [0, 2pi) such as the Rayleigh Test, cf. (Mardia
and Jupp, 2000, pp. 94–95). Here, one considers the resultant length, which
is the length of the mean direction,
Rˆ =
1∑P
p=1 kp
∣∣∣∣∣∣
P∑
p=1
kp∑
k=1
e2iγˆ
p
j
∣∣∣∣∣∣ , (5)
and, under uniformity, the statistic 2
∑P
p=1 kpRˆ
2 follows asymptotically for
P →∞ a χ22 distribution. Thus, with the α-quantile χ22,α of a χ22 we obtain
the first test.
Test 3.1. Reject H0 that there is no anisotropic growth effect with confidence
1− α (α ∈ [0, 1]) if
2
P∑
p=1
kpRˆ
2 > χ22,1−α .
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Figure 5: Left: circular plot of 56 estimates of e2iγ by Algorithm 2.1 and their
resultant length R. Right: their suitably binned rose diagram (cf. Mardia
and Jupp (2000)). In both displays, the red arrow points toward the extrinsic
mean from Equation (9).
Figure 6: The smallest τ such that Test 3.1 significantly detects anisotropy
over varying orientations γ of growth.
Validation. As described in (ii) of Section 3.1, for the data at hand, we
have
2 ∗ 56 ∗ 0.21882 = 5.36 ≯ χ22,0.95 = 5.99 ,
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so, as expected, we cannot reject uniformity with 95 % confidence. In Figure
5 we display the doubled estimated orientations. Although we can clearly see
a bimodal pattern, with a clear preference for distortions along the medial-
lateral axis (2γ = pi) and smaller preference along the proximal-distal axis
(γ = 0), as we have tested, this is not significant. One may be inclined to at-
tribute this effect to the algorithm used and the anisotropy inherent in most
minutiae patterns, namely that they extend more along the proximal-distal
axis than along the medial-lateral axis. Simulations with larger anisotropy
in the point patterns, as described in (v) of Section 3.1, however, endorse
uniformity of 2γ under H0.
More precisely, as described in (v) of Section 3.1 we mimic the number of
fingers (8) and impressions (8), minutia intensity (22) and noise’s standard
deviation (7). For rectangles with horizontal lengths 60, 100, 200, 400, 600
and vertical lengths 200 with isotropic growth rates λ = 1, 2, 3, 4 we have
simulated a total of 1′000 point patterns and Test 3.1 rejected isotropic
growth 61 times at level α = 0.05 and 15 times at level α = 0.01, i.e. the
test roughly holds the size.
Sensitivity. For every γ ∈ {0, 120pi, . . . , 1920pi} and τ > 0 we have simulated
data as in (iii) from Section 3.1, and we have computed the minimal τ =
τ(γ) for which Test 3.1 rejects H0 that there is no anisotropic growth with
confidence 0.95. The corresponding values are plotted in Figure 6 and we
conclude that, for the data at hand, Test 3.1 significantly detects anisotropy
if τ ≥ 0.026. Because under H0 (growth is isotropic), for this dataset, γˆ is
biased towards pi/2 (corresponding to the medial-lateral axis), detection of
anisotropy directed along the proximal-distal axis (γ = 0, pi) is slightly more
difficult than along the medial-lateral axis (γ = ±pi/2).
3.3 Testing for τˆ
While under H0 (no anisotropy), γˆ is rather uniformly distributed, the dis-
tribution of τˆ is less clear. Since λˆ and λˆ(1 + τˆ) can be viewed as the
smallest and the largest distortions, respectively, one may want to model
their distribution by the likelihood ratio statistic
ρpk = 2n
p
k log
aˆpk
gˆpk
, (6)
which, under Gaussianity, asymptotically (npk →∞) follows a χ22-distribution,
where aˆpk denotes the arithmetic mean and gˆ
p
k the geometric mean of the two
eigenvalues of the empirical covariance matrix (cf. Mardia et al. (1980, p.
124 and p. 134)). This is not true, however, for the estimates produced
by Algorithm 2.1. Figure 7 shows that under H0 the r.h.s of Equation (6)
deviates in size and shape considerably from χ22.
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For this reason we simulate τ from Poisson deviates, as in (v) of Section
3.1 where we mimic the number of fingers (8) and impressions (8), of minu-
tiae (their rounded mean is 22 which we take for the minutiae intensity),
aspect ratios of point patterns (we take their mean maximal extensions of
[−95, 95]× [160, 160]) and noise due to distortions (we choose a standard de-
viation of 7 which is the rounded root mean square of empirical variances)
from the 64 fingerprints at hand. The
τ˜ =
(
τ˜pk
)
1≤p≤P
1≤k≤kp
(7)
thus obtained serve as the reference sample.
Test 3.2. Reject H0 that there is no anisotropic growth effect with confi-
dence 1 − α (α ∈ [0, 1]) if a test for equality of distributions of samples,
e.g. the Kolmogorov-Smirnov Goodness of Fit Test, rejects the equality of
distributions of τˆ and τ˜ .
Validation. For the data at hand, the above test roughly holds the size.
We have simulated 1,000 reference samples τ˜ , and for the confidence level
α = 0.05 we have observed a size of 0.952. For the confidence level α = 0.01
the size was 0.993.
Figure 7: QQ-plot of the likelihood ratio statistic from Equation (6) vs. χ22.
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Figure 8: The smallest τ such that Test 3.2 significantly detects anisotropy
over varying orientations γ of growth.
Sensitivity. As in the previous section, for every γ ∈ {0, 120pi, . . . , 1920pi}
and τ > 0 we have simulated a single reference sample τ˜ from Equation (7),
simulated data as in (iii) from Section 3.1, and we have computed the mini-
mal τ = τ(γ) for which the above test rejects H0 that there is no anisotropic
growth with confidence 0.95. The corresponding values are plotted in Figure
8 and we conclude that we can significantly detect anisotropy if τ ≥ 0.061.
Notably, this number is random as it depends on the specific reference sam-
ple. Moreover, with the specific reference sample, as in Figure 6, detection
of anisotropy directed along the proximal-distal axis (γ = 0, pi) is slightly
more difficult than along the medial-lateral axis (γ = ±pi/2).
3.4 Testing Jointly for e2iγˆ and τˆ
As we have seen in the previous section, the marginal distribution of τˆ and
thus of ρˆ obviously depends on the algorithm used and cannot be easily as-
sessed over distributions of eigenvalues, say (e.g. Silverstein and Bai (1995);
Johnstone (2001); Nadler (2011); Wei et al. (2012)). In consequence, we
propose a test that is similar in spirit to the previous Test 3.2.
Marking a large database and / or employing resampling methods by
leaving out some minutiae, say, one can arrive at empirical confidence regions
15
for
θˆ =
Rˆ, P∑
p=1
kp∑
k=1
ρpk

with ρpk from Equation (6). To this end, simulate or obtain from a large
database
θ(i) =
Rˆ(i), P∑
p=1
kp∑
k=1
ρ
p,(i)
k
 ,
with common
∑P
p=1 kp = PK (kp = K for all p = 1, . . . , P ), say, where
i = 1, . . . , N and N is large (e.g. N = 1000), denoting the number of repli-
cates. Then for a given confidence level α ∈ [0, 1] compute joint confidence
rectangles
C1−α =
{
θ ∈ R2 : ∣∣〈θ − η0, e1〉∣∣ ≤ λ1c1−α, ∣∣〈θ − θ0, e2〉∣∣ ≤ λ2c1−α}
parallel to the eigenvectors e1, e2 of the empirical covariance matrix with
corresponding eigenvalues λ1, λ2 > 0 of the θ
(i), centered at their sample
mean θ0, by choosing suitable c1−α > 0 such that
]{θ(i) ∈ C1−α : i = 1, . . . , N} = b(1− α)Nc .
Test 3.3. Reject H0 that there is no anisotropic growth effect with confidence
1− α (α ∈ [0, 1]) if
θˆ =
Rˆ, P∑
p=1
kp∑
k=1
ρpk
 6∈ C1−α .
Implementation, validation and sensitivity study of this test is left for
future work with access to larger marked databases. In fact, due to joint
testing, we expect that Test 3.3 has a higher power than the previous Tests
3.2 and 3.3, and can be used for smaller sample sizes with P < 8 and kp < 8.
3.5 Testing for Distal Growth: Parametric
If we reject isotropic growth, we would like to test whether growth prefers
a particular axis. For the task at hand, we consider only the proximal-
distal axis. We note that the corresponding tests developed in this and in
the subsequent section have a straightforward generalization to test for any
given axis and we use these generalized tests in the validation and sensitivity
studies below.
In order to detect proximal-distal growth we want to reject the null
hypothesis that growth occurs along any other axis. We have to take into
account, though, that we can only identify the proximal-distal axis, which we
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aligned with the horizontal axis, with a certain precision η ∈ [0, pi/2). This
alignment precision parameter η has to be estimated separately and to this
end, in Section 3.1 under (iv) in Equation (3), we have proposed a method.
In consequence, setting for convenience µ = 2γ, with γ ∈ [−pi/2, pi/2), we
consider the following hypotheses
H ′0 : |µ| ≥  vs. H ′1 : |µ| <  , (8)
where, as desired, H ′0 reflects any axis other than the horizontal, under a
given accuracy  = 2η. In this section, for the hypotheses in (8), we propose
a parametric test, and in the next section a nonparametric test.
For the parametric test, for the null hypothesis we use an analog of the
normal distribution for the circle, namely the von Mises distribution with
respect to the half circle density dγ/pi
γ 7→ I0(κ)−1 eκ〈e2iγ ,eiµ〉 = I0(κ)−1 eκ cos(2γ−µ)
with central angle µ ∈ [−pi, pi), concentration parameter κ > 0 and integra-
tion constant
I0(κ) =
∫ pi/2
−pi/2
eκ cos 2γ
dγ
pi
=
∫ pi
−pi
eκ cos t
dt
2pi
,
which is given by the modified Bessel function of the first kind of order zero
(e.g. Mardia and Jupp (2000, p. 36)). It is easy to see that the MLE for µ
is given by the extrinsic mean
µ = Arg
 P∑
p=1
K∑
k=1
e2iγˆ
p
k
 , (9)
where we conveniently choose the argument in [−pi, pi). As detailed in Mar-
dia and Jupp (2000, pp. 70, 124), µ conditioned on κ and a resultant
length R follows a von Mises distribution with the same µ and concentra-
tion parameter κR. Hence, denoting with Rˆ the sample resultant length
of Equation (5), for the following test, we first estimate κ by its MLE or
approximate
κˆ =

2Rˆ+ Rˆ3 + 56Rˆ
5, if Rˆ < 0.53,
−0.4 + 1.39Rˆ+ 0.43 1
1−Rˆ , if 0.53 ≤ Rˆ < 0.85,
1
2(1−Rˆ) , if Rˆ ≥ 0.85,
as discussed in Mardia and Jupp (2000, Section 5.3.1) and then numerically
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compute suitable 0 < δ = δ1−α <  such that
1− α = P
|µ| > δ : 1∑P
p=1 kp
∣∣∣∣∣∣
P∑
p=1
kp∑
k=1
e2iγˆ
p
k
∣∣∣∣∣∣ = Rˆ, µ = 

=
1
I0(κˆRˆ)
∫ 2pi−δ
δ
eκˆRˆ cos(µ−)
dµ
2pi
=
1
I0(κˆRˆ)
∫ 2pi−δ
δ
eκˆRˆ cos(µ+)
dµ
2pi
= P
|µ| > δ : 1∑P
p=1 kp
∣∣∣∣∣∣
P∑
p=1
kp∑
k=1
e2iγˆ
p
k
∣∣∣∣∣∣ = Rˆ, µ = −
 .
In consequence, we have the following test.
Test 3.4. Reject H ′0 that growth occurs not along the distal axis with confi-
dence 1− α (α ∈ [0, 1]) if
|µ| < δ .
In fact, this test keeps the level only for |µ| = |±|. For N = ∑Pp=1 npk →
∞, due to asymptotic consistency of the MLE (e.g. Mardia and Jupp (2000,
p. 86)), under |µ| > || we have asymptotically that the rejection probability
tends to zero and for |µ| <  the power tends asymptotically to one.
3.6 Testing for Distal Growth: Nonparametric
For the nonparametric test we first determine the extrinsic mean µ from
Equation (9) and bootstrap the variance Vµ2 of its square. To this end, gen-
erate B bootstrap samples of the estimated gammas, compute the variance
V ∗|µ|2 of the B squared extrinsic means and set
T =
µ2 − 2√
V ∗
µ2
,
to obtain the following nonparametric test. Here φα is the α quantile of the
standard normal distribution.
Test 3.5. Reject H ′0 that growth occurs not along the distal axis with confi-
dence 1− α (α ∈ [0, 1]) if
T < φα .
Theorem 3.6. For α ∈ [0, 1], as N = ∑Pp=1 npk → ∞, Test 3.5 asymptot-
ically keeps the level for |µ| = ||. Under |µ| > || we have asymptotically
that the rejection probability tends to zero and for |µ| <  the power tends
asymptotically to one.
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Figure 9: Simulating growth in directions γ ∈ { kpi500 : k = 0, . . . , 500} of
anisotropy τ = 0.05. Using a doubled alignment precision of  = 0.15,
we apply Test 3.4 (left) and Test 3.5 (right). Depicting the respective criti-
cal intervals for 2γ, where distal growth is significantly detected, with solid
green (H ′0 rejected) and the complement, where distal growth is not detected
with dotted red (H ′0, that growth occurs non-distal, is not rejected). Notably,
the angle zero corresponding to distal growth is always within the critical
interval.
Proof. If µ = , we have asymptotic normality of the extrinsic sample mean
√
N(µ− )→ N (0, σ2) ,
with a suitable variance σ2 > 0 guaranteed by Hendriks and Landsman
(1996, Theorem 2) or Bhattacharya and Patrangenaru (2005, Theorem 3.1).
Using the δ-method, this translates at once to the squares
√
N(µ2 − 2)→ N (0, 2σ4) .
The assertion for µ =  follows now because by Cheng (2015, Corollary 1),
the variance can be consistently estimated by bootstrap samples. Similarly,
obtain the assertion in case of µ = −. The assertions on the asymptotic level
and the asymptotic power for |µ| 6=  follow at once from the consistency of
the extrinsic mean (e.g. Ziezold (1977) and Bhattacharya and Patrangenaru
(2003, Theorem 3.4), cf. also Munk et al. (2008, Theorem 4.1) for a similar
argument).
3.7 Validation and Sensitivity Study for Distal Growth Tests
We have simulated growth of the marked fingerprints at hand as described
in (iii) of Section 3.1 with an anisotropy of τ = 0.05 over varying directions
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γ ∈ [0, pi). Moreover we have applied Test 3.4 and Test 3.5 with accuracy
(doubled alignment precision)  = 2η = 0.15 for the doubled angles 2γ, as
estimated in Equation (3), and B = 100. As Figure 9 illustrates, distal
growth is significantly detected (i.e. H ′0, that growth occurs at a non-distal
direction, is rejected) for both tests for the true value γ = 0 which is con-
tained in both critical intervals. This validates both tests. Moreover, for
Test 3.4 the critical interval [−0.0231, 0.0219] for 2γ is very narrow and well
below alignment accuracy. In contrast, for Test 3.5, the critical interval
[−0.163, 0.151] for 2γ is of the order of alignment accuracy.
Notably, the lack of symmetry of confidence intervals in Figure 9 is due
to the data, as discussed in Section 3.3. Additionally in the right panel, the
confidence interval is non-deterministic, due to bootstrapping.
Figure 10: Distribution of τˆ and λˆ, estimated by Algorithm 2.1, in case of
no growth at all: τ = 0 and λ = 1.
4 Model vs. Algorithm Compatibility Study and
Detection of Variable Growth
Recall that, in order to validate Tests 3.1 and 3.2, we applied Algorithm 2.1
to the data at hand, which, as detailed before, features no growth. As elab-
orated in the introduction, model and algorithm are not per se compatible.
Rather, as is frequent in statistical shape analysis, we expect inconsisten-
cies. In Figure 10 we report the algorithm’s estimates τˆ and λˆ for a model’s
“true” τ = 0 and “true” λ = 1. Obviously, the model’s τ is overestimated
and λ is underestimated. The tendency to overestimate a model’s τ and
underestimate a model’s λ is also visible in Figures 11 and 12 where we sim-
ulate non-zero growth. Notably, with increased growth this effect disappears
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quickly.
Next, for the data at hand, we simulate growth along the proximal distal
axis, but this time, for every individual imprint, we use different τ and λ,
corresponding to imprints of children with varying unknown age increments.
Figure 11: Distribution of 2γˆ with extrinsic mean (direction of red arrow)
and resultant length (top row) after simulating growth along the proximal-
distal axis of varying τ and λ and their estimates τˆ , λˆ (boxplots in the bottom
row).
The first simulation mimics very moderate growth, in the median an
isotropic growth of 15 % (median of estimates is also 15 %) with anisotropy
of 0.06 % in the median (median of estimates is 10 %), and a boxplot of the
model’s distribution with their estimates is depicted in the bottom row of
Figure 11. The resulting estimates for 2γˆ are clearly non-uniform (top row
of Figure 11) and this is highly significantly detected by Test 3.1. Test 3.2
significantly detects growth. Because the model’s true τ is rather diffuse,
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Test 3.4 significantly detects the distal axis only for an accuracy  ≥ 0.73.
Since Test 3.5 is less conservative, it turns out that it significantly detects
the distal axis already for alignment accuracy ( = 0.15). While the boxplot
of the estimated λˆ is only slightly below the one of the model’s values λ, the
corresponding boxplots for τˆ and τ show that the estimates of the model’s
τ are still more spread out and too large.
Figure 12: Notation as in Figure 11, but simulating much stronger growth.
The second simulation mimics considerable growth, in the median an
isotropic growth of 60 % (median of estimates is 61 %) with anisotropy of
0.45 % in the median (median of estimates is 51 %), and a boxplot of the
model’s distribution with their estimates is depicted in the bottom row of
Figure 12. The resulting estimates for 2γˆ are even more clearly non-uniform
(top row of Figure 12) and, again, this is highly significantly detected by
Test 3.1. Also, Test 3.2 highly significantly detects growth. Because the
model’s τ are again rather diffuse, Test 3.4 significantly detects the distal
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axis only for roughly doubled alignment accuracy  ≥ 0.33. Again Test 3.5
is less conservative and it significantly detects the distal axis at alignment
accuracy. Now, both boxplots of the estimated τˆ and λˆ, respectively, are
very similar to the ones of the model’s values λ and τ , respectively.
5 Outlook
In a next step, beyond the scope of this paper, our methods can be ap-
plied to fingerprint growth data, (why such data are particularly difficult to
obtain is highlighted in the recent study by the Joint Research Centre of
the European Commission (2013)), to develop realistic fingerprint growth
models that can be used in long-term health programs involving newborns,
toddlers and children. Moreover, they can also be used against forgery of
birth certificates, which are the weakest link in the identity chain, by includ-
ing fingerprints which could then be projected into adulthood. Remarkably,
according to an article in Le Parisien (19.12.2011, Parisien (2011)) between
0.5 and 1 million of a total of 6.5 million passports which are currently used
in France are estimated to have been issued on the basis of forged breeder
documents by the applicants.
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