Abstract-Simultaneously clustering columns and rows (coclustering) of large data matrix is an important problem with wide applications, such as document mining, microarray analysis, and recommendation systems. Several co-clustering algorithms have been shown effective in discovering hidden clustering structures in the data matrix. For a data matrix of m rows and n columns, the time complexity of these methods is usually in the order of m x n (if not higher). This limits their applicability to data matrices involving a large number of columns and rows. Moreover, an implicit assumption made by existing co-clustering methods is that the whole data matrix needs to be held in the main memory. In this paper, we propose a general framework, CRD, for co-clustering large datasets utilizing recently developed samplingbased matrix decomposition methods. The time complexity of our approach is linear in m and n. And it does not require the whole data matrix be in the main memory. Experimental results show that CRD achieves competitive accuracy to existing co-clustering methods but with much less computational cost.
I. INTRODUCTION
Clustering is a fundamental data mining problem with a wide variety of applications. It seeks good partitioning of the data points such that points in the same cluster are similar to each other and the points in different clusters are dissimilar. Many real-life applications involve large data matrices. For example, in text and web log analysis, the term-document data can be represented as contingency table. In biology domain, the gene expression data are organized in matrices with rows representing genes and columns representing experimental conditions. Recently there has been a growing research interest in developing co-clustering algorithms that simultaneously cluster both columns and rows of the data matrix. Co-clustering takes advantage of the duality between rows and columns to effectively deal with the high dimensional data. It has successful applications in gene expression data analysis [1] and text mining [2] .
Many formulations of the co-clustering problem have been proposed, such as hierarchical model [3] , bi-clustering model [1] , pattern-based model [4] and so on. The partitioning-based model, which was first introduced in [3] , has attracted much interest, because of the simplicity of the formalization and its close relationships to other well studied problems, such as spectral clustering and matrix decomposition [5] , [2] , [6] , [7] , [8] , [9] . In this paper, we focus on the partitioning-based coclustering formulation. Suppose that the data matrix D consists of m rows and n columns. Given input parameters k and 1, the partitioning-based co-clustering algorithms try to partition the rows of data matrix into k clusters and columns into I clusters to optimize certain objective functions measuring the quality of the clustering results.
Although theoretically well studied and widely applied, existing co-clustering algorithms usually have the time complexity in the order of m x n. For general data matrices, the information-theoretic co-clustering algorithm introduced in [2] takes O(t(k + I)mn) time to find the clustering results, where t is the number of iterations. Matrix-decomposition (such as nonnegative matrix factorization (NMF) [10] ) based co-clustering methods [7] , [9] , have similar time complexity. In real-life applications, however, the number of rows and columns of the data matrices are usually large. For example, the term-document datasets may contain at least tens of thousands of articles and thousands of words [11] . The high throughput microarray techniques can monitor the expression values of tens of thousands of genes under hundreds to thousands of experimental conditions [12] . Such high time complexity limits the applicability of existing algorithms to these large datasets. Furthermore, these algorithms implicitly make the assumption that the whole data matrix is held in the main memory, since the original data matrix needs to be accessed constantly during the execution of the algorithms.
To address these limitations of existing work, in this paper, we propose a general co-clustering framework, CRD', for large datasets. This framework is based on recently developed sampling-based matrix decomposition method CUR [13] , [14] . Unlike NMF based algorithms, the complexity of CRD algorithms is linear in m and n. Moreover, most of the operations in CRD involve only the sampled columns and rows. Therefore, we do not require the whole data matrix be in main memory. This is crucial for large datasets. CRD can be implemented using different algorithms such as k-means or information-theoretic co-clustering methods. We conduct extensive experiments on both synthetic and several well-known real-life datasets. The experimental results show that CRD can be orders of magnitude faster than previous informationtheoretic methods and NMF based methods. At the same time, it achieves comparable accuracy to other methods.
II. THE CRD FRAMEWORK
Our CRD framework consists of two components.
1CRD stands for Co-clustering based on Column and Row Decomposition 1) Low rank matrix decomposition: The data matrix is decomposed using a subset of its rows and columns. The decomposition procedure must be fast and accurate. 2) Co-clustering on the subset of rows and columns: The selected rows and columns are co-clustered first. The cluster labels for the rest rows and columns are assigned based on those selected ones. In general, any coclustering algorithm that optimizes its objective function by alternating the clustering of rows and columns can be used in CRD. Based on the co-clustering results, a subset of the rows/columns may be returned to the decomposition component for re-sampling. The updated decomposition matrices will be sent back to the co-clustering component to be co-clustered again. Figure 1 illustrates [13] . In general, if the norms of row and column vectors of a data matrix have been calculated, our decomposition method will take O(( m + n) m'n') time to find a set of qualified matrices where m' and n' are the numbers of selected rows and columns respectively.
B. Co-clustering Using Row/Column Decomposition
In order to perform co-clustering on large data matrix efficiently, in our CRD framework, the co-clustering is performed on the decomposition matrices instead of the original matrix M. It provides significant improvements in both space and time utilization.
One type of co-clustering algorithms cluster the rows and columns of a data matrix alternatively in successive iterations. These algorithms include the Information Theoretic Coclustering algorithm [2] , the Bregman Co-clustering algorithm [5] and the Fully Automatic Cross-association algorithm in [16] . In each iteration, they either keep the row side clusters fixed and re-cluster the columns or keep the column side clusters fixed and re-cluster the rows. It is proved that this single side clustering (row or column) can guarantee the objective function on the co-clustering structure converge to a local minimum (maximum). We call it the Iterative Single Side Clustering approach.
In this paper, we use this general approach as the coclustering component in our CRD framework. In each iteration, instead of re-clustering all rows (or columns), we only recluster the selected rows or the selected columns in the low rank row/column decomposition matrices. Then we assign cluster label to each row (or column) in M based on the decomposition matrices and the cluster labels of the selected rows (columns). An illustration of co-clustering using the decomposition matrices is shown in Figure 2 .
In general, co-clustering using Iterative Single Side Clustering approach can have runtime complexity equal to (or larger than) O(t(k+l)imn) where t is the number of iterations. While our framework only uses O(t(km'n + Int'm + m'm + nt'n)) plus the time used in matrix decomposition, O((m + n)m'n'), which is a one-time cost at the beginning. Since usually we have m' < m and n' «< n, our framework is much faster.
III. EXPERIMENT
In this section, we present results on the multiple feature dataset to show the efficiency and effectiveness of our CRD algorithms.
We implemented two versions of our CRD framework using different iterative single side clustering approaches.
* CRD-ITC: CRD using information-theoretic co-clustering [2] .
* CRD-kmeans: CRD using Euclidian distance (k-means) co-clustering [5] . In order to show the efficiency of our CRD framework, we also implemented three recent co-clustering algorithms.
I ITC: the original information-theoretic co-clustering algorithm without matrix decomposition [2] . . Kmeans: the original Euclidian distance co-clustering algorithm without matrix decomposition [5] . . ONMF: the orthogonal nonnegative matrix trifactorization co-clustering algorithm proposed in [7] .
The multiple feature dataset contains 2000 rows and 240 columns. And the 2000 rows are equally divided into 10 classes. We run each algorithm 40 times on the dataset, and plot the distribution of their runtime and row cluster purity in Figure 3 . Since the columns do not have class label, the column cluster purity cannot be calculated here.
Each point in Figure 3 represents the runtime or the purity of a single run of one of the algorithms. As we can see, our CRD algorithms are about 10 times faster than ITC and Kmeans and more than 20 times faster than ONMF. And if we compare the distribution of cluster purity in Figure 3 , we can find that CRD algorithms performs as good as the other three algorithms.
IV. CONCLUSIONS
In this paper, we proposed a general framework for fast coclustering on large data, CRD. CRD has two components. It first decomposes the data matrix into low rank row/column approximation matrices. Then co-clustering algorithms using iterative single-side clustering are used to cluster the approximation matrices. Because of the small size of the approximation matrices, CRD has runtime complexity equal to 0 (t(km'n + In'm + m'm + n'n)) which is orders of magnitude faster than 0(t(k + I)mn), the runtime complexity of the previous co-clustering algorithms. The experiment results show that our framework is both efficient and effective. Runtime and Row cluster purity performance on Multiple Feature Dataset
