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RESUMO
SANTOS, Tiago Henrique dos. ESTIMADOR NEURAL DE VELOCIDADE APLICADO A
UM DRIVER DE CONTROLE ESCALAR DO MOTOR DE INDUÇÃO TRIFÁSICO. 2012.
117 f. Dissertação – Programa de Pós-Graduação em Engenharia Elétrica, Universidade
Tecnológica Federal do Paraná. Cornélio Procópio, 2012.
Este trabalho propõe uma abordagem baseada em redes neurais artificiais para estimar
a velocidade do motor de indução aplicado no controle escalar a laço fechado. Os mo-
tores de indução têm grande importância nos mais diversos setores industriais por sua
robustez e baixo custo. Assim, quando a carga acoplada ao eixo necessita do controle
de velocidade, parte das estratégias de controle e acionamento são baseadas na estima-
tiva de velocidade do eixo do motor. A medida direta da velocidade diminui a robustez
comprometendo o sistema de acionamento e controle bem como o aumento do custo de
implementação. A proposta deste trabalho consiste em apresentar uma metodologia alter-
nativa às tradicionais para estimativa de velocidade do motor de indução trifásico acionado
por um inversor fonte de tensão utilizando modulação espacial vetorial na estratégia de
controle escalar. Resultados de simulação e experimentais são apresentados para validar
o método proposto com o motor submetido a variações de velocidade e torque de carga,
os quais demostraram ser bem promissores.
Palavras-chave: Motor de indução. Estimador de velocidade. Redes neurais artificiais.
Controle escalar.
ABSTRACT
SANTOS, Tiago Henrique dos. NEURAL SPEED ESTIMATOR APPLIED TO A SCALAR
CONTROL DRIVE OF THREE-PHASE INDUCTION MOTOR. 2012. 117 f. Dissertação –
Programa de Pós-Graduação em Engenharia Elétrica, Universidade Tecnológica Federal
do Paraná. Cornélio Procópio, 2012.
This work proposes an artificial neural network approach to estimate the induction motor
speed applied in a closed-loop scalar control. The induction motor has a great importance
in many industrial sectors for the robustness and low cost. Thus, when the load coupled
to the axis needs speed control, some of the drive and control strategies are based on
the estimated axis speed of the motor. The direct measurement of this quantity reduces
its robustness, compromises the driver system and control as well as it increases the im-
plementation cost. The propose of this work is to present an alternative methodology for
speed estimate of three phase induction motor driven by a voltage source inverter using
space vector modulation in the scalar control strategy. Simulation and experimental results
are presented to validate the performance of the proposed method under motor load torque
and speed reference set point variations, which show very promising.
Keywords: Induction Motor. Speed estimator. Artificial neural network. Scalar control.
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1 INTRODUÇÃO
1.1 MOTIVAÇÃO E RELEVÂNCIA DO TRABALHO
O Motor de Indução Trifásico (MIT) é usado em muitos setores industriais, sendo o
principal elemento de conversão de energia elétrica em mecânica motriz. Suas principais
características são baixo custo e robustez.
As aplicações que incluem o MIT podem ser divididas em dois grupos: o primeiro é
aquele em que o motor é diretamente acoplado à rede elétrica, sem elemento de controle.
No segundo, as metodologias de controle escalar ou vetorial são aplicadas. Para ambos
os grupos, nas diversas aplicações dos setores produtivos, há a necessidade de conhecer
a velocidade no eixo da máquina, seja na forma de medida direta ou estimada.
A velocidade no eixo do motor de indução é comumente medida com encoders ópticos,
resolvers eletromagnéticos ou tacogeradores. Entretanto, o uso destes dispositivos apre-
sentam certas limitações em suas aplicações, tais como o aumento do custo do dispositivo
de acionamento, redução da robustez mecânica, baixa imunidade ao ruído, alteração do
momento de inércia da máquina, além de exigir cuidados especiais em ambientes hostis
(VAS, 1998). Assim, utilizam-se técnicas as quais estimam a velocidade do eixo sem a
necessidade da medida direta da variável. Tais técnicas são denominadas sensorless.
O uso destas metodologias é encontrado principalmente em acionamentos de alto de-
sempenho como no Controle Vetorial (CV) e Controle Direto de Torque (CDT). As princi-
pais estratégias de controle sensorless têm como base os estimadores de malha aberta
com monitoramento de corrente e tensão do estator, observadores de estado, sistemas
de referência com modelos adaptativos e estimadores baseados em sistemas inteligentes,
os quais advêm principalmente das Redes Neurais Artificiais (RNA) e lógica fuzzy (VAS,
1998).
A maioria dos estimadores de velocidade tem origem no modelo matemático do motor
de indução, onde é necessário o conhecimento preciso dos parâmetros elétricos e mecâni-
cos do motor (VASIC; VUKOSAVIC; LEVI, 2003). Os estimadores de velocidade baseados
em Observadores de Estado (OE) necessitam do valor preciso dos parâmetros da máquina
para a correta operação do dispositivo sensorless nas regiões de baixa velocidade do MIT
(BOSE, 2001), onde tal método requer a resolução de equações diferenciais. A precisão é
também prejudicada, pois a modelagem não leva em consideração a saturação eletromag-
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nética, efeito pelicular e variações paramétricas devido aos efeitos da temperatura.
Recentemente, alguns trabalhos têm utilizado as RNAs como um método alternativo
de estimação de parâmetros e velocidade de máquinas (MUSTAFA; MUSTAFA; AHMED,
2009; YOKSEL; MEHMET, 2011; GADOUE; GIAOURIS; FINCH, 2009; GADOUE; GIAOU-
RIS; FINCH, 2011).
Em Mustafa, Mustafa e Ahmed (2009) um estimador neural, tendo como saída a velo-
cidade e a resistência rotórica de um MIT, utilizando uma rede ADALINE é apresentado.
Nesta proposta a corrente e a tensão do estator da máquina são medidas no eixo de co-
ordenadas estacionária trifásica abc . Após a transformação para o eixo de coordenadas
estacionária bifásica αβ0 , esses sinais são utilizados para estimar a corrente, o fluxo e a
derivada do fluxo do rotor, sendo essas as variáveis de entrada da RNA. Para a validação
do estimador neural de velocidade, aplica-se este em diversas estratégias de controle do
MIT, como o controle escalar e o controle vetorial.
Um preditor neural de velocidade de um MIT utilizando uma rede Perceptron de Múltiplas
Camadas (PMC) é apresentado em Yoksel e Mehmet (2011). As entradas desse estimador
utilizam os dados de corrente e tensão do estator no eixo de coordenadas síncrona trifásica
dq0 . O conjunto de dados de treinamento e validação são adquiridos com a máquina de 2
pólos, 50Hz, operando em regime permanente e com variação de velocidade entre 500 a
1000 Revoluções Por Minuto (RPM).
A aplicação de uma RNA na estimação do fluxo magnético do entreferro de um MIT
pela aquisição da tensão e corrente do estator é apresentada em Gadoue, Giaouris e
Finch (2009). Neste trabalho, a RNA é treinada para operar com um observador do fluxo
magnético do rotor, onde este é usado como referência para correção de um Modelo de
Referência de Sistema Adaptativo (MRSA). O erro gerado entre o fluxo do rotor de referên-
cia dado pela RNA e o MRSA é processado por um controlador Proporcional Integral (PI),
que por sua vez, tem como saída a ação de controle a velocidade estimada, usada para
adaptação do MRSA.
Em Gadoue, Giaouris e Finch (2011) é apresentado um observador de velocidade ba-
seado em um MRSA e com um observador de corrente do estator nos eixos de referência
estacionária com o uso de duas RNAs. O observador neural de velocidade tem como
entradas o fluxo magnético do rotor obtido por um observador da corrente do MIT, a ten-
são de alimentação e a corrente do estator estimada com atraso temporal. A corrente
estimada pelo observador neural é comparada com a corrente medida do MIT, e o erro
calculado é utilizado no algoritimo de treinamento online das RNAs. A informação con-
tida em um dos pesos sinápticos das RNAs contém a informação da velocidade do rotor,
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que é também utilizada pelo observador de corrente. A estratégia é comparada por meio
de experimento com um MRSA observador de fluxo do rotor, onde a estratégia proposta
obteve melhor desempenho como estimador de velocidade, embora também apresentou
instabilidade quando o MIT opera em modo de regeneração.
As redes neurais artificiais são modelos matemáticos computacionais inspirados no sis-
tema nervoso de seres vivos (NUNES; SPATTI; FLAUZINO, 2010). A semelhança entre as
redes neurais artificiais e os sistemas biológicos é que ambas possuem alta capacidade
computacional por meio de um grande número de elementos simples de processamento
com alto grau de conectividade entre si (HAYKIN, 2001).
As RNAs possuem capacidade de aquisição e retenção do conhecimento baseado na
experiência, podendo ser definidas como um conjunto de unidades de processamento de-
nominados neurônios artificiais, os quais são interligados por um grande número de cone-
xões e matematicamente representadas por vetores ou matrizes de pesos sinápticos. O
processo de treinamento consiste num algoritmo de aprendizagem em que os pesos são
ajustados de forma a mapear o comportamento entre as variáveis de entrada e saída de
um sistema.
A proposta deste trabalho é o desenvolvimento de um estimador neural de velocidade
aplicado ao controle escalar do MIT. No primeiro caso avaliado as variáveis de entrada do
estimador são as tensões e as correntes do estator da máquina. O estimador é validado
no segundo caso com a adição da tensão estimada do barramento cc como nova entrada
da RNA. Os dados de treinamento são gerados via simulação computacional dos modelos
matemáticos do MIT e seu acionamento, onde este é realizado por um inversor de ten-
são trifásico com controle escalar. O treinamento é executado de maneira off-line. Com
objetivo de validar a metodologia proposta, resultados de simulação e experimentais são
apresentados e comparados com a medida direta da velocidade.
Com a apresentação e análise dos resultados é destacado a metodologia de processa-
mento dos sinais de entrada da RNA e a de seleção dos dados que compõem o conjunto
de treinamento, na performance do estimador de velocidade proposto.
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1.2 OBJETIVOS E JUSTIFICATIVA DA DISSERTAÇÃO
1.2.1 Objetivo geral
O objetivo deste trabalho é apresentar um método alternativo para a estimativa de ve-
locidade em motores de indução trifásicos acionados por um driver com controle escalar,
utilizando redes neurais artificiais com treinamento supervisionado off-line.
1.2.2 Objetivos específicos
Os objetivos específicos foram divididos da seguinte forma:
• Modelagem matemática do MIT;
• Desenvolver o método de acionamento do MIT;
• Desenvolver o sistema de controle do MIT;
• Definir a arquitetura e a estrutura do estimador neural de velocidade;
• Desenvolver o sistema de tratamento dos sinais das tensões e correntes do MIT;
• Treinar e validar computacionalmente a metodologia proposta;
• Validar experimentalmente o estimador neural de velocidade.
1.2.3 Justificativa
Nas aplicações industriais, os motores de indução trifásicos aparecem como principal
elemento de conversão eletromecânica de energia, pois as características como baixo
custo e robustez tornam seu uso atrativo. Entretanto, em sistemas de acionamento e
controle dessas máquinas, o conhecimento da velocidade com precisão é primordial para
o setor produtivo. O uso de sensores eletromecânicos para obtenção da velocidade enca-
rece o sistema de acionamento e controle, além de ser restrito em alguns ambientes hostis
(VAS, 1998).
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Variáveis elétricas tais como corrente e tensão podem ser utilizadas para descrever o
comportamento de diversas variáveis do MIT. A velocidade em função da corrente e da
tensão pode ser mapeada utilizando os padrões das amostras das curvas características
destas variáveis. Considerando que cada curva representa a máquina acionada em um
ponto de operação, um conjunto de dados pode ser formado nos mais diversos pontos de
operação, delimitando um domínio de abrangência.
Os modelos matemáticos convencionais das máquinas elétricas apresentam limitações
na representação do seu comportamento não-linear e variante no tempo devido a variações
paramétricas envolvidas no sistema. O uso de redes neurais tem por objetivo mapear o
comportamento da máquina, incorporando intrinsecamente em sua estrutura as diversas
características não-lineares apresentada pelas variáveis envolvidas no processo.
Com a evolução do poder computacional dos processadores digitais para sistemas em-
barcados, o uso dessa ferramenta alternativa tem se tornado atrativa. Como benefício
esperado, destaca-se a redução do custo do sistema de acionamento e controle, melhora
na resposta dinâmica do sistema frente a mudanças de set-point bem como pertubações
do sistema e a menor manutenção de dispositivos mecânicos.
1.3 PRINCIPAIS CONTRIBUIÇÕES DA DISSERTAÇÃO
A proposta dessa dissertação é contribuir com as pesquisas nas áreas de estimação
paramétricas e no controle do motor de indução trifásico. Em razão disso, é proposto um
estimador neural de velocidade do motor de indução trifásico quando este é acionado com
um driver de controle escalar. A abordagem utilizada possibilita que o estimador opere
a laço-aberto, como observador de velocidade, ou a laço-fechado, na realimentação do
controle de velocidade de escorregamento.
A estrutura do estimador é composta por um estágio de processamento de dados, cuja
a função é extrair as características instantâneas da tensão e da corrente do MIT em re-
lação ao comportamento dinâmico da velocidade. Também é observado a relevância das
características do driver de potência em relação, no caso, a dependência do desempenho
do estimador frente a variação da tensão média do barramento cc.
O proposto nessa dissertação resulta em um estimador de velocidades robusto frente as
variações paramétricas do MIT. Esta característica tem grande importância nas aplicações
industriais, uma vez que os motores de indução por vezes são utilizados em ambientes que
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sofrem fortes variações de temperatura, o que contribui nas variações de característica
físicas do MIT. Além disso, a metodologia mostrou-se promissora quando avaliada em
ampla faixa de operação de velocidade de conjugado de carga.
1.4 ORGANIZAÇÃO DA DISSERTAÇÃO
Este trabalho está organizado da seguinte forma:
No Capítulo 2 são apresentados os princípios de modelagem dos motores de indução
trifásicos, acionamento e controle.
No Capítulo 3 são descritos os conceitos básicos sobre redes neurais artificiais, com
ênfase na arquitetura perceptron multicamadas com entradas atrasadas no tempo.
No Capítulo 4 é descrita a metodologia de obtenção de dados, condicionamento de
sinais, processamento dos dados de simulação e posterior validação da abordagem pro-
posta.
O Capítulo 5 apresenta as conclusões do trabalho, as possibilidades de trabalhos futu-
ros e as publicações referente a dissertação.
23
2 MODELAMENTO, ACIONAMENTO E CONTROLE DO MOTOR DE INDUÇÃO
TRIFÁSICO
Este capítulo visa apresentar uma explanação introdutória à conversão eletromecânica
de energia e aos motores elétricos, tendo como foco principal os motores de indução tri-
fásicos. Serão abordados aspectos construtivos para melhor compreensão de seu mode-
lamento matemático. O modelo tem fundamental importância nesse trabalho, pois este é
utilizado para gerar um conjunto de dados para o treinamento e validação do estimador de
velocidade proposto.
2.1 PRINCÍPIOS DA CONVERSÃO ELETROMECÂNICA DE ENERGIA
A possibilidade de conversão eletromecânica de energia descoberta por Faraday em
1831 é considerada um dos maiores avanços individuais da ciência. Essa descoberta deu
início a diversos transdutores como microfones, auto-falantes e a outros dispositivos tais
como transformadores geradores e motores elétricos (KOSOW, 1982). Heinrich Friedrich
Emil Lenz equacionou matematicamente em 1833 a força eletromotriz induzida em um
circuito fechado envolvido num campo magnético. Através do postulado de Faraday e Lenz
é estabelecido que a variação do campo magnético em um circuito magnético fechado, ou
a variação espacial deste circuito num campo magnético, induz uma força eletromotriz
cujo sentido de polarização é tal que a corrente elétrica produzida por ela gera um campo
magnético que se opõe à variação do campo magnético que produziu a força eletromotriz
induzida, denominada "fem"(SIMONE; CREPPE, 1999).
Após a definição do fenômeno por Faraday e Lenz, e posteriormente, de forma quan-
titativa por Maxwell, foi possível o desenvolvimento e construção dos motores elétricos
encontrados nas mais diversas aplicações.
2.2 O MOTOR ELÉTRICO
Os motores elétricos são os principais elementos de conversão eletromecânica de ener-
gia. Essas máquinas podem ser divididas e classificadas conforme sua excitação, número
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de fases, tipos de enrolamentos no rotor entre outros, como apresentado na figura 1.
Figura 1 – Classificação dos motores elétricos.
Fonte: Autoria própria
A Máquina de Corrente Contínua (MCC) apresenta características dinâmicas e operaci-
onais favoráveis para acionamentos e controle à velocidade variável. Entretanto, devido a
limitações construtivas, tal como o comutador eletromecânico, ela vem sendo substituída
pelas máquinas de corrente alternada que em sua maioria não utilizam dispositivos de ex-
citação móvel. Devido a sua complexidade e menor robustez, a MCC apresenta custo de
aquisição e manutenção elevado quando comparado às maquinas de indução trifásicas.
As Máquina de Corrente Alternada (MCA) são as máquinas elétricas mais utilizadas
nas indústrias (TRZYNADLOWSKI, 2001). Essas máquinas têm sido aplicadas em proces-
sos a laço-aberto, ou seja, sem realimentação do sistema de controle e em aplicações a
laço-fechado com um driver de controle. Em ambas as situações deve ser considerada
sua operação tanto em regime permanente bem como no transitório. Normalmente, as
características da carga são desconsideradas por muitos autores por se tratar de casos
particulares a cada aplicação. Embora seu custo global seja mais vantajoso, seu compor-
tamento dinâmico é consideravelmente mais complexo que as MCC (BOSE, 2001).
Para o estudo do comportamento dinâmico da máquina em regime permanente e tran-
25
sitório, desenvolve-se o equacionamento matemático do motor de indução trifásico.
2.2.1 Características Construtivas
Os motores elétricos são compostos por alguns elementos comuns entre si. Entretanto,
cada tipo de motor possui alguns elementos específicos que os diferenciam quanto a sua
funcionalidade e aplicação.
Dentre os principais elementos comuns a todos tipos de motores estão as carcaças,
tampas laterais, porta-mancais, mancais, chavetas, guias de ar, ventiladores, trocadores de
calor, caixa de ligação, flanges entre outros. A figura 2 apresenta alguns desses elementos.
Figura 2 – Elementos construtivos de um motor elétrico.
Fonte: WEG. . . (2005)
As partes ativas, como chapas do núcleo do estator e rotor e os enrolamentos podem
ser considerados semelhantes em diversas categorias de motores. As diferenças apa-
recem com relação ao arranjo e na construção de enrolamentos e também nos núcleos
ferromagnéticos. Em geral, os estatores e os rotores são normalmente compostos por fi-
nas chapas de aço, isoladas e empilhadas em pacotes, abraçadas por enrolamentos de
cobre ou alumínio.
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2.2.2 Elementos dos Motores de Indução Trifásicos
O núcleo ferromagnético do estator é normalmente constituído por um pacote de chapas
de aço-silício isoladas por verniz. Essas chapas possuem ranhuras nas quais são alojadas
as bobinas do enrolamento trifásico. Para motores que operam em baixa tensão, as bobi-
nas são formadas por fio de cobre de seção circular e isolados por camadas de esmalte.
Já para motores de média tensão, os condutores são geralmente de cobre com seção re-
tangular isolados com fita de material isolante, podendo ser mica ou fibra de vidro. Após
inseridos nas ranhuras, os enrolamentos são amarrados e impregnados com resina epóxi
ou poliéster, que após tratamento térmico, produz maior rigidez mecânica e dielétrica.
O núcleo do rotor é semelhante ao do estator. Para os rotores bobinados, a ligação
dos três terminais de saída são realizados através de anéis condutores, fixados no eixo
do motor onde em contato com as escovas fixas na carcaça, permite o contato externo
com resistores para limitação da corrente de partida e o controle de velocidade. A figura 3
mostra uma vista em corte do motor com rotor bobinado.
Figura 3 – Motor com rotor bobinado.
Fonte: Fitzgerald, Kingsley e Umans (1975)
Para os rotores do tipo gaiola, o enrolamento do motor é formado por barras de cobre
ou alumínio inseridas nas ranhuras e soldadas nas duas extremidades a anéis de curto-
circuito, de mesmo material. Essas barras curto-circuitadas desempenham o mesmo papel
das espiras do rotor bobinado quando este último opera com seus enrolamentos também
curto-circuitados.
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2.3 EQUACIONAMENTO MATEMÁTICO DO MOTOR DE INDUÇÃO
Uma equação ou um conjunto de equações que compõem um modelo matemático são
uma aproximação do sistema físico real (GARCIA, 1997). Assim, faz-se necessária a mo-
delagem matemática do elemento em estudo: o motor de indução trifásico. Tal equaciona-
mento propicia a implementação em ambiente computacional do sistema físico, a saber: a
máquina elétrica e o seu sistema de acionamento.
Um modelo que simule todas as não-linearidades do MIT é uma tarefa complexa. O
modelamento dinâmico nas mais diversas operações implica em imprecisões que muitas
vezes são desconsideradas pelos sistemas de controle e nas simulações computacionais.
O modelo utilizado neste trabalho, embora linearizado, simula o comportamento do motor
desde o regime transitório ao regime permanente. Este modelo foi desenvolvido e simulado
utilizando-se o software Matlab/Simulink (ONG, 1998). As variáveis de entrada, tais como,
tensão, parâmetros elétricos do estator e do rotor, momento de inércia e o torque de carga
são as entradas do modelo. A corrente elétrica, o torque eletromagnético e a velocidade
são as grandezas de saída do modelo do MIT.
Algumas variações, tais como a térmica dos elementos do motor, a saturação magnética
e o efeito pelicular, são desconsideradas.
2.3.1 Campo Girante
Alimentando o enrolamento do estator da máquina com tensão trifásica senoidal faz cir-
cular correntes igualmente senoidais pelas bobinas, mas atrasadas em relação aos sinais
de tensão. Este efeito é característico devido à presença da reatância indutiva do estator
que se opõe à circulação de corrente alternada. Como consequência, são formados cam-
pos magnéticos relacionados a cada uma das correntes, defasadas em 120 graus elétricos
entre as componentes e suas amplitudes variantes conforme o nível de tensão aplicada ao
estator. A composição vetorial destes três campos magnéticos obtém-se um vetor magné-
tico resultante que gira no diagrama fasorial a uma velocidade ωe = 2pi fe, definido como a
velocidade angular da Força Magnetomotriz (fmm), onde fe é a frequência de excitação da
rede de alimentação.
O campo girante circula ao longo do estator induzindo tensões nos enrolamentos do
rotor, segundo as leis de Faraday e de Lenz. As correntes que circulam no rotor são
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produzidas pelas tensões induzidas e geram um campo magnético resultante que tende
a se opor ao efeito do campo magnético produzido pelo estator, originando assim, torque
eletromagnético.
Os enrolamentos podem ser formados por um ou mais pares de pólos que se distribuem
de forma alternada (um norte e outro sul) ao longo do perímetro do núcleo magnético. O
campo girante percorre um par de pólos a cada ciclo, assim, como o enrolamento tem Pp
pares de pólos, a velocidade síncrona é representada pela equação (1).
ωs =
ωe
Pp
(1)
onde:
ωs é a velocidade angular síncrona do campo girante em rad/s;
ωe é a velocidade angular da fmm em rad/s;
Pp é o número de pares de pólos da máquina.
Para o rotor girando a uma velocidade ωr , define-se escorregamento relativo ωsr entre
rotor e estator como:
ωsr = ωs−ωr (2)
O escorregamento é referenciado na literatura nacional e estrangeira como a letra s,
do inglês slip, e normalmente expressa um percentual da velocidade síncrona conforme
descrito na equação (3).
s=
ωs−ωr
ωs
·100% (3)
O escorregamento é normalmente pequeno para a maioria dos motores em gaiola de
esquilo, ficando entre 3 a 10 por cento da velocidade síncrona do campo girante (FITZGE-
RALD; KINGSLEY; UMANS, 1975).
2.3.2 Equações Fundamentais do MIT
O modelamento matemático é iniciado pelas equações de tensão do estator e rotor. As
correntes de estator e rotor são apresentados com índices "s” e "r” respectivamente (ONG,
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1998). Assim, tem-se:
Vas = iasrs+
dλas
dt
(4)
Vbs = ibsrs+
dλbs
dt
(5)
Vcs = icsrs+
dλcs
dt
(6)
onde:
Vas,Vbs e Vcs são as tensões trifásicas do estator em Volt;
ias, ibs e ics são as correntes trifásicas do estator em Ampère;
λas,λbs e λcs são os fluxos trifásicos do estator em Weber;
rs é a resistência do estator em Ohms.
As mesmas equações são consideradas para o rotor, e escritas como:
Var = iarrr+
dλar
dt
(7)
Vbr = ibrrr+
dλbr
dt
(8)
Vcr = icrrr+
dλcr
dt
(9)
onde:
Var,Vbr e Vcr são as tensões trifásicas do rotor em Volt;
iar, ibr e icr são as correntes trifásicas do rotor em Ampère;
λar,λbr e λcr são os fluxos trifásicas do rotor em Weber;
rr é a resistência do rotor em Ohms.
As equações de fluxo concatenado entre os enrolamentos de rotor e estator são repre-
sentadas na forma matricial como segue:
[
λ abcs
λ abcr
]
=
[
Labcss L
abc
sr
Labcrs L
abc
rr
]
.
[
iabcs
iabcr
]
(10)
onde:
λ abcs é o fluxo concatenado do estator em Weber ;
λ abcr é o fluxo concatenado do rotor em Weber ;
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iabcs é a corrente do estator em Ampère;
iabcr é a corrente do rotor em Ampère.
As matrizes de indutância mútua e de indutância própria são descritas pelas seguintes
equações:
Labcss =

Lls+Lss Lsm Lsm
Lsm Lls+Lss Lsm
Lsm Lsm Lls+Lss
 (11)
Labcrr =

Llr+Lrr Lrm Lrm
Lrm Llr+Lrr Lrm
Lrm Lrm Llr+Lrr
 (12)
Labcrs =

cos(θr) cos
(
θr+ 2pi3
)
cos
(
θr− 2pi3
)
cos
(
θr− 2pi3
)
cos(θr) cos
(
θr+ 2pi3
)
cos
(
θr+ 2pi3
)
cos
(
θr− 2pi3
)
cos(θr)

T
(13)
Labcsr =
[
Labcrs
]T
(14)
onde:
Lls é a indutância de dispersão do estator em Henry;
Llr é a indutância de dispersão do rotor em Henry;
Lss é a indutância própria de estator em Henry;
Lrr é a indutância própria de rotor em Henry;
Lsm é a indutância mútua de estator em Henry;
Lrm é a indutância mútua de rotor em Henry;
Lsr é a indutância mútua entre rotor e estator em Henry;
Ns é o número de espiras do estator.
Nr é o número de espiras do rotor.
Desconsiderando as perdas no ferro pode-se expressar estas indutâncias em termo dos
números de espiras do rotor e estator e a permeância do gap de ar existente no entreferro.
As relações entre as indutâncias são expressas por:
Lss = N2s Pg (15)
Lsm = N2s Pg cos
(
2pi
3
)
(16)
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Lsr = NsNrPg (17)
Lrr = N2r Pg (18)
onde Pg é a permeância magnética.
2.3.3 Modelo "dq0” do MIT
Uma máquina pode ser descrita por seis equações diferenciais de primeira ordem,
sendo que uma para cada enrolamento considerando o estator e o rotor. Estas equa-
ções são acopladas através das indutâncias mútuas entre os enrolamentos. Os termos de
acoplamento entre rotor e estator estão geralmente em função da posição do rotor. Estes
termos de acoplamento variam com o tempo à medida que o rotor gira. A fim de facilitar
o cálculo transitório as transformadas matemáticas de Park ("qd0") e Clark ("αβ0") são
utilizadas, transformando as equações diferenciais variantes no tempo em equações de
indutância constante (KRAUSE; WASYNCZUK; SUDHOFF, 2002).
A transformação de coordenadas consiste em referenciar as variáveis do modelo do
motor descrito num sistema original para outro sistema de coordenadas de referência. O
sistema de coordenadas arbitrário é formado pelo eixo q (quadratura), d (direto) e 0. Uma
variável representada por uma relação biunívoca entre as variáveis dos dois sistemas de
referência é expressa por:
fqd0 = k−1 · fabc (19)
onde k é a relação entre as variáveis dos dois sistemas de coordenadas. Na figura 4 é
representada graficamente esta ação de transformação onde as, bs e cs são os eixos de
coordenadas trifásicas referenciadas ao estator, ar, br e cr são os eixos de coordenadas
trifásicas referenciadas ao rotor, θr é o ângulo da posição do rotor referente a fase as na
velocidade rotórica ωr e θ é o ângulo da posição do eixo q em relação a fase as.
A equação de transformação do sistema ”abc” para ”qd0” é descrita como:

Xd
Xq
X0
= [Tqd0(θ)] .

Xa
Xb
Xc
 (20)
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Figura 4 – Transformação de coordenadas.
Fonte: Autoria própria
onde X pode representar a tensão, corrente ou fluxo eletromagnético de cada fase. A
matriz de transformação [Tqd0(θ)] é dada por (BOSE, 2001):
[
Tqd0(θ)
]
=
2
3

cos(θ) cos(θ −2pi/3) cos(θ +2pi/3)
sen(θ) sen(θ −2pi/3) sen(θ +2pi/3)
1/2 1/2 1/2
 (21)
E a matriz de transformação inversa [Tqd0(θ)]−1 é dada por (BOSE, 2001):
[
Tqd0(θ)
]−1
=

cos(θ) sen(θ) 1
cos(θ −2pi/3) sen(θ −2pi/3) 1
cos(θ +2pi/3) sen(θ +2pi/3) 1
 (22)
Os dois sistemas de referência usados na análise do MIT são o estacionário e o sín-
crono. Usualmente utiliza-se o sistema de coordenadas estacionárias, tanto para a simu-
lação como do driver de controle e acionamento, enquanto que em estudos em regime
permanente o referencial síncrono é o mais recomendado (ONG, 1998).
Para este trabalho será considerado o sistema de coordenadas estacionário, já que o
objetivo é simular a máquina do instante da partida ao regime permanente, para o sistema
síncrono, que gira a uma velocidade ωe. Fazendo θ = 0 obtém-se o sistema de coordena-
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das estacionário.
2.3.4 Equação de Tensão dq0
A tensão do enrolamento de estator no sistema de coordenadas "abc” pode ser expresso
por:
V abcs = i
abc
s r
abc
s +
dλ abcs
dt
(23)
Aplicando a transformação k−1 = [Tqd0(θ)] em (23), tem-se:
V qd0s = k
−1.
d(k)
dt
.λ qd0s + k
−1.rabcs .k.i
qd0
s (24)
Aplicando o valor da derivada de Tqd0(θ)−1.λ
qd0
s com relação a t em (24), obtém-se:
{
Vqs = rs · iqs+ dλqsdt +ωe ·λds
Vds = rs · ids+ dλdsdt −ωe ·λqs
(25)
onde ωe e rqd0s são definidas por:
ωe = dθ/dt (26)
rqd0s = rs

1 0 0
0 1 0
0 0 1
 (27)
Aplicando estes procedimentos para o rotor, obtém-se:
{
Vqr = rr · iqr+ dλqrdt +(ωe−ωr) ·λdr
Vdr = rr · idr+ dλdrdt − (ωe−ωr) ·λqr
(28)
34
2.3.5 Equação de Fluxo dq0
Aplicando a matriz de transformação
[
Tqd0(θ)
]
nas equações de fluxo do estator tem-se:
λ qd0s = Tqd0(θ).(L
abc
ss i
abc
s +L
abc
sr i
abc
r ) (29)
Então as equações de fluxo do rotor e estator são expressas por:
λ qd0s = k
−1Labcss ki
qd0
s + k
−1Labcsr Tqd0(θ −θr)−1iqd0r (30)
λ qd0r = Tqd0(θ −θr).Labcrs kiqd0s +Tqd0(θ −θr)Labcrr Tqd0(θ −θr)−1iqd0r (31)
2.3.6 Equação de Torque dq0
As equações de torque eletromagnético envolvidas com o modelo matemático devem
levar em consideração a transferência de potência nos enrolamentos do rotor e do estator,
resultando em:
Tem =
3P
4
ω(λdsiqs−λqsids)+(ω−ωr).(λ ′dri
′
qr−λ
′
qri
′
dr) (32)
onde Tem é o torque eletromagnético, P o número de pólos do motor, e λ
′
qr, λ
′
dr, i
′
qr e i
′
dr
são definidas por:
λ
′
qr =
Ns
Nr
λqr (33)
λ
′
dr =
Ns
Nr
λdr (34)
i
′
qr =
Ns
Nr
iqr (35)
i
′
dr =
Ns
Nr
idr (36)
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2.3.7 Sistemas de Equações Relacionadas ao Fluxo Concatenado e Reatância
Como apresentado em Ong (1998), é desejado que as equações sejam expressas em
termos do fluxo concatenado Ψ e pelas reatâncias x, no lugar de λ e L. Estas variáveis
estão relacionadas pela velocidade angular ωb, ou seja:
Ψ= ωbλ (37)
x= ωbL (38)
ωb = 2pi fr (39)
onde fr é a frequência relativa entre rotor e estator medidas em Hz e ωb é a velocidade
angular da rede elétrica em radianos por segundo (rad/s).
As equações de rotor e estator podem ser escritas em termos de Ψ e x, e são descritas
como:
V qd0s =
ωe
ωb

0 1 0
−1 0 0
0 0 0
Ψqd0s + 1ωb
d
(
Ψqd0s
)
dt
.rqd0s .i
qd0
s (40)
V qd0r =
(ωe−ωr)
ωb

0 1 0
−1 0 0
0 0 0
Ψqd0r + 1ωb
d
(
Ψqd0r
)
dt
.rqd0r .i
qd0
r (41)

Ψqs
Ψds
Ψ0s
Ψ′qr
Ψ′dr
Ψ′0r

=

xls+ xm 0 0 xm 0 0
0 xls+ xm 0 0 xm 0
0 0 xls 0 0 0
xm 0 0 x
′
lr+ xm 0 0
0 xm 0 0 x
′
lr+ xm 0
0 0 0 0 0 x
′
lr


iqs
ids
i0s
i
′
qr
i
′
dr
i
′
or

(42)
Tem =
3
2
P
2ωr
[
(Ψdsiqs−Ψqsids)
]
(43)
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onde:
x
′
lr = ωbL
′
lr (44)
e
L
′
lr =
(
Ns
Nr
)2
Llr (45)
Deste ponto, com as equações apresentadas, é possível simular o comportamento elé-
trico e mecânico do MIT (ONG, 1998). Com o modelo definido, é preciso definir os parâ-
metros da máquina que será simulada, como resistência e reatância do estator e do rotor,
momento de inércia, entre outros. Neste trabalho foram utilizados os parâmetros da Tabela
1 (GOEDTEL, 2007). Estes parâmetros foram selecionados devido ao fato de serem dife-
rentes dos da máquina que é utilizada na bancada de ensaios experimentais, o que valida
a proposta de estimador de velocidades frente as variações paramétricas.
Tabela 1 – Parâmetros do MIT
Linha Standard - IV Polos - 60Hz - 220/380V
Potência 1 CV
Resistência do Estator 7,32 Ω
Resistência do Rotor 2,78 Ω
Indutância de Dispersão do Enrolamento do Estator 8,95 ·10−3H
Indutância de Dispersão do Enrolamento do Rotor 5,44 ·10−3H
Indutância de Magnetização 1,41 ·10−1H
Corrente Nominal do Estator 3,02 A
Momento de Inércia do Rotor 2,71 ·10−3kg.m2
Velocidade Síncrona 188,49 rad/s
Escorregamento Nominal 3,8 %
Torque Nominal 4,1 Nm
Fonte: Autoria própria
2.4 ACIONAMENTO DO MIT
Neste trabalho, o MIT é acionado por um inversor de tensão trifásico, cujo objetivo é
aplicar uma tensão de alimentação de forma que ele opere conforme o sinal de referência
do sistema de controle. O circuito de potência do inversor é composto basicamente por três
módulos, a saber: o retificador trifásico, o filtro capacitivo e o conversor cc/ca, conforme
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apresentado na figura 5. No diagrama apresentado D1 a D6 são os diodos do circuito
retificador trifásico, C é o capacitor de filtro do barramento cc e S1 a S6 são as chaves
semicondutoras de potência.
Figura 5 – Módulos de potência do inversor de tensão trifásico.
Fonte: Autoria própria
As chaves de potência do módulo de saída (S1 a S6) são comandadas através de sinais
modulados por largura de pulso (Pulse Width Modulation (PWM)) gerados pelo algoritmo
de modulação. A técnica de modulação utilizada neste trabalho é a modulação por lar-
gura de pulsos por vetores espaciais (Space Vector Pulse Width Modulation (SVPWM)).
Quando comparada com a técnica de modulação por largura de pulsos senoidal (Sinu-
soidal Pulse Width Modulation (SPWM)), dependendo da sequência de chaveamento, o
SVPWM possui algumas vantagens, tais como: i)maior índice de modulação, ou seja,
melhor aproveitamento do barramento cc; ii) menor conteúdo harmônico; iii) redução do
número de comutações, o que acarreta na redução das perdas dissipadas nos transitórios
de chaveamento (PINHEIRO et al., 2005).
A abordagem da técnica SVPWM usada neste trabalho é baseada no trabalho de Bro-
eck, Skudelny e Stanke (1988). A figura 5 mostra um inversor de tensão trifásico a três fios,
onde de S1 a S6 são as chaves de potência. Enquanto as chaves S1, S2 ou S3 estão con-
duzindo, S4, S5 ou S6 estão bloqueadas respectivamente, de forma que as chaves "pares”
operem de forma complementar as chaves "ímpares”. O estado de bloqueio ou condução
das chaves S1, S2 ou S3 são usados para determinar a tensão de saída do inversor.
A relação entre a variável do vetor de chaveamento
[
a b c
]T
e o vetor de tensão de
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linha
[
Vab Vbc Vca
]T
é dado pela equação (46) conforme Pinheiro et al. (2005).

Vab
Vbc
Vca
=

1 −1 0
0 1 −1
−1 0 1


a
b
c
 (46)
A relação entre a variável do vetor de chaveamento
[
a b c
]T
e o vetor de tensão de
fase
[
Van Vbn Vcn
]T
é dado pela equação (47) conforme Pinheiro et al. (2005).

Vab
Vbc
Vca
= Vdc3

2 −1 −1
−1 2 −1
−1 −1 2


a
b
c
 (47)
Pela análise da figura 5 e das equações (46) e (47), pode-se montar uma tabela com
oito possíveis vetores de comutação e suas respectivas tensões de fase e de linha, como
mostrado na Tabela 2.
Tabela 2 – Vetores de chaveamento, tensão de fase e tensão de linha.
Vetor de Vetor de chaveamento Tensão de fase Tensão de linha
tensão a b c Van Vbn Vcn Vab Vbc Vca
V0 0 0 0 0 0 0 0 0 0
V1 1 0 0 2/3 -1/3 -1/3 1 0 -1
V2 1 1 0 1/3 1/3 -2/3 0 1 -1
V3 0 1 0 -1/3 2/3 -1/3 -1 1 0
V4 0 1 1 -2/3 1/3 1/3 -1 0 1
V5 0 0 1 -1/3 -1/3 2/3 0 -1 1
V6 1 0 1 1/3 -2/3 1/3 1 -1 0
V7 1 1 1 0 0 0 0 0 0
Fonte: Autoria própria
Para implementar o SVPWM , as equações de tensões nos eixos abc devem ser trans-
formados para o eixo αβ0 conforme o diagrama fasorial da figura 6.
A relação entre os três eixos apresentada na figura 6 é dada por:
fαβ0 =
2
3

1 −12 −12
0 −
√
3
2
√
3
2
1
2
1
2
1
2
 · fabc (48)
onde f representa as variáveis de tensão ou corrente nos referidos eixos de sistema de
coordenadas.
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Figura 6 – Diagrama fasorial da relação entre os eixos abc e αβ0.
Fonte: Autoria própria
Como descrito na figura 6, esta transformação é equivalente a uma projeção ortogo-
nal do vetor
[
a b c
]T
sobre dois vetores perpendiculares bidimensionais
[
1 1 1
]T
em um sistema de coordenadas tridimensionais. Como resultados são encontrados seis
vetores não nulos e dois vetores nulos. Os seis vetores não nulos (V1-V6) formam um
hexágono regular como mostra a figura 7. O ângulo entre os vetores não nulos adjacentes
é de 60o. Enquanto isso, dois vetores nulos (V0 e V7) estão na origem, e correspondem
a aplicação de tensão nula na carga. A mesma transformada pode ser aplicada para se
obter o vetor de referência de tensão que se deseja sintetizar.
Figura 7 – Espaço das tensões de saída no sistema de coordenadas abc e αβ0.
Fonte: Autoria própria
Partindo dessa análise preliminar, a implementação foi dividida em três etapas, como
segue:
• Etapa 1 - Cálculo de Vα , Vβ , Vre f e o ângulo θ
Nesta etapa é aplicada a transformada da equação (48) no sistema trifásico dos sinas
de tensão e cálculo da posição angular do vetor de tensão de referência.
A figura 8 mostra que Vα , Vβ , para um sistema trifásico equilibrado, são encontrados
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por:
Vα =Van−Vcn.cos(pi/3)−Vcn.cos(pi/3) =Van− 12Vbn−
1
2
Vcn (49)
Vβ = 0+Vbn.cos(pi/6)−Vcn.cos(pi/6) =Van+
√
3
2
Vbn−
√
3
2
Vcn (50)
resultando numa simplificação da matriz de transformação da equação (48) a qual pode
ser expressa da seguinte forma:
[
Vα
Vβ
]
=
2
3
[
1 −12 −12
1
√
3
2 −
√
3
2
]
Van
Vbn
Vcn
 (51)
dessa forma, o módulo do vetor da tensão de referência é escrita através da equação (52).
∣∣V re f ∣∣=√V 2α +V 2β (52)
O cálculo do ângulo formado entre o vetor Vα e Vβ é descrito através da equação (53).
θ = tan−1
(
Vβ
Vα
)
(53)
A figura 8 mostra a projeção dos vetores dos componentes descritos nesta etapa.
Figura 8 – Espaço das tensões de saída no sistema de coordenadas abc e αβ .
Fonte: Autoria própria
• Etapa 2 - Cálculo do tempo de aplicação dos vetores V1, V2 e V0
Os tempos de aplicação dos vetores V1, V2 e V0 são T1, T2 e T0 respectivamente. O
equacionamento desses tempos pode ser referenciado pela análise de qualquer setor do
hexágono. Por praticidade, fez-se a análise do primeiro setor como apresentado na figura
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9, a qual mostra a determinação do tempo de aplicação dos vetores V1 e V2 através da
projeção do vetor da tensão de referência Vre f .
Figura 9 – Vetor de referência como combinação dos vetores adjacentes do setor 1.
Fonte: Autoria própria
Tem-se então que as tensões são calculadas em função do tempo de aplicação dos
vetores V1, V2 e V0 na forma:
∫ Ts
0
Vre f =
∫ T1
0
V1dt+
∫ T2
T1
V2dt+
∫ Ts
T2
V0dt (54)
onde:
T1 é o tempo de aplicação do vetor V1;
T2 é o tempo de aplicação do vetor V2;
Ts é o período de chaveamento.
Dessa forma, tem-se que:
Vre f .Ts= T1.V1+T2.V2 (55)
Vre f .Ts.
[
cos(θ)
sen(θ)
]
= T1.
2
3
.Vdc.
[
1
0
]
+T2.
2
3
.Vdc.
[
cos(pi/3)
sen(pi/3)
]
(56)
enquanto 0≤ θ ≤ pi/3.
Para o cálculo de T1 e T2 tem-se a seguinte expressão:
T1= Ts.
∣∣Vre f ∣∣
2
3Vdc
.
sen(pi/3−θ)
sen(pi/3)
(57)
T2= Ts.
∣∣Vre f ∣∣
2
3Vdc
.
sen(θ)
sen(pi/3)
(58)
onde Vdc é a tensão do barramento cc.
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A fim de generalizar o cálculo dos tempos para qualquer setor utilizando o mesmo equa-
cionamento, tem-se:
T1=
√
3.Ts.
∣∣Vre f ∣∣
Vdc
.
(
sen
(npi
3
)
−θ
)
(59)
T2=
√
3.Ts.
∣∣Vre f ∣∣
Vdc
.
(
sen
(
θ − n−1
3
pi
))
(60)
T0= Ts−T1−T2 (61)
enquanto n é o setor em que se encontra o vetor Vre f e 0≤ θ ≤ pi/3.
Nas equações (57), (58), (59) e (60), o termo no denominador de tais equações tem
a função de normalizá-las em função da tensão do barramento Vdc. Assim, para que a
modulação opere na região linear, o vetor deverá ter seu módulo compreendido em 0 ≤
Vre f ≤ 1. O algoritmo de identificação dos setores pode ser implementado seguindo a
função dada por:
setor = 1+ int
(
θ(pi
3 +1.e
−x)
)
(62)
onde int é uma função que retorna somente o número inteiro de seu argumento. Para
isso, x deve-se fazer com que seja qualquer número que faz com que o denominador do
argumento da função int assuma um valor maior que pi/3.
• Etapa 3 - Cálculo do tempo de condução das chaves de potência
Para determinar o tempo de condução das chaves de potência, deve-se primeiramente
definir a sequência de chaveamento. Das diversas sequências de chaveamento possíveis,
são apresentadas aquelas com características de redução da Distorção Harmônica Total
(DHT), na tabela 3 e a de redução do número de comutações na tabela 4 (PINHEIRO et
al., 2005).
Tabela 3 – Sequência 1 - comutação simétrica.
Setor 1 V0-V1-V2-V7-V2-V1-V0
Setor 2 V0-V3-V2-V7-V2-V3-V0
Setor 3 V0-V3-V4-V7-V4-V3-V0
Setor 4 V0-V5-V4-V7-V4-V5-V0
Setor 5 V0-V5-V6-V7-V6-V5-V0
Setor 6 V0-V1-V6-V7-V6-V1-V0
Fonte: Autoria própria
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Tabela 4 – Sequência 2 - um braço a 60 Hz.
Setor 1 V1-V2-V7-V2-V1
Setor 2 V3-V2-V7-V2-V3
Setor 3 V3-V4-V7-V4-V3
Setor 4 V5-V4-V7-V4-V5
Setor 5 V5-V6-V7-V6-V5
Setor 6 V1-V6-V7-V6-V1
Fonte: Autoria própria
A sequência de chaveamento implementada neste trabalho foi a simétrica, pois objetiva-
se a redução da distorção harmônica total. Com base na tabela 3 tem-se que o tempo de
condução das chaves em cada setor como a somatória de tempo dos vetores de comando
para os mesmos. Esses tempos estão definidos conforme a tabela 5.
Tabela 5 – Tempo de condução das chaves de potência.
Setores S1, S3 e S5 S2, S4 e S6
S1=T1+T2+T0 S2=T0
1 S3=T2+T0 S4=T1+T0
S5=T0 S6=T1+T2+T0
S1=T1+T0 S2=T2+T0
2 S3=T1+T2+T0 S4=T0
S5=T0 S6=T1+T2+T0
S1=T0 S2=T1+T2+T0
3 S3=T1+T2+T0 S4=T0
S5=T2+T0 S6=T1+T0
S1=T0 S2=T1+T2+T0
4 S3=T1+T0 S4=T2+T0
S5=T1+T2+T0 S6=T0
S1=T2+T0 S2=T1+T0
5 S3=T0 S4=T1+T2+T0
S5=T1+T2+T0 S6=T0
S1=T1+T2+T0 S2=T0
6 S3=T0 S4=T1+T2+T0
S5=T1+T0 S6=T2+T0
Fonte: Autoria própria
A tabela 6 mostra a evolução dos sinais de comando em um período de comutação
para cada um dos setores, quando se utiliza a modulação vetorial com o equacionamento
mostrado anteriormente. O comando das chaves S4 a S6 não são apresentados pois são
complementares em relação aos comandos das chaves S1 a S3 respectivamente.
Verifica-se que a distribuição dos sinais de comando e dos vetores é simétrica em rela-
ção à metade do período de comutação.
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Tabela 6 – Evolução dos sinais de comando em cada um dos setores.
Setor 1 Setor 2 Setor 3
Setor 4 Setor 5 Setor 6
Fonte: Autoria própria
2.5 CONTROLE ESCALAR DO MIT
O controle escalar é um dos métodos mais empregados na indústria devido a sua sim-
plicidade. Entretanto, seu desempenho dinâmico é limitado, mesmo a laço fechado, prin-
cipalmente quando opera em regiões de baixas velocidades (BOSE, 2001).
A essência do controle escalar consiste em manter a relação tensão/frequência (V/f )
constante, de forma a manter o fluxo magnético no entreferro máximo também constante.
Caso a tensão não tenha uma relação apropriada com a frequência, a máquina pode ope-
rar na região de saturação ou enfraquecimento de campo (SUETAKE; SILVA; GOEDTEL,
2011).
O controle escalar é aplicado para alterar a velocidade de operação do MIT através da
variação da amplitude da tensão e da frequência de alimentação, de forma a manter o
torque constante em regime permanente. Assim, o fluxo eletromagnético do MIT é mantido
constante.
O fluxo produzido pode ser calculado através da relação entre a tensão e a frequência,
dada por:
Φm ∼= Vpf
∼= Kv (63)
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onde Φm é o máximo fluxo do entreferro (Weber), Kv é a constante de proporcionalidade
entre a tensão de pico por fase Vp e a frequência da tensão f .
A constante Kv calculada em (63) não leva em consideração a ondulação da tensão
do barramento cc e as perdas no cobre do estator. Entretanto, em baixa velocidade de
operação, essas perdas tem efeito relevante no desempenho do controle, reduzindo o
torque eletromagnético da máquina (KRISHNAN, 2001). Para minimizar a queda de tensão
na resistência estatórica Rs, uma tensão é adicionada na relação V/ f , denominada Vboost .
Essa tensão é calculada da seguinte forma (BOSE, 2001):
Vboost = Rs · is ·
√
2 (64)
onde is é a corrente nominal do estator. Ressalta-se que a variação de temperatura não é
considerada neste equacionamento.
Aplicando os dados da tabela 1 em (64), resulta em um Vboost de pico igual a:
Vboost = Rs · is ·
√
2= 7,32 ·3,02 ·
√
2= 31,263V (65)
então:
Kv =
Vp−Vboost
f
=
180−31,263
60
= 2,479V/Hertz (66)
O diagrama em blocos do controle escalar a laço-aberto é apresentado na figura 10,
onde como saída de controle, tem-se a tensão de referência para o algoritmo de modula-
ção V ∗ e sua posição angular θ ∗e. Este diagrama é utilizado nas simulações para gerar
os dados de treinamento e validação do estimador neural operando como observador de
velocidade.
A figura 11 apresenta o diagrama em blocos do controle escalar a laço-fechado, ou
seja, com regulação de escorregamento. Neste caso, o erro calculado entre a velocidade
de comando ( f ∗) e a velocidade medida ( f ′r) gera o sinal de comando de velocidade de
escorregamento ( f ∗sl) através de um controlador PI. A velocidade de escorregamento é
somada à velocidade atual, que por sua vez, resulta na velocidade de comando ( f ∗e) para
o controle escalar, que por sua vez, calcula os sinas de referênciaV ∗ e θ ∗e para a algoritmo
de modulação (BOSE, 2001). A velocidade medida no rotor é dada em rad/s, essa é
convertida em Hertz por um ganho Pp/2pi , uma vez que a velocidade de comando é a
frequência da tensão de alimentação da máquina e não na frequência síncrona do campo
girante.
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Figura 10 – Diagrama em blocos do controle escalar a laço-aberto.
Fonte: Autoria própria
Neste método de controle, a velocidade de escorregamento, a tensão Vboost e a referên-
cia de velocidade são variáveis, que são calculados de acordo com as características do
MIT e com o ponto de operação desejado.
Neste capítulo foram apresentados aspectos referente às características construtivas
e funcionais do MIT e seu modelamento matemático. Também foi abordado o método
de acionamento, utilizando um inversor de tensão trifásico com modulação SVPWM, e a
estratégia de controle escalar a laço-aberto e com escorregamento controlado.
Figura 11 – Diagrama em blocos do controle escalar a laço-fechado.
Fonte: Autoria própria
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3 FUNDAMENTOS DE REDES NEURAIS ARTIFICIAIS
Por anos o desenvolvimento de sistemas autônomos com capacidade de aprender e
se adaptar têm sido sonho e objetivo de diversos cientistas. Embora as primeiras pes-
quisas na área de sistemas inteligentes foram publicadas há mais de 50 anos, resultados
que colocaram em destaque essa linha de pesquisa apareceram no início dos anos 1990,
onde a tecnologia proporcionou a implementação das técnicas computacionais envolvidas
(NUNES; SPATTI; FLAUZINO, 2010).
A inteligência computacional é um conjunto de técnicas de modelagem e computação
que são também denominadas como Sistemas Inteligentes (SI) ou "Soft Computing” (ZA-
DEH, 1994). Dentre as ferramentas constituintes da inteligência computacional destacam-
se as RNAs, a Lógica Nebulosa ("Fuzzy Logic”), Algoritmos Genéticos (AG).
As RNA são modelos matemáticos que utilizam processamento paralelo, que tem capa-
cidade de se adaptar com um grande número de unidades simples de processamento. As
redes são modeladas de forma a mapear algumas características biológicas do neurônio.
Com a aplicação das redes neurais artificiais, é possível desenvolver sistemas capazes
de realizar a predição sobre o comportamento de um processo, classificação de padrões,
controle de processos, aproximador universal de funções entre outras.
As aplicações que envolvem as redes neurais artificiais são crescentes, possibilitando
uma alternativa aos métodos convencionais com o aumento do poder computacional dos
microprocessadores. Várias pesquisas têm mostrado seu desempenho no tratamento das
não-linearidades de sistemas dinâmicos, cujo equacionamento é árduo ou com níveis sig-
nificativos de particularidades devido a aproximações aos sistemas lineares.
3.1 O NEURÔNIO ARTIFICIAL
O neurônio artificial é uma unidade de processamento de uma rede neural artificial.
Cada unidade possui uma ou mais entradas (x1; ...;xm) e uma saída (y). Cada entrada
é associada a um peso sináptico (w1; ...;wm) que pondera a entrada em relação à saída.
Os produtos (entradas x pesos) são somados juntamente com um limiar de ativação do
neurônio (b). O resultado dessa soma (v) é a variável independente de uma função de
ativação (ϕ(.)) que resulta numa saída (y). A figura 12 mostra uma representação do
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neurônio artificial.
Figura 12 – O neurônio artificial.
Fonte: Autoria própria
O neurônio é descrito matematicamente por:
y= ϕ
(
m
∑
j=1
w j · x j+b
)
(67)
onde:
j é o número de entradas do neurônio;
w j é o peso associado com a j-ésima entrada;
b é o limiar de ativação associado ao neurônio;
x j é a j-ésima entrada do neurônio;
ϕ(.) é a função de ativação do neurônio;
y é a saída do neurônio.
O limiar de ativação aplica um offset na resultante da soma das entradas ponderadas
pelos respectivos pesos sinápticos, resultando na saída do combinador linear v. A variável
v, como mostra a figura 12 é a saída do "campo local induzido” descrito em Haykin (2001).
Dessa forma, a saída que relaciona o campo local com o combinador linear conforme a
aplicação de um valor de b é apresentado na figura 13.
A função de ativação ϕ(.) define a saída de um neurônio em função do campo local
induzido v. Dentre as funções de ativação comumente utilizadas destacam-se as funções
descontínuas, como no caso das funções degrau, degrau bipolar, linear com saturação
e as funções contínuas como a logística e a tangente hiperbólica. Suas representações
gráficas e matemáticas são mostradas na tabela 7 e suas descrições em (NUNES; SPATTI;
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FLAUZINO, 2010).
Figura 13 – Resposta do combinador linear em relação a variação de b.
Fonte: Autoria própria
Tabela 7 – Funções de Ativação.
Tipo Equação Função
Degrau ϕ(v) =
{
1, se v≥ 0
0, se v< 0
Degrau Simétrico ϕ(v) =
{
1, se v≥ 0
−1, se v< 0
Linear com saturação
ϕ(v) =

a, se v> a
v, se −a≤ v≤ a
−a, se v< a
Logística ϕ(v) = 11+e(−β ·v)
Tangente Hiperbólica ϕ(v) = 1−e
(−β ·v)
1+e(−β ·v)
Fonte: Autoria própria
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3.2 ARQUITETURA DAS REDES NEURAIS ARTIFICIAIS
As redes neurais são classificadas conforme os arranjos de seus neurônios, uns em
relação aos outros e através do direcionamento das conexões sinápticas. Uma infinidade
de diferentes topologias podem sem implementadas, sendo essas determinadas quantita-
tivamente pelo número de neurônios usados na RNA e pelas funções de ativação. Basica-
mente, uma rede neural é composta por três camadas. A primeira camada é a que recebe
os sinais de entrada, denominada Camada de Entrada. A segunda camada é denominada
Camada Intermediária ou Oculta. Essa camada tem como função extrair as característi-
cas associadas ao sistema a ser inferido (NUNES; SPATTI; FLAUZINO, 2010). Uma RNA
pode ser formada por uma ou mais camadas intermediárias. A terceira camada, deno-
minada Camada de Saída, apresenta os resultados processados pela camada oculta. A
figura 14 apresenta as camadas de entrada, oculta e de saída de uma RNA.
Figura 14 – Camadas de entrada, oculta e de saída de uma RNA.
Fonte: Autoria própria
Dentre as principais redes neurais, as redes alimentadas adiante de camada única,
redes alimentadas adiante de múltiplas camadas, as redes recorrentes e as redes reticula-
das são mencionadas na literatura, como em Haykin (2001), Bose (2001), Nunes, Spatti e
Flauzino (2010). Neste trabalho são utilizadas as redes alimentadas adiante de múltiplas
camadas (Feedforward Multilayer Network).
3.2.1 Redes Alimentadas Adiante de Múltiplas Camadas
As redes alimentadas adiante de múltipla camadas têm como principal característica ser
constituída por uma ou mais camadas ocultas, possibilitando apresentar características in-
51
trínsecas do processo, mapeando as entradas e saídas, através das conexões sinápticas.
De forma geral, essa estrutura tem a capacidade de generalizar resultados de um domínio
delimitado pelos dados de entrada e saída apresentados durante o processo de treina-
mento. Uma das redes que utiliza essa topologia é a Perceptron Multicamada (PMC), que
será apresentada na Seção 3.4.
3.3 TREINAMENTO DAS REDES NEURAIS ARTIFICIAIS
As redes neurais têm a capacidade de aprendizado, ou seja, aplica-se um processo
de treinamento no qual a rede aprende, fazendo-se os ajustes de seus pesos sinápticos, a
relação entre as entradas e saídas de um determinado sistema. O processo de treinamento
é dividido em duas categorias: supervisionado e não-supervisionado.
No processo de treinamento supervisionado os padrões de dados de entrada são apre-
sentados à rede, e a saída é calculada. A diferença entre a resposta da rede em relação à
saída desejada é utilizada como parâmetro de ajuste dos pesos sinápticos. Esse processo
se repete para todos os padrões apresentados à rede ciclicamente até que o erro tenha
um valor aceitável. Diz-se então que um supervisor monitora a resposta da rede referente
a um padrão de dados de entrada, atuando quando esta difere de um valor esperado.
Diferentemente, no treinamento não-supervisionado, não há um valor de saída previ-
amente conhecido para um dado padrão de entrada. Nesse processo, a rede deve se
auto-organizar de forma a identificar os subconjuntos que os caracteriza. Os pesos sináp-
ticos, bem como os limiares dos neurônios são ajustados de forma a melhor representar
as saídas com relação às características dos dados de entrada.
Existem diversas arquiteturas de redes onde cada uma delas possui um algoritmo de
treinamento próprio. Neste trabalho a rede Perceptron Multicamada é utilizada a qual pos-
sui como uma de suas propriedades a capacidade de generalização de soluções quando
atuando como aproximador universal de funções. Em outras palavras, ela aprende através
de um conjunto de padrões de entrada e generaliza resultados para padrões de entradas
desconhecidos aos utilizados no processo de treinamento.
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3.4 REDE PERCEPTRON MULTICAMADA
A proposta de McCulloch e Pitts em 1943 introduz o conceito de redes neurais como
elementos computacionais. Posteriormente, em 1949, Hebb apresenta a primeira regra de
aprendizagem auto-organizada (ROSENBLATT, 1958). Em 1958, Frank Rosenblatt propõe
o perceptron com aprendizagem supervisionada. A estrutura de um neurônio perceptron
é constituída por um elemento processador com pesos sinápticos ajustáveis, conforme
apresentado na figura 12. Esta rede, com um único elemento processador, é capaz de
apenas realizar a classificação de padrões linearmente separáveis (HAYKIN, 2001). Esse
fato desencorajou os pesquisadores a dar continuidade aos estudos do perceptron, uma
vez que a convergência do algoritmo não era garantida.
Em 1963 o trabalho de Levenberg e Marquardt propõe uma alteração do método dos
mínimos quadráticos de Gauss-Newton, usados comumente em problemas de otimização,
por introdução de uma taxa variável somada ao produto da matriz Jacobiana pela sua
transposta que resulta da derivada do erro (HAGAN; MENHAJ, 1994). O algoritmo back-
propagation trabalha com a hipótese de que ocorre uma variação negativa do erro a cada
iteração. Com a alteração proposta por Levenberg e Marquardt o algoritmo ficou flexível,
podendo variar a taxa de erro apresentada a cada iteração, resolvendo assim o problema
de convergência.
3.4.1 Algoritmo de Treinamento "Backpropagation”
O algoritmo "Backpropagation” é utilizado no treinamento das redes perceptrons multica-
madas, podendo ser dividido em duas etapas, a saber: Passo Forward e Passo Backward.
• Passo Forward - Um padrão de dados é apresentado às entradas da rede e as saídas
de cada neurônio a propaga até a entrada seguinte de forma a se obter a saída da
rede.
• Passo Backward - Faz o caminho oposto, ou seja, a partir da saída, calcula-se o
erro que será propagado para os neurônios das camadas anteriores. Com o erro
calculado, são executados os ajustes dos pesos sinápticos associados às entrada de
cada neurônio.
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O erro na saída da rede é usado no processo de ajuste dos pesos e limiares, conforme
demonstrado em Haykin (2001), Nunes, Spatti e Flauzino (2010). Expandindo o equacio-
namento de (67) para i amostras, baseado na figura 12, obtém-se:
vk(i) =
m
∑
j=1
x j ·w j+bk (68)
yk(i) = ϕk(vk(i)) (69)
onde:
m é o número de entradas do neurônio;
w j é o peso associado com a j-ésima entrada;
b é o limiar de ativação associado ao neurônio;
x j é a j-ésima entrada do neurônio;
vk(i) é a resposta ponderada do k-ésimo neurônio em relação ao instante i;
ϕk(.) é a função de ativação do k-ésimo neurônio;
yk(i) é a saída do neurônio do k-ésimo neurônio em relação ao instante i.
Cada neurônio artificial computa os sinais de entrada à saída. As funções de ativação
não lineares são normalmente usadas, tais como a função logística e a tangente hiper-
bólica. O erro produzido pelo k-ésimo neurônio de saída quando a ele é apresentado o
i-ésimo vetor de entrada relacionado com os pesos (wk) do k-ésimo neurônio é usado para
o ajuste dos pesos sinápticos. Este erro é calculado por:
ek(i) = dk(i)− yk(i) (70)
onde dk(i) é a saída desejada do k-ésimo neurônio de saída.
Com a soma de todos os erros quadráticos produzidos por todos os neurônios de saída
da rede em relação à i-ésima iteração, tem-se:
E(i) =
1
2
p
∑
k=1
e2k(i) (71)
onde p é o número de neurônios de saída.
Para uma configuração ótima dos pesos sinápticos, E(i) é minimizado pelo ajuste dos
pesos wk j. Os pesos associados à camada de saída da rede são ajustados conforme a
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seguinte expressão:
Ek j(i+1)← wk j(i)−η ∂E(i)∂wk j(i) (72)
onde wk j é o peso que conecta o k-ésimo neurônio da camada de saída ao j-ésimo neurô-
nio da camada anterior e η é a constante que determina a taxa de aprendizado do algoritmo
de retro-propagação. De forma análoga são feitos os ajustes dos pesos pertencentes às
camadas ocultas. O algoritmo de correção são detalhados em Haykin (2001) e Nunes,
Spatti e Flauzino (2010).
O algoritmo de retro-propagação tende a um tempo longo de convergência, o que
aumenta o esforço computacional. Dentre as técnicas de otimização que têm sido in-
corporadas ao algoritmo de retro-propagação, neste trabalho foi utilizado o algoritmo de
Levenberg-Marquardt (HAGAN; MENHAJ, 1994).
Esse algoritmo utiliza um método de gradiente descendente de segunda ordem, com
base no método dos mínimos quadrados para modelos não-lineares. Esse método também
é apresentado em Haykin (2001) e Nunes, Spatti e Flauzino (2010).
3.4.2 Rede Perceptron Multicamadas de Entradas Atrasadas no Tempo
As redes PMC de entradas atrasadas no tempo Time Delay Neural Network (TDNN)
também são de arquitetura feedforward. Essa rede foi primeiramente apresentada por
Lang e Hinton (1988) e Waibel et al. (1989). A rede calcula sua saída em função de
valores de entradas anteriores, ou seja:
x(t) = f (x(t−1),x(t−2), ...,x(t−np)) (73)
onde np é a ordem dos atrasos do preditor.
Desse modo, uma PMC aplicada em processos variantes no tempo tem configuração
conforme apresentado na figura 15. Nota-se que os atrasos são aplicados somente na
camada de entrada, denominada de TDNN com configuração focada (focused time-lagged
feedforward network) (NUNES; SPATTI; FLAUZINO, 2010). Diferentemente ao TDNN apre-
sentado por Waibel et al. (1989), onde ocorre a inserção dos atrasos em todas as camadas
da rede. O atraso das variáveis de entrada garante que a saída dependa do comporta-
mento temporal do processo.
A resposta da rede representada na figura mostra que a PMC recebe as np entradas
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Figura 15 – Topologia de PMC com entradas atrasadas no tempo.
Fonte: Autoria própria
{x(t−1),x(t−2), ...,x(t−np)}, e então, ela prediz qual seria a resposta x(t), apresentado
por y(t).
Durante o processo de treinamento, o algoritmo tem como objetivo ajustar os pesos si-
nápticos visando minimizar o erro E(t) entre x(t) e y(t). Embora o processo de treinamento
seja similar ao PMC convencional e o aprendizado é feito de maneira idêntica, deve-se to-
mar o cuidado com a forma que os dados são apresentados a rede (NUNES; SPATTI;
FLAUZINO, 2010).
Até aqui foi apresentada a TDNN como preditor em sistemas variantes no tempo. A
proposta desse trabalho é o uso da TDNN com atraso focado, apresentado em (NUNES;
SPATTI; FLAUZINO, 2010), com treinamento supervisionado a fim de estimar a velocidade
do motor de indução trifásico quando este é acionado por um driver com controle escalar a
laço-fechado. Para isso, a rede TDNN opera como um aproximador universal de funções.
Dessa forma, foram realizadas duas modificações na TDNN. A primeira modificação é no
vetor das variáveis de entrada, que tem como primeira amostra o valor atual da variável, e
não mais a entrada com um atraso de uma amostra (x(t− 1)). Como um aproximador de
funções, a segunda alteração é no sentido de que a saída da rede apresenta a velocidade
estimada do MIT. A figura 16 mostra a TDNN na configuração descrita.
Figura 16 – Rede TDNN como aproximador universal de função.
Fonte: Autoria própria
O metodologia de treinamento é similar a rede TDNN como preditor. Entretanto, deve
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ser observado que os vetores de entrada são compostos também com a amostra atual da
variável e a saída desejada. Neste trabalho a variável de saída é a velocidade estimada do
eixo.
A TDNN apresentada pode também desempenhar o papel de aproximador universal
de funções. Neste trabalho os atrasos amostrais utilizados no estimador de velocidade
também contribui para minimizar os efeitos de uma possível variação repentina da corrente
elétrica e também dos ruídos dos sinais de entrada, ou seja, a TDNN também atua como
um filtro das variáveis de entrada. A metodologia que descreve a maneira como os dados
de treinamento e validação são adquiridos e tratados também são etapas importante para
que as redes neurais, de uma forma geral, tenham um desempenho satisfatório.
Neste Capítulo são apresentados alguns aspectos referente aos neurônios artificiais
e as arquiteturas das redes alimentada adiante de múltiplas camadas perceptron e seu
algoritmo de treinamento. Também foi apresentada as redes de entradas atrasadas no
tempo, ressaltando na rede TDNN com configuração focada, que é também objeto de
estudo dessa dissertação.
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4 ESTIMADOR NEURAL DE VELOCIDADE EM MOTORES DE INDUÇÃO
TRIFÁSICOS ACIONADOS POR DRIVER DE CONTROLE ESCALAR
O uso das técnicas sensorless no controle de máquinas elétricas é hoje uma realidade
em diversos drivers comerciais de aplicações industriais. Isso reduz consideravelmente o
custo de implementação dos sistemas de controle, uma vez que os sensores de veloci-
dade com precisão e nível de ruído satisfatório possuem custo elevado. As pesquisas por
estimadores de velocidade precisos e estáveis estão em constante processo de evolução
e desenvolvimento como apresentado no Capítulo 1.
Neste Capítulo são apresentados os resultados obtidos pelo estimador neural aplicado
a um driver de controle escalar do MIT. Primeiramente, é apresentada a metodologia para
obtenção dos dados que são utilizados no processo de treinamento e validação da RNA.
Posteriormente, são apresentados os resultados obtidos em simulações seguidos dos da-
dos adquiridos em uma bancada experimental.
4.1 TRATAMENTO DE DADOS PARA TREINAMENTO E VALIDAÇÃO DA PROPOSTA
As simulações executadas formam um conjunto de dados, o qual é usado no processo
de treinamento e validação, conforme o diagrama em blocos da figura 10 (Seção 2.5). No
referido diagrama, as configurações do motor de indução e do método de acionamento
são previamente apresentados. De forma a adquirir os dados de simulação com uma fide-
lidade satisfatória do modelo em relação aos dados reais, algumas considerações foram
seguidas, tais como:
• A simulação do modelo do MIT, bem como os dispositivos de eletrônica de potência,
foram executadas em tempo discreto;
• Foram utilizados Filtros Passa-Baixas (FPB) no condicionamento dos sinais das ten-
sões e correntes;
• Os sinais das tensões e correntes são digitalizados a uma taxa de seis mil amostras
por segundo (6k samples/s), da mesma forma que são implementados na validação
experimental, após seu respectivo condicionamento, para o ajuste do nível de tensão
e aplicação do conversor Analógico/Digital (A/D)
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As tensões sintetizadas pelo inversor de tensão trifásico e as correntes drenadas pela
máquina, devido às características do chaveamento do inversor, possuem um elevado ní-
vel de ruído. A fim de se contornar esse efeito, é utilizado um FPB de segunda ordem
ajustado para uma frequência de corte de 600Hz. Esses sinais, agora com características
senoidais, precisam ser pré-processados de forma a se extrair as informações que possam
ser utilizadas para mapear a velocidade do MIT em função dessas variáveis.
Alguns trabalhos que utilizam a tensão e/ou a corrente do MIT como variável de en-
trada dos estimadores são apresentados em (YOKSEL; MEHMET, 2011) e em (MUSTAFA;
MUSTAFA; AHMED, 2009) os quais utilizam essas variáveis nos eixos de coordenadas sín-
crona e estacionária, respectivamente, nas aplicações de seus estimadores. Um estudo
entre estruturas de estimadores neurais de velocidade de MIT acionado diretamente pela
rede elétrica é apresentado em (GOEDTEL et al., 2010), onde somente a corrente eficaz
foi utilizada como variável de entrada.
A proposta de tratamento de dados deste trabalho consiste em utilizar os sinais de
tensão e corrente nos eixos de coordenadas dq0. Para isso, as variáveis de tensão e cor-
rentes, primeiramente no eixo de coordenadas estacionária abc, são transformadas para o
eixo de coordenadas estacionária αβ0, sendo o sinal das tensões nesse eixo de referên-
cia utilizado no Phase Locked Loop (PLL). Posteriormente, esses sinais são transformados
para o eixo de coordenadas síncrona dq0. Para essa última transformação de eixos de re-
ferência, são utilizados os sinais de sincronismos (seno e cosseno) do PLL, os quais estão
síncronos com o sinal de entrada. No presente trabalho utilizou-se a tensão aplicada no
MIT como sinal de referência para o PLL. O diagrama em blocos que representa método
de tratamento de dados é mostrado na figura 17.
Figura 17 – Diagrama em blocos do processamento de dados.
Fonte: Autoria própria
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O algoritmo do PLL utilizado neste trabalho é baseado no sistema p-PLL monofásico
descrito em Silva et al. (2009), modificado para trabalhar em sistema trifásico. Esse sistema
PLL se fundamenta na teoria da potência ativa instantânea trifásica, onde o sistema p-
PLL é desenvolvido no eixo de sistemas de coordenadas estacionária bifásicas (αβ ). A
potência ativa instantânea trifásica pode ser representada de duas formas, trifásica ou
bifásica, ambas nos eixos de referência estacionário, como segue:
p= van · ia+ vbn · ib+ vcn · ic = vα · iα + vβ · iβ (74)
onde van, vbn, vcn e ia, ib, ic são, respectivamente, as tensões e correntes no sistema
de eixos estacionários trifásicos (abc) e vα , vβ , iα , iβ são, respectivamente, as tensões
e as correntes no sistema de eixos estacionários bifásicos (αβ ) e p é a potência ativa
instantânea.
O esquema p-PLL trifásico é apresentado na figura 18. Este opera de modo a cancelar
a componente média da potência ativa instantânea fictícia p′. Assim, quando o valor médio
de p′ for zero, o sinal de saída do PLL estará travado com a componente fundamental do
sinal de entrada, ou seja, o sinal de saída seno(ω ·t−pi/2) estará em fase com a tensão vα .
O comportamento dinâmico do p-PLL é definido pelo controlador PI, que atua na frequência
angular (ω = 2pi f ), onde f é a frequência da componente fundamental do sinal de entrada.
O angulo θ = ω · t é obtido pela integração da frequência angular ω . Portanto, θ é usado
para calcular as correntes fictícias i′α e i′β . Para cancelar a parcela contínua da potência
p′ as correntes fictícias i′α e i′β devem ser ortogonais às tensão vα e vβ respectivamente
(SILVA et al., 2009).
Figura 18 – Diagrama em blocos do sistema p-PLL trifásico.
Fonte: Autoria própria
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4.2 ESTIMADOR NEURAL DE VELOCIDADE
As redes neurais artificiais têm se mostrado eficiente nas mais diversas aplicações na
engenharia. Nesse trabalho uma estrutura neural é aplicada na estimação de velocidade
de um motor de indução trifásico quando este é acionado por um inversor de frequência
com controle escalar a laço-aberto e no controle realimentado.
Para compor o conjunto de dados de treinamento foram realizadas diversas simulações
do modelo matemático do MIT implementado no ambiente Matlab/Simulink. As simulações
realizadas compreendem o MIT operando numa faixa de 1 Hz a 60 Hz, variando com o
passo de 1 Hz na faixa de 6 Hz a 60 Hz e 0,3 Hz na faixa entre 1 a 6 Hz, totalizando 75
frequências de operação, da partida ao regime permanente. Observa-se que nas baixas
frequências foi adquirida uma maior concentração amostral devido a dificuldade encon-
trada no mapeamento da resposta dinâmica de velocidade nessa região de operação pela
RNA proposta. Ainda, para cada ponto de operação de frequência do controle escalar, fo-
ram utilizados 5 valores de conjugado resistente de carga, variando de 0,1 N.m a 4,1 N.m
com incremento de 1 N.m. Para cada simulação, foram também aplicadas variações desse
conjugado de carga após atingido o regime permanente, a fim de que o conjunto de treina-
mento caracterize a dinâmica da máquina a essa variação, aproximando-a das condições
de operação em ambientes industriais. Por fim, foram executadas 375 simulações para
compor o conjunto de dados de treinamento. A tabela 8 apresenta de forma sintetizada as
condições de simulação para a composição do banco de dados.
Tabela 8 – Condições gerais de aquisição de dados das simulações
Região de operação 1-60Hz
Intervalo de frequências de operação 1 1 Hz operando de 6-60 Hz
Intervalo de frequências de operação 2 0,3 Hz operando de 1-6 Hz
Total de frequências de operação 75
Intervalos de conjugado de carga 1 N.m variando de 0,1-4,1 N.m
Região de operação do estimador 1 Hz a 60 Hz
Total de simulações 375
Fonte: Autoria própria
Para que a RNA aprenda todo o comportamento dinâmico do sistema é utilizada uma
proporção entre os dados transitórios e em regime permanente de 20:1. Fazendo-se uso
desse procedimento tem-se o reforço do treinamento da RNA durante os transitórios. Os
dados não utilizados durante o treinamento são destinados ao processo de validação da
RNA.
61
Para exemplificação, as figuras 19, 20 e 21 apresentam os dados adquiridos de corren-
tes id e iq, vd e vq e a velocidade da máquina operando com 30 Hz e com torque de carga
em regime permanente de 4,1 N.m e variação desse conjugado em 0,6 segundos e em
0,95 segundos a laço-aberto.
Figura 19 – Correntes id e iq do MIT acionado pelo inversor de tensão com controle escalar a 30Hz.
Fonte: Autoria própria
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Figura 20 – Tensões vd e vq do MIT acionado pelo inversor de tensão com controle escalar a 30Hz.
Fonte: Autoria própria
Figura 21 – Velocidade do MIT acionado pelo inversor de tensão com controle escalar a 30Hz.
Fonte: Autoria própria
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De posse desses dados, foram realizados atrasos amostrais de ordem quatro nas va-
riáveis de tensão e corrente, conforme apresentado no Capítulo 3, formando o conjunto de
treinamento, constituída por quatro variáveis de entrada, onde cada uma é composta por
{x(t),x(t−1),x(t−2),x(t−3),x(t−4)}, ou seja, para cada entrada da RNA são utilizadas
seus valores atuais e atrasos amostras de ordem 4. Durante o processo de treinamento
e validação a DTNN de ordem 4 foi a que apresentou os melhores resultados. Nos testes
realizados com atrasos amostrais de ordem maior a RNA apresentou overfiting.
A estrutura do conjunto inversor fonte de tensão com controle escalar, processamento
de dados e estimador neural de velocidade é apresentada na figura 22.
Figura 22 – Estrutura de treinamento e teste do estimador.
Fonte: Autoria própria
Para que o estimador proposto seja generalista com relação a do motor de indução
acionado, foi adotada a normalização com os valores máximos de todas as variáveis de
entrada e saída. Dessa forma, objetiva-se que o estimador tenha performance satisfatória
mesmo para uma máquina cujos parâmetros são diferentes daqueles usados nas simula-
ções. A tabela 9 apresenta os parâmetros estruturais da RNA, onde a convergência do
processo de treinamento ocorreu em 312 épocas.
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Tabela 9 – Parâmetros das RNAs
Arquitetura da rede Perceptron Multimadas TDNN
Tipo de treinamento Supervisionado
Número de camadas 3
Número de neurônios na
1acamada escondida 6
Número de neurônios na
2a camada escondida 21
Algoritmo de treinamento Levenberg-Marquardt
Taxa de aprendizagem 5 ·10−2
Número máximo de épocas 3000
Erro quadrático requerido 1 ·10−2
Função de ativação dos neurônios
das camadas escondidas Tangente hiperbólica
Função de ativação do neurônio
da camada de saída Linear
Fonte: Autoria própria
4.3 VALIDAÇÃO COMPUTACIONAL
A RNA foi treinada através de dados obtidos nas várias simulações do modelo do MIT
acionado por um inversor de tensão trifásico com controle escalar.
O primeiro teste de validação é realizado ainda com dados de simulação, só que em
duas situações, a saber: i) O estimador neural é testado como um observador de velo-
cidade, onde o controle escalar a laço-fechado utiliza a medida direta da velocidade na
realimentação, como apresentado anteriormente na figura 11; ii) a velocidade estimada é
usada na realimentação do controle escalar, conforme figura 23.
Utiliza-se neste trabalho o mesmo controlador PI para a estratégia de controle escalar
com a medida direta de velocidade e naquela baseada no estimador de velocidade. O
projeto dos ganhos do controlador PI considera a função de transferência da planta G(s) =
Y (s)/U(s) onde Y (s) é a saída da função, que no caso, é a velocidade e a entrada U(s) é
a frequência da tensão de alimentação da máquina, conforme apresentado na figura 24.
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Figura 23 – Diagrama em blocos do controle escalar a laço-fechado com o estimador neural.
Fonte: Autoria própria
Para encontrar a função G(s) levou-se em consideração que a dinâmica mecânica pre-
domina em relação à elétrica (SUETAKE; SILVA; GOEDTEL, 2011). Com as curvas de
entradas e saídas adquiridas nas simulações, foi realizada a identificação e projeto do con-
trole da planta G(s). A figura 24 mostra um diagrama em blocos genérico para sistemas a
laço-aberto.
Figura 24 – Diagrama em blocos de uma planta genérica a laço-aberto.
Fonte: Autoria própria
4.3.1 Identificação e Controle da Planta
A modelagem e identificação de um sistema consiste na determinação do modelo mate-
mático que representa seus aspectos essenciais de forma adequada para uma utilização
particular; ou seja, para o diagnóstico, a supervisão, a otimização ou o controle. Em um
processo de identificação de sistemas, diferentes procedimentos para a geração do sinal
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de entrada, medição do sinal de saída são utilizados, a saber: identificação pelo teste
de resposta ao degrau, pela resposta em frequência, identificação on-line e identificação
off-line, descritos em Coelho e Coelho (2004). Neste trabalho foi adotado o método de
identificação pelo teste de resposta ao degrau, onde o processo é submetido a uma mu-
dança na entrada do tipo degrau e a saída é armazenada. Com a curva de reação da saída
do processo faz-se então o uso de uma técnica gráfica, numérica ou computacional para
modelar o sistema por funções de primeira ou segunda ordem.
A velocidade do MIT possui, para valores médios, uma boa aproximação a uma função
de transferência de primeira ordem, como será apresentado posteriormente. Usualmente,
um modelo de uma função de transferência de primeira ordem com atraso de transporte é
descrito da seguinte forma:
Gp(s) =
Y (s)
U(s)
=
Ke−θs
τs+1
(75)
onde s é o operador Laplace (s = d/dt), K é o ganho, θ é o atraso de transporte e τ é a
constante de tempo do sistema.
Em projetos de sistemas de controle, pode-se adotar uma base de comparação entre os
vários sistemas identificados, cada um por uma metodologia de identificação. Conforme
Coelho e Coelho (2004), existem diversos métodos de identificação de sistemas que são
baseados na resposta ao degrau para a identificação de K, τ , e θ . Dentre tais métodos
aqueles apresentados por Ziegler e Nichols (1942) e Smith (1985) são utilizados neste
trabalho.
Para os métodos de identificação mencionados, será levada em consideração a análise
da resposta ao degrau do MIT, através de simulação, com valores nominais de operação,
ou seja, 220V, 60 Hz e com 4,1 N.m de conjugado de carga. A resposta ao degrau, com o
MIT sob as condições apresentadas, é a mostrada na figura 25.
No método de Ziegler e Nichols (1942) e Smith (1985), os parâmetros K, τ , e θ são
calculados conforme representação da figura 26, onde a reta é traçada entre os pontos
de máxima inclinação da curva. O atraso θ é o intervalo de tempo entre a aplicação do
degrau e o tempo t1 em que a reta y(t) = y(0). A constante τ é determinada pelo intervalo
de tempo entre t1 e o instante t2 em que a reta passa por ym. O ganho K é calculado pela
equação (76).
K =
∆y
∆u
(76)
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Figura 25 – Resposta ao degrau do MIT em condições nominais.
Fonte: Autoria própria
Figura 26 – Método de Ziegler/Nichols para identificação de processos de primeira ordem.
Fonte: Autoria própria
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Utilizando os dados obtidos pela análise da figura 26 pode-se notar que o atraso θ = 0,
τ = 0,307 e aplicando os resultados obtidos na equação (76) obtém-se:
K =
∆y
∆u
=
174,5
60
= 2,908
Já para o método de Smith, são também marcados dois instantes de tempo, t1 e t2, cor-
respondentes às passagens da resposta pelos pontos y(0)+0,283y(∞) e y(0)+0,632y(∞),
respectivamente, conforme apresentado na figura 27 (COELHO; COELHO, 2004). O ga-
nho K também é obtido pela equação (76). Os parâmetros τ e θ são obtidos conforme
equações (77) e (78), respectivamente.
τ = 1,5(t2− t1) (77)
θ = t2− τ (78)
Figura 27 – Método de Smith para identificação de processos de primeira ordem.
Fonte: Autoria própria
Uma vez que o ganho K permanece o mesmo encontrado anteriormente, os demais
parâmetros podem ser determinados pelas equações (77) e (78), substituindo os dados
obtidos na figura 27, como segue:
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τ = 1,5(t2− t1) = 1,5(0,195−0,085) = 0,165
θ = t2− τ = 0,195−0,165= 0,03
As funções de transferência obtidas pelos métodos de Ziegler e Nichols (1942) e Smith
(1985) são expressas por (79) e (80), respectivamente.
Gp(s) =
2,908
0,307s+1
(79)
Gp(s) =
2,908
0,165s+1
e−0,03s (80)
A figura 28 mostra a resposta ao degrau para o modelo do MIT, para os modelos apro-
ximados pelos métodos apresentados e para o modelo aproximado pelo método de Smith
desconsiderando o atraso de transporte (θ ).
Figura 28 – Comparação das respostas ao degrau do modelo do MIT e dos modelos aproximados.
Fonte: Autoria própria
A seleção do modelo que tem a melhor resposta a qual representa um sistema real pode
ser feita pela comparação entre o Erro Relativo Médio (ERM) gerado por cada modelo. O
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ERM é calculado como
J =
1
n
n
∑
i=1
e(i) (81)
onde n é o número de amostras, e(i) representa o erro entre a saída medida e a saída
estimada para a i-ésima amostra.
A tabela 10 apresenta o ERM calculado para as respostas dos modelos encontrados,
cujas curvas são apresentadas na figura 28.
Tabela 10 – Erro relativo médio dos modelos aproximados
Modelo ERM(%) do modelo
Ziegler/Nichols 16,318
Smith 7,002
Smith s/ atraso 9,737
Fonte: Autoria própria
A figura 29 apresenta as curvas do erro relativo para as respostas dos modelos aproxi-
mados.
Figura 29 – Curvas de erro relativo dos modelos aproximados.
Fonte: Autoria própria
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Os modelos com melhor aproximação foram os que tiveram parâmetros estimados pelo
método de Smith. Com os dois modelos que utilizaram esse método possuem resultados
semelhantes, para simplificar o projeto do controlador, nesse trabalho é utilizado o modelo
de planta desconsiderando o atraso, o qual é representado pela equação (82).
Gp(s) =
2,908
0,165s+1
(82)
Com a planta do sistema identificada desenvolve-se o projeto do controlador PI. A meto-
dologia de projeto dos ganhos do controlador PI utilizada é apresentada em (SILVA, 2001),
que apresenta a função de transferência do compensador Gc(s), como segue:
Gc(s) =
Kps+Ki
s
(83)
onde Kp é o ganho proporcional e Ki é o ganho integrativo.
O diagrama em blocos do controle escalar a laço-fechado é apresentado na figura 30.
O controle PI, representado por Gc(s), é implementado na malha de escorregamento. Re-
solvendo a malha de realimentação positiva da planta, o diagrama em blocos da figura 30
é reduzido, como mostra a figura 31.
Figura 30 – Diagrama em blocos controle escalar a laço-fechado.
Fonte: Autoria própria
Figura 31 – Diagrama em blocos simplificado do controle escalar a laço-fechado.
Fonte: Autoria própria
A resposta em frequência da planta é mostrado na figura 32. Utiliza-se como parâmetro
de projeto um margem de fase de 50◦ e uma frequência de cruzamento = 3 Hz, ou ainda,
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18,85 rad/s, fazendo com que a resposta do sistema seja suave e com reduzido overshooot.
A baixa frequência de cruzamento faz com que o controlador tenha maior imunidade aos
ruídos de alta frequência, no entanto, aumenta o tempo necessário para a estabilização do
regime permanente.
O procedimento adotado para o projeto dos ganho do controlador PI, como em Silva
(2001), é mostrado no Anexo A. O ganho Kp encontrado é 1,235 Ω e o Ki é 3,273 Ω/s.
A resposta em frequência do sistema compensado é apresentado na figura 33, onde são
mostrados que a fase resultante ficou em aproximadamente 50,2◦ e com ganho tendendo
a zero na frequência de cruzamento.
A função G(s) utilizada no projeto do controlador PI é uma aproximação da planta real,
fazendo com que os ganhos do compensador possam não apresentar exatamente o com-
portamento desejado. Com o objetivo de minimizar esse efeito, toma-se como base os
ganhos projetados, e através de testes com o sistema operando sob variação da referência
de velocidade e do conjugado resistente do MIT na bancada de ensaios experimentais,
foram realizados ajustes nos ganhos do compensador a fim de se ter uma melhor resposta
do sistema. Por final, o ganhos utilizados são: Kp = 1,2 Ω e Ki = 1,5 Ω/s.
Figura 32 – Resposta em frequência da planta.
Fonte: Autoria própria
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Figura 33 – Resposta em frequência do sistema em laço-fechado.
Fonte: Autoria própria
4.3.2 Metodologia de Treinamento e Validação da RNA
A metodologia proposta neste trabalho está representada na figura 34, onde o diagrama
em blocos mostra a estrutura formada entre a modelagem e a experimentação executadas
entre os passos 1 a 9.
Na primeira fase ocorre a modelagem do MIT, conforme descrito na Seção 2.3 (passo
1). As simulações do MIT, junto ao seu método de acionamento, gera o banco de dados
utilizados no treinamento e no teste da estrutura neural proposta (passos 2, 3 e 4). A pró-
xima etapa é o treinamento da RNA, conforme descrito na seção 3.4 (passo 5). Após o
seu treinamento, a RNA é avaliada através dos dados adquiridos via simulação e arma-
zenados segundo os passos 3 e 4. Este processo é denominado de validação cruzada
(crossvalidation), sendo esse executado nos passos 6 e 7.
Após a validação com os dados de simulação a RNA é implementada num sistema
embarcado como será apresentado na seção 4.4. Uma vez embarcada, são realizados os
testes da RNA com dados experimentais conforme os passos 8 e 9. Os resultados obtidos
com o estimador neural são comparados com a velocidade medida de forma a validar a
RNA (passo 10). Esse processo de validação de uma RNA treinada e validada com dados
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de simulação e posteriormente sua validação com dados experimentais é denominado bi-
validação cruzada, definida por (GOEDTEL, 2007).
Figura 34 – Diagram em blocos da metodologia.
Fonte: Autoria própria
4.3.3 Resultados de Generalização das Simulações
Nesta subseção são abordados os passos 1 a 7 da metodologia apresentada na figura
34. Para os resultados de simulação considera-se que o MIT possui uma carga com torque
linear representada por:
Tl = kt+α ·ωr (84)
onde Tl é o torque mecânico da carga (N.m), α é a constate de proporcionalidade tor-
que/velocidade (N.m/rad/s), ωr é a velocidade angular do rotor e kt é uma constante de
torque mínimo que neste trabalho foi atribuído o valor de 0,1 N.m. Para as simulações a
seguir, foi atribuído que a carga possui um momento de inércia de 5,42 ·10−3 kg.m2. Esse
valor de momento de inércia tem como objetivo testar a RNA para condições diferentes
de carga no MIT, uma vez que o momento de inércia de carga foi desconsiderado quando
realizadas as simulações para composição do conjunto de dados de treinamento.
No decorrer do processo de validação são abordados três formas de avaliação, a saber:
com o controle a laço-aberto (estimador como observador), com o controle a laço-fechado
com o uso da medida direta da velocidade (estimador como observador) e com o controle
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a laço-fechado pela velocidade estimada. A figura 35 mostra os diagramas em blocos das
três formas de testes.
Figura 35 – Diagrama em blocos dos testes realizados no estimador neural: a) com o controle a laço-
aberto, b) com o controle a laço-fechado com o uso da medida direta da velocidade e c)
controle a laço-fechado pela velocidade estimada.
Fonte: Autoria própria
Foram realizados testes em seis situações conforme apresentado na tabela a 11. Essas
referências de operação tem como objetivo avaliar o desempenho do estimador em três
regiões de operação; baixa, média e altas velocidades. Em cada frequência de operação o
estimador neural é testado como observador e posteriormente na realimentação da malha
de controle.
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Tabela 11 – Pontos de operação da proposta (dados de simulação)
Número do Frequência de operação (Hz) Torque de Carga (N.m)
teste Inicial Final Inicial Final
1 6 1,1 1,6
2 21,5 1,1 3,1
3 53 4,4 1,4
4 5 20 0,2 0,4
5 35 50 3,3 4,7
6 52 20 4,4 1,7
Fonte: Autoria própria
Para os testes de 1 a 3 são consideradas uma única referência de velocidades sendo
verificado o desempenho do sistema de controle quando aplicado uma variação do con-
jugado resistente de carga do MIT utilizando a RNA em comparação à medida direta da
velocidade.
As figuras 36 e 37 apresentam os dados obtidos para o teste 1. Na figura 36 o estimador
opera como observador com o sistema de controle realimentado pela medida direta de
velocidade do MIT. Já na figura 37 o estimador opera como elemento sensor de velocidade,
fornecendo a variável para a realimentação da malha de controle.
Figura 36 – Estimador de velocidade como observador para o teste 1.
Fonte: Autoria própria
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Embora o nível de ruído apresentado pelo estimador seja elevado para esse ponto de
operação, o valor médio é bastante aproximado ao valor medido. Neste trabalho não foi
utilizado um filtro na saída do estimador, pois objetiva-se verificar a amplitude de tal osci-
lação. No primeiro teste a velocidade de referência é de 6 Hz, o que pode-se considerar
uma velocidade baixa para a utilização do controle escalar.
Figura 37 – Estimador de velocidade na realimentação da malha de controle para o teste 1.
Fonte: Autoria própria
Nos testes 2 e 3 são apresentados para a máquina operando em 21,5 Hz e 53 Hz,
respectivamente. Os resultados obtidos no teste 2 são apresentados na figura 38 com o
estimador operando como observador de velocidade e na figura 39 como responsável pela
variável de realimentação da malha de controle.
Nas figuras 40 e 41 são mostrados os resultados obtidos no teste 3. Neste teste, foi
considerada uma pequena sobrecarga ao MIT nos primeiros instantes até 1 segundo e,
após isso, este conjugado é reduzido.
Considerando ainda a variação de torque de carga, de forma linear com a velocidade,
os testes de 4 a 6 apresentam o comportamento do sistema quando é dado um degrau
na velocidade de referência. O objetivo deste teste é de validar o estimador de velocidade
frente a variações em degrau do ponto de operação do MIT.
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Figura 38 – Estimador de velocidade como observador para o teste 2.
Fonte: Autoria própria
Figura 39 – Estimador de velocidade na realimentação da malha de controle para o teste 2.
Fonte: Autoria própria
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Figura 40 – Estimador de velocidade como observador para o teste 3.
Fonte: Autoria própria
Figura 41 – Estimador de velocidade na realimentação da malha de controle para o teste 3.
Fonte: Autoria própria
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A figura 42 apresenta o resultado do teste para a variação de 5 Hz para 20 Hz, sob
baixo conjugado de carga em ambos os casos e com o sistema a laço-fechado pela medida
direta de velocidade. Posteriormente, na figura 43, sob condições similares, o controlador
utiliza o erro calculado em relação a velocidade estimada pela RNA. É possível notar nos
dois casos que a oscilação de velocidade é considerável para essa região de operação.
Entretanto, observa-se também que a velocidade estimada seguiu a tendência de oscilação
apresentada pela velocidade medida do MIT.
Vale ressaltar que o objetivo principal é validar a performance do estimador frente a
velocidade medida, e como consequência, a validação do sistema de controle quando este
utiliza a variável estimada para a realimentação.
Os resultados apresentados nas figuras 44 e 45 se referem ao teste 5 da tabela 11,
os quais seguem o mesmo procedimento de avaliação anteriormente apresentado. Para
frequências de operação nas regiões de operação de velocidade mais elevadas (35 Hz
- 50 Hz), a oscilações de velocidade podem ser desconsideradas. Nota-se novamente
que após a elevação da velocidade de referência o conjugado de carga obtido em regime
permanente é superior ao nominal do MIT.
Figura 42 – Estimador de velocidade como observador para o teste 4.
Fonte: Autoria própria
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Figura 43 – Estimador de velocidade na realimentação da malha de controle para o teste 4.
Fonte: Autoria própria
No teste 6 a variação da referência é no sentido de redução de velocidade, conforme
mostram as figuras 46 e 47. O ruído na velocidade estimada apresentada em ambas as
figuras se justifica pela oscilação na corrente que atingiu valores fora do domínio de treina-
mento da RNA, assim como o apresentado em todos os resultados mostrados. Embora o
sistema de controle tenha se mostrado mais oscilatório no transitório de velocidade, após a
alteração da referência de velocidade (em 1 segundo), não foi observado instabilidade, pois
a baixa frequência de cruzamento do sistema compensado atenua as variações abruptas
do erro de velocidade apresentado ao controlador PI. Outra condição que torna o sistema
robusto com relação à instabilidade é o fato de que a dinâmica mecânica é lenta quando
comparada à dinâmica elétrica.
Como pode-se observar nos testes apresentados nas figuras 42 a 45, para o aumento de
velocidade em degrau, e consequentemente de torque, o estimador teve comportamento
semelhante aos testes 1, 2 e 3 no que diz respeito a precisão da velocidade estimada.
Entretanto, quando ocorreu o degrau de redução de velocidade de referência (figuras 46
e 47), o estimador apresentou oscilação da velocidade estimada, e convergindo para a
velocidade estimada após aproximadamente um segundo.
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Figura 44 – Estimador de velocidade como observador para o teste 5.
Fonte: Autoria própria
Figura 45 – Estimador de velocidade na realimentação da malha de controle para o teste 5.
Fonte: Autoria própria
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Figura 46 – Estimador de velocidade como observador para o teste 6.
Fonte: Autoria própria
Figura 47 – Estimador de velocidade na realimentação da malha de controle para o teste 6.
Fonte: Autoria própria
84
A tabela 12 apresenta o ERM para velocidade estimada considerando o estimador como
observador de velocidade (coluna 2) e na realimentação do sistema de controle (coluna 3)
em cada um dos testes computacionais realizados e apresentados nas figuras 36 a 47.
Pode-se observar que os testes 1 e 4 apresentaram maior erro de estimação. Esses testes
ocorreram com a referência nas baixas velocidades de operação, região essa onde os
sinais mensurados possuem elevados níveis de ruídos. Já o elevado erro obtido no teste 6
se deve ao maior tempo necessário para a estabilização da velocidade no primeiro instante
de tempo (de 0 a 1 segundo).
Tabela 12 – ERM do Estimador
Número do ERM (%) do estimador ERM (%) do estimador
teste como observador na realimentação
1 3,56 3,51
2 1,21 1,17
3 0,60 0,67
4 3,39 3,00
5 0,66 0,70
6 3,34 4,21
Fonte: Autoria própria
A tabela 13 apresenta o ERM de velocidade em regime permanente do controle quando
realimentado pela medida direta da variável e estimada cujos resultados foram apresen-
tados nas figuras 36 a 47. O cálculo do ERM para as duas situações e para cada teste
realizado se refere à velocidade medida em relação à referência.
Tabela 13 – ERM do controle de velocidade em regime permanente
Número do ERM (%) do sensor1 ERM (%) do estimador
teste na realimentação na realimentação
1 0,50 1,50
2 1,25 1,25
3 0,86 1,10
4 0,87 0,46
5 0,37 0,52
6 1,13 1,59
Fonte: Autoria própria
1Neste caso, ”sensor” denota a realimentação diretamente da saída do modelo matemático simulado em
ambiente computacional.
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As simulações apresentadas nesta subseção mostram a habilidade das RNAs em esti-
mar a velocidade do motor de indução trifásico durante o transitório até o regime perma-
nente, inclusive nas regiões de baixa velocidade de operação, para um driver de aciona-
mento escalar com modulação SVPWM.
4.4 A BANCADA EXPERIMENTAL
Neste trabalho a experimentação prática visa confrontar os resultados obtidos via simu-
lação de um modelo matemático com a dinâmica do sistema físico. Validar experimental-
mente os sistemas avaliados primeiramente via simulação computacional é uma constante
nos projetos de pesquisas atuais (GOEDTEL, 2007). Nesse propósito, essa Seção é de-
dicada a descrição dos principais componentes do laboratório de ensaios envolvidos no
processo de aquisição de dados experimentais.
A figura 48 apresenta a forma como o laboratório de ensaios de máquinas elétricas está
montado. A estrutura consiste de uma bancada onde estão instalados o MIT, a máquina
de corrente contínua, o torquímetro girante, o encoder e o tacogerador; um quadro de
comando para acionamento das máquinas elétricas, sistemas de refrigeração e controle
da máquina de corrente contínua e a alimentação do inversor de frequência; sensores Hall
de corrente e de tensão do MIT. Tal estrutura tem por base aquela apresentada em Goedtel
(2007) e foi construída com recursos do CNPq, da Fundação Araucária, da FUNTEF e da
UTFPR.
A bancada de ensaios é composta basicamente pela máquina de corrente contínua,
que está acoplada ao MIT intermediado pelo torquímetro girante. Um encoder óptico in-
cremental é acoplado ao eixo estendido do MIT e um tacogerador é acoplado à máquina
de corrente contínua. A figura 49 apresenta a foto da bancada de ensaios. Ainda, nessa
figura, são mostrados os conjuntos de condicionamentos dos sinais: i) de corrente e de
tensão da máquina de corrente contínua, ii) condicionamento de sinais do torquímetro e
iii) a placa de aquisição de dados. A máquina de corrente contínua está configurada para
operar como Gerador de Corrente Contínua (GCC), cujo objetivo é impor conjugado resis-
tente ao MIT. A tensão gerada na armadura do GCC é aplicada à carga resistiva. Dessa
forma, foi possível variar o conjugado resistivo imposto pelo GCC ao MIT atuando na ten-
são de alimentação da bobina de campo através de uma fonte de corrente contínua. A
carga resistiva do GCC e a fonte de corrente contínua são apresentadas na figura 48.
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Figura 48 – Estrutura geral do laboratório de ensaios de máquinas elétricas.
Fonte: Autoria própria
Figura 49 – Ilustração da bancada de ensaios.
Fonte: Autoria própria
Nesse trabalho o MIT é acionado por um inversor de frequência com controle escalar a
laço-aberto e a laço-fechado, conforme apresentado na Seção 2.5. No laboratório de en-
saios de máquinas foi implementado um inversor utilizando um módulo Semikron SKS 50F
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B6U+B6CI+B1CI 19 V12. Dentre suas características destaca-se a capacidade nominal de
corrente de saída de 50 A, tensão de entrada do retificador trifásico de 380 V e frequência
de chaveamento de até 10 kHz. A tensão máxima nos capacitores do barramento cc é de
800 V.
Os drivers da chaves de potência utilizados no módulo possuem proteção contra curto-
circuito e sobrecarga. Além disso, os drivers contam com um tempo morto entre as co-
mutações das chaves de 4 us, de forma a respeitar o tempo de condução e bloqueio dos
IGBTs. Tal tempo morto evita o curto-circuito durante a transição de estado das chaves de
potência.
Os pulsos de comando das chaves de potência são gerados pelo módulo de controle do
inversor de frequência. Este é composto por duas placas de condicionamento de sinais de
corrente e de tensão as quais recebem os sinais dos respectivos sensores Hall e adequam
o sinal para as entradas do conversor A/D. Devido ao nível de tensão de saída do taco-
gerador faz-se necessário o uso de uma placa de condicionamento do sinal do dispositivo
para a placa de aquisição de sinais e para o conversor A/D do Digital Signal Processor
(DSP). Apresenta-se também uma placa de condicionamento de sinais composto por um
FPB de primeira ordem com frequência de corte de 1 kHz, responsável por reconstruir o
sinal da velocidade estimada calculada pelo DSP que é apresentada em uma saída PWM
com frequência de 24 kHz e uma placa de comando para o DSP contendo botão para aci-
onamento do motor bem como dois potenciômetros para ajuste de velocidade e taxa de
aceleração do MIT. A figura 50 apresenta a foto com uma visão geral dos dispositivos de
controle do MIT.
O DSP utilizado é o DSP TMS320F28335 da Texas Instrument associado ao kit de
desenvolvimento eZDSP-TMS320F28335 fabricado pela empresa Spectrum Digital. Dentre
as principais características desse DSP destacam-se: o processador com clock de 150
MHz, as instruções em ponto fixo e flutuante em hardware, 12 canais PWM standard 16
bits de resolução, 16 entradas para conversão A/D de 12 bits de resolução, memória Flash
de 256k x 16 bits para programa. A programação foi realizada na linguagem C no ambiente
de desenvolvimento do Code Composer Studio - Versão 3.3.
A placa de aquisição de dados utilizada nesse trabalho, a NI USB-6221 na National
Instrument, tem como função adquirir os sinais do tacogerador, dos sensores Hall de cor-
rente e tensão de alimentação do MIT, da velocidade estimada como saída do DSP, do
torque mecânico e da velocidade de referência. Os dados adquiridos são formatados para
representação gráfica e cálculo de desempenho do estimador e do controle de velocidade.
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Figura 50 – Ilustração dos dispositivos de controle e acionamento do MIT.
Fonte: Autoria própria
Dispostos todos esses elementos em laboratório e aferido o seu funcionamento, é ini-
ciado o processo de testes para validação experimental da metodologia proposta neste
trabalho.
4.5 VALIDAÇÃO EXPERIMENTAL
A validação experimental da proposta é realizada em três etapas. Primeiramente são
realizados os testes do sistema a laço-aberto. No segundo momento o estimador é ava-
liado como observador quando o controle é realimentado pela velocidade medida através
do tacogerador. Por fim, são apresentados os resultados obtidos com o controle realimen-
tado com a velocidade estimada. Além disso, conforme será apresentado, a metodologia
proposta é analisada em dois casos diferenciados. No primeira caso (Caso 1) a validação
experimental utiliza a estrutura apresentada nos resultados de simulação. Já no segundo
caso (Caso 2), após a avaliação da resposta dinâmica da metodologia apresentada no pri-
meiro caso, apresenta-se uma alternativa a qual considera a tensão no barramento cc é
proposta e validada.
89
4.5.1 Caso 1
Foram realizados treze testes nas diversas condições apresentadas na tabela 14, onde
para cada teste foram observados diferentes frequências de operação (F. O.) em regime
permanente. Para todos os testes realizados a variação da referência do ponto de opera-
ção tem uma taxa de aceleração de 50 rad/s2.
As figuras 51 a 54 apresentam os resultados obtidos na primeira etapa da validação; ou
seja, com o estimador operando como observador e com o controle escalar operando a
laço-aberto, conforme os teste de 1 a 4 da tabela 14.
Tabela 14 – Pontos de operação da proposta (dados experimentais)
Número do Frequência de operação (Hz) Torque de Carga (N.m)
teste F. O. 1 F. O. 2 F. O. 3 F. O. 1 F. O. 2 F. O. 3
1 43,1 26,0 - 5,000 3,215 -
2 12,3 43,5 - 1,355 4,165 -
3 27,9 2,665 4,305 2,676
4 5,9 0,446 0,716 0,421
5 43,0 26,2 - 5,024 3,176 -
6 19,8 44,7 - 2,141 4,424 -
7 30,0 2,423 4,634 2,457
8 8,2 0,286 1,012 0,281
9 41,3 15,5 - 3,925 1,450 -
10 10,4 30,0 - 1,050 2,870 -
11 40,2 0,800 3,590 1,010
12 8,42 0,493 1,243 0,510
13 9,04 44,7 21,1 1,036 4,645 2,132
Fonte: Autoria própria
Nos resultados mostrados nas figuras 51 e 52 apresentam o desempenho do estimador
frente a redução e elevação da velocidade de referência, respectivamente. Ainda na figura
51, observa-se que no F.O.1, o conjugado de carga obtido em regime permanente é de
5 N.m. Mesmo que o conjunto de dados utilizados no processo de treinamento não há
exemplos de operação do MIT sob essa condição em regime permanente, a resposta ob-
tida demostra que a RNA conseguiu mapear tal condição. Esse resultado, assim como os
testes experimentais 5, 7 e 13 da tabela 14 demonstram que durante o processo de treina-
mento a RNA usou as características do transitório de partida do MIT (elevada corrente e
baixa velocidade) para estimar a velocidade quando a corrente do MIT se caracteriza pela
sobrecarga no eixo. A velocidade estimada para os testes 1 e 2 possuem ERM de 5,227%
e 7,249%, respectivamente, em relação à velocidade medida pelo tacogerador.
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Figura 51 – Estimador de velocidade como observador no controle a laço-aberto - teste experimental
1.
Fonte: Autoria própria
Figura 52 – Estimador de velocidade como observador no controle a laço-aberto - teste experimental
2.
Fonte: Autoria própria
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As figuras 53 e 54 apresentam a resposta do estimador neural de velocidade frente a
variação de conjugado de carga para um ponto fixo de velocidade de operação. No teste
representado pela figura 53 foi utilizado como referência a frequência de 27,9 Hz e variação
do conjugado de carga de aproximadamente 1,6 N.m. Já a figura 54 mostra o desempenho
do estimador com o MIT sendo acionado á frequência de 5,9 Hz. Foi observado um ERM
de 3,593% e 76,334% para a velocidade estimada nos testes 3 e 4, respectivamente, sendo
que este último apresenta um desempenho para a condição avaliada com erro elevado.
Figura 53 – Estimador de velocidade como observador no controle a laço-aberto - teste experimental
3.
Fonte: Autoria própria
Nota-se nos ensaios apresentados nas figuras 51 a 54 que mesmo com erro, a saída
do estimador tende a seguir a velocidade medida. Também é observado que o erro de
velocidade estimada tem deslocamento positivo ou negativo em relação à velocidade me-
dida mediante as condições do nível de carga resistente do MIT. Quando o MIT tem carga
relativamente reduzida o erro de estimação é positivo e erro negativo para a condição de
sobrecarga.
O ruído na saída do estimador justifica-se devido a presença de oscilações também nos
sinais de tensão e de corrente adquiridos. O mesmo efeito foi relatado nos resultados de
simulação.
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Figura 54 – Estimador de velocidade como observador no controle a laço-aberto - teste experimental
4.
Fonte: Autoria própria
Os testes de 5 a 8 da tabela 14 visam avaliar o desempenho do estimador operando
como observador para o controle escalar a laço-fechado em condições similares aos testes
experimentais 1 a 4.
As figuras 55 e 56 apresentam o desempenho do estimador frente a redução e aumento
da velocidade de referência, respectivamente. Da forma semelhante ao apresentado no
teste 1, a figura 55 apresenta o resultado obtido para para um conjugado de carga em
regime permanente de 5,024 N.m, superior ao nominal do MIT. A velocidade estimada
para os testes 5 e 6 apresentaram um ERM de 3,474% e 6,234%, respectivamente.
Para o resultado mostrado na figura 57, referente ao teste 7, foi utilizado como referência
a frequência de 30,0 Hz e variação de aproximadamente 1,8 N.m. Já na figura 58, o
desempenho do estimador é avaliado com o MIT sendo acionado a 8,2 Hz, com variação de
aproximadamente 0,7 N.m. Foi anotado um ERM de 3,691% e 12,839% para a velocidade
estimada nos testes 7 e 8, respectivamente.
Efeitos semelhantes se reproduziram sob a condição de malha-fechada com o estimador
de velocidade operando como observador. Neste caso a velocidade estimada tende a
seguir a variável medida e semelhante ruído de saída e erro relacionado ao conjugado de
carga do MIT são mensurados.
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Figura 55 – Estimador de velocidade como observador no controle a laço-fechado - teste experimental
5.
Fonte: Autoria própria
Figura 56 – Estimador de velocidade como observador no controle a laço-fechado - teste experimental
6.
Fonte: Autoria própria
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Figura 57 – Estimador de velocidade como observador no controle a laço-fechado - teste experimental
7.
Fonte: Autoria própria
Figura 58 – Estimador de velocidade como observador no controle a laço-fechado - teste experimental
8.
Fonte: Autoria própria
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A principal dificuldade observada durante os testes experimentais ocorre em relação a
variação da tensão no barramento cc do inversor de frequência, o que resulta na alteração
da tensão de alimentação do MIT. A variação da tensão é dependente da carga do MIT,
da capacitância do filtro do barramento e também da tensão da rede elétrica. Quanto
maior a carga aplicada no eixo do MIT, maior é a corrente drenada pelo mesmo, o que
resulta em uma maior ondulação da tensão do barramento cc, diminuindo assim sua tensão
média. Isso pode ser melhor evidenciado nos resultados apresentados nas figuras 57 e 58.
Observa-se que para uma frequência de operação fixa, em regime permanente, a variação
do conjugado de carga do MIT ocasiona variação da velocidade estimada, mesmo com o
controle atuando de forma a manter a velocidade em torno da referência.
A seguir são apresentados os resultados obtidos utilizando a velocidade estimada como
variável de realimentação do sistema de controle. As figuras 59 a 63 demonstram a res-
posta do estimador neural de velocidade quando o MIT é acionado a laço-fechado através
da velocidade estimada pela RNA. Foram realizados os testes com variação de velocidade
de referência e conjugado de carga. O teste 9 mostra que para uma variação de 41,3 Hz
para 15,5 Hz o controle manteve-se estável como apresentado na figura 59. Já na figura
60 a variação da referência é de 10,4 Hz a 30 Hz.
O teste realizado para verificar a performance do estimador de velocidade frente a vari-
ação de conjugado de carga do MIT (testes 11 e 12) são apresentados, respectivamente,
nas figuras 61 e 62. O teste 11 foi realizado com a referência de 40,02 Hz, enquanto no
teste 12 o sistema de controle teve como objetivo atingir a frequência de referência de 8,42
Hz. Embora o controle permaneça estável nas condições avaliadas, os erros de estimação
de velocidade apresentados, mais evidenciados na figura 61, demostram baixa robustez
do estimador à variação do conjugado de carga do MIT.
A figura 63 apresenta o desempenho do sistema utilizando três frequências de opera-
ções diferentes, no caso, 9,04 Hz, 44,7 Hz e 21,1 Hz.
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Figura 59 – Estimador de velocidade na realimentação do controle a laço-fechado - teste experimental
9.
Fonte: Autoria própria
Figura 60 – Estimador de velocidade na realimentação do controle a laço-fechado - teste experimental
10.
Fonte: Autoria própria
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Figura 61 – Estimador de velocidade na realimentação do controle a laço-fechado - teste experimental
11.
Fonte: Autoria própria
Figura 62 – Estimador de velocidade na realimentação do controle a laço-fechado - teste experimental
12.
Fonte: Autoria própria
98
Figura 63 – Estimador de velocidade na realimentação do controle a laço-fechado - teste experimental
13.
Fonte: Autoria própria
As respostas aos testes mostrados nas figuras 59 a 63 também apresentam erro de
resposta do estimador. É possível notar que o controle atua de forma que o valor médio
do sinal da velocidade estimada se aproxime da referência. Entretanto, devido ao erro
de estimação, a diferença entre a velocidade do eixo do motor em relação à referência é
significativa.
A tabela 15 apresenta o erro relativo médio para velocidade estimada para cada um dos
testes experimentais executados. O erro é calculado no momento que a máquina entra em
movimento, considerando a aceleração, o regime permanente e a desaceleração.
Como relatado anteriormente, é possível notar através do ERM calculado, que as con-
dições de variação de conjugado de carga interferem de forma acentuada no desempenho
do estimador.
A tabela 16 apresenta o ERM de velocidade do controle quando realimentado pela me-
dida direta e estimada da velocidade dos resultados apresentados. O calculo do ERM para
as duas situações é calculado entre a velocidade medida em relação à referência sempre
considerando o sistema em regime permanente.
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Tabela 15 – ERM do estimador (caso 1)
Número do ERM (%) do estimador ERM (%) do estimador
teste como observador na realimentação
1 5,227 -
2 7,249 -
3 3,593 -
4 76,334 -
5 3,474 -
6 6,234 -
7 3,691 -
8 12,839 -
9 - 10,661
10 - 8,602
11 - 5,084
12 - 16,328
13 - 10,154
Fonte: Autoria própria
Tabela 16 – ERM do controle de velocidade em regime permanente (Caso 1)
Número do ERM (%) com tacogerador ERM (%) com estimador neural
teste F. O. 1 F. O. 2 F. O. 3 F. O. 1 F. O. 2 F. O. 3
1 7,564 6,295 - - - -
2 5,681 6,077 - - - -
3 5,088 9,050 5,088 - - -
4 7,792 7,760 7,617 - - -
5 0,283 1,000 - - - -
6 0,297 0,595 - - - -
7 0,948 0,889 0,984 - - -
8 0,751 0,688 0,755 - - -
9 - - - 2,311 10,801 -
10 - - - 9,393 1,017 -
11 - - - 5,020 0,465 4,173
12 - - - 7,155 9,299 7,140
13 - - - 7,397 2,061 8,440
Fonte: Autoria própria
Os resultados apresentados na tabela 16 demonstram que o erro existente entre velo-
cidade estimada e a medida inviabiliza o estimador, pois o ERM obtido nos testes 9 a 13
é, por vezes, maior do que quando o MIT opera a laço-aberto. Por outro lado, quando é
utilizado o tacogerador no laço de realimentação, como já era esperado, o ERM é bastante
reduzido.
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A principal dificuldade na generalização dos resultados para a estimativa de velocidade
satisfatória, conforme observado, se deve a ondulação da tensão do barramento cc frente
a alteração do conjugado de carga do MIT. Essa variação não foi considerada na simulação
que gerou o banco de dados de treinamento.
4.5.2 Caso 2
Com o intuito de melhorar o desempenho do estimador de velocidade, já observada a
relevância do comportamento da tensão do barramento cc, essa passa então a compor
o conjunto de variáveis de entrada da RNA. No entanto, a utilização dessa nova variável
implicaria no aumento de custo de implementação, pois mais um sensor com o condicio-
namento de sinais passaria a ser necessário. Para contornar isso, a tensão do barramento
foi estimada a partir da tensão de barramento ideal (311 V), subtraída uma parcela de
queda de tensão em uma impedância estimada do barramento ( X̂cc ) em função da cor-
rente drenada. Dessa forma, a interferência da variação da tensão do barramento pode
ser estimada com variáveis já mensuradas.
Com a adição dessa nova entrada na rede, o processamento de dados representado na
figura 17 foi alterado, como mostra a figura 64. A corrente i é calculada como o módulo
das componentes iα e iβ . Já a impedância X̂cc foi estimada pela variação da tensão média
do barramento cc em função da corrente i. Ao final de diversos ensaios experimentais
realizados, obtém-se o valor de 1,02 Ω para X̂cc.
Diferentemente das demais entradas da RNA, somente a tensão estimada do barra-
mento atual é utilizada. A não necessidade da utilização das amostras atrasadas se deve
à baixa frequência da ondulação da tensão do barramento cc. Assim, por economia de
tempo de processamento e espaço na memória de dados, somente a amostra atual da
variável é usada.
A estrutura geral do estimador antes apresentada na figura 22 é reformulada e apresen-
tada na figura 65.
A RNA foi novamente treinada utilizando a mesma estrutura anterior, adicionada a nova
variável de entrada. Após isso, foi então constituido um novo conjunto de ensaios compu-
tacionais e experimentais para a validação da proposta. Seguindo a mesma metodologia
de testes utilizada anteriormente, foram realizados mais dez ensaios respeitando os mes-
mos critérios. Primeiramente, cinco testes (14 ao 18) foram realizados com o estimador
operando como observador de velocidade quando o controle escalar a laço-fechado utiliza
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a medida direta de velocidade. Posteriormente, a velocidade estimada é utilizada na rea-
limentação do sistema de controle (testes 19 a 23). A tabela 17 apresenta os parâmetros
dos testes realizados.
Figura 64 – Diagrama em blocos do processamento de dados modificado.
Fonte: Autoria própria
Figura 65 – Diagrama estrutural do estimador modificado.
Fonte: Autoria própria
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Tabela 17 – Pontos de operação da proposta (dados experimentais - Caso 2)
Número do Frequência de operação (Hz) Torque de Carga (N.m)
teste F. O. 1 F. O. 2 F. O. 3 F. O. 1 F. O. 2 F. O. 3
14 46,4 25,01 - 4,153 2,375 -
15 20,0 45,82 - 1,982 4,163 -
16 29,71 2,409 4,333 2,416
17 5,81 0,429 1,020 0,419
18 5,81 45,2 22,1 0,718 4,404 2,315
19 46,02 19,47 - 4,094 1,919 -
20 19,68 44,27 - 1,918 3,874 -
21 29,04 0,521 3,050 0,526
22 6,55 0,428 1,237 0,666
23 5,71 43,13 21,62 0,776 4,577 2,497
Fonte: Autoria própria
Retomada a fase de testes, primeiramente com a RNA atuando apenas como obser-
vador de velocidade (testes 14 a 18), nota-se visualmente uma melhora da performance
do estimador neural. Os resultados obtidos para a variação da velocidade de referência
apresentados são relativos a mudança de frequência de ajuste 46,4 Hz para 25,01 Hz. Na
figura 67, por sua vez, são mostrados os resultados para um incremento de frequência
partindo de 20,0 Hz para 45,82 Hz.
As curvas de desempenho apresentadas pelas figuras 68 e 69 mostram que após as
adequações realizadas para corrigir o efeito da tensão do barramento cc houve redução
significativa do erro do estimador. A figura 68 mostra o resultado obtido para a máquina
operando com frequência de 29,71 Hz. Na figura 69, por sua vez, a frequência de ope-
ração ajustada foi de 5,81 Hz. Ainda nesta última figura pode-se notar que o overshoot
de velocidade medida apresentado no momento da partida da máquina foi reproduzido de
forma satisfatória pelo estimador neural de velocidade. Esta mesma condição se repetiu
no resultado apresentado na figura 70, onde foram realizados novos testes variação de
velocidade, partindo de 5,81 Hz, acelerando para 45,2 Hz e desacelerando para 22,1 Hz.
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Figura 66 – Estimador de velocidade como observador no controle a laço-fechado - teste experimental
14.
Fonte: Autoria própria
Figura 67 – Estimador de velocidade como observador no controle a laço-fechado - teste experimental
15.
Fonte: Autoria própria
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Figura 68 – Estimador de velocidade como observador no controle a laço-fechado - teste experimental
16.
Fonte: Autoria própria
Figura 69 – Estimador de velocidade como observador no controle a laço-fechado - teste experimental
17.
Fonte: Autoria própria
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Figura 70 – Estimador de velocidade como observador no controle a laço-fechado - teste experimental
18.
Fonte: Autoria própria
A estimação de velocidade nas regiões de baixas velocidade, como mostrada as figuras
69 e 70, demostra a capacidade de generalização da RNA onde, como relatado nas refe-
rências, tem-se uma grande dificuldade de obtenção de respostas dinâmicas satisfatórias
no controle escalar (BOSE, 2001).
A seguir são apresentados os resultados obtidos utilizando a nova abordagem de variá-
veis de entrada da RNA, tendo agora, a velocidade estimada como variável de realimenta-
ção do sistema de controle. As figuras 71 a 75 apresentam a resposta do estimador neural
de velocidades quando o MIT é acionado a laço-fechado através da velocidade estimada
pela RNA.
Seguindo os mesmos procedimentos realizados nos testes de 14 a 18, foram realizados
primeiramente os teste de variação da velocidade de referência. O teste 19 mostra que,
através da figura 71, para uma variação de 46,02 Hz para 19,47 Hz o controle manteve-se
estável para a variação de 4,094 N.m para 1,919 N.m. Já na figura 72 ocorre a variação
da referência de 19,68 Hz a 44,04 Hz. Comparando esses resultados com os obtidos em
condições similares no Caso 1, observa-se significativa melhora de estimação e também
da robustez da metodologia frente a variação do conjugado de carga no MIT.
Os novos testes realizados para verificar a performance do estimador neural de veloci-
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dade frente a variação de conjugado de carga do MIT (testes 21 e 20) são apresentados,
respectivamente nas figuras 73 e 74. O teste 21 foi realizado com a referência de 29,04 Hz,
e 6,55Hz no teste 22. Novamente é evidenciado o ganho em desempenho do estimador
neural nas condições avaliadas.
A figura 75 apresenta os resultados obtidos para três frequências de operações diferen-
tes, no caso: 5,71 Hz, 43,13 Hz e 21,62 Hz. Ainda nessa figura, a sobrecarga foi consi-
derada (4,577 N.m) para a máquina operando na F.O. 2 do teste executado em questão.
Figura 71 – Estimador de velocidade na realimentação do controle a laço-fechado - teste experimental
19.
Fonte: Autoria própria
As respostas apresentadas no Caso 2, onde a utilização da tensão estimada do barra-
mento cc foi introduzida como entrada do estimador neural, demonstram uma diminuição
significativa do ERM. A tabela 18 apresenta o erro relativo médio da velocidade estimada
para os testes experimentais executados com estimador desenvolvido no Caso 2. O erro
elevado nos testes 17 e 22 são decorrentes do período transitório, tornando-os caracterís-
ticos nas operações de baixa velocidades apresentadas neste trabalho.
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Figura 72 – Estimador de velocidade na realimentação do controle a laço-fechado - teste experimental
20.
Fonte: Autoria própria
Figura 73 – Estimador de velocidade na realimentação do controle a laço-fechado - teste experimental
21.
Fonte: Autoria própria
108
Figura 74 – Estimador de velocidade na realimentação do controle a laço-fechado - teste experimental
22.
Fonte: Autoria própria
Figura 75 – Estimador de velocidade na realimentação do controle a laço-fechado - teste experimental
23.
Fonte: Autoria própria
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Tabela 18 – ERM do estimador (caso 2)
Número do ERM (%) do estimador ERM (%) do estimador
teste como observador na realimentação
14 2,954 -
15 3,585 -
16 2,576 -
17 9,406 -
18 4,391 -
19 - 3,221
20 - 3,061
21 - 2,600
22 - 8,842
23 - 4,887
Fonte: Autoria própria
A tabela 19 apresenta o ERM de velocidade do controle quando realimentado pela me-
dida direta e estimativa de velocidade dos resultados apresentados no Caso 2. Embora
o erro apresentado nos testes 17 e 22 pela tabela 18 possuem valores elevados, pois
consideram o transitório e regime permanente, quando considerado apenas o estado es-
tacionário estes apresentaram menor influência, resultando em um ERM satisfatório.
Tabela 19 – ERM do controle de velocidade em regime permanente (Caso 2)
Número do ERM (%) com o tacogerador ERM (%) com o estimador neural
teste F. O. 1 F. O. 2 F. O. 3 F. O. 1 F. O. 2 F. O. 3
14 0,268 0,513 - - - -
15 0,762 0,321 - - - -
16 0,313 0,374 0,340 - - -
17 2,333 2,420 2,391 - - -
18 0,268 0,509 0,759 - - -
19 - - - 0,247 1,866 -
20 - - - 1,842 0,549 -
21 - - - 1,608 0,505 1,857
22 - - - 2,326 1,401 2,197
23 - - - 2,667 0,244 2,656
Fonte: Autoria própria
Os resultados mostram uma melhora no desempenho do estimador nas condições ava-
liadas, ou seja, variação de velocidade e de conjugado de carga. Nota-se também que o
erro existente entre a velocidade estimada e a medida é tolerável, viabilizando a utilização
do estimador em aplicações de supervisão de velocidade em driver de acionamento ou
mesmo em sistemas de controle do MIT.
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5 CONCLUSÃO
Este trabalho propôs uma metodologia alternativa para estimar a velocidade do motor
de indução acionado por um inversor de tensão com controle escalar a laço-fechado utili-
zando modulação SVPWM, baseado em uma rede neural artificial TDNN com treinamento
supervisionado off-line. A metodologia proposta estima a velocidade desde o transitório ao
regime permanente, compreendendo toda a faixa de operação do controle escalar.
Num primeiro momento, a proposta foi validada conforme os resultados de simulação
apresentados para condições de variação de torque de carga com o motor em regime
permanente e variação de velocidade de referência, objetivando demonstrar a robustez da
metodologia. Os testes do estimador neural de velocidade foram realizados e analisados
em duas condições: como observador e na realimentação do controle escalar. Neste
contexto, os resultados de simulação apresentaram reduzido erro relativo médio em todos
os pontos de operação, entre 0,6% a 3,56% como observador e de 0,67% a 4,21% atuando
na realimentação do sistema de controle.
A proposta foi também avaliada em bancada experimental. No Caso 1, o estimador
neural é testado nas mesmas condições apresentadas via simulação. O ERM apresen-
tado ficou compreendido entre 3,593% a 76,334% com o estimador neural atuando como
observador com o controle a laço-aberto e de 3,474% a 12,839% com o controle a laço-
fechado pela medida direta da velocidade. A laço-fechado, com o estimador neural de
velocidade operando na realimentação do sistema de controle, o ERM obtido variou de
5,084% a 16,328%. No entanto, observou-se que a variação da tensão do barramento cc,
dependente da potência drenada pelo inversor, prejudicou o desempenho do estimador.
Uma vez detectado a dependência do estimador em relação a tensão do barramento
cc, foi proposta uma metodologia de estimação dessa variável, onde esta passa a com-
por o conjunto de dados de entrada para a RNA. Foram realizadas mais 375 simulações
visando formar um novo conjunto de treinamento. Após o re-treinamento da mesma ar-
quitetura de RNA do Caso 1, o novo estimador foi implementado e testado em bancada
experimental no Caso 2. Nesta seção de testes o estimador neural foi avaliado com o
controle a laço-fechado, como observador de velocidade e na realimentação do controle.
O ERM apresentado como observador ficou compreendido entre 2,954% a 9,406% e de
2,6% a 8,842% com o controle sendo realimentado pela RNA. Quando a tensão estimada
do barramento cc participou do treinamento da RNA, o desempenho teve uma melhora
significativa, validando assim a proposta em aplicações de monitoramento de controle de
motores de indução trifásicos. Assim, quando o estimador neural atuou no laço de re-
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alimentação o erro de velocidade no eixo em relação ao set-poin variou entre 0,247% a
2,677%.
Grande atenção durante o processo de implementação é dada com relação ao árduo
trabalho de composição do conjunto de dados de treinamento. Um cuidado especial na
seleção dos pontos de treinamento deve ser considerado, visando o reforço quantitativo
das amostras durante os transitórios de velocidade e de conjugado de carga.
5.1 TRABALHOS FUTUROS
Tem-se como proposta para trabalhos futuros a inserção de dados experimentais na
composição do banco de dados de treinamento junto com os dados de simulação, ob-
jetivando o treinamento da rede com dados que representem o comportamento real da
máquina frente as grandezas elétricas.
Implementação da metodologia no controle vetorial sensorless de máquinas elétricas de
forma a melhorar o desempenho do controle e reduzir o comprometimento deste com os
parâmetros da do MIT.
Ainda como trabalho futuro, propõem-se a validação da proposta para outras potências
de motores.
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SANTOS, T. H. dos et al. A Neural Speed Estimator in Three-Phase Induction Motors
Powered by a Scalar Control. In: CONGRESSO BRASILEIRO DE ELETRÔNICA DE PO-
112
TÊNCIA, 11., 2011. Anais... Natal: COBEP, 2011. p. 44-49.
SANTOS, T. H. dos et al. A Parallel Neural Sensorless Strategy Applied to Three-Phase
Induction Motor Drive. In: CONGRESSO BRASILEIRO DE INTELIGÊNCIA COMPUTACI-
ONAL, 10., 2011. Anais... Fortaleza: CBIC, 2011. p. 1-8.
SANTOS, T. H. dos et al. An ANN Strategy Applied to Induction Motor Speed Estimator
in Closed-Loop Scalar Control. In: International Conference on Electrical Machines, 20.,
2012. Proceedings... Marseille: ICEM’2012, 2012.
SANTOS, T. H. dos et al. An ANN Speed Observer Applied to Three-Phase Induction Motor.
IN: International Conference on Intelligent Data Engineering and Automated Learning, 13.,
2012. Proceedings... Natal: IDEAL’2012, 2012.
113
REFERÊNCIAS
BOSE, B. K. Modern Power Electronics and AC Drives. New Jersey: Prentice-Hall, 2001.
BROECK, H. V. D.; SKUDELNY, H.-C.; STANKE, G. Analysis and realization of a pulsewidth
modulator based on voltage space vectors. IEEE Transactions on Industry Applications,
v. 24, n. 1, p. 142 –150, jan/feb 1988.
COELHO, A. A. R.; COELHO, L. S. Identificação de Sistemas Dinâmicos Lineares.
Florianópolis, SC: UFSC, 2004.
FITZGERALD, A. E.; KINGSLEY, J. C.; UMANS, S. D. Máquinas Elétricas. Porto Alegre,
RS: Artmed, 1975.
GADOUE, S.; GIAOURIS, D.; FINCH, J. Sensorless control of induction motor drives at
very low and zero speeds using neural network flux observers. IEEE Transactions on
Industrial Electronics, v. 56, n. 8, p. 3029 – 3039, aug. 2009.
GADOUE, S. M.; GIAOURIS, D.; FINCH, J. W. An experimental assessment of a sta-
tor current mras based on neural networks for sensorless control of induction machines.
In: Symposium on Sensorless Control for Electrical Drives (SLED), 2011. Austin
Court,Birmingham,UK: IEEE, 2011. p. 102–106.
GARCIA, C. Modelagem e Simulação. São Paulo, SP: Edusp, 1997.
GOEDTEL, A. Estimador Neural para Motores de Indução Trifásicos. Tese (Doutorado)
— Escola de Engenharia de São Carlos, Universidade de São Paulo, São Carlos, SP, 2007.
GOEDTEL, A.; GRACIOLA, C.; SILVA, S.; NASCIMENTO, C.; SUETAKE, M. A comparative
study for single and multilayer neural networks applied to speed estimation in induction
motors. In: International Conference on Electrical Machines (ICEM). Rome,IT: IEEE,
2010. v. 1.
HAGAN, M.; MENHAJ, M. Training feedforward networks with the marquardt algorithm.
IEEE Transactions on Neural Networks, v. 5, n. 6, p. 989 –993, nov 1994. ISSN 1045-
9227.
HAYKIN, S. Redes Neurais: Princípios e Prática. Porto Alegre, RS: Bookman, 2001.
KOSOW, I. L. Máquinas Elétricas e Transformadores. Porto Alegre, RS: Globo, 1982.
KRAUSE, P. C.; WASYNCZUK, O.; SUDHOFF, S. D. Analysis of Electric Machinery and
Drive Systems. Picataway, NJ: Academic Press, 2002.
KRISHNAN, R. Electric Motor Drives: Modeling, Analysis and Control. Upper Sanddle
River, NJ: Prentice-Hall, 2001.
LANG, K. J.; HINTON, G. E. The development of the time-delay neural network architecture
for speech recognition. Technical Report CMU-CS-88-152, Carnegie-Mellon University,
Pittsburg, Pennsylvania, 1988.
114
MUSTAFA, I.; MUSTAFA, F.; AHMED, A. A speed estimation unit for induction motors based
on adaptive linear combiner. Energy and Manangement, Elsevier, v. 50, n. 7, p. 1664 –
1670, Jul. 2009.
NUNES, I.; SPATTI, D. H.; FLAUZINO, R. A. Redes Neurais Artificiais para Engenharia
e Ciências Aplicadas. São Paulo, SP: Artliber, 2010.
ONG, C.-M. Dynamic Simulation of Electric Machinery: Using Matlab/Simulink. Upper
Sanddle River, NJ: Prentice-Hall, 1998.
PINHEIRO, H.; BOTTERóN, F.; RECH, C.; SCHUCH, L.; CAMARGO, R. F.; HEY, H. L.;
GRüNDLING, H. A.; PINHEIRO, J. R. Modulação space vector para inversores alimentados
em tensão: uma abordagem unificada. SBA Controle & Automação, v. 16, n. 1, p. 13 –
24, Mar. 2005.
ROSENBLATT, F. The perceptron: A probabilistic model for information storage and orga-
nization in the brain. Psychological Review, v. 65, n. 6, p. 386–408, nov 1958.
SILVA, S. A. O. da. Sistemas de Energia Ininterrupta Line Interactive Trifásicos com
Compensação Ativa de Potência Série e Paralela. Tese (Doutorado) — Universidade
Federal de Minas Gerais, Belo Horizonte, MG, 2001.
SILVA, S. da; CAMPANHOL, L.; GOEDTEL, A.; NASCIMENTO, C.; PAIAO, D. A com-
parative analysis of p-pll algorithms for single-phase utility connected systems. In: 13th
European Conference on Power Electronics and Applications EPE 2009. Barcelona,
ES: IEEE, 2009. p. 1–10.
SIMONE, G. A.; CREPPE, R. C. Conversão Eletromecânica de Energia. São Paulo, SP:
Érica, 1999.
SUETAKE, M.; SILVA, I. N.; GOEDTEL, A. Embedded dsp-based compact fuzzy system
and its application for induction-motor v/f speed control. IEEE Transactions on Industrial
Electronics, v. 58, n. 3, p. 750–760, mar 2011.
TRZYNADLOWSKI, A. M. Control of Induction Motors. San Diego, CA: Academic Press,
2001.
VAS, P. Sensorless Vector and Direct Torque Control. Oxford: Oxford University Press,
1998.
VASIC, V.; VUKOSAVIC, S.; LEVI, E. A stator resistance estimation scheme for speed
sensorless rotor flux oriented induction motor drives. IEEE Transactions on Energy Con-
version, v. 18, n. 4, p. 476 – 483, dec. 2003.
WAIBEL, A.; HANAZAWA, T.; HINTON, G.; SHIKANO, K.; LANG, K. Phoneme recognition
using time-delay neural networks. IEEE Transactions on Acoustics, Speech and Signal
Processing, v. 37, n. 3, p. 328–339, mar 1989. ISSN 0096-3518.
WEG Equipamentos Elétricos S/A - Motores (Manual Técnico). Jaraguá do Sul, 2005.
YOKSEL, O.; MEHMET, D. Speed estimation of vector controlled squirrel cage asynchro-
nous motor with artificial neural networks. Energy and Manangement, Elsevier, v. 52, n. 1,
p. 675 – 686, Jan. 2011.
115
ZADEH, L. A. Fuzzy logic, neural networks, and soft computing. Communications of the
ACM, ACM, New York, NY, USA, v. 37, p. 77–84, March 1994. ISSN 0001-0782. Disponível
em: <http://dl.acm.org/citation.cfm?id=175255>.
ZIEGLER, J. G.; NICHOLS, N. B. Optimum settings for automatic controllers. Journal of
Dynamic Systems, Measurement, and Control, p. 759–765, nov 1942.
116
ANEXO A -- PROJETO DO CONTROLADOR PI
O controlador PI foi escolhido para ser utilizado no projeto do controle de velocidade
de escorregamento apresentado no Capítulo 4, devido a sua tradicional implementação e
reduzido erro em regime permanente devido a presença de um polo na origem pela ação
integrativa do controlador. O ganho proporcional aumenta o desempenho do sistema em
altas frequências pela elevação da frequência de cruzamento ωc, conduzindo no aumento
da banda passante.
A função de transferência do controlador PI Gc(s) é mostrada pela equação (85),
Gc(s) =
kps+Ki
s
(85)
onde kp é o ganho proporcional e ki é o ganho integrativo.
A função do controlador PI é de elevar os ganhos do sistema em malha aberta, de forma
a diminuir o erro estático. A introdução de um pólo na origem tende a deixar o ganho para
baixas frequências elevado. Os parâmetros adotados para o projeto do controlador PI são
a margem de fase do sistema compensado (φd) e a frequência de cruzamento do sistema
compensado (ωc).
A margem de fase influencia na estabilidade e no amortecimento do sistema. Quanto
menor a margem de fase menos amortecido será o sistema e este apresentará overshoot
e oscilações.
A frequência de cruzamento ωc influência no tempo de resposta do sistema, ou seja,
quanto maior ωc, menor será o tempo de resposta. Entretanto, em frequências elevadas, o
sistema pode não ser tratado como tempo contínuo.
A.1 PROJETO DOS GANHOS kp E ki
Tendo os dados de projetos os parâmetros φd e ωc, e considerando a função de transfe-
rência da planta Gp(s), o módulo e a fase de Gp(s) na frequência de cruzamento desejada,
como sendo:
Mgdb =
∣∣Gp(s)∣∣ω=ωc (86)
φg = ∠Gp(s)
∣∣
ω=ωc
(87)
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Determinado Mg, define o módulo do controlador PI como margem de ganho de Gp(s)
para a frequência de cruzamento escolhida na forma:
|Gc(s)|ω=ωc =Mc =−Mg =
√
(kp ·ωc)2+ k2i
ωc
(88)
Reescrevendo (88), o ganho kp é determinado por:
kp =
√
M2c ·ωc2− k2i
ωc
(89)
A fase do controlador PI na frequência de cruzamento de projeto é dado por (90) e,
com as equações (85) e (89), os ganho kp e ki podem ser reescritos por (91) e (92),
respectivamente.
φc = ∠Gc(s)|ω=ωc (90)
ki =−kp ·ωc · tanφc (91)
kp =Mc · tanφc (92)
A fase φc, a qual o controlador PI deve possuir na frequência de cruzamento desejada
ωc, de modo que a sistema tenha a margem de fase desejada φd e dada por:
φc = φd− (φg+180◦) (93)
Desse modo, através das equações (86), (87), (91), (92) e (93) é possível determinar
os ganhos kp e ki do controlador, de maneira que a função de transferência do sistema
compensado em malha aberta Gc(s)Gp(s) possua a margem de fase φd e a frequência de
cruzamento ωc especificadas no projeto.
