Abstract. The information on the World Wide Web is growing without bound. Users may have very diversified preferences in the pages they target through a search engine. It is therefore a challenging task to adapt a search engine to suit the needs of a particular community of users who share similar interests. In this paper, we propose a new algorithm, Ranking SVM in a Co-training Framework (RSCF). Essentially, the RSCF algorithm takes the clickthrough data containing the items in the search result that have been clicked on by a user as an input, and generates adaptive rankers as an output. By analyzing the clickthrough data, RSCF first categorizes the data as the labelled data set, which contains the items that have been scanned already, and the unlabelled data set, which contains the items that have not yet been scanned. The labelled data is then augmented with unlabelled data to obtain a larger data set for training the rankers. We demonstrate that the RSCF algorithm produces better ranking results than the standard Ranking SVM algorithm. Based on RSCF we develop a metasearch engine that comprises MSNSearch, Wisenut, and Overture, and carry out an online experiment to show that our metasearch engine outperforms Google.
Introduction
Users may have very diversified preferences in the pages they target through a search engine. It is therefore a challenging task to adapt a search engine to suit the needs of a particular community of users who share similar interests.
Some previous approaches for optimizing search engines require training data generated from users' explicit relevance judgments on search results [1] [2] [3] . Users are usually unwilling to give such feedback because of privacy concerns and the extra effort required by them. To overcome this problem, we propose using clickthrough data, which is a log kept by the search engine on the queries submitted by users, the returned result items, and the items, if any, clicked on by the users, as an implicit relevance feedback on the search results.
Formally, clickthrough data can be denoted as a triplet (q, r, c), where q is the input query consisting of a set of keywords, r is a list of ranked links, (l 1 , . . . , l n ), and c is the set of links that the user has clicked on. Figure 1 illustrates the submitted query q "Biometrics Research" and the returned list of the ranked result. In this example we assume that a user scans the ranking presented from top to bottom. The three links l 1 , l 7 and l 10 are bold, which means that they have been clicked on by the user. Analyzing clickthrough data is a useful means to understand users' target preference in the returned search results, since it conveys partial relative relevance judgments on the links that a user has browsed through [4] . However, if we consider a collection of clickthrough data generated from a large number of users, the clickthrough data may be too diversified for inferring the best results for a query across the entire user group. On the other hand, we observe that for a particular community of users who share interests in the same domain (e.g., Computer Science), their behavior is relatively similar and the inference of preference can be much more reliable.
There are other proposed learning retrieval functions using clickthrough data. In [5] , clickthrough data was used to optimize the ranking in search engines. However, the semantics of the learning process and its results were not clear. Based on these pioneering works, Joachims proposed the RSVM algorithm which uses clickthrough data to optimize the performance of a retrieval function [6] . The limitation of Joachims' algorithm is that it requires a large set of training data to make the algorithm effective.
In this paper, we develop a new algorithm, which we call Ranking SVM in a Cotraining Framework (RSCF). Essentially, the RSCF algorithm takes the clickthrough data as an input and generates adaptive rankers as an output in a learning process. It is an enhancement of the RSVM [7] . RSCF incorporates into RSVM a co-training framework [8] to make the learning process efficient even when the amount of training data set is relatively small and sparse.
RSCF analyzes the clickthrough data extracted from the log files and then categorizes the data as the labelled data set, which contains the search items that have been scanned by users, and the unlabelled data set, which contains the data items that have not yet been scanned. It then augments the labelled data with the unlabelled data to obtain a larger data set for training the rankers. As evidenced from offline experiments, the RSCF algorithm produces better ranking results than the standard RSVM algorithm in terms of prediction error. Based on the RSCF setting, we develop a metasearch engine that comprises MSNsearch, Wisenut, and Overture 1 , and carry out an online experiment. Notably, the three search engine components used in the metasearch engine prototype are conceived to be weaker than Google 2 , but our online experiment shows that our metasearch engine outperforms Google in retrieval quality.
The rest of this paper is organized as follows. In Section 2, we present the RSCF algorithm. In section 3, we demonstrate in offline and online experiments that the RSCF algorithm improves retrieval quality. We give our concluding remarks in Section 4.
The Ranking SVM in Co-Training Framework
In this section we analyze clickthrough data via the RSCF algorithm. RSCF addresses the problem that the training set of preference feedback extracted from a single query is relatively small.
We observe in Figure 1 that the user probably scanned l 2 , l 3 , l 4 , l 5 , and l 6 before clicking on l 7 , i.e., he has made the decision not to click on l 2 to l 6 . Therefore, l 7 is more relevant than other links according to the user's preference. In other words, l 7 should rank ahead of these five links in the target ranking. Similarly, l 10 should rank ahead of l 2 , l 3 , l 4 , l 5 , l 6 , l 8 , and l 9 . We now denote the ranking extracted from clickthrough data by r . It is straightforward to check that the three sets of preference pairs according to the three clicks l 1 , l 7 and l 10 can be obtained as shown in Figure  2 . These three sets represent the relevance judgments collectively, where some links are incomparable (e.g., l 1 , l 7 and l 10 are incomparable when paired with respect to < r ). Now, let r * be the target ranking in the search result of a submitted query. Although r * is optimal to the user, it is not fully observable in practice. However, we are able to obtain r from clickthrough data, which is in fact a subset of r * . Given the training set (q 1 , r 1 ), (q 2 , r 2 ), . . . , (q n , r n ), we aim at finding a rank that holds as many preference feedback pairs in r as possible. First, by extracting a feature Set of preference pairs Set of preference pairs Set of preference pairs arising from l1 arising from l7 arising from l10 Empty Set l 7 < r l 2 l 10 < r l 2 l7 < r l3 l10 < r l3 l 7 < r l 4 l 10 < r l 4 l7 < r l5 l10 < r l5 l 7 < r l 6 l 10 < r l 6 l 10 < r l 8 l10 < r l9 Fig. 2 . Sets of preference pairs derived from clickthrough data vector, we can rank the documents in the search result by giving different weight to the features. Then we find a weight vector − → ω that makes the set of inequalities given in (1) hold for 1 ≤ k ≤ n.
Here
∈ r k is a document pair which corresponds to the preference feedback pair (l i < r k l j ) with respect to the submitted query q k , φ(q k , d i ) is a mapping that maps q k onto a sequence of features (or a feature vector) that describes the match between q k and d i . 
The former is better than the latter if the target ranking is The problem of solving − → ω using the set of inequalities given in (1) is NP-hard. However, an approximated solution can be obtained by introducing a non-negative slack variable ξ ijk [7] to tolerate some ranking errors. Recall that r k is the subset of the target ranking r * k for the search result of the query q k . Algorithm 1 outlines the RSVM algorithm based on the approximation. The basic idea is that if we consider that δ is the distance between the two closest projected documents, then the larger the value of δ, the more definite the ranking, and hence the better the quality of the training result. Thus, if there are several weight vectors that are able to make all the rankings subject to the condition mentioned in the RSVM algorithm, we will choose the one that can maximize margin δ. Minimizing
be viewed as maximizing margin δ. In addition, minimizing Σξ ijk can be viewed as minimizing the ranking errors. Parameter C is introduced here to allow a trade-off between the margin size and the training errors in Algorithm 1.
Algorithm 1 RSVM Algorithm
Input: r k (1 ≤ k ≤ n) from the set of labelled preference pairs Procedure:
Subject to: for all i, j, and k,
The key idea of co-training is to augment the labelled data with the unlabelled data when the labelled training data are limited and sparse. As the training data set is enlarged, the classification errors are significantly decreased. In the RSCF algorithm, we enhance the RSVM algorithm and incorporate the co-training framework. The feature vector φ(q, d) describing the match between the query q and the document d is first divided into two feature subvectors, φ 1 (q, d) and φ 2 (q, d), which will be discussed in detail in Section 3.3. Then, the two rankers, α A and α B , are incrementally built over these two feature subvectors. Both rankers use the RSVM algorithm to learn weight vectors. Each ranker is initialized with a few labelled preference pairs extracted from the clickthrough data (e.g., (l 7 , l 3 ) in Figure 1 ). In each iteration of co-training, each ranker chooses several preference pairs (e.g., (l 9 , l 8 ) in Figure 1 ) from the unlabelled data set and add them to the labelled data set. The chosen pairs are those with the highest ranking confidence as given by the underlying rankers. Then, each ranker is rebuilt from the augmented labelled set. In the next iteration, the new rankers are used to rank the unlabelled preference pairs again. The ranking preference pairs process and the building rankers process repeat until all unlabelled preference pairs are labelled or a terminating criterion is satisfied. Figure 4 illustrates the process and the underlying idea of the algorithm.
The guideline for partitioning the feature vector φ(q, d) is that after the partition each subvector must be independent and sufficient for the later ranking. In general, the number of rankers used in the co-training framework can be more than two. However, since clickthrough data only contains simple actions of the search engine users, it is difficult to identify enough features from the clickthrough data to generate more than two feature subvectors that are rich enough to train the corresponding rankers. Even if the feature vector is of large dimension, we still should use some feature selection algorithm to eliminate some unimportant features and to reduce the dimension of the feature vector so that the training process can be more efficient. In our study we choose two rankers for running the co-training algorithm.
We now introduce the parameter prediction error, which is a common criterion used to evaluate the performance of a classifier in Machine Learning. We use it to evaluate the performance of a ranker in our experiments. Let us call a link pair l i and l j (l i = l j ) disconcordant, if the pair has different rankings in two given lists [6] . Given a ranker α being trained in RSVM, the prediction error of α is defined as the percentage of link pairs in the original test data set that are disconcordant according to α after an iteration. For example, if there are 50 pairs of links in the original training data set and among them 15 pairs are disconcordant links according to α after some iterations, the prediction error of this iteration would be 0.3. We also need to define another new concept, prediction difference ∆, as the terminating criterion used in the RSCF algorithm. ∆ is defined as the percentage of disconcordant links between α A and α B . For example, α A and α B , respectively, selects 10 preference pairs from the unlabelled preference pairs and add them into the labelled data set. If five selections from α A are ranked differently according to α B , then ∆ is equal to 0.5.
The RSCF algorithm is presented in Algorithm 2 . At each iteration those unlabelled preference pairs that have the largest difference between their projection on − → ω (i.e., the most confident ones) are selected and then added into the preference pair set. We finally obtain one enlarged set of labelled preference feedback pairs P l and two rankers, α A and α B , as an output of the algorithm. We also set the threshold τ for ∆ as an input to the algorithm and compute ∆ at the end of each iteration. When ∆ reaches τ , the whole process will be terminated. Using the P l output from Algorithm 2, we are able to obtain a final ranker α C by the RSVM algorithm. The ranker α C predicts better relevance judgment for new link pairs than α R , which is the ranker obtained from standard RSVM, as will be shown in our experiments.
Algorithm 2 RSCF Algorithm
Input: P l : An initial set of labelled preference pairs; P u : An initial set of unlabelled preference pairs; τ : The threshold for ∆; Procedure: 1: while there exist preference pairs without labels and ∆ < τ do 2:
Use RSVM to build α A using features in φ 1 of P l ; 3:
Use RSVM to build αB using features in φ2 of P l ; 4:
Select the most confident unlabelled preference pairs from P u according to α A and add them to P l ; 5:
Select the most confident unlabelled preference pairs from P u according to α B and add them to P l ; 6:
Compute ∆; 7: end while Output: P l , α A and α B .
Experimental Investigation
In order to provide a testbed for comparison, we implement a RSCF-based metasearch engine that combines the results of MSNsearch, Wisenut and Overture. Then we exploit the unbiased experiment setup designed in [4] and run the experiment on the RSCF metasearch engine as follows. When the user types a query into a unified interface, the query is sent to the three search engines. The top 10 links obtained from each search engine are combined into one round-robin list. Note that if the same result is returned by more than one search engine, we keep only one of them. Then the links together with titles and abstracts of the documents are displayed to the user in a uniform presentation style. As such, the user cannot tell which search engine contributes to a particular link.
Feature Extraction
In the experiments, we extract 16 features and apply them to define the feature vector mapping φ(q, d). Our approach of feature extraction is a fundamental technique used in IR. We further classify these features into two categories, namely, Ranking Features and Similarity Features. We regard a query q in our context as a set of keywords submitted to a search engine by the user, that is, q = {w 1 , w 2 , . . ., w n q }, where n q denotes the number of keywords in q. -Sim U(q,l):
We define the similarity between the query q and the URL of the retrieved document d as follows:
Sim U (q, l) = 1 if any word in q appears in the URL; 0 otherwise.
-Sim T(q,t):
Let t be the set of terms appearing in the title and N be the total number of non-stop words occurring in t. Here, stop words are those words having no meaning from the point of view of searching, such as the articles in English, otherwise words are non-stop words. We denote P + the frequency of the terms in t belonging to q (positive samples), and P − the frequency of the terms in t not belonging to q (negative samples). We define the similarity between the query q and the title t of the retrieved document d as follows:
There are three exclusive cases in the above formula. In the first case, all the terms in the title are query words. In the second case, none of the terms in the title is among the query words. In the third case, we use the log ratio measurement which takes the frequency of both positive and negative samples into consideration.
-Sim C(q,a):
Let |q ∩ a| be the number of words in a query q that also appear in the abstract a. We define the covering similarity between the query q and the abstract a of the retrieved document d as follows:
Let count(w i in a) be the number of times a particular keyword w i occurring in the abstract and count(q in a) be the number of times the query (i.e., all the keywords as a whole) occurs in the abstract. We define the groupoccurring similarity between the query q and the abstract a of the retrieved document d as follows:
We now define the feature vector φ(q, d) by using all the above extracted features as the vector components as given below:
(Rank (M, 1), Rank(M, 3) , . . . , Sim U (q, l), . . . , Sim G(q, a)) The following example helps to illustrate the use of the above-mentioned features in the feature vector.
Example 1 Suppose the query "Biometrics Research" is submitted to our metasearch engine. We assume that the document information shown in Figure 5 is an item in the search result, which is ranked 5, 11 and 3, respectively, by the underlying search engines of MSNsearch, Overture, and Wisenut. As indicated by the underlined word "biometrics" in URL, which is one of the two query words that appears in the URL, it makes Sim U (q, l) = 1. As for the feature Sim T (q, t), since there are two words, "Biometrics" and "Research", in the title belonging to q, and also two words, "Forest" and "Institute", not belonging to q, P + = 2 4 , P − = 2 4 , and Sim T (q, t) = log (1−P − )P + (1−P + )P − = 0. It is also easy to arrive at Sim C(q, a) = 1, since in this example |q| = 2 and |q ∩ a| = 2 (i.e., both the words "Biometrics" and "Research" appear in the abstract). In the abstract, the word "Biometrics" occurs twice, "Research" occurs three times and the phrase "Biometrics Research" as a whole occurs only once. So we have Sim G(q, a) = 2·1 2+3 = 0.4. Therefore, the feature vector is given as follows: 0, 1, 1, 0, 0, 0, 0, 0, 1, 1, 1, 1, 0, 1, 0.4) .
Experiment Data
We collect the sample data, P l and P u , from the server log files as described in the experiment setup. Then, 50 queries are given to five members in the Department of Computer Science. Although the queries are on quite different subjects (e.g., Information Retrieval, Machine Learning, Theory, Image Processing and Computer Network), they are all within the same domain, namely, Computer Science. Therefore, this data set is suitable for exploring the ability of adapting the search engine to a particular community of users who share similar interests but have their own specific search needs. Figure 6 provides the statistics of the data set. Some interesting phenomena can be observed from Figure 6 . On one hand, this particular group of users still bears the characteristics of the masses, such as being less likely to click on a link that is low in the ranking, no matter how relevant it Fig. 6 . Statistics on the data set is (5.39 in the entry of 'Average rank clicked on'). On the other hand, there are 21 out of 147 clicks on links that are below rank 10. This means that the users who make these 21 clicks will scroll down the ranking much farther than ordinary users to observe more links. This provides more information for training in RSCF. Note that 147 clicks means 147 sets 3 of preference pairs can be extracted by the algorithm given in [6] . Given a particular click l a , all the preference pairs having the form l a < r l b are generated, where l b is a link within the same preference set corresponding to l a . For example, l 7 is clicked by the user in Figure 1 and thus we can extract a set of preference pairs through this click, which is shown in the second column of Figure 2 .
Offline Experiments
Offline experiments verified the improved performance of RSCF over RSVM algorithm. We split the feature vector φ into two subvectors φ 1 and φ 2 , each of which is competent enough for ranking the search result.
Rank(W, 10), Sim C(q, a), Sim G(q, a))
We use the feature mapping vector φ (see Example 1 and Section 3.1) to illustrate the idea. In the following φ is split into φ 1 and φ 2 in RSCF:
Our approach is similar to cross-validation [9] , which is desirable for small data sets. We run a 3-fold cross-validation and divide 147 sets of preference pairs into three subsets, denoted as P A , P B , and P C , each with roughly the same number of preference pairs. We group the pairs in the same subset if they are extracted from the same query. First, we get the rankers from the union of P A and P B , and test the new ranker on P C . Then, we get the rankers from the union of P A and P C and test on P B . Finally, we get the rankers from the union of P B and P C and test on P A . After all these are done, the performance of the rankers is averaged and reported. Figure 7 shows the results of the comparison between α R , which is trained on the whole feature vector φ, and α A and α B , which will be trained by using the feature subvectors φ 1 and φ 2 , respectively. Here α R is implemented by the original RSVM algorithm. The x -axis represents the number of preference pair sets used for training. The y-axis represents the prediction error for each ranker. As expected, φ 1 and φ 2 do not predict the users' preferences as well as φ, since the feature subvectors φ 1 and φ 2 are much smaller than φ and thus the quality of α A and α B would be affected. However, the advantage of using a co-training algorithm is seen after very few iterations in RSCF. We adopt the enlarged training collection of data set to establish a final ranker, denoted as α C . Figure 8 shows the result of improvement between α C and α R , which is the ranker obtained from standard RSVM. In order to further study the training cost in RSCF, we carry out two further tests, one on a training set of 20 queries and another one on a training set of 100 queries. While applying RSCF, at each iteration, α A and α B respectively selects 10 of the most confident pairs from the unlabelled data set and adds them into the labelled collection. (Recall that we enlarge P l by choosing preference pairs from P u as discussed in Algorithm 2.) We present our results of these experiments in From Figures 9 and 10 we can see that, prior to the process of iteration α R always outperforms α A and α B . The prediction errors of α A and α B decrease in the very first few iterations. Subsequently, both α A and α B outperform α R at the fourth iteration, which is the local minimal in both charts. However, the prediction errors increase again after passing the local minimal. This is because at the fifth iteration and beyond, the quality of the additional top-10 preference pairs in P u was deteriorating and selecting such pairs into P l gives rise to a larger prediction error in the training collection. To overcome the above problem, we apply the termination criterion, prediction difference ∆ as explained in Algorithm 2, to terminate the iteration process. The process stops when any one set of the 10 selected pairs violates ∆ < τ according to α A and α B . In our experiments, τ is set to 0.6.
Online Experiments
To investigate the relative performance, we evaluate the RSCF ranking function by comparing it with Google in the experiment setup outlined at the beginning of this section. For each query q, the returned ranking from RSCF, given by r R = (l R 1 , . . . , l R n ), and Google, given by r
RG , we remove the last one in the list and regard the remaining item as retrieved from both. After recording the clickthrough data, we analyze which links in r RG have been clicked by the users. As it is a good indication of the relative ranking quality of the two search systems [4] , we compare the number of clicks on r R and r G . The result is shown in Figure 11 . There are 58 tested computer Science queries used in this experiment. RSCF receives more clicks for 26 queries, whereas Google receives more clicks in 17 queries. Also, there are 15 queries where users click the same number of links or none for both engines. The result shows that the proposed RSCF ranking is better in retrieval quality. 
Experimental Analysis of Feature Vectors
We now present the analysis on the weight vector obtained from RSCF. The weights are listed in Figure 12 . Intuitively, RSCF considers those features with high weights more important than those with low weights in the ranking process. That is, a document with high weights in features that have high weights will be ranked higher. In general, RSCF learnt from the clickthrough data that MSNseach is more im-1 the URL of d containing the word "biometrics" has good relevance in content. Another observation from Figure 12 is that the abstract has two high weight values Sim C(q, a) = 0.41 and Sim G(q, a) = 0.50, which indicates the fact that the users estimate the relevance of the document mostly based on the abstract of a document.
Concluding Remarks
We propose a new algorithm called Ranking SVM in a Co-training Framework (RSCF), which is able to improve the retrieval quality of search result by learning from clickthrough data. The RSCF algorithm relies only on implicit user feedback and does not add any burden to the users during the process of web searching. A key insight of utilizing clickthrough data is that the data only provides a small set of training data in the form of relative preferences. In RSCF, we resolve this problem by augmenting the training data set using a co-training framework. We show by an extensive set of offline and online experiments that RSCF improved the retrieval quality.
There are still a lot of issues that deserve further study in order to improve the performance of RSCF. In the process of feature extraction, we choose the features that we think have significant impacts on the final ranking. We plan to study other criteria for feature selection and conduct experiments to see the impacts on the performance. Another promising direction is to apply our technique to cater for individuals' needs in addition to adapting the search engine to a community of users. We believe that RSCF can be directly used to personalize search engines if the personal clickthrough data can be specifically recorded. We plan to derive ways to identify sessions of clickthrough data in log files.
