The Management of Market Risk: Regulation Versus Practice by Christie, Stephen Joseph
University of Surrey 
European Management School 
The Management of Market Risk: 
Regulation versus Practice 
Stephen Joseph Christie 
Submitted in part fulfilment of the requirements for the 
degree of Doctor of Philosophy 
February 2000 
The Management of Market Risk: Regulation versus Practice 
ABSTRACT 
All financial institutions are legally mandated to implement a risk management and 
measurement framework in line with a series of formally (regulatory) defined 
guidelines. These guidelines direct the capital that firms must set aside to protect 
shareholders from adverse outcomes. The primary objectives of the rules were aimed 
at promoting safety and soundness in the financial system, enhancing competitive 
equality, to provide a comprehensive approach for addressing risks, and to develop a 
set of principles that are applicable to all market participants (nationally or 
internationally). 
This project concludes that the guidelines, as currently defined, do not meet these 
objectives. The application of existing risk measurement models are ineffective in 
simulating the risk characteristics of real markets, specifically the efficacy of the 
distributional assumptions, parameter estimators, and stationarity of the risk factors is 
found to be invalid. Additional qualitative research, completed as part of this project, 
with expert practitioners and financial institutions supports the importance of this 
project to management, the framework of the analysis developed within this project, 
and concerns on the validity of existing methods. 
A revised model is developed within this project from empirical analysis of the results 
of the failure of the regulatory models. The new model provides a more effective 
measure of risk within real markets which captures the time-variance and modified 
distributional characteristics. This model is shown empirically to be efficient across a 
range of financial markets. 
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Chapter 1- Introduction 
1.1 Introduction 
Since the 1998 collapse of the Asian, Russian and Latin American economies, in 
addition to the systemic impact on hedge funds such as the Long Term Capital 
Management fund, financial institutions and regulatory authorities have become 
concerned that they have historically underestimated the risks inherent within the 
financial markets. The `domino effect' associated with the collapse of these financial 
markets has been identified as a primary driver to the emergence of a `global slump in 
the economy' (Posen, October 1998). Few institutions are unaffected, with many of 
the leading Global Banks reporting record losses and requiring significant 
restructuring of their operations and cost-base. 
This is not, however, a recent phenomenon. The history of financial losses over the 
last few decades (consider, for example, the losses of Barings, Procter & Gamble, 
Metallgesellschaft, and so on) highlight that despite the increase in regulation within 
financial markets, market participants' behaviour does not appear to be sufficiently 
well controlled to protect shareholder's interests (Chew, 1996). 
Greenspan, the US Federal Reserve Chairman, has noted that the inconsistent and 
arbitrary treatment of risk in the international banking system has seriously 
undermined the regulatory control framework required to avoid systemic risk within 
financial markets (Financial Times, 12 October 1999; pp 10). 
Financial regulatory authorities have recognised that the analysis, design, and 
implementation of a framework to manage the systemic risks within financial markets 
requires international co-ordination and compliance. A series of legally mandated 
international rules on the capital provisions that market participants must set aside to 
protect shareholders from adverse risk outcomes has been defined (Basle, 1988,1996, 
1999). In summary, these rules were aimed at promoting safety and soundness in the 
financial system, enhancing competitive equality, providing a comprehensive 
approach for addressing risks, and to develop a set of principles that are applicable to 
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all market participants. Recent analysis (The Economist, 5 June 1999) has highlighted 
that whilst the objectives are considered valid, it is not clear whether the 
implementation detail defined by the regulatory authorities is sufficiently well defined 
and robust to meet these objectives. 
At the core of the regulatory guidelines is the development of a risk measurement 
model, with the explicit directive that management can only exist within an efficient 
measurement paradigm. A consequence of the lack of control and understanding of 
financial market's behaviour during these crises has been a fundamental questioning 
on whether the risk measurement models and underlying behavioural assumptions are 
applicable in real markets (Wayward Models, Financial Times, 7 October 1998). 
It has also been proposed that the inadequacy of the current risk measurement models 
has introduced systemic risk into financial markets (The Economist, 15 June 1999 
pp 105-106). It is argued that current risk measurement techniques are not sufficiently 
rigorous to reflect anything other than a provisional signal of `potential future 
problems' which leads to adverse market participant behaviour, poor capital 
management, and an asset price-volatility rise `vicious-circle'. 
This research project explores these issues. 
There is agreement amongst leading academics, practitioners, and regulators that the 
subject of risk management is one of the most complex issues facing the financial 
industry. At the core of this issue is the development of a risk measurement paradigm 
that can operate effectively in a non-trivial, global, real market. With the growth in 
traded derivatives and the increase in trading activity in emerging markets to over 
US$6,000 billion per annum (Financial Times, 25 February 1998, pp36), the need for 
an effective financial risk measurement framework is considered critical. In addition, 
as most of this growth is fuelled by international investor activity, then in line with the 
regulatory objectives outlined above, it is considered important that the management 
framework is applicable across different markets. 
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There is no evidence, however, of any published analysis on whether this assumption 
is accurate, and anecdotal empirical evidence would suggest otherwise. That is, whilst 
regulatory frameworks have been implemented consistently across different markets, 
as legally directed and managerially desired, the efficacy of this approach is 
questionable from empirical observations. For example, as expressed by Greenspan, 
Chairman of the US Federal Reserve (Financial Times, 28 February 1998, ppl), in 
response to major financial losses in Asian markets, `We are beginning slowly but 
surely to understand how the international financial system is functioning... [but] it is 
a mistake to assume all markets have the same sort of structure'. 
The exact value of losses associated with poor risk management is difficult to 
quantify as these figures tend not to be disclosed by institutions unless forced by 
regulatory or shareholder directives, however it is estimated to be in excess of US$17 
billion per annum. High profile losses such as the bankruptcy of Barings, near 
collapse of the LTCM hedge fund, hedging losses of Metallgeschellschaft, bankruptcy 
of Orange County, and the derivatives losses of Procter & Gamble continue to ensure 
that the industry's awareness of the potential costs of not implementing an effective 
risk management model are highlighted (DiMartino et al, 1996; Chew, 1996). 
The subject of risk management is not a new one and can be traced back over 4,000 
years, although the field of research became more rigorously researched over the last 
300 years. In essence, the primary objective of risk management is to ensure that an 
asset's returns are commensurate with the risks associated with that asset, and vice 
versa. 
The volatility, defined at this stage as simply the degree of variability of the asset 
prices, of financial markets throughout the 20-1, Century has continued to focus 
attention on whether the investment utility was commensurate with the price and risk 
behaviour of the markets. The S&P 500, for example, halved its return over the early 
1970s compared with the period immediately preceding, whilst the volatility of those 
returns nearly doubled (to 22%). The consequence of this is that a 1970s investor in 
S&P500 stocks should anticipate a lower mean return in his investment whilst the 
probability of realising this return is much lower than in the preceding period. 
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Investors and practitioners shared a common view that their understanding of the 
market was too naive, and was operating, unacceptably, like a `fools lottery' (Keynes, 
1936). As expressed by one institution: 
Professional investment management and its practitioners are inconsistent, 
unpredictable, and in trouble... Clients are afraid of us, and what our methods 
might produce in the way of further loss as much or more than they are afraid 
of stocks... The business badly needs to replace its cottage industry operating 
methods. (Senior Manager, Wells Fargo Bank: Journal of Portfolio 
Management 1974) 
A seminal work in risk development was completed by Markowitz (1959) on the 
subject of efficient portfolio selection. In creating an optimal portfolio, Markowitz 
defined an efficient frontier of risk/return ratios associated with assets. This presumed 
therefore, a measurement technique for risk based on the mean and standard deviation 
of the expected returns of the assets. Furthermore, Markowitz highlighted that a 
component of the risks may be diversified by the effective selection of assets with an 
appropriate correlation coefficient structure to the original asset (the hedge class 
requirement). 
Markowitz's work is still a major influence on current risk measurement techniques. 
There were a number of evolutionary developments from Markowitz's early work, the 
best known and arguably most debated being the development of the Capital Asset 
Pricing Model (CAPM), credited to Sharpe, Lintner and Mossin (Sharpe, 1964; 
Lintner, 1965; Mossin, 1966). There are a number of variants of this model, but in 
general they share the form: 
E(«) =, 6i '[E(k)-RfJ+Rf 
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E(Rºn) = E(R1) 
V assets 
Where: E(R; ) = Expected return on asset (portfolio) i, 
Pi = Covariance of asset i with market (portfolio) M, 
E(Rm) = Expected return of market (portfolio index) m, 
Rf = Risk free rate of return 
This model highlights one key assumption in risk measurement research at this time, 
namely that the returns are only associated with compensation for the non- 
diversifiable risk of an asset. This is defined as the specific risk of an asset. This 
assumption has proven to be the major weakness of the model as it assumes that all 
the information on correlations between assets is available and that the portfolio can 
be constructed without any regard to trading frictions (see for example, Haugen, 
1996). 
Portfolio optimisation models usefully illustrate the financial research objective, but 
do not place sufficient emphasis on the risk dimension for practical application in real 
markets (Zenios, 1993). There is therefore still the remaining question, unless the 
risks are understood and quantified, how does an investor know if the price (and 
therefore the expected returns) are fair ? This is fundamental to the pricing and 
hedging of assets as well as a key operational requirement imposed by regulators. 
An industry study by thirty of the leading practitioners, regulators and advisory bodies 
was completed in 1993 to identify a number of key recommendations to implementing 
a risk management framework (the G30 Study). A number of the findings and 
resultant recommendations focused on market risk and associated measurement 
techniques (Heimann, 1997). 
In line with general market practice, market risk is defined as the potential financial 
loss associated with the change in value of open positions or earnings as a result of 
changes in the prices of financial assets or liabilities. One conclusion of the G30 
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study was that the measurement and management of market risk was found to be 
generally inadequately implemented or understood. The primary focus of this research 
project is on market risk and outlines the detail associated with the current 
techniques which serves as both a tutorial for the reader as well as a discussion 
framework to highlight the limitations and potential improvements of these 
techniques. 
The 1988 Basle Capital Accord (Basle Committee, 1988) and the 1993 Amendment to 
the Accord (Basle Committee, 1996) define a series of market risk measurement 
criteria to be adopted by practitioners. One of the directives of the Accord outlines the 
capital allocation criteria that must be set aside to support expected market risk losses. 
Specifically, the more sophisticated the risk management and measurement 
framework, the lower the minimum capital buffer that is mandated to be set aside. 
There are incentives for institutions therefore, to improve on the minimum criteria 
defined in the Accord as this results in an improved capital management ratio 
requirement (Bryant, 1997). 
Whilst the Accord represents an improvement for many financial institutions, it will 
be shown in this project both in the analysis of the literature and formal quantitative 
investigation of the efficacy of the models (Chapters 7& 8), that the criteria are not 
exhaustive, subjectively interpretable, and are prone to ignore significant risk 
attributes. 
In summary, there are several reasons why an effective market risk measurement 
model is an important management imperative, namely: 
" Risk measurement is a regulatory requirement (across a range of regulatory 
bodies, central banks, and audit processes), and from January 1999 risk exposures 
are included as a mandatory audit reporting requirement 
" It enables a more efficient use of capital and may facilitate lower capital ratios 
9 It supports effective pricing decisions 
9 It enables the potential risk on a range of assets (across instruments and markets) 
to be understood 
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9 It supports a more effective methodology than traditional accounting and `Asset & 
Liability' techniques to monitor performance and resource allocation across an 
organisations' diverse business interests 
" Critical management information is provided to senior management and 
shareholders 
9 It is a critical tool to manage the risk inherent in a firm's operating and trading 
environment 
" It can be a strategic competitive differentiator. As noted by Longerstaey (Heron et 
al, 1996), for example, JP Morgan's profits increased by 40% during 1995/1996 
fuelled by strong demand for efficient risk management products. The company's 
reputation for effective risk management solutions was considered a major factor 
in the growth. 
1.2 Summary Of The Research Problem 
A detailed definition of the research problem and methodology is outlined in Chapter 
6, however the remainder of this introductory chapter is included to ensure that the 
reader has a good understanding of the context of the objectives of the literature 
review study included in Chapters 2 to 5 inclusive. 
This project examines the validity of the regulatory capital at risk measurement and 
management framework when applied to real markets. In practice, this involves a 
study of the pricing of market risk in a series of real financial markets, applicable to 
the measurement of risk for both linear and non-linear instruments, where non-linear 
is defined as a market which incorporates contingent-loss (option) financial 
instruments. 
There are two key objectives associated with this study. The first, a comparative 
analysis of risk measurement models across a range of real financial markets. This 
provides a detailed qualitative and quantitative comparative analysis on whether the 
currently employed models are applicable to the real markets under study. In 
summary, this element of the research problem aims to investigate and validate the 
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qualitative reservations of existing models expressed in Jorion (1997), Financial 
Times (Wayward Models, 7 October 1998, pp23) and others. 
The second objective is to identify additional factors and methods that would improve 
the efficacy of the risk measurement paradigm. The latter objective will be 
investigated by the development of alternative risk measurement models, based on a 
formal analysis of the characteristics of risk in real markets and how a model can be 
developed to approximate these characteristics. 
The overall research problem is postulated across four key dimensions: 
" To assess the comparative efficiency of the regulatory-defined 
variance/covariance market risk measurement model across a range of ten well- 
defined real markets. The number of markets was chosen subjectively to provide a 
broad coverage of real markets. Each market was selected to provide a range of 
mature and developing economies across Europe, the Far East and US markets 
(although a majority bias to G10 markets was selected as these are legally 
committed to the same regulatory paradigm). The markets chosen should ensure a 
significant variation in the characteristics (for example, volatility and liquidity) of 
risk that the model is expected to measure. In addition, this dimension provides 
both a validation of the limitations outlined in the literature review, and a 
benchmark against which further studies in the risk measurement models can be 
compared 
" To evaluate the ability of alternative models to replicate the behaviour of a 
complex real financial market 
9 To evaluate the effect of these models if they were applied to portfolios of both 
linear and non-linear instruments in the real markets under study 
" To understand the characteristics of the risk measure that contributes to the 
applicability or otherwise of that risk measure to real markets. 
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In summary, the problem is therefore to investigate the efficacy of regulatory 
mandated market risk measurement models applied to real financial markets, 
investigate the characteristics of risk, and propose alternative measurement 
techniques to simulate those characteristics more effectively than existing 
methods. The management objective of this study is aimed at improving on the 
regulatory `capital at risk' and practitioner `pricing risk' standards currently 
employed. 
This project should be of interest to regulatory bodies around the world who are trying 
to develop a regulatory capital risk framework which incorporates market risk. In 
addition, this project should be of interest to financial practitioners and researchers 
who are interested in the management of global risk exposures in actual markets and 
the efficiency of currently published risk measurement techniques. Finally, this 
project should be of interest to financial researchers who are interested in the 
development of alternative risk measurement techniques in finance. 
1.3 Objectives Of The Study 
The objectives of the study are to: 
9 Examine the behaviour of market risk in dynamic portfolios 
" Identify additional factors that could be used to measure and manage both linear 
and non-linear risk in real markets 
" Assess the relative efficiency of market risk measurement techniques within real 
(imperfect) markets 
" Identify whether enterprise-wide or global risk management is a realistic objective 
when the trading activity encompasses a diverse range of market conditions and 
instruments 
Develop a market risk measurement model that effectively measures Value at 
Risk in the markets under study. 
The anticipated outcome of the research will therefore be: 
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" An understanding of the efficiency of existing risk measures 
" Identification of improvements to the current measurement techniques and an 
empirical validation of the effect of these improvements 
" An accurate risk measurement model that can be demonstrated to be 
computationally and numerically efficient at measuring market risk in the markets 
under study. 
The study will investigate a number of alternative statistical models including jump- 
diffusion processes as modifications to the existing closed-form Value at Risk models. 
Analysis of these models, as measures of asset behaviour in real markets, can also be 
considered as `analogue conclusions' for other areas of financial research, such as 
asset pricing theory, arbitrage, and revaluation methods. 
1.4 General Outline Of Research Methodology 
There are two major elements of the research, literature-based research and empirical- 
based research. 
The literature-based research is divided into three main parts. The first part looks at 
the general developments and objectives of risk management, and as a result is not 
specific to a particular market, instrument-class or risk-class. The second component 
looks at the evolution of market risk measurement techniques, with particular 
reference to the core methodologies and parameter estimation. Finally, the market 
frictions found in imperfect markets are studied. This component provides the 
information that identifies how and why imperfect markets are considered to be 
difficult to price, hedge and risk manage. During the literature review, risk 
measurement models in non-financial market applications were studied. The 
conclusions from the non-financial study supported many of the techniques applied 
and restrictions identified in finance, and have been included as an appendix to this 
thesis. 
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The empirical component of this project has three main parts which are heavily inter- 
related. The first part is based on an empirical study of the behaviour of risk in the 
range of interest rate and foreign exchange financial markets listed above to confirm 
the efficacy of the existing risk measurement models to manage a (non-linear risk) 
portfolio of options. 
The second part of the study is an empirical study of alternative statistical risk 
measurement models. Detailed investigation of the characteristics of risk within each 
market is incorporated to develop potential improvements to risk measurement 
models in simulating the risk profiles of real market behaviour. 
Finally, field research with a range of leading financial institutions and practitioners 
has been completed to support the validation of literature conclusions, the 
development of quantitative techniques, and the key research findings. 
In summary, therefore the following propositions are under study: 
f It is proposed that the existing regulatory Value at Risk models vary significantly 
in their efficacy across markets and therefore cannot be generalised to apply 
across all global financial markets, 
f It is proposed that the fundamental characteristics of risk in real markets are not 
described by the existing statistical distributions and static parametric factors 
f It is proposed that alternative risk measurement models could be built which are 
sufficiently robust and generalisable to support effective Value at Risk 
measurement in real markets. 
The market price data for this study has been obtained from market data suppliers, 
and the analytical calculators were developed by the researcher using a combination 
of MatLab (v5.1, Neural Network Toolbox v2.1), Mathematica (v3.00), Statistica 
(v5.1) and Visual Basic (v5.0). 
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1.5 Structure Of This Work 
This study is organised into eight chapters, as outlined in Figure 1.1. 
Fig 1.1: Organisation of the Thesis 
CHAPTER I 
Overview of the Research 
CHAPTER 2 
Financial Risk Management 
Development Overview 
CHAPTER 3 Appendix 
I 
Risk Measurement Models 
Non-Financial Risk Measurement 
Models 
I 
I 
CHAPTER 4 
Factor Analysis & Parameter Estimation 
II 
CHAPTER 5 
II 
Market Frictions 
III 
III 
CHAPTER 6 
Research Methodology 
CHAPTER 7 
Research Findings & Validation 
CHAPTER 8 
Conclusions & Recommendations 
Chapter Two provides an overview of the historical development of risk management 
within the financial industry. It pays particular attention to the emerging discussions 
on the isolation and classification of risk factors, the drivers associated with the 
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financial research interest, and the detailed regulatory guidelines on the 
implementation of a risk management framework. 
Chapter Three examines the literature on the evolution of risk measurement 
techniques in the financial industry and provides a detailed critique on the leading 
models developed. The emphasis in this chapter is to define both the desired 
characteristics of a good model, as well as detail the basic `building blocks' of the 
different models. Evolution of risk measurement models in non-financial markets is 
included in Appendix I. 
Chapter Four investigates the detailed implementation aspects of risk measurement 
models in terms of the selection of market risk factor studies, and the detailed 
parameter estimation techniques. Both single factor and multi-factor empirical studies 
are outlined. 
Chapter Five completes the literature review by defining a range of trading frictions 
that affect the market risk behaviour and are inadequately, if at all, managed by 
existing measurement techniques. The frictions studied include liquidity, correlation 
stability, volatility stability, jump-diffusions, risk horizons, and portfolio dynamics 
(all terms are defined in detail in Chapter 5). 
Chapter Six details the combined theoretical framework and methodology associated 
with the risk measurement study, including the exact range of market and instrument 
characteristics studied. The primary objective of this chapter is to clarify the 
operational framework associated with the empirical research, and develop the 
hypotheses under investigation. 
Chapter Seven details the findings and examines the conclusions that are derived from 
the empirical and theoretical studies, combined with the literature review. In addition, 
the nature of the validation fieldwork associated with the empirical study is explained 
and the methodology employed is examined. 
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Finally, Chapter Eight summarises the overall findings, validations and 
recommendations in the industry for future research. 
1.6 Summary Of Study 
In summary, it will be shown that this project has developed an extended 
understanding on the behaviour of risk in real markets and has developed a new 
model in which the risk characteristics can be more efficiently understood, measured 
and managed. In addition, it has highlighted that the financial services industry is 
currently dissatisfied with the accuracy of existing methods, which is validated by the 
empirical findings of this project. 
Regulators have developed a series of capital adequacy rules which institutions have 
been legally mandated to implement. The implementation of these models is both 
expensive and complex. The effect of these models is designed to provide an 
equitable competitive framework (the *so-called `level-playing field'), to promote 
safety and soundness in the financial industry, provide a more comprehensive 
approach for addressing risks, and to apply these principles to all institutions, not just 
the internationally active ones. 
It has been recognised (see, for example, The Economist, 5 June 1999 pp103-106) 
that these aims have not been realised by the current regulatory model structure. 
Errors in the measurement of capital at risk provision can have a number of 
unfortunate consequences. Institutions may be encouraged, for example, to take more 
risk than shareholders would support (or in instances, that the financial institution 
recognise), the volume of working capital within a financial market and therefore the 
economy may be reduced, and internal business strategy decisions may be incorrectly 
made. In addition, naive risk measurement frameworks have been blamed on 
introducing adverse market participant behaviour and systemic risk in real markets 
(The Economist, 12 June 1999 pp105-106). 
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At the heart of these strategic management issues is a valid measure and 
understanding of the behaviour of risk. This project has confirmed the existing 
literature view that financial assets do not exhibit exact (Log)Normal behaviour. It 
further develops the argument to highlight that the deviation from (Log)Normality is 
very significant and introduces errors which would not be acceptable to practitioners, 
and should not be acceptable to regulators. In addition, this project highlights that the 
parametric guidelines argued by both the regulators and leading practitioners is 
flawed and does not result in efficient measurement when applied to real markets. 
The project develops a model of risk which differs significantly from much of the 
existing asset risk measurement and asset simulation models. This alternative model 
incorporates time-variance, non-stationary mean changes, heteroschedastic volatility, 
and non-standard statistical distributional profiles. The application of this model to the 
measurement of risk in real markets leads to significantly improved simulation results. 
Institutions which adopt this model would demonstrate to regulatory authorities a 
significant improvement in their back-testing measurement results, and would 
therefore have lower capital adequacy requirements. Furthermore, the volatility of 
their revenue profiles associated with operational (model) risk should be lower, which 
would also result in improvements in the accounting and expected future regulatory 
operational risk provision requirements. 
It is also highlighted that a significant proportion of financial institutions surveyed 
were not compliant with the regulatory guidelines and did not have confidence in their 
risk management and pricing frameworks. 
There are a number of additional benefits from this project. The first benefit is the 
potential usage of the dynamic risk asset model characteristics to other related pricing 
and portfolio management applications. For example, the methods within this model 
should lead to improvements over the numerical optimisation methods currently 
employed to dynamic portfolio matching (see, for example Dempster 1999), as the 
dynamic risk model is based on gaining a deeper understanding of the way risk 
originates, is classified, is measured and thereby managed. Much of the existing 
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methods are based on portfolio replication and large-scale simulation as a proxy to 
understanding the risk. 
In addition, this project has highlighted that the extended development of traditional 
forms (Poisson-Normal) of jump-diffusion asset behavioural models are unlikely to 
yield efficient results when applied to real markets. Additional research on the 
validation of the existing theoretical frameworks in which jump-diffusion has been 
applied, for example contingent claims pricing models and foreign exchange 
predictors, would also be warranted based on the empirical evidence from this project. 
As an extension of the last point, the questioning of (Log)Normality, which underpins 
a number of fundamental valuation models in finance would also highlight the need 
for additional validation research in this area. Whilst a fundamental questioning of a 
widely implemented rule of finance may seem extreme, it should be noted that most 
models tend to be validated in a theoretical framework (which from this project's 
evidence is at variance with actual market behaviour). Artificial compliance 
(validation) of a model within real markets occurs when the asset is heavily traded at 
model prices and dynamically hedged at intervals in which the error is not noticeable. 
The integration of dynamic risk characteristics (in line with the model developed in 
this project) should lead to improvements that do not require artificial compliance and 
should require lower hedge adjustments to support the same realised yields. 
In line with the dynamic risk field of research, this project validates the need to apply 
heteroschedastic volatility models, thereby supporting the research efforts around 
ARCH, GARCH (defined below) and so on, within finance. As an extension of these 
methods, this project promotes the introduction of non-stationarity techniques in 
finance. 
Advanced areas of risk research have started to develop the concept of using neural 
networks in finance (see for example, Deboeck 1994, Dunis 1996) for a range of asset 
predictive and pricing applications. This project highlights that this would be a limited 
area for financial researchers as the presence of non-stationarity results in neural 
networks being unstable. 
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Finally, an additional benefit from this project is the simplification and further 
development of the back-testing methodologies. As outlined in the literature, in line 
with BIS, most institutions face the problem of `portfolio transaction noise' that 
reduces the accuracy of their back-testing results. BIS highlight that they are currently 
dissatisfied with the current back-testing methods but have adopted them in the 
absence of a better proposed method (Basle, 1996). This project develops a method 
that demonstrates that the risk measurement efficiency results are directly related to 
the accuracy of the asset innovation (volatility) measure (as a function of the power of 
the derivative sensitivity of the portfolio under study). Back-testing to the asset 
innovation series therefore removes the need to create artificial portfolios and enables 
cross-market, cross-institutions', and cross-assets' benchmark statistics to be 
developed. This is proposed as a more efficient alternative approach to the BIS 
framework. 
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Chapter 2- Financial Risk Management Development 
2.1 Introduction 
The primary purpose of this chapter is to address the following objectives: 
" Provide a brief historical context on the origins of the development of risk 
management 
" Outline in detail the primary drivers associated with risk management 
" Clarify the current conventions associated with the classification of risk exposure 
within financial research. In particular, this chapter outlines an overall risk 
taxonomy and definitional framework which is used to clarify the scope of future 
analysis within this research project. 
In overview, this chapter highlights the key management issues associated with risk 
management and why it is a significant area for this research project to address. 
Specific measurement techniques or market behavioural models are discussed in 
detail as the subject of later chapters. 
2.2 Brief Historical Overview Of Risk Research Development 
Risk management is not a new subject and is the subject of extensive financial 
research activity from a number of different perspectives. It is difficult to trace who 
originated the key concepts but there are a number of clues that enable an historical 
framework to be constructed that provides an insight into the evolution of risk 
management. 
Bernstein (1996) identifies four main eras of development based on major 
chronological developments in mathematical risk measurement techniques. The first 
era (pre 1200) was identified as the creation of a4 more ordered number system' 
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which facilitated later mathematical studies (of all numerate disciplines). The second 
era (1200-1700) involved the development of probability concepts, followed by two 
hundred years of further refinement (the third era) to these techniques. The final era 
spanning the 20th century involved the development of decision and game theory that 
facilitated modem analysis of financial research models. 
Bernstein's model tends to give a distorted emphasis on the stages of development to 
match the evolution of the quantitative techniques (Bernstein 1996). It is probably 
more instructive to note that before about 1700, there appeared two main areas of 
interest in the behaviour of risk, namely the focus on gambling and insurance. Both 
areas were researched heavily by many mathematicians, including Cardano, Fibonacci 
and Paccioli, and lead to much of the existing fundamental probability theory applied 
today. In simple terms, they recognised that there may be many more potential 
outcomes in the future than will actually exist and the potential return associated with 
each outcome may have differing measures of favourableness. 
Insurance, for example, provided a very practical and formal framework to study the 
behaviour of risk. The Code of Hammurabi, which dates from about 1800BC devoted 
282 clauses to the management of marine insurance amongst traders. A large number 
of continental European banks (particularly in major merchant trading locations such 
as Italy and Portugal) were created as a result of managing potential losses as a result 
of natural or market disasters. One characteristic is evident throughout this period, 
however, and that was that the measurement techniques involved very little `scientific 
analysis or foundation'. There appeared to be a general acceptance that risk events 
were both inevitable, and therefore outside the scope of the direct management of 
individuals to mitigate, and unquantifiable. Crude attempts at assessing the premium, 
or price of the risk, were made but these were frequently highly subjective. 
After about 1700, the measurement of risk became a more active and arguably more 
rigorous research topic. A seminal paper published in 1738 (Bernouilli) identified that 
the focus on the price of an asset is not necessarily a fair indicator on the worth that 
should be attributed to that asset or the expected risk characteristics. 
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Bernouilli extended his research to attempt to quantify qualitative risk factors, and 
was followed by a number of leading researchers who focused on the use of 
probabilistic techniques to improve the efficiency of these measures. The 
development of these areas is outlined in more detail in the next chapter. 
Associated areas of related research which are also important to draw upon when 
investigating risk management and measurement include game theory, economics and 
econometrics. 
2.3 Traditional Definition of Risk 
There are very few bodies of knowledge that do not incorporate a risk dimension to 
the development of ideas within that discipline. Scientific studies in the social 
sciences, natural sciences and physical sciences frequently refer to risk classes such as 
experimental risk, sociological risk, environmental risk and so on. It is generally in 
the economic, and more explicitly the financial research studies that the analysis of 
risk increases in significance in relation to the importance of the residual bodies of 
knowledge. As will be outlined further in this thesis, this does not however imply that 
the depth of analysis and sophistication is always commensurate with this profile. 
Naive models are as frequently encountered in finance as they are in any other 
discipline. 
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A fundamental objective of risk research must start with addressing the following two 
questions: 
9 What is traditionally meant by the term 'risk'? 
9 Is this definition both applicable and exhaustive to apply within financial 
research ? 
Scholars differ on the original derivation of the word `risk'. Bernstein (1996) 
attributes it to the Italian risicare which means "to dare", whilst The Oxford English 
Dictionary attributes the primary origin to the Italian word risco which means danger. 
Both definitions appear appropriate. The Oxford English Dictionary provides the 
more conventional definition as follows: 
Risk: 1. Hazard, danger; exposure to mischance or peril. 
2. The chance or hazard of commercial loss, specifically 
to the case of insured property or goods 1719. 
Jorion (1997) provides an alternative, financial research oriented, definition as `the 
volatility of unexpected outcomes, generally the value of assets or liabilities of 
interest'. It could be argued that unexpected should however be replaced with 
expected. Jorion states that financial institutions are exposed to three types, or classes, 
of risks namely business, strategic, and financial risks. Each class is defined as 
follows: 
Business risks are those that the corporation willingly assumes to create a competitive 
advantage and add value for shareholders. This is the operational dimension of the 
firm, and is a direct measure of the product's market dynamics. Factors which 
influence the degree of risk associated with business risk include traditional (7Ps) 
marketing mix factors such as Product, Price, Place, Promotion, People, Process 
management, and Physical evidence (Gronroos, 1990). 
In contrast to business risks which are analysed chiefly at the institutional and market 
level, strategic risks are defined as those that arise from a fundamental shift in the 
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economy or political environment. Examples of strategic risk include the effect of the 
end of the cold war on arms sales, systemic aversion to the use of financial derivatives 
which may lead to a reduction in trading volumes, expropriation of assets by 
governments, and nationalisation of industries (that is, all forms of political risk). As 
highlighted by Jorion (1997), these risks are difficult to hedge except by diversifying 
across market sectors and countries. This is a damage limitation strategy, however, 
and does not necessarily reflect a directly correlated hedge. 
Finally, financial risks are defined as those that relate directly to possible losses in 
financial markets. Both financial and industrial institutions have recognised that the 
risk of an asset directly affects the pricing of that asset, and therefore by definition the 
profitability or viability of a product and eventually the firms' performance. Financial 
risks are the primary focus of this research project. 
The US Office of the Comptroller of the Currency (OCC) (OCC 1993) provide a 
classification of financial risks into the following generally accepted broad 
classification profile of market, credit, liquidity, operational, and legal risks. 
2.3.1 Market Risk 
Market risk is defined as the change in value of open positions or earnings as a result 
in changes in the prices of financial assets or liabilities (Jorion 1997). Christie (1994) 
provides a broader description which is termed the `Domain-based Approach' which 
highlights that ay attribute that affects the value of an asset or liability, whether it is 
for example, a price factor, volatility, correlation, index, time, and so on, results in 
market risk. 
Conventionally, market risk incorporates basis risk, which occurs when the 
relationships (that is, correlations) or assumptions between products used to hedge 
each other breaks down. Jorion (1997) also includes non-linear relationship risks, 
such as gamma risk (the second-order valuation risk with respect to price) in this 
category. 
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There are two forms of market risk, absolute risk and relative risk. Absolute risk is 
the potential loss in direct currency value terms, whilst relative risk measures the loss 
relative to a benchmark index. This is an important differentiation as the former 
measures risk in terms of the potential volatility of the total returns, whilst the latter 
measures a form of index (for example, market or financial sector) tracking error. 
2.3.2 Credit Risk 
Credit risk is the risk associated with counterparties being either unable or unwilling 
to meet their obligations. The Bank of International Settlements (BIS) (Basle, 1988) 
developed a methodology which quantified the potential loss in terms of the cost of 
replacement cashflows if the other party defaults as a function of both the current 
exposure value and the potential exposure to the horizon when default is assumed to 
occur. 
In addition, credit risk is also the change in value in an asset or liability as a result of a 
change in the credit agency downgrading the debtor (JP Morgan, 1997a). 
Downgrades may be as a result of many factors but are generally accepted as a fair 
and accurate measure of the creditworthiness or financial stability of an institution. 
Although it should be noted that by the use of special purpose vehicles or as a result 
of inefficient use of capital, credit ratings may not be an accurate reflection of the 
probability of default of risky assets. BIS allow an alternative measure of default 
which is based on an industry-class index rather than specific institutional gradings. A 
well diversified portfolio will therefore be more accurately reflected, it is argued, 
across an industrial index rather than the characteristically conservative, non netted, 
individual firms' profile. 
Credit risk also incorporates strategic-type risk characteristics in the form of 
sovereign risk. Sovereign risk occurs when either country-specific constraints are 
imposed on an institution which makes it impossible for them to honour obligations 
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(for example, foreign exchange currency controls as imposed by India), or when a 
sovereign state is the debtor and finds itself unable to pay, as experienced, for 
example, in the Mexican currency crisis in 1994. 
There are two main forms of credit risk, presettlement risk and settlement risk. 
Presettlement risk is the traditional risk defined by the industry as the default in 
obligation as noted above, whilst settlement risk is the possibility that a counterparty 
may default on a contract after one party has already made payment. Examples of 
settlement risk being a significant concern arise in the foreign exchange markets 
where global time differences may result in payment processing in Europe followed 
by the anticipated delivery in America later. As currency payment volumes exceed 
US$3 trillion per annum, this is a primary concern for central bankers and has resulted 
in the development of bilateral and multilateral netting agreements. A number of 
settlement clearing operations, such as Multinet (1994), FXNet (1990), and under 
development FX2000, have been created to help manage this risk. 
One well publicised significant settlement risk event occurred when the Herstatt bank 
went bankrupt in 1974. The bank had received payments from a number of 
counterparties but defaulted before the reciprocal payments were made. The losses 
were considered to be a major risk in potentially destabilising the global banking 
system (Jorion, 1997) and was credited as a major impetus in the creation of the Basle 
Committee, which 20 years later promulgated capital adequacy requirements. In 
recognition of this event, settlement risk is frequently referred to as Herstatt risk. 
It should be noted that credit risks generally arise as a result of a market risk 
occurrence. By definition, only liabilities (that is, financial instruments with a non- 
positive cashflow value) would result in a debtor defaulting. 
A number of commercial consultancies have enhanced the credit risk methodologies 
to incorporate more sophisticated measures of potential loss, most notably by KMV 
and Oliver, Wyman & Company. The key features of their techniques have been 
combined into JP-Morgan's CreditMetricsTM methodology (JP Morgan, 1997a) which 
analyses risks associated with three main components, namely: 
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Potential Loss, which measures the potential maximum cash-equivalent loss at the 
anticipated loss horizon date, 
Probability of Default, which is a subjective measure of the likelihood of this default 
occurring, and finally 
Recovery rate, which is a measure of what value of the asset may be recovered in the 
event of default (either as a result of legal recovery, insurance remuneration or third- 
party intervention). 
In line with this model, the Credit Risk may therefore be defined as: 
Credit Risk = Potential Loss * Probability of Default * (1- Recovery Rate) 
As a result of this representation of credit risk, most notably the similarity of the 
Potential Loss to the Market Risk of an asset, there is a current trend to converge the 
market and credit risk methodologies. This is primarily being driven by the 
development of more sophisticated market risk measurement techniques than are 
currently available for credit risk. 
2.3.3 Liquidity Risks 
There are two main forms of liquidity risk, the market/product liquidity risk and 
cashflow/funding risk (Jorion 1997). The critical impact of each risk category is 
dependent on the resources (capital available) and risk preferences (holding periods 
over which assets are prepared to be held) of an individual investor. 
Market/Product liquidity risk occurs when a transaction cannot be completed at 
`prevailing' market prices due to insufficient market activity. This is particularly acute 
in emerging markets, and in trading portfolios where dynamic hedging is required. As 
liquidity varies across products, markets and time, it is important to quantify and 
manage this risk at a representative level of granularity. Management of 
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market/product liquidity risk is generally performed by setting a range of limit 
controls and by the use of effective portfolio diversification. 
A less obvious example of product liquidity resulting in risk losses was encountered 
by Bankers Trust whose trading volumes suffered significantly as a result of the 
`reputational risk' issues following a series of high profile losses with Procter & 
Gamble. It was revealed that traders at Bankers Trust deliberately withheld (Chew 
1996) information and misrepresented losses for personal gain. Bankers Trust have 
still to recover their liquidity in a range of South American markets. 
Funding risk may result in credit risks and refers to an inability to meet short term 
cashflow obligations, thereby necessitating the realisation of asset `paper losses'. 
Funding risk is generally managed by a central treasury function within an institution, 
using a range of cashflow management techniques such as cashflow gap limit 
controls, maturity spectrums, and traditional asset and liability management 
indicators. 
2.3.4 Operational Risks 
Operational risks refer to potential losses resulting from either procedural error, 
management controls breakdown, technology failure, or fraudulent behaviour. Both 
systemic and ad-hoc error (for example, human error) may be involved. In addition, 
operational risk includes execution risk which encompasses transaction processing 
failure events, frequently leading to penalty payments and uncertainty in the 
management of both liquidity and settlement risks. 
One recent addition to this class is model risk (Hull, 1997; Bernstein, 1996). Model 
risk recognises that the assumptions associated with many of the financial models 
may be misapplied, or alternatively that the parameters used within the model are 
erroneous. Valuations, prices and hedge requirements may therefore be 
incorrectly 
managed. As model risk is clearly applicable across all risk analysis it is 
identified as 
a distinct class. In line with Mordecai (1997), model risk has two main components, 
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process risk and parameter risk. Process risk is the risk associated with an incorrect 
identification of the basic nature of the financial market or instrument. Parameter risk 
is associated with the incorrect selection and estimation of parameters held within the 
model, for example incorrect distributional assumptions. 
One major loss that was partially attibuted to model risk was the US$570 million 
Askin Fund bond market loss in 1994. Askin was responsible for managing a US$600 
million collateralised mortgage obligation (CMO) fund which were represented to 
potential investors as `no default risk, high triple-A bonds and zero correlation with 
other assets'. The US$600 million was however leveraged into a US$2 billion bet on 
low US interest rates. As rates were increased by the Fed, the majority of the fund was 
required to meet massive collateral calls and eventually led to the loss of 95% of the 
fund's original value. Askin was charged with misrepresenting the investment to 
investors using proprietary valuation models, that is he `marked-to-model' rather than 
the best practice approach of `marking-to-market'. 
2.3.5 Legal Risk 
Legal risk arises when a counterparty does not have the legal or regulatory authority 
to engage in a transaction. The potential loss may be based on both the loss in value of 
the transaction when declared void as well as shareholder lawsuits. 
The most publicised legal risk situation that has occurred involved the ultra vires 
declaration of the use of interest rate swaps by UK city councils. The councils were 
ruled as not having the authority to trade `speculative' instruments and that the cities 
(the theoretical shareholders) were not responsible. As a result, their counterparties 
had to accept the losses of over £500 million. 
Other examples include the lawsuit against individual company executives at Procter 
& Gamble for losses encountered during trading with Bankers Trust. 
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One element of legal risk involves the inter jurisdictional interpretation and 
compliance with regulatory framework guidelines, which may vary significantly 
across countries. A detailed discussion on the regulatory developments as they affect 
risk management is outlined below. 
2.3.7 Summary of Risk Classification 
From the review outlined above, it should be noted that there are a large number of 
risk types that have been identified by the industry, and that many of these types are 
interdependent. This interdependence can lead to confusion when investigating risk 
characteristics of loss events. In summary, this project proposes in line with the 
consolidation of ideas from a number of different researchers, the following overall 
risk structure, as outlined in Figure 2-1: 
Figure 2-1: Risk Classification Hierarchy 
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In overview, there are two main risk groups identified as a source of the overall risk 
profile associated with either an individual investor or firm, namely the risk 
originating from the market segment as a whole or the transaction in particular. 
Market strategy risks arise from either Jorion's firm-oriented risk characteristics 
(business risks associated with an individual firms' dii ferentation, dependence or 
interaction within a market) or market-driven risk characteristics (which again reflect 
the strategic risks model outlined above associated with an entire markets' behaviour 
or interdependence between markets). 
Transaction strategy risks operate at either the individual transaction level or groups 
of transactions which equate to a trading or portfolio strategy. Each transaction may 
be dependent on the behaviour of the overall market, for example price dynamics, 
liquidity and so on, but is restricted to the fmancial risks associated with the change in 
value of the total returns of the assets and liabilities. 
This model is consistent with the generally accepted market definitions outlined 
above but with the following extensions: 
9 Model risk has been identified as a unique class rather than an operational risk 
factor for the reasons noted above 
" Funding risk involves the risk associated with being unable to manage the 
treasury-operating short-term funding requirements only. An inability to meet 
cashflow obligations for other reasons is therefore more consistently categorised 
within the credit risk class. Time horizon effects is included within the market 
risks class as a function of the change in potential value resulting in both market 
price movements and the time-attribute changing 
" Market risk incorporates an exhaustive definition of attributes that affects the 
value of an asset (liability), irrespective of the nature in which that attribute affects 
the value. This negates the current convention of anticipating higher-order risk 
categories as new risk classes in their own right. 
It is important to note that this project focuses on market risk only. A number of the 
points noted above are therefore included for clarification and completeness only. 
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2.4 Regulatory Developments 
2.4.1 1988 Basle Capital Accord 
Historically, the primary risk that was perceived in financial institutions was credit 
risk, the risk associated with a counterparties' financial status deteriorating, resulting 
in either an inability to honour obligations or a realignment in the value of an asset. 
Capital ratios were imposed that provided an operational buffer against anticipated 
credit risk losses. A common measure of solvency, known as the Cooke ratio, was 
defined across all financial institutions and agreed by the major G-10 trading 
countries. This was the substance of the 1988 Basle Capital Accord (Basle 
Committee, 1988). 
More recently, it has been recognised that any large credit risk loss has always been as 
a result of a large market risk event (Jorion, 1997). Losses such as the orange County 
bankruptcy in 1994, and the Mexico and Brazil debt crises went unrecognised until far 
too late as the risk was primarily analysed as credit risk, thereby ignoring the 
significant impact of market risk on developing future credit risk crises. Orange 
County, for example retained its long-term ratings near the highest possible (AA and 
Aal) despite having nearly US$1 billion in unrealised losses. 
2.4.2 Amendment to 1988 Basle Capital Accord 
In April 1995, a regulatory amendment was issued to the 1988 Basle Capital Accord 
to incorporate the application of capital charges to market risks, defined as the risk of 
losses in on- and off-balance sheet positions arising from movements in market 
prices. The primary objectives of this charge were to provide an explicit capital 
cushion for the price risks to which financial institutions are exposed, to promote 
safety and soundness in the financial system, and create a framework that was 
applicable to all financial institutions (domestic and internationally). It was also 
anticipated that this last objective would improve competitive equality by facilitating 
international convergence of standards and requirements for financial institutions, 
frequently referred to as the creation of a `level playing field'. This is still the subject, 
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however of significant debate, (Cox, 1996; Paul-Choudhury, 1997) and the selective 
interpretation of rules by individual member states is still expected to provide 
significant differences in the implementation of the policy. Despite this, the 
realisation of the Accord is still seen as a major positive development for the industry. 
This amendment was ratified (following minor revisions) by the G-10 supervisory 
bodies for implementation by the end of 1997. The following key points result in the 
introduction of this regulatory legislation: 
1. Formal risk measurement techniques, specifically Value at Risk (VaR) 
(defined more fully in Chapter 3) must be computed on a daily basis. 
2. In calculating VaR, a strict parametric definition of 99%, one-tailed 
confidence interval is to be used. 
3. In calculating VaR, an instantaneous price shock equivalent to a 10-day 
movement in prices is to be used. This is the minimum holding period, and can 
be derived by scaling up a shorter (eg. Daily) interval by the square root of 
time rule. 
4. A `standard' approach has been defined by regulators for any institution which 
is incapable of conforming to a more sophisticated 'model-based' approach. 
The latter is however recognised as the preferred objective. 
5. Risk is based on a building-block approach, with the ability to decompose the 
risk factors into basic risk factors. These building blocks are based on asset- 
class, with the exception of options, as noted below. 
6. The historical sample observation period for historical rates' behaviour must 
be a minimum of one year. The use of weighting schemes is permitted. 
7. Institutions must update their data sets no less frequently than quarterly and 
whenever material changes in prices occur. Supervisors may require 
institutions to calculate VaR using a shorter time period, if markets are 
extremely volatile. 
8. No particular type of model is prescribed as long as the model used captures 
all risks run by the bank. 
9. Banks have the discretion to recognise empirical correlations within broad risk 
categories (eg. Interest rates, exchange rates, equity prices and commodity 
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prices), so long as there is sufficient evidence of the integrity of the correlation 
calculation methodology. 
10. Banks must accurately capture the unique risks associated with options within 
each of the broad risk categories. Specifically, the legislation guidelines direct 
that the following criteria must be met in relation to options' risk: 
 Models must capture the non-linear price characteristics of option positions, 
A full 1 0-day price shock to option positions (or positions that exhibit option- 
like characteristics), 
 Risk factors must be incorporated that capture the volatilities of rates and 
prices underlying option positions, ie vega risk. Note: Whilst recognised as 
important, the guidelines exclude any other risk factors than delta, gamma or 
vega. 
11. Each bank must meet on a daily basis, a capital requirement expressed as the 
higher of (i) its previous day's VaR number and (ii) an average of the daily 
VaR measures on the preceding sixty business days, multiplied by a 
multiplication factor. 
12. The multiplication factor is set by individual supervisory bodies on an 
assessment of the quality and sophistication of the institutions' risk 
management framework, and is subject to an absolute minimum of 3. 
13. An additional `plus-factor' to the multiplication is also required based on the 
ex-post performance of the model. This predictive quality incentive has 
resulted in an additional set of guidelines on the development of back-testing 
techniques. The plus-factor will range from 0 to 1. Back-testing results must 
be performed on a quarterly basis using the most recent 12 months of data. A 
three-zone approach to reporting exceptions has been developed. 
14. A separate charge to cover the specific, in essence equivalent to issuer, risk 
must be incorporated. Guidelines are included in the Amendment to the 
Capital Accord on how to compute the specific risk for most financial 
instruments. 
15. The use of extreme stress testing scenarios must be included in the risk 
management framework. It is recognised that these are low probability events, 
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but are included in the reporting criteria to senior management and regulatory 
authorities. 
16. External validation and auditability is set as a criteria of the risk measurement 
methodology, although this should not result in an unacceptable simplification 
or nave solution. 
17. VaR can be applied on a consolidated, global basis, subject to legal and 
accounting jurisdictions. 
Regulatory pressures therefore reinforce the need to ensure that management comply 
with the ability to understand and implement VaR. The legislation has however been 
drafted to support more sophisticated approaches being adopted to favour lower 
capital requirements by individuals. 
In the case of options (Basle Committee: Amendment 1996 - pp7) it has been 
recognised by the Committee that they need to review more closely industry practice 
and guidelines for monitoring the risks more effectively. This is partly a concern on 
the efficiency of VaR when applied to option portfolios, and partly on ensuring that 
the compliance requirements do not become prohibitive. 
A series of qualitative recommendations have also been introduced to improve the 
controls associated with capital and risk management, which are outlined in detail in 
the three reports listed in the bibliography (Basle Committee 1996- 3 Reports). 
2.4.3 Industry Concerns on the 1988 Capital Accord Amendment 
A number of concerns have been expressed by practitioners about the Amendment, 
see for example Carter (1997), with the following common points being raised: 
" The multiplication factor was considered too high, possibly undermining the 
models approach, and in some cases it was felt that the use of any multiplication 
factor was unnecessary as the risk measurement models were considered 
sufficiently accurate 
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" There should be more flexibility available in the application of modelling 
parameters (eg. Use of correlations) 
" The practical implementation detail of the `plus-factor' is still uncertain for many 
markets 
9 There should be further recognition of the specific risk component captured by a 
particular risk measurement (especially a bank's internal) model 
" Option risks are not adequately supported, and exotic options may need significant 
other risk factors to be incorporated. 
Whilst not strictly limited to the Amendment, practitioners have highlighted concern 
that the integration of credit risk and market risk techniques in line with existing 
legislation may be counterproductive (Cox, 1996; JP Morgan, 1997a; Ross, 1997). 
The main reason stated for this concern is that the limitations associated with existing 
credit risk techniques may impact the much more volatile market risk methodologies. 
Other key issues that have been highlighted include: 
> Internal policy and regulatory guidelines cannot be reconciled, and can distort 
rational behaviour 
¢ The methodologies cannot embrace new markets effectively 
> Measurement issues are frequently complex and ill-defined 
> Aggregation rules are generally unclear and ill-defined 
¢ The model fundamentally fails to reflect the true capital adequacy. 
2.4.4 Additional Regulatory Regimes 
VaR has also been introduced as an objective in other regulatory disclosure 
requirements. The US has tended to lead the industry, with the Securities and 
Exchange Commission issuing it as a disclosure option in December 1995, and the 
Federal Accounting Standards Board issuing it as a recommendation, albeit not a 
requirement as yet, in 1994 (Clause FAS 119). In addition, the Commodity Futures 
Trading Commission and a number of Wall Street securities firms have entered an 
agreement to base capital requirements on VaR methodology. 
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In September 1994, The Eurocurrency Standing Committee issued a discussion paper 
(Fisher 1994; Peny 1997) which was aimed at increasing the disclosure requirements 
on the management and quantification of market risk of positions. The substance of 
these recommendations is in line with the Basle recommendations. A conclusion of 
the Fisher report was that: 
Financial markets function most efficiently when market participants have sufficient 
information about risks and returns to make informed investment and trading 
decisions... During episodes of market stress, this lack of transparency can contribute 
to an environment in which rumours alone can cause a firm's market access and 
funding to be impaired. 
It was therefore concluded that the public disclosure of risk can reduce systemic risks 
and help to stabilise the financial system. The Fisher report, in line with other bodies, 
highlights that this is likely to be reliant on the development of an effective VaR 
approach. In short, that there is a fundamental principle that if it cannot be measured 
accurately, then it cannot be managed effectively (Leong, 1996; Reed, 1996; Fisher, 
1994). 
2.5 Operational Management Incentives 
2.5.1 The Cost of Poor Risk Management 
One of the major drivers of effective risk management is to ensure operational 
efficiency. As outlined by Paul-Choudhury (1997), 
The list is long [of firms that have lost significant amount of money] and continues to 
grow. But how did these losses occur and what could have been done to prevent them 
? There are many factors involved - lax management, controls, poor understanding of 
complex products, legal confusion, ethical dilemmas and so on. A first step to a 
solution is finding a good measure of risk. 
Marshall & Siegel (1996) agree but highlight, 
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Effective risk management can only exist in a firm where there is a serious 
commitment from senior management to ensure the validity, auditability, and 
usefulness of risk management information. 
There have been a number of widely published losses that highlight the consequences 
of poor risk management. Based on a recent survey (1997) by Capital Market Risk 
Advisers Inc., losses associated with derivatives alone have risen from US$1.15 
billion in 1987 to US$16.67 billion in 1995. Whilst the scale increase of these losses 
must be analysed in consideration with the significant increase in trading volumes, the 
losses are still considered unacceptable by regulators and shareholders. 
It has been recognised, see for example Bank of England (1995), Chew (1996), that a 
major factor in the large losses was a fundamental breakdown in the risk management 
policies and reporting of the organisation. In many cases, senior management 
indicated that they were fundamentally unaware of the scale of the potential losses 
and the risks that the organisation was exposed to. 
Recent legislation has reinforced that Directors of firms are personally liable for 
negligence associated with not managing the risk profiles of their firms. A number of 
actions, for example by the SFA for Barings, have demonstrated that disciplinary, and 
in some cases custodial sentences will be enforced. VaR has an objective of making 
the risks more transparent and increasing the disclosure requirements to help mitigate 
these risks. Clearly, VaR is only one tool, and a fundamental operational breakdown 
or fraudulent series of actions will still expose an institution to potential major losses. 
2.5.2 G30 Best-Practice Study 
Following a series of high profile losses, the leading practitioners in the industry were 
concerned that excessive external regulation would be introduced, or that trading 
liquidity would be affected by investor confidence levels decreasing. A group of 30 of 
the leading investment houses, central banks, audit firms and advisors was created to 
perform a review of the operational state of the industry and propose a series of 
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guidelines to act as the `risk management code'. This was known as the G30-Study 
(G30 - 1993) and has been adopted as a benchmark by the industry. 
The majority of the recommendations were qualitative in nature and involved the 
development of sound controls, management structures and so on. A key 
recommendation (recommendation 20) in the report advised full disclosure in 
financial statements on the purpose of transactions and the degree of risk involved. 
Two further key recommendations are highlighted, namely that VaR is performed at 
least daily, and that VaR is directly linked to the trading limits system. Achieving the 
latter requires a very robust VaR model to ensure that irrational trading behaviour in 
particularly volatile trading conditions does not occur. For example, a trade that was 
within limits at loam could be outside limits at 1 lam due to a large market price 
move and subsequently back within limits at 3pm when price levels drift back to a 
more representative equilibrium position. Trading patterns within this timeframe must 
not dictate limits-based activity, but must equally be realistic about the current 
potential trading loss profile. 
As outlined by Blair & Milligan (1996), similar recommendations have been put forth 
by the rating agencies, Moody's and Standard & Poor's, trade groups such as the 
International Swap & Derivatives Association (ISDA), and the Derivatives Policy 
Group (DPG). 
2.5.3 Risk Adjusted Performance Measurement 
Traditionally, performance attribution in finance has been measured using 
conventional accounting measures such as net profit and loss, return on net assets, 
return on equity and so on. Whilst academics have recognised that the risk-return 
framework in the evaluation of investments is critical for some time, this is not true of 
practitioners (Leong, 1996). One notable exception to this is Bankers Trust which has 
led much of the development of Risk Adjusted Performance Measurement (RAPM). 
Bankers Trust have developed an operational risk management model that defines and 
calculates a measure of the `Risk Adjusted Return on Capital'. This model has been 
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integrated into a software product called RAROC2020 and has been implemented in a 
number of financial institutions. The basis of this methodology is consistent with 
many of the alternative measures. Internally, Bankers Trust have been compensating 
traders since the 1970s in relation to their RAROC performance, and there is growing 
evidence of the rest of the industry following suit (Mortimer, 1996). 
Before outlining in detail the principles of RAPM, consider the following problem: 
Trader A trades interest rate swaps and achieved a return over the last month of 
US$10 million, whilst another trader, Trader B, trades high-yield bonds and achieved 
a return over the same period of US$25 million. Traditional measures of profit 
attribution would reward Trader B commensurately more that Trader A. Two key 
questions however arise. The first is what were the respective risk or capital usage 
demands associated with each return, and the second is what is the expected future 
volatility (variance and maintenance demand) of each trading position? If we assume, 
for convenience, that both trading positions were closed at the end of the period, but 
that Trader B's risk profile (and therefore capital usage) was, say, 5 times that of 
Trader A, we have a very different situation to analyse. The cost of capital, potential 
volatility and return/risk ratio highlight that Trader A has been more effective in 
generating the respective return, and as a business unit, ceteris paribus, interest rate 
swaps should be supported with a much higher limit capital allowance than high-yield 
bonds. This is the basis of all risk adjusted performance measures (Matten, 1996). In 
addition, risk adjusted performance provides a solution to the hazard problem 
inherent in linking compensation to performance (Jorion, 1997). 
There are two main measures of risk adjusted performance, the Sharpe ratio and the 
Treynor ratio. 
The Sharpe ratio measures the average rate of return in excess of the risk free rate as a 
ratio of the total volatility of returns, that is; 
-R Sý 
o(R1) 
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Where; 
R; = Return associated with asset i (averaged over time period studied), 
Rf = Risk free rate, 
a(R; ) = Volatility of returns of asset i, 
The volatility of the returns is therefore taken to be a proxy in this method to the risk 
associated with the actual returns. Aziz (1997) develops an alternative forward 
looking measure, termed as forward RAROC which replaces the actual returns and 
actual volatility of those returns with expected measures. The expected volatility is 
directly substituted with VaR as an equivalent representation. That is, the Sharpe ratio 
could be re-expressed as (Jorion, 1997), 
_ 
Pr ofit , sr 
VAR , 
A number of modifications of the Sharpe ratio have been made including the 
Modified Sharpe Ratio form which reports the ratio of all profits (that is, including 
those associated with the risk free rate) to the volatility of those profits (VaR). 
One criticism of the Sharpe ratio is that it tends to over-estimate risks when 
aggregated over an institution's individual businesses, although this could be argued 
as an implementation detail error (Jorion, 1997). As an alternative performance 
measure, and to address this point, the Treynor ratio was defined which is the ratio of 
average return in excess of the risk free rate to the contribution of individual 
businesses (for example, individual traders) total profits. This can be expressed 
mathematically as; 
T, _ 
R, - Rf 
18, 
Where; 
Pi = Systematic risk of asset i to total portfolio 
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This may be re-expressed as; 
= 
Profit, 
Ti 
AVAR1 
In practice, the Sharpe ratio tends to be the most widely applied, as calculations with 
low values of ß tend to produce abnormally high values of the Treynor ratio. 
A fundamental requirement for accurate RAPM is therefore an effective risk measure 
(as the denominator of the ratio). It has been argued (Jorion, 1997) that a consistent 
measure of risk applied across an institution is sufficient, as the objective is to 
measure relative rather than absolute performance. Whilst this may be true for a 
business that trades a single instrument class, biases would be expected to occur when 
applied across a complex business. VaR is promoted (Basle, 1996; Heron & Irving, 
1996; Reed, 1996) as a technique that facilitates all risk types to be analysed against a 
common measure. As developed in this thesis, it is imperative therefore that this is an 
accurate assumption to ensure the validity of the application of the measure across a 
broader range of financial research and analysis. 
There are a range of variants described by RAPM which include RAROC (outlined 
above), RORAC (Return on Risk Adjusted Capital), RARORAC (consistent with 
above definitions) and ROVaR. All forms are similar in developing a ratio of returns 
measured against a risk adjusted measure. 
2.5.4 Portfolio Pricing Efficiency 
There are two main schools of thought associated with price behaviour and pricing 
efficiency (O'Hara, 1995). One school advocates that assets are traded at prices that 
reflect the subjective value associated with individuals demand preferences. Prices are 
constructed in an equilibrium-driven framework and do not necessarily reflect 
influences other than the dynamics of the market to facilitate the convergence to 
stable prices. The other school, the fundamental value approach, advocates that prices 
reflect a rational utility value of the asset, and that markets are efficient mechanisms 
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to ensure asset prices reflect non-subjective interpretations of the fundamental value 
of the asset to a rational investor. 
Fama developed a three-form model to describe the efficiency of markets to reflect 
the `true' price of an asset, which he termed very strong, strong and weak forms. As 
their names imply, each reflects differing degrees of `informational completeness' 
that is reflected by the prevailing price of the asset in the market place. A range of 
studies has been completed that have proved inconclusive (Roll, 1977; Roll & Ross, 
1984). In practice, the conceptual framework is impossible to analyse on anything 
other than an highly-idealised marketplace. It is therefore argued, in line with 
Bemouilli, that price is not an effective indicator of either the absolute or even 
relative merit of an asset, but that the utility of each asset must be analysed. 
A number of normative studies (see for example, Campbell et al, 1997) have been 
completed that look at economic perspectives of investment decisions. In non- 
financial markets, the circumstances of these decisions are often easier to structure, 
albeit subjectively, as a series of assumptions and constraints that are used in a simple 
linear utility maximisation decision analysis. Financial markets' studies on the other 
hand prefer to structure utility models restricted to directly observable and verifiable 
conditions, such as profit maximisation, or risk minimisation (see for example, 
Buckley, 1997). One of the earliest studies associated with the analysis of risk/return 
optimisation was performed by Markowitz (1959) who defined a target profile to 
construct a portfolio which lies on an efficient frontier of risk/return values. 
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Fig 2-2: Markowitz Efficient Frontier (Source: Markowitz (1959)) 
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As can be seen from Figure 2-2, a series of portfolios can be represented on a two- 
dimensional space in relation to either the actual or expected risk and return measures 
associated with each portfolio. Portfolios such as A&B highlight inefficiency in 
portfolio A which achieves a lower return for the same commensurate degree of risk. 
Similarly portfolio C is inefficient, as it yields the same return as portfolio D but with 
a higher associated risk profile. 
In summary, Markowitz highlighted the following key conclusions associated with 
constructing a portfolio: 
The portfolio return is based on a simple weighted average of the individual asset 
returns contained within that portfolio 
" The portfolio risk, however will generally be less than the weighted average of the 
individual asset risks 
. The portfolio risk will be lower the lower the correlations between the asset 
returns. 
The last point is known as the diversification principle. A further analysis of the 
model provides further insight on the risk as comprising two components. One 
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component of risk can be made to disappear by diversification whilst the remainder 
(the specific or non-diversifiable risk) must be borne by an investor. 
This model however requires a knowledge of the `full covariance matrix' which even 
if available, quickly becomes a non-trivial exercise for a large portfolio. For example, 
a portfolio of 50 assets would require a covariance matrix of 1225 different entries 
(=0.5*n(n-1)). In addition, the use of a full covariance technique also becomes 
unreliable when the returns are not jointly stationary. 
Markowitz's model is a critical component in the management of portfolio 
optimisation, and in particular highlights the benefits of optimisation via 
diversification (Siegel 1997; Germain 1997). A fundamental requirement to the 
application of this model, however, is a formal definition and quantification of what is 
meant by the risk measure. Whilst Markowitz's model uses the standard deviation and 
mean of the expected return as this risk measure, he recognised (Markowitz 1959) that 
the returns were not symmetric for most markets and that more sophisticated risk 
measures would be appropriate. He suggests the use of semi-variance, shortfall risk or 
shortfall probability as possible alternative techniques. Clearly, the improvements in 
analytical techniques and computing power have made sophisticated techniques more 
practicable. It is important to note, however, that the majority of risk measurement 
techniques rely upon this early mean-standard deviation framework. 
A practical analysis on the applicability of Markowitz's model to the equities market, 
and the next major step in the development of risk measurement analysis, resulted in 
the development of the Capital Asset Pricing Model (and a range of variants) (Sharpe 
1964; Lintner 1965; Mossin 1966). The CAPM develops an approach which results in 
the risk premium (the price of the risky asset) of an asset derived from the correlation 
of its return with a `market portfolio' rather than the standard deviation of its own 
return. 
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The CAPM has a number of key assumptions, namely: 
41 It is a normative equilibrium model in that it assumes markets are behaving 
efficiently and rationally 
" As a result, only non-diversifiable risk is rewarded 
Expectations are assumed to be homogeneous, which is a simplifying assumption 
to ensure that all investors are facing the same opportunity set. 
The CAPM model can be expressed formally as: 
E(R1) = fl, -[E(Rm)- Rf]+ Rf 
E(Rm)_ E(R, ) 
bassets 
Where: E(Ri) = Expected return on asset (portfolio) i, 
Pi = Covariance of asset i with market (portfolio) m, 
E(Rm) = Expected return of all assets (market or portfolio), 
Rf = Risk free rate of return 
In general, this class of models has tested inconclusively (Roll, 1977) but is still an 
important risk/return paradigm. The major obstacle to proving the empirical accuracy 
of the model is the assumption that all information is observable and available. It is 
important to note that this project focuses on risk measurement in real markets where 
characteristically incomplete information is available and therefore provides a more 
complex empirical framework for the researcher. 
Further extensions of the use of these techniques involve capital budgeting decisions 
which evaluate, for example, the effect on shareholder value of different investment 
decisions. As investors expect to be compensated with a higher return for a higher 
risk, the quantification of risk (as well as the expected return) is a key criterion in the 
decision making. In line with CAPM assumptions, most capital budget research is 
based on a portfolio index method (beta approach) to assess the risk relative to a 
market (or basket) (Dimson, 1997). This method is not however easily adapted to 
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more complex financial instruments, such as derivatives. An alternative approach is to 
analyse the decisions in line with an absolute measure of risk rather than the relative 
measures outlined above. 
2.6 Summary of Financial Risk Management Development 
In summary, the review of the research literature highlighted a number of academic 
and practitioner driven objectives to develop and apply an effective risk management 
solution. There are two main components of an effective risk management 
framework, a sound operational environment (including controls, management, 
qualified staff, technology and so on), and an effective risk measurement information 
model (including granularity of data analysis as well as the robust applicability of the 
model). The key reasons why the development of an effective risk measurement 
model is a critical management problem (and therefore why this project should be of 
merit) are: 
" Risk measurement is a regulatory requirement (across a range of regulatory 
bodies, central banks, and audit processes) 
It can be an important competitive differentiator 
" It enables a better use of capital and may facilitate lower capital ratios 
" It supports a more effective methodology than traditional accounting and `Asset & 
Liability' techniques to monitor performance and resource allocation across an 
organisations' diverse business interests 
" Critical management information is provided to senior management and 
shareholders 
It is a critical tool to manage the risk inherent in a firm's operating and trading 
environment 
" VaR provides a structured methodology to analyse risk. 
It was identified above that the use of relative risk-based models was extremely 
limited and could result in perverse trading behaviour. This project adopts an absolute 
risk preference approach. 
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In addition, a classification of risk types was developed above which clarified the risk 
terminology employed within this thesis and confirmed that this research project is 
limited to market risk. Market risk was defined as the financial loss associated with 
the change in any of the attributes that affect the valuation of an asset or liability 
internal to the market (that is, an endogenous domain-based model), and excludes 
broad market changes such as political shifts, firm competitive changes, and so on. 
Attributes that are anticipated to contribute to market risk are price changes of 
underlying assets, discount factors, volatilities of `factors' traded, correlations and 
time. All first-order and higher-order derivatives of the change of value with respect 
to these attributes may be significant indicators of the variability of risk. 
A series of losses was outlined above which highlighted the potential cost of not 
implementing a robust risk management framework. In addition, it was shown that the 
development of a risk measurement model has a wide range of applications, including 
the implementation of portfolio, capital, performance measurement, and utility 
maximisation optimisation techniques. 
Having established the key imperatives associated with the development of an 
effective risk management paradigm, the next chapter focuses on the evolution of risk 
measurement methods designed to meet this objective. 
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Chapter 3- Evolution of Risk Measurement Models 
3.1 Introduction 
This chapter provides a comprehensive review of the risk measurement techniques 
that have been developed and applied in Finance to address the management 
objectives outlined in the previous chapter. In order to understand the characteristics 
of each model, a critique of the evolutionary drivers, assumptions and weaknesses 
(constraints) has been included. 
The emphasis in this chapter is to address two key issues. Firstly, what are the desired 
characteristics of a good model, and secondly what are the fundamental building 
blocks of the different models ? Chapter 4 develops the detailed framework associated 
with the identification of the specific risk factors and parameter estimation techniques 
which operate as the inputs to the models defined in this chapter. In summary, 
therefore, this chapter explains how and why the risk measurement `black box' is 
built. Later chapters explain how to use this black box and the resultant output. 
3.2 Desirable Properties Of An Effective Risk Measure 
The choice of an effective risk measure is dependent on the purpose and proposed 
application of that risk measure. As outlined above, there are a wide range of potential 
applications including: 
" Purpose: Estimate, control, manage, limit or regulate the risk of losses, 
" Applications: Capital requirements, performance measurement, margin 
requirements, trading position limits, shareholder value 
maximisation, 
In overview, a good risk measure should answer two questions: 
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1. What is the expected loss that I should anticipate could occur to my portfolio? 
(Subject to a certain level of confidence and other assumptions that may be 
imposed on the measurement modelling process), 
2. What are the events (risk factors) and likelihoods (probabilities) that lead to that 
risk loss? 
Eber (1996) defines five desirable properties of a risk measure: 
I. The measure should only depend on possible losses 
II. The measure should be expressed in the same monetary unit as the position it 
is applied to. This is termed the capital requirement property 
III. It should encourage a globalisation of the risk calculation by the use of 
correlation and netting effects 
IV. It should be possible to decentralise this calculation and delegate the control 
and management of the risk 
V. It must be impossible for financial institutions to manipulate the risk measure. 
The first condition is reasonable as the measure is aimed at providing an auditable ex 
ante estimate of the financial risk associated with the asset. Any actual (ex post) risk 
measures would not need to be requantified, and should not form the basis of a 
forward projection. 
The capital requirement's validity is less apparent. Jorion (1997) argues that the use of 
a common numeraire measure is important, but this is not necessarily required to be 
the same monetary unit (interpreted as denomination currency in the case of financial 
assets) as long as any additional (quanto-type) risks are incorporated into the analysis. 
Condition III defines the objective to recognise potential diversification 
characteristics of risk profiles. It may have the unfortunate consequence of limiting 
the integrity of models for specific markets. For example, a risk measure for two 
markets with two different holding periods is not strictly additive (Dembo, 1997). 
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Condition IV focuses on the implementation aspects, ensuring that the risk profile is 
sub-divisible for both processing efficiency and action by management throughout an 
organisation is practicable. This condition should be considered desirable and not 
strictly interpreted as an essential risk measure. 
Finally, condition v highlights the regulatory and auditability aspects of the risk 
measure. 
Artzner et al (1996) develop a detailed quantitative characterisation of the desirable 
properties of a risk measure, which they describe by the term coherent risk measure. 
They define a model of a risk measure (with some change in notation to make the 
model more comprehensible to a less quantitative reader) as following: 
0: Finite set of all possible states of the market at the end of period, (That is, the 
potential set of prices, time periods, volatilities etc that could be attained, ) 
P: Set of real valued random variables on 0. This is equivalent to the complete set 
of portfolio risks that could be constructed 
p': p' eP is a portfolio (of risk positions). 
Therefore we interpret r(co) as the net loss of portfolio p' if state co occurs. This is 
equivalent to a `value at risk' value. 
Definition: A risk measure is therefore defined as a function '1': P.. 393+ (the set of 
non-negative real numbers) with the following axiomatic properties: 
Axiom 1: For all p'E P, r(p') = ''(p') where p'+ = max(p'(co), 0) 
That is, the risk measure is based on loss states only. 
Axiom 2: For all scaling constants A. E 91+, p' E P, r(X p') =X r(p') 
This is a linear monotonicity condition that ensures that a linear 
increase in portfolio position in the same instrument (risk 
characteristics) results in a corresponding linear increase in the risk 
measure. It is important to note that this may be invalidated in highly 
illiquid markets/instruments. 
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Axiom 3: For all p', E P, P'2 E P. r(p'1 + p'2) < r(p'1) + r(p'2 ) 
This is the sub-additivity condition which ensures diversification 
benefits (encouraging globalisation, decentralisation, and ensuring 
manipulation by the creation of subsidiaries is not possible). 
Axiom 4: For all p' E P, p'>_ 0, XE 91+, r(p' + X) = r(p') +? 
That is, the risk measure must be converted to a monetary unit 
measure (no other conditions applied to the definition of that risk 
measure). 
A risk measure that satisfies all four axioms is said to be coherent, the desired 
properties of a risk measure. 
Mortimer (1996) indicates that a good risk measure must be one that minimises model 
risk, is consistent, accurate and honest. In particular, there should be a consistent 
approach across products and markets in terms of the models and parameters used. 
Alternatively, Jorion (1997) highlights that an effective measure of a risk measures' 
efficiency is generated via the Risk Efficiency Ratio, which is defined as the ratio of 
the observed to predicted daily price volatility. Systematic deviations from 1 indicate 
that risk is consistently being measured with error. Jorion's measure will be used 
extensively during this project as it is both intuitive and robust. 
3.3 Risk Measurement Model Paradigms 
3.3.1 Risk Measurement Model Evolution 
There are two major classes of risk measurement models, analytical-proxy risk 
indicators and simulation-structure models. In general, analytical-proxy models 
were developed and applied first due either to a lack of processing capability or 
refinement in techniques. Simulation-structure models incorporate a range of different 
techniques which may not necessarily be based on a realistic probability outcome of 
actual occurrence in a market. Existing value at risk models are categorised within 
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this latter group. As noted by, amongst others Ross (1997), Eber (1996), Shaw (1996), 
techniques may follow either an ad-hoc process of evolution, in which measures 
appear reasonable but the properties are not necessarily understood or robust, or a 
strict-axiomatic formulation, in which the desired properties, assumptions and 
properties are developed in a strictly verifiable format. Existing regulatory-preferred 
techniques tend to be associated with the former rather than the latter. This 
assumption will be investigated further in this project. 
In general, the development of market risk management (and measurement) 
techniques have developed in step with the increase in sophistication of instruments 
traded (Ross, 1997). 
3.3.2 Analytical Proxy Measures 
The use of analytical proxy measures is endemic within Finance. A significant 
number of these techniques originated in the fixed income market (Ross, 1997; Paul- 
Choudhury, 1997; Jorion, 1997). The primary techniques employed were: 
" Duration/gap analysis 
" Convexity analysis 
" Proxy-equivalent measures (eg. Futures equivalent) 
" Marked-to-Market and valuation differentials. , 
3.3.2.1 Duration & Convexity Analysis 
In general, the longer an investment is held or time left to mature, the greater the 
potential for adverse price movements that affects the value of an asset (or liability). 
(This argument obviously has a reverse position, in that a poorly performing asset 
could improve if held for long enough. ) As a risk proxy therefore, the maturity of an 
asset could be used to perform a relative assessment of the risk associated with two 
similar assets. This is a very imprecise, and clearly badly quantified, risk measure as it 
does not consider the instrument cashflow events associated with the specific asset. 
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As an alternative, Duration was defined as a better measure of price risk, accounting 
for all cashflows and defined as (Macaulay, 1938) the weighted maturity of each 
cashflow event, where the weights are proportional to the present value of the 
cashflows. In analogous terms, the Duration can be considered as the time axis 
balancing point which exactly balances the cashflows on either side of that time 
horizon. Mathematically, this is expressed by: 
TT CF / DF 
Duration =Zt*w, =L t*< 
r=I r. i 
Z CFr / DF, 
Where CFt, DFt denotes the cashflow and (yield) discount factor to be applied at time 
t, respectively. Macaulay's original model imposed a flat term structure in the 
calculation of the discount factor, however this constraint can be removed without any 
loss in generality. 
Redington (1952) originally proposed that duration could be used as a portfolio 
optimisation strategy technique, however it was left to Fisher and Weil (1971) to 
demonstrate that duration hedging led to a perfect immunisation approach. Fisher 
(1966) also proved that duration could be used to measure the sensitivity of (bond) 
prices to changes in market yields (leading to a linear representation for small yield 
changes, otherwise the `modified duration' model (defined as D= Duration/(1 + 
yield)) provides a better approximation). 
Duration is still widely used as a measure of risk, despite being expressed in time 
units. In theory, if the cashflows and discount factors are complete, duration is 
directly linked to the regulatory `value at risk' models via yield volatility. That is, 
given a time exposure proxy, the portfolio value, and the expected change in yields 
(yields or prices can be interchanged by simple numerical techniques, and therefore 
this is an empirical rather than a theoretical difference), the simple product of these 
three should give an expected value loss. That is: 
Expected 4Value = Duration * Portfolio Value *Expected AYields 
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Although duration has emerged as a key tool to measure interest rate risk, it is too 
restrictive to apply to broader risk factor problems and does not meet a number of the 
required measurement axioms noted above. The most significant omissions are the 
lack of additivity of the measure and the lack of financial units. 
In addition, there are a number of crude assumptions that have been identified by the 
industry, namely: 
" Macaulay duration is only valid for small (theoretically infinitesimal) `parallel' 
yield shifts 
" Duration is limited to a specific stochastic process for the term-structure model 
(one-factor), as the cashflow is discounted based on a flat term structure. This 
limitation could however easily be removed. 
In order to address the limitation in the size of yield changes, a second-order measure 
of risk was introduced known as Convexity, (based on the derivative of modified 
duration with respect to yield y, where P, CF and DF are as defined earlier), 
dD* 1d 'P 11 ±t(t+1)C1 
Convexity=- 
dy = PdyZ P(1+y)2 
., 
DF 
In line with duration, convexity is measured in time units squared and is dependent on 
parallel movements in the term structure. It has been shown, see for example (Anti, 
1988; Hull, 1997; Jorion, 1997; Walmsley, 1992) that a combination of duration and 
convexity provide a high degree of accuracy in the measurement of risk exposure for 
highly linear instruments and high first-order component term-structure models. 
Increased diversity of portfolios and the growth in traded derivatives highlighted the 
deficiency of this measure as a technique applicable across either instrument classes 
or `exotic' markets (Ross, 1997). In addition, the use of time as a measure of risk does 
not give an easily understood quantification of the potential financial loss that could 
occur. 
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3.3.2.2 Proxy Measures 
A series of trading alternatives to develop a single proxy representation of portfolio 
risks have been developed. The concept associated with these measures is 
fundamentally very simple and similar, and is primarily associated with hedge 
optimisation rather than the explicit quantification of risk measures. Examples of the 
proxy measure were the representation of instruments (or any cashflow position) as 
futures or bond equivalents. In theory, any instrument which had a comparable set of 
risk characteristics and a highly stable correlation with the `source' instrument could 
be used as a proxy. For example, swaps could be represented in FRA equivalents as 
easily as bond equivalents and so on. Typical measures associated with identifying the 
equivalence ratio are based on the sensitivity of the value (or price) of each instrument 
with respect to changes in the same underlying market rate (variable). 
The difficulty and frequently the limitation of this method is the identification of the 
suitable proxy, with respect to both the instrument selected and the standardisation of 
is specific charac eris i ss. ere is a high probability of basis risk and calendar risk 
(time mismatch) being introduced in this method when the proxy measure 
assumptions break down. In addition, this method is unlikely to be able to capture all 
the risk attributes in anything other than an highly idealised or simple linear portfolio. 
For example, linear instruments (such as futures or bonds) could not capture the non- 
linear risks contained within option instruments, for example convertible bonds, or 
interest rate option contracts. 
In spite of these limitations, proxy risk measures in the form of hedge-equivalents are 
frequently implemented at the individual trader level. The increased review by 
regulatory authorities and the development of Enterprise-Wide Risk Management 
requirements highlight that this method is unsuitable to apply at a higher level of 
aggregation. 
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3.3.2.3 Mark-to-Market and Sensitivity Measures 
The development of accurate mark to market valuations is a relatively recent 
technique. Accounting measures, including profit attribution were frequently applied 
on an accrual basis, with the primary management information (on risks and 
performance) based at this level. Individual traders tended to know what their own 
positions were, but this was infrequently aggregated across trading units with the 
resultant effect that risk factors or natural hedges were being potentially missed. 
Mark to market (MTM) valuations are, by definition, the current (present) value of all 
future anticipated cashflow events associated with the financial instrument. The MTM 
value is nettable across all instrument types and, in general, meets the primary 
conditions of a good risk measure as the maximum loss that could occur. 
In practice, this extreme `shock' loss would not be anticipated to occur and therefore 
is not a useful indicator of the potential risk that could occur. A risk analysis based on 
absolute or relative MTM comparison of two assets would simply highlight that the 
largest portfolio position would result in the largest loss if both portfolios went 
`bankrupt' (a tautological statement that has little risk management insight). 
Changes in the MTM value associated with an analysis of the sensitivity of the MTM 
(valuation model) with respect to specific risk factors provides a valuable technique to 
understand the `fundamental risk building blocks' as well as providing potential 
hedge information. In line with the proxy measures above, the use of sensitivity 
factors is a key technique to identify hedge ratios, but could introduce basis risk to a 
portfolio. Examples of sensitivity risk factors include `basis point value' (BPV), delta 
(which BPV is a specific example of in the case of interest rates), vega, gamma, theta 
and so on. Hedge strategies based on each risk factor can be applied. 
In practice, sensitivity risk factors are not considered as useful risk measures above 
the trader level as they do not support netting and are difficult to aggregate across a 
range of instrument classes. Whilst it could be argued that, for example, a range of 
delta sensitivities could be netted, the exact maturity origins of these points may not 
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be equivalent. In addition, sensitivity factors tend to be calculated as instantaneous 
measures which tend to be unstable over longer risk horizons. 
3.3.3 Simulation-Structure Measures 
Simulation-structure models are characterised by the development of a risk factor 
model that aims to represent the behaviour of the asset directly. Beckers (1997) 
identifies three main classes of models; fundamental factor models, macroeconomic 
factor models, and statistical models. These models can best be explained using the 
matrix notation: 
Rt=B. ff+Et 
Where: &= Vector of individual asset returns (over the risk free rate) for 
period t 
B= Matrix of asset exposures to the various risk factors 
ft = vector of factor risk premia (returns over the risk free rate) 
Et = Vector of individual asset residual returns for period t with 
corresponding risks. 
1. Fundamental factor models are based on calculating the risk premia by 
identifying core decision variables (and their relation to the factor sensitivities) 
that affect the outcome of the individual asset returns. They therefore assume B as 
given (obtained by a simple regression analysis on the generally accepted asset 
characteristics) and attempt to identify (again by regression analysis) ft. 
The disadvantage with fundamental factor models is that they presuppose an 
exhaustive set of mutually exclusive attributes that describes B. If an important 
attribute is missed, the resultant portfolio risk will be underestimated (in 
quantitative terms, the variance matrix will not be diagonal, and the correlations 
will be non-zero leading to errors in the assumption of diversification of specific 
risks). 
PhD Thesis: S. Christie Page: 56 
The Management of Market Risk: Regulation versus Practice 
2. Macroeconomic factor models try to approximate the factor risk premia ft 
through a time series of macroeconomic proxy variables (B is assumed to be given 
in this case). This presupposes that the macroeconomic variables that have a 
pervasive effect on the asset behaviour (for example, cash flow events, returns, 
present values and so) can be identified. In general, this method is based on 
developing a stable correlation model between the behaviour of major 
macroeconomic events to individual asset behaviour. 
There are a number of empirical variants of this method. This model suffers from 
the same weaknesses as the fundamental factor model in that it assumes that all 
factors can be identified. 
3. Finally, statistical factor models rely upon purely statistical analysis of the return 
series to infer both B and ft. The fundamental basis of this model involves a 
factor analysis (more commonly, a principal components analysis) to the full 
assets' covariance matrix to decompose the matrix to yield a set of factor 
exposures (B) which can be used in a regression analysis to derive ft. 
The major disadvantage of this method is that the factors frequently have no direct 
economic interpretation. They may also be unreliable out of sample. The 
remaining implementation advantages and disadvantages are as for any factor 
analysis. 
Additional methods are continually being developed to address specific limitations of 
the techniques above. Allen (1994) for example describes a method based on 
numerical search methods which is not dependent on specific statistical assumptions, 
whilst Longin (1994) develops a method using extreme value theory. These 
techniques tend to give a worst-case risk measure which is not readily interpretable 
with a specific confidence level. As a result, they tend to be complementary rather 
than primary risk measures. The objective of this project is to focus on the efficiency 
of primary risk measures and therefore these peripheral risk techniques are not 
described in any further detail. 
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In practice, the fundamental factor model is the most widely used for risk 
measurement and forecasting. Connor (1995) showed that fundamental factor models 
outperforms statistical models, which significantly outperform macroeconomic 
models. It should be noted that these multi-factor models of risk provide a powerful 
framework in which further refinement of any of the risk factors, correlations and 
residuals may be modelled more accurately. This is developed further within this 
project. 
In summary, we have therefore reduced the risk measurement problem to a simple 
format, namely the solution of the equation: 
V= B'. F. B +c 
Where: V= Covariance matrix of asset returns, 
B= Matrix of asset exposures to the individual risk factors (as before) 
F= Covariance matrix of factor risk premia (ft), 
c= (Diagonal) matrix of asset residual risks Et. 
There are a wide range of techniques that have been employed as potential solutions 
to this equation. The fundamental difference associated with each method involves the 
mathematical techniques associated with how each element of the risk measurement 
equation is derived. In broad terms, (Schaefer, 1996; Heron & Irving, 1996; amongst 
others) these techniques can be classified as either covariance models, simulation 
models or scenario models. Jorion (1997) further classifies these risk measurement 
models significantly as either local valuation or full valuation methodologies. 
3.3.3.1 Local Valuation Measurement Models 
Local valuation models are characterised by the assumption that the use of first-order 
(and occasionally second-order) derivatives of the instantaneous change in value of 
the portfolio may be used to estimate the change in value over the risk horizon. The 
most common local valuation model applied is the Delta-Normal method, although at 
the time of writing a Delta-Gamma method has also been developed. 
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3.3.3.1.1 Delta-Normal Risk Measurement Model 
As noted above, the objective of the risk measurement technique is to estimate B, F 
and (D. In the delta-normal method, cD is assumed to be zero, which is discussed 
further in the critique of this method below. If a portfolio consisted of a single asset, 
the risk premium of the asset (VaRQ) would be represented by the simple form: 
VaR4 = Expected Change in Value of Asset a 
That is; 
VaRg = £Qctors (RFSa * CRFJ 
Where: VaR$ = Value At Risk for asset a 
RFSa = Risk Factor Sensitivity for asset (= B in notation above) 
CRFa = Expected Change in Risk Factor over risk horizon (= F in 
notation above) 
The delta-normal model assumes that the only risk factor that the value of the 
portfolio is sensitive to is the delta (that is, the 1 S` order derivative of asset value with 
respect to primary underlying price (rates)). Furthermore, the innovations of these 
rates are assumed to be normally distributed (originally termed Gaussian). This 
enables the entire probability distribution of the rates to be defined using just two 
variables, the mean and variance. It is important to note that the changes in prices 
(rates) are assumed to be normally-distributed, not the prices themselves which are 
generally assumed to follow a random walk (with or without a drift term does not lose 
any generality in this technique). 
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Using basic statistical techniques (see for example, Shankar 1995), rate boundaries 
can be calculated for specific probability confidence regions in terms of a fixed 
multiple of the spread (standard deviation, a) of the Normal distribution. For example 
given a N(0,1) distribution: 
The upper and lower regions (au, aL) are computed from the integral, 
x2 
au=-a'=P <_1-Cl =f1 e2dt 
-ýo 
2z 
Where: t (denotes tail factor constant, 1: one-tailed, 2: two-tailed, 
CI denoted confidence interval 
It should be noted that the assumption of either two-tailed or one-tailed behaviour in 
risk finance is largely subjective, although the market and regulatory convention is to 
use a one-tailed test. 
Therefore the Expected Change in Risk Factor over the risk horizon (t) will be 
given by: 
a CRFa = ý[* a° 
*a 
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Where: 
µ =Mean of risk factor distribution, frequently assumed to be current value of rates, 
a =Standard deviation of distribution, 
t =Risk horizon, expressed in consistent time units as 6, and can also be 
considered as the assets' liquidity period. 
Leading to a re-expression of the value at risk equation noted above as: 
VaRQ = [Aal la* 
a° *Q*ý 
L 
Where: 
Da = (Instantaneous) Delta of Asset a, 
Vector format of au or aL is included for generality. In practice, the absolute value of 
either will be adequate as they are symmetrically distributed, which is therefore 
applied from now on as a. 
Which can be generalised to the case where the existing rates, rr, do not reflect the 
current distributional mean rates, ft. 
VaR [A. ]* kr, *a* o- * -,, 
rt I±u 
Where: 
. tu reflects the adjustment of the z-statistics 
(z 1/oj as required, 
Alexander (1997) provides an alternative but equivalent representation of VaR as a 
normally-distributed series of unrealised profit and loss values. The distribution 
therefore reflects the inclusion of the Da variable automatically by definition. 
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Finally, the value at risk of a portfolio is defined as the simple linear sum of the value 
at risk of the individual assets: 
Assets 
VaR p ,, ý,,, o =Z 
VaRa 
a=1 
This is the traditional form of the undiversified delta-normal value at risk model (JP 
Morgan, 1997; Jorion, 1997; amongst others). 
As noted above based on the early work of Markowitz (1959), it should be noted that 
this portfolio risk measure does not recognise the benefits of diversification across 
assets. In general, this measure will tend to overestimate the risk of a portfolio. 
However, given a correlation matrix pbetween all the assets, this method can be 
extended across portfolios as: 
VaRp = 1'S(VaR, ýCt VaRj 
This model therefore states that the total (expected) risk on the portfolio is the (square 
root) summation of the `covariance returns' of the individual assets within that 
portfolio (JP Morgan, 1997; Alexander, 1997; Jorion, 1997). 
There are however a number of key assumptions associated with the delta-normal 
method, namely: 
Risks and returns may be linearly combined by the use of a covariance matrix 
. The risk factors are limited to the change in the portfolio (asset) value with respect 
to first-order price/rate (deltas) factors only 
The portfolio return and risk factors are assumed to be normally distributed. 
It should be noted that the first two assumptions enable RFS to be calculated based on 
either the sum of the instantaneous delta sensitivities of each of the assets' individual 
risk attributes or the sum of the instantaneous delta sensitivities of the overall 
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portfolio's individual risk factors. By the first assumption, these approaches are 
equivalent. 
The delta-normal method is the approach most generally associated with the 
regulatory Value at Risk methodology and is promoted extensively by JP Morgan, 
amongst others, in line with their RiskMetrics data sets of covariances. 
There are however a number of variations of the method that are important to note. 
Wilson (1997) describes the variations as portfolio-normal, asset-normal and delta- 
normal methods, although the terminology is not always consistently applied across 
the industry. The theory associated with all three methods is consistent with the 
general model described above, and varies only in the `free variable' assumed to 
follow the Normal distribution. 
In the portfolio-normal model, the assumption is that the portfolio returns (explicit 
Profit & Loss as per Alexander, 1997) are assumed to be normally distributed. This is 
consistent for a portfolio if one of three conditions are met: 
The portfolio is comprised of a large number of positions whose limiting 
distribution is the Normal distribution 
The portfolio returns are in fact Normal and the portfolio strategy and composition 
is `constant', implying that the returns are drawn from a distribution with constant 
mean and variance 
9 The portfolio is comprised of a set of asset positions, each of which is Normally 
distributed. 
The latter assumption defines the asset-normal method, again consistent with a return 
measure as defined by Alexander (1997). The problem associated with both the 
portfolio and asset-normal methods is that they can become unwieldy when the 
number of risk positions becomes large. The delta-normal (Wilson's use of the term) 
method instead uses risk factors to make the problem more managable. 
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Diagramatically, the delta-normal method can be represented as in Figure 3-2: 
Fig 3-2: Delta-Normal Value at Risk Model 
Model 
Parameters 
1 Generate 
Extreme Rates 
Portfolio 
Structure 
Delta Valuation 
Mapping to 
Delta Posns 
rýI 
VAR Estimated Extreme 
Value Changes 
3.3.3.1.2 Critique of the Delta-Normal Risk Measurement Model 
Despite the delta-normal method being the most widely applied, largely as a result of 
its ease of implementation, there are a number of widely published limitations of the 
method, namely: 
It accounts poorly for event risk, that is unusual or extreme changes in the risk 
factors that are not allowed for 
It requires a complete covariance matrix which may be both difficult to calculate, 
particularly in markets where data is scarce, and result in a massive amount of 
output (large matrix to capture all sensitivities accurately) 
Asset returns are not distributed normally. In line with a number of empirical 
studies, for example those performed by Longerstaey (JP Morgan 1994-1996), 
Wilson (FX 1993), Praetz (equities 1972), Blattberg et al (equities 1974), returns 
have been shown to be, at best, distributed with `fat-tails' and higher peaks than 
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the theoretical gaussian distribution would predict. This leptokurtic (higher peak) 
and kurtosis (fat-tails) structure significantly affects the accuracy of the method 
" It addition, the assumption that market rate innovations are independently 
distributed (see for example, JP Morgan 1994-1996) contradicts a number of 
empirical studies 
9 Asset returns may not be symmetrically distributed. The portfolio delta may 
therefore be different for up and down moves, which is not captured by an 
instantaneous delta calculation (Jorion 1997; JP Morgan 1994-1996) 
" The method does not capture the risks inherent within non-linear instruments, that 
is, optionality within, for example, convertible bonds, mortgages, exchange traded 
options and so on 
" VaR numbers are not strictly additive, breaking a condition for congruency 
(Artzner et al 1996) 
" VaR numbers are not accurately projected over higher time horizons 
" Alexander (1997) also notes that there area large number of potential sources of 
inaccuracy in the use of covariance methods including the use of inappropriate 
factor models, inaccuracies in the use of valuations (or betas), errors in the 
linearisation of the cash-flow mappings and any processing-driven reduction in 
the matrix nodes applied. She also notes that the lack of specific risk in the model 
may introduce significant errors. 
Schaefer (1996) highlights that the value at risk numbers can be difficult to 
communicate as it relies upon an intermediate knowledge of statistical techniques. 
3.3.3.1.3 Delta-Gamma Risk Measurement Model 
The delta-gamma method was developed as an analytical approximation to calculate 
value at risk incorporating the additional second-order non-linear risk attribute, 
gamma. This is developed by the simple assumption that the change in the portfolio 
value can be approximated by a Taylor Series expansion: 
nfo (x) =E PRIM 
ý 
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That is, the (future) value of a portfolio (or asset) following a rate shock & is assumed 
to follow the form: 
2 
V (ör) 22 V (0) + 
(2-V)iYr+ Z ýZr 5r2 + o(3) 
Where, o(3) denotes higher terms, which based on empirical evidence are assumed to 
be insignificant if and only if the series is convergent as n-, c' V(O) denotes the 
current value of the asset (portfolio). 
Leading to the value at risk defined previously as the expected change in value given 
a series of model parametric change assumptions: (Longerstaey, 1996; Wilson, 1997; 
Jorion, 1997; Schaefer, 1996) 
VARY =Adr+2rdr2 
Where: A= Matrix of 1St order (delta) sensitivities with respect to price 
(= 6Y/ä-)) 
r= Matrix of 2 °d order (gamma) sensitivities with respect to price 
(=cVýaýj 
dr = Change in rates/prices (factors) 
The delta-gamma method is illustrated in Figure 3-3: 
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Fig 3-3: Delta-Gamma Value at Risk Model 
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Wilson (1997) develops an approximate delta-gamma method which consists of 
adjusting the delta-normal method to use a modified volatility, termed the delta- 
gamma volatility, which compensates for the higher order terms of the Taylor Series. 
As noted by Alexander (1997), the delta-gamma method has not been widely applied. 
3.3.3.1.4 Critique of the Delta-Gamma Risk Measurement Model 
In theory, the delta-gamma method can be generalised to apply to any multivariate 
risk problem, by the inclusion of additional risk factors. The generalised Taylor 
expansion supports the addition of any number of first, second, and if required higher 
order risk factors, to incorporate all the traditional Greeks. Jorion (1997) outlines the 
multi-dimensional Taylor Series VaR model as: 
VAR 
a, dr, öv = 
A. dr +1F dr 2+ Adv + 
Which can be expressed in general terms as: 
VARAUFaCro 
s=If 
(x). dx +Ef "(x). dx + ... 
alllstorder 
2 
aU2ndorder 
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Where: x denotes all the 1st and 2nd order risk factor derivatives (Greeks) 
Technically, this is however only true if second order and higher derivatives 
(including cross-derivatives) other than gamma are included. The general form of the 
multi-variable Taylor Series must include cross-derivatives above 1s` order (Shankar, 
1995) where these are significant. Wilson (1997) highlights that the omission of 
cross-gamma effects may be `potentially important'. 
There are a number of limitations of the delta-gamma method: 
. The method is not practical in instances where there are a large number of risk 
factors, as the number of elements in the covariance matrix increases 
geometrically 
" The assumptions of normality are still assumed to apply 
The assumptions of symmetric returns are still assumed to apply 
The assumption associated with the need for a complete covariance matrix still 
applies 
The measure is still dependent on instantaneous values of factor derivatives which 
may be highly unstable for higher order derivatives. For example, gamma returns 
are known to be extremely volatile as the time to expiry of an option approaches 
zero 
. The measure does not allow for event risk 
. The VaR numbers are not strictly additive, and are therefore not congruent 
(Artzner et al, 1996) 
VaR numbers are not accurately projected over higher time horizons. 
Despite these issues, the delta-gamma method has been shown to significantly 
improve the valuation results compared with the delta-normal method (Schaefer 
1996). This is however only true for payoffs that follow a symmetrically convex (or 
concave) profile about the instantaneous local derivatives, as illustrated in Figure 3-4: 
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It is highly unlikely that a realistic portfolio would support this idealised risk 
structure, as noted by Wilson (1997), and may for example be of the (albeit in this 
case stylised) risk profile of Figure 3-5 (based on a deep in the money or out of the 
money, short-dated option profile) 
The fundamental weakness of this method is therefore that it is still based on local 
derivatives, which in the case of complex instruments and volatile markets is 
extremely inefficient. As expressed by Bob Gumerlock, Head of Risk Management at 
Swiss Bank Corporation (Chew, 1996), 
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When O'Connor set up in London at Big Bang, I built an option risk control system 
incorporating all the Greek letters - deltas, gamma, vegas, thetas and even some 
higher order ones as well (the delta of the gamma and the gamma of the vega). And 
I'll tell you that during the crash it was about as useful as a US theme park on the 
outskirts of Paris. 
In addition, trading scenarios where the primary risks are not significantly underlying 
asset price-order, such as volatility or correlation trading, this method would be 
ineffective. A complete Taylor series would therefore be required that places greater 
emphasis on these factors. 
3.3.3.2 Full Valuation Measurement Models 
As the name suggests, full valuation methods rely upon performing a revaluation of 
the entire portfolio for a given set of trading assumptions, and compares the 
revaluation with the initial valuation to obtain the expected change in portfolio value. 
This change in portfolio value is the value at risk. 
In line with common terminology, the most frequently applied full valuation risk 
measurement models are Historical Simulation, Stress Scenarios, and structured 
Monte Carlo. 
3.3.3.2.1 Historical Simulation Method 
Historical simulation is probably the most straightforward risk measurement 
methodology to implement and is based on a replay of the behaviour of past historical 
prices to the current portfolio. For example, the simulation may be based on the 
behaviour of prices over the last 90 days, leading to an expected average 90 day value 
at risk. Alternatively, an average, minimum, maximum or percentile value at risk may 
be calculated based on a moving cycle of prices within the simulation period. 
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The formal representation of this model can therefore be given by: 
VaR =NN V(PNIto) -V(Po, to) 
N 
Where: N= Number of time periods in simulation, 
PN = Simulated price (factor) adjusted for time period N, 
V(a, b) = Valuation of portfolio at time b, with price (vector) a. 
There are a range of alternative techniques used to compute PN, including: 
" Use of exact `prices' associated with historical simulation period (standard) 
" Use of changes in historical prices as `shocks' to current prices 
" Use of relative changes, for example log relatives or percentage changes, in 
historical prices as `shocks' to current prices. 
The historical simulation method has been illustrated as Figure 3-6: 
Fig 3-6. " Historical Simulation Method 
Actual/Current Historical 
Rates Rate Series 
Generate 
Simulation Rate 
Portfolio Series 
Structure 
Simulation Valuation 
rMapping Current Valuation 
TSAR 
LValuation 
Differences 
Simulation 
No detailed survey has been published on the relative accuracy of the alternative 
historical simulation price techniques, however the use of exact prices has tended to 
be favoured by most institutions, and is the basis of the 1993 Basle proposals on 
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Market Risks (Basle Committee 1996). There is however some disagreement (see for 
example Alexander; 1997) on the industry acceptance of the historical simulation 
method both in terms of the accuracy and processing efficiency of the technique (for 
the reasons outlined below). 
3.3.3.2.2 Critique of the Historical Simulation Model 
As noted above, the historical simulation method is very simple to implement as long 
as there is sufficient historical data available. The key advantages of this technique 
are: 
" The method does not rely upon the availability or accuracy of valuation 
derivatives in estimating the valuation change. That is, errors associated with the 
use of instantaneous changes are not introduced 
. The method does not make any assumptions about the normality of distributions 
of risk factors 
" As a result of the last advantage, the existence of fat-tails, higher peaks and/or 
non-symmetrical behaviour is supported 
. The method enables non-linearities in risk factors to be incorporated 
. The method does not rely on the use of specific valuation models or the 
underlying stochastic nature of the market 
The method is intuitive and therefore easily communicated 
" The use of different time horizons is easily supported by changing the simulation 
horizon 
. Does not require the explicit calculation of a covariance matrix, as this is implied 
within the full revaluation changes of the portfolio under analysis. 
There are however the following notable disadvantages: 
" The simulation accuracy relies upon the past being the best (fair) indicator of the 
future. A number of studies have been performed that investigate this propel' and 
have been shown to vary significantly. In general, this method is robust when the 
underlying market conditions have relatively stable volatility characteristics. 
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Techniques have been introduced that place greater emphasis on, for example, 
recent data, although again these have tended to require stable data series to 
generate reasonable levels of accuracy 
" There is only one sample path used in the simulation 
" The accuracy of the method is highly sensitive to the choice of data sample length 
(time period). The estimation error is frequently too high when data series are 
short, for example when market liquidity is low. In line with the Basle 1993 
recommendations noted above, a sample size of 1 year is the minimum that should 
be considered 
" As noted by Jorion (1997) amongst others, this technique can be computationally 
very cumbersome for large portfolios with complicated structures. In practice, the 
portfolio's risk profile is `bucketed' within a smaller number of risk nodes to 
reduce the processing requirement. For example, these bucket intervals may be 
based on grouping interest rate payoffs into bands, or replacing assets by their 
delta equivalents. If too many simplifications are made, however, the accuracy 
and benefits associated with the full valuation may not be realised. 
3.3.3.2.3 Stress Scenario Method 
The stress scenario method is again a simulation-based methodology but instead of 
using an historical data series to represent the potential future changes in the key 
fmancial variables that affect the portfolio value, instead use an entirely subjective 
estimate of these changes. In practice, these subjective changes are estimated as either 
very large, extreme shocks or defined as benchmark sensitivities. Examples of the 
former include the replay of changes associated with major market crashes, whilst the 
latter may be for example, a +/-(1%, 10%, 25%, 50%) movement in each factor. 
Factor-push methodologies (see for example Wilson, 1997) are examples of stress 
scenario techniques, where the scenarios are based on the volatility of extreme price 
shocks. 
In line with the historical simulation model, the value at risk (vector) may be 
expressed as: 
VAR$ =V(Ps, to)-V(P,, to) 
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Where: Ps is the vector of prices (factors) associated with each simulation to be 
performed. 
It should also be noted that the VaR results are a vector of results, which are mutually 
exclusive estimates of the value at risk for each stress simulation example. 
The stress scenario simulation method has been illustrated as Figure 3-7: 
Fig 3-7: Historical Simulation Method 
Actual/Current Simulation 
Rates Scenarios 
Generate 
Simulation Rate 
Portfolio Series 
Structure 
Simulation Valuation 
Mapping Current Valuation 
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VAR Valuation Differences 
Series 
Stress testing is generally regarded as a complement rather than a replacement for 
other VaR measurement methods for the reasons noted below. There are a number of 
regulators who use stress testing studies, for example the US Office of Thrift 
Supervision (for mortgages), and the Commodities Futures Trading Commission, to 
investigate potential market risk scenarios, however these are relatively insignificant 
compared with the alternative model studies. 
3.3.3.2.4 Critique of the Stress Scenario Method 
Whilst this method superficially addresses some of the limitations of the historical 
simulation approach, stress testing is considered a very poor risk measurement 
technique as it is entirely subjective. Studies (for example, Jorion 1997) have shown 
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that firms have historically been very poor at predicting the potential scenarios to be 
applied in the stress simulations. 
In similar terms to the definition of the range of scenarios, this method also suffers 
from being unable to define the probability of each event occurring, which is a key 
requirement in expectations analysis. 
In addition to these two key concerns, the following disadvantages have also been 
noted by researchers: 
9 The choice of scenarios and therefore interpretation of results may be very 
dependent on the actual portfolio position. A relative analysis study over time of 
the risk measures will therefore not be possible 
" The method does not handle correlations effectively, as typically it measures the 
effect of large moves in a small number (in some cases just one) of variables at a 
time. As noted by Jorion (1997) amongst others, this method is therefore not 
suited to large, complex portfolios 
" Extreme moves may not reflect the largest losses possible. For example, option 
position combinations may be most sensitive to infinitesimally small changes in 
underlying financial factor variables. 
3.3.3.2.5 Structured Monte Carlo Method 
The final method described under the full valuation methodology is the Structured 
Monte Carlo simulation technique. This method is very similar to the historical 
simulation approach, except in the model equation: 
VAR =I 
NýV(PN, 
to)]-V(P,, to) 
LN 
PN is generated directly by the definition of a stochastic process that reflects the prices 
(factors) to be applied in the simulation study, rather than the use of an historical data 
series. That is, the future prices 
implied in the simulation are based on random draws 
from a predefined distribution. 
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Diagramatically, this method can be summarised as in Figure 3-8: 
Fig 3-8: Monte Carlo Simulation Methodology 
Model Stochastic 
Parameters M odel 
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Future Rates " 
Portfolio Full Valuation 
Structure 
Distribution 
VAR 
of Values 
3.3.3.2.6 Critique of Structured Monte Carlo Method 
Structured Monte Carlo (SMC) analysis is considered the most powerful method to 
measure risk as it can account for a wide range of risks, including nonlinear risks, as 
well as the existence of fat tails, extreme scenarios and time variation volatility 
profiles (discussed in more detail in the next chapter). SMC is also frequently applied 
to the calculation of credit risks. 
In theory, it should be considered as the equivalent to a `neutral assumption' 
simulation method in that the simulation sample paths being drawn from a random 
distribution, accurately reflect the market as a random walk. In practice, however, the 
model is again highly dependent on the definition of the nature of the underlying 
distribution. This distribution is generally defined as normally-distributed but as the 
methodology generates paths distributed throughout the probability-space, in general 
a more representative series of valuation changes is obtained than alternative methods. 
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The major disadvantage of this method is the computational cost. As a general rule, it 
is advised that a reasonable error estimate of 10,000 simulations per degree of 
freedom (free random variable) is used. A portfolio of 1,000 assets dependent on just 
one free variable) would therefore involve 10,000,000 valuations. Dupire and Sobol 
(Dupire 1998) have developed techniques based on variance reduction to reduce the 
sample paths in a Monte Carlo study. These are still computationally more extensive 
than the use of an analytical closed-form solution. 
The following disadvantages have also been identified by researchers studying 
structured Monte Carlo methods: 
" Results may not be reproducible unless the random generator process can be 
reconstructed 
" (Pseudo) random generators are frequently very complex to implement without 
bias. Most computer models have been shown to have some form of inherent bias 
for small sample sizes 
" Jorion (1997) highlights that the technique suffers from the weakness of relying 
on a specific stochastic model for the specific risk factors as well as the pricing 
models. In theory, there is therefore the potential of introducing model risk to the 
simulation study. Interestingly, whilst considered correct, this contradicts Jorion's 
view stated subsequently (pp23 1) that highlighted the use of SMC as a technique 
to account for model risks (1997; pp200-201). 
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3.3.3.3 Summary of Simulation-Structure Methods 
In summary, therefore there are five main simulation-based methods associated with 
calculating value at risk, which at a high level can be grouped as either being based on 
instantaneous or full valuation methodologies. These four methods are the delta- 
normal, delta-gamma, historical simulation, stress scenarios, and structured 
Monte Carlo. Table 3-1 outlines a summary of these techniques (based on Jorion, 
1997). 
Table 3-1: Summary of VaR Models 
Delta- Delta- Historical Stress Monte Carlo 
Normal Gamma Simulation Scenarios 
Position 
Valuation Linear Linear Full Full Full 
Non-Linear Risks No Some Yes Yes Yes 
Distribution 
Historical Normal Normal Actual Subjective Distbn. 
Time Varying Yes Yes No Subjective Yes 
Implied Possible Possible No Possible Yes 
Market 
Non-Normal No No Yes Yes Yes 
Extrema Limited Limited Limited Yes Limited 
Correlations Yes Yes Yes No Yes 
Implementation 
Avoids Model Risk Limited Limited Yes No No 
Easy to Compute Yes Yes Medium Medium No 
Communicable Medium Medium Easy Easy Complex 
Major Issues Non- Other Time Correlations, Complex, 
Linear, derivatives, variation, Subjective Computability 
Extrema Extrema Extrema 
Monte Carlo is generally considered the most powerful technique although as it is 
also the most computationally expensive technique it is generally only applied as a 
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benchmark measure or when an analytical approximation method would yield 
unacceptable results. 
3.4 Testing The Accuracy Of Risk Measurement Models 
There is a regulatory requirement to test the empirical efficiency of the value at risk 
model implemented (Basle Committee, 1996). The use of VaR validation techniques 
was also a G30 recommendation (G30,1993). The concepts associated with testing 
the accuracy are relatively straightforward and rely upon the confidence level defined 
for the risk methodology adopted. In overview if a 95% confidence level was attached 
to the simulation (or analytical stochastic model) applied, this means that the actual 
results should be within the bounds of the estimated results 95% of the time. In other 
words, statistically a limit of 5% of the actual financial losses should exceed the 
estimated loss values. 
In practice, a small deviation to this theoretical limit can be expected to occur due to 
statistical chance. 
To allow for this deviation and to establish a quantitative form for the accuracy 
analysis, Kupiec (1995) defined confidence regions associated with the failure rates of 
VaR against actual values. These regions are defined by the tail points of the log- 
likelihood ratio: 
1= -21n[(1- p) 
T-N 
pN j+ 21n[(1- 
T) 
T-, v ýlT) v 
Which is x2-distributed with one degree of freedom under the null hypothesis that p is 
the true probability. (That is, Nis the number of failures that could occur in a sample 
size T without rejecting the null hypothesis that p (=1- confidence level) is the correct 
probability. ) 
It should be noted (Jorion, 1997) that this technique is inefficient for small N, as it 
becomes difficult to ascertain whether the model systematically overestimates risk or 
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N is abnormally low. This form of experimental error is not however unique to risk 
measurement. No study on the optimal validation size and confidence level has been 
performed. 
An alternative measure of model efficiency is defined as the Risk Efficiency Ratio 
(RER) which is the ratio between the realised actuals and estimated model risk 
values. The RER may be computed by the ratio of absolute returns or more usually 
the volatilities of the returns over the test period, that is: 
Observed 
R= 
0' 
Predicted 
Where deviations from unity indicate consistent error in the model. As noted by 
Jorion (1997) the RER may be measured at either an overall portfolio or individual 
asset level. 
Regulators (Basle Committee, 1996) have introduced three levels of acceptance on 
whether models accurately reflect actual risks encountered in the markets. The test 
verification period has been defined to be a 99% confidence interval test of expected 
versus actual daily P&L returns over a minimum of one year (250 business days) and 
results in a red, yellow or green level of acceptance. 
. Green level models are consistent with the number of outliers predicted by the 
confidence level of the model, defined as less than 5 exceptions 
" Yellow level models allow a small degree of error from the ideal confidence level, 
defined as 5-9 exceptions 
Red level models are outside the acceptable tolerance levels of the confidence 
level predictors of outliers, defined as 10 or more exceptions. 
Regulators impose stringent penalties on the application of models that do not 
perform well when applied to capital allocation, and there have been indications that 
consistently bad performing models will be disqualified from being applied. 
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A controversial multiplication factor has been defined by regulators to increase their 
confidence that potential model risk will not be a significant operational issue. The 
factors are related to the model zones defined above, namely: 
9 Green zone, multiplication factor 3 
a Yellow zone, multiplication factor 3.4-3.8 
" Red zone, multiplication factor 4 or more, and likely to be disallowed. 
It should be noted that the number of exceptions allows for a conservative band of 
outliers which are statistically random rather than systematic errors. 
A number of criticisms have been highlighted of the back-testing methods, for 
example see Alexander (1997), including; 
" The results are dependent on the data period used 
The portfolio may have changed during the holding period, significantly altering 
the expected and actual returns 
. The method does not highlight or ascribe an `advantage' to good traders 
" Returns information must be available at the same level of aggregation as VaR 
calculations. This is primarily a technical implementation issue, but the quality of 
data is generally regarded as one of the major obstacles to successful risk 
management. 
Many of these limitations have been recognised by the regulatory authorities (Basle, 
1996) who note that "the financial industry has not yet settled on a single backtesting 
methodology" and express "concerns over the imperfect nature of the signal generated 
by [current] backtesting [methods]". The Basle Committee further invite 
improvements and innovations in the refinement of back-testing measurement 
techniques. This is developed further in this project. 
Having outlined the development and characteristics of risk measurement models in 
this chapter, the next chapter analyses the techniques used to estimate the parameters 
to be used in these models. 
PhD Thesis: S. Christie Page: 81 
The Management of Market Risk: Regulation versus Practice 
Chapter 4- Risk Factor Analysis and Parameter Estimation 
4.1 Introduction 
This chapter provides a detailed analysis of the identification and estimation 
techniques for the parameters that are used in the qualification and quantification of 
the market risk of an asset, portfolio or financial market (hereafter termed 
collectively as `asset'), applied in the models outlined in the previous chapter. 
This chapter is divided into two main sections. The first section focuses on the 
traditional and the emerging advanced factor identification techniques that could be 
applied to an asset. The exercise of identifying the principal factors is non-trivial and 
is defined as the `domain residency problem'. 
The second section develops the behavioural descriptive analytical attributes 
associated with the entities within this domain. In other words, having identified the 
parameters that are important input to the risk model, this section defines the 
techniques used to estimate their values. 
This chapter is necessarily very mathematical in content as the detailed methods 
associated with the efficacy of the risk models is highly dependent on the selection of 
the factor identification and parameter estimation quantitative techniques. It is not 
necessary to understand all the mathematical detail associated with these techniques. 
Indeed, many of the techniques described in this chapter are not defined explicitly as 
regulatory estimation techniques. They have been included, however, for 
completeness. 
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4.2 Risk Factor Estimation 
This section outlines the techniques associated with identifying key factors that 
contribute to the risk profile of an asset. There are four main classes of methods 
employed, fundamental factor, principal component analysis, factor analysis, and 
simulated proxy methods. Each is described in detail below. Before describing the 
quantitative techniques associated with these methods, a framework, called the 
`domain residency problem' is outlined which clarifies the objectives, issues and key 
techniques that must be addressed by the factor estimation method employed. 
4.2.1 Domain Residency Problem 
All financial instruments can be decomposed to a fundamental set of building blocks 
(Eckl et al, 1990; pp9-10). This is a critical requirement to estimate the risk of an 
asset. The growth of complex securities and derivatives has relied upon this fact, as 
more technically does the fundamental pricing assumption of no-arbitrage. In 
overview, the no-arbitrage assumption recognises that a financial instrument cannot 
be decomposed to more basic instruments at a financial `risk-free' profit (or loss). If 
this were the case, the market would act very quickly to securitise (that is, rebundle) 
other baskets of the `basic instruments' to increase supply, against which a no profit 
equilibrium would eventually be reached. 
Glassco (1994) identifies three main building blocks out of which all other financial 
instruments are constructed, namely: 
. Options 
Securities 
" Cashflows 
Other authors have defined similar basic building blocks, however this definition is 
considered too naive and limited for general application. A more practical building 
block approach is based on the use of two components, namely: 
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" Fundamental asset 
" Contingent contract on a fundamental asset 
Which are defined as follows. A fundamental asset is an asset in which the 
contractual asset exchange (payment) structure is determined in advance and is not 
subject to any future event occurring. It is important to note that the use of a floating 
rate (single or compound) is valid for a fundamental asset as the exchange terms are 
still contractually obligated to ensure that an exchange occurs. Examples of a 
fundamental asset include a cashflow stream (fixed or floating index based), 
commodity, equity, tradable characteristic such as inflation, volatility, correlation, or 
any basket combination of these. In summary, therefore, fundamental assets have a 
formal obligation characteristic of either immediate or future pre-agreed instrument 
ownership, and describe the basic risk trading component classes being exchanged. 
iF Morgan (1997) and others classify the fundamental financial trading assets in terms 
of the groups (which they describe as risk factors) Foreign Exchange, Interest Rate, 
Equity, and Commodity. This is consistent but less general to the model defined here. 
A contingent contract is defined as a financial instrument which is constructed from 
fundamental asset(s) and which incorporates optionality characteristics, for example 
the ability to purchase a fundamental asset at a pre-agreed price at a pre-agreed future 
time, without obligation but subject to acknowledged formal future event (contingent) 
criteria. 
A market can therefore be defined as an exchange where traders (market participants) 
interact to trade contracts on assets (either at instantaneous or contingent contract 
conditions) between themselves. That is, a trading game model where cash or other 
fundamental assets (securities) are exchanged in accordance to pre-agreed contract 
conditions. 
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In line with this model, a market can be considered as a single `logical financial 
domain' in which a set of primary risk factors, packaged as financial instruments 
coexist. Exchanges of those assets between investors results in a zero-sum game, and 
any new instruments must be structured from existing entities within the market 
space. This market space is defined as the risk domain (for reasons that will become 
clear very shortly), and is shown diagramatically in Figure 4-1. 
Fig 4-1: Domain Contents and Building Block Hierarchy 
DOMAIN: 
CONTINGENT ASSETS 
FUNDAMENT. 
All FX rates 
All volatility rates 
All interest rates 
All inflation rates 
A11 equity prices 
All correlation rates 
All commodity 
The key points that should be noted at this stage are as follows; 
.A market consists of a large series of complex tradable entities (the domain) 
" All financial instruments are constructed by isolating entities within this domain, 
for example a specific exchange rate, and constructing trading contracts based on 
the exchange of ownership of these entities 
" Financial instruments are constructed by further refinement of the contracts in line 
with specific attributes of these entities, for example time periods, floating rate 
conditions and so on 
. All financial instruments are constructed with conditions fixed at trade inception 
or against contingent conditions set at trade inception. This latter characteristic 
enables optionality to be incorporated. 
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As outlined above, risk management's primary focus is the management of a portfolio 
which has been constructed from this market domain. There are therefore two key 
questions that need to be answered, namely: 
1. What entities are contained within the domain ? 
2. What are the behavioural characteristics of each of these entities ? 
Stage 1-Domain Elements 
The first question is easy to answer as it fundamentally relies upon the Universe (set) 
of tradable assets that an institution/trader is interested in holding within a portfolio, 
that is: 
Domain e{ assets } 
V assen 
J 
Where the following notation is defined: 
1.6 denotes the definition of a set of elements described within the braces 
2. Vdenotes the abbreviation for all' 
This is a static measure of market risk, as it assumes that all tradable assets (variables) 
are uniquely identifiable and measurable. This model may be extended by 
incorporating all other parameters (attributes) that affect a revaluation of the asset 
(portfolio). That is, a set that consists of the following elements: 
Domain (-= F assets ®I: Vrevaluation -parameters dassek 
Where: 
3. a 65b denotes that the set is constructed by the set addition of two subsets of 
elements a and b 
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This generalised format enables all trading risk factors to be defined and analysed, 
and is an important component of dynamic risk measurement modelling. 
To illustrate the series of points above, let us assume that the only financial entities 
that exist are simple spot foreign exchange rates; £, US$, HK$. The domain consists 
therefore of. 
Domain E (£/US$_rate, £/HK$_rate, US$1 HK$_rate) 
In this case, there are no other revaluation parameters that need to be considered. If 
forward trading is allowed, this would no longer be true and interest rates would have 
to be incorporated within this domain, further increasing the number of variables that 
need to be studied. 
As a second example, let us assume that the market consists of only the three simple 
spot foreign exchange rates listed above, but that now market participants can 
construct simple European option contracts based on (non-arbitragable) prices 
constructed from the Black & Scholes option pricing model (Black et al, 1973): 
IthFX/FXJ+1 
r+ FX. /FXý,, J+ 
lI r-. 
)T 
C= FX* N2 
JJJ 
-e rTFX ý. * N2 
JJJ 
S; T 
At this stage, it is not important to be familiar with the exact detail of option pricing 
modelling and terminology. (Indeed, the expert reader will note that there have been a 
vast number of improvements to this model which would generally negate the use of 
the standard form for currency options. ) 
The following would be important additional requirements to be included in the 
market domain in addition to the directly observable spot rate FX,, o,: 
" The risk free rate, r 
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" The volatility of the spot FX rate (FXov), a (discussed further below as both 
static and dynamic volatilities could be applied) 
" The time to expiry of the option, T 
The variable FXEXe vise is a constant that is set at trade inception and which is generally 
invariant over the life of the contract. 
Stage 2- Domain Characteristics 
Having defined the Universe of risk factors (assets, parameters, instruments and so 
on) contained within the market under study (the domain), it is important to recognise 
that the process of risk measurement and management is fundamentally concerned 
about the future behaviour of this Universe. The Risk Transform Function defines 
the relationship between the contents of the domain and the actual risk profile realised 
by elements within the domain. This is shown diagramatically in Figure 4-2: 
Fig 4-2: Risk Transform Function 
Range: 
Domain: 
" Assets Risk 
" Parameters Transform " 
Risk Profile 
" Factors Function " 
VaR 
This is an important representation, as the risk measurement paradigm has been 
reduced to evaluating the risk transform function (RTF). Time-invariant (defined as 
static) measures of risk are based on analysing the 
domain as it is currently composed 
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and computing the RTF as an instantaneous measure of the current domain. Time- 
variant (that is, dynamic) measures of risk look at the possible ways that the domain 
could change over time and ascertaining what impact that could have on the risk 
profile projected by the RTF. As an example, assume that the domain consisted of a 
single option on an exchange rate. The static measure of risk would determine the 
current value of the exchange rate and perform a RTF based on (1) an expected 
change in the value of that exchange rate over a pre-determined (fixed) time period, 
and (2) the change in value of the option as a result of that change. A dynamic 
measure would however look at how time might affect the value of the option, and 
therefore would incorporate an analysis on both the value of the option and the 
exchange rate as a risk function of time. An alternative way of looking at the RTF is 
that static measures of risk are point-estimates of risk whereas dynamic measures of 
risk are either vector or matrix range forecasts. 
In the general form of this project, it should be already apparent that the traditional 
RTF is exactly as described by the VaR models outlined in Chapter 3. This 
representation facilitates an analysis that is more general and which is less concerned 
about the distributional assumptions implicit within the model. 
The next key problem that must be addressed is the internal function of the RTF, and 
whether the RTF operates directly on the assets/parameters as described above. 
Most financial assets exhibit random behaviour and therefore rely upon stochastic 
modelling methods to provide an analytical form to study and describe their 
behaviour, see for example Ross (1997), Brown (1993). In line with previous research 
and the detail already highlighted in Chapter 3, there are two main components that 
must be reflected within the risk measurement process (RTF), 
1. A description of the distributional profile of each entity within the domain, 
2. A description of the correlation between entities within the domain. 
The former is important to enable confidence factors and potential value changes to 
be understand, whilst the latter supports the investigation of portfolio diversification 
effects. 
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In summary, it should be apparent at this stage that the change in value of a portfolio 
is dependent on the following four components (which may be either statically or 
dynamically defined), 
" All tradable assets (risk factors) defined within the market 
9 All revaluation variable parameters (market model parameters which may be 
revaluation model dependent) 
" The distributional profile (and expected change as described by this profile for a 
given probability confidence factor and simulation time period) 
" The correlations between the variables, thereby recognising risk diversification 
effects. 
One key issue that arises from this approach is associated with problem 
dimensionality, that is a small number of tradable entities can lead to a significant 
number of variables that must be considered within a domain. In general the following 
rule can be applied: 
If there are n tradable assets and/or market model parameters associated with a market 
(portfolio) under consideration, the number of factors (elements) within a domain 
which must be explicitly considered is: 
Number of factors =n+ ((n-1)*n)/2) 
It should be apparent that a complete study of all factors within any non-trivial (for 
example more than say 1000 tradable assets) market would be implausible as this 
would require significant computing and data resources (500,500 data points in this 
case), and is a key reason why existing models are frequently simplified to exclude a 
number of the factors (for example, model factors and higher moments of the asset 
value distribution, as outlined above). This is also a primary reason why risk 
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management is frequently scenario simulation-based, and generally excludes dynamic 
risk analysis. 
The general framework developed above is still however applicable irrespective of the 
completeness of the domain. 
4.2.2 Fundamental Factor Analysis 
There are two main fundamental factor methods, which are described as the market 
class or attribute class methods. 
The market class, as used for example by JP Morgan's Riskmetrics model, Bankers 
Trust's RAROC 2020 model, and Deutsche Bank's B# model, simply categorises 
each financial instrument within a matrix of general market groups (Foreign 
Exchange, Interest Rate, Commodity, and Equity) against a pre-defined set of time 
points. The sensitivity of each instrument to changes in the respective points within 
each matrix, combined with the corresponding cross-correlations completes the 
domain under study. 
The attribute class model is a simple extension of the market class model and 
explicitly develops the matrices in line with all specific individual factors, time 
points, and cross-correlations. As noted above, this is the more precise but potentially 
analytically unwieldy domain residency solution. 
Alexander (1997, pp 176-179) extends the definition of fundamental factor models to 
encompass factor models that are based on (1) trading decision variables, (2) 
macroeconomic factor models. Alexander notes that fundamental factor models are 
probably the most widely used for risk estimation and quantification and have been 
estimated for a number of the major world stock markets. Given the general form of 
the Risk Transform Function developed above: 
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Rt=B"f+E, 
Where (note the definitions applied by Alexander (1997) vary slightly from the form 
outlined below); 
R, = Vector of asset returns for period t, 
B= Matrix of asset exposures to the different risk factors, 
f= Vector of factor sensitivities (premia), 
F, = Vector of residual risks not captured by risk factors above. 
Then, the fundamental factor model assumes that B is identifiable and measurable and 
attempts to estimate f, whereas the macroeconomic factor model attempts to estimate 
B and assumes that the f is given. 
4.2.3 Principal Component Analysis 
One technique that has been applied to problems that involve a large number of 
variables under study is principal component analysis, frequently described as a 
statistical factor approach (Alexander, 1997). As outlined by Chatfield & Collins 
(1992) and others (see for example, Jackson, 1991), principal component analysis 
(PCA) is a variable-directed technique whose aim is to reduce a large number of 
correlated variables to a much smaller number without a significant loss in accuracy. 
The technique consists of finding an orthogonal transformation of the original 
variables to a new set of uncorrelated variables (the principal components), which are 
derived in decreasing order of importance. The components are generally linear 
combinations of the original variables, and it is anticipated that the first few 
components account for most of the variation of the original data. 
It should be noted that PCA studies the variability of the underlying components 
rather than the actual values, which is ideally suited for risk management analysis 
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which is frequently concerned with the variability of profit/losses rather than the 
specific risk positions held. 
PCA has been applied to a wide range of risk management analysis models (see for 
example Beckers (1997), Alexander (1997), Kaarki & Reyes (1995), Wilson (1994a, 
1997)). The key stages associated with this method are outlined below and has been 
structured to enable it to be skipped by readers who are already familiar with this 
technique or are less quantitatively oriented without loss of the understanding of the 
overall arguments developed later in this chapter. 
Principal Component Analysis Methodology 
PCA was first developed by Pearson (1901) and later developed by Hotelling (1933). 
The methodology is described in most texts on multivariate analysis (see for example, 
Manly (1995), Chatfield et al (1992)) and can be considered as follows: 
If there are n variables (that is, tradable assets and/or model parameters depending on 
the sophistication of the model under study) in the market (domain) which can be 
expressed as an n-dimensional random variable, 
MT=[ M1, M2, ... 9 Mn] 
Which has an overall mean of µ and covariance matrix E. 
The objective is to find a new set of variables, Y T=[ Y1, Yz, ..., Y. ] which are 
uncorrelated and whose variances decrease from the first to last. Each Yf is taken to 
be a linear combination of the original M's, such that: 
Ye = at, M + a21M 2+ a31M 31 + ... + a, M 
= a, M 
PhD Thesis: S. Christie Page: 93 
The Management of Market Risk: Regulation versus Practice 
Where a; T is a vector of constants which (as developed by Hotelling (1933)) are 
normalised to ensure that the overall transformation is orthogonal (that is, relative 
values in n-space are preserved) by imposing the following constraint: 
=Ea2 al ain =1 
k=1 
The first principal component is calculated by choosing al to maximise the variance 
of Y1. The second component is calculated by choosing a2 to maximise the variance 
of Y2 and uncorrelated with Y1, and so on. Based on some standard mathematics 
which can be found in any elementary statistical textbook (for example, as referenced 
above), the ith principal component is found from this approach as the eigenvector of 
Z which has the ith largest eigenvalue. Most mathematical modelling packages, such 
as SPSS, Mathematica and Statistica, have inbuilt functions which will solve these 
equations directly. 
If the original variables are normalised to have unit variance, the principal 
components can be calculated directly from the correlation matrix (as the covariance 
matrix is by definition derived from a simple product of correlation and variance 
values). In this case, it should be noted that the eigenvectors and values will not be the 
same as in the un-normalised variable form. 
Critique of the PCA Methodology 
The PCA method has been extensively used in a wide range of statistical analysis 
problems with reliable results. The three main objectives of the method, namely to; 
1. Identify new underlying variables which simplify analysis, 
2. Reduce the dimensionality of the problem, 
3. Remove variables which do not contribute significantly to the analysis, 
are on the whole met by this method, however, there are a number of limitations 
which should be noted, namely: 
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" Principal components may not have an easily interpretable understanding for 
researchers/analysts 
" PCA relies upon highly correlated variable relationships to ensure that the 
principal components are sufficiently different and more efficient than the original 
variables 
" Variance analysis does not allow for errors in underlying data, which means that 
eigenvectors and eigenvalues may vary significantly due to sampling errors 
" Principal components are not invariant under linear transformations of the 
variables (frequently described as the scaling problem). 
4.2.4 Factor Analysis 
An alternative methodology to PCA is factor analysis (FA) which has similar 
objectives to PCA but instead of using an orthogonal transformation approach, FA 
aims to model the covariances (rather than just the variances) to a specific statistical 
model. 
In overview, the FA method approaches the previous problem of re-expressing M; by 
assuming that there are m underlying factors (m<n) which are denoted by fi, f2, ..., f,,, 
and that each observed variable is a linear function of these factors plus a residual 
variate, that is; 
MI = Aiij f+ /Zi(J+l)f2 +' 1(J+2)f3 
+ 
... 
+ Zmfm + ei 
Where, 
Xjk is termed the factor loadings, such that Xyk is the loading of the jth viable 
on the 0 factor, 
The variate ej describes the residual variation (error term) specific to the 
ju' 
variable. 
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The factors f; are termed the `common factors' as they refer to all observations in the 
market, whilst the variates e; are termed the `specific factors'. It is generally assumed 
that the common and specific factors are each drawn from a multivariate Normal 
distribution, which is one of the main drawbacks of this method as this implies that 
each of the market observable variables Mn is also drawn from a multivariate 
distribution. As expressed by Lawley & Maxwell (1971, pp38) the FA model is `only 
useful as an approximation to reality and should not be taken too seriously'. 
The estimation of the parameters within this model are frequently derived from either 
a subjective analysis, using PCA as an initial indicator, or using maximum likelihood 
estimation (see for example, Lawley & Maxwell 1971; Harmann 1976; Chatfield & 
Collins 1992). The latter has the advantage that estimates are scale-invariant, a 
problem already noted of the PCA methodology. 
Critique of the FA Methodology 
A number of limitations of the FA methodology have already been outlined above. 
The following additional points should be noted: 
. There is no guarantee with FA that either an acceptable solution exists or that the 
covariance matrix can be factorised 
" In the event of using maximum-likelihood estimation techniques, there is no 
guarantee that convergence to a solution is possible 
" Residual errors may be significantly large (positive or negative) which highlights 
an improper factor solution 
9 As for PCA, FA relies upon the existence of correlated variables to ensure that 
there are sufficient factor relationships to explain 
" There are a large number of assumptions made in the FA methodology which are 
frequently not realistic in practice, for example that factors exist at all. This is 
particularly acute where a large complex domain is under study 
The method relies upon knowing how many factors, m, is known, which is 
generally untrue (although a highly model dependent approximation has been 
developed, see Lawley & Maxwell 1971) 
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" Factor solutions are not unique and may be significantly different for different 
formats of the data, for example rotations. Whilst this may not be significant in the 
final result, it may lead to non-intuitive and not easily reproducible research 
analysis 
9 Similar to PCA, factor results may not be easily interpretable and therefore may 
not aid the understanding and analysis of the data. 
Summary research on FA, see for example Blackwith & Reyment (1971), Chatfield & 
Collins (1992), conclude that PCA is a preferable method than FA, which is supported 
by the empirical research preferences in finance (for example, Wilson 1997). 
4.2.3 Simulated Proxy Methods 
The methods described above aim to develop a model which supports an analytical 
interpretation of the primary factors and behaviour of a market (portfolio). An 
alternative approach is to develop a simulation of the output range of the RTF which 
can support the high-dimensionality of the input data but which does not focus on the 
internal relationships of that data. There are a large number of techniques that could 
be described in this category, including genetic algorithms, neural networks, lattice 
models, and so on (Mezrich, 1997; Refenes, 1994; Deboeck, 1994). 
4.3 Volatility Estimation 
As noted above, accurate volatility and correlation estimation are critical components 
of effective risk management. This section outlines both the static and emerging 
advanced dynamic estimation techniques associated with the calculation of volatility. 
It should be noted that at this stage, only static measures of volatility tend to be 
implemented in the VaR framework. 
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4.3.1 Static Volatility Methods 
Simple Moving Average 
The simplest volatility measure is based on the basic statistical standard deviation 
calculation (which may also be expressed as the square root of the variance - see for 
example, Hines & Montgomery, 1980; Ross, 1997): 
Standard_ Deviation =f (x, -11)2 p(x, ) 
-yL (x - fu)Z f (x). dx 
Where in line with elementary statistics; 
for_ discrete_ variables 
for-continuous- variables 
1. x (xi) denotes the observed variables within the domain 
2. p(xi) for f(x)) denotes the probability of the variable occurring, which in the case 
of discretely observed market variables which are unbiased is taken to be 1/m (in 
line with the notation above) 
3. u is the mean of the observable market variables. 
In practice, the standard deviation is limited to a finite range of data observations, say 
n observations over time, which is generally described as n-period volatility. The 
sample window moves through time to ensure that the latest observations are 
incorporated into the volatility calculation. There are a number of variations of this 
simple moving average which support statistical sample versus population means. 
It is important to note that any market variable that is a random walk, a conclusion of 
a number of research studies, tends to have infinite variance. Examples of this 
include 
asset prices, interest rates, foreign exchange rates and so on. Indeed, it should 
be 
noted that random walk behaviour 
is a condition of efficient markets (Fama, 1965). 
Empirical research is therefore generally performed on the returns seri es, def ned as 
the change in value of the primary market variable (for example, see Alexander 
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1997), which tend to exhibit stationary time series behaviour in that they have a finite, 
unconditional mean and variance. 
There are a number of disadvantages associated with this method in its application to 
risk management, as outlined below; 
" Simple moving average estimates of volatility assume that the n-period sample 
period is exactly representative of future behaviour 
" Ghosting effects may exist within the volatility estimates. Ghosting occurs when 
an abnormal volatility period (high or low) is sustained within a volatility data 
sample until n-periods after the volatile period. The effect is to see an apparent 
sudden change in volatility n-periods after the real effect as a result of the 
abnormal period being excluded from the new n-period volatility calculation 
series 
In line with all simple moving-average models, the changes in volatility can be 
represented as due to sampling error only. This is because the moving average 
method is based on estimating an unconditional moment of a data series which is 
assumed to be constant over time 
. The model does not recognise any of the dynamic properties of the (returns) data 
series, such as autocorrelation, or recent behaviour. 
Weighted Moving Averages 
To address a number of the limitations in the simple moving average model, 
particularly ghosting effects, recent data and autocorrelation, models have been 
developed which provide weightings on more recent data series. The most common 
method applied (see for example, RiskMetrics, 1997) is Exponentially Weighted 
Moving Average (EWMA). 
EWMA uses a simple smoothing constant,, %, to bias weightings over time within the 
following model: 
EWMA = (1- A)1t''x, _t r. I 
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Where, % is set at 0.94 (daily analysis) and 0.97 (monthly analysis) in the RiskMetrics 
implementation and the series x is taken as the squared returns for the daily analysis, 
and the 25-day historic volatility for the monthly analysis. The use of squared returns 
improves the weighting bias to more recent values. Alexander (1997) notes that the I 
is calculated in a sub-optimal way in RiskMetrics and should be less than 0.94. The 
primary evidence associated with this conclusion is the existence of persistence in a 
number of market forecasts, and smoothing relative to a number of alternative models 
(described further below). In the monthly analysis series, Alexander further notes that 
the monthly RiskMetrics analysis, using a 25-day average, augments ghosting features 
rather than diminishing them, and that a RiskMetrics monthly forecast will peak 
exactly 25 days after a major market movement. 
In addition to the problems noted above, it has been noted that volatility is time- 
variant, which is described by the technical term heteroschedastic. A number of 
models have therefore been developed which reflect a more realistic estimation of 
actual market behaviour. It should be noted at the time of writing this thesis, however 
that whilst heteroschedastic models have been applied in financial forecasting and 
pricing, there is no known Value at Risk model which has applied this technique 
comprehensively. 
4.3.2 Dynamic Volatility Methods 
A number of observations about the dynamic behaviour of volatility have been made, 
which illustrate a number of the key drivers behind a more sophisticated model of 
volatility behaviour, namely; 
Volatility exhibits positive serial correlation, that is large market movements 
(large volatility) tends to be followed by large market movements (of either sign), 
and vice versa (Mandelbrot, 1963; Fama, 1965). This is known as conditional 
heteroschedasticity 
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" Volatility is affected by trading cycles, for example volatility on Mondays tends to 
be higher than on other trading days as it reflects information over a longer time 
period (Fama, 1965). 
The most important dynamic volatility models are outlined below followed by a 
summary critique of the predictive accuracy found by past researchers of these 
models. A detailed analysis of all models and the formal mathematical assumptions 
can be found in Rossi (1996). 
ARCH 
The first time-variant volatility models were introduced by Engle (1982) and termed 
ARCH (autoregressive conditional heteoschedastic). ARCH models define the 
conditional variance (a) as; 
x =w+ aýýj 
J-1 
Where; 
co and {ap} are non-negative constants, to ensure that a2 is always positive, 
4t is a set of prediction errors set as 4t = atZt (where Zt is i. i. d. with E(Zt) =0 
and E(Zc2) =1. 
This form is generally termed the ARCH(p) functional form as it describes the 
conditional variance with a memory of p-periods. One of the primary advantages of 
this model is the way it captures the serial correlation in 4t2. That is, a high value of 
4t2 increases the value of alt+l which in turn increases the expectation of 4t+12 and so 
on. 
LARCH 
Bollerslev (1986) generalised the ARCH(p) models (termed GARCH for Generalised 
ARCH) by the definition of the GARCH(p, q) which introduced q autoregressive 
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terms to the moving averages of squared errors. The mathematical form of this model 
is; 
22q 
Qr=w+aJ, f! + IQtýr-r 
Where, in addition to the variables noted above, {ßi} are non-negative constants. 
There have been a number of research studies on the GARCH(p, q) model which 
reveal the following key points; 
" The minimal form, GARCH(1,1) is frequently sufficient as it has infinite memory. 
Alexander (1997) shows that this model is equivalent to an infinite ARCH model 
" The GARCH(p, q) does not fully account for the skewness and kurtosis of returns 
distributions, for example, large volatility is frequently associated with a large 
market rise relative to an equivalent fall (Black, 1976) 
" Negative correlation effects are not supported by GARCH models (Black, 1976) 
which assume that only the magnitude and not the direction of returns determines 
future volatility 
The non-negativity constraints on the constants are applied in the model to ensure 
that the volatility remains positive thereby excluding random oscillatory 
behaviour in the volatility, which may lead to estimation difficulties (Nelson, 
1991 pp39-40), 
IGARCH 
Engle & Bollerslev (1986) extend the GARCH(1,1) to set the constraint that a+ß=1, 
which leads to the mathematically attractive form; 
Q2 =w+a LT )o;, 
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This model was defined the Integrated GARCH (or IGARCH) model. It should be 
noted that the IGARCH model is equivalent to an infinite EWMA model, as 
implemented in the RiskMetrics model (Alexander 1997). 
Two key limitations of IGARCH models have been revealed (Nelson 1991). In the 
case of IGARCH(1,1) with cum, a2 converges to 0, whilst if (o>0, a2 is strictly 
stationary and ergodic (Geweke, 1986; Nelson, 1990). Both conditions violate the 
random walk hypothesis. 
AGARCH 
As noted above, the standard GARCH(p, q model does not fully account for the 
skewness and kurtosis of the returns series. The Asymmetric GARCH (termed 
AGARCH) model addresses these issues by extending the GARCH(1,1) model 
(although this is easily generalisable) (Alexander 1997); 
" The use of a t-distribution error process rather than a Normal one, 
" The introduction of an additional parameter, iyr, to support skewness. 
The mathematical form of the AGARCH model is; 
(712 =w+ a(4r-i - V)2 + )Oai i 
Where all constants, including w, are non-negative. 
This model supports the leverage effect observed in a number of financial markets, for 
example equities, which is observed when market volatility is highest following a 
market fall than following a rise. 
EGARCH 
Nelson (1991) outlines a number of improvements to the GARCH models developed 
above, for example by removing the restrictions of non-negative constants in the 
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GARCH model. To ensure that the conditional variance is always positive, the model 
is re-expressed and modelled as the natural logarithm of the conditional variance, 
ln(62). That is, for a suitable function g: 
00 
In (c1) =w+S (zt-, ) + 8, g where ß, =1 
r=i 
There have been a number of definitions of the function, g(. ), although the most 
common form (Nelson, 1991; Harvey, 1993) is: 
S(4r)=wir+YG4I-EI4I] 
This is defined as the Exponential GARCH (or EGARCH) model. 
Component Volatility Model 
Following the common finding in research literature that the volatility of stock returns 
is highly persistent, Engle & Lee (1993) proposed a component volatility model 
which decomposes the conditional variance into a permanent component (a trend) 
plus a transitory (random) component. This may be expressed mathematically as; 
O"ý = qr +±a, (ý2 j-q, 1) + QI(Cr 
21 
Where; 
2, -ate ,) q1 _ av+Aq, +O( ? 
As noted by Alexander (1997), X has been empirically shown to be approximately 
equal to 1, which in the case of a component model extension of the GARCH(l, 1) 
model, the permanent component is a random walk. 
MARCH 
Engle & Ng (1993) show that even relatively robust ARCH models may perform very 
poorly when outliers exist within the data. Existence of outliers in the data may be a 
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significant component in the behaviour of the returns series. Friedman and Laibson 
(1989) argued in the case of stock returns, but generalisable to any financial returns 
series, that the returns have an `ordinary' and an `extraordinary' component. Their 
Modified ARCH (MARCH) model bounded the extraordinary component to ensure 
that it did not have an excessive influence on the future value of 62. The MARCH 
model can be expressed mathematically as; 
+h =w. h+ßh "cj + hg( 
Where; 
a>O_f_Y"1ýx ; ->)r/2 g(x 
a"sinýy"Xý-l_Y'x «/2 
It has been noted that this model (Nelson & Foster, 1994) does not have a trivial 
solution (non-trivial diffusion limit) although it offers an interesting insight into 
volatility analysis in highly imperfect (non-standard) markets. 
Factor ARCH 
Whilst strictly a model application rather than a model extension in its own right, 
Factor ARCH has been highlighted as a significant technique in the calculation of 
volatility for variance-covariance risk analysis (Alexander 1997). Factor ARCH 
enables individual asset volatilities (and correlations) to be estimated from an overall 
market volatility estimate, based on the relationship of asset factors to market factors 
articulated in, for example, the CAPM or APT. 
Other ARCH Variants 
As outlined above, there are a large number of variants of the models outlined above, 
for example NARCH (Non-linear ARCH), Taylor-Schwert, TARCH (Threshold 
ARCH), QARCH (Quadratic ARCH Models) and so on. 
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At the time of writing this thesis, the models outlined above have proven to be the 
most stable and popular applied by both researchers and practitioners, with the 
tendency to limit the parameters as a variant of a GARCH(1,1) process. 
Stochastic Variance Models 
An alternative approach to ARCH models is to treat at as a stochastic variable, and 
model the behaviour in terms of an overall stochastic process. In practice, these 
models tend to be very attractive when implemented in fmancial pricing models, as 
many of the assumptions are consistent with, for example, option pricing models. In 
line with EGARCH, at is not modelled directly, but rather In(a) to ensure that a is 
always positive. 
4.3.3 Estimation of Volatility Model Parameters 
The models noted above have a number of parameters which must be estimated as 
part of the implementation process. Rossi (1996) outlines a number of advanced 
techniques for refining the estimation of the parameters dependent on the specific 
model variant chosen. In overview, the parameters are generally calculated using 
maximum likelihood estimation (MLE), which is a general statistical feature that has 
been implemented across a range of mathematical problems (see for example, Hines 
& Montgomery, 1980, pp236-239; Alexander, 1997, pp246-247; Harvey, 1990, 
pp329-332; Hall, 1994). The general principle is to maximise a likelihood function, 
L(. ), of the data which assumes a specific data generation distribution profile. For 
example, if the data is assumed to be generated by a Normal distribution process (µ, 
a2), the likelihood of returns rl, r2,... rt, is; 
Z exp -1 -(r-fit L(ft, Q 
i rl, r2,..., r") = 
f 11 
M 2ýrý2 2 
The parameters µ and a2 are estimated to minimise L. (An alternative and simpler 
approach in this case would be to minimise -21n(L). ) 
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It is important to note that for most of the models noted above, the MLE technique 
can be non-trivial as the number of parameters increases (for example, Engle 1982). 
4.3.4 Selecting a Dynamic Volatility Method 
There have been a number of comparative studies of dynamic volatility (*ARCH) 
(and, implicitly, static volatility) models, for example Pagan and Schwert (1989), 
Nelson (1990), Taylor (1994), Heynen et al (1994), Lumsdaine (1995). The following 
general conclusions have been made; 
" EGARCH tends to be the best parametric predictive model, both in and out of 
sample, which is generally attributed to the leverage effect 
. Parametric models tend to be better predictors in sample, but perform poorly out 
of sample (Nelson, 1989) 
*ARCH models vary significantly in numerical estimation complexity. Where 
different models have similar predictive capability, the simplest model should be 
selected 
*ARCH models should be used only after a confirmation of autocorrelation 
effects in the returns. There are a range of standard autocorrelation methods that 
can be employed, such as the Durbin-Watson test, or Box-Pierce (see Hines & 
Montgomery (1980) for more details on these and other techniques). As outlined 
by Alexander (1997), one technique to determine whether a GARCH model is 
effective is to test for autocorrelation between squared standardised returns (where 
the returns are standardised by dividing by the estimated GARCH standard 
deviation). If there is no evidence of autocorrelation, the model is operating 
efficiently. 
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4.4 Estimating Correlation 
In line with the discussion outlined above on volatility estimation, there are a number 
of potential models that could be selected to calculate correlation. This section 
outlines the most important variants of these models. It is also interesting to note that 
correlation trading as a tradable risk factor in its own right has emerged as a key 
driver in the development of more advanced correlation measurement techniques. As 
noted by Chew (1996), correlation can be a very difficult parameter to estimate 
accurately and problems can arise because some pricing models are particularly 
sensitive to the assumed degree of correlation. 
4.4.1 Static Correlation Method 
This section on static correlation coefficient estimation is included for completeness 
and should already be a familiar technique to the reader. If this is not the case, the 
reader should refer to a more detailed discussion in any traditional statistics textbook, 
for example Hines & Montgomery (1980), Chatfield & Collins (1992), Hendry 
(1995). 
Given two series of variables {x; } and {y; }, the traditional (described here as the 
static) measure of correlation is defined as a dimensionless quantity (correlation 
coefficient, p) which measures the degree of 
dependence of changes in the variable 
series. 
Mathematically, this can be expressed by; 
EI(xi -, u) (y1-pr)j 
= 
Coi(x, Y) where-15 p 51 p Vai(X) " VaKy) 010;, 
This formula can be applied across a dimensional series of variables {x}, {y}. There 
is however a key limitation that should be noted. The existence of a correlation 
coefficient does not guarantee that there is a real data relationship between the data 
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series, which may lead to adverse diversification decisions being made when applied 
across risk management. 
In addition, as noted by Epps (1979), Low et al (1979) and others, the frequency of 
data observations can lead to spurious correlation calculations, as anomalies in the 
(non-synchronous) recording of that data are introduced. 
4.4.2 Dynamic Correlation Methods 
In line with the definition noted above where correlation is defined as the ratio of the 
covariance of the data series to the product of the individual standard deviation of 
each data series, it should be noted that the equivalence of the standard deviation to 
the volatility of the data series, leads to the potential to model correlation in exactly 
the same way as outlined above for volatility. This section therefore outlines these 
dynamic correlation techniques. 
*ARCH Models 
In practice it is noted that correlation of data series is not stable, and is time-variant 
(dependently and analagously to volatility). Alexander (1997) notes that in the case of 
GARCH(1,1) models, relatively straightforward algebraic expressions can be derived 
to compute p from GARCH covariance and variance forecasts, but this is significantly 
more complicated for higher orders or other model variants. The general model as 
outlined above however still applies, which can be expressed in the following format: 
Cov(E., eCH [oX9 crx ]) Pt = 
E. [] -E"ARCNlaxI 
Where E*ARCH[. ] is the expected value operator under the appropriate *ARCH 
volatility estimation model, applied to the two data series x, y. 
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Again, in line with the discussion above on volatility, alternative models such as 
stochastic estimation, regime switching may also be used as the projected expected 
correlation calculation methodology. 
4.5 Implied Volatility and Correlation 
The models noted above are based on the derivation of volatility and correlation 
forecasts from actual data returns series. In finance, it is also possible to calculate 
volatilities and correlations from other variables, such as option prices. These 
calculations are frequently performed when there is a deficit of available data or when 
additional information is present in the alternative measures. Based on an analysis of 
the use of volatility and correlation in other areas of financial research, the following 
key points can be made (Hull, 1997): 
" Tenn structures of (implied) volatilities and correlations can be derived 
Volatilities and correlations are highly sensitive to the underlying asset price value 
which leads to the definition of a volatility surface rather than specific value (or 
vector) across maturity and asset price. In line with the discussion above, this is 
easily generalised to include a correlation surface 
Wherever a volatility `correction' is made, that correction or modification can be 
applied to improve correlation analysis. 
4.6 Liquidity Analysis 
The liquidity of an asset or portfolio is a critical component in estimating the potential 
loss of a portfolio under adverse trading conditions. Analysis of capital solvency, 
funding requirements, and other operational measures of liquidity are outside the 
scope of this research project, however there is one liquidity assumption that is 
incorporated within the value at risk framework, namely the holding period. The 
holding period is the number of days over which the risk simulation is estimated, and 
is frequently either a one-day or 10-day projection period. 
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It is assumed over this period that the trading position is not changed and that any 
market movements will be borne entirely by the investor. A potential modification of 
the risk modelling to remove this restriction, albeit outside the scope of this project, 
would be to introduce `stop-loss' limits associated with the movement of the market 
rates which would cause the portfolio position loss to be capped. Alternatively, a 
significant change in the market prices may cause trading liquidity to be significantly 
affected which would result in an investor holding positions for a much longer period 
than the simulation period, and locking in further losses to the profile. It could be 
argued that these losses could be mitigated by further active (dynamic) hedging, albeit 
introducing additional basis risk to the investors risk profile, however this must be 
studied on specific cases rather than presented as a general option. 
An additional issue associated with the holding period occurs when path-dependent 
instruments are included within the portfolio. A dynamic simulation of all trading 
horizon projections may yield different results (for example, barrier options) than a 
single time projection. It should be noted that the market practice of projecting time 
based on the 'square root of time' rule would also be invalid under these 
circumstances. 
The study of these effects of liquidity on the risk management/value at risk 
methodology is not included within the scope of this research project, with the 
exception of empirical analysis on a range of holding periods. 
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4.7 Summary & Conclusions 
This chapter details the techniques associated with the identification and estimation of 
the value at risk parameters. The following summary points should be noted: 
" All parameters that affect the revaluation of a portfolio must be incorporated 
within the value at risk measurement model (the domain) for accurate results. 
Trading strategy risks that are very sensitive to volatility or correlation, for 
example, would not be reported at all under traditional delta-normal value at risk 
methods 
" Parameter distribution analysis is only applicable when the underlying variable 
under study is stationary. This excludes analysis on variables which exhibit 
random walk behaviour, as these have by definition infinite variance, however the 
change in these variables is generally sufficiently stationary to be studied 
. The dimensionality of the value at risk problem can be intractably high. 
Techniques such as principal component analysis and factor analysis can be used 
to reduce the problem. Alternatively, more advanced methods of neural network 
modelling and genetic algorithms may provide an alternative mechanism to reveal 
relationships which enables a large number of parameters to be incorporated 
Volatility and correlation may be calculated using either static or dynamic 
measurement techniques. These techniques are frequently applied in pricing 
models but infrequently in risk management (value at risk) measurement. The 
most common techniques are based on *ARCH models, with EGARCH 
recognised as the best predictor under normal market conditions 
The holding period applied in value at risk is generally either one-day or a ten-day 
horizon. The holding period may be further analysed both in terms of its effect on 
the liquidity assumptions implicit in the value at risk framework, or in its effect on 
any path-dependent risk positions held within a portfolio 
Liquidity analysis is outside the scope of this research project with the exception 
of incorporating analysis over a number of holding periods 
" Volatility and correlation surfaces are required for accurate value at risk 
simulation. 
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It can be concluded from these summary points and the detail above, that the 
identification and estimation of parameters to apply in the measurement of risk is non- 
trivial. Furthermore, a number of the techniques have developed in a theoretical, 
largely `mathematically-oriented' research, framework. The next chapter outlines a 
number of additional issues that must be addressed by risk models and parameter 
estimators when they are applied to real markets. 
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Chapter 5- The Effect of Market Frictions on Risk Measurement 
5.1 Introduction 
Current market risk measurement models assume that all markets, asset prices 
(returns), and investors behave rationally and are perfectly analysable. This chapter 
evaluates a number of these assumptions and introduces a number of complications 
and corrections that have been found from both empirical and theoretical analysis of 
real markets. These are collectively defined as market frictions. 
One important contribution of this chapter to the structure of the thesis is to illustrate 
a number of characteristics associated with real markets that contradict the theoretical 
structure of risk measurement models, as outlined in the previous two chapters. The 
existence of deviation from the theoretical assumptions explicit within the regulatory 
framework is a key component of this project. 
5.2 General Equilibrium Market Model 
In order to understand the impact of market frictions, it is important to review some 
basic properties of financial markets, and in particular the mechanism by which asset 
prices are determined. Most financial analysts and economists assume that price 
equilibrium is based on the interaction between a group of buyers and a group of 
sellers who interact to exchange goods at mutually agreed prices, eventually leading 
to an equilibrium or fair market price at which, ceteris paribus, all transactions are 
expected to be priced. 
As an alternative representation, Duffie (1992) defines the price of an asset as the 
state-weighted sum of all potential payoffs in different states of the economy. 
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Subramanian & Jarrow (1997) support the equilibrium paradigm with the addition 
that a competitive market paradigm includes two implicit assumptions, immediate 
execution and perfectly elastic behaviour. 
There have been a number of studies on the effect of the trading mechanism, 
participant behaviour, and information (both symmetric and asymmetric analyses) that 
affect the price-setting process. These are outside the scope of this project. Similarly, 
there have also been a number of research studies that question the efficiency of the 
financial markets. As a basic tenet of risk management factor isolation assumes 
random, unbiased distributional returns, risk measurement analysis does not need to 
explore this issue further. There are however a number of important assumptions that 
should be noted against the risk analysis developed in this project (Duffle, 1992; Hull, 
1997): 
" Prices are determined under no-arbitrage conditions 
An equilibrium state driving process exists 
Optimal, rational market participant behaviour is observed within the market 
Transaction costs are generally excluded from the equilibrium price setting 
process 
The market has infinite liquidity availability, and does not impact the ability for 
participants to exchanges assets as required 
There are no regional or political constraints imposed on the exchange of the 
assets 
There are no tax, tariff or quota levies imposed on the transfer of assets 
Prices exhibit continously-distributed, random-walk behaviour (although a trend 
factor can be introduced without violating this assumption) 
. Individual transaction events do not influence the overall price-setting process 
significantly. 
Price setting may also be defined as the mechanism to construct Pareto optimal 
portfolios. Pareto optimal exchange is used extensively in game theory and occurs 
when the outcome is (a) feasible, and (b) there exists no other outcome that would 
generate an increase in the expected utility for all participants (Eeckhoudt & Gillier, 
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1992; Daykin, 1994). The assumptions listed above are also critical determinants for 
Pareto efficiency. 
As noted by O'Hara (1995) among others, many of the assumptions noted above are 
not valid in real markets. This is particularly evident in emerging markets. 
5.3 Liquidity 
Liquidity is defined as the ability to trade either continuously or with sufficient 
frequency as not to affect prices. A measure of the liquidity of markets is frequently 
the bid-ask spread, the difference between the price market participants are prepared 
to sell or buy at. The term liquidity is also used by financial institutions to refer to the 
availability of cash reserves (with a minimum frequently set by regulatory directives), 
also termed funding risk (Jorion, 1997). 
Smith et al (1990) define a condition for liquidity in a market, namely that tradable 
assets must be homogeneous and available in volume. In the case of risk management, 
there are three important components that need to be considered: 
Is the asset price process continuously distributed and unbiased ? 
2 If an excessive risk loss occurred, could the portfolio manager trade out of the 
risky asset to ensure that a cap on the loss is met ? 
3 If trading activity was limited, could a `stably-correlated' hedge instrument be 
transacted with acceptable basis risk and sufficient liquidity in its own right? 
Each of these points is discussed in turn below. The distribution of the asset price 
process is generally assumed to follow a random walk without bias. If the asset is 
traded in limited `events', discrete asset price jumps may occur. These jumps may 
cause significantly varying variance and mean characteristics and therefore invalidate 
the probability assumptions implicit in the Value at Risk model. 
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It has been noted that illiquid markets (or assets) introduce transaction costs which 
violate the traditional trading equilibrium model (O'Hara, 1995; pp2l6-250). Prices 
may also be determined by the size of the trade order, introducing an extra parameter 
for the trader/risk manager. 
Jorion (1997) highlights that liquidity cannot be included in the Value at Risk model 
although it is acknowledged that it is an important component in the selection of the 
holding period. The holding period must be selected to ensure that the assumptions 
about both the asset price behaviour and expected loss characteristics are acceptable. 
In some emerging economies and for less liquid OTC instruments, a holding period of 
1-10 days is far less than the average inter-trading period, for example a number of 
Danish bond price quotes may not be revised for 3-4 weeks at a time (BG Bank, 
1997). 
Pagano (1989) argues that liquidity may be cross-sectional within markets and is 
predominantly a function of scale. In his market model, the liquidity directly impacts 
the expected utility function of each trader, which in turn lowers the volatility of the 
average return of each investment. This is an important, albeit fairly intuitive, 
conclusion that is applied later to quantify relative liquidity measures between 
markets. 
Hayes (1995) highlights that the liquidity is a vital factor to incorporate when pricing 
and hedging instruments in emerging markets. This view is re-enforced by Finkelstein 
(1997) who highlights that hedging in these markets is extremely difficult as many of 
the instruments required to hedge are unavailable, and Wayne et al (1997a, 1997b). 
A more risk-measurement and practical approach is provided by Subramanian et at 
(1997, also see Jarrow et al, 1997) who outlines that a liquidity discount is evident in 
real markets and incorporates liquidity risk into VaR by the use of three adjustments; 
1. The horizon is set to the expected time to liquidate the shares 
2. The average liquidity discount is added to the shares 
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3. The volatility of the market price is augmented by both the volatility of the time to 
liquidation and the volatility of the discount factor itself. 
Singer (1997) introduces a notion of Liquidity at Risk (LAR) as an additional risk 
measure to complement VaR, which is defined as the maximum of the cumulative 
margin calls requiring cash payouts in the relevant time horizon. To date, this measure 
has not been widely accepted and implemented by the market, and as noted above the 
introduction of liquidity inside the VaR model is an important improvement. 
5.4 Discrete Jumps In Asset Prices 
As noted above, traditional asset price evolutionary models assume a continuous 
price-setting process (usually, a random walk) (for example, Duff e, 1992, pp 129- 
139). Real markets tend, however to violate this assumption and therefore the returns 
series modelled in Value at Risk, by definition, must also violate this assumption. 
Examples of violation include markets which are subject to exogenous intervention by 
monetary authorities, highly illiquid markets, and markets which are heavily 
dependent on information `bursts' such as equity markets. In these markets, asset 
prices exhibit jump characteristics (Hull, 1997). The incorporation ofjump-diffusion 
events in risk models is included within the empirical elements of this project. 
Merton (1976) suggested that information `bursts' are responsible for price jumps, 
and that a continuous model assumption is unrealistic. Other information processes, 
such as extreme economic or political events, supply or demand disequilibria could 
also account for jumps. 
There are a number ofjump-diffusion interest rate models that have been developed, 
see for example Das (1994), Amin (1993), Moreno & Pena (1996), Ahn & Thompson 
(1988). 
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The general form of the jump-diffusion model (incorporating mean reversion) is; 
dr = k(O-r)dt+or=dz+J(ft, y2)d r(h) 
Where; 
r= Asset price (applied as instantaneous riskless rate in Das' model) 
k= Coefficient of mean reversion 
A= Long run mean level of asset price 
a= Standard Deviation of asset price, r 
T= Elasticity coefficient parameter, 
dz = Standard Gauss-Wiener random variable, 
J= Jump magnitude in asset price which is assumed to be Normally 
distributed with mean µ and variance y. 
dn(h) = Poisson arrival process with a constant intensity parameter h. 
The jump and diffusion processes are assumed to be independent, whilst the presence 
of mean reversion ensures that the asset price follows a stationary process. In 
summary therefore the change in asset price is due to a random walk distribution plus 
a Poisson distribution arrival jump distribution with magnitude determined by a 
Normal distribution random variable. This is similar to the procedure followed in 
actuarial and catastrophic insurance risk models. 
A detailed analysis ofjump-processes is provided by the financial research literature 
on asset price `bubbles'. Some of the earliest, albeit extreme, examples of asset price 
bubbles includes the Tulipmania bubble of the 1630s, South Sea share price bubble of 
the 1720s, equity price crash in 1930s and later in 1987, and the extreme US$ value 
crash in late 1980s. The existence of bubbles is argued as a deviation from 
fundamental value (Keynes, 1936; Cuthbertson, 1996) as predicted by a rational 
expectations model, which can be explicitly modelled by the Euler equation, as 
follows (overleaf): 
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It is assumed that the market, as noted above, is informationally efficient, investors 
are rational and homogeneous, risk neutral and require a real rate of return (k). The 
Euler equation is (Cuthbertson, 1996); 
P- S(E, [P+I] +'E, [D, 
+l]l 
Where; 
Pn = Price at time n, 
S= Discount function (1/1+k), 
E; [] = Expectation operator at time I, 
DD+i = Expected returns (in the case of assets, dividends) between 
time j an d j+l. 
This may be re-expressed as the sum of a `fundamental' price and an abnormal 
(bubble) component; 
P=Pf+Bi 
West (1987) defined a test for the presence of bubbles which involves calculating a 
particular parameter in the asset price model using two alternative methods. If there 
are no bubbles, then within the realms of statistical accuracy levels, the estimates 
should be identical. 
Stochastic models of bubble behaviour have been developed (see for example, Froot 
& Obstfeld, 1991; Flood & Garber, 1994) although these have only been applied to 
equity series and are prone to a number of econometric limitations, in particular the 
Peso Problem (lack of fundamental factor data), non-stationary behaviour in the 
bubble component leading to evolutions where bubble component exceeds the 
fundamental factor, and so on. 
Further insight in the management ofjump-diffusion events occurs in options pricing 
theory. 
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In summary, therefore the techniques to manage jump-diffusions are very similar and 
involve the construction of a pure diffusion process, a random event process 
(generally a Poisson or modified Poisson distribution), with a random event 
magnitude given by another pure diffusion process (frequently a Normal distribution). 
It has been noted (Hull, 1997) that the effect of jumps is to create asset price deviation 
introducing fat-tails on what would otherwise be expected from the pure returns 
distribution. As noted above, these fat tails are present in most asset price series. 
Other researchers, see for example Pappalardo, 1996, follow this approach. Other 
(that is non-Normal) jump magnitude distributions applied in research include 
LogNormal, continuous on Fourier transform analysis and discrete jump distributions. 
(Babbs, 1995; Babbs et al, 1995; Webber et al, 1995). 
It is important to note that jump-diffusion asset prices violate a number of the critical 
assumptions of dynamic hedging techniques (Dembo, 1994a, 1994b; Hayes, 1995; 
Finkelstein, 1997). The frequency, lack of reliability and cost of hedging in these 
markets tends to be much higher than would otherwise be experienced. As noted by 
Hayes (1995), theoretical delta levels cannot be used to hedge in markets that exhibit 
'gapping' (jump-diffusion). Clewlow et al (1994) highlight the critical role of gamma 
hedging in real markets, where `real asset processes involve jumps and stochastic 
volatility'. 
5.5 Impact Of Transaction Costs 
Transaction costs are an important market friction that has been the subject of much 
financial research. One of the key drivers behind this research is the realisation that 
transaction costs may be a key reason for the difference between futures and forward 
prices, and for portfolios that require dynamic hedging strategies, may introduce 
theoretically infinite hedging costs (Hull, 1997). 
It is generally accepted that transaction costs must be taken into account when 
determining whether the no-arbitrage condition is really being met (Bhattacharya, 
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1983). In practice, when they are taken into account, apparent arbitrage opportunities 
are generally found not to exist, though with the complexity of agreeing transaction 
prices and the use of different hedging strategies, asset prices may be misaligned 
(Klemkosky et al, 1979; Gould et al, 1974). 
Leland (1985) has been credited as the first researcher to modify option pricing 
replication in the presence of transaction costs. The strategy depends upon the level of 
transaction costs and the time period between portfolio adjustments (hedging). The 
framework employed was a modification of the Black-Scholes model with the use of 
a modified variance function as a function of the transaction costs, such that; 
C2 
&2 (a2, x, At) = v2 +x 
Where x is the (round-trip) transaction cost measured as a fraction of the volume of 
transactions, a2 is the variance of the underlying asset price, and At is the revision 
interval. 
The application of a `transaction cost modified volatility' estimator could be directly 
substituted in the VaR functional form. There are however a number of complications 
with implementing this form. For example, as noted above, as At -a 0, the transaction 
costs become very large. It is also frequently difficult to estimate x (Zhang, 1995). 
In addition to the liquidity factor noted above, O'Hara (1995) notes that bid-ask asset 
price spreads arise as a natural result of transaction costs. The volatility of transaction 
costs could therefore be a factor (albeit unlikely a significant one) that contributes to 
market risk. 
PhD Thesis: S. Christie Page: 122 
The Management of Market Risk: Regulation versus Practice 
5.6 Transaction Taxes 
A special case of transaction costs is the imposition of taxes on trading activity, 
whether regional, transaction-oriented, or capital gains related. As outlined for 
transaction costs, this market friction must be considered when analysing a full 
market equilibrium status, and is also a component of the realisation of a bid-ask 
spread. 
One of the primary benefits of trading in financial markets is that they are considered 
tax efficient in converting income to capital gains, and vice versa. There have been 
instances, however (for example Westpac Banking Corporation, 1989) when tax- 
avoidance via the use of derivatives was considered illegal and a significant fine was 
imposed by regulators. 
In the analysis and construction of a portfolio, it is generally assumed that returns are 
based on asset price volatility and not regulatory or political constraints. In emerging 
markets, however this may not be true. Currency controls in South America and Far 
East economies have been imposed which have resulted in major asset devaluation 
(and illiquidity). 
An additional form of transaction tax is the imposition of margins or collateral 
agreements. These require one of the parties to a transaction to allocate capital as 
security against default or major loss realisations. This capital is generally held at a 
risk free rate which may be sub-optimal to an investor, the difference between the 
anticipated rate and the actual rate being a `cost of business' tax. 
Similar to the arguments highlighted for transaction costs, taxes are outside the scope 
of this project. 
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5.7 Effect Of Transaction Size 
One assumption of asset price behaviour (returns) is that individual transactions are 
not of significant magnitude to influence the price process. There is therefore limited 
opportunity for any individual trading strategy to distort the general equilibrium 
assumptions noted above. In a number of real markets, for example highly illiquid, 
emerging, and `thin' markets this is not the case. As noted by Keppler & Lechner 
(1997), a transaction in Norway, for example, as low as US$2.5million has a very 
discernible impact on prices, whereas in the UK and the US, daily trades in excess of 
US$900million has no discernible impact. In some South African assets, trading 
volumes as low as US$700,000 can have a major impact on the price. 
It is important therefore in a market risk framework to understand how this factor is 
accommodated within both the volatility profile of the asset price, and the anticipated 
jump-behaviour that would result. In practice, a pure-diffusion volatility and jump- 
diffusion range of volatilities could be adopted as a function of the portfolio position 
held. 
5.8 Summary & Conclusions 
This chapter outlined a number of key issues and techniques associated with the 
management of market frictions. Leading research in emerging, incomplete and 
imperfect markets has lead to a number of additional risk factors that should be 
incorporated in a market risk paradigm. The following key conclusions have therefore 
been highlighted; 
Real asset prices violate the continuous market assumption and exhibit market 
jumps 
These jumps can be modelled by the combination of a pure diffusion, continuous 
distribution, a discrete event distribution (for example, the Poisson distribution), 
and magnitude of jump quantified from either another continuous or discrete 
distribution 
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" The techniques associated with the introduction of jumps has been investigated in 
asset price behaviour and option price modelling, although these have not been 
explicitly incorporated into a Value at Risk framework (although they could be 
considered as implicitly supported by the use of a change in value simulation 
scenario) 
" Liquidity is a critical component of a risk measurement framework as it may lead 
to risk positions being held for significantly longer periods than the risk horizon, 
may lead to significant price volatility, may lead to an inability to hedge, and is a 
key determinant of asset price jumps 
" Illiquid assets tend to have a large bid-ask spread. One measure of relative 
liquidity could therefore be a function of this spread 
" Transaction costs must be incorporated to ensure a no-arbitrage, general 
equilibrium market position is valid 
" Transaction costs are a factor in the realisation of a bid-ask spread 
" Taxes, tariffs, economic and political constraints may introduce additional costs 
that must be borne by an investor and which are important risk factors to be 
understood 
. Transaction size could introduce both liquidity issues and jump-characteristics. 
With the exception of jump processes and liquidity, the market frictions noted above 
are outside the scope of the remainder of this project. Collectively, they contribute, 
however, to an expectation that the theoretical regulatory risk measurement models 
are not applicable in real markets due to the presence of the frictional characteristics 
described in this chapter. 
The general presence of frictional deviations as highlighted in this chapter will be 
incorporated in this project's review of the characteristics that describe risk in real 
markets, as outlined in the next chapter. 
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Chapter 6- Research Methodology 
6.1 Introduction 
This chapter defines the research problem based on the development of issues 
outlined in the literature review. 
6.2 Conceptual Framework 
The following arguments have been presented as to why effective risk measurement is 
an important management objective within financial theory: 
Risk measurement is a regulatory requirement (across a range of regulatory 
bodies, central banks, and audit processes). As a minimum, compliance controls 
must be in place which meet these regulatory requirements. Whilst the general 
framework of the risk measurement requirements are well defined, 
implementation within individual markets and instrument ranges is not explicitly 
addressed. It is therefore imperative to understand how the requirements should be 
implemented internationally 
" It enables a more efficient use of capital and may facilitate lower capital 
ratios. The risk measure is used as a proxy for the capital of a firm that is 
considered `at risk'. Finns must allocate a proportion of this capital as a provision 
against potential losses. Excessive provisioning reduces the amount of capital that 
a firm has available as working capital, investment, and for increased risk-taking 
(revenue generation) 
" It supports a more effective methodology than traditional accounting and 
'Asset & Liability' techniques to monitor performance and resource 
allocation across an organisations' diverse business interests. An efficient risk 
proxy enables investment decisions between different risk-bearing parts of a 
financial institution to be taken more effectively 
Critical management information is provided to senior management and 
shareholders, 
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" It is a critical tool to manage the risk inherent in a firm's operating and 
trading environment 
" It is a key strategic competitive differentiator. For example, as noted by 
Longerstaey (Heron & Irving, 1996), JP Morgan's profits increased by 40% 
during 1995/1996 fuelled by strong demand for efficient risk management 
products. The company's reputation for effective risk management solutions was 
attributed as a major factor in the growth. 
These points can be described as being driven by either a compliance or performance 
measurement objective. There are also a number of strategic and tactical drivers that 
impact risk management. 
A primary strategic objective is to understand the `characteristics and behaviour of 
risk'. This is defined as the time-variant dynamics and core attributes that affect the 
value and future profile of risk within a market, fum or asset. 
Value at risk is consistent with the objective of developing a set of rules (which are 
embedded as assumptions within the model) on how risk exists, how it is quantified, 
and how it changes over time, markets, assets, and market-conditions. Limitations in 
this (rule-based) framework is therefore a constraint which may limit it to application 
within idealised theoretical risk analyses only. This project is therefore an important 
analysis of the efficacy of the current rule-framework applied to non-theoretical risk 
events. 
Risk characteristics drive most tactical financial markets innovation. New financial 
instruments (assets) are created based on structuring risk to match investors risk 
preferences. Pricing of these assets therefore involves developing models that 
generally embed the same assumptions as the risk measurement framework. For 
example, the Black-Scholes option pricing model is based on the same (Log)Normal 
asset behaviour as the parametric form of the Value at Risk (Delta-Normal) model. 
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In overview therefore, whilst the testing of the compliance and management 
optimisation objectives are a very important component of this project, an improved 
understanding of risk would support a much broader strategic and tactical 
management application within finance. This is therefore a critical component of the 
conceptual framework associated with the design of this research. 
6.3 Research Problem 
A review of the literature has highlighted that the current industry best-practice, 
regulatory approved, market risk measurement techniques are not expected to be 
usefully employed in markets which exhibit any form of non-linear or non-continuous 
price behaviour. There are very few known markets that exhibit the idealised 
behavioural characteristics assumed by risk measurement models, however as a result 
of the models' tractability, they have emerged as the industry standard applied in most 
practitioner and academic studies. As the results of the risk measurement models are a 
fundamental component of rational pricing decisions, capital allocation and 
management, and performance measurement, any inaccuracy in the measurement 
techniques may pose significant management problems at both the strategic and 
operational level. For example, a 1% change in the capital provision required would 
result in a change of approximately $8.3 billion capital being available or reduced to 
the global economy from the top 100 financial institutions alone (Financial Times, 5 
March 1999). 
One of the limitations of current models that has been highlighted in the literature is 
the lack of support for factors that provide a better `model-match' to real markets. 
Models, by definition, are a simplified representation of a real system, and are 
therefore frequently constrained within a set of operating `guidelines' in which the 
model is known to perform accurately. Deviations between financial market model 
assumptions and actual market behaviour may vary significantly depending on the 
market under study. One primary objective of risk measurement research, which 
includes the present project, is to ensure that model improvements lead to a closer 
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correlation to actual market behaviour. The BIS regulatory guidelines on back-testing 
highlight that this is a critical objective and component of an institution's risk 
management framework. 
It is also apparent from the literature that the current form of market risk models does 
not incorporate sufficient parameters to accurately match the exposure risk 
characteristics of generally traded portfolios. This is justified by regulatory 
authorities, academics and practitioners by the augmentation of parametric risk 
measurement models with the use of simulation scenarios. By definition, simulation 
scenarios are subjective measures. Furthermore, the regulators have not formally 
defined either the scenarios or produced guidelines on how they should be developed. 
It will be shown later that there is no consensus among practitioners on the scenarios 
to be incorporated within the risk measurement framework. In addition, scenarios are 
generally not defined with associated expectation probability, which limits the ability 
to `backtest' against these `estimators'. 
The primary difficulty with the incorporation of both the addition of new factors and 
assumptions implicitly within the standard regulatory models, is the exponential 
growth in data that must be incorporated into these models. The quantitative aspects 
of the models quickly become non-trivial and 
in a number of cases may not have 
explicit solutions. In this case, numerical simulation methods, such as Monte Carlo 
techniques are required. Monte Carlo tends to be a useful benchmark to calibrate other 
models against and has emerged as a standard technique across a range of financial 
price and risk measurement problems. The weakness of Monte Carlo methods 
however relies upon the stochastic distribution assumptions that must be made, from 
which the random sample events are 
drawn. As outlined by the literature, Monte 
Carlo simulations are computationally intensive and may force significant limitations 
on the number of factors that may 
be incorporated dynamically within a model. 
It has been recognised in the literature that the defined risk measurement models are 
static, in that they predict potential valuation changes assuming a single `jump' in 
model parameters over a given time 
horizon. It has been recognised, however, that a 
number of parameters 
incorporated within the model are time-variant (or 
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heteroschedastic). Over very short time periods or instances where the time-variance 
is very small, the error in the use of a static approach is expected to be insignificant. 
This assumption will be tested in this project as market volatility in global real 
markets can be high, and is highlighted as a key driver in profit & loss realisation. A 
dynamic model should therefore yield more accurate risk measurement results in real 
markets. 
Path dependent characteristics of financial instruments may also lead to misleading 
results from static models. This occurs when the value of a financial instrument is 
dependent on both the magnitude of changes in underlying variables as well as the 
change series (the path) associated with intermediate elements of the overall 
magnitude of change. Examples include barrier options which may trigger 
intermediate transaction events independent of the final projected change. 
With the volume of literature available on market risk, it could be argued that this 
field is already heavily researched and that the validity of existing techniques, whilst 
flawed in a number of applications to real markets and conditions, is sufficiently well- 
defined, understood and accepted by market participants to disregard the weaknesses 
of the developed models. With the convergence of risk management methodologies to 
incorporate other risk factors such as credit risk or operational risk within a `market 
risk-type' model, there is a need to ensure that the models are sufficiently accurate 
and robust to operate across a wider range of parametric conditions and market 
conditions. Improvements in market risk techniques are therefore of significant 
management value as they affect not only a primary capital management objective, 
but may also affect a range of secondary management objectives such as operational 
efficiency, total quality management, and shareholder value analysis. An improved 
model should lead to a better understanding of the risk dynamics of the market. 
There are two main approaches of enquiry that could be taken. The first would 
involve the introduction of additional factors to the existing parametric risk 
measurement model, where the factors are selected to improve the efficiency of the 
risk measure to match the portfolio valuation dynamics. (This method clearly relies 
upon the reasonable assumption that more factors would yield a better explanatory 
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solution. ) This is therefore consistent with the fundamental value at risk form which 
expresses the risk measure as the sum of valuation sensitivity factors times the 
expected change in those factors. That is: 
N 
VAR = (factor * Expected (Ofactor )) 
M-1 
The second approach would involve the analysis of the efficiency of the expectation 
function to operate across real markets. In practice, this is an analysis of the accuracy 
of the (Log)Normal assumption and volatility estimator within real markets. As 
outlined in the literature, the generalised value at risk model for an extended range of 
higher-derivative factors is obtained by an extension of the Taylor series model. That 
is: 
VARGýý _&. dr+ 
1 dr2+Adv+... 
Where as above, the d[] factors in this form represent the expected change in the 
sensitivities. Based on this form, and ignoring higher than quadratic powers, the error 
associated with the expectation estimator can be seen to contribute either linearly or 
quadratically to the error of the value at risk measure. 
As the latter approach is fundamental to the former since the addition of new factors 
would need to incorporate the expectation function (estimator), this research project 
focuses on the latter approach. 
The overall research problem is postulated across four key dimensions: 
To assess the comparative efficiency of the regulatory-defined 
variance/covariance market risk measurement model across a range of ten well- 
defined real markets. The number of markets was chosen subjectively to provide a 
broad coverage of real markets. Each market was selected to provide a range of 
mature and developing economies across Europe, the Far East and US markets 
(although a majority bias to G10 markets was selected as these are legally 
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committed to the same regulatory paradigm). The markets chosen should ensure a 
significant variation in the characteristics (for example, volatility and liquidity) of 
risk that the model is expected to measure. In addition, this dimension provides 
both a validation of the limitations outlined in the literature review, and a 
benchmark against which further studies in the risk measurement models can be 
compared 
" To evaluate the ability of alternative models to replicate the behaviour of a 
complex real financial market 
" To evaluate the effect of these models if they were applied to portfolios of both 
linear and non-linear instruments in the real markets under study 
" To gain an insight to the characteristics of the risk measure that contributes to the 
applicability or otherwise of that risk measure to real markets. 
The problem is therefore to investigate the efficacy of regulatory mandated 
market risk measurement models applied to real financial markets, investigate 
the characteristics of risk, and propose alternative measurement techniques to 
simulate those characteristics more effectively than existing methods. 
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6.4 Research Hypotheses 
The literature reviewed and the theoretical frameworks analysed suggest a broad 
proposition. 
The current standard regulatory market risk models do not lead to an 
efficient estimate of the actual risk characteristics or risk value within 
real markets (where efficiency is defined as the absence of systemic bias, 
and in accordance with statistical expectation outlier parameters). 
Three general and structurally independent hypotheses have been developed, each of 
which is designed to measure the efficacy of risk models in terms of predictive fit to 
ex-post value changes. The formal statistical criteria of the measurement of predictive 
fit is outlined in section 6.6 below. 
Hypothesis 1 The regulatory defined market risk measurement models, as 
outlined in the Basle Capital Accord (1988,1993) are not 
generally applicable across real markets. Specifically, the 
estimates of risk predicted by the models are not within the 
tolerance levels set at model definition when compared to the 
corresponding actual risk events (changes) in those markets. 
Related specific hypotheses are: 
Hl, l Risk measurement 
in real markets cannot be efficiently measured 
using Variance/Co-variance Value at Risk models (as measured by 
the efficiency measures outlined in section 6.6 below). 
HI The calibration of regulatory model parameters using historical 
data from real markets yields a poor match to actual market results 
(when compared to ex-post value changes). Specifically, the 
(Log)Normality assumption deviates significantly from the actual 
behaviour of real market asset price changes. 
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Ht, 3 Regulatory model application results in statistically significant 
different accuracy risk measure profiles when applied to different 
real markets (when compared to ex-post value changes). 
The methods associated with testing these hypotheses are outlined below. There are 
two key objectives associated with the validation of this hypothesis. Firstly, it 
highlights that improvements to the standard regulatory models is required, which is 
developed further in subsequent hypotheses. The second benefit is the development of 
a baseline model accuracy, against which further research can be compared. 
Hypothesis 2 An alternative risk measurement model can be constructed (to 
replicate market risk measurement of a portfolio in real 
markets in line with the regulatory guideline models already 
published) which has a higher predictive value than the 
standard regulatory models (reviewed in hypothesis 1) (when 
specific distributional assumptions are not fixed within the 
model). 
Related specific hypotheses are: 
H2,1 Alternative continuous-distribution statistical models provide a 
better `predictive fit' on the expected change in the asset price to 
real markets (compared to the regulatory model form developed in 
Hypothesis 1). 
112,2 Alternative parameter estimation assumptions provide a better 
`predictive fit' on the expected change in the asset price to real 
markets (compared to the regulatory model form developed in 
Hypothesis 1). 
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Analysis of the comparative accuracy of each of the distributional models at this stage 
should result in the definition of the criteria that describes the underlying asset 
behaviour and therefore the optimal risk measure distributional profile. In the event of 
the distribution not representing any of the standard continuous-distribution models, 
sufficient characteristics of the risk profile should be evident that would need to be 
incorporated in an improved (optimal) risk measure. 
Hypothesis 3 Risk measurement in real markets can be improved in 
predictive value to ex-post value changes by incorporating the 
time-variant characteristics of risk observable within those 
markets. 
Related specific hypotheses are: 
H3.1 The volatility of the change in asset value in real markets is time- 
variant (heteroschedastic). 
H3ý The mean distributional value of the change in asset value in real 
markets is time-variant. (Note: Evidence of non-stationarity would 
violate many of the existing model assumptions within finance. ) 
H3,3 The Change or LogChange in asset value in real markets is not 
described by any standard distributions despite the shape of the 
distribution being sufficiently `stable' over short time periods. 
H3,4 An alternative risk measurement model that incorporates the time- 
variant characteristics and statistical profiles of H3-1 to H3-3 
would perform better out of sample when applied to real markets 
than any of the standard or revised distributional models tested 
above. 
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6.5 Research Approach 
The above hypotheses develop two key business management objectives, and one 
technical application objective. The first management objective is to understand how 
risk measurement and management techniques vary across real markets. The second 
objective is to analyse the relative efficiency of value at risk paradigms, which again 
is a comparative approach based on the introduction of a range of specific instrument 
and market factors. The summary business objective is therefore to understand and 
develop an extended risk measurement model that can be applied within real markets. 
The final objective of this research study, the technical objective, is to investigate an 
approach that removes both the (Log)Normal statistical assumption between factors, 
and the intensive data management and computation issues associated with alternative 
techniques. 
One original approach of this study is the introduction of time-variant modelling to 
market risk measurement. 
The objective of this research project is a better understanding of the issues and 
potential application of an alternative technique for risk measurement. Whilst the 
focus of this research problem is on the measurement of market risk, the convergence 
of risk measurement techniques to be applied to other risk factors, such as credit risk, 
makes the algorithmic structure of this problem as important as the specific data 
environment constructed to develop the arguments and solution framework. The 
market structure and trading portfolios (quantitative environment) have been selected 
for the comparative study to provide a wide range of real markets, and an 
environment which is representative of significant trading interest currently. There are 
a number of key points that should 
be noted at this stage: 
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" The following real markets have been selected to provide a range of trading 
volume, market liquidity, and risk profile market conditions to test the models 
across Europe, the Far East and the US 
" United Kingdom 
" United States of America (benchmark foreign exchange measure) 
" Germany 
" France 
" Japan 
" Italy 
" Singapore 
" Portugal 
" Malaysia 
" Sweden 
" This selection of markets includes seven of the G10 leading economies driving the 
definition and regulation of a common regulatory risk framework, and 
characterise dominant global financial markets activity. The three G10 economies 
excluded are Belgium, Netherlands and Switzerland which are relatively small 
financial market participants (Heffernan). Singapore, Portugal and Malaysia were 
selected from The Economist's emerging market indicator tracking index as 
economies that have significant global market participation, significant economic 
activity (based on key macroeconomic indicators), and available data. 
Each market is analysed in terms of trading in foreign exchange and interest rate 
assets for a range of time series (periods) 
The change in asset values is tested for both Normal and LogNormal assumptions 
within the value at risk model. Whilst LogNormality is the usual assumption 
based on empirical research, this assumption is tested within this study 
. Other continuous distributions fitted to the empirical data and tested for risk 
efficiency have been chosen to represent a comprehensive range of distributions 
which incorporate the ability to model any kurtosis, leptokurtosis, skewness, and 
asset jump behaviours. These are the Weibull, Gamma, Exponential and jump- 
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diffusion models (Note: negative values of the Weibull distribution are enabled by 
linear transform (without modifying the shape of the distribution)) 
Each portfolio is assumed to be held for two risk horizons. The risk horizons are 
daily (overnight) basis and the regulatory risk period (10 days). The effect of each 
horizon is simply to extend the effect of measurement errors to obtain comparative 
significance levels. Longer time periods have not been selected as (in line with 
BIS guidelines), it is unrealistic to assume trade portfolios would be static for 
longer periods than this, and to reduce the volume of data being reported in this 
study (which would already be significant to support these tests) 
" Portfolios of assets are simulated to represent a range of portfolio risk profiles. 
These are artificial (proxy-a) portfolios which have continuous derivatives, 
thereby avoiding the introduction of specific valuation model risk effects 
Volatility estimates are based on the exponential weighted moving average model 
for weightings of 1 and 0.94. The standard regulatory model is 1, whilst the best- 
practice practitioner model is set at 0.94 (in line with RiskMetrics, albeit subject 
to debate as noted above). Again, in line with regulatory standards, `moving 
window' data lengths and averages of 1 year will be used 
There are therefore two main components of the approach used to develop these 
objectives and investigate the specific hypotheses outlined above, a qualitative review 
and a quantitative study. 
The qualitative review is based on the literature and is aimed at validating the scope 
of the problem, identifying the formal regulatory and industry best-practice guidelines 
on the risk measurement techniques employed, and the relevance of the research 
problem to the country (real market) selected. The qualititative component of the 
research project will therefore involve: 
Confirmation of the local regulatory market risk guidelines for each of the 
countries under study. This will be sourced either directly from BIS publications, 
from a local accounting professional firm within each market, or from a local 
regulatory agency 
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" Identification of term structures of foreign exchange and interest rate data for each 
currency, for both bid and ask prices 
Additional field research validation is difficult in this project as there are a limited 
number of `experts' who are actively developing the risk management methodologies, 
as opposed to experts in the implementation or interpretation of published literature 
(methodologies). Furthermore there is a significant amount of commercial sensitivity 
between institutions and practitioners, as a competitive advantage or 
consultancy/software system original idea can be worth a significant sum of money. 
For example, Meridien Research (1999) estimated that the risk management 
consultancy/software market is in excess of $11 billion per annum. Despite this, two 
additional elements of field research have been incorporated, namely: 
. Validation by survey of a number of leading financial institutions' risk 
measurement implementation infrastructure, subjective concerns and confidence 
in the efficacy of their risk solutions. The survey questions are outlined in 
Appendix III and were developed to obtain information both on the current 
methods applied and those planned in the short term. As the nature of this 
information is sensitive between institutions, the survey was incorporated under a 
professional consultancy request (in which the researcher is a Partner) in which 
the summary results were agreed to be non-attributable 
Validation by interview of a number of expert practitioners on the techniques and 
issues identified in the literature. Each practitioner is a professional risk 
management consultant (albeit with different areas of specialism) who also has 
experience working for leading financial institutions within the US, UK & 
Europe. The practitioners were each given the questions to be asked beforehand 
for their review (Appendix II), and the answers obtained with interchange for 
clarification as required. 
It is not anticipated that either of these qualitative survey components will form the 
structurally significant components of this project for the reasons noted above. They 
are however important elements 
in ensuring the literature review and focus of the 
hypotheses under test are appropriate. 
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The following quantitative components will then be completed: 
9 An evaluation of the Normality and LogNormality properties of each time series 
period for each currency (country) 
9 An evaluation of the alternative statistical fit of each time series period for each 
currency (country) to the Weibull, Exponential and Gamma distributions 
" An evaluation of the alternative statistical fit of each time series period for each 
currency (country) to a jump-diffusion distribution. The jump-diffusion is fitted to 
the time series based on a Normal diffusion process with poisson distribution 
jump events of magnitude determined by a secondary Normal distribution 
The system-flow process associated with this phase is described in Figure 6.1. 
Figure 6.1- Distributional Analysis of Real Market Assets 
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The next phase of the research study 
involves the application of these distributions to 
measure the error that would 
be involved in a distributional backtest on the 
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confidence interval applied. This phase includes the following components, which are 
used to test each hypothesis: 
" An analysis of the risk efficiency ratio error associated with each of the 
distributions above when applied as the expected risk measure (at the regulatory 
99% confidence interval limit) 
9 An analysis of the number of outliers associated with each of the distributions 
above when applied as the expected risk measure (at the regulatory 99% 
confidence interval limit) 
The system-flow process associated with this phase is described in Figure 6.2. 
Figure 6.2 - Error Profile of Expected Risk Measure 
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The final phase applies the conclusions of the comparative risk measure to develop a 
time-variant risk measure to be applied to real markets. This is based on the following 
general model form: 
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Asset value t= Asset valuet_1 + Ct 
Where the risk problem is therefore to estimate the distribution or value of et. 
But if rather than ct N(O, a) in line with the regulatory model, (which reduces the 
risk measure objective to estimate a), we have; 
Et -- N(µc, ac) 
That is, the change in asset value (risk measure) is based on drawing from a statistical 
(Log)Normal distribution whose mean and volatility changes over time. In more 
general terms, however, the Normal distribution assumption has been removed by 
generalising to a distribution A such that: 
st z0 (Lt, at) 
The project's objective is therefore to estimate 0, µt, at and test the hypothesis 
assumptions above against this model. Detailed elements of the mathematical 
derivation of this model are outlined at the end of this chapter for reference. 
6.6 Efficiency Measures 
Efficiency of a risk measure is defined as the accuracy of the estimated risk measure 
value to match actual risk value changes within the tolerances predicted by the 
model's design. For example, a 99% confidence interval model should not have more 
than 1% deviation of values outside the estimated risk measure. In practice, however, 
estimates around the confidence interval are allowed to accommodate limitations in 
data availability and chance statistical non-matching. Deviations outside these 
confidence bands should however be regarded as model error. In line with the 
literature, two measures will be employed to measure the efficiency of the risk 
measure. 
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The first measure is in line with the regulatory defined approach associated with risk 
model back-testing (Basle Committee, 1996). This approach is based on the expected 
number of exceptions as predicted by the confidence level imposed on the risk 
measurement model. Based on a verification period at the 99% confidence level and a 
sample size of 250 measurements (business days), three colour code levels are 
derived, specifically: 
" Green level models are consistent with the number of outliers predicted by the 
confidence level of the model, defined as less than 5 exceptions, 
" Yellow level models allow a small degree of error from the ideal confidence level, 
defined as 5-9 exceptions, 
" Red level models are outside the acceptable tolerance levels of the confidence 
level predictors of outliers, defined as 10 or more exceptions. 
The second measure is in line with the work of both Sharpe (1964) and Jorion (1997) 
which is defined as the Risk Efficiency Ratio (RER), given by the ratio of the absolute 
returns or equally valid, the volatilities of the returns over the test period, that is: 
Observed 
RER = 
;, Predicted 
Where deviations from unity indicate consistent error in the model. As noted by 
Jorion (1997) the RER may be measured at either an overall portfolio or individual 
asset level. 
The performance of each model within each associated market will therefore be 
compared under these measures. Tests will be performed on the total distribution as 
well as a time-varying moving window of distributional data (defined in line with the 
regulatory period as one year of measurements). 
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6.7 Time Series Definition 
The following table (Table 6-1) outlines the countries compared during this study and 
the data periods available. 
Table 6-1: Simulation Data 
Country FXPeriods Interest Rate Periods 
United Kingdom Spot, 1M, 2M, 3M, 6M, 12M 0/N, 7d, 1M, 2M, 3M, 4M, 5M, 
Bid & Offer Series 6M, 9M, 12M Bid & Offer 
4/1/88-2/3/98 Series 4/1/88-2/3/98 
USA Benchmark FX rate of 1 for O/N, 7d, 1M, 2M, 3M, 4M, 5M, 
all periods. 6M, 9M, 12M Bid & Offer 
Series 4/1/88-2/3/98 
Germany Spot, 1M, 2M, 3M, 6M, 12M O/N, 1M, 2M, 3M, 4M, 5M, 
Bid & Offer Series 6M, 9M, 12M Bid & Offer 
4/1/88-2/3/98 Series 4/1/88-2/3/98 
France Spot, 1M, 2M, 3M, 6M, 12M O/N, 1M, 2M, 3M, 6M, 12M 
Bid & Offer Series Bid & Offer Series 4/1/88- 
4/1/88-2/3/98 2/3/98 
Japan Spot, 1M, 2M, 3M, 6M, 12M O/N, 1M, 2M, 3M, 6M, 9M, 
Bid & Offer Series 12M 
4/1/88-2/3/98 Mid Series Only 
9/8/93-2/3/98 Only 
Singapore Spot, 1M, 2M, 3M, 6M, 12M O/N, 7d, 1M, 2M, 3M, 6M, 
Bid & Offer Series 12M Bid & Offer Series 
4/1/88-2/3/98 16/11/95-2/3/98 
Portugal Spot, 1M, 2M, 3M, 6M, 12M O/N, 7d, 1M, 2M, 3M, 6M, 9M, 
Bid & Offer Series 12M Bid & Offer Series 
4/1/88-2/3/98 7/7/89-2/3/98 
Italy Spot, 1M, 2M, 3M, 6M, 12M O/N, 1M, 2M, 3M, 6M, 
Bid & Offer Series Bid & Offer Series 
4/1/88-2/3/98 4/1/88-2/3/98 
Malaysia Spot, iM, 2M, 3M, 6M, 12M O/N, 7d, 1M, 2M, 3M, 6M, 9M, 
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Bid & Offer Series 12M 
6/9/89-2/3/98 Bid & Offer Series 
12/10/94-2/3/98 
Sweden Spot, 1M, 2M, 3M, 6M, 12M O/N, 7d, 1M, 2M, 3M, 4M, 5M, 
Bid & Offer Series 6M, 9M, 12M 
4/1/88-2/3/98 Bid & Offer Series 
4/1/88-2/3/98 
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Reference: 
This section outlines the derivation of a new mathematical model structure to 
measure risk in real markets that incorporates additional risk characteristics 
and time-variance. 
Mathematical Methods for Time Variant Risk Measure 
Given an innovation change series in line with the terminology in Chapter 3, 
Et A (µt, at) 
describes a random-walk asset innovation series (E, ), which has a probability density 
function (0) described by time-variant mean and volatility characteristics. 
This can be approximated to: 
Ct'&Ol(O, CFO + L2(0, aM(t)) 
Where Al and O2 are two different time-variant distributions based on the time- 
variant volatility of the change in the asset value, and the time-variant (volatility of 
the) change of the mean of the distribution. 
And for a given confidence interval: 
Et al . at 
+ a2 . aµ(t) 
But as: 
at = fl (at.,, ) and a «t) = f2(aµ(t.,, )) for n period persistence 
Then if fi & f2 are linear functions (this assumption is validated empirically by the 
project results, see Ch7), otherwise 
higher-order powers can be incorporated without a 
loss in generality: 
Et P: wa 1"01" ß't-n + OL2 . 
P2 
" Qµ(t-n) 
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Which can be reduced notationally to: 
Et= Yl . 6t_n 
+ y! 2 . ßµ(t-n) 
Where yj and W2 are also time-variant distributions calibrated to the required 
confidence interval structure, and volatility-elasticity (time persistence) of the 
volatility factors. These are computed by developing risk surfaces from the joint 
probability density functions over an n-period historic averaging process. The risk 
surfaces are calibrated against actual market changes to develop a risk efficiency ratio 
surface driving the (biased) forward estimator. 
This model implementation is referred to as the Dynamic Risk Model. 
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Chapter 7- Research Findings & Validation 
7.1 Introduction 
This chapter outlines the summary quantitative and qualitative findings from the 
empirical research completed with associated validation tests. Detailed modelling 
results have been submitted as separate appendices, however as these cover several 
thousand pages, this chapter reports all key findings in summary form. The 
conclusions from these findings and formal tests to the original hypotheses are 
highlighted in the next chapter. Most of the information in this chapter has been 
presented in tabular form for ease of presentation. A summary set of notes for each 
key test sub-section is included at the end of the appropriate table. 
7.2 Quantitative Research Findings 
7.2.1 Distributional Analysis - Entire Time Series 
The detailed distributional results for the entire time series under study can be found 
in Appendices Ref"I-X (presented to lead supervisor only). The following summary 
results have been extracted. In each table, Chg & LogChg refer to the analysis of the 
change and log change of the time series under study over the period of lambda days 
(as outlined in the previous research methodology chapter). 
As outlined in the previous chapter, each time series has been fitted to the standard 
distribution under test, described as the theoretical distribution. The fitted `estimated' 
parameters determine the distribution values at all points of the distribution which can 
be compared to the equivalent values of the actual distribution. If the difference 
between these values exceeds a certain `test-level' (obtained by empirical tables and 
approximation statistics; see for example Zwillinger pp658), the hypothesis that the 
theoretical and actual distributions are drawn from the same underlying distributional 
structure can be rejected. This is the basis of the Kolmogorov-Smirnov test, which can 
be represented as. 
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F= maxlDa - DI I 
Where D is a vector of the distributional value at each interval tested and the 
subscripts a and t denote actual and theoretical values respectively. 
If F>D. (obtained from tables) then D. is not equal to D, 
In line with this test, the numbers in each table below refer to the actual distributional 
test-statistic versus the theoretical distributional test-statistic (D-Statistic), in that 
order within each row and column. This has been averaged over the range of data 
series tested for each currency, although in practice the individual data series returned 
almost identical results. As outlined above, the test passes if the actual test-statistic is 
less than the theoretical test-statistic. (In converse, the greater the actual test-statistic 
over the theoretical test-statistic, the worse the assumption that the theoretical 
distribution is valid. ) 
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7.2.1.1 Kolmogorov-Smirnov Normality Test 
The following Kolmogorov-Smirnov summary results of test for Normality for the 
entire time-series were obtained: 
Table 7.1 Normality Test 
Time Series Lambda =1 day Lambda =10 days 
DEM-FX Fail Chg (0.05,0.03) Pass (0.01) Chg (0.03,0.03) 
Fail LogChg (0.05,0.03) Pass (0.01) LogChg (0.03,0.03) 
DEM-IR Fail Chg (0.35,0.03) Fail Chg (0.13,0.03) 
Fail LogChg (0.36,0.03) Fail LogChg (0.11,0.03) 
FRF-FX Fail Chg (0.05,0.03) Fail Chg (0.035,0.03) 
Fail LogChg (0.05,0.03) Pass (0.01) LogChg (0.03,0.03) 
FRF-IR Fail Chg (0.23,0.03) Fail Chg (0.11,0.03) 
Fail LogChg (0.22,0.03) Fail LogChg (0.08,0.03) 
GBP-FX Fail Chg (0.07,0.03) Fail Chg (0.07,0.03) 
Fail LogChg (0.07,0.03) Fail LogChg (0.07,0.03) 
GBP-IR Fail Chg (0.18,0.03) Fail Chg (0.14,0.03) 
Fail LogChg (0.21,0.03) Fail LogChg (0.13,0.03) 
ITL-FX Fail Chg (0.08,0.03) Fail Chg (0.07,0.03) 
Fail LogChg (0.07,0.03) Fail LogChg (0.07,0.03) 
ITL-IR Fail Chg (0.22,0.03) Fail Chg (0.18,0.03) 
Fail LogChg (0.25,0.03) Fail LogChg (0.12,0.03) 
JPY-FX Fail Chg (0.07,0.03) Fail Chg (0.06,0.03) 
Fail LogChg (0.07,0.03) Fail LogChg (0.05,0.03) 
JPY-IR Fail Chg (0.23,0.03) Fail Chg (0.09,0.03) 
Fail LogChg (0.23,0.03) Fail LogChg (0.07,0.03) 
IV DO-FX Fail Chg (0.21,0.03) Fail Chg (0.22,0.03) 
Fail LogChg (0.24,0.03) Fail LogChg (0.25,0.03) 
iDp-IR Fail Chg (0.27,0.03) Fail Chg (0.23,0.03) 
Fail LogChg (0.21,0.03) Fail LogChg (0.19,0.03) 
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PTE-FX Fail Chg (0.11,0.03) Fail Chg (0.12,0.03) 
Fail LogChg (0.11,0.03) Fail LogChg (0.12,0.03) 
PTE-IR Fail Chg (0.29,0.03) Fail Chg (0.21,0.03) 
Fail LogChg (0.29,0.03) Fail LogChg (0.18,0.03) 
SEK-FX Fail Chg (0.06,0.03) Fail Chg (0.07,0.03) 
Fail LogChg (0.06,0.03) Fail LogChg (0.06,0.03) 
SEK-IR Fail Chg (0.40,0.03) Fail Chg (0.28,0.03) 
Fail LogChg (0.36,0.03) Fail LogChg (0.22,0.03) 
SGD-FX Fail Chg (0.12,0.03) Fail Chg (0.11,0.03) 
Fail LogChg (0.12,0.03) Fail LogChg (0.11,0.03) 
SGD-IR Fail Chg (0.28,0.03) Fail Chg (0.26,0.03) 
Fail LogChg (0.20,0.03) Fail LogChg (0.13,0.03) 
USD-IR Fail Chg (0.30,0.03) Fail Chg (0.13,0.03) 
Fail LogChg (0.31,0.03) Fail LogChg (0.11,0.03) 
In summary, the following points can be made from these tests: 
f Each data series (currency) fails the test for both Normality and LogNormality 
with the exception of DEM (Foreign Exchange for Lambda 10 day changes only) 
and FRF (Foreign Exchange, LogNormal & Lambda 10 day changes only) 
The three `passes' are marginal as they coincide exactly with the D-Statistic 
threshold level 
f Conformance to the theoretical distribution is better for higher values of Lambda, 
as a result of longer time horizons introducing lower mean volatility change levels 
f There is no differentiable clustering of the values of D-Statistics within the 
currency groups. 
Overall, therefore, the assumption that the time series under test conform to either a 
Normal or LogNormal distribution should be considered invalid. Non-stationarity 
effects that may lead to inter-temporal adherence to the theoretical distribution are 
tested by risk simulations below. These findings lead to the conclusion that the use of 
variance/co-variance models as defined by the Basle Capital Accord would be invalid. 
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Hypothesis 1 and related specific hypotheses (H1,1, H1,2, H1,3) as described in the 
previous chapter are therefore considered true. 
7.2.1.2 Weibull Distribution Test 
The following summary results of test for conformance with the Weibull distribution 
for the entire time-series were obtained: 
Table 7.2 Weibull Test 
Time Series Lambda =1 day Lambda =10 days 
DEM-FX Fail Chg (0.11,0.03) Fail Chg (0.06,0.03) 
Fail LogChg (0.08,0.03) Pass (0.01) LogChg (0.03,0.03) 
DEM-IR Fail Chg (0.35,0.03) Fail Chg (0.15,0.03) 
Fail LogChg (0.99,0.03) Fail LogChg (0.99,0.03) 
FRF-FX Fail Chg (0.11,0.03) Fail Chg (0.05,0.03) 
Fail LogChg (0.07,0.03) Pass (0.01) LogChg (0.03,0.03) 
FRF-IR Fail Chg (0.99,0.03) Fail Chg (0.12,0.03) 
Fail LogChg (0.99,0.03) Pass (0.01) LogChg (0.11,0.03) 
(, BP-FX Fail Chg (0.10,0.03) Fail Chg (0.06,0.03) 
Fail LogChg (0.10,0.03) Fail LogChg (0.99,0.03) 
GBP-IR Fail Chg (0.99,0.03) Fail Chg (0.21,0.03) 
Fail LogChg (0.99,0.03) Fail LogChg (0.14,0.03) 
ITL-FX Fail Chg (0.07,0.03) Fail Chg (0.07,0.03) 
Fail LogChg (0.07,0.03) Fail LogChg (0.06,0.03) 
ITL-IR Fail Chg (0.59,0.03) Fail Chg (0.99,0.03) 
Fail LogChg (0.99,0.03) Fail LogChg (0.99,0.03) 
JPY-FX Fail Chg (0.13,0.03) Fail Chg (0.11,0.03) 
Fail LogChg (0.10,0.03) Fail LogChg (0.07,0.03) 
JPY-m Fail Chg (0.99,0.03) Fail Chg (0.99,0.03) 
Fail LogChg (0.99,0.03) Fail LogChg (0.99,0.03) 
MDO-FX Fail Chg (0.20,0.03) Fail Chg (0.19,0.03) 
Fail LogChg (0.99,0.03) Fail LogChg (0.99,0.03) 
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MDp-IR Fail Chg (0.99,0.03) Fail Chg (0.99,0.03) 
Fail LogChg (0.99,0.03) Fail LogChg (0.99,0.03) 
PTE-FX Fail Chg (0.15,0.03) Fail Chg (0.10,0.03) 
Fail LogChg (0.99,0.03) Fail LogChg (0.99,0.03) 
PTE-IR Fail Chg (0.99,0.03) Fail Chg (0.99,0.03) 
Fail LogChg (0.99,0.03) Fail LogChg (0.99,0.03) 
SEK-FX Fail Chg (0.10,0.03) Fail Chg (0.06,0.03) 
Fail LogChg (0.99,0.03) Fail LogChg (0.11,0.03) 
SEK-IR Fail Chg (0.99,0.03) Fail Chg (0.41,0.03) 
Fail LogChg (0.99,0.03) Fail LogChg (0.99,0.03) 
SGD-FX Fail Chg (0.16,0.03) Fail Chg (0.12,0.03) 
Fail LogChg (0.99,0.03) Fail LogChg (0.99,0.03) 
SGD-IR Fail Chg (0.99,0.03) Fail Chg (0.99,0.03) 
Fail LogChg (0.99,0.03) Fail LogChg (0.99,0.03) 
USD-IR Fail Chg (0.99,0.03) Fail Chg (0.15,0.03) 
Fail LogChg (0.99,0.03) Fail LogChg (0.12,0.03) 
In summary, the following points can be made from these tests: 
f Each data series (currency) fails the test for both Weibull and LogWeibull 
distributions with the exception of DEM (Foreign Exchange, LogNormal for 
Lambda 10 day changes only) and FRF (LogNormal & Lambda 10 day changes 
only) 
f The three `passes' are marginal as they coincide exactly with the D-Statistic 
threshold level 
f Conformance to the theoretical distribution is better for higher values of Lambda, 
as a result of longer time horizons introducing lower mean volatility change levels 
There is no differentiable clustering of the values of D-Statistics within the 
currency groups. 
Overall, therefore, the assumption that the time series under test conform to either a 
Weibull or LogWeibull distribution should be considered invalid. Non-stationarity 
effects that may lead to 
inter-temporal adherence to the theoretical distribution are 
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tested by risk simulations below. The application of a Weibull distribution to support 
hypothesis H2,1 would therefore be invalid. 
7.2.1.3 Gamma Distribution Test 
The following summary results of test for conformance with the Gamma distribution 
for the entire time-series were obtained: 
Table 7.3 Gamma Test 
Time Series Lambda =1 day Lambda =10 days 
DEM-FX Fail Chg (0.06,0.03) Fail Chg (0.03,0.03) 
Fail LogChg (0.08,0.03) Fail LogChg (0.06,0.03) 
DEM-IR Fail Chg (0.35,0.03) Fail Chg (0.11,0.03) 
Fail LogChg (0.33,0.03) Fail LogChg (0.12,0.03) 
FRF-FX Fail Chg (0.05,0.03) Fail Chg (0.035,0.03) 
Fail LogChg (0.07,0.03) Fail LogChg (0.06,0.03) 
FRF-IR Fail Chg (0.23,0.03) Fail Chg (0.12,0.03) 
Fail LogChg (0.23,0.03) Fail LogChg (0.11,0.03) 
GBP-FX Fail Chg (0.08,0.03) Fail Chg (0.08,0.03) 
Fail LogChg (0.09,0.03) Fail LogChg (0.10,0.03) 
GBP-IR Fail Chg (0.20,0.03) Fail Chg (0.17,0.03) 
Fail LogChg (0.23,0.03) Fail LogChg (0.17,0.03) 
ITL-FX Fail Chg (0.11,0.03) Fail Chg (0.08,0.03) 
Fail LogChg (0.10,0.03) Fail LogChg (0.13,0.03) 
ITL-IR Fail Chg (0.29,0.03) Fail Chg (0.19,0.03) 
Fail LogChg (0.25,0.03) Fail LogChg (0.13,0.03) 
JPY-FX Fail Chg (0.07,0.03) Fail Chg (0.04,0.03) 
Fail LogChg (0.07,0.03) Fail LogChg (0.04,0.03) 
JPY-IR Fail Chg (0.23,0.03) Fail Chg (0.12,0.03) 
Fail LogChg (0.24,0.03) Fail LogChg (0.09,0.03) 
iDO-FX Fail Chg (0.21,0.03) Fail Chg (0.22,0.03) 
Fail LogChg (0.27,0.03) Fail LogChg (0.29,0.03) 
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MDO-IR Fail Chg (0.29,0.03) Fail Chg (0.25,0.03) 
Fail LogChg (0.25,0.03) Fail LogChg (0.24,0.03) 
PTE-FX Fail Chg (0.11,0.03) Fail Chg (0.14,0.03) 
Fail LogChg (0.12,0.03) Fail LogChg (0.15,0.03) 
PTE-IR Fail Chg (0.28,0.03) Fail Chg (0.22,0.03) 
Fail LogChg (0.29,0.03) Fail LogChg (0.14,0.03) 
SEK-FX Fail Chg (0.07,0.03) Fail Chg (0.07,0.03) 
Fail LogChg (0.07,0.03) Fail LogChg (0.11,0.03) 
SEK-IR Fail Chg (0.40,0.03) Fail Chg (0.23,0.03) 
Fail LogChg (0.31,0.03) Fail LogChg (0.19,0.03) 
SGD-FX Fail Chg (0.13,0.03) Fail Chg (0.11,0.03) 
Fail LogChg (0.14,0.03) Fail LogChg (0.13,0.03) 
SGD-IR Fail Chg (0.29,0.03) Fail Chg (0.25,0.03) 
Fail LogChg (0.22,0.03) Fail LogChg (0.17,0.03) 
USD-IR Fail Chg (0.21,0.03) Fail Chg (0.14,0.03) 
Fail LogChg (0.21,0.03) Fail LogChg (0.12,0.03) 
In summary, the following points can be made from these tests: 
f Each data series (currency) fails the test for both Gamma and LogGamma 
distributions 
f Conformance to the theoretical distribution is better for higher values of Lambda, 
as a result of longer time horizons introducing lower mean volatility change levels 
f There is no differentiable clustering of the values of D-Statistics within the 
currency groups. 
Overall, therefore, the assumption that the time series under test conform to either a 
Gamma or LogGamma distribution should be considered invalid. Non-stationarity 
effects that may lead to inter-temporal adherence to the theoretical distribution are 
tested by risk simulations below. The application of a Gamma distribution to support 
hypothesis H2,1 would therefore be invalid. 
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7.2.1.4 Exponential Distribution Test 
The following summary results of test for conformance with the Exponential 
distribution for the entire time-series were obtained: 
Table 7.4 Exponential Test 
Time Series Lambda =1 day Lambda = 10 days 
DEM-FX Fail Chg (0.63,0.03) Fail Chg (0.62,0.03) 
Fail LogChg (0.47,0.03) Fail LogChg (0.42,0.03) 
DEM-IR Fail Chg (0.60,0.03) Fail Chg (0.55,0.03) 
Fail LogChg (0.54,0.03) Fail LogChg (0.43,0.03) 
FRF-FX Fail Chg (0.63,0.03) Fail Chg (0.63,0.03) 
Fail LogChg (0.47,0.03) Fail LogChg (0.43,0.03) 
FRF-IR Fail Chg (0.57,0.03) Fail Chg (0.51,0.03) 
Fail LogChg (0.53,0.03) Fail LogChg (0.44,0.03) 
GBP-FX Fail Chg (0.61,0.03) Fail Chg (0.60,0.03) 
Fail LogChg (0.50,0.03) Fail LogChg (0.49,0.03) 
GBP-IR Fail Chg (0.55,0.03) Fail Chg (0.53,0.03) 
Fail LogChg (0.56,0.03) Fail LogChg (0.48,0.03) 
ITL-FX Fail Chg (0.62,0.03) Fail Chg (0.61,0.03) 
Fail LogChg (0.53,0.03) Fail LogChg (0.51,0.03) 
ITL-IR Fail Chg (0.61,0.03) Fail Chg (0.55,0.03) 
Fail LogChg (0.58,0.03) Fail LogChg (0.53,0.03) 
JPY-FX Fail Chg (0.58,0.03) Fail Chg (0.54,0.03) 
Fail LogChg (0.48,0.03) Fail LogChg (0.45,0.03) 
JPY-IR Fail Chg (0.57,0.03) Fail Chg (0.48,0.03) 
Fail LogChg (0.56,0.03) Fail LogChg (0.44,0.03) 
MDO-FX Fail Chg (0.56,0.03) Fail Chg (0.54,0.03) 
Fail LogChg (0.55,0.03) Fail LogChg (0.50,0.03) 
MDp-IR Fail Chg (0.58,0.03) Fail Chg (0.54,0.03) 
Fail LogChg (0.52,0.03) Fail LogChg (0.51,0.03) 
PTE-FX Fail Chg (0.56,0.03) Fail Chg (0.48,0.03) 
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Fail LogChg (0.55,0.03) Fail LogChg (0.49,0.03) 
PTE-IR Fail Chg (0.57,0.03) Fail Chg (0.47,0.03) 
Fail LogChg (0.55,0.03) Fail LogChg (0.48,0.03) 
SEK-FX Fail Chg (0.63,0.03) Fail Chg (0.62,0.03) 
Fail LogChg (0.56,0.03) Fail LogChg (0.52,0.03) 
SEK-IR Fail Chg (0.62,0.03) Fail Chg (0.60,0.03) 
Fail LogChg (0.59,0.03) Fail LogChg (0.57,0.03) 
SGD-FX Fail Chg (0.63,0.03) Fail Chg (0.62,0.03) 
Fail LogChg (0.55,0.03) Fail LogChg (0.54,0.03) 
SGD-IR Fail Chg (0.57,0.03) Fail Chg (0.55,0.03) 
Fail LogChg (0.53,0.03) Fail LogChg (0.45,0.03) 
USD-IR Fail Chg (0.58,0.03) Fail Chg (0.52,0.03) 
Fail LogChg (0.51,0.03) Fail LogChg (0.45,0.03) 
In summary, the following points can be made from these tests: 
f Each data series (currency) fails the test for both Exponential and LogExponential 
distributions 
f Conformance to the theoretical distribution is better for higher values of Lambda, 
as a result of longer time horizons introducing lower mean volatility change levels 
f There is no differentiable clustering of the values of D-Statistics within the 
currency groups. 
Overall, therefore, the assumption that the time series under test conform to either an 
Exponential or LogExponential distribution should be considered invalid. Non- 
stationarity effects that may lead to inter-temporal adherence to the theoretical 
distribution are tested by risk simulations below. The application of an Exponential 
distribution to support hypothesis H2,1 would therefore be invalid. 
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7.2.1.5 Jump-Diffusion Distribution Test 
The following summary results of test for conformance with a Jump-Diffusion 
distribution for the entire time-series were obtained: 
Table 7.5 Jump-Diffusion Test 
Time Series Lambda =1 day Lambda =10 days 
DEM-FX Fail Chg (0.08,0.03) Fail Chg (0.04,0.03) 
Fail LogChg (0.06,0.03) Pass (0.01) LogChg (0.03,0.03) 
DEM-IR Fail Chg (0.33,0.03) Fail Chg (0.12,0.03) 
Fail LogChg (0.32,0.03) Fail LogChg (0.11,0.03) 
FRF-FX Fail Chg (0.12,0.03) Fail Chg (0.05,0.03) 
Fail LogChg (0.06,0.03) Pass (0.01) LogChg (0.03,0.03) 
FRF-IR Fail Chg (0.21,0.03) Fail Chg (0.11,0.03) 
Fail LogChg (0.21,0.03) Fail LogChg (0.08,0.03) 
GBP-FX Fail Chg (0.07,0.03) Fail Chg (0.07,0.03) 
Fail LogChg (0.07,0.03) Fail LogChg (0.06,0.03) 
GBP-IR Fail Chg (0.25,0.03) Fail Chg (0.17,0.03) 
Fail LogChg (0.19,0.03) Fail LogChg (0.12,0.03) 
ITL-FX Fail Chg (0.10,0.03) Fail Chg (0.07,0.03) 
Fail LogChg (0.07,0.03) Fail LogChg (0.06,0.03) 
ITL-IR Fail Chg (0.3 0,0.03) Fail Chg (0.16,0.03) 
Fail LogChg (0.24,0.03) Fail LogChg (0.11,0.03) 
JPY-FX Fail Chg (0.08,0.03) Fail Chg (0.06,0.03) 
Fail LogChg (0.06,0.03) Fail LogChg (0.06,0.03) 
JPY-IR Fail Chg (0.23,0.03) Fail Chg (0.22,0.03) 
Fail LogChg (0.08,0.03) Fail LogChg (0.06,0.03) 
iV DO-FX Fail Chg (0.27,0.03) Fail Chg (0.24,0.03) 
Fail LogChg (0.24,0.03) Fail LogChg (0.25,0.03) 
MDp-IR Fail Chg (0.24,0.03) Fail Chg (0.20,0.03) 
Fail LogChg (0.24,0.03) Fail LogChg (0.17,0.03) 
I PTE-FX Fail Chg (0.12,0.03) Fail Chg (0.12,0.03) 
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Fail LogChg (0.11,0.03) Fail LogChg (0.12,0.03) 
PTE-IR Fail Chg (0.31,0.03) Fail Chg (0-19,0.03) 
Fail LogChg (0.27,0.03) Fail LogChg (0.13,0.03) 
SEK-FX Fail Chg (0.12,0.03) Fail Chg (0.11,0.03) 
Fail LogChg (0.07,0.03) Fail LogChg (0.07,0.03) 
SEK-IR Fail Chg (0.34,0.03) Fail Chg (0.24,0.03) 
Fail LogChg (0.31,0.03) Fail LogChg (0.18,0.03) 
SGD-FX Fail Chg (0.17,0.03) Fail Chg (0.12,0.03) 
Fail LogChg (0.13,0.03) Fail LogChg (0.12,0.03) 
SGD-IR Fail Chg (0.28,0.03) Fail Chg (0.23,0.03) 
Fail LogChg (0.17,0.03) Fail LogChg (0.13,0.03) 
USD-IR Fail Chg (0.21,0.03) Fail Chg (0.13,0.03) 
Fail LogChg (0.20,0.03) Fail LogChg (0.09,0.03) 
In summary, the following points can be made from these tests: 
f Each data series (currency) fails the test for both Jump-Diffusion and LogJump- 
Diffusion with the exception of DEM (Foreign Exchange, LogNormal for Lambda 
10 day changes only) and FRF (Foreign Exchange, LogNormal, & Lambda 10 day 
changes only) 
f The two `passes' are marginal as they coincide exactly with the D-Statistic 
threshold level 
f Conformance to the theoretical distribution is better for higher values of Lambda, 
as a result of longer time horizons introducing lower mean volatility change levels 
There is no differentiable clustering of the values of D-Statistics within the 
currency groups. 
Overall, therefore, the assumption that the time series under test conform to either a 
Jump-Diffusion or LogJump-Diffusion distribution should be considered invalid. 
Non-stationarity effects that may lead to inter-temporal adherence to the theoretical 
distribution are tested by risk simulations below. The application of a Jump-Diffusion 
distribution to support hypothesis H2,1 would therefore be invalid. 
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7.2.2 Distributional Analysis - Detailed Normality VaR Analysis 
In line with the research methodology described in the previous chapter, this section 
outlines the summary empirical research results of simulating the application of 
existing parametric risk models in real markets. Each test was performed for both 
Normal and LogNormal change models, using regulatory defined parameter 
estimators (for example, 99% confidence interval; see pp3l-32 above). In addition, 
three volatility models were applied; standard deviation returns on historical series, 
exponentially-weighted moving average using practitioner guideline weighting (0.94), 
and a simple moving average (the latter being the preferred regulatory guidelines). 
Appendices Ref: XI-XX (presented to the lead supervisor only) provide a detailed 
analysis of the results of these tests, although all key findings are outlined below. In 
line with the previous section, the appendices provide results for each time series 
tested whilst this Chapter provides an `averaged' summary. 
7.2.2.1 Risk Efficiency Ratio Tests 
The following risk efficiency ratio results were obtained, where mean deviation from 
1 implies a systematic error in the assumptions implicit within the risk model. 
7.2.2.1.1 Risk Efficiency Ratio Results for Lambda =1 day Change 
Table 7.6: Risk Efficiency Ratio Tests (Lambda =1 day) 
Time Series Std Dev Vol EWMAO. 94 Moving Average 
DEM-FX an an Chance 
Mean(RER) 0.31 Mean(RER) 0.32 Mean(RER) 0.33 
Std(RER) 0.30 Std(RER) 0.31 Std(RER) 0.30 
Max(RER) 2.2 Max(RER) 2.37 Max(RER) 2.2 
LogChanU an an 
Mean(RER) 0.33 Mean(RER) 0.33 Mean(RER) 0.33 
Std(RER) 0.30 Std(RER) 0.31 Std(RER) 0.32 
Max(RER) 2.03 Max(RER) 2.17 Max(RER) 2.2 
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DEM-IR an e an e Change 
Mean(RER) 0.17 Mean(RER) 0.17 Mean(RER) 0.17 
Std(RER) 0.38 Std(RER) 0.45 Std(RER) 0.42 
Max(RER) 4.8 Max(RER) 7.5 Max(RER) 6.0 
LoeChanize LmChame Lo&Chanize 
Mean(RER) 0.17 Mean(RER) 0.18 Mean(RER) 0.18 
Std(RER) 0.38 Std(RER) 0.47 Std(RER) 0.45 
Max(RER) 5.2 Max(RER) 7.6 Max(RER) 7.9 
FRF-FX Change Change Chanize 
Mean(RER) 0.32 Mean(RER) 0.32 Mean(RER) 0.32 
Std(RER) 0.30 Std(RER) 0.31 Std(RER) 0.32 
Max(RER) 2.1 Max(RER) 2.2 Max(RER) 2.4 
LmChan-ae LogChange LogChange 
Mean(RER) 0.32 Mean(RER) 0.32 Mean(RER) 0.33 
Std(RER) 0.30 Std(RER) 0.31 Std(RER) 0.32 
Max(RER) 2.0 Max(RER) 2.1 Max(RER) 2.3 
FRF-IR an e Chanize Change 
Mean(RER) 0.23 Mean(RER) 0.24 Mean(RER) 0.25 
Std(RER) 0.38 Std(RER) 0.48 Std(RER) 0.50 
Max(RER) 4.8 Max(RER) 9.5 Max(RER) 10.0 
LogChange LogChange LogChange 
Mean(RER) 0.24 Mean(RER) 0.26 Mean(RER) 0.27 
Std(RER) 0.37 Std(RER) 0.46 Std(RER) 0.48 
Max(RER) 4.7 Max(RER) 8.6 Max(RER) 8.82 
GBP-FX an an Change 
Mean(RER) 0.32 Mean(RER) 0.32 Mean(RER) 0.32 
Std(RER) 0.30 Std(RER) 0.31 Std(RER) 0.31 
Max(RER) 2.48 Max(RER) 2.67 Max(RER) 2.45 
LogChange an LogChange 
Mean(RER) 0.32 Mean(RER) 0.32 Mean(RER) 0.32 
Std(RER) 0.30 Std(RER) 0.30 Std(RER) 0.31 
Max(RER) 2.34 Max(RER) 2.48 Max(RER) 2.33 
GBP-IR an Change Change 
Mean(RER) 0.19 Mean(RER) 0.20 Mean(RER) 0.19 
Std(RER) 0.37 Std(RER) 0.47 Std(RER) 0.41 
Max(RER) 5.5 Max(RER) 9.01 Max(RER) 5.62 
LoaChanize LogChange LogChange 
Mean(RER) 0.20 Mean(RER) 0.21 Mean(RER) 0.21 
Std(RER) 0.38 Std(RER) 0.49 Std(RER) 0.49 
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Max(RER) 5.5 Max(RER) 9.05 Max(RER) 8.06 
ITL-FX an e an Chanize 
Mean(RER) 0.31 Mean(RER) 0.31 Mean(RER) 0.31 
Std(RER) 0.31 Std(RER) 0.32 Std(RER) 0.33 
Max(RER) 3.6 Max(RER) 4.4 Max(RER) 4.2 
Lo Cg hanee Lo&Change Lop-Change 
Mean(RER) 0.31 Mean(RER) 0.32 Mean(RER) 0.32 
Std(RER) 0.31 Std(RER) 0.33 Std(RER) 0.33 
Max(RER) 3.5 Max(RER) 4.1 Max(RER) 3.82 
ITLAR Change Chanize Chanize 
Mean(RER) 0.21 Mean(RER) 0.23 Mean(RER) 0.24 
Std(RER) 0.41 Std(RER) 0.63 Std(RER) 1.07 
Max(RER) 5.9 Max(RER) 16.7 Max(RER) 31.8 
LmChaue o an LoaChanee 
Mean(RER) 0.22 Mean(RER) 0.23 Mean(RER) 0.24 
Std(RER) 0.40 Std(RER) 0.54 Std(RER) 0.72 
Max(RER) 5.7 Max(RER) 12.9 Max(RER) 19.9 
JPY-FX Change Change Change 
Mean(RER) 0.31 Mean(RER) 0.31 Mean(RER) 0.32 
Std(RER) 0.32 Std(RER) 0.34 Std(RER) 0.35 
Max(RER) 3.4 Max(RER) 3.9 Max(RER) 3.4 
LoeChanize LogChange LogChange 
Mean(RER) 0.31 Mean(RER) 0.32 Mean(RER) 0.32 
Std(RER) 0.32 Std(RER) 0.33 Std(RER) 0.34 
Max(RER) 3.6 Max(RER) 4.2 Max(RER) 3.9 
JPY-IR an Chanize Change 
Mean(RER) 0.23 Mean(RER) 0.23 Mean(RER) 0.24 
Std(RER) 0.37 Std(RER) 0.43 Std(RER) 0.44 
Max(RER) 4.6 Max(RER) 6.1 Max(RER) 6.6 
LojzChaM LojiChanize LogChange 
Mean(RER) 0.24 Mean(RER) 0.25 Mean(RER) 0.26 
Std(RER) 0.37 Std(RER) 0.43 Std(RER) 0.44 
Max(RER) 4.9 Max(RER) 6.7 Max(RER) 7.0 
MDO-FX an Chanize Change 
Mean(RER) 0.31 Mean(RER) 0.33 Mean(RER) 0.40 
Std(RER) 0.41 Std(RER) 0.50 Std(RER) 0.67 
Max(RER) 5.3 Max(RER) 7.5 Max(RER) 8.3 
LoSChanize an Lagglanize 
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Mean(RER) 0.32 Mean(RER) 0.35 Mean(RER) 0.44 
Std(RER) 0.43 Std(RER) 0.52 Std(RER) 0.79 
Max(RER) 5.3 Max(RER) 7.6 Max(RER) 8.35 
MDO-LR Change an Change 
Mean(RER) 0.32 Mean(RER) 0.36 Mean(RER) 0.47 
Std(RER) 0.49 Std(RER) 0.73 Std(RER) 1.15 
Max(RER) 5.9 Max(RER) 11.8 Max(RER) 20.8 
Lo an e Lo an e o an 
Mean(RER) 0.34 Mean(RER) 0.35 Mean(RER) 0.42 
Std(RER) 0.42 Std(RER) 0.47 Std(RER) 0.57 
Max(RER) 4.5 Max(RER) 5.9 Max(RER) 7.9 
PTE-FX change an Change 
Mean(RER) 0.32 Mean(RER) 0.32 Mean(RER) 0.32 
Std(RER) 0.30 Std(RER) 0.31 Std(RER) 0.32 
Max(RER) 2.1 Max(RER) 2.2 Max(RER) 2.1 
LogChange o an LoaChanize 
Mean(RER) 0.32 Mean(RER) 0.33 Mean(RER) 0.33 
Std(RER) 0.30 Std(RER) 0.31 Std(RER) 0.32 
Max(RER) 2.1 Max(RER) 2.2 Max(RER) 2.4 
PTE-IR an e an Change 
Mean(RER) 0.17 Mean(RER) 0.18 Mean(RER) 0.16 
Std(RER) 0.38 Std(RER) 0.42 Std(RER) 0.43 
Max(RER) 4.6 Max(RER) 5.2 Max(RER) 5.3 
o an LogChange LogChanee 
Mean(RER) 0.19 Mean(RER) 0.20 Mean(RER) 0.18 
Std(RER) 0.38 Std(RER) 0.43 Std(RER) 0.45 
Max(RER) 4.5 Max(RER) 5.4 Max(RER) 6.0 
SEK-FX an Change Chance 
Mean(RER) 0.31 Mean(RER) 0.32 Mean(RER) 0.33 
Std(RER) 0.30 Std(RER) 0.31 Std(RER) 0.32 
Max(RER) 2.5 Max(RER) 2.7 Max(RER) 3.2 
o an an LogChange 
Mean(RER) 0.32 Mean(RER) 0.33 Mean(RER) 0.33 
Std(RER) 0.30 Std(RER) 0.31 Std(RER) 0.33 
Max(RER) 2.8 Max(RER) 3.0 Max(RER) 3.4 
SEK-IR Change an e Change 
Mean(RER) 0.21 Mean(RER) 0.23 Mean(RER) 0.23 
Std(RER) 0.40 Std(RER) 0.50 Std(RER) 0.56 
Max(RER) 6.0 Max(RER) 11.4 Max(RER) 13.8 
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Low arge o Chan LoaChange 
Mean(RER) 0.23 Mean(RER) 0.24 Mean(RER) 0.24 
Std(RER) 0.40 Std(RER) 0.47 Std(RER) 0.50 
Max(RER) 5.7 Max(RER) 9.5 Max(RER) 10.3 
SGD-FX Chanize an e Change 
Mean(RER) 0.33 Mean(RER) 0.34 Mean(RER) 0.36 
Std(RER) 0.35 Std(RER) 0.37 Std(RER) 0.44 
Max(RER) 3.0 Max(RER) 3.5 Max(RER) 4.1 
LogChange LoeChan2c an 
Mean(RER) 0.33 Mean(RER) 0.34 Mean(RER) 0.36 
Std(RER) 0.35 Std(RER) 0.37 Std(RER) 0.46 
Max(RER) 3.1 Max(RER) 3.6 Max(RER) 4.9 
SGD-IR Chanee an Change 
Mean(RER) 0.35 Mean(RER) 0.39 Mean(RER) 0.47 
Std(RER) 0.56 Std(RER) 0.71 Std(RER) 0.99 
Max(RER) 4.0 Max(RER) 6.0 Max(RER) 10.5 
o an o an an 
Mean(RER) 0.33 Mean(RER) 0.34 Mean(RER) 0.34 
Std(RER) 0.46 Std(RER) 0.50 Std(RER) 0.56 
Max(RER) 2.4 Max(RER) 2.7 Max(RER) 3.3 
USD-IR Change Change Change 
Mean(RER) 0.24 Mean(RER) 0.25 Mean(RER) 0.25 
Std(RER) 0.35 Std(RER) 0.40 Std(RER) 0.42 
Max(RER) 5.2 Max(RER) 7.8 Max(RER) 9.7 
o han LojzChan2e LogChange 
Mean(RER) 0.25 Mean(RER) 0.26 Mean(RER) 0.26 
Std(RER) 0.36 Std(RER) 0.41 Std(RER) 0.45 
Max(RER) 5.2 Max(RER) 7.9 Max(RER) 10.1 
In summary, the following points can be made from these tests: 
fA systemic bias to overestimate the risk volatility is recognised by all data series 
under test. On average, the actual risk change profile is around one third of the 
estimated risk profile 
" The volatility of the risk volatility is however significant for all data series under 
test (ranging from ratio changes of 0.3 to 1.07) 
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f In line with the latter volatility effect note, when the actual risk volatility is 
underestimated, significant variances are highlighted. Numerically these range 
from around 2.1 to around 19.9 times the estimated loss profiles 
f In general, the `unaveraged' standard deviation model produces the best results, 
defined as lowest variance to an unbiased optimal ratio (of 1), followed by the 
EWMA 0.94 model. The regulatory model moving average produces the worst 
results 
f There is no significant difference between the Change and LogChange 
distributional forms for each data series. 
Overall, therefore, the risk efficiency ratio results highlight that the model produces 
biased estimated risk profiles when compared against actual risk profiles observed for 
the data series under test. In general, the model tends to overestimate the actual risk 
profiles. There is, however, evidence that when the model underestimates the risk, the 
actual variance can be significant multiples of the estimated risk (up to 20 times 
observed). In line with the conclusions highlighted in the literature, these results lead 
to a conclusion that the risk model is an inappropriate risk estimator (model). This is 
in support of hypothesis 1 and related specific hypotheses (H1,1; H1,2; H1,3). In 
addition, the alternative parametric forms support hypothesis H2,2 in which 
alternative parametric forms provide a better `predictive fit' compared to the 
regulatory defined form. 
7.2.2.1.2 Risk Efficiency Ratio Results for Lambda =10 days Change 
Table 7.7: Risk Efficiency Ratio Tests (Lambda =10 days) 
Time Series Std Dev Vol EWMAO. 94 Moving Average 
DEM-FX an Chanize Chance 
Mean(RER) 0.35 Mean(RER) 0.35 Mean(RER) 0.36 
Std(RER) 0.28 Std(RER) 0.29 Std(RER) 0.29 
Max(RER) 1.8 Max(RER) 1.9 Max(RER) 2.0 
LoeChanize an I ogChanee 
Mean(RER) 0.35 Mean(RER) 0.36 Mean(RER) 0.36 
Std(RER) 0.28 Std(RER) 0.29 Std(RER) 0.29 
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Max(RER) 1.68 Max(RER) 1.8 Max(RER) 1.9 
DEM-IR Change Change an 
Mean(RER) 0.31 Mean(RER) 0.31 Mean(RER) 0.31 
Std(RER) 0.32 Std(RER) 0.34 Std(RER) 0.35 
Max(RER) 2.4 Max(RER) 3.3 Max(RER) 3.5 
LojzChan2e Lo2Chane o an 
Mean(RER) 0.31 Mean(RER) 0.32 Mean(RER) 0.32 
Std(RER) 0.32 Std(RER) 0.36 Std(RER) 0.38 
Max(RER) 3.2 Max(RER) 3.3 Max(RER) 5.3 
FRF-FX Change Change Change 
Mean(RER) 0.36 Mean(RER) 0.36 Mean(RER) 0.36 
Std(RER) 0.28 Std(RER) 0.29 Std(RER) 0.30 
Max(RER) 1.84 Max(RER) 2.0 Max(RER) 2.10 
Lo an o an LoQChange 
Mean(RER) 0.36 Mean(RER) 0.36 Mean(RER) 0.36 
Std(RER) 0.28 Std(RER) 0.29 Std(R. ER) 0.29 
Max(RER) 1.73 Max(RER) 1.84 Max(RER) 1.99 
FRF-IR Change an Change 
Mean(RER) 0.31 Mean(RER) 0.33 Mean(RER) 0.33 
Std(RER) 0.33 Std(RER) 0.40 Std(RER) 0.44 
Max(RER) 3.38 Max(RER) 4.21 Max(RER) 4.23 
LoeChanize LojzChanc! e LogChanee 
Mean(RER) 0.33 Mean(RER) 0.34 Mean(RER) 0.35 
Std(RER) 0.32 Std(RER) 0.37 Std(RER) 0.42 
Max(RER) 3.15 Max(RER) 3.8 Max(RER) 3.8 
GBP-FX Change Chanize Chance 
Mean(RER) 0.34 Mean(RER) 0.34 Mean(RER) 0.34 
Std(RER) 0.30 Std(RER) 0.32 Std(RER) 0.32 
Max(RER) 2.53 Max(RER) 3.35 Max(RER) 3.03 
LogChange an LogChanee 
Mean(RER) 0.34 Mean(RER) 0.34 Mean(RER) 0.34 
Std(RER) 0.29 Std(RER) 0.32 Std(RER) 0.32 
Max(RER) 2.52 Max(RER) 3.28 Max(RER) 2.90 
GBP-IR an 
Chance Chanste 
Mean(RER) 0.28 Mean(RER) 0.28 Mean(RER) 0.27 
Std(RER) 0.36 Std(RER) 0.38 Std(RER) 0.35 
Max(RER) 2.9 Max(RER) 3.2 Max(RER) 2.9 
LoSChange Lop- an ge 
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Mean(RER) 0.29 Mean(RER) 0.29 Mean(RER) 0.29 
Std(RER) 0.37 Std(RER) 0.40 Std(RER) 0.40 
Max(RER) 3.0 Max(RER) 3.6 Max(RER) 3.37 
ITL-FX Chanize Change an 
Mean(RER) 0.34 Mean(RER) 0.35 Mean(RER) 0.35 
Std(RER) 0.30 Std(RER) 0.34 Std(RER) 0.35 
Max(RER) 2.8 Max(RER) 3.4 Max(RER) 3.2 
Lo&Chan%! e Lo&Chan%! e on 
Mean(RER) 0.35 Mean(RER) 0.35 Mean(RER) 0.36 
Std(RER) 0.30 Std(RER) 0.34 Std(RER) 0.35 
Max(RER) 2.7 Max(RER) 3.2 Max(RER) 3.0 
rM-IR Change Change an 
Mean(RER) 0.29 Mean(RER) 0.30 Mean(RER) 0.32 
Std(RER) 0.39 Std(RER) 0.45 Std(RER) 0.61 
Max(RER) 3.4 Max(RER) 5.3 Max(RER) 8.9 
o an an LogChanee 
Mean(RER) 0.30 Mean(RER) 0.31 Mean(RER) 0.32 
Std(RER) 0.37 Std(RER) 0.42 Std(RER) 0.49 
Max(RER) 2.7 Max(RER) 3.7 Max(RER) 5.4 
JPY-FX an an Change 
Mean(RER) 0.35 Mean(RER) 0.36 Mean(RER) 0.36 
Std(RER) 0.30 Std(RER) 0.32 Std(RER) 0.33 
Max(RER) 2.2 Max(RER) 2.8 Max(RER) 2.6 
an LogChange LogChange 
Mean(RER) 0.35 Mean(RER) 0.35 Mean(RER) 0.36 
Std(RER) 0.30 Std(RER) 0.31 Std(RER) 0.32 
Max(RER) 2.24 Max(RER) 2.9 Max(RER) 2.9 
JPY-IR Change Change Change 
Mean(RER) 0.32 Mean(RER) 0.33 Mean(RER) 0.33 
Std(RER) 0.31 Std(RER) 0.34 Std(RER) 0.36 
Max(RER) 2.3 Max(RER) 2.4 Max(RER) 2.7 
o an LogChange LogChange 
Mean(RER) 0.33 Mean(RER) 0.34 Mean(RER) 0.36 
Std(RER) 0.31 Std(RER) 0.33 Std(RER) 0.35 
Max(RER) 2.5 Max(RER) 2.6 Max(RER) 2.7 
MDO-FX Chanize Chanp-e Change 
Mean(RER) 0.37 Mean(RER) 0.39 Mean(RER) 0.49 
Std(RER) 0.42 Std(RER) 0.50 Std(RER) 0.76 
Max(RER) 3.5 Max(RER) 4.3 Max(RER) 6.1 
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LogChange LogChange LogChange 
Mean(RER) 0.38 Mean(RER) 0.40 Mean(RER) 0.53 
Std(RER) 0.44 Std(RER) 0.53 Std(RER) 0.89 
Max(RER) 3.5 Max(RER) 4.4 Max(RER) 7.5 
MDO-IR Change Chanize Change 
Mean(RER) 0.41 Mean(RER) 0.45 Mean(RER) 0.61 
Std(RER) 0.47 Std(RER) 0.59 Std(RER) 0.91 
Max(RER) 4.2 Max(RER) 5.7 Max(RER) 11.3 
LogChange LogChange an 
Mean(RER) 0.41 Mean(RER) 0.43 Mean(RER) 0.53 
Std(RER) 0.37 Std(RER) 0.41 Std(RER) 0.51 
Max(RER) 2.7 Max(RER) 3.1 Max(RER) 4.6 
PTE-FX an Change Change 
Mean(RER) 0.35 Mean(RER) 0.35 Mean(RER) 0.35 
Std(RER) 0.29 Std(RER) 0.31 Std(RER) 0.32 
Max(RER) 2.0 Max(RER) 2.2 Max(RER) 2.7 
LogChange LogChange LogChange 
Mean(RER) 0.35 Mean(RER) 0.35 Mean(RER) 0.36 
Std(RER) 0.29 Std(RER) 0.31 Std(RER) 0.32 
Max(RER) 1.9 Max(RER) 2.1 Max(RER) 2.6 
pTE-IR an an Chance 
Mean(RER) 0.26 Mean(RER) 0.27 Mean(RER) 0.25 
Std(RER) 0.34 Std(RER) 0.36 Std(RER) 0.37 
Max(RER) 2.5 Max(RER) 2.5 Max(RER) 2.6 
LogChange LogChange LogChange 
Mean(RER) 0.28 Mean(RBR) 0.29 Mean(RER) 0.28 
Std(RER) 0.35 Std(RER) 0.37 Std(RER) 0.39 
Max(RER) 2.4 Max(RER) 2.7 Max(RER) 2.8 
SEK-FX an Ch an Ch an 
Mean(RER) 0.35 Mean(RER) 0.36 Mean(RER) 0.36 
Std(RER) 0.29 Std(RER) 0.31 Std(RER) 0.33 
Max(RER) 1.7 Max(RER) 2.0 Max(RER) 2.4 
Lo&Change on Lo Chance 
Mean(RER) 0.36 Mean(RER) 0.36 Mean(RER) 0.37 
Std(RER) 0.29 Std(RER) 0.31 Std(RER) 0.33 
Max(RER) 1.8 Max(RER) 2.1 Max(RER) 2.6 
SEK-IR han e Chanize Change 
Mean(RER) 0.33 Mean(RER) 0.34 Mean(RER) 0.34 
Std(RER) 0.35 Std(RER) 0.40 Std(RER) 0.41 
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Max(RER) 3.1 Max(RER) 4.0 Max(RER) 4.0 
LoeChanee LojzChange LogChange 
Mean(RER) 0.35 Mean(RER) 0.36 Mean(RER) 0.36 
Std(RER) 0.36 Std(RER) 0.38 Std(RER) 0.39 
Max(RER) 2.7 Max(RER) 3.2 Max(RER) 3.2 
SGD-FX Change Change an 
Mean(RER) 0.38 Mean(RER) 0.39 Mean(RER) 0.42 
Std(RER) 0.36 Std(RER) 0.39 Std(RER) 0.48 
Max(RER) 2.6 Max(RER) 2.9 Max(RER) 4.5 
Log, Changee Lo an LoaChanae 
Mean(RER) 0.38 Mean(RER) 0.39 Mean(RER) 0.41 
Std(RER) 0.36 Std(RER) 0.39 Std(RER) 0.50 
Max(RER) 2.5 Max(RER) 3.1 Max(RER) 5.3 
SGD-IR Chanize Change an 
Mean(RER) 0.46 Mean(RER) 0.49 Mean(RER) 0.62 
Std(RER) 0.50 Std(RER) 0.57 Std(RER) 0.83 
Max(RER) 3.3 Max(RER) 4.3 Max(RER) 7.6 
o an an LogChange 
Mean(RER) 0.39 Mean(RER) 0.41 Mean(RER) 0.45 
Std(RER) 0.45 Std(RER) 0.46 Std(RER) 0.55 
Max(RER) 1.9 Max(RER) 2.2 Max(RER) 3.1 
USD-IR an Chanize Change 
Mean(RER) 0.31 Mean(RER) 0.31 Mean(RER) 0.29 
Std(RER) 0.35 Std(RER) 0.37 Std(RER) 0.36 
Max(RER) 2.8 Max(RER) 3.7 Max(RER) 4.3 
LogChanize LogChange LogChange 
Mean(RER) 0.31 Mean(RER) 0.32 Mean(RER) 0.31 
Std(RER) 0.35 Std(RER) 0.37 Std(RER) 0.39 
Max(RER) 2.8 Max(RER) 3.7 Max(RER) 4.6 
In summary, the following points can be made from these tests: 
fA systemic bias to overestimate the risk volatility is recognised by all data series 
under test. On average, the actual risk change profile is around one third of the 
estimated risk profile 
The volatility of the risk volatility is however significant for all data series udder 
test (ranging from ratio changes of 0.3 to 0.91) 
jbY 
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f In line with the latter volatility effect note, when the actual risk volatility is 
underestimated, significant variances are highlighted. Numerically these range 
from around 1.8 to around 11.3 times the estimated loss profiles 
f In general, the `unaveraged' standard deviation model produces the best results, 
defined as lowest variance to an unbiased optimal ratio (of 1), followed by the 
EWMA 0.94 model. The regulatory model moving average produces the worst 
results 
f There is no significant differences between the Change and LogChange 
distributional forms for each data series 
f 10-day changes produce better results (in line with definition above) than the 
previous 1-day change results. An immediate improvement in the implementation 
of current risk models would result from using a 10-day change volatility model 
and scaling down with the square root of time model, rather than is currently the 
case computing a 1-day volatility and scaling up. 
Overall, therefore, the risk efficiency ratio results highlight that the model produces 
biased estimated risk profiles when compared against actual risk profiles observed for 
the data series under test. In general, the model tends to overestimate the actual risk 
profiles. There is, however, evidence that when the model underestimates the risk, the 
actual variance can be significant multiples of the estimated risk (up to 12 times 
observed). In line with the conclusions highlighted in the literature, these results lead 
to a conclusion that the risk model is an inappropriate risk estimator (model). The 
results of the models improve, however, for higher values of Lambda. The findings 
above support hypothesis 1 and related specific hypotheses (H1,1; H1,2; H1,3). In 
addition, the alternative parametric forms support hypothesis H2,2 in which 
alternative parametric forms provide a better `predictive fit' compared to the 
regulatory defined form. 
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7.2.2.2 Risk Simulation Outlier Efficiency Tests 
The following risk simulation outlier results were obtained at a 99% confidence level, 
over a moving time series window of 250 measurements. In line with the regulatory 
definitions, the following tolerance levels are expected: 
is Less than 5 outliers (per 250 measurements) - Model is operating in accordance 
with statistical expectations implicit within the model 
" 5-9 outliers (per 250 measurements) - Model is operating acceptably but has a 
small degree of error 
. Greater than 9 outliers (per 250 measurements) - Model is operating unacceptably 
7.2.2.2.1 Risk Simulation Outlier Efficiency Tests for Lambda =1 day Change 
Table 7.8 Risk Outlier Tests (Lambda =I day) 
Time Series Std Dev Vol EWMAO. 94 Moving Average 
DEM-FX Chanize Change Change 
Mean 9.8 Mean 10.7 Mean 11.6 
Std 5.7 Std 6.6 Std 8.1 
Max 24 Max 28 Max 29 
Min 0 Min 0 Min 0 
Lo&Chanp-e Lo&Change Lop-Change 
Mean 9.6 Mean 10.1 Mean 10.1 
Std 5.8 Std 6.3 Std 6.5 
Max 22 Max 23 Max 24 
Min 1 Min 0 Min 0 
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DEM-IR an an an 
Mean 7.0 Mean 6.9 Mean 5.6 
Std 3.0 Std 3.1 Std 3.0 
Max 14 Max 15 Max 18 
Min 2 Min 1 Min 1 
LogChange o an o an 
Mean 7.9 Mean 8.2 Mean 7.0 
Std 4.4 Std 4.3 Std 4.7 
Max 21 Max 21 Max 21 
Min 2 Min 2 Min 0 
FRF-FX Chansze Change Change 
Mean 10.0 Mean 10.3 Mean 11.1 
Std 5.4 Std 5.6 Std 7.4 
Max 22 Max 22 Max 28 
Min 0 Min 0 Min 0 
LogChange o an LogChanee 
Mean 9.9 Mean 10.1 Mean 10.3 
Std 6.0 Std 6.2 Std 6.7 
Max 23 Max 23 Max 26 
Min 1 Min 0 Min 0 
FRF-IR Change an Change 
Mean 10.1 Mean 10.7 Mean 13.3 
Std 7.6 Std 8.4 Std 12.1 
Max 29 Max 32 Max 42 
Min 0 Min 0 Min 0 
LogChanee LogChange jogC]anee 
Mean 9.6 Mean 10.4 Mean 14.9 
Std 6.1 Std 7.0 Std 12.9 
Max 26 Max 30 Max 49 
Min 0 Min 0 Min 0 
PhD Thesis: S. Christie Page: 172 
The Management of Market Risk: Regulation versus Practice 
GBP-FX Chanize an Change 
Mean 8.8 Mean 9.5 Mean 9.7 
Std 4.8 Std 5.4 Std 6.5 
Max 18 Max 19 Max 27 
Min 0 Min 0 Min 0 
LogChange Lo an LogChange 
Mean 8.9 Mean 9.8 Mean 9.7 
Std 4.6 Std 5.4 Std 6.3 
Max 17 Max 19 Max 23 
Min 1 Min 1 Min 0 
GBP-IR Change Chanize Change 
Mean 6.6 Mean 7.0 Mean 6.7 
Std 4.7 Std 5.3 Std 6.3 
Max 18 Max 18 Max 23 
Min 0 Min 0 Min 0 
o an LogChange LogChanee 
Mean 6.6 Mean 7.6 Mean 7.3 
Std 4.6 Std 6.4 Std 8.3 
Max 19 Max 26 Max 32 
Min 0 Min 0 Min 0 
ITL-FX an an Chance 
Mean 9.5 Mean 9.6 Mean 10.0 
Std 5.0 Std 5.3 Std 6.8 
Max 19 Max 19 Max 25 
Min 0 Min 0 Min 0 
Lo&Cbanize o an LogChange 
Mean 9.1 Mean 9.9 Mean 10.5 
Std 5.3 Std 6.0 Std 7.2 
Max 21 Max 22 Max 26 
Min 0 Min 0 Min 0 
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ITL-IR Change Chanite an 
Mean 8.7 Mean 9.1 Mean 9.5 
Std 6.8 Std 8.1 Std 10.7 
Max 28 Max 34 Max 36 
Min 0 Min 0 Min 0 
LoaChgM LoaChanize an 
Mean 8.2 Mean 8.9 Mean 9.8 
Std 6.4 Std 7.4 Std 10.4 
Max 28 Max 32 Max 32 
MinO Min 0 Min 0 
JPY-FX Chanize an Chanize 
Mean 11.2 Mean 11.5 Mean 10.7 
Std 5.5 Std 6.2 Std 7.2 
Max 23 Max 26 Max 25 
Min 0 Min 0 Min 1 
an LoaChanee Lo2Change 
Mean 10.6 Mean 10.7 Mean 9.7 
Std 5.4 Std 6.2 Std 5.9 
Max 21 Max 23 Max 22 
Min 1 Min 1 Min 1 
JPY-IR Change Change Change 
Mean 7.7 Mean 8.1 Mean 8.7 
Std 6.5 Std 6.9 Std 7.8 
Max 24 Max 25 Max 28 
Min 0 Min 0 Min 0 
Lo&Changg an LoaChan e 
Mean 8.2 Mean 8.7 Mean 11.2 
Std 5.3 Std 6.8 Std 9.9 
Max 21 Max 26 Max 38 
Min 0 Min 0 Min 0 
PhD Thesis: S. Christie Page: 174 
The Management of Market Risk: Regulation versus Practice 
MDO-FX Change Chanize Change 
Mean 11.6 Mean 12.9 Mean 16.6 
Std 9.0 Std 11.5 Std 19.3 
Max 41 Max 54 Max 96 
Min 0 Min 0 Min 0 
o an o an Lo2Change 
Mean 11.8 Mean 13.5 Mean 17.0 
Std 9.9 Std 12.9 Std 21.0 
Max 48 Max 62 Max 106 
Mint Mint Min I 
MDO-IR an an Change 
Mean 20.9 Mean 22.0 Mean 30.5 
Std 5.6 Std 5.6 Std 5.7 
Max 29 Max 30 Max 36 
Min 8 Min 9 Min 15 
Lop-Change pan LoaChange 
Mean 18.1 Mean 20.2 Mean 10.1 
Std 3.7 Std 3.4 Std 6.5 
Max 24 Max 25 Max 33 
Min 10 Min 13 Min 19 
PTE-FX Change an Chanee 
Mean 9.7 Mean 10.5 Mean 12.0 
Std 5.6 Std 6.3 Std 7.9 
Max 23 Max 26 Max 28 
Min 0 Min 0 Min 1 
an LogChanee LoQChanee 
Mean 10.4 Mean 11.5 Mean 11.8 
Std 5.5 Std 6.4 Std 7.8 
Max 20 Max 23 Max 29 
Min 1 Min 1 Min 0 
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PTE-IR Chanize Chanize Chanize 
Mean 8.2 Mean 8.4 Mean 7.0 
Std 4.7 Std 4.8 Std 5.4 
Max 21 Max 21 Max 19 
Min 0 Min 0 Min 0 
LogChang o an LogChange 
Mean 7.8 Mean 8.4 Mean 6.3 
Std 4.4 Std 4.6 Std 4.3 
Max 17 Max 19 Max 17 
Min 0 Min 0 Min 0 
SEK-FX Change Change Change 
Mean 9.3 Mean 9.8 Mean 10.3 
Std 6.2 Std 6.3 Std 7.4 
Max 24 Max 25 Max 29 
Min 0 Min 0 Min 0 
LogChange o an an 
Mean 9.2 Mean 9.8 Mean 10.8 
Std 5.7 Std 6.2 Std 8.1 
Max 23 Max 24 Max 32 
Min 1 Min 1 Min 1 
SEK-IR Change Change Change 
Mean 10.4 Mean 11.2 Mean 9.7 
Std 6.9 Std 7.7 Std 8.3 
Max 27 Max 29 Max 26 
Min 0 Min 0 Min 0 
an Lof! Chans! e LogChanee 
Mean 11.2 Mean 11.7 Mean 11.4 
Std 6.3 Std 6.8 Std 7.1 
Max 25 Max 27 Max 26 
Min 0 Min 0 Min 0 
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SGD-FX Change an an 
Mean 12.8 Mean 13.0 Mean 14.3 
Std 7.5 Std 8.0 Std 9.6 
Max 46 Max 49 Max 66 
Min 2 Min 2 Min 0 
Lo an o an an 
Mean 12.1 Mean 12.7 Mean 13.2 
Std 7.7 Std 8.3 Std 10.3 
Max 47 Max 51 Max 73 
Min 2 Min 2 Min 0 
SGD-IR Change Chan an 
Mean 18.3 Mean 19.3 Mean 23.8 
Std 1.8 Std 2.0 Std 4.6 
Max 21 Max 22 Max 29 
Min14 Min14 Min 13 
LogChange LogChange LogChanee 
Mean 22.5 Mean 26.4 Mean 22.5 
Std 2.9 Std 4.0 Std 5.4 
Max 29 Max 34 Max 34 
Min 16 Min 17 Min 12 
USD-IR Change an Chance 
Mean 9.2 Mean 103 Mean 10.4 
Std 6.4 Std 7.3 Std 7.6 
Max 29 Max 31 Max 27 
Min 2 Min 2 Min 2 
LogChange LozC, hange LogChanee 
Mean 9.3 Mean 11.0 Mean 11.9 
Std 7.2 Std 8.4 Std 10.4 
Max 30 Max 31 Max 31 
Mint Mint Min t 
In summary, the following points can be made from these tests: 
f No data series has less than 5 outliers (Green-level regulatory approval test) 
f All data series fail the >9 outlier test indicating that the risk models are operating 
unacceptably (within the regulatory and statistical guideline rules) with the 
exception of DEM (interest rates only), GBP (interest rates only), PTE (interest 
rates only) 
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f The three data series that fall within the 5-9 outlier interval (Amber regulatory 
passes) are marginal 
f Peak levels of outliers are significant ranging from around 18 to 96 
f The volatility of outlier results are significant ranging from around 3 to 21 
f In general, the regulatory moving average risk model produces the worst number 
of outliers. The standard deviation form produces the best (lowest) results 
f There is no significant difference between the Change and LogChange simulation 
implementations of the model. 
Overall, therefore, the results obtained from the outlier analysis highlight that the 
application of current regulatory and variations on the Normal and LogNormal 
models are invalid when applied to the data series under test. This is in support of 
hypothesis 1 and related specific hypotheses (H1,1; H1,2; H1,3). 
7.2.2.2.2 Risk Simulation Outlier Efficiency Results (Lambda=l Odays Change) 
Table 7.9 Risk Outlier Tests (Lambda =10 days) 
Time Series Std Dev Vol EWMAO. 94 Moving Average 
DEM-FX Change an Change 
Mean 8.6 Mean 9.7 Mean 9.8 
Std 6.1 Std 7.5 Std 10.1 
Max 20 Max 22 Max 29 
Min 0 Min 0 Min 0 
Lop-Chanee an LogChange 
Mean 7.7 Mean 9.9 Mean 9.1 
Std 5.9 Std 7.8 Std 8.0 
Max 20 Max 25 Max 25 
Min 0 Min 0 Min 0 
DEM-IR an an Change 
Mean 14.9 Mean 14.9 Mean 11.3 
Std 7.3 Std 7.6 Std 8.6 
Max 32 Max 32 Max 30 
Min 0 Min 0 Min 0 
o an e Log an Lo2Change 
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Mean 17.5 Mean 18.2 Mean 15.0 
Std 7.8 Std 8.4 Std 10.3 
Max 38 Max 40 Max 34 
Min 0 Min 0 Min 0 
FRF-FX Chanize an an 
Mean 8.2 Mean 9.5 Mean 10.6 
Std 6.2 Std 8.1 Std 10.6 
Max 20 Max 25 Max 36 
Min 0 Min 0 Min 0 
Lo an o an o an 
Mean 7.6 Mean 10.2 Mean 9.4 
Std 7.0 Std 9.2 Std 8.4 
Max 24 Max 29 Max 28 
MinO Min 0 Min 0 
FRF-IR Change Change Change 
Mean 8.8 Mean 9.8 Mean 15.6 
Std 10.0 Std 11.8 Std 19.3 
Max 30 Max 33 Max 61 
Min 0 Min 0 Min 0 
Lo Changg LoQCbanee LoaChang 
Mean 8.7 Mean 9.8 Mean 17.3 
Std 9.4 Std 11.1 Std 21.3 
Max 28 Max 33 Max 77 
Min 0 Min 0 Min 0 
GBP-FX Chanize Change Change 
Mean 8.5 Mean 9.9 Mean 9.2 
Std 6.0 Std 6.7 Std 7.0 
Max 22 Max 24 Max 26 
Min 0 Min 0 Min 0 
LoizChanize Lo Change LoQChanee 
Mean 7.8 Mean 9.5 Mean 9.8 
Std 5.7 Std 6.7 Std 7.5 
Max 20 Max 24 Max 25 
Min 0 Min 0 Min 0 
GBP-IR an an Change 
Mean 10.6 Mean 10.6 Mean 11.9 
Std 6.7 Std 8.1 Std 10.2 
Max 25 Max 30 Max 37 
Min 0 Min 0 Min 0 
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L, 
LotiChanee o an o an 
Mean 13.4 Mean 14.7 Mean 13.4 
Std 9.4 Std 11.0 Std 13.4 
Max 39 Max 43 Max 44 
Min 0 Min 0 Min 0 
ITL-FX Change an e Change 
Mean 8.4 Mean 9.6 Mean 11.5 
Std 8.8 Std 9.9 Std 12.9 
Max 30 Max 34 Max 43 
Min 0 Min 0 Min 0 
Lop-Change LoeChanize LogChange 
Mean 8.3 Mean 9.8 Mean 12.2 
Std 8.7 Std 10.7 Std 13.4 
Max 31 Max 37 Max 53 
Min 0 Min 0 Min 0 
ITL-IR Change Change an 
Mean 16.0 Mean 17.2 Mean 18.0 
Std 16.0 Std 18.1 Std 22.5 
Max 59 Max 65 Max 67 
Min 0 Min 0 Min 0 
Lop-Change LoCChange Lop-Change 
Mean 15.5 Mean 17.9 Mean 16.9 
Std 13.1 Std 16.6 Std 20.7 
Max 47 Max 60 Max 63 
Min 0 Min 0 Min 0 
JPY-FX Chanize Change Chanize 
Mean 9.3 Mean 9.9 Mean 12.9 
Std 6.4 Std 7.0 Std 11.9 
Max 22 Max 24 Max 45 
Min 0 Min 0 Min 0 
han on e 
Mean 8.3 Mean 9.0 Mean 10.0 
Std 6.5 Std 6.8 Std 8.5 
Max 22 Max 24 Max 34 
Min 0 Min 0 Min 0 
JPY-IR Change Chanize Change 
Mean 9.7 Mean 10.4 Mean 14.0 
Std 9.5 Std 10.4 Std 14.6 
Max 29 Max 33 Max 51 
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Min 0 Min 0 Min 0 
LogChangee LogChange LoaChanee 
Mean 10.1 Mean 11.0 Mean 16.1 
Std 8.7 Std 9.3 Std 16.3 
Max 32 Max 34 Max 65 
Min 0 Min 0 Min 0 
MDO-FX Change Chance an 
Mean 17.4 Mean 17.5 Mean 22.7 
Std 16.4 Std 18.2 Std 28.1 
Max 71 Max 77 Max 127 
Min 0 Min 0 Min 0 
o an o an an 
Mean 17.8 Mean 17.8 Mean 22.7 
Std 17.4 Std 19.1 Std 29.5 
Max 78 Max 83 Max 138 
Min 0 Min 0 Min 0 
MDO-IR Chanize an Change 
Mean 21.4 Mean 23.6 Mean 49.0 
Std 6.1 Std 6.9 Std 12.6 
Max 34 Max 38 Max 68 
Min 14 Min 17 Min 24 
o an LoaChanee LoaChange 
Mean 16.3 Mean 19.8 Mean 35.7 
Std 2.2 Std 2.4 Std 5.3 
Max 20 Max 23 Max 44 
Min 12 Min 15 Min 25 
PTE-FX Change Chanize Chance 
Mean 9.5 Mean 10.9 Mean 11.4 
Std 8.4 Std 9.0 Std 12.5 
Max 33 Max 34 Max 50 
Min 0 Min 0 Min 0 
ian on LogChange 
Mean 9.7 Mean 10.9 Mean 11.0 
Std 8.3 Std 9.0 Std 11.3 
Max 31 Max 34 Max 46 
Min 0 Min 0 Min 0 
pTE Chanize Change Chance 
Mean 11.4 Mean 12.7 Mean 11.2 
Std 8.9 Std 11.2 Std 13.3 
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Max 39 Max 49 Max 63 
Min 0 Min 0 Min 0 
o an e Lop-Change Lop-Change 
Mean 12.0 Mean 13.2 Mean 13.9 
Std 10.6 Std 11.6 Std 14.9 
Max 37 Max 39 Max 52 
Min 0 Min 0 Min 0 
SEK-FX Change Change an 
Mean 9.6 Mean 11.0 Mean 13.5 
Std 8.0 Std 9.6 Std 14.8 
Max 27 Max 32 Max 52 
Min 0 Min 0 Min 0 
LoeChange o an an 
Mean 9.7 Mean 10.7 Mean 12.8 
Std 8.4 Std 9.7 Std 13.5 
Max 29 Max 34 Max 50 
Min 0 Min 0 Min 0 
SEK-IR an Chantre Change 
Mean 13.2 Mean 15.0 Mean 15.6 
Std 9.1 Std 10.2 Std 15.3 
Max 35 Max 37 Max 59 
Min 0 Min 0 Min 0 
LoizChanae an LoEChange 
Mean 15.0 Mean 17.1 Mean 17.8 
Std 9.4 Std 9.6 Std 11.8 
Max 36 Max 34 Max 40 
Min 0 Min 0 Min 0 
SGD-FX Change Chanize Change 
Mean 13.0 Mean 15.7 Mean 16.5 
Std 11.0 Std 13.4 Std 16.7 
Max 48 Max 63 Max 87 
Min 0 Min 0 Min 0 
LoSChange LogChange LoEChanee 
Mean 12.5 Mean 14.7 Mean 15.9 
Std 11.0 Std 13.1 Std 17.1 
Max 56 Max 67 Max 95 
Min 0 Min 0 Min 0 
SGD-IR Change C tinge Change 
Mean 31.2 Mean 34.2 Mean 51.3 
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Std 2.5 Std 3.4 Std 7.2 
Max 35 Max 40 Max 62 
Min 26 Min 26 Min 35 
LoeChanee LogChang an 
Mean 26.2 Mean 27.4 Mean 31.4 
Std 3.3 Std 3.8 Std 4.9 
Max 30 Max 32 Max 39 
Min 19 Min 18 Min 20 
USD-IR an Chanize an 
Mean 13.0 Mean 12.2 Mean 11.9 
Std 7.4 Std 67.4 Std 11.6 
Max 29 Max 29 Max 39 
Min 0 Min 0 Min 0 
LoaChange an an 
Mean 12.5 Mean 12.4 Mean 14.4 
Std 6.9 Std 6.3 Std 14.9 
Max 28 Max 29 Max 53 
Min 0 Min 0 Min 0 
In summary, the following points can be made from these tests: 
f No data series has less than 5 outliers (Green-level regulatory approval test) 
f All data series fail the >9 outlier test indicating that the risk models are operating 
unacceptably (within the regulatory and statistical guideline rules) 
f Peak levels of outliers are significant ranging from around 20 to 95 
f The volatility of outlier results are significant ranging from around 2 to 28 
f In general, the regulatory moving average risk model produces the worst number 
of outliers. The standard deviation form produces the best (lowest) results 
f There is no significant difference between the Change and LogChange simulation 
implementations of the model. 
Overall, therefore, the results obtained from the outlier analysis highlight that the 
application of current regulatory and variations on the Normal and LogNormal 
models are invalid when applied to the data series under test. This is in support of 
hypothesis 1 and related specific hypotheses (H1,1; H1,2; H1,3). 
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7.2.3 Distributional Analysis - Other Distributional Parametric Forms 
Detailed simulations as reported for the Normal distribution above were completed 
for the Weibull, Exponential, Gamma, and Jump-Diffusion distributions (for both 
change and log change data series). Mean risk efficiency ratio and mean outlier results 
of these simulations have been extracted to highlight the key findings of these 
simulations. Detailed results can be found in appendices Ref: XXI-XXX (presented to 
lead supervisor only), although all key summary findings are outlined below. 
7.2.3.1 Distributional Results for Lambda =1 day Change 
f Table 7.10 Distributional Tests (Lambda -1 day) 
Time Series Std Dev Vol EWMA0.94 Moving Average 
DEM-FX Sie Change Change 
Weibull Weibull Weibull 
- RER 1792 - RER 1126 - RER 767 
- Outliers 152 - Outliers 151 - Outliers 122 
Exponential Exponential Exponential 
- RER 0.2 - RER 0.2 - RER 0.2 
- Outliers 0 - Outliers 0 - Outliers 0 
Gamma Gamma Gamma 
- RER 0.6 - RER 0.6 - RER 0.6 
- Outliers 0 - Outliers 0 - Outliers 0 
Jump-Diffusion Jump-Diffus ion Jump-Diffus ion 
- RER 0.3 - RER 0.3 - RER 0.3 
- Outliers 8.8 - Outliers 8.5 - Outliers 8.5 
Log Change Log Change Log Change 
Weibull Weibull Weibull 
- RER 1.5 - RER 1.4 - RER 1.2 
- Outliers 121 - Outliers 129 - Outliers 129 
Exponential Exponential Exponential 
- RER 0.2 - RER 0.2 - RER 0.2 
- Outliers 0 - Outliers 0 - Outliers 0 
PhD Thesis: S. Christie Page: 184 
The Management of Market Risk Regulation versus Practice 
Gamma Gamma Gamma 
- RER 0.8 - RER 0.8 - RER 0.8 
- Outliers 7.3 - Outliers 8.2 - Outliers 6.8 
Jump-Diffusion Jump-Diffusion Jump-Diffus ion 
- RER 0 - RER 0 - RER 0 
- Outliers 0 - Outliers 0 - Outliers 0 
DEM-IR 
Wcibull Weibull Weibull 
- RER 30018 - RER 21401 - RER 13828 
- Outliers 193 - Outliers 189 - Outliers 136 
Exponential Exponential Exponential 
- RER 0.2 - RER 0.2 " RER 0.2 
- Outliers 0 - Outliers 0 - Outliers 0 
Gamma Gamma Gamma 
- RER 0.8 - RER 0.7 - RER 0.7 
- Outliers 0 - Outliers 0 - Outliers 0 
Jump-Diffus ion Jump-Diffus ion Jump-Diffusion 
-RER 0.1 -RER 0.1 -RER 0.1 
- Outliers 3.6 - Outliers 3.6 - Outliers 3.3 
Log Change Lo Change Log Change 
Weibull Weibull Weibull 
- RER 3.0 - RER 2.8 - RER 2.6 
- Outliers 124 - Outliers 158 - Outliers 250 
Exponential Exponential Exponential 
- RER 0.2 - RER 0.2 - RER 0.2 
- Outliers 0 - Outliers 0 - Outliers 0 
Gamma Gamma Gamma 
- RER 0.8 - RER 0.8 - RER 0.8 
- Outliers 3.0 - Outliers 3.2 - Outliers 2.7 
Jump-Diffusion Jump-Diffusion Jump-Diffusion 
" RER 0 - RER 0 - RER 0 
- Outliers 0 - Outliers 0 - Outliers 0 
FRF-FX an Chani! e Change 
Weibull Weibull Weibull 
- RER 496 - RER 335 - RER 219 
- Outliers 152 - Outliers 151 - Outliers 128 
Exponential Exponential Exponential 
- RER 0.2 - RER 0.2 - RER 0.2 
" Outliers 0 - Outliers 0 - Outliers 0 
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FRF-IR 
Gamma 
- RER 0.6 
- Outliers 0 
Jump-Diffusion 
- RER 0.3 
- Outliers 8.8 
Log Change 
Weibull 
-RER 1.4 
- Outliers 121 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 8.2 
Jump-Diffusion 
-RER 0 
- Outliers 0 
Chanize 
Weibull 
- RER 1.7e5 
- Outliers 194 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 0.7 
- Outliers 0 
Jump-Diffusion 
-RER 0.2 
- Outliers 3.4 
Log Change 
Weibull 
- RER 6.2 
- Outliers 134 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.6 
- Outliers 0 
Jump-Diffusion 
- RER 0.3 
- Outliers 9.3 
Loe Change 
Weibull 
- RER 1.4 
- Outliers 130 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 10.2 
Jump-Diffusion 
-RER 0 
- Outliers 0 
Change 
Weibull 
- RER 1.4e5 
- Outliers 188 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 0.7 
- Outliers 0 
Jump-Diffusion 
- RER 0.2 
- Outliers 3.4 
Lo Change 
Weibull 
-RER 5.9 
- Outliers 138 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 0.6 
- Outliers 0 
Jump-Diffusion 
- RER 0.3 
- Outliers 7.1 
Lot! Change 
Weibull 
-RER 1.2 
- Outliers 126 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 7.6 
Jump-Diffusion 
- RER 0 
- Outliers 0 
Change 
Weibull 
- RER 83978 
- Outliers 131 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.6 
- Outliers 0 
Jump-Diffusion 
-RER 0.2 
- Outliers 2.9 
Log an 
Weibull 
-RER 4.7 
- Outliers 175 
Exponential 
- RER 0.2 
- Outliers 0 
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GBP-FX 
GBP-IR 
Gamma 
-RER 0.8 
- Outliers 3.7 
Jump-Diffusion 
-RER 0 
- Outliers 0 
an 
Weibull 
- RER 3340 
- Outliers 190 
Exponential 
-RER 0.2 
- Outliers 0 
Ganuna 
- RER 0.6 
- Outliers 0 
Jump-Diffusion 
-RER 0.3 
- Outliers 8.8 
Log Change 
Weibull 
- RER 2.2 
- Outliers 164 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 5.8 
Jump-Diffusion 
- RER 0 
- Outliers 0 
Chanize 
Weibull 
- RER 5.3e5 
- Outliers 246 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 0.8 
- Outliers 4.2 
Jump-Diffusion 
- RER 0 
- Outliers 0 
Chance 
Weibull 
- RER 1768 
- Outliers 185 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.6 
- Outliers 0 
Jump-Diffus ion 
-RER 0.3 
" Outliers 9.8 
Log Change 
Weibull 
- RER 2.2 
- Outliers 178 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 6.7 
Jump-Diffusion 
- RER 0 
- Outliers 0 
Change 
Weibull 
- RER 4.1 e5 
- Outliers 244 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.8 
- Outliers 3.4 
Jump-Diffus ion 
-RER 0 
- Outliers 0 
Change 
Weibull 
- RER 1409 
- Outliers 134 
Exponential 
- RER 
- Outliers 
Gamma 
-RER 
- Outliers 
Jump-Diffusion 
- RER 
- Outliers 
Log Change 
Weibull 
-RER 
- Outliers 
Exponential 
- RER 
- Outliers 
Gamma 
- RER 
- Outliers 
Jump-Diffusion 
- RER 
- Outliers 
0.2 
0 
0.6 
0 
0.3 
12.9 
2.3 
238 
0.2 
0 
0.8 
7.2 
0 
0 
Chan2e 
Weibull 
- RER 3.5e5 
- Outliers 232 
Exponential 
- RER 0.2 
- Outliers 0 
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ITL-FX 
Gamma 
-RER 0.9 
- Outliers 0 
Jump-Diffusion 
-RER 0.2 
- Outliers 7.9 
Log Change 
Weibull 
- RER 19.4 
- Outliers 248 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
- RER 0.9 
- Outliers 5.5 
Jump-Diffusion 
-RER 0 
- Outliers 0 
Chance 
Weibull 
-RER 6.9 
- Outliers 204 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.7 
- Outliers 0 
Jump-Diffusion 
- RER 0.3 
- Outliers 9.7 
Log Change 
Weibull 
-RER 1.8 
- Outliers 158 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.9 
- Outliers 0 
Jump-Diffusion 
- RER 0.2 
- Outliers 8.6 
Loa Change 
Weibull 
- RER 17.9 
- Outliers 247 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 0.9 
- Outliers 6.0 
Jump-Diffusion 
-RER 0 
- Outliers 0 
Chanize 
Weibull 
-RER 6.3 
- Outliers 202 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.7 
- Outliers 0 
Jump-Diffusion 
- RER 0.3 
- Outliers 8.6 
Lo Change 
Weibull 
-RER 1.8 
- Outliers 161 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.8 
- Outliers 0 
Jump-Diffusion 
- RER 0.1 
- Outliers 5.8 
Log Change 
Weibull 
- RER 13.5 
- Outliers 246 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
- RER 0.9 
- Outliers 2.6 
Jump-Diffusion 
-RER 0 
- Outliers 0 
Change 
Weibull 
- RER 4.5 
- Outliers 160 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 0.7 
- Outliers 0 
Jump-Diffusion 
-RER 0.3 
- Outliers 9.0 
Log Change 
Weibull 
- RER 1.5 
- Outliers 143 
Exponential 
- RER 0.2 
- Outliers 0 
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ITL-IR 
7PY-FX 
Gamma 
- RER 0.8 
- Outliers 8.3 
Jump-Diffusion 
- RER 0.1 
- Outliers 0 
Chan e 
Weibull 
- RER 1.9e5 
- Outliers 212 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 0.7 
- Outliers 0 
Jump-Diffusion 
-RER 0.2 
- Outliers 5.1 
Log Change 
Weibull 
- RER 8.7 
- Outliers 250 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 5.1 
Jump-Diffusion 
-RER 0 
- Outliers 0 
an 
Weibull 
-RER 81 
- Outliers 156 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 8.5 
Jump-Diffusion 
-RER 0.1 
- Outliers 0 
Chan 
Weibull 
- RER 1.3e5 
- Outliers 207 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.7 
- Outliers 0 
Jump-Diffusion 
- RER 0.2 
- Outliers 4.8 
Log Change 
Weibull 
- RER 8.7 
- Outliers 250 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 0.8 
- Outliers 4.8 
Jump-Diffusion 
- RER 0 
- Outliers 0 
an 
Weibull 
- RER 65 
- Outliers 155 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.8 
- Outliers 8.7 
Jump-Diffusion 
-RER 0.1 
- Outliers 0 
Change 
Weibull 
- RER 1.0e5 
- Outliers 152 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.7 
- Outliers 0 
Jump-Diffusion 
- RER 0.2 
- Outliers 1.9 
Log Change 
Weibull 
- RER 9.0 
- Outliers 250 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 1.9 
Jump-Diffusion 
-RER 0 
- Outliers 0 
Change 
Weibull 
- RER 39 
- Outliers 139 
Exponential 
- RER 0.2 
- Outliers 0 
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JPY-IR 
Gamma 
- RER 0.6 
- Outliers 0 
Jump-Diffusion 
- RER 0.3 
- Outliers 10.7 
Log Change 
Weibull 
-RER 1.6 
- Outliers 119 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 9.8 
Jump-Diffusion 
-RER 0 
- Outliers 0 
Chan e 
Weibull 
- RER 50269 
- Outliers 194 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
- RER 0.6 
- Outliers 0 
Jump-Diffusion 
- RER 0.2 
- Outliers 3.8 
Log Change 
Weibull 
- RER 3.4 
- Outliers 117 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.6 
- Outliers 0 
Jump-Diffusion 
-RER 0.3 
- Outliers 11.2 
Log Change 
Weibull 
- RER 1.6 
- Outliers 123 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 10.3 
Jump-Diffusion 
-RER 0 
- Outliers 0 
Chanize 
Weibull 
- RER 44094 
- Outliers 189 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.6 
- Outliers 0 
Jump-Diffusion 
- RER 0.2 
- Outliers 4.0 
Log Change 
Weibull 
- RER 3.1 
- Outliers 122 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
- RER 0.6 
- Outliers 0 
Jump-Diffusion 
-RER 0.3 
- Outliers 7.1 
Log Change 
Weibull 
-RER 1.3 
- Outliers 113 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 0.8 
- Outliers 6.3 
Jump-Diffusion 
- RER 0 
- Outliers 0 
Chanize 
Weibull 
- RER 20935 
- Outliers 131 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.6 
- Outliers 0 
Jump-Diffusion 
- RER 0.2 
- Outliers 3.2 
Log Change 
Weibull 
-RER 2.3 
- Outliers 131 
Exponential 
-RER 0.2 
- Outliers 0 
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Gamma 
-RER 0.7 
- Outliers 2.6 
Jump-Diffusion 
- RER 0 
- Outliers 0 
MDO-FX 
MDO-IR 
Change 
Weibull 
- RER 1.5 
- Outliers 248 
Exponential 
-RER 0.3 
- Outliers 1.8 
Gamma 
-RER 1.4 
- Outliers 234 
Jump-Diffusion 
- RER 0.3 
- Outliers 16 
Log Change 
Weibull 
-RER 7.5 
- Outliers 250 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 1.0 
- Outliers 24 
Jump-Diffusion 
- RER 90 
- Outliers 234 
Change 
Weibull 
- RER 32 
- Outliers 250 
Exponential 
- RER 0.3 
- Outliers 0.6 
Gamma 
-RER 0.7 
- Outliers 2.9 
Jump-Diffusion 
-RER 0 
- Outliers 0 
Chan e 
Weibull 
- RER 1.5 
- Outliers 249 
Exponential 
-RER 0.3 
- Outliers 1.8 
Gamma 
-RER 1.4 
- Outliers 234 
Jump-Diffusion 
- R. ER 0.3 
- Outliers 18 
Log Change 
Weibull 
- RER 7.5 
- Outliers 250 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 1.0 
- Outliers 32 
Jump-Diffusion 
- RER 97 
- Outliers 234 
Chanize 
Weibull 
- RER 32 
- Outliers 250 
Exponential 
-RER 0.3 
- Outliers 0.6 
Gamma 
- RER 
- Outliers 
Jump-Diffusion 
- RER 
- Outliers 
an 
Weibull 
- RER 
- Outliers 
Exponential 
"RER 
- Outliers 
Gamma 
- RER 
- Outliers 
Jump-Diffusion 
- RER 
- Outliers 
Log Chance 
Weibull 
- RER 
- Outliers 
Exponential 
- RER 
- Outliers 
Gamma 
- RER 
- Outliers 
Jump-Diffusion 
- RER 
" Outliers 
Chance 
Weibull 
-RER 
- Outliers 
Exponential 
- RER 
- Outliers 
0.7 
3.4 
0 
0 
1.5 
250 
0.3 
1.8 
1.4 
234 
0.4 
23 
7.6 
250 
0.2 
0 
1.0 
43 
123 
234 
32 
250 
0.3 
0.6 
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PTE-FX 
Gamma 
-RER 1.2 
- Outliers 169 
Jump-Diffusion 
-RER 0.3 
- Outliers 19 
Log Change 
Weibull 
- RER 46 
- Outliers 206 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.8 
- Outliers 12.6 
Jump-Diffusion 
-RER 4.0 
- Outliers 174 
an e 
Weibull 
- RER 1.3 
- Outliers 214 
Exponential 
- RER 0.3 
- Outliers 0 
Gamma 
-RER 1.3 
- Outliers 207 
Jump-Diffusion 
-RER 0.3 
- Outliers 7.8 
Log Change 
Weibull 
-RER 1.8 
- Outliers 147 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 1.2 
- Outliers 171 
Jump-Diffusion 
- RER 0.4 
- Outliers 20 
Lo Change 
Weibull 
- RER 45 
- Outliers 216 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 0.8 
- Outliers 16.1 
Jump-Diffusion 
-RER 4.3 
- Outliers 175 
Change 
Weibull 
-RER 1.3 
- Outliers 217 
Exponential 
-RER 0.3 
- Outliers 0 
Gamma 
-RER 1.3 
- Outliers 205 
Jump-Diffusion 
- RER 0.4 
- Outliers 9.9 
Log Change 
Weibull 
- RER 1.7 
- Outliers 154 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 1.3 
- Outliers 187 
Jump-Diffusion 
-RER 0.5 
- Outliers 29 
Log Change 
Weibull 
- RER 47 
- Outliers 250 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.9 
- Outliers 24.2 
Jump-Diffusion 
-RER 5.5 
- Outliers 188 
anee 
Weibull 
- RER 1.3 
- Outliers 216 
Exponential 
- RER 0.3 
- Outliers 0 
Gamma 
-RER 1.3 
- Outliers 201 
Jump-Diffusion 
-RER 0.5 
- Outliers 7.5 
Log Change 
Weibull 
-RER 1.4 
- Outliers 136 
Exponential 
- RER 0.2 
- Outliers 0 
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PTE-IR 
FSEK-FX 
Gamma 
- RER 0.8 
- Outliers 5.8 
Jump-Diffusion 
- RER 5.3 
- Outliers 209 
Change 
Weibull 
- RER 4808 
- Outliers 250 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.9 
- Outliers 0 
Jump-Diffusion 
- RER 0.2 
- Outliers 6.8 
Log Change 
Weibull 
- RER 31 
- Outliers 250 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.9 
- Outliers 7.9 
Jump-Diffusion 
-RER 0 
- Outliers 0 
Chanize 
Weibull 
- RER 1.4 
- Outliers 238 
Exponential 
- RER 0.3 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 7.2 
Jump-Diffusion 
-RER 5.3 
- Outliers 208 
Change 
Weibull 
- RER 4123 
- Outliers 250 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.9 
- Outliers 0 
Jump-Diffusion 
-RER 0.2 
- Outliers 6.9 
Log Change 
Weibull 
- RER 31 
- Outliers 250 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.9 
- Outliers 7.4 
Jump-Diffusion 
-RER 0 
- Outliers 0 
Change 
Weibull 
- RER 1.4 
- Outliers 238 
Exponential 
-RER 0.3 
- Outliers 0 
Gamma 
-RER 0.8 
- Outliers 7.6 
Jump-Diffusion 
- RER 5.2 
- Outliers 203 
Change 
Weibull 
- RER 3263 
- Outliers 250 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
- RER 0.9 
- Outliers 0 
Jump-Diffusion 
- RER 0.1 
- Outliers 3.1 
Log Change 
Weibull 
- RER 31 
- Outliers 250 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
- RER 0.9 
- Outliers 4.3 
Jump-Diffusion 
- RER 0 
- Outliers 0 
Change 
Weibull 
-RER 1.4 
- Outliers 238 
Exponential 
-RER 0.3 
- Outliers 0 
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SEK-IR 
Gamma 
-RER 1.4 
- Outliers 238 
Jump-Diffusion 
-RER 0.2 
- Outliers 0 
Log Change 
Weibull 
-RER 1.4 
- Outliers 86 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 6.1 
Jump-Diffusion 
- RER 121 
- Outliers 237 
Change 
Weibull 
- RER 
- Outliers 43 
Exponential 
-RER 0.2 
- Outliers 1.1 
Gamma 
- RER 
- Outliers 25 
Jump-Diffusion 
- RER 
- Outliers 10.8 
Log Change 
Weibull 
-RER 2.9 
- Outliers 110 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 1.4 
- Outliers 238 
Jump-Diffusion 
-RER 0.2 
- Outliers 0 
Log Change 
Weibull 
- RER 1.3 
- Outliers 91 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.8 
- Outliers 6.1 
Jump-Diffusion 
-RER 121 
- Outliers 237 
Change 
Weibull 
- RER 
- Outliers 47 
Exponential 
- RER 0.2 
- Outliers 1.1 
Gamma 
-RER 
- Outliers 25 
Jump-Diffusion 
- RER 
- Outliers 10.3 
Loge 
Weibull 
- RER 2.9 
- Outliers 124 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 1.4 
- Outliers 238 
Jump-Diffusion 
- RER 0.2 
- Outliers 0 
Log Change 
Weibull 
- RER 1.1 
- Outliers 80 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 5.3 
Jump-Diffusion 
- RER 120 
- Outliers 237 
Chance 
Weibull 
-RER 
- Outliers 27 
Exponential 
-RER 0.2 
- Outliers 1.1 
Gamma 
-RER 
- Outliers 25 
Jump-Diffusion 
-RER 
- Outliers 10.3 
Log Change 
Weibull 
-RER 3.0 
- Outliers 205 
Exponential 
- RER 0.2 
- Outliers 0 
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SGD-FX 
SGD-IR 
Gamma 
-RER 
- Outliers 10.8 
Jump-Diffusion 
- RER 
- Outliers 25 
Chance 
Weibull 
-RER 1.2 
- Outliers 250 
Exponential 
-RER 0.3 
- Outliers 0 
Gamma 
-RER 1.2 
- Outliers 220 
Jump-Diffusion 
- RER 0.3 
- Outliers 11.6 
Log Change 
Weibull 
-RER 3.2 
- Outliers 250 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.9 
- Outliers 16 
Jump-Diffusion 
- RER 46 
- Outliers 221 
Chan Re 
Weibull 
- RER 36.2 
- Outliers 250 
Exponential 
-RER 0.6 
- Outliers 36 
Gamma 
- RER 
- Outliers 10.3 
Jump-Diffusion 
-RER 
- Outliers 25 
Change 
Weibull 
-RER 1.2 
- Outliers 250 
Exponential 
-RER 0.3 
- Outliers 0 
Gamma 
-RER 1.2 
- Outliers 220 
Jump-Diffusion 
- RER 0.3 
- Outliers 12.4 
Log Change 
Weibull 
- RER 3.3 
- Outliers 250 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 0.9 
- Outliers 16 
Jump-Diffusion 
- RER 47 
- Outliers 221 
Change 
Weibull 
- RER 35.5 
- Outliers 250 
Exponential 
- RER 0.6 
- Outliers 36 
Gamma 
- RER 
- Outliers 12.3 
Jump-Diffusion 
-RER 
- Outliers 25 
Chance 
Weibull 
- RER 1.2 
- Outliers 250 
Exponential 
-RER 0.3 
- Outliers 0 
Gamma 
-RER 1.2 
- Outliers 220 
Jump-Diffusion 
-RER 0.4 
- Outliers 13.0 
Log Change 
Weibull 
- RER 3.4 
- Outliers 250 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 0.9 
- Outliers 16 
Jump-Diffusion 
- RER 53 
- Outliers 221 
Change 
Weibull 
- RER 36.4 
- Outliers 250 
Exponential 
- RER 0.6 
- Outliers 36 
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Gamma 
-RER 2.2 
- Outliers 197 
Jump-Diffusion 
-RER 0.4 
- Outliers 21 
Log Change 
Weibull 
-RER 89 
- Outliers 250 
USD-IR 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 0.8 
- Outliers 20 
Jump-Diffusion 
- RER 13.5 
- Outliers 197 
an e 
Weibull 
-RER 1.4 
- Outliers 158 
Exponential 
- RER 0.3 
- Outliers 1.5 
Gamma 
- RER 1.36 
- Outliers 150 
Jump-Diffusion 
- RER 0.3 
- Outliers 17.1 
LozChange 
Weibull 
- RER 3.1 
- Outliers 160 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 2.3 
- Outliers 197 
Jump-Diffus ion 
- RER 0.5 
- Outliers 21 
Loa Chanize 
Weibull 
- RER 92 
- Outliers 250 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 27 
Jump-Diffusion 
- RER 15.2 
- Outliers 197 
Change 
Weibull 
- RER 1.4 
- Outliers 158 
Exponential 
- RER 0.3 
- Outliers 1.5 
Gamma 
- RER 1.36 
- Outliers 150 
Jump-Diffusion 
- RER 0.3 
- Outliers 17.6 
Log Change 
Weibull 
-RER 3.1 
- Outliers 172 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 
- Outliers 
Jump-Diffusior 
- RER 
- Outliers 
Log Change 
Weibull 
- RER 
- Outliers 
Exponential 
- RER 
- Outliers 
Gamma 
-RER 
- Outliers 
Jump-Diffusion 
-RER 
- Outliers 
an 
Weibull 
-RER 
- Outliers 
Exponential 
- RER 
- Outliers 
Gamma 
-RER 
- Outliers 
Jump-Diffusion 
-RER 
- Outliers 
Log Change 
Weibull 
- RER 
- Outliers 
Exponential 
-RER 
- Outliers 
2.4 
197 
0.6 
31 
103 
250 
0.2 
0 
0.9 
37 
21.0 
197 
1.4 
157 
0.3 
1.5 
1.36 
150 
0.3 
15.0 
3.3 
231 
0.2 
0 
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Gamma Gamma Gamma 
- RER 0.8 - RER 0.8 - RER 0.8 
- Outliers 12.3 - Outliers 14.4 - Outliers 13.9 
Jump-Diffusion Jump-Diffu sion Jump-Diffusion 
- RER 4.8 - RER 4.9 - RER 4.9 
- Outliers 150 - Outliers 150 - Outliers 157 
In summary, the following points can be made from these tests: 
f All data series fail the Weibull tests with unacceptable risk efficiency ratio results 
(up to 190000 times estimated) and outlier results (ranging from 120 - 250) 
f All data series amass the Exponential tests although the risk efficiency ratio results 
(around 20%) and 0 outliers highlight that the model significantly overestimates 
the risk profile (and is therefore considered invalid) 
f Most data series Vass the Gamma tests although the risk efficiency ratio results 
(around 60%) and 0 outliers highlight that the model overestimates the risk 
profile. LogGamma results have higher numbers of outliers which can cause the 
test to fail. In addition, markets with high volatility levels (for example, MDO) 
fail the Gamma tests significantly (>169 outliers) 
f There is significant variance in the application of Jump-Diffusion models. In all 
cases, the use of LogChange Jump-Diffusion fails. Change Jump-Diffusion 
models tend to fail the outlier tests (up to 13 observed) with risk efficiency ratios 
around 30% 
f In line with the Normal distribution tests, regulatory guideline moving average 
forms tends to produce the worst results (highest number of outliers) and the 
standard deviation model produces the best results. 
Overall, therefore, the results obtained from the distributional tests highlight that only 
the Exponential distribution produces consistent pass results although this model 
tends to overestimate the risk significantly (and is therefore considered invalid). The 
use of Jump-Diffusion models in line with similar approaches applied elsewhere in 
finance is not validated by this analysis. The use of these distributions to support 
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hypothesis H2,1 would therefore be invalid, although the findings above support 
hypothesis H2,2. 
7.2.3.2 Distributional Results for Lambda = 10 days Change 
Table 7.11 Distributional Tests (Lambda = 10 days) 
Time Series Std Dev Vol EWMAO. 94 Moving Average 
DEM-FX 
I DEM-IR 
an e 
Weibull 
- RER 2664 
- Outliers 154 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.6 
- Outliers 0 
Jump-Diffus ion 
- RER 0.4 
- Outliers 15.1 
Log Change 
Weibull 
- RER 1.6 
- Outliers 80 
Exponential 
- RER 0.3 
- Outliers 0 
Gamma 
- RER 0.7 
- Outliers 8.7 
Jump-Diffusion 
-RER 0 
- Outliers 0 
an e 
Weibull 
- RER 48973 
- Outliers 223 
Exponential 
-RER 0.2 
Chan 2e 
Weibull 
- RER 1574 
- Outliers 151 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.6 
- Outliers 0 
Jump-Diffusion 
- RER 0.4 
- Outliers 14.1 
Log Change 
Weibull 
-RER 1.4 
- Outliers 91 
Exponential 
- RER 0.3 
- Outliers 0 
Gamma 
- RER 0.7 
- Outliers 9.0 
Jump-Diffusion 
-RER 0 
- Outliers 0 
Chanize 
Weibull 
- RER 39374 
- Outliers 220 
Exponential 
- RER 0.2 
an 
Weibull 
-RER 
- Outliers 
Exponential 
- RER 
- Outliers 
Gamma 
-RER 
- Outliers 
Jump-Diffusion 
- RER 
- Outliers 
Log Change 
Weibull 
-RER 
- Outliers 
1100 
III 
0.2 
0 
0.5 
0 
0.3 
6.2 
1.0 
102 
Exponential 
- RER 
- Outliers 
Gamma 
- RER 
- Outliers 
Jump-Diffusion 
-RER 
- Outliers 
Change 
Weibull 
- RER 2 
- Outliers 
0.3 
0 
0.7 
2.8 
0 
0 
. 6802 
170 
Exponential 
- RER 0.2 
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- Outliers 0- Outliers 0- Outliers 0 
Gamma Gamma Gamma 
- RER 0.7 - RER 0.7 - RER 0.6 
- Outliers 0 - Outliers 0 - Outliers 0 
Jump-Diffusion Jump-Diffus ion Jump-Diffusion 
- RER 0.3 - RER 0.3 - RER 0.3 
- Outliers 22.5 - Outliers 22.8 - Outliers 13.6 
Log Change Log an Log Change 
Weibull Weibull Weibull 
- RER 1.9 - RER 1.6 - RER 0.9 
- Outliers 49 - Outliers 48 - Outliers 33 
Exponential Exponential Exponential 
- RER 0.3 - RER 0.3 - RER 03 
- Outliers 0 - Outliers 0 - Outliers 0 
Gamma Gamma Gamma 
- RER 0.7 - RER 0.7 - RER 0.7 
- Outliers 14.0 - Outliers 14.0 - Outliers 9.4 
Jump-Diffusion Jump-Diffus ion Jump-Diffusion 
- RER 0 - RER 0 - RER 0 
- Outliers 0 - Outliers 0 - Outliers 0 
FRF-FX Chanize Change Change 
Weibull Weibull Weibull 
- RER 688 - RER 438 - RER 294 
- Outliers 151 - Outliers 151 - Outliers 114 
Exponential Exponential Exponential 
- RER 0.2 - RER 0.2 - RER 0.2 
- Outliers 0 - Outliers 0 - Outliers 0 
Gamma Gamma Gamma 
- RER 0.6 - RER 0.6 - RER 0.6 
- Outliers 0 - Outliers 0 - Outliers 0 
Jump-Diffusion Jump-Diffusion Jump-Diffusion 
- RER 0.4 - RER 0.4 - RER 0.3 
- Outliers 15.9 - Outliers 15.0 - Outliers 8.2 
Log Change Log Change Log Change 
Weibull Weibull Weibull 
- RER 1.2 - RER 1.1 - RER 0.9 
- Outliers 63 - Outliers 75 - Outliers 83 
Exponential Exponential Exponential 
_ RER 0.3 - RER 0.3 - RER 0.3 
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- Outliers 0 
Gamma 
- RER 0.7 
- Outliers 7.7 
Jump-Diffusion 
- RER 0 
- Outliers 0 
- Outliers 0 
Gamma 
- RER 0.7 
- Outliers 8.7 
Jump-Diffusion 
- RER 0 
- Outliers 0 
- Outliers 
Gamma 
- RER 
- Outliers 
Jump-Diffus 
- RER 
- Outliers 
0 
0.7 
2.8 
ion 
0 
0 
FRF-IR Chan Re Change an 
Weibull Weibull Weibull 
- RER 1.3e5 - RER 57284 - RER 31314 
- Outliers 123 - Outliers 119 - Outliers 99 
Exponential Exponential Exponential 
- RER 0.2 - RER 0.2 - RER 0.2 
- Outliers 0 - Outliers 0 - Outliers 0 
Gamma Gamma Gamma 
- RER 0.6 - RER 0.6 - RER 0.5 
- Outliers 0 - Outliers 0 - Outliers 0 
Jump-Diffusion Jump-Diffus ion Jump-Diffus ion 
- RER 0.2 - RER 0.2 - RER 0.2 
- Outliers 3.3 - Outliers 2.9 - Outliers 1.0 
Log Change Log Change Log Change 
Weibull Weibull Weibull 
- RER 5.8 - RER 5.1 - RER 2.3 
- Outliers 103 - Outliers 101 - Outliers 62 
Exponential Exponential Exponential 
- RER 0.3 - RER 0.3 - RER 0.3 
- Outliers 0 - Outliers 0 - Outliers 0 
Gamma Gamma Gaauna 
- RER 0.7 - RER 0.7 - RER 0.7 
- Outliers 2.5 - Outliers 2.5 - Outliers 1.0 
Jump-Diffusion Jump-Diffus ion Jump-Diffus ion 
- RER 0 - RER 0 - RER 0 
- Outliers 0 - Outliers 0 - Outliers 0 
GBP-FX Chantze an 
Change 
Weibull Weibull Weibull 
- RER 3123 - RER 2983 - RER 2395 
- Outliers 229 - Outliers 232 - Outliers 250 
Exponential Exponential Exponential 
_ RER 0.2 - RER 0.2 - RER 0.2 
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- Outliers 0 - Outliers 0 - Outliers 0 
Gamma Gamma Gamma 
- RER 0.5 - RER 0.5 - RER 0.5 
- Outliers 0 - Outliers 0 - Outliers 0 
Jump-Diffusion Jump-Diffus ion Jump-Diffusion 
- RER 0S - RER 0.3 - RER 0.3 
- Outliers 8.8 - Outliers 10.6 - Outliers 12.7 
Log Change Log Change Log Change 
Weibull Weibull Weibull 
- RER 1.2 - RER 1.0 - RER 0.9 
- Outliers 49 - Outliers 59 - Outliers 81 
Exponential Exponential Exponential 
- RER 0.3 - RER 0.3 - RER 0.3 
- Outliers 0 - Outliers 0 - Outliers 0 
Gamma Gamma Gamma 
- RER 0.7 - RER 0.7 - RER 0.7 
- Outliers 4.1 - Outliers 6.7 - Outliers 4.1 
Jump-Diffusion Jump-Diffus ion Jump-Diffusion 
- RER 0 - RER 0 - RER 0 
- Outliers 0 - Outliers 0 - Outliers 0 
GBP-IR an Change Cham! e 
Weibull Weibull Weibull 
- RER 2.1e5 - RER 1.7e5 - RER 1.4e5 
- Outliers 247 - Outliers 245 - Outliers 232 
Exponential Exponential Exponential 
- RER 0.2 - RER 0.2 - RER 0.2 
- Outliers 0 - Outliers 0 - Outliers 0 
Gamma Gamma Gamma 
- RER 0.7 - RER 0.7 - RER 0.7 
- Outliers 0 - Outliers 0 - Outliers 0 
Jump-Diffusion Jump-Diffusion Jump-Diffusion 
- RER 0.3 - RER 0.3 - RER 0.3 
- Outliers 13.9 - Outliers 13.6 - Outliers 10.2 
doe Cbanee Log Change Log Change 
Weibull Weibull Weibull 
- RER 15.7 - RER 14.6 - RER 11.1 
- Outliers 248 - Outliers 247 - Outliers 243 
Exponential Exponential Exponential 
_RER 0.2 -RER 0.2 -RER 0.2 
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ITUFX 
i ITL-IR 
- Outliers 0 
Gamma 
- RER 0.9 
- Outliers 11.0 
Jump-Diffusion 
-RER 0 
- Outliers 0 
an e 
Weibull 
-RER 5.7 
- Outliers 118 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 0.6 
- Outliers 0 
Jump-Diffusion 
- RER 0.4 
- Outliers 14.5 
Loz Change 
Weibull 
- RER 1.7 
- Outliers 117 
Exponential 
-RER 0.3 
- Outliers 0 
Gamma 
- RER 0.7 
- Outliers 8.2 
Jump-Diffusion 
- RER 0.1 
- Outliers 0 
! Change 
Weibull 
- RER 54923 
- Outliers 197 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 11.3 
Jump-Diffusion 
- RER 0 
- Outliers 0 
Change 
Weibull 
-RER 4.8 
- Outliers 127 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
- RER 0.6 
- Outliers 0 
Jump-Diffusion 
- RER 0.4 
- Outliers 17.4 
Log Change 
Weibull 
- RER 1.6 
- Outliers 121 
Exponential 
- RER 0.3 
- Outliers 0 
Gamma 
- RER 0.7 
- Outliers 11.3 
Jump-Diffusion 
-RER 0.1 
- Outliers 0 
Chanrfe 
Weibull 
- RER 42273 
- Outliers 191 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.8 
- Outliers 5.8 
Jump-Diffusion 
-RER 0 
- Outliers 0 
Change 
Weibull 
-RER 1.5 
- Outliers 138 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.6 
- Outliers 0 
Jump-Diffusion 
- RER 0.4 
- Outliers 17.7 
Log Change 
Weibull 
- RER 1.1 
- Outliers 125 
Exponential 
- RER 0.3 
- Outliers 0 
Gamma 
- RER 0.7 
- Outliers 12.1 
Jump-Diffusion 
- RER 0.1 
- Outliers 0 
Change 
Weibull 
- RER 18499 
- Outliers 124 
Exponential 
-RER 0.2 
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JPY-FX 
- Outliers 0 
Gamma 
- RER 0.6 
- Outliers 0 
Jump-Diffusion 
- RER 0.3 
- Outliers 10.0 
Log Change 
Weibull 
- RER 2.8 
- Outliers 86 
Exponential 
- RER 0.3 
- Outliers 0 
Gamma 
- RER 0.7 
" Outliers 4.9 
Jump-Dif fusion 
-RER 0 
- Outliers 0 
Change 
Weibull 
- RER 192 
- Outliers 154 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.6 
- Outliers 0 
Jump-Diffusion 
-RER 0.4 
- Outliers 8.8 
jog Change 
Weibull 
- RER 4.4 
- Outliers 154 
Exponential 
- RER 03 
- Outliers 0 
Gamma 
- RER 0.6 
- Outliers 0 
Jump-Diffusion 
-RER 0.3 
- Outliers 9.1 
Log Change 
Weibull 
- RER 2.3 
- Outliers 92 
Exponential 
- RER 0.3 
- Outliers 0 
Gamma 
- RER 0.7 
- Outliers 5.5 
Jump-Diffusion 
- RER 0 
- Outliers 0 
Change 
Weibull 
- RER 147 
- Outliers 153 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.6 
- Outliers 0 
Jump-Diffusion 
-RER 0.4 
- Outliers 10.2 
Log Change 
Weibull 
-RER 4.3 
- Outliers 155 
Exponential 
-RER 0.3 
- Outliers 0 
Gamma 
- RER 0.5 
- Outliers 0 
Jump-Diffusion 
- RER 0.2 
- Outliers 1.1 
Log Change 
Weibull 
-RER 1.0 
- Outliers 39 
Exponential 
-RER 0.3 
- Outliers 0 
Gamma 
- RER 0.6 
- Outliers 1.1 
Jump-Diffusion 
- RER 0 
- Outliers 0 
Change 
Weibull 
- RER 91 
- Outliers 131 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 0.6 
- Outliers 0 
Jump-Diffusion 
- RER 0.3 
- Outliers 6.3 
ale 
Weibull 
-RER 3.2 
- Outliers 157 
Exponential 
- RER 03 
PhD Thesis: S Christie Page: 203 
The Management of Market Risk: Regulation versus Practice 
JPY-IR 
MDO-FX 
- Outliers 0 
Gamma 
-RER 0.8 
- Outliers 9.0 
Jump-Diffusion 
- RER 0 
- Outliers 0 
an 
Weibull 
- RER 62311 
- Outliers 136 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
-RER 0.6 
- Outliers 0 
Jump-Diffusion 
- RER 0.3 
- Outliers 3.1 
Log Change 
Weibull 
- RER 3.4 
- Outliers 70 
Exponential 
-RER 0.3 
- Outliers 0 
Gamma 
-RER 0.7 
- Outliers 1.6 
Jump-Diffusion 
-RER 0 
- Outliers 0 
Change 
Weibull 
-RER 2.8 
- Outliers 250 
Exponential 
- RER 0.6 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 10.2 
Jump-Diffusion 
- RER 0 
- Outliers 0 
an e 
Weibull 
- RER 35520 
- Outliers 133 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.6 
- Outliers 0 
Jump-Diffusion 
-RER 0.3 
- Outliers 3.2 
Log Change 
Weibull 
-RER 2.9 
- Outliers 77 
Exponential 
- RER 0.3 
- Outliers 0 
Gamma 
-RER 0.7 
- Outliers 1.6 
Jump-Diffusion 
-RER 0 
- Outliers 0 
Change 
Weibull 
-RER 2.8 
- Outliers 250 
Exponential 
-RER 0.6 
- Outliers 0 
Gamma 
- RER 0.7 
- Outliers 5.8 
Jump-Diffusion 
- RER 0 
- Outliers 0 
Change 
Weibull 
- RER 18739 
- Outliers 124 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
-RER 0.6 
- Outliers 0 
Jump-Diffusion 
- RER 0.3 
- Outliers 2.8 
Log Change 
Weibull 
- RER 1.3 
- Outliers 45 
Exponential 
- RER 0.3 
- Outliers 0 
Gamma 
-RER 0.7 
- Outliers 1.8 
Jump-Diffusion 
-RER 0 
- Outliers 0 
Change 
Weibull 
-RER 2.9 
- Outliers 250 
Exponential 
-RER 0.6 
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- Outliers 35 - Outliers 35 - Outliers 35 
Gamma Gamma Gamma 
- RER 2.7 - RER 2.7 - RER 2.7 
- Outliers 246 - Outliers 246 - Outliers 246 
Jump-Diffusion Jump-Diffu sion Jump-Diffusion 
- RER 0.5 - RER 0.6 - RER 0.8 
- Outliers 41 - Outliers 45 - Outliers 57 
Log Change Log Change L Change 
Weibull Weibull Weibull 
- RER 16.5 - RER 16.8 - RER 18.4 
- Outliers 246 - Outliers 249 - Outliers 250 
Exponential Exponential Exponential 
- RER 0.2 - RER 0.2 - RER 0.2 
- Outliers 0 - Outliers 0 - Outliers 0 
Gamma Gamma Gamma 
- RER 0.9 - RER 1.0 - RER 1.0 
- Outliers 43 - Outliers 45 - Outliers 62 
Jump-Diffusion Jump-Diffusion Jump-Diffusion 
- RER 153 - RER 170 - RER 260 
- Outliers 246 - Outliers 246 - Outliers 247 
MDO-IR an Change Chanee, 
Weibull Weibull Weibull 
- RER 51 - RER 51 - RER 51 
- Outliers 250 - Outliers 250 - Outliers 250 
Exponential Exponential Exponential 
- RER 0.3 - RER 0.3 - RER 0.3 
- Outliers 1.1 - Outliers 1.1 - Outliers 1.1 
Gamma Gamma Gaauna 
- RER 1.3 - RER 1.3 - RER 1.4 
- Outliers 200 - Outliers 204 - Outliers 217 
Jump-Diffusion Jump-Diffusion Jump-Diffusion 
- RER 0.4 - RER 0.5 - RER 0.6 
- Outliers 17 - Outliers 20 - Outliers 37 
Log Change Log Change Log Change 
Weibull Weibull Weibull 
- RER 131 - RER 128 - RER 118 
- Outliers 250 - Outliers 250 - Outliers 250 
Exponential Exponential Exponential 
- RER 0.2 - RER 0.2 - RER 0.2 
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PTE-FX 
PTE-IR 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 14.4 
Jump-Diffusion 
-RER 5.2 
- Outliers 205 
Chan 2e 
Weibull 
- RER 1.7 
- Outliers 218 
Exponential 
- RER 0.4 
- Outliers 0.4 
Gamma 
-RER 1.6 
- Outliers 209 
Jump-Diffusion 
- RER 0.4 
- Outliers 13.5 
Log Change 
Weibull 
-RER 1.5 
- Outliers 78 
Exponential 
- RER 0.3 
- Outliers 0 
Gamma 
-RER 0.7 
- Outliers 8.0 
Jump-Diffusion 
- RER 5.9 
- Outliers 210 
an e 
Weibull 
- RER 2564 
- Outliers 250 
Exponential 
- RER 0.2 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 16.0 
Jump-Diffusion 
-RER 5.6 
- Outliers 208 
Change 
Weibull 
-RER 1.7 
- Outliers 217 
Exponential 
- RER 0.4 
- Outliers 0.4 
Gamma 
- RER 1.6 
- Outliers 207 
Jump-Diffusion 
-RER 0.4 
- Outliers 13.5 
Log Change 
Weibull 
- RER 1.4 
- Outliers 87 
Exponential 
- RER 0.3 
- Outliers 0 
Gamma 
- RER 0.7 
- Outliers 8.7 
Jump-Diffusion 
-RER 5.8 
- Outliers 211 
Change 
Weibull 
- RER 2330 
- Outliers 250 
Exponential 
-RER 0.2 
- Outliers 0 
Gamma 
- RER 0.9 
- Outliers 24.5 
Jump-Diffusion 
-RER 7.3 
- Outliers 221 
Change 
Weibull 
-RER 1.7 
- Outliers 211 
Exponential 
-RER 0.4 
- Outliers 0.4 
Gamma 
- RER 1.6 
- Outliers 201 
Jump-Diffusion 
-RER 0.3 
- Outliers 6.8 
Log Change 
Weibull 
- RER 1.0 
- Outliers 104 
Exponential 
- RER 0.3 
- Outliers 0 
Gamma 
- RER 0.7 
- Outliers 3.1 
Jump-Diffusion 
- RER 5.4 
- Outliers 203 
Change 
Weibull 
- RER 1762 
- Outliers 250 
Exponential 
- RER 0.2 
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- Outliers 0 - Outliers 0 - Outliers 0 
Gamma Gamma Gamma 
- RER 0.9 - RER 0.9 - RER 0.9 
- Outliers 0 - Outliers 0 - Outliers 0 
Jump-Diffus ion Jump-Diffusion Jump-Diffusion 
- RER 0.3 - RER 0.3 - RER 0.2 
- Outliers 25.7 - Outliers 22.5 - Outliers 17.1 
Log Change Log Change Log Change 
Weibull Weibull Weibull 
-RER 15.3 -RER 14.5 -RER 11.0 
- Outliers 245 - Outliers 243 - Outliers 234 
Exponential Exponential Exponential 
- RER 0.2 - RER 0.2 - RER 0.2 
- Outliers 0 - Outliers 0 - Outliers 0 
Gamma Gamma Gamma 
- RER 0.8 - RER 0.8 - RER 0.8 
- Outliers 26.4 - Outliers 25.3 - Outliers 22.1 
Jump-Diffusion Jump-Diffusion Jump-Diffusion 
- RER 0 - RER 0 - RER 0 
- Outliers 0 - Outliers 0 - Outliers 0 
SEK-FX Change Change Change 
Weibull Weibull Weibull 
- RER 2.3 - RER 2.3 - RER 2.3 
- Outliers 250 - Outliers 250 - Outliers 250 
Exponential Exponential Exponential 
- RER 0.5 - RER 0.5 - RER 0.5 
- Outliers 12 - Outliers 12 - Outliers 12 
Gamma Gamma Gamma 
- RER 2.3 - RER 2.3 - RER 2.3 
- Outliers 250 - Outliers 250 - Outliers 250 
Jump-Diffusion Jump-Diffus ion Jump-Diffusion 
- RER 0.3 - RER 0.3 - RER 0.2 
Outliers 7.9 - Outliers 8.0 - Outliers 4.1 
Log Change Log Change Log Change 
Weibull Weibull Weibull 
- RER 0.8 - RER 0.8 - RER 0.8 
- Outliers 24 - Outliers 27 - Outliers 16 
Exponential Exponential Exponential 
- RER 0.3 - RER 0.3 - RER 0.3 
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- Outliers 0 
Gamma 
- RER 0.7 
- Outliers 5.2 
Jump-Diffusion 
- RER 233 
- Outliers 250 
- Outliers 0 
Gamma 
- RER 0.7 
- Outliers 5.8 
Jump-Diffusion 
- RER 233 
- Outliers 250 
- Outliers 0 
Gamma 
- RER 0.7 
- Outliers 2.1 
Jump-Diffusion 
- RER 221 
- Outliers 250 
SEK-IR Chan e Chan= an 
Weibull Weibull Weibull 
- RER 1.7 - RER 1.7 - RER 1.6 
- Outliers 130 - Outliers 130 - Outliers 130 
Exponential Exponential Exponential 
- RER 0.4 - RER 0.4 - RER 0.4 
- Outliers 15.4 - Outliers 15.4 - Outliers 15.4 
Gamma Gamma Gamma 
- RER 1.6 - RER 1.6 - RER 1.6 
- Outliers 130 - Outliers 130 - Outliers 130 
Jump-Diffusion Jump-Diffusion Jump-Diffusion 
- RER 0.6 - RER 0.5 - RER 0.3 
- Outliers 57 - Outliers 35 - Outliers 16 
Log Change Log Change Log Change 
Weibull Weibull Weibull 
- RER 1.6 - RER 2.1 - RER 2.3 
- Outliers 140 - Outliers 149 - Outliers 155 
Exponential Exponential Exponential 
- RER 0.3 - RER 0.3 - RER 0.3 
- Outliers 0 - Outliers 0 - Outliers 0 
Gamma Gamma Gamma 
- RER 0.8 - RER 0.8 - RER 0.8 
- Outliers 33.4 - Outliers 21.5 - Outliers 21.5 
Jump-Diffusion Jump-Diffusion Jump-Diffus ion 
- RER 11.0 - RER 8.5 - RER 4.8 
- Outliers 130 - Outliers 130 - Outliers 130 
SGD-FX an an 
Change 
Weibull Weibull Weibull 
-RER 1.7 -RER 1.7 -RER 1.7 
- Outliers 250 - Outliers 250 - Outliers 250 
Exponential Exponential Exponential 
- RER 0.4 - RER 0.4 - RER 0.4 
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- Outliers 1.2 - Outliers 1.2 - Outliers 1.2 
Gamma Gamma Gamma 
- RER 1.7 - RER 1.7 - RER 1.7 
- Outliers 246 - Outliers 246 - Outliers 246 
Jump-Diffus ion Jump-Diffus ion Jump-Diffusion 
- RER 0.5 - RER 0.5 - RER 0.5 
- Outliers 23.0 - Outliers 23.0 - Outliers 18.8 
Loa Change Log Change Log Change 
Weibull Weibull Weibull 
- RER 7.2 - RER 7.2 - RER 7.5 
- Outliers 250 - Outliers 250 - Outliers 250 
Exponential Exponential Exponential 
- RER 0.2 - RER 0.2 - RER 0.2 
- Outliers 0 - Outliers 0 - Outliers 0 
Gamma Gamma Gamma 
- RER 0.9 - RER 0.9 - RER 0.9 
- Outliers 19 - Outliers 20 - Outliers 17 
Jump-Diffusion Jump-Diffusion Jump-Diffusion 
- RER 68 - RER 72 - RER 82 
- Outliers 246 - Outliers 246 - Outliers 246 
SGD-IR Change Change an 
Weibull Weibull Weibull 
- RER 63 - RER 62 - RER 65 
- Outliers 250 - Outliers 250 - Outliers 250 
Exponential Exponential Exponential 
- RER 0.8 - RER 0.8 - RER 0.8 
- Outliers 68 - Outliers 68 - Outliers 68 
Gamma Gamma Gamma 
-RER 3.1 -RER 3.2 -RER 3.4 
- Outliers 0 - Outliers 0 - Outliers 0 
Jump-Diffusion Jump-Diffusion Jump-Diffusion 
- RER 0.5 - RER 0.5 - RER 0.7 
- Outliers - Outliers - Outliers 
o an o Change Log Change 
Weibull Weibull Weibull 
- RER 150 - RER 156 - RER 172 
- Outliers 250 - Outliers 250 - 
Outliers 250 
Exponential Exponential Exponential 
- RER 0.3 -RER 0.2 - RER 0.2 
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- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 
Jump-Diffusion 
- RER 17.3 
- Outliers 225 
- Outliers 0 
Gamma 
- RER 0.8 
- Outliers 
Jump-Diffusion 
- RER 19.2 
- Outliers 225 
- Outliers 0 
Gamma 
- RER 0.9 
- Outliers 
Jump-Diffusion 
- RER 25.7 
- Outliers 225 
USD-IR an Change Chanize 
Weibull Weibull Weibull 
-RER 1.6 -RER 1.6 -RER 1.6 
- Outliers 194' - Outliers 194 - Outliers 196 
Exponential Exponential Exponential 
- RER 0.4 - RER 0.4 - RER 0.4 
- Outliers 5.0 - Outliers 4.9 - Outliers 4.9 
Gamma Gamma Gamma 
-RER 1.6 -RER 1.6 -RER 1.6 
- Outliers 194 - Outliers 194 - Outliers 194 
Jump-Diffusion Jump-Diffusion Jump-Diffusion 
-RER 0.3 - RER 0.3 - RER 0.2 
- Outliers 13.7 - Outliers 13.8 - Outliers 11.4 
Log Change Log Change Log Change 
Weibull Weibull Weibull 
- RER 2.9 - RER 2.3 - RER 1.2 
- Outliers 124 - Outliers 136 - Outliers 136 
Exponential Exponential Exponential 
- RER 0.2 - RER 0.2 - RER 0.2 
- Outliers 0 - Outliers 0 - Outliers 0 
Gamma Gamma Gamma 
- RER 0.7 - RER 0.7 - RER 0.7 
- Outliers 7.2 - Outliers 7.7 - Outliers 6.7 
Jump-Diffusion Jump-Diffusion Jump-Diffusion 
- RER 5.3 - RER 5.3 - RER 4.8 
- Outliers 193 - Outliers 193 - Outliers 193 
In summary, the following points can be made from these tests: 
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f All data series fail the Weibull tests with unacceptable risk efficiency ratio results 
(up to 190000 times estimated) and outlier results (ranging from 120 - 250) 
f All data series pass the Exponential tests although the risk efficiency ratio results 
(around 20%) and 0 outliers highlight that the model significantly overestimates 
the risk profile and is therefore considered invalid 
f Most data series amass the Gamma tests although the risk efficiency ratio results 
(around 60%) and 0 outliers highlight that the model overestimates the risk 
profile. LogGamma results have higher numbers of outliers which can cause the 
test to fail. In addition, markets with high volatility levels (for example, MDO) 
fail the Gamma tests significantly (>169 outliers) 
f There is significant variance in the application of Jump-Diffusion models. In all 
cases, the use of LogChange Jump-Diffusion fails. Change Jump-Diffusion 
models tend to fail the outlier tests (up to 13 observed) with risk efficiency ratios 
around 30% 
f In line with the Normal distribution tests, regulatory guideline moving average 
forms tends to produce the worst results (highest number of outliers) and the 
standard deviation model produces the best results. 
Overall, therefore, the results obtained from the distributional tests highlight that only 
the Exponential distribution produces consistent pass results although this model 
tends to overestimate the risk significantly (and is therefore considered invalid). The 
use of Jump-Diffusion models in line with similar approaches applied elsewhere 
in 
finance is not validated by this analysis. The use of these distributions to support 
hypothesis H2,1 would therefore be invalid, although the findings above support 
hypothesis H2,2. 
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7.2.4 Dynamic Risk Measurement 
Based on a detailed analysis of the behavioural characteristics of each data series that 
conflicts with all of the standard distributions above, three key elements were 
highlighted, namely: 
1. All series have time-variant variances (heteroschedastic) supporting H3,1 
2. All series have time-variant mean values (non-stationarity) supporting H3,2 
3. All series are more sensitive to latest market information rather than long-term 
means supporting H2,2. 
The behaviour of each of these factors results in the introduction of additional 
distributional factors to capture the `time-variant dynamics' of each assets' behaviour, 
as outlined in the research methodology chapter. Appendix Ref: XXXI (presented to 
lead supervisor only) includes the detailed simulation findings for each simulation 
run. Summary findings of the application of the new dynamic risk model (as defined 
on pages 146-147) for each of the countries studied in this review are reported in the 
next two sub-sections. 
The dynamic risk model was calibrated to historic moving-window intervals of the 
data under test and used as an estimator of the forward risk horizon. Regulatory 
parameter directives were applied as appropriate, for example a 99% confidence 
interval, and holding periods of up to 10 days. 
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7.2.5 Efficiency Measures for the Dynamic Risk Model 
The following table summarises the risk efficiency ratio and outlier simulation results 
associated with the Dynamic Risk Model. 
Table 7.12 Dynamic Risk Results - Efficiency Measures 
Data Series Risk Efficiency Ratio Outlier Analysis 
DEM-FX Change Mean RER 0.77 Change Mean Out. 1.54 
Max RER 0.99 Max Out. 2.00 
Std RER 0.10 Std Out. 0.50 
LmChanee Mean RER 0.82 o an Mean Out. 1.54 
Max RER 0.96 'Max Out. 2.00 
Std RER 0.09 Std Out. 0.50 
DEM-IR Change Mean RER 0.88 an Mean Out. 1.23 
Max RER 1.26 Max Out. 3.00 
Std RER , 0.20 Std Out. 1.03 
Log anee Mean RER 0.84 LogChange Mean Out. 1.23 
Max RER 1.18 Max Out. 3.00 
Std RER 0.19 Std Out. 1.03 
FRF_FX Chanize Mean RER 0.76 Change Mean Out. 1.23 
Max RER 0.86 Max Out. 2.00 
Std RER 0.06 Std Out. 0.45 
Log hange Mean RER 0.79 LogChangg Mean Out. 1.64 
Max RER 0.88 Max Out. 3.00 
Std RER 0.06 Std Out. 0.60 
FRF-IR Change Mean RER 0.69 Change Mean Out. 2.05 
Max RER 1.26 Max Out. 4.00 
Std RER 0.22 Std Out. 1.24 
Lo an Mean RER 0.73 LogChange Mean Out. 2.05 
Max RER 1.18 Max Out. 4.00 
Std RER 0.17 Std Out. 1.24 
GBP_FX an e Mean 
RER 0.81 Change Mean Out. 1.64 
Max RER 0.87 Max Out. 3.00 
Std RER 0.02 Std Out. 0.60 
LogChange Mean RER 0.83 LoQCbange Mean Out. 1.64 
Max RER 0.88 Max Out. 3.00 
Std RER 0.02 Std out. 0.60 
GBP-IR Chan MeanRER 0.98 Change Mean Out. 1.02 
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Max RER 1.75 Max Out. 2.00 
Std RER 0.32 Std Out. 0.14 
LmChanee Mean RER 0.98 LoeChanee Mean Out. 1.02 
Max RER 2.01 Max Out. 2.00 
Std RER 0.40 Std Out. 0.14 
ITL-FX Change Mean RER 0.83 Change Mean Out. 1.12 
Max RER 0.98 Max Out. 2.00 
Std RER 0.06 Std Out. 0.33 
o an Mean RER 0.88 Lo an Mean Out. 1.84 
Max RER 0.98 Max Out. 4.00 
Std RER 0.05 Std Out. 0.66 
ITL-IR Change Mean RER 0.69 an Mean Out. 2.44 
Max RER 0.86 Max Out. 4.00 
Std RER 0.08 Std Out. 1.33 
LogChange Mean RER 0.70 LoeChange Mean Out. 2.44 
Max RER 0.88 Max Out. 4.00 
Std RER 0.08 Std Out. 1.33 
JpY_FX Chanize Mean RER 0.69 an Mean Out. 1.10 
Max RER 0.99 Max Out. 4.00 
Std RER 0.19 Std Out. 0.96 
o an e Mean RER 0.73 LogChanee Mean Out. 1.10 
Max RER 1.01 Max Out. 4.00 
Std RER 0.17 Std Out. 0.96 
JPY-IR an Mean RER 0.79 Chanize Mean Out. 1.30 
MaxRER 1.17 Max Out. 3.00 
Std RER 0.13 Std Out. 0.86 
LogChange Mean RER 0.89 Lo&Change Mean Out. 1.30 
Max RER 1.23 Max Out. 3.00 
Std RER 0.12 Std Out. 0.86 
0_FX Chan e Mean RER 0.81 Change Mean Out. 2.11 
Max RER 0.98 Max Out. 4.00 
Std RER 0.10 Std Out. 1.02 
Lo an Mean RER 0.81 Lo2Change Mean Out. 2.11 
Max RER 0.98 Max Out. 4.00 
Std RER 0.10 Std Out. 1.02 
MD0-IR Chanize Mean RER 0.40 Change Mean Out. 3.00 
Max RER 0.41 Max Out. 3.00 
Std RER 0.001 Std Out. 0.00 
LoaChanize, Mean RER 0.56 LogChange Mean Out. 4.00 
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Max RER 0.56 Max Out. 4.00 
Std RER 0.001 Std Out. 0.00 
PTE-FX Change Mean RER 0.72 Change Mean Out. 1.09 
Max RER 0.83 Max Out. 3.00 
Std RER 0.05 Std Out. 0.05 
Lo Cg hanee Mean RER 0.73 Lo2Chanize Mean Out. 1.09 
Max RER 0.85 Max Out. 3.00 
Std RER 0.05 Std Out. 0.88 
PTE-IR Change Mean RER 0.65 Change Mean Out. 0.65 
Max RER 0.85 Max Out. 2.00 
Std RER 0.16 Std Out. 0.79 
LogChan e Mean RER 0.62 LojzChanize Mean Out. 1.57 
Max RER 0.78 Max Out. 3.00 
Std RER 0.15 Std Out. 0.80 
SEK-FX Change Mean RER 0.88 Chanae, Mean Out. 2.44 
Max RER 1.16 Max Out. 3.00 
Std RER 0.10 Std Out. 0.76 
LogChange Mean RER 0.88 Lo&Change Mean Out. 2.44 
MaxRER 1.16 Max Out. 3.00 
Std RER 0.10 Std Out. 0.76 
SEK-IR Change Mean RER 0.43 Change Mean Out. 1.81 
Max RER 0.70 Max Out. 5.00 
Std RER 0.13 Std Out. 1.82 
LogChange Mean RER 0.41 Lo&Chan¢e Mean Out. 1.81 
Max RER 0.69 Max Out. 5.00 
Std RER 0.12 Std Out. 1.82 
SGD-FX an Mean RER 0.90 Change Mean Out. 0.62 
Max RER 1.34 Max Out. 2.00 
Std RER 0.24 Std Out. 0.92 
LoaChanae Mean RER 0.90 LogChange Mean Out. 0.62 
Max RER 1.31 Max Out. 2.00 
Std RER 0.22 Std Out. 0.92 
SGD-IR Insufficient Data Insufficient Data 
USD-IR Change Mean RER 0.99 Change Mean Out. 1.66 
Max RER 1.68 Max Out. 4.00 
Std RER 0.31 Std Out. 0.75 
LogChange Mean RER 0.93 Lo&Change Mean Out. 2.03 
Max RER 1.17 Max Out. 4.00 
Std RER 0.16 Std Out. 0.98 
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In summary, the following key points can be made from the results of using the 
Dynamic Risk Model to measure market risk, namely: 
1. Unlike the previous `standard' tests, all series pass the regulatory test at the 
optimum (hardest) green level (less than 5 outliers) 
2. Average (mean) number of outliers is low, generally 1-2 outliers per 250 
measurements 
3. The risk efficiency ratio in most cases is around 1, indicating a close correlation in 
the dynamics of the estimator to the actual market changes. This is a significant 
improvement from any of the `standard' distribution simulations (including the 
regulatory delta-Normal) model tested above 
4. There is very little difference between the Change and LogChange forms of the 
model as the model is sufficiently flexible to match the dynamics of each change 
series within the structure of the model. 
The findings of these tests support hypothesis 3 and specific sub-hypotheses (H3,1; 
H3,2; H3,3; H3,4). 
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7.2.6 Visualisation of the Dynamic Risk Model 
The following diagrams visualise the risk measure value predicted by the model 
versus the actual change series. They show an effective match of the estimator to 
actual market behaviour. The plots for the Change series only have been included here 
due to the similarity of the numerical results reported above. Additional visualisation 
of the LogChange, time-variant variances, time-variant means, and distributional 
time-variant parameters for all time-series are detailed in Appendix Ref: XXXI 
(presented to lead supervisor only). 
Dynamic Risk Simulation DEM - FX 
Dynamic Risk Simulation DEM - IR 
l0 
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Dynamic Risk Simulation FRF - IR 
Dynamic Risk Simulation GBP - FX 
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Dynamic Risk Simulation GBP - IR 
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Dynamic Risk Simulation ITL - FX 
Dynamic Risk Simulation ITL - IR 
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Dynamic Risk Simulation JPY - FX 
I 
Dynamic Risk Simulation JPY - IR 
Dynamic Risk Simulation MDO - FX 
0 
0 
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D iamic Risk Simulation PTE - IR 
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Dynamic Risk Simulation SEK - FX 
Dynamic Risk Simulation SEK - IR 
------------ 
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In summary, the dynamic risk measure is an effective estimator of the behaviour of 
risk in real markets as it incorporates characteristics which have not been recognised 
by alternative, including regulatory mandated, techniques. Most notably, these are the 
presence of non-Normal innovations, non-stationarity and heteroschedasticity. 
The dynamic risk measure, in incorporating calibration against a moving time 
window, enables recent critical information to be incorporated dynamically. 
Calibration was performed against each of the actual distributional profiles. 
Additional theoretical optimisation research on the most efficient moving time data 
length to employ in the model could be performed, however this was not required for 
this project as an effective interval was obtained empirically to meet the regulatory 
risk efficiency purposes. 
As should have been noted, each of the tests above have been documented and 
analysed against the relevant hypotheses under investigation within the section 
detailing those summary results. A summary of these quantitative findings is outlined 
in the next Chapter. 
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7.3 Qualitative Research Findings 
This section summarises the qualitative findings and validation on the risk issues and 
application of the model techniques reviewed quantitatively in the empirical study. 
Completion of the qualitative research involved field research on (1) 20 leading global 
financial institutions covering a range of financial markets, (2) validation on the 
regulatory framework structure recommended for each of the countries under study, 
and (3) interviews with 6 expert practitioners to validate techniques and conclusions 
from the literature. 
The detailed survey data is included as Appendices II & III. Key summary results are 
presented below. The conclusions of the field research findings support the literature 
and the investigation within this project of the efficacy of a regulatory-defined risk 
management framework as this is confirmed as the most commonly applied paradigm 
within financial institutions. 
7.3.1 Financial Institutions Field Research Summary 
As outlined in the research methodology chapter earlier, three main issues were 
investigated in detail for each financial institution, namely: 
1. What market risk methodologies are currently being applied ? 
2. What detailed parametric assumptions have been implemented ? 
3. How well is the model considered to be performing ? 
The key results from this study are outlined below. 
One conclusion of the literature highlighted that the variance/covariance model was 
the predominant model to measure market risk preferred by both regulators and 
practitioners. This is confirmed by the survey results where around 80% of financial 
institutions highlighted that they are using a variance/covariance model as their 
primary enterprise-wide market risk measurement tool. 
PhD Thesis: S. Christie Page: 224 
The Management of Market Risk: Regulation versus Practice 
The selection of the variance/covariance form as the preferred model was based on 
theoretical preferences, regulatory directive as well as system constraints. There is an 
expectation that the model is sufficiently robust to apply in practice if it meets the 
implicitly assumed formal regulatory acceptance process and criteria. 
In line with the literature, the use of traditional risk measures is also considered to be 
an important element of an effective risk management framework. This is particularly 
true for non-linear risk profiles. For example, in the market risk management of 
option products, around 50% of institutions surveyed cited traditional sensitivity 
measures, primarily the `greeks' as their prime market risk measure. 
Another frequently implemented measure for the institutions surveyed (around 50%) 
involved the addition of scenarios to simulate risk events not accommodated by the 
parametric measurement model or traditional risk measures otherwise employed. The 
addition of scenarios is highlighted by regulators as an important addition to an 
effective risk measurement framework, although as noted in the literature, the absence 
of a probability measure associated with the scenarios constructed, means that they 
cannot be used as an expectation measure. One surprising finding of the survey data 
was the fact that very few institutions (around 30%) perform stress scenario testing on 
a daily basis, with most performing stress testing on a weekly interval. Regulatory 
risk management guidelines highlight the need for management to monitor risk 
measures on at least a daily basis. Whilst this does not mandate all risk measures to be 
calculated daily, it suggests that the results of scenario measures are not considered to 
be sufficiently `informative' to contribute to an institution's tactical risk management. 
Furthermore, as there is no expectation measure associated with scenario risk 
measures, and no evidence that they are usefully employed as strategic rather than 
tactical tools, the results of this survey raise some key issues about the efficacy of 
scenario modelling. 
A possible cause of the lack of application of scenario modelling, in line with the 
literature and survey results, is the fact that regulators and practitioners have not 
agreed on a common set of scenarios to apply. There is agreement (around 50% of 
institutions surveyed) that the scenarios should be based on key market events or 
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replication of significant historical events, such as a gulf-war crisis event. The next 
most common approach (around 30% of those who employed scenarios) involved the 
development of macroeconomic model scenarios, for example based on theoretical 
political destabilisation effects on market rates. As outlined in the literature, there is 
little empirical evidence that macroeconomic factors are effective predictors of 
magnitude of fmancial events. 
Another surprising result from the institutions surveyed was the relatively low 
application of either historical simulation or Monte Carlo methods as either a primary 
or supplementary risk measure. Of the institutions surveyed, around 20% use 
historical simulation and around 5% use Monte Carlo. As the majority of third-party 
software risk engines incorporate these methods, it must be assumed that this is a 
preference rather than a constraint decision. Increases in the use of both methods were 
planned by the institutions surveyed, although the application was still expected to be 
as subordinate measures to the application of the variance/covariance measure. One 
key driver to the increased use of Monte Carlo was highlighted, in line with the 
literature, as the convergence of market and credit risk measurement techniques. 
In summary, the application of parametric variance/covariance risk measurement 
models has emerged as the preferred risk management implementation form. The 
application of additional risk measures is significantly lower and therefore the focus 
in this project on the efficiency of the variance/covariance model is supported by the 
survey findings. 
There is still, however the issue of which parameters are incorporated within this 
model and how they are calculated. 
In line with the literature, most institutions (around 85%) employed a single model 
across all markets, defined in line with the traditional regulatory parametric form. 
Market variations within the 15% who highlight variance with this model, highlight 
the incorporation of market specific factors as the primary deviation, such as liquidity 
and credit spreads. These 
factors tend to be incorporated in stress scenario events 
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rather than parametric model forms due to the uncertainty in how they can be 
incorporated in the variance/covariance VaR form. 
The survey findings highlight that there are a number of volatility parameter 
estimation models employed. One surprising result of the survey data is the fact that 
all of the institutions surveyed have selected static volatility estimation methods. No 
institution surveyed had incorporated time-variance of volatility (heteroschedasticity) 
in their risk measurement models (for example, through the use of GARCH models). 
Around 20% of institutions indicated plans to address this limitation. 
The most frequently employed volatility models are based on moving averages, with 
around 60% of financial institutions selecting either weighted or unweighted historical 
volatility time series estimators. This is in line with the regulatory and practitioner 
guidelines, although a surprising element of the survey data was the application of 
several different volatility models to risk measurement. 
Volatility smiles are not incorporated by most financial institutions, despite the 
occurrence of at least one major institutional loss associated with incorrect volatility 
parameter estimation (NatWest Markets 1996). 
In line with the literature, the positive effects of diversification are widely recognised. 
Around 75% of institutions surveyed have incorporated correlation in their risk 
measurement models, and the remaining 25% have plans to incorporate. Two key 
elements of correlation modelling are based on the emphasis of market and credit risk 
model convergence, and the need to capture all risk parameter effects. This is in line 
with the domain based methodology outlined in the literature. 
Despite the standardisation of parameter estimation techniques in line with regulatory 
guidelines and the literature, a significant number of institutions raised concern on the 
accuracy of their risk models. This is a surprising and significant conclusion to 
support the alternative model development and issues raised in this project. For 
example, around 60% of institutions surveyed were concerned that of the parameters 
employed and their associated estimation techniques, that they were either inaccurate 
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or inappropriate. In addition, around 65% raised concerns that their risk models were 
either naive or incorrect. As the models employed have been identified to be 
substantively based on either a strong theoretical belief in their appropriateness or on 
the regulatory mandates, these concerns raise some important issues on the efficacy of 
the regulatory risk paradigm and support the structural hypotheses of this research 
project. 
Over 25% of institutions highlighted that their models' ability to measure risk as 
unsatisfactory, with less that 15% believing their models perform `very well'. 
One concern explicitly identified in the survey response by around 55% of 
respondents, in line with the literature, was the concern that the currently 
implemented risk models cannot handle extreme events. Clearly depending on the 
market structure in which the models are being applied affects the significance of this 
limitation. Similarly, another concern raised by over 55% of financial institutions 
includes the fact that existing models cannot handle market specific factors such as 
liquidity. 
Of structural significance, a number of institutions (around 35%) raised a concern that 
a single model was inappropriate for both internal and external purposes. A 
conclusion from this view, which is supported by the concerns raised from other 
survey data as well as the quantitative results from this project, 
is the belief that the 
regulatory risk models are not accurate estimators of market 
behaviour. Internal 
models determine an institutions' `real profit profile' and therefore must be as 
accurate as possible. It could 
be argued that external regulatory models could be 
`simplified' (or more accurately, compromised) to provide a common measure across 
institutions, markets, and regulatory domains. As the external measure is used as a 
key capital control, this is not considered a robust conclusion. More likely, institutions 
do not have confidence in the regulatory defined models but do not have an 
alternative model form that 
is sufficiently stable and comprehensive to be widely 
accepted. In-house `compromises', 
for example traditional risk measures, are 
therefore selected as more appropriate tools than externally enforced ones. 
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In line with the literature, risk measure effectiveness is monitored using back-testing 
of historical comparisons between predicted and observed valuation differences 
(around 85% of institutions surveyed). The target back-testing framework set is in 
accordance with Basle guidelines, however only 40% of institutions surveyed report 
that their framework meets the general criteria for regulatory approval. 
In addition, a number of significant weaknesses in compliance with the regulatory and 
best-practice requirements have been reported. For example, of the institutions 
surveyed, non-compliance with both the capital adequacy framework (40%) and G30 
principles (60%) was highlighted. This surprising result, as these frameworks have 
been defined for some time, would suggest that institutions are either struggling with 
meeting the requirements, or based on empirical results, do not consider the 
investment required to meet all guidelines as justified by the business benefits. 
In summary, the key conclusions of the survey support the literature in identifying the 
models, parametric techniques and limitations of the models. The extent of concern of 
the efficiency of the models is surprising and supports the investigations associated 
with this project. Specific summary findings to highlight from the survey are as 
follows: 
1. The application of the parametric variance/covariance risk measurement model 
has been adopted as the majority standard for financial institutions 
2. The implementation of this model is in line with the parametric assumptions 
documented by the regulatory and practitioner bodies, and as outlined by the 
literature study above. There is concern on the appropriateness of these parameters 
3. The models have not been refined for specific markets despite practitioner 
concerns on the efficacy of a single model to operate within a global market 
4. There is consensus that the current models are not measuring risk adequately, 
which is confirmed against backtesting evidence. 
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7.3.2 Regulatory Compliance Validation 
As outlined in the literature, all G10 and EC member states have been legally 
committed to implement the BIS regulatory framework (Basle 1988,1991,1994, 
1997). The risk measurement criteria as outlined directly in the models tested above 
are therefore legally mandated for the following countries included in this research 
study: 
f UK 
f Germany 
f France 
f Italy 
f Portugal 
f Sweden 
f Japan 
f USA 
The issues raised above are therefore confirmed to be relevant for market risk 
measurement of portfolios within these countries. The errors encountered above by 
the application of the regulatory (and best-practice practitioner) models to these 
markets is therefore of concern. 
Malaysia and Singapore regulatory frameworks were not able to be fully confirmed as 
they are not legally mandated within the Bank of International Settlements 
framework, however it was understood that they are converging to the BIS principles 
(Business Times, 1999; Business Line, 1998). 
PhD Thesis: S. Christie Page: 230 
The Management of Market Risk: Regulation versus Practice 
7.3.2 Expert Practitioners Qualitative Discussion Summary 
As outlined in the research methodology, a series of questions were discussed with a 
number of expert practitioners (full results of these discussions can be found in 
Appendix II). These questions were structured to be complementary with those 
associated with the financial institution survey. The latter focused on the risk 
measurement models selected, their implementation detail, how their effectiveness is 
monitored, and the currently perceived efficacy of the models by institutions when 
employed in the real markets within which they are trading. The issues raised by the 
expert practitioner discussions focused on three main topics, namely: 
1, What are the key senior management objectives associated with risk 
management ? 
2. What methods do senior management employ to meet those objectives ? 
3. What are the expected future trends associated with risk management ? 
A number of opinions varied significantly between expert practitioners depending on 
their individual experiences and specialisation. The key conclusions of these 
discussions are outlined below. 
Most practitioners identify capital optimisation, competitive strategy, and 
management controls as the key senior management issues that consistently cause 
them concern, all of which are associated with risk management. Volatility of 
earnings, the need to focus on short-term shareholder returns, and the presence of 
hidden risks within existing risk positions are also highlighted as issues raised by 
institutional management. 
This supports findings within the literature that risk measurement and management is 
a key financial institution objective, and one which 
is still causing them concern. 
Operational efficiency is cited as the key driver behind the issues raised, specifically 
with the need to optimise the return on capital available. Differences between 
markets, financial instruments, changes 
in liquidity, and the presence of imperfect 
knowledge are highlighted as key constraints to the establishment of a 
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`comprehensive framework' that addresses all senior management concerns. In 
addition, the pressures on cost, consolidation in the market between financial 
institutions, and IT are identified as implementation constraints. 
Understanding the potential exposure that exists within an organisation is highlighted 
as a key risk management objective. Whilst this is in line with the literature, where it 
is presented as one of the most fundamental benefits of an efficient risk measure, a 
number of the expert practitioners suggest that few, if any, institutions have achieved 
this objective. This supports the conclusions of the quantitative analysis associated 
with this project. Furthermore, the ability to consolidate and analyse returns within an 
organisation is identified as a major frustration for institutional management. 
Consistent measures of risk and returns is a primary management tool to ensure 
compliance to control (for example, limit) structures, and efficient decision (both 
tactical and strategic) making. 
The prevention of large losses, for example the LTCM and Russia crises, is also 
highlighted as a failure of existing risk management solutions to address senior 
management objectives. The need for continued improvement, rethinking of models, 
and clear communication in the limitations and underlying assumptions of the risk 
measures and models used are highlighted as key issues still to be addressed. Some of 
the specific concerns identified with the application of current risk models include: 
There is little understanding of the models employed within financial institutions, 
how they work, their weaknesses, and the factors that affect valuations. 
Institutions are focusing on the minimum to meet regulatory compliance 
" There is inadequate modelling of confidence interval boundaries. As risk is, by 
definition, a probability `tail event', this is proposed as an important weakness in 
existing methods. This supports the alternative modelling investigated in this 
project 
There is insufficient understanding of the data employed within a model. 
There is disagreement as to whether a cross-market, cross-asset measurement 
framework is a realistic objective. This is the minimum requirement for a model to 
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operate in real markets. In support of the objective, reference to regulatory 
(specifically, BIS) guidelines is suggested as the positive evidence that it can be 
achieved. In practice, a number of caveats are defined in which the objective is 
expected to be met, for example that it can only be achieved at a `high-level', and not 
on a daily basis, will not be perfect and should be considered a `goal' rather than an 
absolute measure. Implicit within these caveats and explicitly within other comments 
made is the realisation that there is no evidence that existing risk models can operate 
in real markets. In support of the structural hypotheses associated with this project, 
commentary on the need to address the following issues is made before it is expected 
that the risk measure will be effective in real markets, namely: 
The need to incorporate market specific factors within the risk measurement 
model, such as different market structures, liquidity, time-zone effects within 
markets, local conventions, and different institutional frameworks in terms of 
political stability, market controls, and so on 
" The need to incorporate additional cross-asset factors, such as additional factor 
sensitivities, different asset market conventions, unstable correlations, and factor 
dynamics. 
In addition, it is highlighted that successful implementation in real markets requires 
the following pre-requisites: 
. That the framework 
is constantly reviewed in line with improvements in the 
understanding of the market place as well as the inherent changes in the structure 
of the marketplace that will occur over time 
" The technology and 
implementation infrastructure underpinning the risk 
management infrastructure is sufficiently well developed 
" Inherent limitations of the models and methods applied are sufficiently well 
understood by both regulators and practitioners. 
in general, it is agreed that regulators are playing a 
key role in the definition of risk 
management policies and strategies within 
financial industries. Weaknesses in the 
regulatory framework will 
however be exploited wherever possible. Extreme 
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examples of regulatory misalignment with actual market structure are justified by 
adopting either a `regulatory arbitrage' management strategy or focusing on 
regulatory reporting as an externally mandated requirement which does not 
complement business goal management. 
There is a difference of opinion on whether the size of a firm directs the approach to 
regulatory model compliance. One argument proposes that large firms fund internal 
risk management strategies that are more sophisticated than those imposed by 
regulators, which are presented as external reporting processes only. Smaller firms, it 
is argued, find the regulatory requirements as onerous and in excess of those that it 
would otherwise impose on itself. The counter-argument highlights that the drivers of 
the industry are those with the most sophisticated understanding of risk irrespective of 
organisational size. In practice, it is more likely that larger organisations will invest 
significantly higher research & development budgets to highlight weaknesses which 
when noted by regulatory authorities would be investigated and incorporated where 
appropriate. One common message from the expert practitioners highlighted the 
opinion that regulatory authorities should be more prescriptive in the management and 
leadership of the development of risk standards. 
Value at risk is confirmed as the key method that financial institutions have 
implemented to measure market risk, with most institutions implementing parametric 
(variance/co-variance) forms. Traditional measures are also widely employed. This is 
consistent with the survey data discussed above. It is also noted that there is a large 
gap between the availability of information from a VaR analysis and `sensible use of 
the results'. 
Again, in line with the survey data, most institutions base their parametric estimation 
techniques on historical data, available system models, and published or regulatory 
paradigms. This supports the decision to perform an analysis of the efficacy of these 
estimation techniques within this project. 
In addition, the measure of efficiency associated with a risk measure is based on back- 
testing expected versus actual valuation changes. At a senior management level, this 
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is generally presented in terms of large scale loss prevention and efficient capital 
allocation. The measures associated with capital optimisation are noted as less well 
defined that those associated with loss distributions, tending to focus senior 
management on the latter. It is noted that at a tactical level, an understanding of the 
risk profile rather than avoidance of risk is a more realistic objective of risk 
management. Efficiency is therefore defined as achieving an effective understanding 
of risk. This supports a number of the structural objectives associated with this 
project. 
The lag associated with back-testing is highlighted as a significant weakness. There 
are two common delays associated with back-testing. The first issue occurs as a result 
of a delay in the implementation of back-testing systems, which frequently lag the 
implementation of the risk calculation system. Many of the leading third party risk 
systems still do not have back-testing functionality. The second lag is associated with 
the availability of data to perform the analysis, which may result in a 3-12 month 
delay in validating the model. In line with the literature, weaknesses in the existing 
back-testing framework have been recognised by practitioners who augment with 
additional validation techniques as appropriate. No standardisation of these techniques 
has emerged. 
Again in line with the literature, weaknesses in risk measures are considered 
significant areas for concern. It is noted that weaknesses in risk measures can 
contribute to serious financial loss, inability for businesses to compete and grow, 
reputational risk, inadequate control infrastructures, inefficient capital usage, and 
`best-practice' management practices. It is argued that risk measure inefficiency 
should be considered as weaknesses rather than errors, as the measure should be 
sufficiently well defined to operate `as expected, when expected'. This is in support of 
one of the key objectives of this project to ensure that the characteristics of risk in real 
markets are sufficiently well understood for the risk measure to operate effectively in 
real market application. One opinion stressed the importance to ensure that models 
were comprehensible, adding that a complex model, albeit more accurate, is more 
likely to be misapplied, thereby leading to rather than avoiding risk losses. 
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Future developments within risk management were expected to be refinements of 
existing techniques to address the limitations already mentioned, convergence of 
market and credit risk methodologies, development of dynamic risk models, increased 
focus on risk-adjusted performance measurement, and incorporation of market 
specific factors such as liquidity risk. This supports both the literature and the focus of 
this project. 
The omission of time-variance within risk models was highlighted to be of significant 
importance. It was noted that the static nature of existing models can lead to portfolio 
structures that incorporate significant, and unrecognised risk profiles. It was argued 
that inclusion of time-variance would have most likely prevented a number of 
published significant losses from occurring. It was also considered a critical 
requirement to restoring management's confidence in risk measures following a 
number of recent financial crises. 
Specific reference to the need to incorporate time-variance in risk models highlighted 
volatility and correlation as the primary attributes to address. It was argued by the 
expert practitioners that a fundamental rethink of the models to incorporate time- 
variance is required following the Asian and Russian crises. The time-variance should 
include market specific factors and dynamics. Again, this is in line with the structural 
hypotheses developed during this project. One insight proposed during discussions 
highlighted that credit risk mandates a time-horizon in its analysis, which is 
frequently in excess of one year. Convergence of market and credit risk 
methodologies will therefore mandate additional assumptions on the characteristics of 
the parameters currently employed over time. 
Opinions on acceptance of new techniques was mixed. In general, most practitioners 
agreed that the market and regulators would adopt new model improvements that 
addressed current weaknesses. There were a number of reservations, however on hoW 
quickly the market would be prepared to accept a new model. It was anticipated that 
regulatory acceptance was a critical 
driver in establishing a new model or risk 
measure technique. This supports the stance adopted within this project to focus on 
model validation from the regulatory definitional framework. 
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In line with the comments raised above, it was argued that technology availability and 
scale of institution were likely to be the two key determinants of speed of adoption of 
a new model. 
In summary, the qualitative findings support the literature, and the relevance and key 
findings of the quantitative research. In particular, the use of the regulatory models as 
the standard risk measure employed, the subjective concerns on its effectiveness, and 
the need to incorporate a more comprehensive and robust risk characteristic model. 
The qualitative findings therefore are in support of the structure of this project and the 
objectives associated with the development of the time-variant risk measure. Detailed 
conclusions from this research are discussed in the next chapter. 
phD Thesis: S. Christie Page: 237 
The Management of Market Risk: Regulation versus Practice 
Chapter 8- Conclusions 
8.1 Introduction 
This chapter summarises the conclusions from this research study, the hypotheses 
tested, and proposes areas of future research to build on the findings of this project. 
8.2 Conclusions 
Based on the findings outlined in the previous chapter, a number of key conclusions 
and original observations have been noted which are summarised below. It is 
assumed that the reader has reviewed the previous chapter's findings and therefore a 
repetition of specific numerical and field research results, and their associated detailed 
conclusions is not repeated below. The conclusions presented here are to highlight 
this project's summary executive management and financial research findings. These 
have been ordered in line with the development of the research methodology 
discovery and are not prioritised in any specific importance of finding. Consequences 
of these conclusions are discussed below. 
Key Conclusion 1 
The current regulatory framework is no applicable to real markets. This is evidenced 
by: 
1. The failure of each of the markets under study to meet the regulatory outlier 
parameter threshold tests 
2. The failure of each of the markets under study to pass the statistical fit tests for 
either Normality or LogNormality characteristic change series 
I The low risk efficiency ratios (average 0.3) versus the target of 1, implying agh 
degree of systemic bias associated with the model. 
This is a significant finding from both a methodological and a managerial perspective. 
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From a methodological viewpoint, the assumptions associated with the regulatory risk 
measurement model are designed to be both effective in determining the absolute 
level of risk associated with financial market exposures, as well as consistent with 
analogous financial asset behavioural models. An example of the latter is the 
development of pricing models which embed similar assumptions as to how the value 
of the asset may change over time, such as the frequently employed LogNormality 
assumption in the Black-Scholes option pricing model. 
This project concludes that there appears to be a significant error associated with the 
methodological assumptions embedded in the regulatory form of the risk 
measurement model when applied to actual financial markets. This conclusion arises 
from two main findings of the project. The first is the failure of the model to meet the 
expected threshold exceptions predicted by the confidence interval outliers as well as 
the additional regulatory `threshold buffers' designed to prevent anomalous rejection 
due to data errors. The threshold tests fail significantly with most financial data series 
falling into the red zone under the regulatory definitions. The second is the significant 
deviation in the predicted and actual risk volatilities as measured by the risk 
efficiency ratio. There are no discernible patterns or consistencies that could be 
identified within these deviations, from which it has been concluded that there is a 
fundamental error with the risk measurement model methodology. The components of 
the errors associated with this model are discussed in detail below. 
There are a number of key management issues that this conclusion infers. The first 
issue is driven by the objectives set by the regulatory authorities to `provide a 
comprehensive approach 
for addressing risks, develop a set of principles that are 
applicable to all market participants, and promote safety and soundness 
in the 
financial system'. From the results of this project, these objectives are not realisable 
within the existing regulatory 
framework for a number of key reasons. Firstly, the risk 
measurement model 
is inappropriate and does not report risk factor values effectively 
across any of the financial markets studied. 
Financial institutions (participants) who 
wanted to understand the magnitude of the risks associated with their operating 
conditions across different 
financial markets, for example their global export profit 
sensitivities versus expected 
foreign exchange movements, would not get a correct 
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answer from the use of the regulatory model forms. The comprehensiveness of the 
approach and the applicability objectives are therefore questionable. This argument is 
developed further below. 
There are also a number of issues associated with the safety and soundness objective. 
Shareholder and customer safety is provided by ensuring a capital provision (a buffer) 
is held in line with the expected risks being incurred. This provision is calculated 
from the risk measurement model. A conclusion of this project is that this provision is 
inaccurate. There is no consistent trend with the provision inaccuracy. This 
inaccuracy has two potential consequences. If too little capital is being held for the 
actual risk exposures, there may be insufficient capital (liquidity) available to prevent 
default on obligations associated with those trading positions. If too much capital is 
being held, this is structurally inefficient, which may lead to an organisation 
producing sub-optimal profit performance. Direct consequences of profit sub- 
optimality are their affect on shareholder returns, shareholder support for 
management, analyst reports, and potential acquisition takeover strategies. 
It is also clear from the fmdings of this project that the concerns expressed by the 
regulatory authorities on the effectiveness of the back-testing paradigm are legitimate 
(as shown by the failure of all markets to pass the tests). Whilst institutions are legally 
mandated to comply with the regulatory risk measurement framework, the concerns 
on the efficacy of these models, as reported in this project's field research, would 
anticipate additional risk methodology or infrastructural improvements to be required 
to address these `safety and soundness' issues. 
Finally, this key conclusion raises a number of management issues associated with 
performance measurement. The application of the current regulatory framework is 
expected to lead to adverse asset pricing, ineffective risk-adjusted performance 
analysis, and inefficient capital optimisation. For example, the allocation of capital 
between businesses, the analysis of different trading strategies, or the performance 
compensation of individuals in line with their profit attribution, would not be 
accurately reported using the current regulatory risk measurement framework. This is 
a significant limitation to a management's ability to run a business effectively. 
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Key Conclusion 2 
In contradiction to the literature, the risk profile of the assets in the actual markets 
under study in this project are not found to be distributed (or even approximated) by 
either the Normal or LogNormal distributions. This is found to be correct for long- 
periods (defined as greater than 1 year) as well as shorter periods (defined as greater 
than 3 months). (It should be noted that testing against any time periods less than 3 
months are invalid to be studied as there are insufficient data values to ensure 
compliance to my standard distribution. ) 
As outlined above, this is one of the key reasons why the current regulatory models 
are not applicable. However, it is also an important fording as this invalidates one of 
the existing widely applied rules of how risk behaves and should be `valued' (for 
example, in most contingent-claim (option) pricing models). There are two key issues 
that are supported by the evidence of this finding. 
The first issue involves the limitation in finance associated with not being able to 
predict future asset price innovation profiles. Financial markets, portfolio and 
institutional management (and much of the existing financial research) rely upon the 
ability to generate future estimates of asset value innovations. As outlined in the 
literature, approximations to (Log)Normal distributions are considered robust and 
tractably attractive for application in all of these fields. This finding outlines that this 
assumption is invalid for the asset profiles and markets under study. All capital 
(value) at risk, risk-based performance measurement, asset pricing models, portfolio 
(and capital) allocation decisions that employ this assumption may calculate incorrect 
information from which decisions will be based. The ability to define a probability 
density function for an asset is critical to management decision making in the fields 
noted above. 
The second issue concerns model risk. A large number of financial pricing models 
incorporate (Log)Normality as an assumption, which from the conclusions of this 
project may introduce a statistically significant error. Whilst it is clear from the 
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quantitative results of this project what the direct effect of this model error is on the 
value at risk measure, it is more difficult to identify the quantitative effect of this in a 
realistic trading environment. The practice of hedging positions in real markets at 
short time periods can mask model errors. Investment management strategies that tend 
to hold positions for longer periods will however be more susceptible to model errors. 
As both the regulatory literature supports and the survey conclusions from this project 
identify, institutions' internal and external risk management infrastructures are 
convergent. Additional attention to operational risk errors, including model risk, is an 
important issue for management to address, as it has a direct impact on shareholder 
returns, capital efficiency, and performance measurement. 
Key Conclusion 3 
Again in contradiction to the literature, foreign exchange rate series in the actual 
markets tested were not differentially distributed between Normal and LogNormal 
innovations. Both series failed the advanced x2 test (Kolmogorov-Smirnov) by similar 
D-statistic errors. Slight improvements were observed for the interest rate series when 
assumed to follow a LogNormal distribution, however the test still failed 
significantly. 
From the literature, this is a surprising result. It is concluded that the differential 
assumption in existing financial literature that asset-price innovations are either 
Normally or LogNormally distributed is not a robust assumption. That is, as well as 
the assumption in Key Conclusion 2 that asset-prices are not described by either 
distribution, distributional distinctions between both series are not statistically 
significant. 
In line with the findings noted above, this leads to the conclusions that (a) the 
behavioural characteristics of risk are not sufficiently well understood, (b) the 
presence of model errors may be important reasons why the models are failing the 
regulatory threshold tests, and (c) there should be very limited confidence by 
management in the models to perform as expected. The latter point is supported by 
this project's field research in which the confidence in the existing risk models to 
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support the business objectives is questioned. Furthermore, this point re-enforces the 
inadequacy of the back-testing and management monitoring procedures to identify 
weaknesses in one of the fundamental management tools employed within financial 
institutions. 
In contrast, it could be argued that as there is no differential between the Log and non- 
Log forms of the risk measurement model, institutions who have adopted different 
forms for different asset classes could standardise their models without a significant 
loss in relative error. If this were employed, the use of a LogNormal form would be 
preferred, albeit slightly, from the results of this project. 
Key Conclusion 4 
In line with existing literature, evidence of leptokurtosis and skewness in the 
distribution of the change profiles was found to be present. 
Whilst this is not a surprising result, the difference between actual tail extrema 
deviations to associated model estimates when applied in risk measurement is 
significant. The direct consequence of these deviations results in the high risk 
measurement error statistic for the confidence interval being tested. Lower confidence 
intervals would result in improved results as the deviation from theoretical to actual 
distributional profiles is lower. For effective higher confidence intervals, either an 
improved overall distributional fit, or an improved understanding of the distributions 
of tail events is required. This project focuses on the former. An alternative approach 
for the latter would involve the application of extreme value theory. 
One reason why the overall distributional profile is important involves the realisation 
that the distribution is not symmetrical. The value at risk associated with a statistical 
region increase or decrease are therefore different. This difference is one of the 
potential sources of error in the implementation of existing regulatory risk models and 
is excluded from the back-testing management analysis. From the evidence of this 
project, both omissions are significant. 
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Key Conclusion 5 
Attempts to calibrate and simulate the behaviour of risk in real markets using other 
`standard' distributions leads to similar invalid results to the (Log)Normal tests. This 
is evidenced by: 
1. The failure of each of the markets under study to meet the regulatory outlier 
parameter thresholds (see below re Exponential tests) 
2. The failure of each of the markets under study to pass the detailed x2 tests for 
either distributional or log-distributional characteristic change series. Strictly, the 
Exponential distribution tests pass both the x2 and outlier tests, but based on the 
risk efficiency ratios, it can be concluded that the distribution significantly 
overestimates the risk and therefore acts as a poor risk `proxy' measure 
3. The low risk efficiency ratios (average 0.3) versus the target of 1, implying a high 
degree of systemic bias associated with the models 
for each of the Weibull, Exponential, Gamma and Jump-Diffusion standard 
distributions. 
One characteristic of these distributions is their ability to approximate leptokurtosis 
and skewness in a distributional profile relative to a (Log)Normal profile. As noted 
above, the presence of these characteristics has already been noted by financial 
researchers. If the difference between the theoretical and actual risk measures could 
be explained either entirely or significantly by the absence of the distributional match 
to the skewness and leptokurtosis characteristics, the application of the distributions 
noted above should lead to significantly improved results. 
From the findings of this project, the transformation of the regulatory form to a 
standard statistical distribution that incorporates these characteristics does not 
however generate significant estimation improvements. It should be concluded 
therefore that the risk profile distribution is unlikely to be either a trivial (standard) 
form, may be time-variant, or both. 
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Key Conclusion 6 
The failure of assets to be described by either the Weibull, Exponential or Gamma 
distributions is not surprising as there is no direct literature reference to the use of any 
of these distributions to simulate or price risk. In contrast, however, there is growing 
research on the application of Poisson-Normal jump-diffusion processes previously 
described to model asset behaviour to be applied within a risk measurement model. 
This would be a logical and required step to ensure the consistency and efficacy of 
risk measurement models if this is defined as a more realistic framework in which the 
asset innovation series can be described. 
The findings of this project highlight that this would lead to poor results, and 
questions the general applicability of traditional Poisson-Normal models to describe 
asset-prices (specifically foreign exchange and interest rate models already 
developed) when applied to a range of real markets. 
Furthermore, the findings of this project would suggest that the application of 
Poisson-Normal jump-diffusion contingent-claim risk pricing models (such as 
Merton, 1976; or Cox, Ross, Rubinstein, 1979) to real markets (that is, outside the 
theoretical market environments in which they are developed) would not lead to 
acceptable results. 
Key Conclusion 7 
In addition to the distributional assumptions questioned by this project's findings, the 
parametric assumptions defined for both the regulatory and practitioner risk 
measurement models are not supported by the empirical findings of this project. In 
particular: 
1. The use of a moving average volatility estimator tends to increase the number of 
outliers compared with using a standard deviation measure on historical data. The 
practitioner-form (exponentially weighted moving average with weighting of 
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0.94) produces slightly better results than the regulatory moving average form, 
however this is still worse than the standard deviation form 
2. The measurement of risk over a 10-day period leads to better results (based on the 
efficiency measures tested) than 1-day simulation intervals. This contrasts with 
regulatory and practitioner implementation recommendations which suggest 
calculating the risk over a 1-day period and scaling up to longer periods. 
Based on this project's findings, an improved risk measurement model could be 
constructed by rejecting the application of any of the current moving average 
estimator forms and using higher values of estimated time intervals (lambda values) 
and, if required, scaling down to shorter time periods. 
The field research supported the literature in validating that institutions, in practice, 
base their parametric methods on the regulatory defined values. Again, surprisingly, 
whilst there is anecdotal evidence against the efficacy of these methods, there is 
insufficient focus reported by institutions on either understanding the weaknesses of 
these methods or developing improvements. The error consequences reported above, 
including inefficient asset allocation, could result from the parametric errors identified 
in this project. 
Key Conclusion 8 
All markets tend to produce similar results, albeit these results lead to the conclusion 
of failed risk measure efficacy. This is a surprising result as markets which are highly 
traded (such as major G7 foreign exchange markets included within this project) 
could be expected to be compliant as a result of either good financial research or 
being subject to model overfitting. The latter occurs when the prices in a market are 
driven by model rather than fundamental values. 
Furthermore, whilst the project's findings conclude that emerging and highly illiquid 
markets such as Malaysia and Singapore produce the most significant deviation 
results from the estimated risk measure, all G10 asset profiles tested have similar and 
very high deviations from the assumed risk behaviour characterisics. 
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From a management perspective, the regulatory objective of developing a risk 
management framework which is applicable across a range of markets appears 
reasonable. The fundamental requirement to achieve this objective is the development 
of an efficient distributional density function from which estimators of expected risk 
factor changes can be determined. The development within this project of an 
alternative risk measurement estimator has demonstrated that this objective is 
achievable. The current momentum behind convergence of international regulatory 
frameworks is considered appropriate, although the existing methods do require 
revision. Whilst there is no evidence, from the results of the quantitative research for 
different markets, that there are consistent patterns between markets' results to 
facilitate regulatory arbitrage, there are sufficient differences in the error statistics 
between markets to lead to potential adverse management behaviour. An example of 
the latter would result in identifying market instances in which the capital allocation 
of a firm could be biased to support specific assets whose risk profiles when `marked 
to risk model' were at variance with the actual `marked to risk market' behaviour. 
Examples of this type of behaviour have been noted in the literature. 
Key Conclusion 9 
One of the key reasons for the risk measure deviation is as a result of the presence of 
heteroschedasticity in the risk profile. This is in line with the existing literature. 
Although the regulatory guidelines do not explicitly identify the use of 
heteroschedastic volatility models, they can be incorporated within the model 
approval process. 
Whilst, from the survey findings, it could be noted as surprising that very few 
institutions either currently use, or plan to introduce, heteroschedastic methods, the 
inefficiency in the back-testing management infrastructure could explain why few 
institutions understand the impact of this omission. 
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Key Conclusion 10 
All data series tested within the project were found to be non-stationary for both long 
(greater than 1 year) and short-term (around 3 months) time intervals. This is an 
important result as it explains the poor results in attempting to calibrate standard 
distributional models. An effective risk measure must therefore incorporate the time- 
variant nature of both the volatility and mean innovations. 
In line with the distributional findings noted above, the presence of non-stationarity 
invalidates a number of existing financial research literature and models. Again, the 
ineffectiveness of the back-testing management framework is noted as a weakness in 
the identification of this issue. 
Key Conclusion 11 
All time series tend to be more highly correlated (that is, more sensitive) to latest 
market changes (information) than long-term mean values. This is observed both in 
the rejection of the moving average parameter forms as well as individual estimator 
calibration to actual risk measures. Whilst this is inconsistent with existing risk 
measurement methods identified in the literature, this volatility clustering is consistent 
with other financial research (see for example, Rossi 1996). 
From a management perspective this introduces a potential issue, namely that the risk 
measure must be biased to the most recent data, whilst having sufficient data 
incorporated within the model to be statistically robust. (The application of a risk 
indicator transformation function based on the risk efficiency ratio within the dynamic 
risk model addresses this issue. ) 
Key Conclusion 12 
The application of a dynamic risk measurement model that incorporates the time- 
variant components and calibrated distributional profiles highlighted above, results in 
an effective risk measure when applied to real markets. This is an original model from 
PhD Thesis: S. Christie Page: 248 
The Management of Market Risk: Regulation versus Practice 
the results of this project. The validation of the effectiveness of the new risk model is 
based on: 
1. Passing all statistical outlier tests at the highest level (with the average number of 
outliers being 1-3 per 250 measurements) 
2. Passing all statistical outlier tests even at the maximum extrema level 
3. Low standard deviation returns of the outlier tests (generally less than 2 compared 
with previous values greater than 10) 
4. A mean risk efficiency ratio which is significantly higher than the current model 
values, frequently higher than 0.8 (versus 0.3 previously), and in a number of 
cases being very close to the optimal value of 1 (for example, DEM-FX 0.99, 
GBP-IR 0.98, USD-IR 0.99) 
$, Low extrema values and low standard deviation of risk efficiency values 
(generally less than 1.3 extrema, standard deviation returns less than 0.2 compared 
with previous values greater than 3 and in the range 0.3-0.45 respectively). The 
low extrema and standard deviations indicates clustering of returns from the 
model around the ideal target of 1. 
The effect of using this model would be to ensure consistency with the regulatory 
objectives associated with the introduction of a risk management framework. A 
standard model can be applied across markets which provides a `comprehensive 
approach to address risks that could be applicable to all market participants'. In 
addition, as there is significantly less variation in the risk measure backtest results and 
the risk efficiency ratio is clustered around the ideal value of 1, the regulatory `safety 
and soundness' objective is realised. Direct consequences of the use of this model 
address the management objectives noted above, such as effective performance 
measurement, and capital allocation strategies. 
Key Conclusion 13 
In line with the previous tests but contrary to the literature, the application of the 
dynamic risk model supports the previous empirical evidence that there is no 
significant statistical 
difference between the use of a change or a logchange 
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innovation series. (The principal components of the behaviour of risk are therefore 
measured using the time-variant distribution change profile, the volatility, and the 
volatility of the mean distribution shift. ) 
Key Conclusion 14 
The calibration of the dynamic risk model was performed using deviation returns over 
short periods (between 30-60 days) supporting the premise that latest market 
information contributes more `information' to expected forward estimators than 
longer-term mean change returns. This is in line with the volatility clustering 
observation noted above. 
Key Conclusion 15 
In support of the structure of this project, the majority of financial institutions base 
their risk measurement infrastructure on the regulatory and leading practitioner 
guidelines (over 80%). Very few institutions (less than 15%) analyse their application 
of risk measurement to ensure validity to the market and asset-classes involved. One 
key consequence of this is that the primary regulatory objectives and controls are not 
effective. 
Furthermore, few institutions (around 30%) perform stress scenarios (or risk analyses 
other than the standard regulatory risk model forms) on a regular (that is, daily) basis. 
The presence of errors within the existing risk measurement paradigm is not therefore 
surprising as there is a wide discrepancy in both the analysis associated with 
implementation, and the monitoring of its effectiveness. 
The previous chapter outlines a number of detailed findings that support these 
conclusions, however there are a number of key management issues that are worth 
noting. Firstly, most institutions have not identified in practice how internal and 
external risk management requirements can be used to create shareholder value. 
Whilst the criticality of risk management within transaction structuring is clearly 
associated with profitability, and the theoretical benefits of effective risk management 
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are known, the practical implementation of a risk management infrastructure is biased 
to meeting regulatory requirements. It is therefore a control rather than a decision 
making tool. There are a number of reasons given by the institutions surveyed in this 
project as to why this is the case, including the burden of implementation, and the 
lack of confidence in the methodologies. 
Secondly, there is little evidence that any effective analysis is being completed on 
how risk measures should be applied in practice within a firm. The lack of 
internalisation of the risk measures in its use for performance measurement, employee 
compensation, and so on, is limited by the implementation issues noted above. 
Key Conclusion 16 
A significant number of financial institutions do not have confidence in their risk 
measurement models. For example, around 60% of financial institutions surveyed 
raised concerns on the parameters employed, 65% that the models were either naive 
or inaccurate, 55% that the model did not handle extreme events effectively, and 
around 55% that the models did not handle market specific factors (such as liquidity). 
Based on the results of this project, these concerns are considered valid and based on 
the quantitative results, the level of concern should be higher. 
Key Conclusion 17 
The current status of market risk measurement implementation is unsatisfactory, with 
over 60% of institutions surveyed reporting non-compliance with both the regulatory 
and practitioner (G30) guidelines. This level of non-compliance should be a 
significant issue to senior management. Apart from the inefficiency associated with 
capital usage, the inability to measure performance within the firm, the inability to 
understand the nature and magnitude of risks being incurred, the legal issues 
associated with non-compliance, there is a key strategic competitive issue within 
financial services that is critically dependent on effective risk management. Trends to 
increase global market coverage, consolidation within the financial services industry, 
and the introduction of new market entrants with lower entry costs (via internet 
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technology) requires firms to have an effective risk management capability for both 
internal and external usage. 
Each of these findings is individually significant for the reasons noted above. 
Collectively, they raise a number of important management issues. The first issue is 
associated with the objectives driving the creation of a regulatory framework. 
Insufficient capital is one of the key causes of institutional failure, and more 
positively, one of the key determinants of institutional success. The size and 
complexity of financial markets, their impact on global economies, individual 
organisations, and individuals, mandates that controls are in place to ensure stable, 
efficient, and equitable behaviour is observed. This has resulted in the creation of a 
series of legally mandated international rules on capital provisioning. As outlined in 
the literature, more formally these rules were aimed at promoting safety and 
soundness in the financial system, enhancing competitive equality, providing a 
comprehensive approach for addressing risks, and to develop a set of principles that 
are applicable to all market participants. An effective risk measurement framework 
has been identified as a critical component for the implementation of these rules. 
This project has confirmed that financial institutions have conformed, as legally 
mandated, to these rules. Following the conclusions noted above, the implementation 
of these rules as currently defined is ineffective. The parametric and distributional 
assumptions have introduced statistically significant errors, and the effectiveness of 
the back-testing control framework to identify these errors in practice has been 
unsatisfactory. 
Anecdotal concern on the applicability of the risk measurement models as outlined in 
recent literature is supported by both the quantitative and qualitative findings of this 
project. Whilst there is no evidence that the current risk measurement models have 
introduced systemic risk into financial markets (raised by The Economist, 12 June 
1999), their inadequacy does raise a number of key issues supporting this debate. 
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There are several important management issues that need to be addressed concerning 
the convergence and validation of dynamic asset profiles. Asset pricing models and a 
number of key asset probability density function assumptions are contradicted by the 
results of this project. 
The regulatory objectives of a single framework across real markets are shown to be 
achievable within this project by the introduction of a new risk measurement model. 
This model incorporates a number of time-variant and new distributional assumptions 
that have a wider application in financial research. In addition, a number of 
improvements in the parametric estimators, and the back-testing paradigm are 
identified within the project. 
8.3 Formal Hypothesis Test Conclusions 
This section summarises the formal hypothesis conclusions associated with the key 
project findings. 
As outlined above, the conclusions of the empirical evidence support the broad 
hypothesis that the current standard regulatory market risk models do not lead to an 
efficient estimate of the actual risk characteristics or risk value within real markets 
(where efficiency is defined as the absence of systemic bias, and in accordance with 
the statistical expectation outlier parameters). 
Hypothesis 1 
This statement is in line with the formal hypothesis 1 (H1) and the 3 related specific 
hypotheses that test the assertion (H1,1 to H1,3) . In particular: 
1. Outlier analysis results, in accordance with the regulatory defined risk 
measurement models, fail for the real markets tested. This supports the hypothesis 
that these models do not support efficient risk measurement in actual markets 
(Hi. i) 
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2. Risk efficiency ratio analysis results, in accordance with the regulatory defined 
risk measurement models, highlight a high degree of systemic bias and volatility 
for all real markets applied. This supports the hypothesis that these models do not 
support efficient risk measurement in actual markets (H1,1) 
3. The use of regulatory guideline parameter methods leads to poor results when 
compared to ex-post actual market changes, practitioner methods (EWMA 0.94), 
and historical standard deviation returns. This supports the hypothesis that the 
calibration of parameters using historical data in line with regulatory model 
methods is inefficient (as defined above) (H1,2) 
4. The assumption of (Log)Normality is inappropriate for real markets and deviates 
significantly from the actual behaviour of real market asset price changes (H1,2) 
5. The qualitative evidence from financial institutions supports the belief that both 
the models and the parametric methods are inaccurate when applied to real 
markets (HI, z) 
6. Based on the visualisation profiles and outlier analyses, there is significant 
variation in the range of error between different real market risk simulations 
(Ht, 3)" 
In summary, therefore, the findings of this project support the view that the regulatory 
framework to measure market risk is inefficient. 
Hypothesis 2 
Hypothesis 2 proposes that improvements in market risk measurement relative to the 
regulatory methods tested 
in Hypothesis 1, could be made by the application of 
alternative distributional models and parametric techniques. 
The specific elements 
associated with the validation of this 
hypothesis are outlined below: 
1. The application of the Exponential distribution to describe risk innovations leads 
to a better match to extreme distributional events (fewer outliers) (H2,1). However, 
the risk efficiency ratio results conclude that all of the standard distributions tested 
had serious limitations in their ability to match the actual risk profiles of the real 
markets tested 
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2. The use of an exponentially weighted moving average volatility estimator 
provided a better `predictive fit' than the regulatory model form tested in 
Hypothesis 1, thereby validating H2,2 
3. The use of an historical average volatility estimator provided a better `predictive 
fit' than the regulatory model form tested in Hypothesis 1 (or the exponentially 
weighted moving average method), thereby validating H2,2 
4. The use of shorter period volatility estimators provided a better `predictive fit' 
than the regulatory model form tested in Hypothesis 1 (or the exponentially 
weighted moving average method), thereby validating H2,2 
In line with the original hypothesis 2 development, the characteristics of the risk 
profile were developed to investigate time-variant distributions (probability-density 
functions), volatilities, and non-stationarity. This is a fundamental requirement to 
support further research associated with hypothesis 3. 
Hypothesis 3 
The results of this project support the hypothesis that risk measurement in real 
markets can be improved in predictive value to ex-post changes by incorporating 
time-variant characteristics of risk observable within those markets. In particular: 
1, The volatility of the change in asset value in real markets is time-variant 
(heteroschedastic) , thereby supporting H3,1 
2. The mean distributional value of the change in asset value (risk innovations) in 
real markets is time-variant. This non-stationarity thereby supports H3,2 
3. The short-term calibration testing of the risk innovations against standard 
distributions proved inaccurate thereby supporting H3,2 
4. The calibration of the dynamic risk distributional profiles (At, probability density 
functions) provided effective risk measure proxies (as measured by low outlier 
results, low outlier extrema, low outlier standard deviations, near-1 risk efficiency 
ratios, and low risk efficiency ratio standard deviations) and therefore supports the 
premise that the shape of the actual distributions is stable over short periods (H3,3) 
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5. The alternative risk model that incorporates the time-variant characteristics and 
statistical profiles of H3-1 to H3-3 performs better out of sample when applied to 
real markets than any of the standard or revised distributional models tested or 
developed elsewhere in the project, thereby supporting H3,4. 
The results of the dynamic risk model concluded that this model supports a better 
understanding of the behaviour of risk in real markets, is a better estimator of risk, 
and is applicable across a wide range of markets. This would therefore support the 
ability to consolidate and analyse risk associated with a diverse range of 
assets/markets more effectively than the currently proposed and applied methods. 
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8.4 Additional Outcomes From This Research Project 
As outlined above, this project has developed an extended understanding of the 
behaviour of risk in real markets and has developed a new model in which the risk 
characteristics can be more efficiently understood, measured and managed. In 
addition, it has noted that the financial services industry is currently dissatisfied with 
the accuracy of existing methods, a view which is validated by the empirical findings 
of this project. 
There are a number of additional benefits from this project. The first benefit is the 
potential usage of the dynamic risk asset model characteristics to other related pricing 
and portfolio management applications. For example, the methods within this model 
should lead to improvements over the numerical optimisation methods currently 
employed to dynamic portfolio matching (see, for example Dempster 1999), as the 
dynamic risk model is based on gaining a deeper understanding of the way risk 
originates, is classified, is measured and thereby managed. Much of the existing 
methods are based on portfolio replication and large-scale simulation as a proxy to 
understanding the risk. 
In addition, this project has highlighted that the extended development of Poisson- 
Normal jump-diffusion asset behavioural models is unlikely to yield efficient results 
when applied to real markets. Additional research on the validation of the existing 
theoretical frameworks in which jump-diffusion has been applied, for example 
contingent claim pricing models and foreign exchange predictors, would also be 
warranted based on the empirical evidence from this project. 
As an extension of the last point, the questioning of (Log)Normality which underpins 
a number of fundamental valuation models 
in finance would also highlight the need 
for additional validation research 
in this area. Whilst the questioning of a widely 
implemented rule of finance may seem extreme, it should be noted that most models 
tend to be validated in a theoretical framework (which from this project's evidence is 
at variance with actual market 
behaviour). Artificial compliance (validation) of a 
model within real markets occurs when the asset 
is heavily traded at model prices and 
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dynamically hedged at intervals in which the error is not noticeable. The integration 
of dynamic risk characteristics (in line with the model developed in this project) 
should lead to improvements that do not require artificial compliance and should 
require lower hedge adjustments to support the same realised yields. 
In line with the dynamic risk field of research, this project validates the need to apply 
heteroschedastic volatility models, thereby supporting the research efforts around 
ARCH, GARCH and so on, within finance. As an extension of these methods, this 
project promotes the introduction of non-stationarity techniques in risk measurement. 
Advanced areas of risk research have started to investigate the concept of using neural 
networks in finance (see for example, Deboeck 1994; Dunis 1996) for a range of asset 
predictive and pricing applications. This project concludes that this would be a limited 
area for financial researchers as the presence of non-stationarity results in neural 
networks being unstable. 
Finally, an additional benefit from this project is the simplification and further 
development of the back-testing methodologies. As outlined in the literature, in line 
with BIS, most institutions face the problem of `portfolio transaction noise' that 
reduces the accuracy of their back-testing results. BIS highlight that they are currently 
dissatisfied with the current back-testing methods but have adopted them in the 
absence of a better proposed method (BIS, 1996). This project develops a method that 
demonstrates that the risk measurement efficiency results are directly related to the 
accuracy of the asset innovation (volatility) measure (as a function of the power of the 
derivative sensitivity of the portfolio under study). Back-testing to the asset 
innovation series therefore removes the need to create artificial portfolios and enables 
cross-market, cross-institutions', and cross-assets' benchmark statistics to 
be 
developed. This is proposed as a more efficient alternative approach to the BIS 
framework. 
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8.5 Areas For Further Research 
A number of areas to build on the findings of this project have been highlighted 
above. The validation of existing asset valuation and pricing models in real markets 
represents a potentially significant source of additional research. Building on this 
concept, the introduction of time-variance (dynamic asset characteristics) within 
existing valuation and pricing models would also be a potentially beneficial field of 
research. The latter, if studied in real markets, could be developed to analyse the 
effects that daily (or intra-day) hedging contributes to masking errors in the original 
pricing model that would otherwise be noted if the asset were held to maturity. 
Furthermore, extensions of the introduction of dynamic risk characteristics to many of 
the fields of research associated with incomplete markets, for example the effects on 
transaction costs, would also be a potential area for further research. 
The assets studied within this project were limited to foreign exchange and interest 
rates. Potential further research would study whether the model was also applicable to 
other assets, such as equities and commodities. It is anticipated that similar results 
would be obtained. 
Furthermore, studies across other markets (countries) could also be performed to 
extend the research validation that a 
dynamic risk model is widely applicable across 
real markets. 
The development and analysis of a dynamic performance measurement framework 
(for both assets and institutions) would also be a logical extension of this project. 
The computation effort associated with this project was significant (involving many 
months of computation time on very fast PCs (450MHz)). Improved computational 
methods could also therefore 
be a key objective, as practical implementation of the 
model could be limited until further optimised. 
In addition, the characteristics of the distributions of the volatility and means could be 
studied further to gain a 
deeper understanding of their structure. This project was 
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limited to calibration of the model to the general shape of these distributions. 
Additional attributes such as mean reversion, liquidity preference and so on could be 
studied to see whether they improve the distributional definitions. It is anticipated that 
additional quantitative research by pure mathematicians would yield a more elegant 
definition of the dynamic risk model. 
The qualitative findings, which whilst originally planned to validate that the market 
was (a) compliant with the regulatory models as the basis of their market risk 
management infrastructure, and (b) to prove that the regulatory models and parametric 
techniques were flawed, have also highlighted a number of interesting areas for 
further research. For example, a deeper understanding of how a regulatory framework 
is defined and validated in a global context, or whether firms that develop a 
compliance framework which is contradictory to the actual business structure in 
which they operate, introduce adverse behavioural patterns within their operations. 
Finally, it is anticipated that the results of this study will be shared with a limited 
number of leading institutions to support a pilot study on its application, followed by 
sharing the results with regulatory authorities to obtain formal model approval. 
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Appendix I- Non-Financial Markets' Risk Measurement Approaches 
1.1 INTRODUCTION 
This appendix provides an outline of a number of alternative risk measurement 
techniques that are applied in problem areas other than financial markets. It is 
included within this thesis to demonstrate that the techniques applied within finance 
are generally accepted in other academic and practitioner fields, and to investigate 
whether there are any refinements applied in other disciplines that would address the 
limitations already highlighted in the measurement of market risk. 
A number of the techniques identified in the course of this investigation were 
incorporated into the dynamic risk model. 
Risk is frequently encountered in most disciplines whether scientifically oriented, for 
example in engineering the risk of material deformation, through to most areas of 
social science, the legal profession and so on. It would be impractical to include all 
the possible risk areas in this study and therefore this study has been limited to 
include just five fields; 
" Engineering risk applications 
" Medical risk applications 
" Actuarial risk analysis 
" Catastrophic insurance risk 
" Nuclear proliferation risk. 
Before discussing these areas in more detail, it is important to make a few points on 
why these fields were selected. Many areas of risk tend to be based on a 
predominantly rule-based approach without a formal quantification of the risk. These 
approaches focus on the potential events and factors associated with the occurrence of 
those events. For example, in the case of potential litigation risk, the events could be 
reduced to litigation versus no-litigation. Primary factors associated with whether 
litigation would occur include previous history of litigation, potential costs, potential 
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return, clarity of case, accessibility to judicial process and so on. In these examples, 
whilst non-trivial, the risk analysis is based on a primarily logic-oriented rather than 
quantitative approach. They do not provide useful further insight to the techniques 
that are being investigated in detail in this project and have therefore been easily 
omitted from the areas discussed below. 
Clearly it would be impossible to discuss any of these fields in detail within the scope 
of this research project, and therefore the reader should review this chapter as a high- 
level presentation of how risk is present and managed in disciplines other than 
finance. 
1.2 Engineering Risk Applications 
Risk analysis can be found in most areas of engineering whether civil, electrical, 
mechanical, software or chemical, and focuses on three main risk issues, namely; 
The risk of improper design 
" The risk of malfunction 
" The risk of improper operation. 
This section outlines a number of techniques that address all three issues. 
1.2.1 Thermodynamic Risk Evaluation 
Thermodynamic risk occurs when the operation of a machine or process is strictly 
dependent and sensitive to thermal conditions. For example, the operation of a boiler 
may be a critical determinant to provide heat to an overall processing plant which 
must be governed within certain guidelines for frequently two key reasons, 
optimisation of process and safety. 
When engineers design thermo-critical devices, they tend to adopt two key 
approaches, theoretical 
design models and empirical testing. Theoretical design 
generally relies upon a body of knowledge, both analytical models and empirical 
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reference data that govern the behaviour of individual building blocks of a solution. 
For example, in the case of the design of a heat boiler, engineers know how to 
calculate the thermal conductivity, expansion ratios, energy conversion rates and so 
on, which would enable a theoretical simulation of any potential design to be created 
(Daniels, 1982). Databases have been developed (for example, the Systems Reliability 
Service Associations SYSREL database) which contain large performance 
characteristics, tolerances and reliability data for a large range of engineering sub- 
components. This approach is very similar to the methods financial regulators have 
adopted to manage operational risk. 
Each component of a solution can therefore be isolated and verified as appropriate to 
meet the environmental conditions anticipated with its effective operation. 
Furthermore the interaction of each component can be analysed to ensure that all sub- 
components are appropriate and compatible. As an illustration of this last point, a 
thermal controller may be optimal within a specific temperature and pressure 
environment, whilst the heat generator may be optimal over different conditions. The 
process of engineering design involves identifying and isolating sub-components that 
are sub-optimal and either accepting them as non-critical to the overall design or re- 
designing to address. 
There is an analogue to this process in finance, namely the behaviour and risk profile 
of specific assets and the aggregation of risk attributes in portfolios. 
A fu ther component of the risk design process involves the realisation of engineering 
tolerances. Each component of the engineering construction and design process, for 
example due to differences 
in material composition, measurement errors, modelling 
errors, approximations and assumptions, can deviate from the expected performance. 
These deviations must be understood and analysed as to whether they have a 
significant impact on the overall functional operation and/or the design process. In 
practice, engineering tolerances tend 
to exhibit Normal distribution variation although 
Monte Carlo simulation is also frequently implemented. Empirical study on historical 
actual results or comparative data is used to determine the variance of the 
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distributions, and simulations of extreme conditions within a range of operating 
confidence interval factors used to study whether the variation profile is significant. 
There are two further components of the engineering design and functional process, 
namely stress-testing and quality assurance. Quality assurance refers to a range of 
formal techniques to ensure that the engineering design process meets all design 
criteria and standards through `production' (the Total Quality Management 
paradigm). In general, this involves observation and testing of all stages of the 
production process. Stress-testing can be both theoretically (for example, simulation 
scenarios) and empirically based, and involves studying the behaviour of the overall 
design process and product for abnormal operating conditions. Whilst the probability 
of these stress scenarios is frequently not known, they are an important element in 
determining the overall performance risk assessment. 
An additional insight into the similarities between risk in thermodynamic and 
financial application has been provided by the use of the Heat Equation as an explicit 
solution of the diffusion equation for option pricing (Dewynne, Willmott & Howison, 
1993, pp63-85). It could be argued, however that the stability of parameters in 
financial application result in a far less robust application framework than that applied 
within thermodynamics. 
1.2.2 High Risk Industrial Safety Assessment 
Most developed economies have implemented formal guidelines on the safety criteria 
expected for specific industries. In the UK, the Health & Safety Commission perform 
explicit analysis on the number and type of fatal serious accidents. This commission is 
supported by legislature contained within the Health & Safety at Work Act, and the 
Advisory Committee on Major Hazards (ACMH). In practice, the range of accidents 
expected is analysed by industrial group, age, accident type, number of employees 
(the sample size at risk) and other specific factors associated with the particular 
industry. As a quality benchmark, these statistics are also generally compared to 
similar industries in other countries (Kinchin, 1982). 
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Based on the collation of data as noted above, probability distributions (tables) of 
specific events and the underlying risk factors can be identified. Further analysis to 
monitor and reduce the risk can then be performed. The risk analysis for safety tends 
to be associated with a cost-benefit study, although this is frequently subjective as it is 
difficult to place a value on the cost of an injury or death. The National Radiological 
Protection Board, for example, considered the social cost of high exposure to ionising 
radiation versus the financial cost of keeping doses low, employing a number of 
different techniques to value the cost of a life. Other examples include the risk of oil 
spillages on particular economies, nuclear plant impacts to health reports, particularly 
high leukaemia incidences, risk of injury in explosive manufacture. 
The primary objective of risk management in industrial safety is the development and 
implementation of best-practice working conditions and processes, for example 
restricting the volume of hazardous materials that can be stored, introduction of 
formal training, and the completion of regular hazard audits. 
White (1980) outlines a formal stochastic framework in which risk analysis in high 
risk safety environments are studied. One technique involves the development of 
event trees, also termed fault-trees (Cross, 1980) which outline the potential events 
and chain events that could occur. This is analogous to the lattice models applied in 
gaming theory and option pricing development. White further outlines the risk 
analysis process to involve three key stages for each event in the event-tree, which 
whilst they are specifically applied to radiation studies are easily generalised, namely; 
Stage I- Estimate frequency and magnitude of the event occurring (probability 
measure) 
Stage II - Estimate the effect (cost/consequence) of the event if it occurred 
Stage III - Overall risk potential is the combination of I& II above, and should 
be compared to the other risks (for example, no action). 
As outlined above, Stage I tends to be based on empirical analysis, although more 
theoretical studies such as component failure, design adequacy tests, event condition 
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studies, engineered safety features, design safety principles may also be incorporated. 
Stress testing and tolerance studies are also a critical component in the safety study. 
Garrick et al (1980) highlight that the approach to quantifying risk should be the same 
regardless of the type of industry (or arguably the problem under study) being 
analysed. The risk is desribed as the `set of triplets idea' where the risk R is given by; 
R= {(sr> P, (O1), qi(X r)%I 
Where; 
Si =a scenario event, 
p; (4) = the probability p; that the scenario s; will have a frequency of 
occurrence of ý;, 
q; (x; ) = the probability q; that the level of damage as a result of s; is X. 
Or as expressed narratively, (1) what can go wrong [s], (2) with what probability or 
frequency [ý], and (3) with what consequences [X] ? 
The event or fault-tree is essentially a cause-effect model which is studied by 
simulating initiating events and allocates a range of associated simulation 
probabilities for each future event. The objective is therefore to evaluate the potential 
outcomes, probability of those outcomes, the potential cost, and the factors that help 
control or manage the event occurrences. This is analogous to the financial objectives 
outlined in the earlier chapters. The analysis of fault-tree behaviour is frequently 
based on the use of specific stochastic models (such as Markov state analysis, Normal 
distributions, or Poisson failure distribution rates) (Cross, 1980; Bourne, 1980; 
Schueller, 1980). Again in line with the tolerance analysis noted above, the use of 
confidence intervals associated with these distribution values is now common 
practice. 
In line with other disciplines, for example the use of regime-switching (Hamilton) in 
finance, it is possible in risk safety and engineering that different probability 
distributions are applied depending on other factors (for example, age of a 
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component) (Mann et al, 1973). It is possible to calculate a hazard rate, also known as 
the intensity function in extreme value theory or Mill's Ratio in Economics, to 
determine for example the probability of failure at a future time interval (which is 
frequently asymmetrically distributed). 
Engineering safety studies have tended to focus on potential extrema of distributions 
in more detail than financial research. Extreme values of Normal distributions tend to 
follow a Rayleigh distribution. Other distributions applied to extrema analysis in 
Engineering (though not exhaustively in Extreme Value Theory) include the Gumbel 
distribution, where the cumulative distribution function is assumed to follow the 
format; 
F (x) = exp( -e-"(x-u»where - oo <x< oo 
Where u denotes the mode and a the shape of the distribution, or alternatively the 
Frechet distribution; 
F (x) = exp - 
(-)« 
where O< x< o0 
It has been noted (see for example, Schueller, 1982) that the distribution of extreme 
values does not have a heavy dependence on the overall population distribution, 
which may be unknown. The Gumbel distribution should be applied when the tail of 
the distribution has an exponential shape and the Frechet when the tail follows a 
potential law. As noted 
in the literature, recent studies of Extreme Value Theory VaR 
in finance are based on similar statistical references and assumptions. 
It has also been noted that in accordance with the Central Limit Theorem, if a large 
number of potential error factors each follow a random walk process, the overall fault 
behaviour is approximated by a Normal distribution. The cost of default is then 
exactly analogous to the variance-covariance value at risk model outlined above. It is 
important to note, however that in the event of safety risk assessments all critical 
factors are incorporated. The use of cumulative complementary distribution functions 
(CCDFs) are based on the development of complex, compound probability events 
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(Kaiser, 1980). As outlined above, market risk does not include a number of potential 
risk events and their probabilities when determining the potential value at risk. 
Where data is sparse, subjective probabilities of occurrence are inserted into the 
event-tree. Again, where possible, stress testing or extreme conservatism is 
recommended (Kaiser, 1980). 
In the discussion above, most of the event occurrences were based on non-human 
components functioning or malfunctioning, leading to specific event occurrences with 
probability and costs either known explicitly or estimated analytically. There is also 
however a risk of human error. This is generally treated in the same way as outlined 
above, although the collation of data is significantly more complex and arguably 
subjective (Rasmussen, 1980). Chain-analysis can be performed which identifies 
which processes involve human interaction and additional control-steps built in to 
optimise the risk-cost framework. Rasmussen (1980) highlighted that a well designed 
system should be error-tolerant as opposed to error-free, which is a more realistic 
objective for any sophisticated model. A number of psychological studies have 
highlighted that human factors tend to be very closely approximated to the Normal 
distribution (see for example, Hunns, 1980) again equating appropriately to the 
models outlined above. 
Reliability analysis, and in particular Defect Flow Analysis (DFA), is an alternative 
paradigm in which to study industrial risk assessments. DFA is based on studying 
historical failure populations (events) and ensuring that future production does not 
replicate the causes of those failures. There are two key principles associated with 
DFA, namely Basic Quality Level (BQL) which measures the failure occurrence and 
the point at which the failure is introduced (the failure or risk factors). The second 
called the Screen Effectiveness Level (SEL) measures the effectiveness of eliminating 
the defects from the production process (Crellin et al, 1980). 
The following examples are cited as actual and interesting implementations of the 
diversity of engineering and safety risk techniques discussed above; 
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" Ketzt el al (1980) perform a study on the operational safety of a hydocarbon 
vapour safety system. The study developed a fault-tree, computed all the 
probabilities based on empirical experience of failure tolerances and published 
statistics, and compared these with the regulatory failure acceptance targets. This 
study further analysed potential improvements to the design and re-assessed the 
risk impact. Based on a cost-risk assessment, a number of potential improvements 
were highlighted 
. Operational risk for both businesses and technology is frequently performed in the 
same manner as outlined above. An analysis of computer security risk and 
contingency planning is outlined by Wong (1980) although the quantification of 
the probability events in this instance tend to be more subjective than the 
component-style problems raised above 
The safety analysis of mining and explosions (Thomas, 1980) 
Hazard analysis of oil production in the North Sea (Dick, 1980) which includes 
the use of Monte Carlo analysis to simulate production rates, potential failure 
events and repair times 
Risk analysis of electricity production (Garrick & Kaplan, 1980). 
1.3 Medical Risk Applications 
Medicine provides a number of interesting risk case-studies which further develop a 
number of the issues raised above. As risk analysis is present within most health-care 
management, medical science and pharmacometrics fields, a limited number of 
examples have been selected to illustrate the applicability and range of techniques 
applied. 
I. 3.1 Pharmacometrics 
The pharmaceutical industry is heavily regulated by formal legislature which 
recognises the potential social risk of poor product control and research and 
development. There are a wide range of socially emotive examples that illustrate the 
consequences of poor production, for example Down's syndrome or Gulf-War 
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syndrome. The potential return for pharmaceutical producers is however massive and 
therefore it is important to ensure that the formal product risk measurement procedure 
does not lead to adverse producer behaviour (Senn, 1997). 
There are two main phases of operation associated with pharmaceutical production, 
the primary manufacture phase and the secondary manufacture phase. The primary 
phase is concerned with the production of the active drug ingredients, whilst the 
secondary manufacture phase is concerned with the compounding of the active 
ingredient for consumer use. Most of the hazardous risks are associated with the first 
phase of operation (Dickson & Teather, 1980). 
The risk analysis of first-phase processes includes both technical production and 
environmental exposure. Technical production involves chemical analysis and 
reaction dynamic modelling. In line with the risk optimisation techniques noted 
above, this can include a variety of simulation and empirical testing techniques. In 
addition to the analysis of the risk kinetics, erroneous reagant, sequencing, quantity 
and human error must be included. It is important to note all risk events and factors. 
The use of fault-trees is also a common technique to apply. 
Published statistics on the maximum permitted exposure levels to specific chemicals 
and processes are used to ensure operator injury risks are minimised. In cases where 
there are unusual reagants being used or produced in which no previous human 
epidemiology is available, extrapolations from animal toxicology is frequently 
applied. The use of test-samples and significance testing is also a common technique 
to assess the success of a drug-trial. 
Following production of a drug with anticipated positive benefits to health-care, there 
are nine key risk assessment techniques that are applied in the pharmacometrics field 
which are outlined below (Richards, 1983; Dickson & Teather, 1980; Bacharach, 
1969): 
pharmacodynamic studies are empirical tests on the potential for side effects 
in areas of the body which are not the specific target of the drug developed 
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2 Acute toxicity studies are performed, generally on animals, to assess the 
impact of serious over-dosage and toxic regions 
3 Repeat dose toxicity studies study the effect of repeated dosage at a range of 
dose intervals and body mass/types, with specific interest on toxicity levels 
and target organs 
4 Pharmokinetic studies analyse the absorption, distribution, metabolism and 
excretion characteristics of the drug on a number of species, including man. 
The similarity of results is a critical indicator as to whether other tests 
performed on animals are likely to be highly correlated to those expected for 
man 
5 Oncogenicity studies focus on whether the compound is likely to be 
tumorogenic in man. This generally involves long-term (minimum 18-24 
months) empirical study and measurement on animals 
6 Reproduction studies are also required to ensure that there is no damage to 
offspring in later life, or foetal damage/loss 
7 Genetic testing may also be performed (mutagenicity) to assess the potential 
risk to cell organisms that play a key role in other processes but the effect may 
be too sensitive to detect in other tests noted above 
8 Clinical studies are also a key assessment technique, which may include 
specific monitoring of side effects noted in earlier animal studies 
9 Finally, post-marketing surveillance is also a key requirement and it has been 
shown that even though a drug meets all the test criteria noted above, there 
may be a number of risk factors that are highlighted only when released to a 
larger patient population. 
There are a number of issues that are worth noting in patient care, namely that no two 
patients are ever exactly the same (biologically, physically or psychologically), and 
most diseases are time-variant (frequently degrading over time). Any clinical trial 
must therefore include the ability to set a simulation (or statistical) model to assess 
effectiveness. 
Senn (1997, pp291-313) outlines that the majority of pharmaceutical research results 
in the identification of non-linear parametric factor models with Normally distributed 
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disturbance teens. As many of the factors are difficult to isolate and measure, the use 
of confidence factor analysis for risk assessment is critical. The models have three key 
components, firstly they include all significant factors, secondly they frequently 
incorporate non-trivial orders of factors, and finally they may require random 
simulation modelling. 
Risk analysis in the pharmaceutical industry is also applied in bioequivalence tests 
which determine whether a new drug (or formulation) is comparable to an approved 
reference drug. The generally accepted approach is to perform clinical trials and 
assess the results as significant at the 90% confidence interval level based on a 
Normal distribution assumption. Runke et al (1964) argues that the use of standard 
parametric distributions is incorrect and that actual distributions of clinical trial results 
exhibit skew and heteroschedasticity. 
A number of specific pharmocometric risk research points worth noting are outlined 
below: 
. Pochin (1975) identified that whilst the risk of a particular circumstance on an 
individual may be trivial, the risk to an overall population (of fatalities) may be 
significant. He argues that a detailed risk assessment and measurement which is 
both complete and objective is critical 
.A number of studies on the factors that lead to high carcinogenic incidence have 
been completed which highlight the need to develop risk acceptance rather than 
risk elimination models. The factor assessment and measurement techniques are in 
accordance with the methods outlined above (for example, Reitz et al, 1980) 
The development of toxocological threshold models rely significantly upon 
statistical models which are frequently extrapolated to non-observable conditions. 
The use of confidence intervals in the analysis and interpretation of the results has 
been a key development tool in pharmacokinetics (Cornfield et al, 1980) 
. Mantel (1980) provides a discussion on the use of mathematical models for 
assessing risk in dosage which includes a discussion of the points raised above. 
1.3.2 Other Medical Risk Analyses 
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Based on a review of a number of medical research projects and clinical trials, it was 
noted that all projects and trials included some form of risk assessment. In general, 
these assessments were either to identify potential adverse events that the research 
trial was focusing on, or to set statistical confidence limits to the robustness of the 
conclusions. Many of these techniques were similar to those applied in finance. A 
number of specific examples are noted below with a note on the risk assessment 
techniques employed; 
"A review on the risk factors for winter outbreak of acute diarrhoea in France was 
completed by Letrilliart et al (1997). The risk factors were isolated to the 
consumption of specific food and water sources with results analysed by 
statistical conditional logistic regression against a control group. The conclusions 
were evaluated against a distributional profile at the 95% confidence level 
" Research on the potential association between the use of a quilt and sudden infant 
death syndrome was completed by Ponsonby et al (1998). A limited number of 
factors was identified to be measured in the control-group study, for example 
sleeping prone, bed-surface, heat and so on. The interaction of risk factors on 
other factors was studied and again analysed at the 95% statistically significant 
level 
"A similar method to that of Ponsonby et al was completed by Murphy et al (1997) 
on the neonatal risk factors for cerebral palsy, and by Teasdale et al (1997) on 
cognitive dysfunction as a risk factor for concussion 
. Pedoe et at (1997) studied 27 different risk factors and their effect on the coronary 
heart disease for both men and women. Each risk factor was selected to be strictly 
measurable and an aggregate prioritisation obtained from the results. 95% 
confidence interval tolerances assuming a Normal distribution on all 
measurements was included in the simulation trials to test for significance of risk 
factors. The summary conclusion therefore produced a range of risk factor 
intervals that highlight the significance of specific factors to coronary disease 
occurrence. One conclusion of this study was that individual factors alone are not 
significant and that a multi-variate factor analysis must be performed to give 
meaningful insight. 
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As noted above, there are a significant number of medical examples that could be 
cited. A number of similarities between the risk factor analysis were identified, 
namely; 
9 Risk factors are isolated to be strictly observable and measurable (eg. Blood 
pressure) 
" The use of dichotomous variables is frequently employed to classify results as 
either strongly positively or negatively in line with a specific outcome 
(hypothesis) 
9 Risk analysis is generally based on clinical (empirical) tests and rarely involves 
sophisticated risk modelling analysis 
" Where applicable, statistical tests are employed to place bounds on the accuracy 
of readings and conclusions. These are frequently unsophisticated statistical tests 
and reported at the 95% confidence interval. 
1.4 Actuarial Risk Analysis 
Actuarial analysis is concerned with the pricing of insurance, for example life 
assurance policies. Traditionally, actuarial analysis has been performed based on 
deterministic mathematical models. In practice, these were tables of expected 
probability of occurrences developed from historical data. For example, decrement 
tables are used in life assurance to represent the expected outcome as the probability 
of death for a specific set of risk factors (occupation, health history, and so on). 
Whilst this approach is applied to individuals, insurance agents were reliant on the 
law of large numbers, that is that for a large enough population of clients, the 
aggregate outcome should be approximately equal to that determined by the tables. 
Prices of risk premiums were therefore set to ensure a profitable outcome for the 
insurer. This portfolio approach was often referred to as the collective theory of risk. 
More recently, however these deterministic techniques have been replaced by more 
sophisticated stochastic techniques some of which are outlined below (Daykin et al, 
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1994). As Daykin (1994) notes, actuarial analysis is fundamentally risk analysis and 
practitioners must be competent in the analysis of uncertainty. Actuarial analysis is 
the closest field associated with the financial research areas studied within this 
project. 
The occurrence of claim events is frequently modelled using the Poisson distribution, 
however it has been noted that there are a number of additional factors that must be 
incorporated as the claim-process can be subject to major variations. The claim 
process is frequently analysed and decomposed to identify (1) trend, (2) risk 
propensity cycles, (3) short term oscillation, and (4) pure random fluctuation. This is 
analogous to the desire to understand the behaviour of asset prices. 
The magnitude of the claims is estimated using either an analytic form which is fitted 
to historic data, tabulated historic data, or a stochastic distribution function. There is 
no common agreement as to what statistical distribution best represents empirical 
findings. Distribution functions that have been implemented include compound 
Poisson, compound Polya, Gamma (3-Parameters), LogNormal, Pareto, Binomial, 
Geometric, and the Burr distribution (the latter is a generalisation of the Pareto 
distribution). The (Log)Normal tends to be the most popular preferred method to 
apply because of its analytical tractability, however it is frequently very inaccurate 
and therefore rarely implemented in practice. The primary reason for the lack of 
accuracy is due to the distribution skew. 
Extreme claims are investigated either by historical simulation or extreme value 
theory analysis. In addition, stress scenario simulations of all variables are generally 
implemented using Monte Carlo analysis and historical simulation methods. 
One additional factor that is frequently required in actuarial risk analysis is inflation, 
as both historic data and future premium values may be highly sensitive to inflation. 
An important objective of actuarial analysis is to determine the Capital at Risk (CaR) 
for an insurer. This is defined as the maximum loss that an insurer can anticipate 
within a given confidence interval (and is exactly analogous to the financial markets' 
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value at risk methodology). The CaR may also be considered as the amount of money 
that must be available to meet adverse claim fluctuations. The CaR model is used to 
analyse the critical success factors and key performance drivers for the insurance 
business. CaR can be expressed mathematically as; 
CaR =X8-(1+A)"P 
Where; 
X1 is the limit under which the claim expenses are expected to fall with target 
probability 1-E, given by 1-c = F. (Xc), and F. 0 is the probability distribution 
profile defined for the claim magnitude, as discussed above, 
I is the safety loading coefficient which is a measure of the amount by which 
income is expected (a priori) to exceed expenditure, 
P is the (expected) premium income. 
The simplest form of the CaR model uses a second-order inverse polynomial 
transformation of the Normal distribution, described as the NP-distribution. This leads 
to the convenient form; 
CaR = ys/x - AP + R,, 
Where; 
y. is the (1- c)-fractile of the Normal distribution, 
R,, is a correction term that introduces the effect of skewness, given by; 
Rr =16 Yx - (Y62 -1) " ax 
Additional manipulation of this model can be performed which will result in the 
following summary factors to be included in CaR model (Daykin, 1994); 
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Risk premium, P, which is equal to the product of the term of the policy, n, 
and the maximum claim size, m 
2 The safety loading coefficient, % 
3 The standard deviation of the aggregate claim amounts (X), ßX 
4 Risk indices (r) based on the ratio of the second moment of the distribution 
(variance) to the square of the mean claim size (values greater than 200 are 
considered very risky), and the ratio of the third moment of the distribution 
about the claim size to the cube of the mean claim size 
5 The upper limit of claim size, M 
6 The skewness of the mixing variable, q, which is a multiplicative variable that 
facilitates the variation of expected results from the distributional model. This 
is frequently obtained from the a Gamma distribution. 
This is a non-trivial model and incorporates a number of extensions, for example, 
skewness not applied in traditional VaR models. The stability of the distributional 
assumptions and the parameter estimation techniques require further review before 
generalisation, however, to ensure the model results are valid. In addition, correlation 
between claim processes is excluded from this model paradigm. 
Alternative measures of risk incorporated within actuarial analysis include variance, 
utility functions and harm functions (calculated as an increasing, convex function on 
the loss profile). 
Itnflation models applied in insurance markets tend to incorporate heteroschedastic 
modelling techniques. Furthermore the application of efficient frontier optimisation 
constraint for portfolios is equally applicable. One interesting extension applied in 
actuarial analysis is the `time to ruin'. CaR tends to be modelled over a one year time 
horizon. Additional stress horizons to support solvency analysis include the modelling 
(via Monte Carlo) of additional payment outcomes over infinite time, and with the 
introduction of a solvency barrier. The risk of ruin is taken to be the ratio of the 
number of paths that hit or fell below the minimum solvency barrier to the total 
number of paths in the simulation. 
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1.5 Catastrophic Insurance Risk 
Catastrophic insurance risk accounts for a significant component of the reinsurance 
market. This risk trading activity is associated with managing the risks of extreme 
disaster events, such as hurricanes, earthquakes and so on. There are clearly a large 
number of potential risk factors that would need to be accommodated as 
meteorological and geological predictions are rarely effective for more that a few days 
forward, this may be considered a very risk intense field of study. Despite this time- 
uncertainty, relatively long-dated options on catastrophic events are traded on the 
Chicago Board of Trade, are used by most large insurance and reinsurance firms, and 
frequently securitised by major investment banks (Bankers Trust, 1997; Cooper, 
1994; Geman, 1994). 
Catastrophic risk (CATRisk) tends to be associated with securing property loss. As 
expressed by Sandor (1997), CATRisk is fundamentally the same as capital markets 
trading activity as it facilitates the transfer of risk from those who have it to those who 
want it. Whilst this is a relatively new market, the volume of traded products is 
estimated to be $307billion (1997 outstanding) in the US alone (Davey, 1997). Some 
of the major global CATRisk deals include $1.5billion protection for the California 
Earthquake Authority, $400million car loss protection due to hail storm (covered by 
Winterthur convertible bonds), $100million marine and fire losses in Tokyo resulting 
from earthquakes (covered by Parametric Re) (Egan, 1997). 
CATRisk instruments tend to be high yield instruments (as a direct compensation for 
the degree of risk inherent within them). In addition to their direct reinsurance 
management role, CATRisk instruments have been used by Money Managers to 
increase the returns on a portfolio whilst with the right correlation (diversification) 
profile, leading to a decrease in the overall volatility of portfolio earnings (Sandor, 
1997). 
It has been proposed (Christofides, 1997) that insurance is simply treated as an asset 
class and risk managed in the same way as foreign exchange, interest rates and so on. 
This approach tends to view the risk as a highly volatile stream of potential earnings 
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(returns) which can be modelled by the combination of Poisson events as indicators of 
extreme activity with magnitude obtained from random sampling of a Normal 
distribution. Christofides (1997) further argues that the CATRisk exposures can be 
priced using traditional Black-Scholes option pricing models. This view is not shared 
however by all practitioners as the assumptions inherent within this model would not 
support extreme events (for example, jump diffusion characteristics and time-variant 
volatility). 
CATRisk (Geman, 1994,1997a, 1997b; Cummins et al, 1995) has been modelled 
using Monte Carlo analysis to incorporate option characteristics which include a 
diffusion and a jump process (compound Poisson). This is an important result for the 
simulation of markets which exhibit hazard events, although it requires >100,000 
simulations to ensure a reasonable error statistic (<1 %). 
In line with actuarial analysis noted above, stress and scenario simulations are a 
critical component of the analysis and should include the development of survival 
(infinite time horizons) functions. 
Exchange traded CATRisk instruments are risk-assessed by regulatory bodies and 
assigned an approved credit rating. The rating is calculated by considering a large 
number of seismotectonic (in the case of earthquakes), and meteorological (in the case 
of wind-storms for example) factors, all of which must be directly measurable. In 
addition, structural data is collected and a range of simulations performed as to the 
potential loss profile that could be experienced. Historical data is used, where 
available, to validate the simulations. In line with the approaches listed above, a range 
of potential losses and estimated probabilities are used to evaluate the most likely 
outcome (Moody's, 1997; Anthony, 1997; Mordecai, 1997; Tomas 1997; Romano 
1997). 
As there is rarely sufficient data on previous hazard events, model risk can be 
significant. Model risk has two main components, process risk and parameter risk. 
Process risk is the risk that the assumptions inherent within the model about how the 
real world behaves are incorrect. Parameter risk arises when the assumptions about 
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both the distributional parameters and the estimation of those parameters is incorrect. 
In practice, parameter risk is minimised by the use of a large number of simulations 
where model convergence is evident. Most regulators (for example, Fitch IBCA - 
Moredecai, 1997; Moody's, 1997; S&P - Anthony; 1997) focus on process risk 
integrity and the occurrence of `tail (extreme) events' within the model, when 
assessing the risk profile rating. In overview, the following mandatory activities are 
performed: 
9 Random event modelling on extreme events, with specific focus on `tail 
specification' 
" Simulations of the models under different distributional assumptions for both 
frequency of event occurrences and magnitude 
" Outlier analysis scenarios 
9 Back-testing of models and out of sample testing from historic data 
. Model convergence analysis. 
Based on the outcome of these tests, analysts may introduce bias into the model to 
reflect a better simulation profile to the expected loss pattern. 
There are also a number of risk modelling techniques that have been developed by 
practitioners which are worth noting; 
. Damage functions are derived for loss patterns which describe the loss at a 
specific location based on a large number of other parameters. This function is 
similar to the potential claim modelling analysis outlined in section I. 4. This 
function is generally estimated from empirical data, engineering, geological and 
meteorological research data, and subjective expert opinion 
. Different stress (attenuation) profiles have been produced as market standard 
scenarios to apply to specific problems 
" Vulnerability curves provide detailed estimation of the probability and extent of 
damage from different hazard intensities (which is frequently based on 
engineering assessments due to a lack of empirical data) 
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" Loss curves are performed by modelling a large number of stochastic hazard 
events. For example, EQECAT use around 500,000 stochastic events, with over 
300 basic seismic sources (factors), 6 different rupture geometries per event, up to 
100 rupture locations per event, and sensitivities of 0.1 increments for each source 
reading (Tedeschi, 1997) 
" Stanford University (Risk Management Solutions) use a technique based on 
empirical analysis of the observed variability in claims data. The core of this 
technique involves a multi-variate regression model to identify the extent of 
observed claims and its correlation with different variational profiles. They use 
pattern-recognition techniques to cluster key factor variables, and manage sparse 
data by the use of smoothing distributions (Muir-Wood, 1997) 
" Applied Insurance Research have produced a number of models which are used as 
the regulatory standard CATRisk models which focus on the aggregation of a 
large number of factors (held in an extensive database of actual and simulated 
events) and their associated probability projections (Clark, 1997) 
Exceedence curves are produced which graphically portray the probability of loss 
versus the expected magnitude of loss. This is significantly more informative than 
a single loss figure. 
1.6 Nuclear Proliferation Risk 
Nuclear proliferation risk is designed as a verification procedure to detect violations 
of nuclear control agreements (as imposed, for example by the SALT treaties). As 
outlined by Kokoski (1990), this verification process clarifies uncertainty, deters 
violations, detects violations, and builds confidence amongst states. At the time of 
writing this thesis, this form of risk is particularly pertinent as concerns of violation of 
both chemical and nuclear weapon agreements in the Middle East has been hindered 
by the lack of access to monitor verification. An analogue to finance involves the 
identification of `risk position limit' and risk-extrema violations, as a key 
measurement objective of value at risk. 
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Whilst this section focuses specifically on nuclear proliferation treaty accordance, 
there are a number of other treaties that could have been equally selected for study 
and incorporate similar quantitative (risk monitoring) techniques, namely: 
9 The Outer Space Treaty (1967,1984) prohibiting placing mass destruction 
weapons or military installations in orbit or on other celestial bodies such as the 
Moon 
" Treaty on the prohibition of the development and stockpiling of bacteriological 
and toxin weapons (1975) 
" Treaty on conventional armed forces in Europe (1990) limiting the scale of 
military power for five distinct categories of conventional armament 
" International regulation of Whaling (1948) which monitors whaling quotas and 
practices 
" Agreement on international trade in endangered species of wild fauna and flora 
(1975) 
" Agreement on the protection of the ozone layer (1985) which regulates and studies 
the harmful effect on the ozone layer by industrial production processes. 
The problem faced by the verification process is relatively simple, given a sampled 
test, what is the likelihood that this sample is representative and how can the test- 
agent be sure that illegal non-compliance is detected ? 
The International Atomic Energy Agency (IAEA) has published a confidence-level 
model which highlights that the test-agent's probability can be represented as an 
equilibrium strategy of an inspector leadership game, and that the IAEA verification 
procedure is optimal under prior announcement of the inspector sampling plan 
(Avenhaus, 1996). The use of a detection-probability (D-test) is based on a multi- 
variate Normal distribution profile of detection. 
Most of the nuclear proliferation analysis has been performed in nuclear material 
safeguarding, also termed material accountancy. The IAEA define a statistic, Material 
Unaccounted For (MUF) which is recognised as a random variable due to 
measurement error for any specific plant/date. MUF is assumed to be approximated 
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by a Normal distribution, and test-statistics for verification risk monitored at the 95% 
confidence level. Models of both abrupt and continuous diversion of material are 
calculated and simulation profiles monitored to assess the optimum inspection periods 
for positive non-compliance detection. This is known as the CUSUM-test 
(Cumulative Sum) statistic, which is profiled and reported against time (King, 1993, 
1996). 
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Appendix 11 - Expert Practitioner Interview Notes 
Expert Practitioners Interviewed: 
Key; 
A= Senior Manager, Risk Management, Deloitte Consulting UK 
B= Manager, Capital Markets, Deloitte Consulting UK (& Frankfurt) 
C= Manager, Financial Services, Deloitte Consulting Denmark 
D= Senior Manager, Financial Services, Deloitte Consulting Austria 
E= Manager, Financial Services, Deloitte Consulting UK 
F= Senior Manager, Financial Services, Deloitte Consulting Paris (& US) 
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Section A- Management Objectives 
1. From your experience, what are the top 2-3 Financial Institution Senior Management issues 
that consistently cause them concern? 
A: 
1. Capital Optimisation. 
2. Consist risk measurement 
3. Competitive market pressures 
B: 
1. Market Share I Market Penetration 
2. Cost Cutting 
3. Efficient Capital Allocation ( Risk Management) 
C: 
1. Reliable reports 
2. To be able to follow the decided business & investment strategy, 
3. To react quickly and efficiently according to market changes 
4. Look out for competitors. 
D: 
1. Short term profits 
2. Growth with respect to competitors 
3. Hidden risks especially in trading books - like Barings 
E: 
Investment Banking returns have been consistently challenged by the parent Retail Based 
Bank, generally due to the volatility of earnings and capital usage. 
Key issues are: 
1. Asset and Liability Management, 
2. Regulatory Capital usage (which has a direct impact on the Tier 1 and Tier 2 Capital of 
the parent, and therefore the overall return on capital); and 
3. Explanations for earnings volatility against budgets. 
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The difficulties have manifested themselves through position valuations (which naturally have 
a direct impact on the prof: t/loss), accurate funding/interest allocation models across the 
businesses, and accurate allocation of regulatory capital. 
F. " 
I. Cost management 
2. Effective utilization of IT 
2. What is driving each of these issues? 
A: 
1. Capital is a limited resource available and is a key input to profit generation. 
2. The majority of instruments with the capital markets are driven of a few highly liquid products. 
For example spot cash and money market rates are used out to the first money market future. 
Money market futures until liquidity becomes an issue and cutover to Treasury Bills /Notes, then 
through to Government Bonds. Two issues arise here 
Firstly, rates and prices are not perfectly aligned on screen quotations; I. e. a swap price 
indicated on a screen is only an indication. A swap trader will quote his rate as a spread against 
the relevant bond curve. If the bond curve changes shape the screen based swap quote does not 
realign immediately. 
Secondly sophistication and liquidity of the instruments within a market are radically different; 
questions on how to factor this in need to be addressed. 
B: 
All issues are driven by the prime objective of senior management: 
To achieve optimum return on invested capital and maximise profitability by 
- constant, persistent revenue growth 
- at a controlled cost base 
- in the core strength and competence areas of the company. 
C: 
I) The markets are constantly changing (e. g. new products) therefore it is a constant challenge to 
be able to follow the best in the market and be able to supply the top management with the right 
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number 2) it's easy to decide a business strategy but to set up a framework that follow up on the 
actual results and incorporate market changes is the issue 3) on risk management: e. g. does the 
bank know what to do if the market in Asia drops 30% ? Does the company know what it is 
actually earning on each product (not only financial products) so they know how and how much 
money it costs to react to competitors suddenly moving in 4) where are the competitors trying to 
gain market share? and is someone going to merger? 
D: 
See above. 
E: 
See above. 
F: 
O Cost management - competitive pressures resulting in reduction ofprofit margins 
Q Effective use ofIT-frustration with the inability to implement effective solutions quickly and 
easily. Partly due to current focus on Y2K but not solely due to this. 
3. With respect to risk management, what do you understand are the key management objectives 
that financial institutions are trying to address via risk management? 
A: 
Trying to assess the potential exposure that the institution has committed itself too. 
B: 
0 Efficient capital allocation to maximise return 
c3 Prevention of large scale losses that would seriously impact the company's growth and profit 
plans 
C: 
Q To ensure the fullment of regulatory and internal demands both market and credit risk 
Q Maximum yield against risk 
Q To be able to calculate on which products, departments, groups etc. they are earning/losing 
money 
Q To prevent big losses 
Q To be able to evaluate and test different market scenarios 
D: 
o Avoid big losses -disasters 
Q Manage risk on daily basis -keep risk within limits 
o Manage risk/ return - not really seen that in a good manner in Austria 
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E: 
The return on regulatory or other capital = "return "/ "regulatory capital " 
Market Risk Management can provide the necessary explanations of the volatility of "returns ". 
In reality it has been more difficult to explain profits and losses in terms of movements in the 
greeks or in terms of trader behaviour. As a result senior trading management have been 
frustrated by the reported daily P&L numbers not reconciling to their understanding of what has 
happened in the market. An objective is definitely to produce an all encompassing risk based 
planation that reconciles to results generated from the firms books and records. 
Lower "regulator. ' capital" through efficient risk management is another objective. The lower 
the regulatory capital, the better the return, and the happier the parent. This becomes the driver 
for ensuring that risk management models and management controls are adopted and approved 
by regulators. The problem is generally NOT the model itself, but the controls surrounding the 
models. This includes the ability of management to understand the models and the model inputs 
(and the validity and accuracy of those inputs), the model weaknesses, the controls surrounding 
model changes and enhancements, and the ability of the firm to understand changes in valuations 
due to changes to model inputs. 
F: 
Cl Most institutions take a fairly narrow view of risk management as evident through separate 
credit, operations and market risk management throughout the organization. 
O Management objectives are primarily to monitor and control the risks to minimize loss to the 
enterprise, to give management a view into a complex and diverse business and to provide a 
post-deal audit that the businesses are operating within predefined limits; giving a feeling of 
control of risks. 
4. Where do you believe that firms have been successful in meeting these objectives? 
A: 
B: 
I don't believe any firm has truly addressed all issues, however some have been gained successes 
by implementing a mechanism which provides data in an accessible and consistent way. 
Prevention of large scale losses is a somewhat unsuccessful area with a number of prominent 
examples of failure in the wake of last year's Asian and Russian crises. These events clearly 
indicated needs for continued improvement, rethinking of models and clear communication in 
terms of limitations and underlying assumptions of the risk measures and methods used. 
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Efficient capital allocation remains a high priority goal but so far with only limited practical 
success. 
While models and methodologies do exist, it is the lack and poor quality of available data that 
often effectively prevents the use of existing systems for this purpose. A number of these models 
that actually find their way into a company's planning and resource allocation processes are 
more an expert guess approach regarding the reliability of their findings and recommendations 
than a qualified method due to this very data quality issue. 
Thus, to implement efficient capital allocation processes that are really meaningful to achieve a 
company's goals, substantial investment in systems architecture and technology leadership is 
required. 
C: 
D: 
Manage risk on daily basis 
E: 
Market risk management has become more consolidated through the replacement of legacy 
systems that covered a specific product to new systems that now handle a wide range ofproducts. 
More success in managing capital usage through market risk management across different 
trading desks and business areas. 
F: 
O The businesses have a fairly good understanding of their market risks but do not 'control' 
them as they believe they do. It was clearly demonstrated last year that many businesses do 
not think 'out of the box' with respect to future risks. 
O Some organizations are beginning to integrate enterprise-wide risk management into their 
strategic decision making processes. This has been underway in the US for the last couple of 
years. 1 am not aware of many organizations in Europe who are doing this. However, from 
what I know of Lloyds Bank, they have included risk into their strategic decision making at 
the highest levels. 
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B: 
C: 
D: 
E: 
5. And unsuccessful? 
A: 
I see the biggest failings as: 
Q Continued use of disparate technology, i. e. complexity of data management 
Q Inconsistent revaluation methodologies 
Over reliance on data that is a statistical probability - managing within boundaries. What they 
really need to manage are the losses outside the confidence intervals if using a VaR style 
calculation. 
Risk Managers who have only an academic grasp of risk -I have found practitioners to 
understand the chaotic nature of the markets better. 
Q Avoid big losses - VAR is not a stress test 
Q Risk/return 
Reconciling market risk results to results from the firm's books and records. 
-Understanding risk models used - there is little understanding of how the models work, what are 
the weaknesses, what affects the valuation ofpositions. The minimum is done to get through the 
regulatory approval, but there is a definite need for more depth of knowledge across management 
and a better understanding at senior management. 
More could be done to proactively reduce some settlement risks that could have a knock-on effect 
on regulatory capital usage. 
F: 
Combining the various types of risks to look at the overall risk of business units, products and 
client segments has been very rarely performed. 
PhD Thesis: S. Christie Page: 328 
The Management of Market Risk: Regulation versus Practice 
6. From your experience, is the regulatory and practitioner risk management framework, that is 
both international and cross-asset, a realistic objective? 
A: 
No, for the reasons I highlighted previously, the market is too dynamic with too many variables. 
The regulators are trying to impose an order that is not reality or achievable. 
B: 
Only if sensible solutions can be found and adequately reflected / modelled for the following 
issues: 
C3 International: 
O Different institutional frameworks in terms ofpolitical stability, government market 
interference, openness of market economies etc. 
O Different market structures 
O Different market liquidity 
O Market rate correlations across time-zones 
O Local conventions and practices 
O Cross-asset: 
Q Fundamentally different sensitivities to the same risk factors 
Q Unstable correlations 
Q Different market structures 
Q Different market liquidity 
Q Different market conventions and practices in different asset classes 
Furthermore the implementation and realisation of a Risk Management framework in any 
organisation will only have a realistic chance to succeed if the following pre-requisites are 
met: 
0 The framework is constantly reviewed, methods and techniques adapted as science and 
technology advances 
O The technology requirements to implement the framework are not underestimated and 
therefore sufficiently funded. 
0 Inherent limitations of the models and methods used are crystal clear to senior 
management, practitioners as well as regulators. 
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C: 
On a high level yes - on a daily level because of the different risk characteristics not 
D: 
If you are referring to BIS and diverted demands, to my belief the answer is a yes. 
E: 
Is this a combined framework? To try and answer, yes - but it requires a fundamental change of 
systems and procedures, covering much more than risk management. Every area from front to 
back needs to be involved - not just driven from the front office. 
F: 
It must be, it is the only way to achieve truly effective risk management. Of course, it won't be 
perfect. It is the goal that all should work towards. 
7. Are you aware of any institutions who have successfully implemented an international (&Ior 
cross-asset) risk management solution? 
A: 
The most controlled institutions are those that manage regionally, and keep exposure 
management related decisions close to the risk takers. They have by doing this avoided the 
international element. 
Across asset classes is not achievable, basically because everyone has the same data and reacts in 
crisis in the same way. Success is accessing the data and running calculations quicker than the 
competition. 
B: 
All major investment banks have undertaken major efforts in these areas which are proudly 
presented at conferences and in publications. Nevertheless, all seem to struggle with the same 
underlying issues: 
Best guess approaches to model or circumvent the issues on international and cross-asset risk 
management as outlined in the answer to question 6. 
O Data quality 
Q Organisational structures that are far from being unified across the organisation in terms of 
systems, products and local practices 
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C: 
Some of the big UK and US banks are in a good position, but in general no. 
D: 
E: 
Yeryfew. NatWest Markets did on their equity derivatives business, with a single system covering 
London, Paris, Frankfurt and New York 
F: 
No 
8. How would you describe the role that both regulators and practitioners have played and are 
currently playing in defining management's objectives to implement a risk management 
infrastructure? 
A: 
Effective collusion - there needs to be a way that prudence is rewarded with a tangible benefit on 
share price. Presently the f nancial institutions are too adept at side stepping regulations, 
especially designed products. 
B: 
Regulators define external requirements for an organisation to be able to continue business in the 
given areas. 
Out of a position of prudent conservatism in terms of risk measurement, regulators have 
developed into a leading role to enforce decent risk management practices also in mid-scale and 
smaller institutions which would otherwise - with a view to the expected business benefits - most 
likely have refrained from substantial investment in risk management. 
The regulatory demands to be able to stay in certain areas of business have opened up almost all 
institutions with noticeable trading activities to the requirements of adequate risk management 
without learning very unpleasant lessons in terms of unexpected substantial losses the hard way. 
The approach whether to adopt the regulatory framework for internal purposes and convert it into 
the basis of the company's own risk management architecture, however, dyers from company to 
company. 
As a fairly consistent pattern large as well as highly specialised and sophisticated smaller 
financial institutions have a strong tendency to regard the regulatoryframework as an external 
requirement without much value for achieving their business goals. 
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Their framework is usually far more complex than prescribed by the regulators whose models and 
methods are felt to touch the core of risk management but fall very short from providing the 
necessary data and measures to plan, manage and really control the business. 
Smaller institutions, however, with a limited risk exposure (typically savings banks, mutual banks 
and )7ure'retail banks) often find that the regulators demands exceed what they would assume to 
be sensible for their business and therefore do not go beyond the regulatoryframework 
The practitioners role in framework definition has always been to custom-tailor models, methods 
and systems to the specific company's needs in order to achieve its goals using latest advances in 
science and technology where sensible and contribute to the further development of a common set 
of generally accepted risk management standards. 
This role, however, is mainly played by practitioners in major organisations that are at the 
leading edge of risk management to be able to keep up with the development of new business 
opportunities. Practitioners from smaller institutions are often sidelined and restricted to 
implement regulatory requirements without a major development or initiation role. 
C: 
In Denmark the regulators are playing an important role even if they are not good enough to ask 
the really important questions they are still pressing the financial institutions to have better 
systems and reports. 
D: 
o Regulators: where the driving force for institutions who were not able to make a business case 
for risk management 
O There are only some institutions where the risk managers themselves were able to outline 
overall objectives ... but that will change in future because ofyoung talented people moving 
into risk management in the last years 
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E: 
In my experience the regulators could have been more prescriptive in defining the control 
infrastructure. As a result firms (even large experienced ones) have not fully understood that 
risk management is more than a collection of models, and that the control infrastructure is 
more important. 
The businesses are always in a rush to implement these systems, and I believe that corners are 
cut in establishing the infrastructure. Practitioners' role should be that of communicating the 
importance of strong control infrastructure, and acting as the firm's "conscience" during an 
implementation. 
F: 
Practitioners have played the leading role in developing new ideas and methodologies, 
regulators have lagged behind in their development of risk management techniques. 
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Section B- Management Methods 
9. How would you describe the current status of market risk implementation in financial 
institutions? 
A: 
In general, fractured and partially finished Many grand and elegant plans were drawn up to 
implement fully enterprise wide risk management objectives. Why did they fail? Project fatigue, 
the unanticipated complexity of capturing source data, the time scales required to compute 
exposures, the lack of understanding on how the software works (under utilising potential) and the 
lack of push through to get executives to daily review or understand the reported outputs. 
B: 
Almost all institutions with more than just negligible market risk exposure have implemented 
methods to measure market risk either out ofperceived business need or because of regulatory 
requirements. 
However, the range and scope of the implemented solutions spans from simple spreadsheets with 
aggregated positions updated weekly and analysed for al bp parallel yield curve shift to global, 
cross-asset systems with near-time transaction data update and a complete suite of sophisticated 
risk measurement methods from both a front-office as well as a risk management perspective. 
The current status of the implementation efforts is highly dependent on the individual institutions. 
As it could be expected, a general pattern sees investment banks, large banks with substantial 
trading activities and highly specialised smaller firms at the forefront with bankwide systems to 
capture market risk exposure. 
That these systems often lack full data coverage of a substantial part of the trading activities, that 
data quality is almost always far from being satisfactory and that the methods used do not always 
represent the latest scientific advances, however, is a different story. 
C: 
In the Nordic area there is a lot of activity (also in treasury system implementations) either in the 
process or to start up. 
D: 
In Austria they have implemented something to have something - many banks are not actively 
using what they have implemented especially for regulatory purposes. 
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E: 
Piecemeal - generally driven by a specific front office need in a speck product area 
F: 
In my experience, it is widely utilized (in terms of the number of organizations that use market 
risk techniques) but fairly narrowly implemented, i. e., it is typically implemented in 'silos' for 
specific products or groups ofproducts and is rarely consolidated across an organization. 
10. From your experience, what are the most common methods that firms have implemented to 
measure market risk? 
A: 
VaR -Monte Carlo & Time series 
Historic Simulation 
B: 
Most commonly used and widely spread are still the easy to understand and implement 
'traditional' risk measures like Delta 1% and PIEP as well as simple scenario techniques like 
yield curve parallel shifts and yield curve distortions. 
Parametric VaR models as well as user-defined, not statistically derived stress scenarios have 
now also gained wide access to real-live risk management in financial institutions, however, 
practical implementation is surprisingly not as far as the traditional methods mentioned above. 
More sophisticated VaR methods like Historical Simulation and MonteCarlo VaR have found their 
way into the discussions for future development needs but only leading edge large institutions 
have so far undertaken any serious efforts to actually bring these measures into the toolkit of both 
strategic as well as everyday risk management. 
With the now widespread use of standard software solutions such as Panorama, Algorithmics or 
CATS, even sophisticated models have theoretically become widely available to a large number of 
institutions. Nevertheless there is a huge gap between availability and actual implementation and 
another gap between implementation and sensible use of the results. 
C: 
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D: 
E: 
F: 
VAR: variancelco-variance 
VAR using a wide variety of models 
VAR 
11. How have these models been developed? 
A: 
They all use historic data to compute the parameters in which the markets will operate, and then 
use a statistical probability around which they apply confidence intervals 
B: 
In most cases the models actually used, that is 'traditional' risk measures and parametric VaR, 
have been developed internally by a joint team ofpredominantly business and but also 
mathematically minded people. 
Models to cover the more sophisticated historical and Monte Carlo approaches have only in 
leading institutions been developed internally usually by a quant team while most institutions now 
have access to these methodologies via standard software solutions like Panorama, Algorithmics 
or CATS. 
As the efforts to develop, maintain and enhance these models internally are quite substantial, even 
leading institutions are now re-assessing their approach to develop their models internally. 
At least for the bulk of the business that does not require rocket science approaches to sensibly 
analyse the risk exposure, the trend is set to use standard software solutions while specific 
product types or lines where the institution has a forefront role ahead of competition will still be 
covered by own internally developed models. 
This is partly due to the fact that for the most innovative models standard software solutions are 
simply not available until some later point in time and also contributes to the competitive 
advantage of an institution in these innovative products. 
C: 
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D: 
In co-operation with consultants and software vendors 
E: 
F: 
Typically, companies utilise standard models resident within popular software packages. In the 
largest organisations, dedicated resources develop proprietary models that take precedent over 
standard models. 
12. What is your understanding of the way that the key parametric assumptions have been defined? 
A: 
B: 
The key parametric assumptions are often defined as a mixture of three components: 
O an expert guess of what is a sensible confidence level and time horizon based on the 
institution's portfolio structure 
Oa risk manager's desire to be more prudent than absolutely necessary so that future losses are 
never underestimated and reputation is maintained 
o statistical evaluations examining the suitability of different risk horizons with regard to the 
actual historical market moves (i. e. back-testing) 
C: 
D: 
To meet the regulatory requirements and some historical analysis was done 
E: 
F: 
o Typically based on some cut of historical data, perhaps with some tweaking based on internal 
preferences. 
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13. Are you aware of any analogous model or parametric assumptions that exist in other areas of 
financial theory (e. g. pricing, revaluation methods)? 
A: 
Many Option pricing models, the main culprit being Black Scholes - mainly because it's so 
widely accepted. 
B: 
MonteCarlo models are widely used for exotic options that cannot be revalued using a numerical 
approach (i. e. Asian options). 
Risk-adjusted spreads are sometimes used for the revaluation of illiquid, most commonly bond 
positions, to cover the effect of changes in spreads over benchmark curves and prices. 
Furthermore VaR methodology has also found its way into portfolio management theory. 
C: 
D: 
CAPM, Option pricing model, statistical models (vola) 
E: 
F: 
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14. Are the market risk measurement models implemented consistently across international markets 
(asset classes)? 
A: 
The models may be the same, but the inputs vary. Basically there are five bands of market, 
a. drivers - USA, ECU, Japan 
b. reactionary highly liquid - other G8 countries (UK & Canada) 
c. developed none aligned followers -European non Euro members, far eastern 
economies 
d. developing markets - Southern American & Eastern European economies 
e. newly emerging markets - African economies 
Given there is only a limited set of models available the inaccuracies are accepted as a necessary 
evil. The lack of standard methods allows each institution the room for an individual approach. 
B: 
Often different risk models exist for the areas InterestRate Risk/FX Risk on the one hand and 
Equity/Commodity Risk on the other hand. This is not so much due to fundamental differences in 
the models or methods but rather a 'traditional' diff erentiation that covers all areas from front- 
offfice to back-office as well as Risk Management and senior management. 
While the more sophisticated VaR methods are basically in the position to provide risk 
management functionality across all asset-classes, it is this organisational aspect, often 
complemented by two different risk management units for these areas that prevent real cross-asset 
implementation. 
Furthermore a significant number of institutions still regard 'traditional' measures such as PBPV 
and Parallel yield curve shift as the core of their risk management toolkit. With these methods, 
however, cross-asset risk management is clearly out of the question. 
C: 
D: 
No 
E: 
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F: 
No. 
1 S. What is your understanding on how firms determine whether their market risk measurement 
technique is efficient? 
A: 
Through the use of back and forward testing techniques. 
B: 
Definition of efficient risk management technique is dependent on the point of view: 
- From a senior management perspective the achievements of senior management's two main 
objectives (see answers to question 1 and 2) with respect to risk management ultimately 
determine efficiency., 
Efficient capital allocation and large scale loss prevention. 
As said above, the use of risk management techniques for efficient capital allocation is still in 
its infancy so determination of efficiency is often a mere theoretical model, whereas 
prevention of large scale losses can easily be determined by avoiding adverse impacts on the 
institutions p&L 
- From a risk management point of view, efficiency can be defined as arriving at accurate 
estimates of the portfolio risk structure that are both only insignificant under- as well as 
overestimations of the risk actually faced and encountered by the institution. 
To measure efficiency a number of techniques are applied that are generally referred to as 
backtesting - comparing the historical actual portfolio returns with the risk profiles as 
predicted by the VaR model. 
C: 
D: 
Rough Backtesting - in Austria banks are more or less on the beginning of the learning curve 
because they use VAR only for two years on average 
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E: 
F: 
By the losses incurred. 
16. How is efficiency defined? 
A: 
Although the parameters defer by country generally the fewer times the model fails to predict 
exposures of a magnitude greater than its confidence interval. In the UK the CI is 99%, 
expectations statistically are that the model would generate exposures 2.5 time a year. Less than 
5 times is regarded efficient ranging upwards to a point the model is deemed to not work. 
B: 
See answer to question 15. 
C: 
Like backtesting - how exact are the risk numbers compared to what happened in reality 
D: 
Accuracy of VAR-forecasts 
E: 
F: 
It is typically not specifically defined but inferred based on results over time. 
17. How would you measure risk management efficiency? 
A: 
B: 
O Efficient capital allocation: 
O Benchmarking risk adjusted capital returns against a number of reference performance 
criteria such market performance, industry top and average performance as well as areas 
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with similar predicted risk/return profiles in each business line where capital allocation was 
based on risk adjusted return estimates and projections 
O Large scale loss prevention: Benchmarking actual portfolio returns against the risklreturn 
profile derived from the VaR model by performing adequate back-testing. Risk/Return profiles 
should closely match the portfolio return distribution. 
This backtesting benchmarking process is also vital to calibrate the model enhancing future 
prediction accuracy. Therefore backtesting needs to be performed in regular intervals to detect 
any imminent issues in model parameters and set-up. 
However, the actual prevention of large scale losses cannot be a criterion as the decision to enter 
risky positions will always be up to the responsible traders/managers or senior management 
itself. Decisive is that risk management accurately analyses the risklreturn potential to provide 
decision makers with the necessary decision data. 
C: 
D: 
O Improve risk/return relationship 
O Keep risk on defined level 
O Be prepared for the crash... 
E: 
F: 
It is not just losses incurred but the loss ofpotential revenue. 
PhD Thesis: S. Christie Page: 342 
The Management of Market Risk: Regulation versus Practice 
18. With respect to back testing, from your experience, how widely do you believe the regulatory 
back-testing requirements have been implemented? 
A: 
The enforcement of standards is the domain of the local regulators. Unfortunately not all 
regulators are as efficient even within the Euro block 
B: 
Implementation of any backtesting is usually not pursued in parallel with the installation' of a VaR 
model. Rather this need is addressed in subsequent risk management implementation stages which 
is clearly not advisable from a model quality and calibration point of view. Nevertheless in 
practice any back-testing processes and therefore also regulatory backtesting requirements are 
implemented with not insignificant delays. 
Large investment banks and highly specialised institutions often regard the parameters and 
bandwidths prescribed by regulatory backtesting requirements as unsuitable to accurately depict 
the specific set-up of their VaR model and the risk structure and risk appetite of the organisation. 
Therefore, if a backtesting process already exists, regulatory backtesting is commonly performed 
by these institutions as a separate benchmarking test in addition to the backtesting parameters 
defined by the organisation's risk management unit itself. 
C: 
D: 
E: 
F: 
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19. What is your view on the implications of errors in market risk measurement models and 
techniques? 
A: 
To a certain extent errors and limitations are accepted where known and a contingency can be 
built around them. The great unknown is how assumptions on correlation and volatility will 
change in the future. 
B: 
Implications are three fold: 
On a senior management level serious errors and miscalculations of an institution's risk 
profile may undermine and even destroy credibility of all risk management processes within 
the organisation. There might not be a second chance for the risk management unit to 
enhance its models in order to prove that risk management can significantly contribute to the 
planning as well as the capital and risk allocation processes. 
Senior management, often not aware of the key concepts and imminent limitations of the 
utilised models, might be tempted to revert to 'traditional' methods of corporate planning and 
resource allocation and thereby forego sign ificant potential for business growth. 
The avoidance of major errors is thus paramount to establish and maintain professional 
credibility of the risk management unit which in turn leads to bankwide use of risk 
management deliverables. 
- On both a senior management as well as on a risk management practitioner level, awareness 
of inherent model assumptions and its subsequent implications as well as possible 
shortcomings needs to be crystal clear. 
Models can and will only perform according to their imminent limits, parameters and 
possibilities. Blind trust in any model might have serious even disastrous effects. So risk 
management figures need always to be seen and utilised with the given context and in 
principle only for the very purposes they are specially modelled and designed for. 
- All errors and shortcomings which could seriously threaten validity offigures as well as 
credibility of risk management always demand the development of more advanced models 
calibrated to achieve the goal they were designed for. 
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Of course, there has always to bean acceptable pay-offbetween further advances in 
accuracy and risk coverage on the one hand and the investment needs as well as greater 
model complexity on the other hand further. 
In general all imminent model assumptions and possible shortcomings demand serious 
professional judgment from any risk manager whether certain results are valid in the specific 
circumstances of the company and its portfolio risk structure. Again blind trust is strongly not 
advisable. 
C: 
No model or system can correct poor data quality so that is the first place to begin. If every body 
is using the same models, it doesn't matter so much that there are errors in the models (of course 
I'm only talking about small errors). 
D: 
o Wrong risk/return 
o Higher or lower risk 
Q Wasted capital 
E: 
A model is not reality - therefore there are no errors, just weaknesses. 
The key factor is the understanding of the weaknesses of the model. Being able to understand the 
weakness and its impact to valuations is much more important than trying to devise the ultimate 
model for the following reasons: - 
13 The more complex the model, the less people will understand it, 
o The less people that understand it, the greater the likelihood for loss when something does go 
wrong (e. g. NatWest Markets I. R. Options models) 
F: 
The potential for significant loss in extreme situations is greater because market risk 
measurement models lull management into believing the risk is being adequately managed. 
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Section C- Future Trends 
20. What would you anticipate were the key future trends of risk management over the next 3-5 
years? 
A: 
The continuing refinement of existing tools, however I feel that a new class of models will be 
developed that are far less dependent on historic data. 
B: 
0 Risk Adjusted Capital Allocation -from fiction to reality 
O Integration of credit and market risk -from theory to practice 
O Market liquidity risk - both for a market as a whole (coupled with political stability scenarios) 
as well as for instrument types/counterparty classes in specific market segments 
O Operational risk 
o Move from static to dynamic market risk simulation models 
C: 
More sophisticated credit risk, the wide spread of VaR, larger focus on performance measures 
e. g. ROVAR (Return on VaR). 
D: 
0 Finding a manageable approach for credit risk 
O Implement risk and return 
O "Progressive" risk management 
a Operational risk 
E: 
Regardless of what the trends are, there should be a big push to work towards a risk management 
process that integrates fully with the real reported numbers across all the diverse businesses -a 
sort of consolidation period. 
w. r. t. Operational Risk Management (my favourite subject), I think that there will be limited 
progress in terms of modelling despite the market's appetite for this (per Gartner). I think that 
there is probably at least five years research to come in this before we even get to first base. 
F: 
Credit risk management will continue to attract followers. Country risk management will 
become much more important; brought on by the introduction of the Euro as well as the fact that 
PhD Thesis: S. Christie Page: 346 
The Management of Market Risk: Regulation versus Practice 
Y2Kproblems will be shown to follow country lines. Operational risk management will become 
more of a focus (although still not that high a focus relative to the other risk elements) as 
companies see losses resulting from operational difficulties with certain markets, products, etc. 
There will continue to be more integration of risk management within the Office of the Chairman 
and the overall strategic decision making process of the firms. 
21. It has been stated that "All current risk measurement models are static measures in that they 
don't capture the time-variant nature of risk". Do you agree with this statement, and if so, what 
would you anticipate the time-variant elements to be? 
A: 
Yes, volatility & correlation 
B: 
Yes - Time variant elements will be captured in a number of areas: 
- The static framework of today's risk measures needs to be re-defined especially with regard 
to market liquidity risk 
Market conditions do vary with significant volatility over time. Thus one of the issues inherent 
in current risk models and 'revealed' by the Asian and Russian crisis, apart of course from 
unanticipated market volatilities, was the unexpected and sudden illiquidity of large 
portfolios and assets that seemed to be perfectly liquid just hours before. This will also 
include forecasts and measures ofpolitical stability, oligopoly market situations and self- 
enforcing market trends. 
Moreover the complete market framework regarded today as a 'given' needs to be re- 
assessed and time-variant elements introduced where possible and sensible. 
Furthermore advances in the inclusion of time-variant elements need to be made with regard 
to the methodologies used to model future market moves. 
Geometric Brownian Motion, Ito lemma and subsequent developments do suggest inherent 
laws of market movement that are only very roughly able to capture the nature of 'common' 
markets, let alone special market conditions in emerging countries. 
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- Time variant elements are of utmost importance for credit-risk measures whose time horizons 
usually spans wide into the future and whose underlying assets are typically significantly less 
liquid than trading instruments. 
Therefore credit risk models need to integrate time-variant elements such as the ones 
mentioned above and have to capture more sophisticated data on credit mitigation, both of 
which is of key importance for the fu' rther development of usable and sensible credit risk 
measures. 
C: 
If the statement covers e. g. facts that is widely known in the market as normal market trends (e. g. 
that prices in some part of the year is rising to be followed by a fall again like around Christmas 
or on Fridays to take home profit etc. ) I agree with the statement. The time-variant element 
should then take the just mentioned elements in to account combined with country/area 
information - e. g. the Asian market react differently that the US market (other holidays, traditions 
etc. ). 
D: 
That's true there are not many multifactor scenario models used 
E: 
F: 
No. Models do take into consideration the time horizon of the risk considered. You could argue 
whether this is truly effective but I do think that it is taken into consideration. 
22. How important do you believe the time-variant nature is? Why? 
A: 
I think it's one of the single largest omissions in present. 
B: 
Time-variant elements will be one of the key elements in future risk management developments. 
The static nature of existing models has - especially when faced with a large scale crisis such as 
the Asian and Russian meltdown - lead to portfolio risk structures that later proved to be 
unacceptably risk-burdened. 
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The inclusion of time-variant elements with a special but not exclusive focus on market liquidity 
and different models to design market moves would quite likely have prevented a number of 
institutions from facing severe losses due to portfolio decisions based on flawed risk models and 
concepts. 
The decision to hold positions might usually be made outside the risk management area. 
Nevertheless, significantly improved information on the 'true'portfolio risk structure is necessary 
to prepare these management decisions which have potentially a very substantial impact on an 
institution's p&1. 
Improvements to existing risk management models by including time-variant elements will also 
contribute to re-building trust, credibility and senior management's willingness to rely on risk 
measures which was shattered in the wake of last year's market crisis. 
C: 
D: 
E: 
F: 
It is important but how much is difficult to say especially because we may be talking about 
"common " trends so it is already incorporated in the market follow-up behaviour. 
It is important although increasingly becoming less so as markets are more global and therefore 
being accessible nearly 24 hours a day. However, many markets have circuit breakers that limit 
the range of movement within a certain period and other inefficiencies require time to be 
important. 
23. I fa new risk measurement model was developed that more accurately matched the risk profile 
of real markets but differed significantly from existing regulatory and practitioner methods to 
both measure risk and value/price assets, what would you anticipate the market's reaction? 
A: 
The mass market would take little heed, it is generally left to a few individuals who have a specific 
need not addressed by present theory. Mass acceptance is driven by the success of such a 
technique during crises. 
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B: 
Initial scepticism but basically a positive reaction -after the usual heated debate that precedes 
any major new advance in any science. 
Nevertheless, as risk management needs are highly market driven with a clear focus towards p&l 
and investment return, this debate will probably be comparatively short followed by intense 
discussions on the parameterisation, calibration and efciency evaluation of the new model. This, 
however, only applies to the scientific as well as the practitioner's discussion. 
The actual implementation of the first models in practice will quite likely take a number ofyears 
depending on the data quality and coverage needed as well as the degree to which this new model 
is better suited to analyse and match real risk profiles compared to the required investment and 
the old models. 
The situation will probably be similar to the introduction of MonteCarlo models several years ago, 
whose actual usage for bankwide risk management even today is limited to a small number of 
institutions. 
Regulators once had a reputation for cautious conservatism but have become a driver for the 
industry to establish certain minimum requirements and forcing investments in risk management to 
be able to stay in business. 
Therefore, depending on the quality improvement provided by the new model and its potential 
benefits f rom a regulatorypoint of view in terms of financial stability and sound decision making, 
regulators will probably be very helpful and supportive, encouraging institutions to undertake 
implementation by setting specific, most likely more favourable, capital standards and regulations 
for the use of the new method in internal risk models. 
C: 
A large part of the market is very conservative so promoting is always difficult. The keywords 
must be better analysis and reports followed by possibilityfor more profit. If these messages are 
clear enough it would be accepted by the market. 
D: 
E: 
F: 
The market would implement the tool immediately. The trick is convincing them that it is more 
accurate. 
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24. Where would you see this model being deployed? 
A: 
Within trading areas where pricing is model dependent rather than quote driven. 
B: 
Similar to the deployment of the previous models, the new method will surely be introduced in 
large investment banks as well as highly specialised smaller institutions who feel a genuine need 
for and see real tangible benefit from the enhancements offered by the new methodology. Of 
course, coverage is in the beginning likely to be restricted to very specific areas, before it will be 
adopted as a general new model replacing or analysing beside the `older' VaR methods. 
Widespread availabilityfor a large number of institutions will become a reality as soon as the 
model is incorporated in standard software packages such as Panorama, Algorithmics or CATS. 
Again, the gap between availability and actual implementation and usage, however, will be quite 
wide, with analysis being based on the new models scheduled for a number of years in the future 
depending on the actual business needs versus investment cost. An early adoption and promotion 
by regulators would surely speed up this process significantly. 
C: 
In reality it could come from many places even, from consulting firms! But the natural guess 
would be financial or economic researchers in big banks (e. g. J. P. Morgan) or Universities. 
D: 
E: 
The traders would immediately start using it alongside existing models on a daily basis to 
compare prices when quoting (as they do now). If over time they thought it was better than 
existing models they would start to demand use of that model, and would incorporate that model 
into their existing risk management systems, if possible. If this was not possible and there was a 
defined cost benefit then there would naturally be a big push to replace the existing system. 
F: 
Initially within the largest financial institutions who will use this tool as a competitive advantage 
in the marketplace. 
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25. There have already been some developments to converge market and credit risk measurement 
techniques, How jar do you believe risk measurement techniques will converge? 
A: 
I think that the techniques can converge, I am not convinced that the outputs will ever be additive 
though. My main concern is that data set construction; timeframes and magnitude are so totally 
different. 
Data set Market Risk - quoted traded instruments 
Credit Risk - internal / agency construction 
Time frames Market Risk - continuous 
Credit Risk - infrequent 
Magnitude Market Risk - usually within define levels giving asset deterioration 
Credit Risk - total asset loss 
I think combining the two will cause a pollution of both. 
B: 
The techniques themselves will converge very closely, as market moves may impact and determine 
credit risk exposures while credit risk events might disrupt 'regular' market conditions and may 
have a significant impact on market liquidity which in turns has its effects on classic market 
parameters such as yield curves and asset prices. 
Furthermore the task of risk adjusted capital allocation demands a common method to be able to 
perform its objective, providing decision critical information and benchmarking across the 
deferent market and credit business areas. 
Especially with a move to time-variant components in risk models, the mutual risk characteristics 
and structures will be further stressed leading to a more unified view on market and credit risk 
As said before, however, implementation is a completely different matter. This time it is not so 
much investment cost versus tangible benefits, although this is clearly also an issue here. The 
problem is more on the classical divide between these areas right form senior management to 
front-ofce/account management and back-office and finally on to controlling and risk 
management. 
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Language, business convention and products as well as to a certain degree the business approach 
and way of thinking are remarkably different. Thus the main obstacle facing the further 
convergence of market and credit risk management is neither methodology nor IT, it is very much 
a people issue, that needs to be addressed at senior management level in a true change leadership 
effort bringing different sides of the business together in a joint organisation from front-of ce 
right to risk management. Thinking needs to be across credit and market boundaries. 
This process should be very much supported by a move toward risk adjusted capital allocation 
which will remove these traditional barriers of thought and business integration to be able to 
succeed and achieve its objectives. 
C: 
D: 
In my opinion on high level because of different risk characteristics of the different assets. 
E: 
F: 
Ido not expect high convergence. There will not be one risk measurement technique that fits all. 
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Appendix III - Organisational Risk Methods Survey 
Organisational Profiles: 
1. Primary Austrian bank (Retail & Wholesale) 
2. Primary Spanish bank (Retail & Wholesale) 
3. Global Australian bank (Retail & Wholesale) 
4. Global UK bank (Wholesale) 
5. Global UK bank (Wholesale) 
6. Global Japanese bank (Wholesale) 
7. Primary Irish bank (Retail) 
8. Primary Portuguese bank (Retail & Wholesale) 
9. Global Canadian bank (Retail & Wholesale) 
10. Primary Portuguese bank (Retail & Wholesale) 
11. Primary Begian bank (Retail & Wholesale) 
12. Primary Scandinavian bank (Retail & Wholesale) 
13. Global Japanese bank (Retail & Wholesale) 
14. Primary Nordic bank (Retail & Wholesale) 
15. Primary Italian bank (Retail & Wholesale) 
16. Primary Nordic bank (Retail & Wholesale) 
17. Primary Italian bank (Retail & Wholesale) 
18. Primary Italian bank (Retail & Wholesale) 
19. Primary UK bank (Retail & Wholesale) 
20. Primary German bank (Retail & Wholesale) 
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1. Which of the following measures are used to quantify and limit market risk in your 
organisation? Please tick all applicable boxes, for both existing methodology and planned 
methodology. 
Sensitivity measure (e. g. pvbp, duration, 
delta) 
Scenario analysis 
Value at Risk (VaR): 
variance/covariance 
historic simulation 
Monte Carlo simulation 
Other (please specify below) 
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2. Which of the following best describes the reasons for adopting the methodologies 
indicated in I. 
Preferred methodology from a theoretical or 
empirical perspective 
Methodology chosen to meet regulatory 
requirements 
Methodology chosen to minimise regulatory 
capital charge 
Systems constraints 
Other (please specify) 
Question (2) : Current Methodology - Market Risk 
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3. Which of the following best describes how correlation and portfolio effects are taken into 
account by your organisation's risk measurement methodology? 
Current Planned Methodology 
Methodology 
Correlation is not taken into account Q Q 
Correlation is only taken into account within Q Q 
risk categories (e. g. between yield curve 
points but not across yield curves) 
The methodology takes into account Q Q 
correlations between all market parameters 
The methodology takes into account Q Q 
correlations between all market and credit 
risk parameters (e. g. interest rates and 
default probability) 
Other (please specify below) Q Q 
Question (3) : Current Methodology - Question (3 
): Planned Methodology 
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4. Which of the following methodologies does your organisation use to ensure that the 
volatility and correlation parameters used to measure and control market risk reflect 
current market conditions? 
Regular updates of historic time series 
(please specify frequency of updates and 
length of time series used) 
Exponential weighting of historic data 
GARCH or similar approach 
Use of implied volatilities and correlations 
Other (please specify below) 
Current Planned Methodology 
Methodology 
QQ 
Q Q 
Q Q 
Q Q 
Q Q 
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5. Which of the following best describes how market risk for options is measured in your 
organisation? 
Interest Equity Commodity FX 
Rate/Bond Options Options Options 
Options 
Delta approximation only Q Q Q Q 
Delta, Gamma, Vega, Rho 
Q Q Q Q 
Risk engine interpolates from Q Q Q Q 
within a scenario matrix 
generated by front office 
system 
Q Q Q Q 
Full revaluation performed by 
risk engine 
Other (please specify below) Q Q Q Q 
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6. Do your revaluation and risk models account for smile effects in vanilla and 
structured/exotic products? Please tick boxes if smile effects are adequately taken into 
account. 
Revaluation: 
Vanilla products 
Structured/ 
exotic products 
Risk measurement: 
Vanilla products 
Structured/ 
exotic products 
Not applicable 
Q Q Q Q 
o Q Q Q 
Q 11 QQ 
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Options 
Q Q Q Q 
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7. Which of the following methodologies does your organisation use to measure 
counterparty/security issuer exposures? 
Principal amount plus fixed percentage 
Sum of potential exposure for individual 
positions 
Potential exposure by counterparty/issuer 
portfolio 
Potential exposure with netting (where netting 
agreement in place) 
Potential exposure net of collateral or margin 
for collateralised trading 
Question (7) : Current Methodology - 
Counterparty I Security Issuer Exposures 
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8. Please indicate which of the following risks are addressed by your organisation's 
counterparty/issuer exposure control framework. 
Geographic concentration risk 
Sector/industry concentration risk 
Credit rating migration risk 
Correlation risk between rating migration 
probabilities of different counterparties/issuers. 
Correlation risk between default probabilities of 
different counterparties/ issuers. 
Question (8) : Current Framework - 
Counterparty I Issuer Exposures 
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9. How does your organisation perform streu tests? 
Please tick all applicable boxes 
Political and economic based scenarios (e. g. 
Gulf war, currency crisis, Fed move on rates) 
Market based scenarios (e. g. widening of 
spreads, loss of liquidity) 
Historical shocks 
Global stress scenarios (e. g. increase in global 
risk premia, correlation stressing, global equity 
sell-ofl) 
Micro stress scenarios (e. g. stresses to Sterling 
yield curve) 
Use of EVT (extreme value theory) 
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10. Which of the following is true of stress testing in your organisation? 
Please tick all applicable boxes 
Stress tests are performed daily (if not please 
indicate frequency) 
Currently True Planned 
QQ 
Stress tests encompass market liquidity tests 
Stress tests encompass credit spreads 
Formal limits are placed on stress tests 
Stress limits are only used to trigger further 
analysis and/or discussion 
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11. Which of the following is true of back testing in your organisation? 
Please tick all applicable boxes 
Back testing is performed by applying historic 
price changes to current positions 
Back testing is performed by comparing the 
profit and loss arising from historic positions 
with the VaR calculated for those positions 
Currently Applies Planned 
OO 
QQ 
Back testing meets regulatory requirements for 
model approval 
Counterparty credit risk measures are back 
tested 
Back testing is used to test the effectiveness of 
proposed changes to risk measurement 
methodologies 
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12. Please answer the following questions on the performance of your organisation's risk 
models 
How well did your risk 
models perform during the 
recent market turbulence? 
How well did the stress tests 
carried out by your 
organisation predict the 
impact of the recent market 
turbulence on your 
organisation's profit and loss? 
Performed Performed quite 
very well well 
QQ 
11 11 
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13. Does your current framework for risk measurement, management and reporting meet with 
the following regulatory regimes? 
Can meet 
fully now 
G30 Report on Derivatives Q 
EC Capital Adequacy Q 
Directive (CAD) 
Internal model approval Q 
requirements 
Will involve Will involve 
minimal effort significant effort 
to meet to meet 
QQ 
QQ 
11 0 
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14. Which of the following best describes your organisation's status in seeking internal 
model approval for regulatory reporting? 
No immediate plans to seek model approval 0 
Model approval is planned for a later date 13 
(please also indicate when you expect to commence the process) 
Model approval is currently being sought 11 
Model approval has been obtained 
13 
Model approval has been obtained however significant continuing effort will be required Q 
to improve results 
Other (please describe) 
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15. What are your organisation's main concerns in obtaining and maintaining regulatory 
model approval.? Please tick all applicable boxes 
Major Concern Minor Concern Unconcerned 
Obtaining approval for Q Q Q 
methodology 
Meeting organisational Q Q Q 
requirement for model 
approval 
Meeting back testing Q Q Q 
requirements - 
Meeting stress testing Q Q Q 
requirements 
Meeting external and internal Q Q Q 
requirements within a single 
model 
Other (please specify) Q Q Q 
Question (15) : Regulatory Model Approval - Major 
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Question (15) : Regulatory Model Approval - Unconcerned 
meet kt. & ext. regs 
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16. Please state your level of concern at the following potential sources of unforeseen losses. 
Please tick all applicable boxes 
Risk models unable to 
adequately account for loss 
of market liquidity 
Invalid risk parameters (e. g. 
out of date volatilities and 
correlations) 
Risk model fails to deal 
adequately with extreme 
events 
Weaknesses in risk and 
revaluation models (e. g. 
higher order and smile 
effects ignored) 
Risk framework does not 
adequately control intra-day 
trading 
Concentration/ correlation 
risk in credit portfolios 
Major Minor Not applicable/ 
Concern Concern current framework deals 
adequately with this issue 
QQQ 
QQQ 
QQQ 
QQQ 
QQQ 
QQQ 
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Poor position and price data QQQ 
quality 
Lack of senior management QQQ 
focus on risk management 
Inadequate resources QQQ 
dedicated to risk 
management 
Other (please specify below) QQQ 
Question (16) : Potential Sources of 
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