We propose here a new pointwise wavelet thresholding function that incorporates inter-scale dependencies. This non-linear function depends on a set of four linear parameters per subband which are set by minimizing Stein's unbiased MSE estimate (SURE). Our approach assumes additive Gaussian white noise.
INTRODUCTION
Over the past fifteen years, the wavelet transform (whether redundant or not) has been shown to be particularly efficient in image denoising, because of its energy compaction and subband decorrelation properties [2, 4, 5, 6] . Here, we will only consider critically-sampled orthonormal transforms for three main reasons: * computation time; * minimal memory occupation (a critical point when dealing with volumes and higher dimensional signals); * MSE preservation (justifies independent processing of the subbands).
Previous studies [5, 6] have demonstrated that the denoising quality can be slightly improved by taking into account the scale dependencies between the wavelet coefficients (known as the parent-child relationship). Although within-scale dependencies seem to bring substantially larger denoising gain, this is done at the expense of a much heavier computation load [6] , which is why we will stick to a simpler pointwise This work was supported in part by the Swiss National Science Foundation under grant 200020-109415. approach in this paper. Indeed, we will show that an adequate choice of the threshold function brings denoising results that are competitive with the best state-of-the-art non-redundant techniques.
This paper is organized in three parts: first, we will work out a new processing algorithm for aligning parent and child subbands. Then, we will present our new threshold function and show how to optimize for its free parameters using Stein's unbiased MSE estimate (SURE) principle. Finally, we demonstrate the superior performance of our approach.
INTER-SCALE DEPENDENCIES

Features alignment between adjacent scales
In a critically sampled orthonormal wavelet decomposition, the parent subband is half-size the child subband (see Figure  1) . The usual way of putting the two subbands in correspondence is simply to expand the parent by a factor two. Here, we propose a more sophisticated solution, which ensures the image features alignment between the child and its parent. Our idea is to filter the low-pass subband at scale j by a suitable filter W along the corresponding high-pass filtered rows or columns in order to obtain images of the same size as HLj, LHj and HHj, as depicted in Figure 2 . Considering the filterbank of Figure 3 In addition, the filter has to be high-pass.
We can prove that the general form of such a filter is given by:
Theorem 1 In orderfor the output of the dyadicfilterbank of Figure 3 to be aligned, it is necessary and sufficient that:
where e = ±1 and R(z) (1) R(z-1) is arbitrary. Figure 4 shows the whole construction of the final interscale prediction, to which we will refer from now on as Y. From a practical point of view, we aim at using the shortest possible W. It is easy to see that in the case of symmetric or nearly symmetric such as the Daubechies symlets [3] filters, the shortest W satisfying the perfect alignment condition is in fact the simple gradient filter: W(z) = 1-z. If the symmetry or the quasi-symmetry is not centered at the origin but at a position no, then W(z) = Z-no (1 -z). When the low-pass filter is asymmetric, we can simply take R(z2) = 1 in (1).
Additionally, in order to increase the homogeneity inside regions of similar magnitude coefficients, we apply a 2D-smoo-thing filter by a normalized Gaussian kernel. Due to orthonormality, this noise model carries over to the wavelet domain, i.e. yi = xi + bi, with bn J\V(O0,(72).
Thanks to orthonormality again, the MSE can be written as a weighted sum of the MSE in every subband j:
where we have introduced the notation:
N n=l
The denoising process can therefore be applied independently in each wavelet subband j. For the next part, we will thus drop any reference to j.
Stein's unbiased MSE estimate
The main difficulty of the image denoising problem is that we have to minimize a quantity the MSE that we cannot compute, because in practice we do not have access to the noise-free image. Fortunately, this difficulty has been overcome by Stein in [1] who has proposed an unbiased estimate of the MSE or "risk", in the statistical literature. Our aim is to find the best estimate x = 0(y, Y) of the noise-free data x using the noisy data y and the noisy parent information Y. For this purpose, we can apply the following theorem which is a consequence of [ The result given by Theorem 2 is particularly interesting in image denoising applications because the number of samples is large. In that case the standard deviation of e is small; i.e., close to its expectation which is the MSE of the denoising procedure. As a result, we can use e as if it were the true MSE.
Construction of a parametric thresholding function
We propose now the construction of an efficient parameterized wavelet denoising function 0. For this purpose, we want it to be differentiable (necessary condition to apply Theorem 2) and anti-symmetric (the wavelet coefficients are not supposed to exhibit a preference of sign). Moreover, we want a non-linear transition between low-magnitude and high-magnitude coefficients. Without consideration of the inter-scale predictor Y, these requirements are satisfied by the following parametric thresholding function: 00(y; u, T) = (ul +u2e T2 )y (6) where: u [ u ] and T are parameters.
The role of the exponential is crucial, because it rules the non-linear transition between low-SNR and high-SNR wavelet coefficients. The inter-scale predictor developed in section 2 can be integrated into this denoising function by using two different 00 depending on whether the parent is large or not: 7) where: u, v and T are some parameters that are determined by minimizing (5) Table 1 . Limit behavior of the pointwise thresholding function (7).
Parameters optimization
The parameter T of our function (6) and (7) can be viewed as a threshold, in the same way as in the well-known softthresholding function developed by Donoho et al. in [2] . But ) in our case, its sensitivity is really small and thus there is no need to optimize it in each wavelet subband. We have experimentally found that it can be directly linked to the noise standard deviation or according to T = 3.5cr. In order to find the optimal parameters u and v, we can simply apply Theorem 2 by introducing our pointwise interscale dependent thresholding function 0(y, Y; u, v, T) into (5).
Since c is quadratic in ul, U2, v1 and v2, minimizing it leads to a linear system of equations:
F mll m12 m13 m14 1 where:f f e-T2;f 1 f; e T2;fp 1 fp.
The optimal set of parameters p is thus the solution of a linear system of equations, which makes our approach very simple to implement.
METHOD EVALUATION
We propose now to compare our pointwise inter-scale dependent thresholding function (7) with some of the best state-ofthe-art denoising procedures. The first one, by Sendur et al. [5] , is known as the BiShrink. The second one, by Portilla et al. [6] , is known as the BLS-GSM and gives the best state-ofthe-art results. Contrary to our approach, these two methods require an explicit prior to model the noise-free coefficients. Moreover, besides integrating the parent-child dependency, they both take into account the local neighborhood to better estimate the child coefficient, which is not yet the case of our approach. We have also added in our comparison the popular BayesShrink [4] which is a Bayesian soft-thresholding rule. Figure 5 , we have reported the PSNR differences between our method (reference) and the other ones and, in Figure 6 , we show a visual result. As one can observe, our method is really competitive (average gain of: 0.2 dB towards the BLS-GSM; 0.6 dB towards the BiShrink and up to 1 dB towards the BayesShrink). This lead has been confirmed over most standard test images, to the notable exception of Barbara; this may suggest that with textured images, the integration of local neighborhood information is probably important.
The computation time of our method is below Is for 256 x 256 images and about 3s for 512 x 512 images, which is approximately four times faster than the BLS-GSM. 
CONCLUSION
We have proposed a new parametric thresholding function, whose parameters can be solved for by minimizing an unbiased estimate of the MSE. In order to take inter-scale dependencies into account, we have devised a new way of building the parent subband used to predict its child. By appropriately integrating this inter-scale predictor into the thresholding function, we have demonstrated that our approach favorably compares to the other non-redundant state-of-the-art methods.
