We show that the norm of the commutator defines "almost a metric" on the quotient space of commuting matrices, in the sense that it is a semi-metric satisfying the triangle inequality asymptotically for large matrices drawn from a "good" distribution. We provide theoretical analysis of this results for several distributions of matrices, and show numerical experiments confirming this observation.
Introduction
Almost commuting matrices have attracted interest since the 1950s, mainly in the field of quantum mechanics, where it was important to establish whether two almost commuting matrices are close to matrices that exactly commute [1, 15, 16, 13, 11, 8, 14, 10] . It is well-known that commuting matrices are jointly diagonalizable; in [9] , we extended this result to the approximate case, showing that almost commuting matrices are almost jointly diagonalizable. This result relates to recent works on methods for approximate joint diagonalization of matrices and their applications [5, 4, 6, 7, 12] . In particular, [12] used the joint diagonalizability of matrices as a criterion of their similarity in the context of 3D shape analysis. In light of [9] , we can consider the norm of the commutator instead of performing a computationally expensive approximate joint diagonalization.
In this paper, we are interested in defining a metric between the equivalence classes of commuting matrices using the norm of their commutator. We show that while not a metric, such a construction is a metric asymptotically for sufficiently large matrices with a "good" distribution.
Background
Let A, B ∈ M n (R) denote two n × n real matrices, assuming hereinafter n ≥ 2. We define their commutator as [A, B] = AB − BA. In this paper, we study the properties of the Frobenius norm of the commutator, We are interested in a pseudo-metric d on M n satisfying d(A, B) = 0 for all A, B ∈ M n such that [A, B] = 0. Such a pseudo-metric can be regarded as measure of the similarity of matrices under which commuting matrices are equivalent. -In the following, we will omit the prefix 'pseudo'.
One can easily show that d(A, B) = [A, B] F is not a metric but a semimetric only, i.e. it violates the triangle inequality (M3): a counterexample for n = 2 is
However, when taking matrices A, B, C with i.i.d. normal elements, one obtains the probability distribution of ∆(A, B, C) as shown in Figure 1 ; other distributions produce a similar behavior. A surprising observation is that for increasing matrix size n, the probability of ∆(A, B, C) < 0 (i.e., having the triangle inequality violated) decreases. Thus, even though not a metric in the strict sense, the commutator norm [A, B] F behaves like a metric asymptotically. In the next section, we provide analysis of this behavior.
Asymptotic triangle inequality
Let use denote by S n = {A ∈ M n (R) : A F = 1} the unit sphere of n × n matrices. We consider general distances of the form d α (A, B) = AB − BA α F , where α > 0, and define the triangle inequality defect as
for α = 1 we obtain the case discussed in the previous section (using the notation ∆ = ∆ 1 ); for α = 2 we can relate to the results of Böttcher and Wenzel [2, 3] who studied the statistical properties of squared norms of matrix commutators.
We can formulate our observation in Section 2 as the following Theorem 3.1 (asymptotic triangle inequality). Let A, B, C be independently drawn from a uniform distribution on the unit sphere S n , and α = 1 or α = 2. Then,
Proof. For α = 2, we use the result of Böttcher and Wenzel [3] who showed that the expectation and variance of the squared norm of the commutator under the conditions of the theorem are given by
Since the expectation of a sum of random variables is equal to the sum of the expectations, we get
Finally, using the Chebychev inequality, we get
from which the assertion of the theorem follows. For α = 1, we use the following result (the proof is given in the Appendix):
Lemma 3.2. Let {X n } n≥1 be a sequence of nonnegative random variables with probability distributions {f n (x)} n≥1 , with expectation µ n = O(n −1 ) and variance σ 2 n = O(n −4 ). Then,
Applying Lemma 3.2 to X n = AB − BA 2 F , we infer that implying E∆ 1 = O(n −1/2 ), and
, which completes the proof. Table 1 and Figure 2 show a numerical simulation, experimentally confirming the asymptotic behavior of the triangle inequality defect ∆ α for different values of α. 
and thus P(∆ 2 < 0) = O(n −2 ). will need the following inequality several times throughout the proof:
Denote:
From our assumption on µ n and (2), we get
Using the Taylor series for √ x at x 0 = √ µ n in the integrand of I 2 we obtain
We have I 21 ≤ √ µ n ∞ 0 f n (x)dx = √ µ n , and by (2),
This yields
and thus
Employing (2) again, we have for the second integral of (3):
For the third integral of (3), we use the Taylor remainder formula for g(x) = √ x:
for some ξ ∈ [ ,∞]
Combining the results, we get I 1 + I 2 = √ µ n (1 + O(n −2 )), which proves the Lemma concerning the expectation. For the variance, we use the relation
