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$0$ , $\Sigma$ $d$ $n$
$X_{(d)}$ : $d\cross n=[x_{1(d)}, \cdots , x_{n(d)}]$
$d>n$ $\Sigma_{d}$ $\lambda_{1(d)}\geq\cdots\geq\lambda_{d(d)}\geq 0$
$H_{d}=[h_{1(d)}, \cdots, h_{d(d)}]$ $\Sigma_{d}=H_{d}\Lambda_{d}H_{d}^{T},$ $\Lambda_{d}=$ diag$(\lambda_{1(d)}, \cdots , \lambda_{d(d)})$
$Z_{(d)}=A_{d}^{-1/2}H_{d}^{T}X_{(d)}$ $Z_{(d)}=[z_{I(d)}, \cdots, z_{d(d)}]^{T}$ ,
$z_{i(d)}=$ $(z_{i1(d)}, \cdots , z_{in(d)})^{T}$ $Z_{(d)}$ 4
$d$
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$n(d)$ $d$ $n$ $n(d)=d^{\gamma}$
$\gamma>0$
$\Sigma$
$\lambda_{i}=a_{i}d^{\alpha_{i}}(i=1, \cdots, m)$ , $\lambda_{j}=c_{j}(j=m+1, \cdots, d)$ . (2.1)
$a_{i}(>0),$ $c_{j}(>0),$ $\alpha_{i}(\alpha_{1}\geq\cdots\geq\alpha_{m}>0)$ $m$




$(*)z_{jk},$ $j=1,$ $\ldots,$ $d(k=1, \ldots, n)$
$(*)$ $z$
$S_{D}$ $\hat{\lambda}_{1}\geq\cdots\geq\hat{\lambda}_{n}$ Yata and Aoshima
(2009) Corollary 3.1 $\hslash\supset$
$\frac{\hat{\lambda}_{i}}{\lambda_{i}}=1+o_{p}(1)$ $(i=1, \cdots, m)$ (2.2)
(YA-i) $\alpha_{i}>1$ $darrow\infty,$ $narrow\infty$ ;






Yata and Aoshima (2010b) $(*)$
HDLSS
:
$\acute{\lambda}_{j}=\hat{\lambda}_{j}-\frac{tr(S_{D})-\sum_{i=1}^{j}\hat{\lambda}_{j}}{n-j}$ $(j=1, \cdots, n-1)$ . (2.3)
$\acute{\lambda}_{j}\geq 0,$ $j=1,$ $\ldots,n-1$ ,
1 (Yata and Aoshima, $2010b$). $Z$ $(*)$ $\acute{\lambda}_{i}(i=1, \cdots, m)$
$\frac{\acute{\lambda}_{i}}{\lambda_{i}}=1+o_{p}(1)$ .
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(i) $\alpha_{i}>1/2$ $darrow\infty,$ $narrow\infty$ ;
(ii) $\alpha_{i}\in(0,1]$ $darrow\infty,$ $d^{1-2\alpha_{i}}/n(d)arrow 0$
(2.2)
$2$ (Yata and Aoshima, $2010b$) . $\lambda_{1}>\cdots>\lambda_{m}$ $Z$ $(*)$
$V(z_{ik}^{2})=M_{i},$ $i=1,$ $\ldots,$ $d(k=1, \ldots, n)$ $\acute{\lambda}_{i}(i=1, \cdots, m)$
$\sqrt{\frac{n}{M_{i}}}(\frac{\lambda_{i}\prime}{\lambda_{i}}-1)\Rightarrow N(0,1)$ .
$\Rightarrow$
(i) $\alpha_{i}>1/2$ $darrow\infty,$ $narrow\infty$ ;
(ii) $\alpha_{i}\in(0,1]$ $darrow\infty,$ $d^{2-4\alpha_{i}}/n(d)arrow 0$
$S_{D}$ $S_{D}=\Sigma_{i=1}^{n}\hat{\lambda}_{i}\hat{u}_{i}\hat{u}_{i}^{T}$
$s$ $\hat{h}_{i}=(n\hat{\lambda}_{i})^{-1/2}X\hat{u}_{i}$ Yata and
Aoshima (2009) Corollary 4.1 $,$ $Z$ $(*)$ $\lambda_{1}>\cdots>\lambda_{m}$
(YA-i)-(YA-ii)
Angle $(\hat{h}_{i}, h_{i})arrow 0$ $(i=1, \cdots, m)$ (2.4)
(2.3) $\acute{h}_{i}=(n\acute{\lambda}_{i})^{-1/2}X\hat{u}_{i}$
3(Yata and Aoshima, $2010b$) . $\lambda_{1}>\cdots>\lambda_{m}$ $Z$ $(*)$
1 $(i)-$ (ii)
$\acute{h}_{i}^{T}h_{i}=1+o_{p}(1)$ $(i=1, \ldots, m)$
$x_{j}$
$i$ $h_{i}^{T}x_{j}=$
$\sqrt{\lambda_{i}}z_{ij}(=s_{ij})$ $S_{D}$ $\hat{u}_{i}=(\hat{u}_{i1}, \cdots,\hat{u}_{in})^{T}$
$i$ $\hat{h}_{i}^{T}x_{j}=\hat{u}_{ij}$es $(=$ Yata and
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Aoshima (2009) Corollary 5.1 $z$ $(*)$ $\lambda_{1}>\cdots>\lambda_{m}$
$(YA-1)-(YA-ii)$ $i$ $MSE(\hat{s}_{i})=$
$n^{-1} \sum_{j=1}^{n}(\hat{s}_{ij}-s_{ij})^{2}$ $F$
$\frac{\Lambda lSE(\hat{s}_{i})}{\lambda_{i}}=o_{p}(1)$ $(i=1, \cdots, m)$ (2.5)
(2.3) $\hat{u}_{ij}\sqrt{n\lambda_{i}\prime}(=\acute{s}_{ij})$
4(Yata and Aoshima, $2010b$). $\lambda_{1}>\cdots>\lambda_{m}$ $Z$ $(*)$
$MSE(s_{i}’)=n^{-1}\Sigma_{j=1}^{n}(s_{ij}’-s_{ij})^{2}$ 1 $(i)-(ii)$
$\frac{\Lambda lSE(\acute{s}_{i})}{\lambda_{i}}=o_{p}(1)$ $(i=1, \cdots, m)$
1. $z$ $(*)$ $\acute{\lambda}_{i}(i=1, \cdots, m)$
1-4
(YA-i’) $\alpha_{i}>1$ $darrow\infty,$ $narrow\infty$ ;
(YA-ii’) $\alpha_{i}\in(0,1]$ $darrow\infty,$ $d^{2-2\alpha_{i}}/n(d)arrow 0$
$1$ (Yata and Aoshima, $2010b$). $0$ $S_{oD}=(n-1)^{-1}(X-$
$\overline{X})^{T}(X-\overline{X})$ $\overline{X}=[\overline{x}, \ldots,\overline{x}],\overline{x}=\sum_{k=1}^{n}x_{k}/n$






$X$ : $d\cross n$ Yata and Aoshima
(2009) Theorem 3.1 (2.2) (YA-i) $-(Ya-ii‘)$
$\alpha_{i}\in(0,1]$ HDLSS
PCA
Yata and Aoshima (2010a)
$PCA$ 2 $X_{l}$ : $d\cross(n/2)=$
$[x_{l1}, \cdots, x_{ln/2}](l=1,2)$ $S_{D(1)}=(n/2)^{-1}X_{1}^{T}X_{2}$
183
$n$ $n$
$(n/2+1/2, n/2-1/2)$ $S_{D(1)}$ $S_{D(1)}=$
$\sum_{i=1}^{n/2}\tilde{\lambda}_{i}\tilde{u}_{i(1)}\tilde{u}_{i(2)}^{T}$ $\tilde{\lambda}_{1}\geq\cdots\geq\tilde{\lambda}_{n/2}(>0)$ $S_{D(1)}$ $\tilde{u}_{i(1)}$
( $\tilde{u}_{i(2)}$ ) ( )
$5$ (Yata and Aoshima, $2010a$). $\tilde{\lambda}_{i}(i=1, \cdots, m)$
$\frac{\tilde{\lambda}_{i}}{\lambda_{i}}=1+o_{p}(1)$ . (3.1)
(i) $\alpha_{i}>1/2$ $darrow\infty,$ $narrow\infty$ ;
(ii) $\alpha_{i}\in(0,1]$ $darrow\infty,$ $d^{2-2\alpha_{i}}/n(d)arrow 0$
$2$ (Yata and Aoshima, $2010a$). $Z$ $(*)$ $\tilde{\lambda}_{i}(i=$
$1,$ $\cdots,$ $m)$ 1 $(i)-$ (ii) (3.1)
6 (Yata and Aoshima, $2010a$). $\lambda_{1}>\cdots>\lambda_{m}$ $V(z_{ik}^{2})=$
$M_{i},$ $i=1,$ $\ldots,$ $d(k=1, \ldots, n)$ $\tilde{\lambda}_{i}(i=1, \cdots, m)$
5 $(i)-$(ii)
$\sqrt{\frac{n}{M_{i}}}(\frac{\tilde{\lambda}_{i}}{\lambda_{i}}-1)\Rightarrow N(0,1)$ (3.2)
3(Yata and Aoshima, $2010a$). $\lambda_{1}>\cdots>\lambda_{m}$ $Z$ $(*)$





7(Yata and Aoshima, $2010a$) . $\lambda_{1}>\cdots>\lambda_{m}$ 5
$(i)-$ (ii)
$\tilde{h}_{i}^{T}h_{i}=1+o_{p}(1)$ $(i=1, \ldots, m)$ (3.3)
184
4(Yata and Aoshima, $2010a$). $\lambda_{1}>\cdots>\lambda_{m}$ $Z$ $(*)$
1 $(i)-$ (ii) (3.3)
$S_{D(1)}$ $\tilde{u}_{i(l)}=$
$(\tilde{u}_{i1(l)}, \ldots,\tilde{u}_{in/2(l)})^{T}(l=1,2)$ $x_{lj}(l=1,2)$ $i$
$S_{D(1)}$ $\tilde{u}_{ij(l)}\sqrt{(n/2)\tilde{\lambda}_{i}}(=\tilde{s}_{ij(l)})$
$\tilde{s}_{ij(I)}=\tilde{s}_{ij},\tilde{s}_{ij(2)}=\tilde{s}_{ij+n/2},$ $j=1,$ $\ldots,$ $n/2$
$MSE( \tilde{s}_{i})=n^{-1}\sum_{j=1}^{n}(\tilde{s}_{ij}-s_{ij})^{2}$
8(Yata and Aoshima, $2010a$). $\lambda_{1}>\cdots>\lambda_{m}$ 5
$(i)-$ (ii)
$\frac{\Lambda tSE(\tilde{s}_{i})}{\lambda_{i}}=o_{p}(1)$ $(i=1, \cdots, m)$ (3.4)
5(Yata and Aoshima, $2010a$). $\lambda_{1}>\cdots>\lambda_{m}$ $Z$ $(*)$
1 $(i)-$ (ii) (3.4)
6 (Yata and Aoshima, $2010a$). $0$ $S_{oD(1)}=(n/2)^{-1}(X_{1}-$
$\overline{X}_{1})^{T}(X_{2}-\overline{X}_{2})$ $\overline{X}_{t}=$ $[$ ii $l,$ $\ldots,\overline{x}_{l}],\overline{x}_{l}=(n/2)^{-1}\sum_{k=1}^{n/2}x_{lk}(l=1,2)$







$Z$ $(*)$ 2 3 2 $(i)-$ (ii)
$\sqrt{\frac{n}{M_{i}}}(\frac{\lambda_{i}\prime}{\lambda_{i}}-1)\Rightarrow N(0,1)$ , $\sqrt{\frac{n}{M_{i}}}(\frac{\tilde{\lambda}_{i}}{\lambda_{i}}-1)\Rightarrow N(0,1)$ (4.1)
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$\Lambda/ISE(s_{i}’)$
9. $\lambda_{1}>\cdots>\lambda_{m}$ $Z$ $(*)$ 2 $(i)-$ (ii)
$\frac{MSE(\acute{s}_{i})}{\lambda_{i}}=o_{p}(n^{-1/2})$ $(i=1, \cdots, m)$
$MSE(\tilde{s}_{i})$
10. $\lambda_{1}>\cdots>\lambda_{m}$ $z$ $(*)$ 2 $(i)-$ (ii)

















1-1 ( 1 ), 1-2 ( 2 ), 1-3 ( 3 ) $d=1600$
$N_{d}(0, \Sigma)$ $n\in[20,120]$ $A:\hat{\lambda}_{i}/\lambda_{i},$ $B$ :
$\acute{\lambda}_{i}/\lambda_{i},$ $C$ : $\tilde{\lambda}_{i}/\lambda_{i}$ 1000 $A\searrow$
(2.1)










2-1 ( 1 ), 2-2 ( 2 ), 2-3 ( 3










1 3 A, B
C (4.1)
3-1 ( 1 ), 3-2 ( 2 ), 3-3 ( 3
) A : $MSE(\hat{s}_{i})/\lambda_{i},$ $B$ : $MSE(\acute{s}_{i})/\lambda_{i}$ ,
$C$ : $MSE(\tilde{s}_{i})/\lambda_{i}$ 1000
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$MSE(\hat{s}_{1})/\lambda_{1}$ $MSE(\hat{s}_{2})/\lambda_{2}$




$0$ , $\Sigma$ , $\nu$ $d=1600$ $t$
4-1 ( 1 ), 4-2 ( 2 ), 4-3 ( 3 )
60, $\nu\in[5,25]$ $A:\hat{\lambda}_{i}/\lambda_{i},$ $B$ : $\acute{\lambda}_{i}/\lambda_{i},$ $C$ : $\tilde{\lambda}_{i}/\lambda_{i}$
1000








5-1 ( 1 ), 5-2 ( 2 ), 5-3 ( 3
) A : $MSE(\hat{s}_{i})/\lambda_{i},$ $B$ : $MSE(\acute{s}_{i})/\lambda_{i}$ ,
$C$ : $MSE(\tilde{s}_{i})/\lambda_{i}$ 1000
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$MSE(\hat{s}_{1})/\lambda_{1}$ $MSE(\hat{s}_{2})/\lambda_{2}$
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Yata and Aoshima (2010ab)
1 $\lambda_{1}>\cdots>\lambda_{m}$ $z$ $(*)$ 2
$(i)-$ (ii)
$\frac{\acute{\lambda}_{i}}{\lambda_{i}}=||n^{-1/2}z_{i}||^{2}+o_{p}(n^{-1/2})=1+o_{p}(1)$ , $\hat{u}_{i}^{T}\tilde{z}_{i}=1+o_{p}(n^{-1/2})$ $(i=1, \ldots, m)$
2 $\lambda_{1}>\cdots>\lambda_{m}$ $Z$ $(*)$ 2
$(i)-$ (ii)
$\frac{\tilde{\lambda}_{i}}{\lambda_{i}}=(||(n/2)^{-1/2}z_{1i}||)(||(n/2)^{-1/2}z_{2i}||)+o_{p}((n/2)^{-1/2})=1+o_{p}(1)$,
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