Fair scheduling in wireless ad-hoc networks of location dependent channel errors by Chen, Jinran
Retrospective Theses and Dissertations Iowa State University Capstones, Theses and Dissertations 
1-1-2003 
Fair scheduling in wireless ad-hoc networks of location dependent 
channel errors 
Jinran Chen 
Iowa State University 
Follow this and additional works at: https://lib.dr.iastate.edu/rtd 
Recommended Citation 
Chen, Jinran, "Fair scheduling in wireless ad-hoc networks of location dependent channel errors" (2003). 
Retrospective Theses and Dissertations. 19927. 
https://lib.dr.iastate.edu/rtd/19927 
This Thesis is brought to you for free and open access by the Iowa State University Capstones, Theses and 
Dissertations at Iowa State University Digital Repository. It has been accepted for inclusion in Retrospective Theses 
and Dissertations by an authorized administrator of Iowa State University Digital Repository. For more information, 
please contact digirep@iastate.edu. 




A thesis submitted to the graduate faculty 
in partial fulfillment of the requirements for the degree of 
MASTER OF SCI H;NCE 
Maj Or: Computer Engineering 
Program of Study Committee: 
Arun Somani, Major Professor 
Manimaran Govindarasu 
Johnny Wong 
Iowa State University 
Ames, Iowa 
2003 
Copyright ©Jinran Chen, 2003. All rights reserved. 
11 
Graduate College 
Iowa State University 
This is to certify that the master's thesis of 
Jinran Chen 
has met the thesis requirements of Iowa State University 
Signatures have been redacted for privacy 
111 
TABLE OF CONTENTS 
LIST OF FIGURES 
LIST OF TABLES 
v 
V1 
CHAPTER 1. INTRODUCTION 1 
1.1 Wireless Networks 1 
1.2 Wireless Scheduling 2 
1.3 Our Motivation 2 
1.4 Thesis Outline 3 
CHAPTER 2. NETWORK MODEL AND ISSUES 4 
2.1 Definitions in Wireless Networks 4 
2.2 Some Issues in Wireless Ad-hoc Networks 6 
CHAPTER 3. INTRODUCTION TO IEEE802.11 8 
3.1. IEEE 802.11 Distributed Coordination Function 8 
3.2 Random Backoff Timer 11 
3.3 MAC Frames 11 
CHAPTER 4. ERRONEOUS CHANNEL FAIRNESS (ECF) MODEL 13 
4.1 ECF Model 13 
4.1.1 Error-free service model 15 
4.1.2 Lead and lag model 17 
4.1.3 Compensation model 17 
4.1.4. Channel monitoring and prediction 18 
4.2 Some Related Work 19 
4.2.1. Compensation in WPS 19 
4.22. Compensation in IWFQ 20 
4.2.3. Compensation in CIF-Q 21 
4.2.4. Compensation in WFS 22 
4.2.5. Server based fairness approach 23 
CHAPTER 5. A SIMPLE EXAMPLE 25 
CHAPTER 6. IMPLEl~'IENTATION OF ECF MODEL 29 
6.1. Approach One 29 
6. l.l. Implementation of distributed ECF algorithm 29 
1V 
6.1.2. Some practical considerations 32 
6.2 Approach Two 35 
6.2.1 Estimation of the traffic share 35 
6.2.2 Backoff window adjustment 36 
6.2.3 Some practical considerations 38 
CHAPTER 7. SIMULATIION RESULTS 40 
7.1 Simulation Results of Approach One 41 
7.2 Simulation Results of Approach Two 45 




LIST OF FIGURES 
Figure 2.1 Original Node Graph and Flow Contention Graph 5 
Figure 3.1 Basic CSMA/CA Mechanism 9 
Figure 3.2 I N;EE 802.11 Four Way Handshaking 10 
Figure 3.3 IEEE 802.11 DATA Frame 12 
Figure 3.4 I H;EE 802.11 Frame Control Field 12 
Figure 4.1 Generic Framework of Wireless Faire Scheduling 14 
Figure 6.1 Data Frame and Its Revised Frame Control Field 33 
Figure 6.2 t H;EE 802.11 Ack Frame and Revised Ack Frame 33 
Figure 6.3 Original 1 N;EE 802.11MAC RTS Frame and Our Modified RTS Frame 38 
Figure 7.1 Two-state Markov Model 40 
Figure 7.2 Node Graph and Flow Graph for Case Two 43 
Figure 7.3 Node Graph and Flow Graph for Case Three 44 
VI 
LIST OF TABLES 
Table 5.1 Final allocations of different algorithms 28 
Table 7.1 Some parameters for two-state Markov model 41 
Table 7.2 Simulation results for case 1 43 
Table 7.3 Simulation results for case 2 43 
Table 7.4 Simulation results for case 3 44 
Table 7.5 Simulation results for case one using second approach 46 
Table 7.6 Simulation results for case two using second approach 46 
Table 7.7 Simulation results for case three using second approach 47 
1 
CHAPTER 1. INTRODUCTION 
1.1 Wireless Networks 
Advances in VLSI have dramatically reduced the size and energy requirements of 
wireless devices, increasing their portability and convenience. With the advances and 
innovations, the wireless networks have become an enabling technology for today and 
tomorrow's computer and communication industries. 
Wireless networks without base stations do not need any infrastructure to operate. 
They are usually called ad-hoc networks. For a node to communicate with other nodes in ad-
hoc networks, no access point controlling medium access is available. Nodes communicate to 
each other only if they can reach each other, i.e., if they are within each other's radio 
transmission range or if other nodes can forward the message [7] . Therefore, an ad-hoc 
wireless network can be either asingle-hop or multi-hop network. The range of a single-hop 
network is smaller than the radio transmission range of individual node. In a multi-hop 
network, the network node may be spread in a wide range that is typically larger than the 
transmission range of a node and all nodes may not be directly reached in one hap. Ad-hoe 
networks have higher flexibility than infrastructure-based networks. They can be installed 
quickly in emergency and are self-configurable. These characteristics mentioned above make 
the ad-hoc wireless networks very attractive in both civilian and military applications. 
2 
1.2 Wireless Scheduling 
The growth of the wireless networks has brought the issue of fair allocation of 
bandwidth among the users. Scheduling in wireless domain has to address the same problems 
in a wired network, but facing a smaller bandwidth. Besides the issues in wired networks 
scheduling, wireless networks has to take into account the following particular characteristics 
of wireless channels: 
— Channel errors of the networks 
— Contention among the multiple stations 
— Hidden or exposed stations 
  Channel capacity may vary 
— Constraints in mobile hosts processing power and battery power. 
Medium Access Control (MAC) protocols define rules for orderly access to the 
shared medium and play a crucial role in the efficient and fair sharing of scarce wireless 
bandwidth. The 1~EE standard 802.11 specifies the wireless LAN protocols for both 
infrastructure-based and ad-hoc networks. Besides IEEE 802.11, many other studies [1 — 6] 
have been reported in wireless fair scheduling algorithms. 
1.3 Our Motivation 
Many researchers have addressed the issue of fair scheduling in ad-hoc networks [1, 
3, 4, 5]. Luo, Lu, and Bharghavan in [3] devised a new model to achieve the fairness and 
maximum allocation of channel bandwidth. This model requires that every node must 
maintain up-to-date information of all flows in the network. In another study [4], Luo et al. 
proposed aself-coordinating scheme to achieve the distributed fair scheduling algorithm in 
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wireless ad-hoc networks. Both sender and receiver of a flow need to maintain a table to 
record all the service tags of its neighbor flows. A fair scheduling for attaining Maxmin fair 
allocation for ad-hoc networks was introduced in [5]. The bandwidth allocation is Maxmin 
fair to the user if it is not possible to increase the allocation without hurting another user with 
the same or less bandwidth. Priorities are given to flows that have not been scheduled many 
times in recent past to achieve Maxmin fairness. 
The studies mentioned above have assumed error free channel. However, in the 
wireless domain, a packet flow may experience channel errors and hence may not be able to 
complete transmission [8]. The bursty channel errors and location-dependent channel 
capacity and errors can render the studies above inapplicable. In this work, we focus on the 
fair scheduling issues in ad-hoc network in the presence of channel errors. We developed a 
fairness model for wireless ad-hoc fair scheduling to deal with channel error. The throughput 
of the network is increased while the fairness is maintained in the model. We also 
implemented the model in a distributed manner by localizing the global information required 
by the users of the networks. 
1.4 Thesis Uutline 
In the following chapter, we discussed the network model and some issues of ad-hoc 
networks. An overview of I N:EE 802.11 is presented in Chapter 3 and the fairness model is 
presented in Chapter 4. Chapter 5 gives a simple example to illustrate the working of our 
model. In Chapter 6, implementation of the model is discussed. The simulation results are 
presented in Chapter 7 and Chapter 8 concludes the paper. 
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CHAPTER 2. NETWORK MODEL AND ISSUES 
Some basic concepts of wireless networks are defined in this chapter. Some issues of 
wireless networks are also discussed here. 
2.1 Definitions in Wireless Networks 
In this paper, we consider a wireless ad-hoc network where the wireless medium is 
shared among multiple contending users. Transmissions are locally broadcast and only 
receivers within the transmission range of the sender can receive these packets. When a 
receiver is in the reception range of two simultaneously transmitting nodes, collision occurs 
and maybe unable to receive signal cleanly from either of them. We assume the packet size 
is fixed in this paper, which is a reasonable assumption in wireless networks. 
Some basic concepts are defined as follows: 
Definition 1. A set of packets transmitting from one node to another is called a flow. Flows 
conflict with one another if packets from these flows cannot be scheduled for transmission 
simultaneously. Flows are said to be conflict-free if they do not conflict with each other. 
Definition 2. A flow contention graph (or flow graph) is defined as an undirected graph, G = 
(V, E}, where V is the set of all flows and an edge (f, f) belongs to E if and only if flow f 
conflicts with f . In a flow graph, each vertex denotes a backlogged flow, and an edge 
between two vertexes indicates that the two flows are contending with each other. 
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A node graph and the corresponding flow contention graph are shown in Figure 1. 
Flow ~0 and fl are active only in left most circle region, flow f2 is active in center circle 
region, and flow f3 is active in right most circle region. The flow contending graph explicitly 
describes which flows are contending and which flows can be concurrently transmitting. For 
example, from flow contention graph, we notice that flows f0 and fl are not contending with 
flow f3. But flow f2 is contending with all the other three nodes as it has an edge between 
itself and the other flows. 
Fair packet scheduling in ad-hoc networks is non-trivial due to these unique 
challenging problems in the networks. Some important characteristics need to be considered 








~ ~ ~ 
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f0 f2 f3 
fl 
Flow Contention Graph 
 • 
Figure 2.1 original Node Graph and Flow Contention Graph 
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2.2 Some issues in Wireless Ad-hoc Networks 
(a) Location-dependent contention 
In an ad-hoc network, transmissions are locally broadcast, which makes the channel 
contention is location-dependent. Nodes are restrained from transmission to avoid collisions 
if they are in the transmission range of an ongoing conversation. For example, in Figure 1, it 
shows afour-node network graph and each arrow denotes a packet flow from the sender to 
the receiver. As we can see flow f0 contends with fl and f2 because these three flows are 
within the transmission range of either the sender or the receiver of flow f0. Thus, when ~0 
transmits, the other two flows must restrain from transmissions. Similarly f2 contends with 
f0, fl, and f3. Therefore, each flow has a different contending flow set depending on its 
location. 
(b) Spatial channel reuse 
Location-dependent contention and the nature of multi-hop ad-hoc networks make it 
possible for channel space reuse. Any two flows can potentially transmit data packets 
simultaneously if they are not interfering with each other. Consider the example in Figure 1, 
flows fl and f3 can transmit simultaneously because they are not within the transmission 
range of each other and result in no interference. 
(c) Conflicts between fairness and channel utilization 
Conflicts occur in ad-hoc networks when one tries to maximize the channel utilization 
and ensure the fairness among the flows at the same time. Again in Figure 1, if we starve 
flow f2, we can achieve the maximum channel utilization 2C, where C denotes the capacity 
of the wireless channel. Apparently it is unfair to flow f2 since it does not get any bandwidth. 
If flow f2 receives non-zero channel allocation, then the aggregate channel utilization would 
be less than 2C. 
(d) Channel errors 
Wireless transmissions can experience high error rates due to attenuation, fading, or 
interfering active radiation sources [ 12~ . The wireless environment makes the error rates very 
high. Control and data packets may be corrupted and dropped due to wireless transmission 
errors. The locations of the nodes could result in the transmission errors in wireless 
environment because of fading and interference. Channel errors are location-dependent and 
bursty in nature. We define short-term fairness among flows that perceive a clean channel 
and long-term fairness for flows with bounded channel error. We define the error-free service 
of a flow as the service that it would have received at the same time instant if all channels 
had been error-free, under identical offered load. A flow is said to be leading if it has 
received channel allocation in excess of its error-free service. A flow is said to be lagging if it 
has received channel allocation less than its error-free service. If a flow is neither leading nor 
lagging, it is said to be in sync, since its channel allocation is exactly the same as its error-
free service. If the wireless scheduling algorithm explicitly simulates the error-free service, 
then the lead and lag can be easily computed by computing the difference of the queue size 
of a flow in the error-free service and the queue size of the flow in reality. If the queue size 
of a flow in error-free service is larger, the flow is leading. Otherwise, the flow is Lagging. If 
the two queue sizes are the same, then the flow is in sync. 
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CHAPTER 3. INTRODUCTION TO IEEE802.11 
In this chapter, we first briefly review the IEEE 802.11 distributed coordinated 
function [7]. Then we discuss the backoff policies for IEEE 802.11. Finally, The medium 
access control (MAC) frames of l~EE 802.11 are presented. 
3.1. IEEE 802.11 Distributed Coordination Function 
The IEEE 802.11 standard specifies the most famous family of wireless LANs where 
many products are already available [7]. The standard specifies the physical and medium 
access layer adapted to the special requirements of wireless LANs. In this chapter, we discuss 
the medium access layer specified by IEEE 802.11. 
The medium access control layer has to control medium access, but it can also offer 
support for roaming, authentication, and power conservation. i1;EE 802.11 defines three 
basic access mechanisms: the mandatory basic method based on a version of CSMA/CA, an 
optional method avoiding the hidden terminal problem, and finally acontention-free polling 
method for time-bounded services. The first two methods are also summarized as distributed 
coordination function (DCF), the third method is called point coordination function (PCF). In 
this paper, we focus on DCF. 
The basic CSMA/CA mechanism is shown in figure 3.1. A node can access the 
medium at once if the medium is sensed idle for at least the duration of Distributed 
InterFrame Spacing (DIFS) (with the help of CCA signal of the physical layer). If the 
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medium is busy, nodes have to wait for the duration of DIFS, entering a contention phase 







direct access if medium 
i s free >= DIFS 
Figure 3.1 Basic CSMAICA Mechanism 
Slot time 
additionally delays medium access for this random amount of time. If the node does not get 
access to the medium in the first cycle, it stops its backoff timer, waits for the channel to be 
idle again for DIFS and starts the counter again. As soon the counter expires, the node 
accesses the medium. Longer waiting stations have the advantage over newly entering 
stations, in that they only have to wait for the remainder of their backoff timer from the 
previous cycles. After the receiver receives the packet, it replies with an acknowledgement 
(ACK). This ACK ensures the correct reception of a frame on the MAC layer, which is 
especially important in error-prone environment such as wireless connections. If no ACK is 
returned, the sender automatically retransmits the frame. 
To avoid the hidden terminal problems, IEEE 802.11 defines additional mechanism 
using two control packets, Request to Send (RTS) and Clear to Send (CTS). Figure 3.2 
illustrates the mechanism with RTS and CTS. The sender can issue a RTS control packet 
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after waiting for DIFS. The RTS packet is not given any higher priority transmission to come 
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Figure 3.2 IEEE 802.11 Four Way Handshaking 
Data 
t 
receiving this RTS now has to set its net allocation vector (NAV} in accordance with the 
duration field. The NAV specifies then the earliest point in time at which the station can try 
to access the medium again. If the receiver of the data transmission receives the RTS9 it 
replies with a CTS after waiting for SIFS. The CTS packet contains the duration field again 
and all stations receiving this packet from the receiver of the intended data transmission have 
to adjust their NAV. Finally, the sender can send the data after SIFS. The receiver waits for 
SIFS after receiving the data packet and then acknowledges whether the transfer was correct. 
Now the transmission has been completed and thus the NAV in each node marks the medium 
as free and the standard cycle can start again. 
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3.2 Random Backoff Timer 
A collision triggers a retransmission with a new random selection of the Backoff time. 
Depending on the size of the contention window (CW), the random values can be either too 
close together, causing too many collisions or the values are too high, causing unnecessary 
delay. 
If a collision occurs, Backoff time is determined by: 
Backoff Time = RandomO x a SlotTime 
Where Random(} is an integer choose from a new uniform distribution over the 
interval [o, CWT, ~'Wmin < ~'W < CWmax 
The set of CW values shall be sequentially ascending integer power of 2, minus 1, 
beginning a CWmin value, and continuing up to CWmax value. The contention window 
starts with a size of, e.g., CWmin = 7. Each time a collision occurs, indicating a higher load 
on the medium, the contention window doubles up to a maximum of, e.g., CWmax = 255 (the 
CW can be 7, 15, 3 1, 63, 127, and 255). This algorithm is called exponential Backoff. 
3.3 MAC frames 
The basic structure of an IEEE 802.11 MAC data frame is shown in Figure 3.3. The 
first field in the data frame is the Frame Control indicating the protocol version, the type of 
frame (management, control, data}, whether the frame has been fragmented, privacy 
information, and the meaning of the four address fields in the frame. The duration ID is used 
to indicate the period of time in which the medium is occupied. The four address fields 
contain standard IEEE 802 MAC addresses. The sequence control is used to filter duplicates. 
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The data field may contain maximum 2312 bytes. Finally, a 32 bit checksum is used to 
protect the frame. 
Octets: 2 2 6 6 6 0-2312 4 
Frame Duration/ Address 1 Address2 Address 3 Sequence Address 4 Frame FCS 
Control ID Control Body 
MAC Header 
Figure 3.3 IEEE 802.11 DATA Frame 
The frame Control field is illustrated in Figure 3.4. It consists of the following 
subfields: Protocol Version Type, Subtype, To DS, From DS, More Fragments, Retry, Power 
Management, More Data, Wired Equivalent Privacy (WEP), and Order. 
BO B 1 B2 B3 B4 B7 B8 B9 B10 B11 B12 B13 B14 BIS 
Protocol Type Subtype To From More Retry Pwr More WEP Order 
Version DS DS Frag Mgt Data 
Bits: 2 2 3 
►. ► . ►. 
1 1 1 1 1 1 
Frame Control Field 
Figure 3.4 IEEE 802.11 Frame Control Field 
►. 
1 1 1 
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CHAPTER 4. ERRONEOUS CHANNEL FAIRNESS (ECF) MODEL 
In this chapter, the Erroneous Channel Fairness Model is discussed. Some related 
works are reviewed. 
4.1 ECF Model 
The existing scheduling algorithms for ad-hoc networks without considering channel 
errors are not applicable in reality due to the error-prone nature of wireless networks. 
Nandagopal and Gao in [8] developed a generic framework for wireless fair queueing to 
handle channel errors. They identified the common components of most wireless queueing 
algorithms. The wireless fair scheduling model includes four components: error-free service 
model, lead and lag model, compensation model, and channel monitoring and prediction. 
However, this is not directly applicable to ad-hoc networks. 
To the best of our knowledge there is no research studying wireless ad-hoc network 
fairness scheduling model in the presence of channel error. In the following, we propose a 
framework (Figure 4.1) for the wireless fair scheduling which is suitable for ad-hoc 
networks. The model we proposed can be implemented in a distributed manner, which is the 
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Figure 4.1 Generic Framework of Wireless Faire Scheduling 
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Throughout the paper, the term leading flow is used for flows received more service 
than they would have without any channel errors present in the networks. A flow that has 
received less service than it would have in an error free network is called a lagging flow. 
4.1.1 Error-free service model 
The SZD fairness model is used as a reference model for the service that each flow 
should receive without channel error. In [ 1 ], Zhou defines fairness in multihop wireless ad-
hoc network as follows and shows how to implement it in distributed manner. The definition 
of fairness is defined in [ 1 ] as follows: 
G1. Each flow should receive its fair share as per constraints. 
G2. Any flow receiving more than its fair share as per G1, without affecting other flows is 
acceptable. 
G3. Fairness can mean achieving less than 100% throughput. 
Flows in the network must maintain their fair share of bandwidth allocation in order 
to achieve fairness. The faire share of bandwidth is computed as follows, 
1. Initially k = 0, calculate the basic allocation for each flow using r~ =  wl  , 
l ~w .I 
where wi is the weight of flow i; w~ is the weight of the flow j that contends with flow 
2. Calculate the bandwidth allocation: F ~ _ ~ rid~t 
fiECi 
3 . Calculate the minimum allocation increment: r k =min  1  1- F k-1 
J CjECk {.fil f ECi~Cs~w1 
c 
where cS is the saturated clique, c1 is the clique where flow i is 
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4. Add increment to each flow: rlk = 
+ r • wi , for f i E cl \ cs
rik —1 , for f i E cs
5 . Compute the bandwidth allocation of each clique again: F k = ~ rrkcl
f~Ec~ 
6. ~' k = C k-1 \ cs ,Cis the set of cliques c~; if there is no unsaturated clique left, 
terminate the procedure. 
7 . k = k + 1; go to step 3 . 
SZI~ fairness model employs Start-time Fair Queueing (SFQ) algorithm to 
acknowledge each flow's service turn and use backoff scheme to allow spatial reuse. The 
working of the SFQ is as follows, 
1. when a packet arrives at time t, 
if the connection is active , S(i, k, t) = F(i, k-1, t}; 
if the connection is inactive, S(i, k, t) = v(t}. 
2 . v(t) i s computed as 
if there is a packet in service, v(t) = S(i, k, t); 
if the system is idle, v(t) = max~,kF(i, k, t). 
3 . The finish time i s computed as 
F(i, k, t) = S(i, k, t) + Pilw~ 
Where Pr is the packet size of flow i and w~ is the weight. 
4. The packet with the lower start time has higher priority to be transmitted. 
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4.1.2 Lead and lag model 
Due to channel errors during certain time intervals, the purpose of the lead and lag 
model is to determine how much service the flow should receive in the future or how much 
service the flow should relinquish. We adopt the approach that the lag of a flow is 
incremented on a lost time slot only if another flow that took this slot is prepared to 
relinquish a slot in the future. The amount proportion of allocation for a lag flow is calculated 
as follows, 
b'f i E Ci , lag i — rik — r 1 e , where rik > r1e , g g 
where rik is the SZD fair allocation of flow i in error free channel, 
rie 
is the allocation g 
in error channel. 
We can upper-bound lead and lag by flow-specific parameters M, lag i < M. Lead may 
be upper-bounded with the maximum number of slots that the flow must relinquish in the 
future in order to compensate for additional service received in the past. Lag can be upper-
bounded by the maximum error burst that made transparent to the flow. 
4.1.3 Compensation model 
The compensation model provides graceful service degradation for leading flows and 
makes short location-dependent error bursts transparent to the lagging flows. The 
compensation model determines how lagging flows makes up their lag and how leading 
flows give up their lead. In our model, a leading flow is able to relinquish all the slots until it 
becomes in sync. The amount of service it can receive from the leading flow is determined 
by the amount of service the leading flow has received from the lagging flow when it is in 
18 
error. The amount of service a leading flow i has received from a lagging flow j during a time 
0t _ ~ k k interval Ot is computed as follows: rij — ~ (rie —rig 
to 
The lagging flow should receive the proportion of allocation from the leading flow 
without hurting the fair share of the leading flow as early as possible. It is calculated as 
follows: 
d i, j E B(tl , t2~, a is = rti , t r  .s 
J ' 
if r ti <_ r is 
~ ~ 
if r ti > r is 
~ ~ 
where B(tl , t2) is a set of backlogged flows during time interval [t~, t2]; its is the SZD 
fair allocation of flow j in time slot i s if no compensation is made. 
The leading flow may be starved of channel access if the other flows have perceived a 
large amount of error bursts in the past. However, we can bound the amount of service a flow 
must relinquish to avoid this situation. 
4.1.4. Channel monitoring and prediction 
The channel prediction model determines whether a flow perceives a clean or dirty 
channel during a time interval. Errors in the wireless channel are bursty and highly correlated 
in the successive slots [9]. We can use this characteristic to predict the future state of a flow. 
A flow predicts that its next b slot will be in bad state if the current state is bad, due to the 
high correlation of channel state across slots. The average error length in wireless networks is 
about 3 packets [15]. We decide the value b to be 3. Because we cannot know the exact flow 
states in the future, capacity loss is unavoidable. 
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4.2 Some related work 
The compensation model described in the framework is the key component of 
wireless fair queueing algorithms. It determines how lagging flows make up their lag and 
how leading flows give up their lead. In this section, different approaches of error 
compensation used in several wireless scheduling algorithms are described and compared. 
The goal of wireless scheduling is to provide fair guaranteed service to all traffic 
flows. However, it is not clear how fairness should be defined in a wireless network where 
channel errors may occur. In [ 10] and [ 11 ], criteria to characterize fairness for wireless 
scheduling algorithms have been defined. These criteria include Long-term and short-term 
throughput bounds, fairness among backlogged flows. 
Short-term fairness among backlogged flows that perceive no channel error. These flows 
should receive their fair share of service in an arbitrary time interval, according to their 
weight. 
Long-term fairness among backlogged flows with bounded channel error. Over a longer 
time interval, all flows should receive a fair amount of service. 
Short-term throughput bounds for error-free flows. An error-free flow has to receive a 
minimum amount of service, even if it has received excess service in the past. 
Long-term throughput bounds for all flows with bounded channel error. 
4.2.1. Compensation in WPS 
Based on a weighted round robin policy with spreading of slots Wireless Packet 
Scheduling (WPS) [ 12] uses an approach with two steps to compensate channel errors. The 
first step is to do aslot-swapping within a frame. If there is a channel error at the time a flow 
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should send a packet, the algorithm tries to swap slots within the same frame of the WRR. If 
a backlogged flow with clean channel is found later in the same frame, the two flows 
exchange their slots. The flow with clean channel sends a packet in place of the flow with 
channel error. The flow having a channel error gets the slot of the error-free flow later in the 
same frame . 
The second step is to use lead and lag when slot swapping is not possible. If no flows 
scheduled later in the same frame has a clean channel and is backlogged, slot swapping 
cannot be done. In this case, a flow perceiving a channel error increases its lag if another 
flow, which has already used its slots in this frame, can send a packet in its place. The flaw 
that receives additional service decrements its lag or increments its lead. 
WPS provides long-term fairness and bounded delay for flows with bounded channel 
errors. However, in short-term throughput bounds and fairness for error-free flows are not 
provided in general since flows that become error-free may capture the whole channel for 
their lag compensation. 
4.2.2. Compensation in IWFQ 
The Idealized Wireless Fair Queuing algorithm (IWFQ) [12] is based on a Weighted 
Fair Queuing policy. In the IWFQ algorithm, the flow can transmit its packet only when its 
head-of-line packet has the earliest finish time among the flows with clean channels. 
In WFQ policy, compensation is made implicitly. A flow receives less service than it 
should have received because of channel errors. The finish times of the flow's packets are 
smaller than finish times of packets belonging to other flows because they are same as 
before. Therefore, the packets of the lagging flow will be transmitted as soon as the channel 
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becomes error-free. The flow will capture the entire channel until it has reached the same 
level of service as the other flows if the channel keeps error-free. 
A mechanism is provided by IWFQ to bound the lag of a flow by discarding packets 
if the number of packets with finish time earlier than the Virtual Time is greater than a fixed 
number. IWFQ are similar to WPS in terms of fairness properties. The algorithm provides 
long-term fairness for those flows since the packet delay of flows with bounded channel 
errors is bounded. However, short-term fairness and throughput bounds are not provided by 
IWFQ since lagging flows may use the entire bandwidth for compensation when they 
become error-free. 
4.2.3. Compensation in CIF-Q 
The Channel-condition Independent Packet Fair Queuing (CIF-Q) algorithm [11] uses 
Start-time Fair Queuing (SFQ) as its error-free reference model. In parallel to the real service 
the error-free service is calculated to compare the amount of service received by each flow. 
The difference between the error-free service and the real service received by the flow is the 
lag of a flow. 
Flow scheduling are based on the error-free service model in CIF-Q. A flow is 
selected to transmit a packet according to the error-free algorithm. If the selected flow has a 
channel error, this selection can be changed in the real model. If the selected flow is a leading 
flow, the selection can also be changed. However, the error-free model always assumes that 
its selected packet has been sent, regardless of the channel state or of the lead of that flow. 
Therefore, the difference between error-free and real service received by a flow can be 
monitored exactly using the lag of that flow. 
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A leading flow will relinquish its time slot with a constant probability 1 - oc, where a 
is a system parameter to control the minimal fraction of service retained by a leading flow if 
it is selected by the error-free service model. Lagging flows can be compensated by a leading 
flow giving up its time slot, or by the selected flow not sending due to channel error. The 
amount of additional bandwidth received by lagging flows for compensation is proportional 
to their specified rate. 
The error compensation in CIF-Q provides both short-term and long-term fairness 
since it meets the specified criteria far fair wireless service. The leading flows give up only a 
constant fraction of their allocated time slots, short-term throughput bounds and fairness is 
provided. 
4.2.4. Compensation in WFS 
The Wireless Fair Service (V'VFS) algorithm [ 13] uses Weighted Fair Queuing policy 
with delay-bandwidth decoupling (WFS) as its error-free reference model, which is 
independent of the real service model. 
A flow is selected according to the error-free service model.. Similar to CIF-Q, if this 
flow perceives a channel error, or if the flow is leading, this selection can be changed. A 
flow, which is unable to send a packet because of a channel error, increases its lag only if 
another flow can be found to send a packet. Leading flows give up a varying fraction of their 
allocated time slots. The parameter 
lmax 
specifies the maximum lead for each flow. A flow 
having a Lead l relinquishes the fraction 
l/lmax 
of its time slots allocated by the error-free 
service model. The amount of relinquished time slots decreases exponentially as the lead is 
reduced by using this varying fraction. If a flow has given up its time slot, a lagging flow is 
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chosen out of a Weighted Round Robin of lagging flows. The weight in this WRR is 
proportional to the lag of each flow. 
Leading flows will not be blocked for a long time in order to compensate lagging 
flows because the lead of a flow is bounded. Even if the varying fraction of relinquished slots 
can reach 1 for the maximum lead, the lagging flow cannot occupy the channel too long. 
Therefore, the WFS compensation provides short term throughput bounds and fairness. The 
algorithm also guarantees delay bounds and long-term fairness. 
4.2.5. Server Based Fairness Approach 
The Server Based Fairness Approach (SBFA) [14] provides a relatively simple way 
of error compensation to maintain long-term fairness. It compensates channel errors that can 
be integrated into several types of existing wired scheduling algorithms. However, SBFA is 
not a complete packet scheduling algorithm. 
SBFA does not keep track of differences between error-free and real service since it 
does not use an independent error-free reference model. The basic idea of SBFA is to create a 
special flow called the Long Term Fairness Server (LTFS), which allocates a fixed amount of 
bandwidth for the compensation of flows that did not receive their fair share of service due to 
channel errors. The LTFS has a weight in the scheduler corresponding to its reserved amount 
of bandwidth similar to any other flow. The LTFS maintains a queue of references to flows. 
A slot with a reference to that flow is inserted into the slot queue of the LTFS every time 
when a flow cannot send its scheduled packet because of a channel error. When a packet of 
the LTFS is scheduled to be sent, the flow pointed to by the head-of-line LTFS slot queue 
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can send a packet in its place. However, if that flow still has a channel error, there will not 
have any transmission, even if there are other flows with a clean channel in the LTFS queue. 
SBFA provides long-term fairness and throughput guarantees for all flows if the 
bandwidth allocated to the LTFS is large enough to compensate the errors of all flows in the 
system,. However, if the bandwidth is too small, long-term fairness and throughput bounds 
can be assured only for error-free flows. Short-term fairness is not provided among error-free 
flows because LTFS slots of a flow that has become error-free may get blocked in the queue 
by slots of a flow with channel error. 
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CHAPTER 5. A SIMPLE EXAMPLE 
A simple example is presented to illustrate how the ECF model works. Consider the 
example in Figure 1 during the time interval [0, 4] with ro = r1 = r2 = r3, where r; is the weight 
of flow fi. Flow f0, fl, and f2 have error-free channels, whereas flow f3 perceives a channel 



























During time interval [0, 4], flow f3 receives allocation less than its basic fair share 
while flow f2 receives allocation more than its basic fair share at the cost of flow f3. This 
does not satisfy the SZD fairness definition G2 proposed in the Section III. 
If we allow flows that experience channel error during a period of time reclaim the 
channel capacity that would have been allocated to it for that period, the allocation of 
bandwidth will be different from the above. During interval [0, 3), fL receives additional (3 - 
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During the time interval [3, 4], flow f2 should relinquish 4 of the allocation that was 
received by it. Flow f3 should be compensated 4 of the allocation. 































consider the SZD fair allocation algorithm, the allocation is: 
HJNH1.%/a'AYH.Y/MYpIY.pYpAYA"p/H/Allh3WpAYJ//6W.//H/N[MnNY/p/pNN/pp//N//N//pp//N////pM'paW/AWNM~D'N/p/fpAY/M/pp!/pN!/HN/HlppppppH.N/~!YM.!//.4.6Y.dp1/p/ANAYpN/Mp/AY/Xp//N!/Mf/HN/AWp~ 
Time  ~0 _________~3, 4J  Overall 
ro 1 13 49 




1 13 49 








We modified the SG1~ fair allocation algorithm so that it has the capability of 
compensating the error flows when they are able to transmit packets again. Here we assume 
that we have full knowledge about the channel state. The allocation is as follows, 
;YsaHH/aHHHAcw.aHHAYHHrH.swrrprH.Yaapppe -, ,.,~ ...,.,,,,..,.. ,...,.., .. .. ..........,. ~ ,..,,, Hi./.zvaxHarinwanuHHrr.r 



























The allocation of bandwidth in the above example by different algorithms is illustrated and 
summarized in the Tablel. The Fairness Index (FI) is calculated as follows, 
FI = ~~.f T.f ~~f 
)z 
Number of Flows * ~ f (7' f /~ f 
Where Tf denotes the throughput of flow f, ~ f  denotes the weight of flow f. 
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1. Without any compensation 
2. With compensations 
Basic` Maxmin SLl~ ECF 
1 1 49 49 
3 3 144 144 
1 1 49 49 
3 3 144 144 
1 1 46 40 
4 3 144 144 
3 1 26 32 
16 6 144 144 
1.1042 1.1667 1.1806 1.1806 
0.95291 0.9423 0.9514 0.9729 
From the results in Table 1, we notice the basic allocation with the ability to 
compensate achieves higher fairness than the one without compensation while the throughput 
keeps the same. The throughput of ECF is the same as that of SZD while the Fairness Index 
is about 2% higher. ECF also achieves higher throughput and fairness than Maxmin. 
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CHAPTER 6. IMPLEMENTATION OF ECF MODEL 
In this chapter, we present two approaches to implement the ECF model. Each 
approach consists of both the implementation of the algorithm and some practical 
considerations. 
6.1. Approach One 
In this part, the implementation of the algorithm in a distributed manner is realized 
based upon I i~;EE 802.11 MAC and SZD fairness model. 
6.1.1. Implementation of Distributed ECF Algorithm 
Due to the distributed nature of ad-hoc networks, nodes may not be able to determine 
the next packet to be transmitted by a ideal centralized scheduler. Unlike wireline or packet 
cellular networks, there is no single logical entity for scheduling flows available [3]. Each 
sender's other flow information can not be accessed by other senders directly. In order to 
propagate the flow information to other senders, we adopt a local topology-dependent 
fairness model [3]. To schedule the flows distributed, we only need to propagate flow 
information to its one-hop neighborhood in the flow contention graph. 
Our goal of this study is to achieve fairness even in the presence of channel error. To 
achieve our goal, the algorithm must be able to compensate flows in error channel. We 
introduce a new concept "State" that can keep track of the state of the flow. If the state of the 
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flow is good, the flows continue their error free transmission. If there are channel errors, the 
flows in bad states will stop transmission not only in the current time slot but also in the next 
several time slots. Since the channel errors are bursty in nature, the next several time slots 
may be used to transmit other flow packets. We proposed to automatically switch the flow in 
bad state back to good state after several times of packets transmissions or fails. The details 
of the algorithm are described as follows, 
1. Each flow maintains a table which records flow ID and round number as table entry 
for both itself and its neighboring flows. Each flow also maintains its State in the table. The 
state of the flow is either Good or Bad. 
2. A flow's backoff time is determined by the difference of the finish tag and the start 
tag (by SFQ) of the flow, the number of the neighbors the flow has, and the State of the flow. 
if (State == Good 
backoff = (Finish tag —Start tag) x Scalefactor — N 
else 
backoff =((Finish tag —Start tag) x Scalefacotr — N) x 2 
where the start tag and finish tag are described in Section IV, Scalefactor is 
used to keep the initial backoff value less than a chosen constant to ensure some 
degree of efficiency in terms of channel utilization. Its value is suggested to be 0.2 in 
[1]. N is the number of neighbors a flow has. 
3. When a flow transmits a packet, it increments its round number. The round number 
is always propagated to the neighbor flows. All neighbor flows receive this information and 
they update the flow's round number as needed. 
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4. If a flow fails to transmit its packet, it changes its State to Bad. After K times of 
transmission of the packets or fails, the flow will automatically switch its State back to Good. 
The average length of error packets determines the threshold value K. The error length is 
defined to be the number of packets that are lost consecutively. In [10], the researchers found 
that the average error length is 2 to 3 packets for most distances. 
5. After finishing its transmission, each flow calculates the difference of its round 
number with the minimum one in its table, (R — Rm~n). Then the backoff time of a flow will be 
determined as follows, 
backoff = backoff x (l+ (R — Rm~n) / k1) (1) 
if (R — Rmin~ > kl 
backoff = backoff x 2 
Here a factor of 2 is used to upper bound the backoff time to guarantee the 
throughput. The constant k1 is chosen to control the performance in terms of fairness and 
throughput and its value it suggested to be 5 in [ 1 J. 
6. If a collision occurs, the new backoff timer is decided the same as in TREE 802.11. 
The following shows how to decide the new backoff timer; 
temp = 2 * backoff; 
if (temp > collision_thresholc~ 
temp =collision_ threshold; 
new backoff =random [0, temp] 
The collision threshold value is chosen to be 800 as suggested in [1]. 
32 
6.1.2. Some Practical Considerations 
To implement our ECF distributed algorithm practically, we need to consider the 
following issues. Our implementation is within the CSMA/CA MAC paradigm. 
1. Information exchange between a flow's sender and receiver 
To implement ECF model, each flow maintains a table containing information for 
flows within one hop neighborhood in the flow contention graph. However, the one-hop 
neighborhood in a flow graph will be mapped to the two-hop neighborhood in the real node 
graph. Therefore, both sender and receiver of a flow need to maintain information for their 
one-hop neighbor flows in practice so that they are able to be aware of the other flows 
contending with the flow. The flow ID in the table should be replaced by (Sender ID, 
Receiver ID). 
The sender and receiver of a flow may have different information in their tables since 
they can belong to different cliques in the contention graph while they are in the same 
contention group. Therefore, the information of the sender and receiver need to be exchanged 
between them. Modifications made to DATA and ACK frames achieve this goal. 
2. Propagation of each flow's round number 
The round number of each flow in the table needs to be updated every time after a 
packet is transmitted successfully. To implement this, the DATA and ACK frames in IEEE 
802.11 are modified. The modified DATA and ACK frames are shown in Figure 6.1 and 
Figure 6.2. 
When a sender transmits a packet, the receiver and its neighboring nodes need to 
increment the round number of this flow after receiving the packet. It is possible that the 
receiver does not receive the packet, but the neighboring nodes get the packet and update the 
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Octets: 2 2 6 6 6 2 6 0-2312 4 
Frame Duration/ Address 1 Address2 Address 3 Sequence Address 4 Frame FCS 
Control ID Control Body 
BO B 1 B2 B3 B4 
MAC Header 
DATA Frame 
B6 B7 B8 B9 B10 B11 B12 B13 B14 B15 
Protocol Type Subtype Flag To From More Retry Pwr More WEP Order 
Version DS DS Frag Mgt Data 
Bits: 2 2 3 1 1 1 1 1 1 1 1 1 
Frame Control Field 
Figure 6.1 Data Frame and Its Revised Frame Control Field 
Octes: 2 
Octes: 2 2 6 4 
Frame Duration RA FCS 
Control 
MAC Header 
2 6 6 1 4 
Frame Duration RA TA RD FCS 
Control 
Revised Ack Frame 
Bit 0 Blt 1 t0 Blt 7 
RD Field 
Figure 6.2 IEEE 802.11 Ack Frame and Revised Ack Frame 
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round number in their table. If the wireless link is lossy, the discrepancy of the round number 
can degrade the performance of the SZD algorithm. To avoid it, we use one bit in DATA 
frame to inform the neighboring nodes if the round number is updated or not. This updated 
flag bit will be set to 1 only when the sender receives the receiver's acknowledgment. If the 
sender does not receive the receiver's ack, the updated flag will be still 0. The neighboring 
nodes may not know the flow's round number is updated until they receive the packets from 
the sender again. This will result in the round number in the neighboring nodes one round 
behind the actual round. 
The fourth bit (B7) of the subtype in Frame Control Field in DATA frame is used as 
this updated flag as shown in Figure 6.1. Because some flows may only be neighbors of the 
flow's receiver, the ACK frame also needs to have an updated flag bit to propagate the 
updated round number information to those flows. When the receiver receives the packet 
from the sender, it will update the flag by setting it to 1. Every time the neighboring nodes of 
the receiver receive the ACK frame, they will increment the how's round number if the flag 
is 1. 
In the SZD model, we need to calculate the difference of a flow's round number with 
the minimum one in its table, (R — 
Rmin)• 
The difference in a node may not be the same as the 
difference of the flow because of the flow's information being maintained in both sender and 
receiver. In order to calculate the difference of a flow's round number with the minimum one 
in its table, we need to obtain the largest round number difference of the sender and the 
receiver of the flow. 
The source address (TA) needs to be added in the ACK frame to specify which source 
is ACKed. The neighboring nodes of the receiver are be able to tell which flow's round 
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number needs to be updated. TA occupies 6 bytes. The difference of the round number with 
the minimum one in the table and the updated flag bit also needs to be added to ACK frame. 
One byte (RD) is allocated for this purpose shown in Figure 6.2. Bit 0 of RD is used for the 
updated flag bit. Bit 1 to Bit 7 are used for the difference of the round number. From 
equation (1), we can see if the difference is higher than kl , the backoff time will be 
independent of the difference. We set kl to be 5, so the 7 bit of RD is sufficient for 
calculating the difference. 
6.2 Approach Two 
The second approach consists of two steps. The first step is to estimate the bandwidth 
allocation of each flow. In the second step, each flow is to adjust their contention window 
based upon its estimated share so that it can more or less aggressively to get the time slots to 
transmit packets . 
6.2.1 Estimation of the Traffic Share 
The algorithm for estimating the traffic share is shown in the Algorithm below. 
Traffic Share Estimation Algorithm 
F: All flows that originate from current station. 
F' :All flows that are sensed by current station and F (~ F' ~ ~ 
Te :measured volume of traffic of flows in F. 
To :measured volume of traffic of flows in F' . 
~e :the aggregate fair share of flows f E F that originate at current station. 
~o :the aggregate fair share of flows f ' E F' sensed by current station. 
Last_Sender: used to correlate ACK and DATA packets in case that both the sender and 
receiver are in F' . 
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\*Following code is run on all stations*\ 
1. Begin 
2. For each packet p of in the traffic 
3. if (p.Destination Id == My Icy then 
4. if (p.Type == ACID then 
5. TQ = TQ + TDATA 
6. else 
7. if (p.Type == DATA) then 
S. T o = T o -f- TDATA 
9. end if 
10. end if 
11. else 
12. if (p. Type ==ACID then 
13. if (p.Destination Id != Last_Sender) then 
14. To = To -1- TDATA 
15. end if 
16. else 
17. if (p. Type == DATA) then 
I S. T o = T o ~- TDATA 
19. Last_Sender = p.Sende_Id 
20. end if 
21. end if 
22. end if 
23. End 
In this algorithm, only successful transmissions are counted. Failed or successful RTSs and 
CTSs are excluded from the total traffic share. Since we use four way handshake strategy, the 
possibility of packet collision is small, we only estimate the volume of traffic according to 
sendsed ACK and DATA packets. Last Sender is used for eliminate duplicated estimation 
because some nodes may sense both DATA and ACK packets. 
6.2.2 Backoff Window Adjustment 
Based on the estimation results using the traffic share estimation algorithm, each node 
can adjust its contention window to make itself more or less aggressive to transmit packets 
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The backoff window adjustment as shown below describes how to adjust the contention 
window while preserving the binary exponential backoff (BEB). 
Backoff window adjustment Algorithm 
Threshold = 0.05; 
T = a given timer period 
1: Begin 
2: Upon each timer period T, do, 
3: if (yro ~ 0 and yre ~ 0) then 
4: if (To == 0 and Te # 0) then 
5: CWMin := CWMinx2 
6: else 
7: if (FR > Threshold) then 
8: CWMin := CWMinx2 
9: else 
10: if (FR < -Threshold) then 
11: CWMin := CWMinl2 
12: end if 
13: end if 
14: end if 
15: end if 
16: End 
This approach to implement our ECF model implicitly makes compensations to the flows 
which cannot transmit due to the error channel. It requires the theoretical fair share of each 
flow to be fed into the ~'IZ formula to make contention window adjustment. However, the 
complexity of calculating the theoretical SLl~ fair share of each flow is NP complete. At this 
stage of our research, we cannot implement our ECF model distributed using approach two. 
However, basic allocation fair share can be computed in each node without too much 
38 
complexity [19]. We adopt this localized basic allocation scheme in our study. Thus, we can 
feed the FR formula with the basic allocation fair share which can be computed in each node. 
Now the error compensation model uses the basic allocation scheme as the error free 
reference model. 
6.2.3 Some Practical Considerations 
We implement the second approach within the IEEE 802.11 MAC protocol. We 
modified the IEEE 802.11 MAC RTS frame to implement ECF model with basic allocation 
being error free reference model. The original IEEE 802.11 MAC RTS frame and the 
modified frame are shown in Figure 6.3. 
Octets: 2 2 6 6 4 
Frame 
Control D ati n ur o RA TA 
FC 
Mac header 
IEEE 802.11 MAC RTS frame 
Octets : 2 2 6 6 8 4 
Frame 
Control Duration RA TA my_share FC 
Mac header 
Modified IEEE 802.11 MAC RTS frame 
Figure 6.3 Original IEEE 802.11 MAC RTS Frame and Our Modified RTS Frame 
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As shown in Figure 6.3, one subfield, my_share, was added into the RTS frame indicating 
the amount of bandwidth each flow has claimed. Every time when a RTS is received by other 
nodes, they can extract the information and compute their own fair share and their neighbor's 
fair share. Then the results can be fed into the traffic estimation and backoff window 
adjustment algorithms to schedule all the flows. 
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CHAPTER 7. SIMULATIION RESULTS 
In this chapter, we present the simulation results for our ECF algorithm implemented 
by approach one and approach two. We compare the results with I H;EE 802.11MAC protocol 
and SZD algorithm. 
The simulator was implemented by using ns-2 simulator. The radio transmission 
range of the nodes is 250 meters and channel capacity is 2 Mbps. The routing protocol is 
Dynamic Source Routing (DSR). We simulate data to be transmitted at Constant Bit Rate 
(CBR), which is 200Kbps in approach one and SOOKbps in approach two. The data packet 
size is fixed at 512 bytes. All flows have identical weights in our simulations. 






Figure 7.1 Two-state Markov Model 
Error 
The basic error model consists of two states of error and error free. Each state has its own 
distribution. Any packets sent would be lost when the channel is in error state and packets 
would be sent successfully when the channel is in error-free state. The error free state is 
labeled as G and the error state is labeled as E. The average error-free length LG and error 
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length LE can be used to compute the associated transitional probabilities, PEE and PEA [18]. 
Because both LE and LG are geometrically distributed, the PEE and PEG can be determined as 
follows: 
1 1 PEG= andPcE_ LE LG
The length of staying in each state, x, can be calculated as follows: 
x= log(u) 
log(1— p) 
where u is uniformly distributed from 0 to 1, p is the probability leaving the state. 
In [15], the error and error-free length averaged from all traces collected for the modeling 
purpose are presented in Table 7.1 
Table 7.1 Some Parameters for two-state Markov model 
Error Error-free 
Probability 0.3 820 0.0060 
Length(pks) 2.6177 166.3942 
7.1 Simulation Results of Approach One 
Simulation Case 1: The first simulation is run for SOOs. The simulation scenario is 
shown is Figure 2.1, where there are 8 nodes and 4 flows. The maximum possible throughput 
200kbpsx 50Qs 
for one flow without error in this case is = 25,OOOpkts If we maximize 512Bytesl pkt x 8bits 
the spatial channel reuse by starving flow 2, the maximum aggregated throughput is 
25,000x2 = 50,000 packets. To be more accurate for the maximum possible throughput, we 
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should take the DIFS and SIFS time into consideration. Usually the time lengths of DIFS and 
SIFS are determined by the following: 
T DIFS ~ 2 ~ + T SIFS 
T SIFS ~ 2 Q ,Where /3 is the turn-around time of the wireless transceivers. 
The typical length of different packets and delays are described in the table: 
Packet DIFS SIFS RTS CTS ACK DATA 
Length (L) 0.014E 0.003E 0.007E 0.007E 0.007E 1.000E 
In the simulation, the length of a packet is fixed at 512 bytes. For each data packet, the time 
used to transmit packets other than DATA is (0.014+0.003+0.007+0.007+0.007) x 512bytes 
x 8 / 200kbps = 0.038/SOs = 0.00076s. 
Solving the following equation: 
(SOO s — 0.00076 s x MaxPkts) x 200 k = McrxPkts 
512bytes x 8 
MaxPkts = 24 , 0 84 p kts 
If we maximize the spatial channel reuse, the aggregated throughput will be 
24084 x 2 = 48,168 pkts 
The simulation results are presented in Table 7.2. Our ECF model achieves higher 
throughput due to the service compensation. It also achieves more fairness as the Fairness 
Index is closer to 1. The efficiency is defined as the total throughput divided by the 
maximum throughput. ECF has better efficiency than MAC 802.11. 
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Simulation Case 2: The second simulation case has 6 flows and 5 flows as shown in 
Figure 7.2. It has two cliques which make the spatial channel reuse possible by transmitting 
two flows from each clique. The maximum possible throughput for each flow is 24084 
packets. The maximum aggregated throughput is 48168 packets. The simulation is run for 
SOOs and the results are presented in Table 7.3. The throughput and fairness index of ECF 
model are about 10% and 0.02 higher than those of IEEE 802.11 MAC protocol respectively. 
NO Nl N2 N3 N4 NS 





Figure 7.2 Node Graph and Flow Graph for Case Two 
Table 7.3 Simulation results for ease 2 




































Simulation Case 3: The third simulation scenario is shown in Figure 7.3. There are 
total 12 nodes and 9 flows, which forms two cliques with f0, f 1, f2, and f3 in one clique and 
others in another clique. The simulation is run for 1000s. Again, the maximum possible 
throughput for each flow is 24084 x 2 = 48168 packets. The maximum possible aggregated 
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Figure 7.3 Node Graph and Flow Graph for Case Three 
The simulation results are presented in Table 7.4. Again in this case, the ECF achieves higher 
throughput and more fairness to the flows. 






















































7.2 Simulation Results of Approach Two 
Each simulation in the second approach is run for 1000s. The CBR is SOOk in case 
one and two, 1000k in case three. Since our second approach is based upon basic allocation 
algorithm, we also run the simulation in basic allocation model which does not have the 
ability to compensate error. In the evaluation metrics, G and FairFairnesslndex(FF~ are 
used to compare the performance of the algorithms . G stands for the spatial channel reuse 






and FFI can be calculated as FFI = ~ (xi / ri° - xt / rt°) 2 , 
i=1 
where xi is the actual allocation for flow f , ri° is the basic allocation for flow f ,Nis the 
number flows in the network. 
Simulation Case 1: The maximum possible throughput for each flow is: 
MaxPkts - 
~1000s - 0.00076s x MaxPkts) x SOOk
512bytes x 8 
MaxPkts = 11415 5 packets 
The maximum possible aggregated throughput is 114155 x 2 = 228310 packets. The results 
of simulation by using second approach are presented in Table 7.5. ECF model using basic 
allocation as error-free reference model is called BECF. 
The BECF gained better spatial reuse than MAC and Basic allocation algorithms. The 
FFI of BECF is lower than both MAC and Basic, which means it has more fairness to its 
flows in the scheme. 
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Table 7.5. Simulation Results for Case One Using Second Aonroach 
Theoretical 




share BECF BECF share 
FO 0.333 16188 0.409 17876 0.328 24150 0.348 
F1 0.333 14342 0.363 22749 0.417 24233 0.335 
F2 0.250 5447 0.138 10794 0.198 17980 0.245 
F3 0.500 20026 0.506 25769 0.473 35554 0.487 
Total 1.416 56003 (100%) 1.416 ~~ i  88(137.8%) 1.416 
101917 
(182.0%) 1.416 
G 0.9704 0.9938 1.0015 
FFI 0.2937 0.1918 0.0103 
Simulation Case 2: The second case simulation results are shown in Table 7.6. The 
maximum possible throughput for each flow is 114155 packets and the aggregated 
throughput is 114155 x 2 = 228310 packets. Again the BECF achieved higher throughput at 
the same time maintains its fairness to the flows. The G and F~'I parameters indicate better 
performance of BECF model. 









f0 0.333 16168 0.379 21038 0.422 25571 0.328 
fl 0.250 10053 0.236 13913 0.279 19374 0.248 
f2 .0.200 4910 0.115 3223 0.065 15791 0.203 
f3 0.250 10945 0.257 10876 0218 19813 0.254 
f4 0.333 16134 0.379 19111 0.383 25953 0.333 





G 0.9647 0.9453 1.0015 
FFI 0.2321 0.3763 0.0131 
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f0 0.250 10635 0.229 12509 0.224 21532 0.234 
f l 0.250 8775 0.189 12218 0.219 21696 0.236 
f2 0.250 11221 0.242 12818 0.230 21259 0.231 
f3 0.200 8941 0.193 11313 0.203 17571 0.191 
f4 0.167 9891 0.213 10251 0.184 15697 0.171 
f5 0.200 9435 0.203 12319 0.221 19354 0.210 
f6 0200 10277 0.221 11580 0.208 19802 0.215 
f7 0.200 9748 0.210 11894 0.213 19738 0.214 
f8 0.200 10044 0.216 11992 0.215 19772 0.215 





G 1.0151 1.0104 1.0059 
FFI 0.1432 0.0895 0.0646 
Simulation Case 3: The third case simulation results are shown in Table 7.7. The 
maximum possible throughput for each flow is 114155 packets and aggregated throughput is 
228310 packets. The lower FFI parameter indicates more fairness is guaranteed in the BECF. 
The throughput of BECF is also higher than the other two algorithms. The general better 
performance of BECF model is found in our simulations. 
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CHAPTER 8. CONCLUSIONS AND FUTURE WORKS 
Today, almost everything goes to wireless no exception to the networks. Wireless 
networks have received extensive study in terms of the fairness scheduling. However, due to 
the lack of common definition of the fairness, many study developed their own fair 
scheduling algorithm using different definitions. Ad-hoc networks, as a subfield of wireless 
networks, have also been under study by many researchers. Many fairness scheduling 
algorithms are also developed in this area. However, these study did not take channel errors, 
one of the nature characteristics of ad-hoc networks, into considerations. This lack of 
consideration can make these study inapplicable. 
In this paper, we have developed distributed ECF model to handle channel errors in 
ad-hoc networks. We used two approaches to implement the ECF model based on IEEE 
802.11 MAC in ns-2. The second approach only implements BECF, which uses basic 
allocation fairness model as its error-free reference model. The "State" concept was 
introduced in the paper. A flow in bad state will receive the compensation in future when it 
changes back to good state. The compensation is provided by the flows that have received 
additional bandwidth allocation when the bad flow was unable to transmit. 
The contributions of this study are as follows: 
1. Erroneous Channel Fairness model was developed as the framework for fairness 
scheduling in wireless ad-hoc networks in the presence of channel errors. 
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2. Distributed ECF fair scheduling algorithm was realized within IEEE 802.11 and 
SZD fairness algorithm. SZD fairness model was used as error free reference model. 
3. Basic ECF algorithm was also implemented using the basic allocation fairness 
model as reference model. It realized the distributed scheduling algorithm by localizing the 
gloabal information required by the nodes in the networks. 
Future works can take the mobility of the nodes into considerations since this work 
consider networks with static topology. 
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