Abstract. We show how existing models for the sedimentation of monodisperse flocculated suspensions and of polydisperse suspensions of rigid spheres differing in size can be combined to yield a new theory of the sedimentation processes of polydisperse suspensions forming compressible sediments ("sedimentation with compression" or "sedimentation-consolidation process"). For N solid particle species, this theory reduces in one space dimension to an N × N coupled system of quasilinear degenerate convection-diffusion equations. Analyses of the characteristic polynomials of the Jacobian of the convective flux vector and of the diffusion matrix show that this system is of strongly degenerate parabolic-hyperbolic type for arbitrary N and particle size distributions. Bounds for the eigenvalues of both matrices are derived. The mathematical model for N = 3 is illustrated by a numerical simulation obtained by the Kurganov-Tadmor central difference scheme for convectiondiffusion problems. The numerical scheme exploits the derived bounds on the eigenvalues to keep the numerical diffusion to a minimum.
Introduction.
Mathematical models for the (controlled) sedimentation of polydisperse suspensions of small particles, which belong to a finite number of species differing in size or density and are suspended in a viscous fluid, are important to many applications such as the chemical engineering, ceramic, pulp and paper, and food industries, mineral processing, wastewater treatment, and medicine [3, 50, 88, 89, 101, 122] . The characteristic behavior of such mixtures is differential sedimentation, which leads to areas of different composition if an initially homogeneous suspension is allowed to settle. In this paper, we consider the additional property that the solid particles possibly form a compressible sediment layer. A mathematical model for polydisperse suspensions forming compressible sediments is developed, analyzed, and simulated, focusing on three different aspects.
First, we show how two existing sedimentation models-one for monodisperse flocculated suspensions, which are described by scalar strongly degenerate parabolichyperbolic equations, and one for polydisperse suspensions of rigid spheres differing in size, which lead to first-order systems of conservation laws-can be combined into a model of sedimentation of polydisperse suspensions of particles (or flocs) forming compressible sediments.
Secondly, we prove that this model gives rise to strongly degenerate parabolichyperbolic systems of PDEs. (A precise definition of that type property is given below.) This type characterization is valid for arbitrary numbers N of sizes of equaldensity particles. The application considered thus provides provably strongly degenerate parabolic-hyperbolic systems of arbitrary size. The well-posedness analysis and design of numerical schemes for such equations has received considerable interest in recent years, but, especially in the system (nonscalar) case, only a few applications are known. The present paper provides such an application.
Finally, for N = 3 we illustrate the model by numerical examples using the high-resolution Kurganov-Tadmor central difference scheme [64] . Its exposition in [64] is biased towards systems of conservation laws but also suggests an extension to parabolic-hyperbolic systems. This paper presents the first (to our knowledge) application of that extension to a realistic model.
In what follows, we outline the paper and put it in perspective relative to the existing literature. In section 2, we derive a set of spatially multidimensional model equations for the sedimentation of polydisperse suspensions forming compressible sediments (also called a sedimentation-consolidation process). The modeling starts from the usual mass and linear momentum balance equations for the N solids species (each regarded as one phase) and the fluid. The generic material properties of the suspension are introduced by constitutive assumptions concerning the solid and fluid stress tensors and the solid-fluid interaction forces. In particular, the solid phase pressures and the fluid pressure are replaced by the effective solid stress σ e and the pore pressure. Here we assume that σ e is a function of the total solids concentration φ := φ 1 + · · · + φ N only, where φ i is the concentration of species i having diameter d i and density i . The way in which σ e depends on φ 1 to φ N determines the resulting diffusion matrix of the above-mentioned degenerate system. Specifying the solid-fluid interaction force for each species and finally performing a dimensional analysis, which permits our neglecting several terms of the linear momentum balance equations, we obtain explicit expressions for the solid-fluid relative velocity (or slip velocity) of each species as a function of Φ := (φ 1 , . . . , φ N )
T and ∇Φ, which in turn yield the fluxes of the continuity equations. The final (spatially multidimensional) model equations form a strongly degenerate system of N convection-diffusion equations for φ 1 , . . . , φ N coupled to the divergence-free condition of the volume-average mixture velocity and a three-component equation for the motion of the mixture. These last two equations account for viscous effects and reduce for Φ ≡ 0 to the Stokes system for an incompressible fluid. Finally, we check that for N = 1 the strongly degenerate system reduces to the known scalar equation for monodisperse suspensions [26] . An overview of the analysis, numerics, and applications of strongly degenerate parabolic equations is given in section 5. For incompressible sediments, i.e., when σ e ≡ 0, the model reduces to the Masliyah-Lockett-Bassoon (MLB) model [71, 73] for polydisperse suspensions of rigid spheres.
The effect of compressible sediment in polydisperse sedimentation has been studied only infrequently [98, 102] . Unfortunately, these treatments are incomplete in that they are not embedded in the appropriate mathematical PDE framework or are limited to N = 2. We assume that the mixture forms a compressible sediment layer whenever the cumulative solids concentration φ exceeds a critical value (or "gel point") φ c , and is in hindered settling for φ ≤ φ c . In [102] , however, the transition between the hindered settling zone (where φ ≤ φ c ) and the compression region (where φ > φ c ) is introduced by an artificial moving boundary condition, which we avoid by the concept of a degenerate diffusion equation. Our model also describes the relative movement of the solids species against each other within the sediment under the influence of the effective solid stress. This is unlike any previous treatment. Thus, our model is new and therefore derived completely in section 2. On the other hand, we essentially combine arguments that have been discussed extensively in previous works that focus on modeling either flocculated monodisperse [26, 27, 35] or nonflocculated polydisperse suspensions [14, 19, 22] . Thus the presentation in section 2 is fairly concise, and we refer to the cited papers for additional details and justification.
To continue the discussion, we need a precise definition of strongly degenerate parabolic-hyperbolic systems. In fact, in recent years we have seen an increased interest in quasi-linear systems of PDEs that in one space dimension can be written as ∂u ∂t
where u : R × R + → D ⊂ R N is the sought solution vector, ϕ : D → R N is a flux vector, and D : D → R N ×N is a diffusion matrix. We allow the system to be degenerate in the sense that D(u) = 0 for u ∈ D ⊂ D; i.e., the system reduces to first order on D . The system is called strongly degenerate if D is of nonzero Ndimensional measure. Moreover, we recall that the system (1.1) is strictly parabolic at a point u 0 ∈ D if D(u 0 ) > 0; i.e., the matrix D(u 0 ) has only positive eigenvalues. On the other hand, if u 0 is chosen such that D(u 0 ) = 0, then, according to the usual terminology for conservation laws, the system (1.1) is called hyperbolic if the Jacobian J ϕ (u 0 ) has N real eigenvalues, and strictly hyperbolic if these eigenvalues are moreover pairwise distinct. Finally, we shall call (1.1) a strongly degenerate parabolichyperbolic system if, at any point u 0 belonging to the interior D 0 of D, the system (1.1) is either strictly parabolic or strictly hyperbolic in the sense given above and the set D 0 ∩ D on which the system is strictly hyperbolic is of nonzero N -dimensional measure. We emphasize here that points u ∈ D\D 0 , which are on the boundary of the physically relevant region D, do not enter the type characterization [59] . Note that a strictly hyperbolic first-order system of conservation laws, for which the right-hand side of (1.1) vanishes identically, is included as a special case. Of course, solutions of (1.1) are in general discontinuous, even for smooth initial data. Further properties are discussed in section 5 .
If the multidimensional sedimentation equations developed in section 2 are restricted to one space dimension, the motion of the mixture is determined by the velocity at one end of the computational domain. For a closed vessel, this velocity is zero, and only the degenerate system for φ 1 , . . . , φ N needs to be solved. This system of second-order PDEs can then be written as
where t is time and z is height. In section 2, we assume that σ e = 0 for φ ≤ φ c . This assumption implies A(Φ) = 0 for φ ≤ φ c . In this case, the system (1.2) is reduced to the first-order system
We consider the system (1.2) for vectors Φ ∈ D φmax , where 0 < φ max ≤ 1 denotes the maximum admissible cumulative solids concentration, and we define for 0 < φ M ≤ 1
Obviously, the type of (1.2) is determined by the properties of A(Φ) for φ c < φ < φ max and by those of the vector f (Φ) (more precisely, of its Jacobian J f (Φ)) for 0 < φ ≤ φ c and φ = φ max . Since every component of
T depends nonlinearly on every component of Φ, and since J f (Φ) is unsymmetric, it is by no means obvious that the system (1.3) is strictly hyperbolic. Since all entries of A(Φ) are nonzero on D 0 φmax \D φc , it is not apparent either that the system (1.2) is strictly parabolic for φ ∈ D 0 φmax \D φc . The core of this paper is formed by sections 3 and 4, where these properties are established by analyzing the characteristic polynomials of J f (Φ) and A(Φ), respectively, where the vector f (Φ) and the matrix A(Φ) are chosen according to the model developed in section 2. Moreover, for the analysis of section 3, we assume that the particles all have the same density and that the species differ in size only. Our treatment has in part been inspired by Rosso and Sona's recent analysis of equations modeling the separation of oil-water dispersions [87] . In section 3, we discuss the properties of the system (1.3) with f (Φ) = f M (Φ),
which arises from the model derived in section 2 by considering one space dimension and a closed settling vessel and assuming that the effective solid stress vanishes (σ e ≡ 0). The "M" indicates that the constitutive assumptions in section 2 have been chosen according to the MLB approach [22, 71, 73] (see [14, 22] for alternate equations for f (Φ)). The analysis of section 3 leads to the type of the system (1.2) for φ ≤ φ c and fully determines its type for σ e ≡ 0, that is, for a suspension of rigid particles [14, 19, 22] . The main result is that in the equal-density case, the system (1.4) is indeed strictly hyperbolic for all Φ ∈ D 0 φmax for 0 < φ max ≤ 1. Strict hyperbolicity holds for all N and arbitrary particle sizes
To outline the significance of the analysis of section 3 in nontechnical terms, let us first say that hyperbolicity of a first-order system of conservation laws like (1.3) is in general a desirable property. In fact, the existence of a complete set of pairwise-distinct eigenvalues at each relevant point Φ of the state space ensures that the solution of (1.3) involves (simple) waves, i.e., solutions which essentially involve one eigenvalue of the Jacobian J f (Φ) and a corresponding eigenvector; see [51] for details. The important point is that each eigenvalue represents a finite propagation speed of solution information. For a mixture of flowing phases (in our case, the N "particulate" phases and the fluid), we should expect not only that a good model predicts finite speeds of propagation, but that moreover no solution information travels faster than any of the physical phases. We shall show later (Lemma 6.1 in section 6.3) that the MLB model for equal-density spheres and dilute to moderately concentrated suspensions indeed satisfies this requirement.
To put the hyperbolicity result in the proper perspective, let us now look at the opposite situation. Loss of hyperbolicity for a given vector Φ ∈ R N means that system (1.4) has at least one pair of complex-conjugate eigenvalues. For N = 2, we then say that the system is elliptic. In most cases, for vectors Φ chosen from some subregion of the relevant state space, the system (1.4) is nonhyperbolic or elliptic and is hyperbolic elsewhere. Such systems are called mixed systems; see [47] for a survey of applications.
In some applications, such as multiphase flow in porous media, the significance of mixed systems is essentially unclear, and loss of hyperbolicity is sometimes related to a model error. For polydisperse sedimentation, however, it is shown in [22] that for arbitrary N the degeneracy into nonhyperbolic type is a criterion for the possible occurrence of horizontal structures like fingers, columns, or blobs during sedimentation. This interpretation of nonhyperbolicity generalizes a criterion formulated in [4] for N = 2. Such instabilities have been observed in experiments [4, 117] at certain initial concentrations and are particularly likely to occur in suspensions including one species that is heavier and one that is lighter than the fluid. On the other hand, instabilities have never been observed with equal-density particles. For a given polydisperse sedimentation model, expressed by the specific algebraic form of the flux vector f (Φ), the ellipticity region (which usually has to be determined numerically [22] ) for given particle densities and sizes should agree with those concentration regions for which instabilities have been observed experimentally. On the other hand, the model equations should be strictly hyperbolic for arbitrary N and equal-density particles. In [22] we show that the MLB model satisfies the first of these properties and is, in particular, not hyperbolic in general for suspensions in which two or more species have different densities. However, in [22] we were able to prove strict hyperbolicity for the system (1.4) with equal-density particles in the case N = 2 only. We indicated in [22] that numerical tests with N = 3 never produced an instability region, and we conjectured that the MLB equations were hyperbolic for arbitrary N , which is now proved in the present paper.
The properties of the MLB model contrast with those of several other models. For example, the model proposed by Davis and Gecol [38] again leads to a system of the form (1.4), but which for equal-density particles is hyperbolic only for small values of d 1 /d 2 (for example, for N = 2 the restriction is d 1 /d 2 < 5; see [22] ), and for which the size of the ellipticity region drastically increases when d 1 /d 2 is increased. Since no instabilities have been observed experimentally with equal-density suspensions, these ellipticity regions are unphysical and limit the use of the Davis and Gecol model to small values of d 1 /d 2 . We refer to [22] for a thorough discussion of mixed systems modeling polydisperse sedimentation and the consequences for the mathematical analysis.
In section 4, we consider the right-hand side of (1.2) using the diffusion matrix A(Φ) derived in section 2. While it is obvious that A(Φ) = 0 on D φc , it is not apparent that A(Φ) is positive definite on D 0 φmax \D φc . The hyperbolicity and parabolicity properties of (1.2) associated with the matrices J f M (Φ) and A(Φ) are controlled by the independent model functions V (φ) and σ e (φ), but their entries are analogous. Thus, the formula for the characteristic polynomial of J f M (Φ) derived in section 3 also provides (after substitutions) a formula for that of A(Φ). It is then straightforward to prove that A(Φ) has N distinct nonnegative eigenvalues, which are positive if φ c < φ < φ max . Thus, (1.2) is strictly parabolic for φ c < φ < φ max , which is the main result of section 4.
In contrast to the hyperbolicity of the first-order system (1.4), the parabolicity property established in section 4 does not admit a direct physical interpretation. Rather, parabolicity is a condition ensuring the well-posedness (existence, uniqueness, and stability) of systems of PDEs of the form (1.2). It should, however, be pointed out that mathematically rigorous well-posedness results are available for certain special cases of (1.2) only. These include, on one hand, scalar strongly degenerate parabolichyperbolic equations [6, 7, 8, 17, 25, 31, 61, 62, 72, 118] , and, on the other hand, certain uniformly parabolic systems, that is, systems that do not degenerate into firstorder type [42, 49, 63, 66] . A closed mathematical theory for the strongly degenerate systems considered in this paper is not available despite the increased interest this kind of equation has attained in recent years. Section 5 provides a short overview of the existing literature on mathematical and numerical theory for strongly degenerate parabolic problems.
In section 6, we first describe the central difference scheme due to Kurganov and Tadmor [64] , which is used in this paper. The system (1.2) is discretized by a highresolution central difference (Riemann solver free) scheme for the convection part (corresponding to the first-order equation (1.4)) combined with a central difference discretization of the parabolic parts (the right-hand side of (1.2)). Then we illustrate the (new) model of polydisperse sedimentation with compression by numerical examples with N = 3 and compare the results with simulations of the two (conventional) models of settling of monodisperse flocculated and polydisperse rigid-sphere suspensions (where σ e ≡ 0). We refer to [14, 19] for the application of similar numerical schemes to first-order systems like (1.4) describing sedimentation of polydisperse suspensions without compression effects.
The closing section 7 discusses various aspects of the paper. We first show that the type analysis of sections 3 and 4 is also valid in several space dimensions. Next, we briefly comment on the possible extension of the model to polydisperse suspensions with particles of different densities, and we furthermore provide a physical interpretation of one of the eigenvalue bounds derived in section 3. One frequent topic in the sedimentation literature is hydrodynamic diffusion, which is associated with particle velocity fluctuations. We give a brief survey of the literature on hydrodynamic diffusion and provide justification for not including this effect in our model. An important new property of the model is the prediction of diffusive relative movement of the different solids species within the sediment. This effect is clearly visible in the numerical simulations, which correspond to a hypothetical material, and may be less pronounced for real materials. We therefore discuss several alternative gradual and structural modifications of the present model that could reduce sediment diffusivity. Finally, some applications in which the sediment compressibility is important are discussed.
2. Derivation of the model of polydisperse sedimentation with compression.
Mass and linear momentum balance equations.
A suspension may be represented as a superposition of continuous media, each following its own movement with the only restrictions imposed by the interaction between components. Each component obeys the laws of conservation of mass and momentum, incorporating terms to account for the interchange between components [27] . We assume that there is no mass transfer between species.
The local mass balance equations of the solid species and of the fluid can be written as 
hence the solids mass balance equations can be rewritten in terms of q and u 1 , . . . , u N as
The sum of all equations in (2.1) produces the simple mass balance of the mixture, ∇ · q = 0. The momentum balance equations for the N solid species and the fluid are
Here f is the mass density of the fluid, T i denotes the stress tensor of particle species show that the latter effect is negligible here). This means that the total stress of the mixture, p t , which can be decomposed in two different ways as (2.6) equals the pore pressure, and therefore σ e (φ) = 0 for φ ≤ φ c . (The second equality in (2.6) reflects the well-known effective-stress principle [39] .) During consolidation, when φ > φ c , permanent contact is established between the solid particles, and the contact forces are transmitted through solid-solid contacts. Moreover, it can be assumed that the part of the total stress supported by the skeleton of networked solid particles is an increasing function of their concentration φ, i.e., σ e (φ) := dσ e (φ)/dφ > 0 for φ > φ c . These generic assumptions on σ e (φ) can be summarized as
a specific example is given in section 6. Our concept of effective solid stress has been adopted from soil consolidation theory [81, 92] but is consistent with and in some cases mathematically equivalent to the concepts of compressive yield stress [52, 67] , effective pressure [40] , or yield pressure [54] utilized by research workers with a focus on solid-liquid separation. All these papers have in common that it is assumed that the effective stress takes positive values if and only if the particles are networked, and that this occurs when φ > φ c , where φ c is a distinct critical concentration, also called the "threshold value" or "gel point."
We now relate the fluid and solid phase pressures p f and p 1 , . . . , p N to the effective solid stress σ e and the pore pressure p. While p is defined within the fluid filling the interstices between the solids, the partial fluid pressure p f is defined in the fluid component occupying the whole volume of the mixture. Let S be the cross-section of a settling column and S f ⊂ S be its part that is filled out by the fluid in the porous medium, and let denote the surface porosity := |S f |/|S|, i.e., dS f = dS. Then the surface forces exerted on the fluid in a cross section of the sediment are
Since we may assume that the surface porosity equals the volume porosity [22] , we may replace by 1 − φ, and as a consequence of the localization theorem [53] , we obtain p f = (1 − φ)p from (2.8).
The effective solid stress σ e is that part of the total stress p t which acts on the porous network formed by the solid particles. Assuming that the cross-sectional surface area fraction of each solids species equals its volume fraction [22] , we may conclude that (φ i /φ)σ e (φ) is that part of σ e which acts on species i. In view of p f = (1 − φ)p, (2.6) may be rewritten as
Thus, the phase pressure p i is related to p and σ e by p i = (φ i /φ)(φp + σ e (φ)) for i = 1, . . . , N.
2.4.
Body force, solid-fluid, and particle-particle interaction forces. We assume that the only body force is gravity, b = −gk, where g is the acceleration of gravity and k is the upwards-pointing unit vector. Furthermore, for a monodisperse suspension [26, 27, 34, 35] , the interaction force m between the fluid and the unique solid phase can be modeled by
where α is the resistance coefficient and u := v s − v f is the solid-fluid relative or slip velocity. Equation (2.9) follows from the theorem of representation of isotropic functions [70, 99, 115, 115A, 115B] if we require that m be given as the most general linear function of u, φ, and ∇φ. A similar result is obtained in [41] , and (2.9) is also presented in [82] within a discussion of general principles for the formulation of constitutive equations. The function β(φ) can be shown to coincide with the pore pressure p (see [26] ). In the present case, we analogously assume that the solid-fluid interaction term related to species i is given by m The interaction force between the different solid particle species could be specified by the Nakamura and Capes formula [1, 76, 98] :
where the parameter ϕ e accounts for non-head-on collisions [98] and its value depends on whether these are plastic or elastic. Typical values of ϕ e vary between 0 and 5 [1, 76] , and numerical simulations have not turned out to be sensitive to ϕ e (see [1] ). Nevertheless, the elimination of the term m
s iN due to the dimensional analysis (see section 2.5) is not dependent on any particular formula, since there is considerable experimental and theoretical evidence (summarized in [22] ) that m s ij can be neglected at the very low Reynolds numbers considered here.
To determine β 1 (Φ), . . . , β N (Φ), we insert the constitutive assumptions into (2.4) and (2.5) and consider the mixture at equilibrium (t → ∞) in a settling column. This state is characterized by v f = 0, u 1 = · · · = u N = 0, and ∇p = − f gk, and we obtain β 1 (Φ) = · · · = β N (Φ) = p; i.e., the functions β i are all constant with respect to Φ [22, 26] . The linear momentum balances now read
Dimensional analysis.
We introduce dimensionless (starred) variables by referring all densities to f , all velocities to the velocity U , all lengths to a typical length L, all solid and fluid viscosities to ν s 0 and ν f 0 , respectively, and all pressures to the hydrostatic pressure f gL. Here, we assume that U is the settling velocity of a single particle of the fastest settling species in an unbounded medium, and L is the depth of the settling vessel. A characteristic time is then given by T = L/U . A dimensionless gradient of a variable u is defined by ∇ * u = L∇u, and a dimensionless time derivative by ∂u/∂t 1. We assume that all dimensionless variables are of the order of magnitude O(1). Then we obtain, by discarding from (2.12) all terms that have a coefficient that is 10 −5 or smaller, and discarding the advective acceleration term from (2.13) but retaining the viscous term, the following simplified linear momentum balances:
which are written again in their dimensional forms. The small viscous term ∇ · T E f is retained in (2.15) when this equation acts as an equation for the motion of the mixture. We shall comment on the necessity of viscous terms in the multidimensional case in section 2.7.
The term ∇·T E f is, however, deleted when (2.15) is inserted into (2.14), in order to produce a solvable linear system for the slip velocities u 1 , . . . , u N . Thus, this system can be written as
(2.16)
Explicit formula for the slip velocities u
denote the local density of the mixture, and note that φ 1
Then the following explicit equation for the slip velocities u i as functions of Φ is obtained as the solution of the system (2.16), which follows from the Sherman-Morrison formula [22] :
Following [22] and being consistent with Masliyah [73] and Lockett and Bassoon [71] ,
, where µ f is the viscosity of the pure fluid, and the hindered settling factor V (Φ) can, for example, be chosen as V (Φ) = (1−φ) n(Φ)−2 [86] . Since the dependence of n on Φ is through wall effects, which are small when d is very small compared to the diameter of the settling vessel, we may limit the analysis to formulas of the type V (Φ) = V (φ) and obtain
The generic assumption to ensure hyperbolicity, which is satisfied by
Final form of the model equations.
The final model equations are the continuity equations of the solids species and of the mixture (∇ · q = 0), the linear momentum balance of the fluid (2.15), and the equations (2.18) for the slip velocities u i derived from the linear momentum balances of the solid species. To derive explicit expressions for the fluxes φ 1 v 1 , . . . , φ N v N appearing in these equations, we introduce the reduced densities¯ s := s − f , where s is the density of the solid particles if they differ only in size,¯ i :
T , and the parameters µ := −gd
. . , N, where the components of f M (Φ) (corresponding to the MLB model for suspensions of rigid spheres) are given by
The continuity equations for the solids, i.e., for the N unknowns φ 1 to φ N , can then be written as
Due to the property (2.7), a i (Φ, ∇Φ) = 0 wherever φ ≤ φ c . At these concentrations, the system (2.23) turns into the first-order system of N scalar equations analyzed in [22] . The final coupled set of model equations, valid in several space dimensions, is given by (2.23) and the equations
Before discussing the role of (2.25), we set N = 1 to check consistency with the model of sedimentation of monodisperse flocculated suspensions [26] . With
we see that (2.23) indeed reduces to the scalar equation
derived in [26] . It is easy to see that (2.26) is first-order hyperbolic for φ ≤ φ c and φ = 1, and second-order parabolic for φ c < φ < 1, and therefore a strongly degenerate parabolic equation.
Noting 
as for a standard viscous-linear fluid but with a concentration-dependent viscosity function, then (2.25) can be rewritten in the form 27) where g is a function depending on Φ and the derivatives of its components of up to second order. For pure fluid, i.e., when Φ ≡ 0 (and thus q ≡ v f ), (2.24) and (2.25) form the Stokes system for an incompressible fluid for the velocity q and the pressure p. We now comment on the necessity of retaining a viscosity term, such as µ(φ)∆q in (2.25) or (2.27). In fact, deleting all terms which are expected to be small according to the dimensional analysis would require that we consider the following equation instead of (2.25):
To elucidate the consequences of (2.28), we take the curl of (2.28), which leads to ∂ (Φ)/∂x = ∂ (Φ)/∂y = 0, such that the local density of the mixture depends on height only [93] . For N = 1, the implications of this observation are well known [23, 93] . Although the concentration waves (kinematic waves) are one-dimensional, they are embedded in the three-dimensional mixture flow field q. Since q does not appear in the field equation (2.28) , the coupling between the flow field and the kinematic waves has to be modeled by boundary conditions, which requires introducing boundary layers of sediment or streaming liquid. The resulting kinematic-wave theory has been useful in explaining the behavior of relatively dilute suspensions in vessels with inclined walls [93] or in centrifuges [90, 91] . In [23] , this approach is extended to monodisperse suspensions with compressible sediments, for which numerical solutions can be readily obtained. However, it is also shown in [23] that the kinematic-wave theory does not lead to a mathematically well-posed problem, and that this shortcoming is due to the absence of the aforementioned coupling between kinematic waves and the flow field in (2.28). On the other hand, in [24] , energy estimates for slight variants of the coupled system (2.23)-(2.25) with N = 1 are obtained. These estimates lead to existence and stability results, and follow from the viscosity term in (2.25).
We now consider one space dimension, for which we get ∂q/∂z = 0, and only (2.23) needs to be solved, since q is given by boundary conditions and (2.25) turns into an equation for the pore pressure p, which permits us to calculate this quantity a posteriori from φ 1 , . . . , φ N .
Initial and boundary conditions in one space dimension.
In a closed one-dimensional vessel, the mixture velocity at the bottom vanishes; hence q ≡ 0, and the remaining equations that actually have to be solved are the system of convectiondiffusion equations
together with an initial concentration distribution and zero flux boundary conditions, i.e.,
3. Hyperbolicity of the first-order system. We now assume 1 
and we denote by P (λ) the characteristic polynomial of J := (µ¯ s )
. We now derive a closed algebraic expression for P (λ). We can write (
The characteristic polynomial can be written as
In what follows, we omit the argument Φ and, for later use, note that
The common values of γ
. . , N, will be denoted by γ j,k and γ j,k , respectively. Since J f M (Φ) and A(Φ) have similar structure and therefore similar characteristic polynomials, it is convenient for later use to prove the following lemma separately.
Lemma 3.1. The polynomial P (λ) defined in (3.4) satisfies
Proof. In this proof we merely use the definitions of γ j,k and γ j,k in terms of the γ i j 's and γ j 's. Subtracting column N from columns 1 to N − 1 in (3.4) yields
Expanding this determinant on the last row, we get
where X and Y m are the determinants obtained from the determinant in (3.6) by replacing the last row by (γ 1,N φ N 
and by deleting the last row and the mth column, m = 1, . . . , N − 1, respectively. Multiplying the last row in X with (−φ i /φ N ) and adding the result to the ith row, i = 1, . . . , N − 1, leads to
Expanding X on the last row yields
Inserting (3.8) and (3.9) into (3.7), we get
The upper index of summation in the second sum in the second equation of (3.10) can be changed to N since γ N,N = 0, and the second and third sum can be combined into one using γ m,N + γ m N = γ m m . Furthermore, the first and the fourth sums can be combined into one by changing the upper index of summation for m in the fourth sum from N − 1 to N , from which we obtain (3.5).
We can now prove the following lemma.
This expression is also well defined for λ ∈ {γ 1 , . . . , γ N } and reads for k = 1, . . . , N as
and the definitions of γ l,N and γ l,m , we get 13) which is (3.11). This expression can be rewritten as
For λ = γ k the first product vanishes, and in the first sum only the summand with m = k and in the second sum only the summands with m = k or l = k do not vanish. This implies
from which (3.12) can be read off immediately.
φmax , then the system (1.4) is strictly hyperbolic; i.e., the Jacobian J f M (Φ) has N distinct real eigenvalues.
Proof. From (3.12) we see that
Consequently, we have shown that sgn(P (
Thus the system (1.4) is strictly hyperbolic for all Φ ∈ D 0 φmax , and Theorem 3.3 is proved.
The statement of Theorem 3.3 can still be improved. In fact, it is desirable to have lower and upper bounds for all eigenvalues of J f M (Φ). However, in (3.14) a lower bound for the eigenvalue λ N of J is still lacking. The following theorem shows that by evaluating P (λ) at a suitable number γ ∞ < γ 1 it is indeed possible to provide that bound. 
Proof. We first evaluate P (λ) assuming that δ(λ) < 0. Moreover, to estimate the factor in curled brackets in the second equation of (3.13), we use (
.
If we delete the last sum, the left-hand part of this inequality will remain positive whenever
This can be achieved by letting λ = γ ∞ such that
In fact, making obvious simplifications, we then obtain φ(φ + δ T Φ) > 0, and the inequality is proved. Since γ
Combining this with (3.14) and recalling that the eigenvalues ν i of J f M (Φ) are given by ν i = µ¯ s λ i , i = 1, . . . , N, we obtain the statement of Theorem 3.4. 
Properties of the diffusion matrix. Using

∂ ∂z
φ i φ = 1 φ ∂φ i ∂z − φ i φ 2 ∂φ 1 ∂z + · · · + ∂φ N ∂z = 1 φ ∂φ i ∂z − φ i φ ∂φ 1 ∂z + · · · + ∂φ N ∂z for i = 1, .
. . , N and defining W (φ) := −µV (φ)/(gφ) and
η ij (Φ) :=W (φ) (1 − φ)φ i (δ i − δ T Φ)σ e (φ) + δ i δ ij − δ j φ i − φ i φ (δ i − δ T Φ) σ e (φ)a i Φ, ∂Φ ∂z = η i1 (Φ) ∂φ 1 ∂z + · · · + η iN (Φ) ∂φ N ∂z , i = 1, . . . , N.
φ). Then the polynomial S(λ) is given by
for i, j = 1, . . . , N. Consequently, S(λ) can be written as
Observe that the numbers s i j satisfy .4) i.e., the right-hand parts of (4.4) do not depend on i. Therefore, we may introduce
. . , N. We can now easily provide an explicit expression for S(λ) in terms of the s's, since the rules for the s's correspond to those for the γ's. Thus, replacing
, we obtain (4.3) by closely following the proofs of Lemma 3.1 and of (3.11) in Lemma 3.2.
To localize the eigenvalues of A(Φ), we need to evaluate S(λ) at λ = 0 and λ = s 1 , . . . , s N . Using the analogy between P (λ) and S(λ), we can easily prove the following lemma.
Lemma 4.2. The determinant of A(Φ) is given by det(A(Φ)) = (W (φ)) N S(0), where
Moreover, for k = 1, . . . , N we have
Proof. We set λ = δ * (λ) = 0 in (4.3). Then (4.5) follows from
Equation (4.6) can then be derived by closely following the proof of (3.12) in Lemma 3.2. 
2 σ e (φ). 
Proof. Using the function G(φ), we can rewrite (4.6) as
S(s
Recall first that, for φ > φ c and due to 
with S(λ 1 ) = · · · = S(λ N −1 ) = 0. Since S(s N ) < 0 but S(0) > 0 due to Lemma 4.2, there exists an N th value λ N ∈ (0, s N ) satisfying S(λ N ) = 0, and we have φ), we see that the system (1.2) is strictly parabolic for all Φ satisfying φ c < φ < 1, although, due to the properties of σ e and W , at least N − 1 of these eigenvalues approach zero as φ ↓ φ c or φ ↑ φ max .
Strongly degenerate parabolic problems.
We have demonstrated that polydisperse sedimentation models taking into account compression effects give rise to strongly degenerate parabolic (also known as mixed hyperbolic-parabolic) systems of PDEs. The general theory of uniformly parabolic systems is an old subject and is by now well developed; see [42, 63, 104] . One can consult [100] for some special uniformly parabolic systems, as well as [36, 58, 85] for some results on parabolic systems with weaker parabolicity conditions. The general mathematical theory of hyperbolic systems is also fairly well developed (at least in one spatial dimension); see, for example, [32] and the references therein. On the other hand, to date there exists no general theory for strongly degenerate parabolic systems. However, the mathematical theory for scalar strongly degenerate parabolic equations has advanced significantly in the last few years. It is well known that nonlinear degenerate parabolic equations exhibit "hyperbolic phenomena" like finite speed of propagation or the appearance of interfaces. These effects are consequences of the partial loss of parabolicity. Strongly degenerate parabolic equations (e.g., those arising in the theory of sedimentation-consolidation processes) exhibit even more novel hyperbolic features such as the appearance of shock waves, loss of uniqueness, and the need for entropy conditions. Recall that a simple example of a strongly degenerate equation is a hyperbolic equation. Hence, strongly degenerate parabolic equations will in general possess discontinuous (weak) solutions. Moreover, discontinuous solutions are not uniquely determined by their initial (and boundary) data. In fact, an additional condition-the entropy condition-is needed to single out the physically relevant weak solution of the problem.
An entropy condition for strongly degenerate parabolic equations was first proposed in [118] , which also established existence of an entropy solution by passing to the limit in a parabolic regularization. In the one-dimensional case, uniqueness of the entropy solution was proved in [119, 120] ; see also [6, 7, 8] . Uniqueness of entropy solutions for multidimensional equations was obtained in the recent work [28] for a particular homogeneous boundary value problem. Extensions of this uniqueness result to the initial value problem can be found in [61, 62] for bounded entropy solutions (of more general equations). Uniqueness for unbounded entropy solutions and kinetic solutions is studied in [30] and [31] , respectively. The inhomogeneous Dirichlet boundary value problem is treated in [72] . Some other boundary value problems arising in the theory of sedimentation-consolidation processes are studied in [17, 21, 25] . Weakly coupled systems of (strongly) degenerate parabolic equations are treated in [57] .
Following up the recent development of a well-posedness theory for scalar strongly degenerate parabolic equations, there has also been a lot of activity on the design and analysis of numerical methods for such equations. Most of this activity can be seen as natural extensions of ideas and techniques from the hyperbolic numerical literature. Let us here mention the studies on monotone finite difference schemes [45] , operator splitting methods (see [44] for an overview), finite volume schemes [46, 80] , central finite difference schemes [64] , the local discontinuous Galerkin method [33] , and BGK schemes [2, 12] . Numerical methods for parabolic systems (with weak degeneracy) are studied and analyzed in [60, 68] . Applications of operator splitting methods and finite difference schemes to scalar sedimentation-consolidation models can be found in [18] and [20] , respectively.
In the next section, we will present and apply certain numerical schemes for systems of strongly degenerate parabolic equations. Except for [2] , the available numerical literature has so far dealt with scalar strongly degenerate parabolic equations. Let us add that the generality in [2] is such that it does not include systems of the form considered in the present paper.
6. Numerical results. The Kurganov-Tadmor (KT) scheme [64] can be regarded as a refinement of the essentially nonoscillatory Nessyahu-Tadmor scheme [77] , where the improvement is based on local estimates of the propagation velocities of the Riemann fan emerging from the cell boundaries during each time step. Thus, the accuracy of the resulting scheme depends on how accurately the eigenvalues of the Jacobian of the flux vector are determined. Since only for small systems can these eigenvalues be determined exactly, it is important for large N that sharp estimates can be obtained with low computational effort. The analysis of section 3 indeed provides sharp estimates for the first-order system of equations. Given the importance of these analytical results for the KT scheme, we give in what follows a rather compressed but complete description of this scheme. A general introduction to central schemes for systems of conservation laws is given in [103] . Inserting this into (6.1), where we set j = 1 and j = J − 1, we obtain the following "boundary scheme":
The extension of the CFL stability condition for the explicit KT scheme stated in [64] for scalar equations to the present case of a strongly degenerate parabolic-hyperbolic problem reads ∆t ∆z max
where ρ(·) denotes the spectral radius. We view (6.3) as a necessary condition for the present explicit KT scheme to produce a physically relevant numerical result, and we emphasize that no rigorous convergence result is associated with (6.3). For that matter, an existence and uniqueness theory for the system (1.1) is still lacking. (φ 1,j , . . . , φ N,j ) T , j = 1, 3, . . . , J − 1, whose components are defined by Of course, it is feasible only for small N to use exact eigenvalues here. However, the analysis of section 3 provides estimates of the eigenvalues that can be used here (see section 6.3). Observe that, for each cell I j , the solution of (1.4) with the piecewise linear initial data defined byΦ n j and the slope vectors Φ j remains smooth for t n ≤ t ≤ t n+1 in the subinterval [z j−1 + a n j−1 ∆t, z j+1 − a 
Computation of the numerical fluxes. Given the vectorsΦ
whose components are defined by
and 
while the second family of approximate cell averagesΨ 
Using both families of nonuniform approximate cell averages, we determine the vector of discrete derivatives Ψ j = (Ψ 1,j , . . . , Ψ N,j ) T for j = 2, 4, . . . , J − 2, setting Ψ 2 = Ψ J−2 = 0 and
1 + λ(a n j − a n j+2 )
for i = 1, . . . , N and j = 4, 6, . . . , J − 4, where θ ∈ [0, 2] is a parameter. Finally, we can calculate the desired numerical flux vectors
For the diffusion part, we approximate ∂Φ/∂z(z j , t n ) by the slope vector
, . . . , J − 2 and i = 1, . . . , N. Using the diffusion vector a(Φ, ∂Φ/∂z) given by (4.2), we can calculate the numerical diffusion vectors by
6.3. Application to the model of polydisperse sedimentation with compression. In the numerical examples, we consider the standard Richardson and Zaki [86] hindered settling factor
n−2 , n > 2, otherwise (6.6) and the widely used power-law effective solid-stress formula
with parameters σ 0 > 0 and k ≥ 1. Values of σ 0 , φ c , and k for real materials are given in [16, 105] .
For our choice of V (φ) and under the mild assumption φ max > 1/n, we may significantly sharpen the upper bound for the eigenvalues of J f M (Φ) compared with the bound given by Theorem 3.4.
Lemma 6.1. For the hindered settling function (6.6) and
For V (φ) = (1 − φ) n−2 , the expression in curled brackets is given by
which is positive if and only if φ < 1/n. In this case we thus have
< 0, and we have now shown that P ( γ ∞ ) > 0, the smallest eigenvalue λ N of J satisfies γ ∞ < λ N < γ N , which implies the statement of the lemma.
Wherever φ < 1/n, Lemma 6.1 can be used to estimate the local speeds of propagation (6.4) in the numerical method since, for our choice of V (φ), we then have
Similarly, the eigenvalue bounds of Theorem 4.3 can be utilized to estimate the term max ρ(J f ) required in the CFL condition (6.3), which limits the step size ratio. 
Numerical results.
The numerical scheme is now employed to simulate settling processes of a tridisperse (N = 3) suspension forming compressible sediment. We consider here a (hypothetical) mixture described by the model functions (6.6) with φ max = 0.66 and n = 4.7 (see [94] ) and (6. To make the numerical results comparable to those obtained from the two existing models for monodisperse flocculated suspensions and for polydisperse suspensions of rigid spheres, we show in the right diagram of Figure 1 a simulation of the settling of a monodisperse suspension with φ 0 = 0.12, and in Figure 3 the simulation of a tridisperse suspension of rigid particles (forming a sediment without compressibility effects) having the same parameters as the previously discussed case but with σ 0 = 0. The simulation shown in Figure 3 was made with λ = 0.35 h/m and J = 8000. Note that the visual grid used in all diagrams is much coarser than the computational grid.
Effect of a third particle species on the settling of a bidisperse suspension.
To study the effect of the size of a third species on the separation of two other species, we first consider a bidisperse suspension having the parameters given above and δ T = (1.0, 0.5). The initial concentration is Φ 0 = (0.06, 0.06) T . Other parameters for this simulation (and that of Figure 5 ) are λ = 0.0008 s/m, J = 600, and L = 1 m. Figure 4 shows a simulation of the settling of this suspension.
Next, we add a third species to this bidisperse mixture. The corresponding numerical results are shown in Figure 5 . The left and right columns correspond to the size parameters δ 3 = 0.25 and δ 3 = 0.1, respectively. The initial concentrations of the tridisperse mixture are Φ 0 = (0.06, 0.06, 0.015) T .
Discussion of the numerical results.
In the left plot of Figure 1 , three distinct zones are formed by the downwards-propagating concentration discontinuities, and, as expected, the concentration φ in the sediment bed increases more slowly than The two bottom plots of Figure 3 show the expected layering caused by differential sedimentation and the consequent enhancement of φ 2 and φ 3 above the lowest zone. Additional numerical examples illustrating the conventional model of sedimentation of suspensions of rigid spheres (when σ e = 0) are given in [14, 19] (see also [48] ). Figure 2 shows that the additional terms in the equation for suspensions forming compressible sediments result in the upward diffusion of the largest spheres and the downward diffusion of the smallest. Though these terms were expected to smooth the sharp boundaries found in suspensions of incompressible particles, the extent of the migration was unexpected.
The simulations described in (6.4.2) elucidate this phenomenon. We first simulated the sedimentation of an initially homogeneous bidisperse suspension and plotted the isolines of concentration. Figure 4 shows that these isolines ultimately have the same value for both species. This is a consequence of the assumption that (φ i /φ)σ e (φ) is the part of σ e that acts on species i. For particles of equal density, and if we assume V (φ) > 0, then the one-dimensional equilibrium form of (2.20) is (6.9) which can be rearranged to
From (3.53) of [27] with u = 0, or by setting φ i = φ in (6.9), we see that the expression in large parentheses is zero. Thus, φ i /φ is constant and we have
The same phenomenon is also clear in Figure 5 . Here the isolines of species 1 and 2 have the same ultimate values, while those of species 3 are proportional to its initial concentration. The complicated structures of the isolines at lower values of t arise from the resolution of the disparity between the segregation that occurs early in the sedimentation process and the ultimate uniformity with respect to species. The details of the process depend sensitively on the values of the terms in a i . However, certain features are common.
We first consider a bidisperse suspension. When φ < φ c , the largest species settles most quickly and predominates in the lower region. In the consolidation phase (φ > φ c ), the increase in φ tends to increase the concentration of both species in the lower region. Figure 4 shows that species 1 reaches a concentration of 0.18 at the bottom while species 2 is still settling into the top (monodisperse) layer of the solids in compression. However, the larger particles diffuse into this layer, and the smaller particles diffuse out of it. This diffusion continues until the equilibrium state is reached.
In the tridisperse case shown in Figure 5 , species 1 diffuses upward while species 2 diffuses both upward into the initially monodisperse upper layer of small particles and downward into the lower layer where large particles initially predominate. Species 3 diffuses downward from the top layer. In addition to reducing the final concentrations of the two larger species, the introduction of the smallest particles delays the evolution to the equilibrium state by introducing a segregated layer at the top of the suspension. In the example on the left, species 3 settles fairly quickly, and the change from segregated to uniform state occurs much earlier than in the example on the right, where species 3 settles very slowly. Further discussion of the phenomenon of sediment diffusivity seen in our simulations is provided in section 7.5.
7. Discussion.
Type analysis in several space dimensions.
The type analysis confirms that the model is well-posed in that the one-dimensional system (1.2) is not of "general" type but has desirable algebraic properties. The analysis in sections 3 and 4 has been limited to one space dimension for notational convenience and since only in that case does the system (2.29), supplemented by the initial and boundary conditions (2.30) and (2.31), completely describe the sedimentation-consolidation process. In D > 1 space dimensions, not only system (2.23) for the concentrations of the solids species but also (2.24) and (2.25) for the motion of the mixture have to be solved. These equations are strongly coupled and probably will have to be solved alternately. Although, for D > 1, (2.23) no longer completely describes the sedimentation-consolidation process, this multidimensional system still is strongly degenerate parabolic-hyperbolic. To see this, consider first the case φ ≤ φ c , for which the right-hand side of (2.23) vanishes. On the other hand, we recall that a D-dimensional N × N system of conservation laws T , we obtain from (2.23)
. Thus, the relevant linear combinations are J (β; Φ) := (β 1 q x + β 2 q y + β 3 q z )I + β 3 J f M (Φ), where J f M (Φ) is the Jacobian considered in section 3. Since J f M (Φ) has N pairwise-distinct eigenvalues and is thus diagonalizable, J (β; Φ) is also diagonalizable with real eigenvalues, and (2.23) is therefore hyperbolic for φ ≤ φ c . Of course, this statement is true under the same conditions as in the one-dimensional case, that is, for equal-density spheres and vectors Φ ∈ D 0 φmax . Next, we show that the system (2.23) is parabolic for φ > φ c . More precisely, we show that it satisfies the classical definition of parabolicity in the sense of Petrovsky [42, 49, 66, 104] . We do not state this condition in its most general form but limit the discussion to equations of the form 
T with |ξ| = 1, the roots λ = λ(x, t, u, ξ) of det(A(x, t, u, ξ) − λI) = 0, where
satisfy Re (λ(x, t, u, ξ)) < −δ(x, t, u) for a constant δ > 0. We now consider the right-hand part of (2.25). From (4.1) and (4.2) we get
we can rewrite (2.23) in the form (7.1). We then obtain 
2 σ e (φ)}. Thus, system (2.23) is parabolic on D 0 φmax \D φc , and we conclude that the hyperbolicity and parabolicity properties obtained in sections 3 and 4 remain valid in an arbitrary number of space dimensions.
Extension to particles with different densities.
The model equations established in section 2 admit that the solids species differ in both size and density. The analysis of section 3 is valid for the case of equal-density particles only, while the matrix A(Φ) is independent of the particle densities. In [22] it was demonstrated that different densities lead to hyperbolic-elliptic or (for N ≥ 3) nonhyperbolic systems. Thus, it is tempting to conclude that the model framework of section 2 leads to systems having even more interesting properties (like a second-order parabolic system for N = 2 degenerating into a first-order hyperbolic-elliptic one). However, since particles of different densities consist of different materials, the assumption σ e (Φ) = σ e (φ), stating that the effective stress depends only on the sediment porosity 1 − φ, is very unlikely to remain valid. coefficient varies with Φ and ∇Φ, the diffusion model becomes very complicated [109] for polydisperse suspensions. The Markov model is more tractable [109] , but both models require data that are currently lacking. The final method of introducing variability is to use one of several numerical techniques [19, 56, 65] ; these solve a specific case and demand considerable computational effort.
Fortunately, the overall behavior of suspensions is usually determined primarily by the mean velocity [84, 113] and does not require the determination of the trajectories of individual spheres [107] . Simulations show that the principal effect of hydrodynamic diffusion is a blurring of the interfaces [19, 108] . In many cases, however, these remain fairly sharp. Experimentally, interfaces are readily detected and, owing to self-sharpening [37, 69] , closely approximate discontinuities. Thus, the omission of hydrodynamic diffusion terms at this stage is justified by practical limitations, theoretical considerations, computational comparisons, and experimental results.
Sediment diffusivity.
In the examples discussed in section 6.5, φ increases fairly quickly during the consolidation phase, and hence the diffusion of species is highlighted. We recall that the material parameters chosen for the simulations do not correspond to a real suspension; rather, the parameters of the function σ e (φ) have been chosen such that the numerical simulation produces some clearly visible, distinct effects within a relatively thick sediment layer. The latter point requires that the suspension be highly compressible and therefore that σ 0 and k be relatively large. Thus, strength and rapidity of the diffusion processes are to some extent a consequence of our deliberate choice of parameters, and these effects may be less pronounced for real materials. In fact, it is not clear whether the predicted behavior actually occurs in real suspensions. The assumption that (φ i /φ)σ e (φ) is that part of σ e that acts on species i appears to be the obvious choice. Also, (1.2) describes nonlinear diffusion with drift, so it is not surprising that species diffuse to regions of lower concentration.
We mention that nonlinear diffusion in polydisperse suspensions has been considered by Esipov [43] and is postulated as part of a general "competition" mechanism for multispecies granular mixtures by Braun [13] . However, the terms considered in [43] account for hydrodynamic diffusion, and the consequences of the nonlinearity do not appear, since (apparently, for simplicity) these diffusivities are replaced by constants, and cross-diffusivities (e.g., the dependence of the flux of particle species 1 on the flux of species 2) are ignored, while in [13] the nonlinearity is retained, but cross-diffusivities are equally neglected, and no physical interpretation of the origin of nonlinear diffusion is given. In our case, it is difficult to imagine a physical process that leads to the predicted results discussed in section 6.5. In compression, the particles touch each other and support those above. This would appear to make relative movement difficult.
One way out of this dilemma is restricting the movement of particles at very high concentrations. In fact, it has long been held that, at very high concentrations, the particles are locked in place and all species move at the same velocity. This should certainly be true in compressible suspensions. The problem may be not that the diffusion coefficient is much too high in general (which could be fixed, for example, by an appropriate choice of the model functions V (φ) and σ e (φ)), but that differential diffusion, driven by the gradient ∇(φ i /φ) in (2.20), becomes dominant when sedimentation is very slow. This is quite unphysical. The first part of the simulations appears reasonable. It is the differential movement at the end that is not.
One way to amend this would be to adopt an idea of Shih, Gidaspow, and Wasan [98] , who utilize an expression for the portion of the effective solid stress gradient for each species [98, eq. (10) ] that is equivalent to leaving out the term involving ∇(φ i /φ) in our approach. Unfortunately, the presentation of their numerical solution of a bidisperse system with¯ 1 =¯ 2 and δ 2 = 0.1766 is limited to just one profile [98, taken at a time at which the uppermost particles of neither species have reached the sediment layer, a situation that roughly corresponds to t = 1.5 h in our Figure 4 . However, their solution is similar to ours at that stage, since Figure 4 of [98] shows a concentrated sediment formed by the larger particles with a small portion (actually, only slightly different from the initial concentration) of the smaller. It should be pointed out, of course, that no steady-state prediction of the relative volume fractions φ i /φ such as (6.10), (6.11) exists when there are no terms involving that same quantity.
Another way to solve our dilemma, which would go even a step further, would be to change to a common rate of sedimentation at some concentration φ * with φ c < φ * < φ max . For values of φ with φ * < φ < φ max , we could eliminate the term in φ i /φ in (2.20) and treat the suspension as if all particles were the same size, probably using the average value of δ i . The best guess for φ * could be found from the simulations by noting the concentrations at which the differential sedimentation dominates. (A possibly more realistic alternative would be to introduce a collective movement gradually, but this would be much more complicated.) Though this solution may seem arbitrary, it does have empirical support. For compressible suspensions, differential sedimentation occurs at medium concentrations. When the concentration is sufficiently high, even dense particles settle at the same speed as the particles of lower density. Thus, the final sediment shows no evidence of segregation; see Been and Sills [5] . When all flocs have the same density, there is a concentration at which initial floc size is unimportant. Essentially, we have a connected structure that is being compressed.
Some more treatments that less closely refer to a particular mathematical model support the similar idea of "en masse" sedimentation of multispecies suspensions at high concentrations [5, 29, 121] . Zeng and Lowe [121] consider rigid-sphere suspensions (not forming compressible sediments) but postulate the existence of a "critical concentration," in the sense of the quantity φ * (not φ c ) introduced above, at which change in sedimentation behavior from differential settling (size fractionation) to "enmasse settling of the entire suspension" occurs [121] , and they indicate that values of φ * ranging from 0.3 to 0.55 are suitable, depending on the material. Related experimental findings were reported much earlier by Shannon and coworkers [96, 97] , who observed that for equal-density spheres (normally distributed in diameters plus a tail of fines), the rise of the packed bed showed that the solids flux remained constant throughout (in contrast to sedimentation of dilute suspensions, in which the flux decreases after the larger particles have settled out).
The previous discussion shows that there is no obvious unique way to reduce the sediment diffusivity seen in our numerical examples. Published experimental information to which the numerical predictions could be compared is scarce (see the references cited in this section and [9, 116] ), and a definite solution of the problems discussed here cannot be suggested. Basically, there seem to exist three alternatives.
Our approach is based on a rigorous derivation and establishes a polydisperse sedimentation model that is "well-posed" in the sense that strict parabolicity is about the best property we can expect system (1.2) to have whenever the right-hand part is different from zero (i.e., for φ c < φ < φ max ). This property, combined with the hyperbolicity of the first-order system, makes the model amenable to numerical so-lution and is conserved when we vary the model functions V (φ) and σ e (φ) to reduce sediment diffusivity. In the monodisperse case, it turned out that using the expression V (φ) = (1 − φ) n−2 for all ranges of concentration values (as, for simplicity, done here) leads to an overestimation of particle diffusivity in the sediment, and better agreement was obtained by using piecewise definition of V (φ) or of the resulting flux density function f M (φ); see [15, 16] . The emphasis here is on a gradual variation of the parameters, which leaves the nature of the model unaltered.
The next step of modification would be "switching off" the term ∇(φ i /φ) in (2.20) on the interval [φ * , φ max ], where we admit the limiting case φ * = φ c . The mathematical consequences of such a reduction can be derived easily, since in the derivation of section 4, σ e (φ) and its derivative σ e (φ) are formally treated as independent functions. Thus for the parabolicity analysis, deleting ∇(φ i /φ) in (2.20) corresponds to sending σ e to zero and leaving the occurrences of σ e (φ) unchanged. From (4.1) we see that then A(Φ) is a rank-one matrix having N − 1 eigenvalues that vanish. The system is then no longer strictly parabolic for φ ∈ [φ * , φ max ]. This case is explicitly excluded in the analysis of certain schemes [68] but is admitted in others [60] and still has the advantage that explicit tracking of the sediment-suspension interface is unnecessary.
The most radical modification would be to change to an "en masse" sedimentation model for φ ∈ [φ * , φ max ]. In particular, this would imply that φ = φ * denotes an interface across which we change from the system of N convection-diffusion equations (1.2) to one scalar equation, i.e., between two different models. This idea is viable when we a priori do not wish to differentiate between size classes in the sediment. In fact, this is the main idea of the model advanced by Stamatakis and Tien [102] . There is an advantage in computation time when there is a region in which a scalar equation instead of an N × N system has to be solved, but formulating transition conditions across the model change interface and tracking it during computation may become complicated. [5] measured local changes in particle size distribution due to the relative movement of particles of different sizes under the influence of effective solid stress and at different initial concentrations. Their experiments were performed with estuarine mud, a natural mixture composed of many different materials for which the constitutive model equations are difficult to determine. More precise knowledge of these functions can be expected in chemical engineering applications, where the settling solids are usually formed by a product having more homogeneous material properties. The model outlined herein should thus be useful for simulations in any of the industrial applications cited in section 1. In particular, the model can also be applied to centrifugal configurations and pressure filtration (see [15, 21] for the monodisperse cases) and thereby be employed to simulate the manufacturing and final composition of ceramic materials with functionally graded material properties (see [9, 10, 11] ). Comparing our Figures 2 and 3 illustrates that the effective stress is a decisive factor when the variation of sediment composition should be continuous.
Applications. Been and Sills
