This paper presents a new method for finding complete information about the set of all nonnegative integer solutions of homogeneous and iuhomogeneous linear diophantine equations. Such solutions are fundamental for associative-commutative unification. Our algorithm finds all minimal solutions as "monotone" paths in a graph which encodes the linear diophantine equation. This encoding makes repeated arithmetic operations obsolete and allows inexpensive tests for minimallty of solutions. This graph algorithm compares favourably with the known methods, namely lexicogragraphic algorithm and completion procedure. A PASCAL implementation can be found in the Appendix. *
Introduction
This paper presents a new method for finding complete information about the set of all nonnegative integer solutions of homogeneous and inhomogeneous diophanthle equations. This information is provided by those finitely many solutions which are minimal with respect to a suitable ordering, see Lemma 1. We design an efficient algorithm to generate these minimal solutions.
In principle, there have been two completely different methods to solve this problem: a lexieographic algorithm, and a completion procedure. Both are discussed in Section 2, see also Huet (1978) , Fortenbacher (1983) , Guckenbiehl & Herold (1986) , Bi]ttner (1986) and Lankford (1987) .
To avoid all arithmetic the linear diophantine equation may be represented by a labelled digraph. A closer investigation of the computations done by the completion procedure shows that all minimal solutions can be found as monotone paths in the graph. This idea makes generation of solutions very inexpensive. In contrast to the completion procedure, the graph algorithm also computes non-minimal solutions. However, eliminating these non-minimal solutions can also be transformed into a graph problem wi~h a fast solution. The graph algorithm is discussed in Section 3, and a PASCAL implementation (see Appendix) is compared to other algorithms in Section 4. 0747-7171/89/070201 + 16 $03.0010 9 1989 Academic Press Limited
The major application of these algorithms to solve linear diophantine equations is associative-commutative unification which plays a fundamental role in automated theorem proving (Slagle (1974) , Loveland (1978) ) and ter m rewriting (Huet & Oppen (1980 ), Peterson &: Stickel (1981 ). Two terms are unified by a substitution (endomorphism on terms) which makes both terms equal. The algorithms for ac-unification, i.e. unification of terms with associative-commutative operators, compute unifiers from solutions of a homogeneous (Stickel (1981) , I(irchner (1987) , Fates (1987) , Fortenbacher (1987) ) or inhomogeneous linear diophantine equation (Herold & Siekmann (1986) ).
We shall illustrate this by an example: Two terms t = + (vl,vl) and t ' = +(v2, vs) with an associative-commutative operator + are unified by (among others) the substitution cr --{ vl ~-+ -F(a, b), v2 v-~ a, v3 F-~ +(a, q-(b, b)) }. Regarding -F(a, q-(a,-F(b, b) ), which is the image of t and t~ under ~, we count the "contributions" of vl, v2 and v3 to a, which are all 1, and to b, which are 1, 0 and 2. But (1,1,1) and (1,0,2) are both solutions of the homogeneous equation 2, x -1 * Yl -1 * Y2 = 0 which c an b e obtained from the multiplicities of the argument terms vl, v~ and vs. The idea behind ac-unification is now to compute substitutions from all combinations of minimal solutions which obey certain conditions. How important are efficient algorithms which solve linear diophantine equations for associative-commutative unification? As Lankford (1987) shows, typical equations are very simple but have to be solved frequently. Therefore any of the algorithms presented in Section 2 or Section 3 might be chosen, cf. Section 4. Additionally, efficiency can he obtained by saving the solutions, e.g. in a hash table or a binary search tree.
Foundations
This section recalls algebraic and order theoretic properties of the set of all nonnegative integer solutions of homogeneous and inhomogeneous linear diophantine equations. Furthermore we describe a preprocessing which in some cases speeds up the computation considerably.
To be specific, let al ..... a,n,bl, .... bn and c,m,n be positive integers. The set S(a, b_, e) of all nonnegative integer solutions of the inhomogeneous linear diophantine equation alxl + ... + a,~xm -blyl .... -b,~yn = c (1) consists of all (~_, ~ E N rn+'~ satisfying ~i a~i-~j bi~j --c. By S(a, b) we denote the set of all nonnegative integer solutions of the corresponding homogeneous equation
S(a,_b) is a submonoid of 1N re+n, generated by the set M(a,b) of all those elements in S(a, b_.)\{(O, 0_)} which are minimal with respect to the partial ordering (~,~ ___ (~_',~_'):r (Vi : ~, < ~) A(Vj : ,j < ,j.) .
Let M(a, b_, c) denote the set of all _<-minimal elements in S(a, b~ c). The following lemma makes the finiteness properties of S(a, b_.) and S(a, ~ c) more precise.
Lemma 1 (Finiteness Properties) Ze~ al,..., am, bl,..., bn and c be positive integers.
(1) The sets M(s b_) and M(a, b~ c) are finite.
(2) S(a,b) is the se~ of all N-linear combinations of elements in M(a_, b_), We sketch a proof that both M(a_, b) and M(a, L c) are finite sets: By definition, a partially ordered set (X, <) is strongly noetherian iff for every non-empty subset Y of X the set of all <-minimal elements in Y is non-empty and finite. It is easily shown that the cartesian product of finitely many strongly noetherian orderings is again strongly noetherian. Applying these remarks to the natural ordering on N we see that (3) defines a strongly noetherian ordering on N "~+n. Since S(a,b_)\{(0,0_)} is always non-empty, the set M(a, b_) of all minimal non-trivial solutions of (2) is finite and non-empty. The same is true for M(a, b, c), unless (1) has no solution. A simple alternative proof of these well-known finiteness properties is given in the next section.
In the sequel it is convenient to interpret an n-tuple (vl,...jvn) as a mapping { 1j...,n} ---* N. As Table 2 in Lankford (1987) shows, most pairs (a,b_.) relevant for applications share the property that both a and b_. are not injective. We are now going to take this into account by transforming a non-injective pair (a, b_.) into its injective companion (a',_b~). we see that every minimal solution ((~1, ~4), (~2, ~)) of (5) corresponds to ~. (,:+2). ~3 different minimal solutions of (4). We have already mentioned that the monoid S(a,/3) with infinitely many elements is generated by the finite set M(a,/3). In the sequel we will relate (6) and (7) to the often much simpler equations and E .xo-Eb.n=o The injective companion idea yields a significant speed-up as shown in Section 4.
Lexicographic Algorithm vs. Completion Procedure
In this section we present two basic methods to solve a homogeneous linear diophantine equation. The lexicographic algorithm (Huet (1978)) enumerates a superset of M(a, b_) and removes all non-minimal solutions. The lexicographic procedure is well-known in dynamic programming, cf. Greenberg (1980) , where it is used in solving the Frobenius problem, and Schrijver (1986) . Instead of enumerating solutions lexicographically, they can also be computed by a completion process. During completion all solutions which have not been found yet are "represented" by a set of proposals (see below). In a completion st.ep all proposals are incremented. The solutions computed by this completion procedure (Fortenbaeher (1983)) are minimal, but testing for minimality is needed to guarantee termination. Both algorithms can be extended to solve inhomogeneous equations; for simplicity reasons we confine ourselves to solutions of the homogeneous case.
In his paper on the solution of homogeneous diophantine equations Huet (1978) points out that for a minimal solution (~, rt) E M(a, b), all (i must be bounded by maxb and all 77j by mama. Furthermore, there are distinguished and easy to compute minimal solutions /lcm(ap, bq) lcm(ap, bq)
where ep is the p-th unit vector in N m and, by abuse of notation, eq E N r' is the q-th unit vector. For example, the equation lzl + 6x2 -2yl + 4y2 has among others the solutions Sll = (2, 0, 1,0), S12 = (4, 0, 0, 1), $21 = (0, 1, 3, 0), and $2~ = (0,2, 0, 3). Obviously, all these solutions are minimal. This gives rise to a lexicographic algorithm which generates a finite set of solutions containing all minimal ones. Huet's algorithm uses the bounds ~i _< maxb and ~?j _< maxa. The fact that a solution (~_, ~) satisfying (~_, 77) > Spa cannot be minimal provides another bound for ~i which depends on the previously computed values (~i .... , ~i-1). Lambert (1987) presents the stronger bounds ~i~i ~ maxb_ and }-~V ~' -< maxa_, which can be obtained directly from the termination proof of the completion precedure (Lemma 5). These bounds diminish the number of solutions generated from 138 to 63 in Example 1 and from 261426181 to 3073558 in Example 8, el. Section 4.
A solution with ~i = 0 (Vi = 0) for some i may be regarded as a solution to a smaller equation. This yields a further improvement: a minimal solution (~, ~?) is bounded by ~i ~i <_ max{ bj I J -< n : ~j 5s 0 } and )-'~. ~j _< max{ ai I i _< rn: (i # 0}. The stronger bounds reduce the number of solutions generated to 60 in Example 1 resp. 2433007 in Example 8.
Most of the work done by the algorithm is to test a solution for minimality. It suffices to compare each solution with all previously generated ones, because the order (3) is contained in the lexicographic order on solutions.
A different way to solve a homogeneous diophantine equation is to compute all minimal solutions by a completion procedure. Such an algorithm is due to Portenbacher (1983), with improvements by Guckenbiehl & Herold (1986) and Lankford (1987) .
The completion procedure avoids the generation of non-minimal solutions. We call the result of evaluating the homogeneous equation (2) at (~_, r/) E N m+~ the defec~ of (~, ~_), d((~_, ~_)) := ~i ai(i-~j bj~Tj. A proposal p E N m+" is characterized by -maxk _< d(p) <_ maxa, and a solution s E S(a_,b) has defect d(s) = O.
The algorithm ( Figure 1 ) starts with some proposals (P~). Each completion step increments ~_ for a proposal p = (~_, ~ with negative defect or rl, if d(p) > 0. If the result has defect O, a minimal solution was found. All proposals w~ich are not minimal with respect to all previously computed solutions may be discarded; they cannot contribute to M(a, b).
In the sequel we will frequently make use of the following norm [I~H :-~i ~i defined Lemma 5 (Terminatiort) The completion procedure terminates for every input (a.q_, b_.). More precisely, Pk = @ for some k < maxa+ max/).
Proof. Suppose there is a sequence pl < ... < pl of length l = maxa+ maxb (p~ E P~). The defect d(p~) is bounded by -maxb__ < d(p~) <_ maxa, cf. the description of the algorithm in Figure 1 . Then, with d(p~) ~ 0 for all k, there exist i and j with 1 _< i < j _< I and d(p~) = d(pj). Now PJ -Pi is a non-trivial solution, which contradicts the minimality of pj. m
The advantages of the completion procedure over the lexicographic algorithm are evident: only minimal solutions are computed which renders testing of solutions obsolete. The disadvantages are twofold: first, proposals have to be ~ested for minimality to guarantee termination, and second, a single solution may be computed several times, see the example below.
As first suggested by Guckenbiehl & Herold (1986) , multiple computations can be avoided by selecting one unique computation for each solution. This may be viewed as employing a lexicographic method for the completion procedure.
A sequence (pl,...p~,s) with Pl 6 P~, s E M~+I and Pl <: ...P~ < s is called a computation for s. To order computations, we need an additionM ordering on proposals which must not be confused with the ordering < as defined in (3).
In general, a partial ordering (E,_<) can be extended to a lezicoyraphic ordering (U.>~ E", <,~ by min(m,~) and (e,, ...,e~_~) = (e~,... ,4-,) 9
Note that 5u, is total iff < is total.
Starting with the natural ordering _< on N we get a total lexicographic ordering <u, on LJn_>l Nn" This induces a cartesian product ordering _~ on proposals:
(~_,~ -' -' 1 (~2, ~2):r (_. _<u~ (2 and ~_ ~,.~ r S.
This in turn induces a lexicographic ordering -<u~ on computations. For example, ((0, 1, O, 0), (0, 1, 0, 1), (0, 1, 1, 1)) -4to, ((0, 1, 0, 0), (0, 1, 1, 0), (0, 1, 1, 1)) are ~wo computations for the solution (0, 1, 1, 1) 6 M((1, 6), (2, 4)). The greatest computation for a given minimal solution s increments both ~_ and ~ from left to right. The completion procedure can easily be modified to omit all non-maximal computations: a proposal with negative (positive) defect must not be incremented at a position i (position j) if there exists a k > i with (k # 0 (k > j with r]~ 7~ 0). This substantial improvement reduces the nmnber of proposals to be considered by up to 50 percent, and it obviates the need for renmving duplicate solutions. For a comparison of the algorithms see Section 4.
Graph Algorithm
The discussion of the completion procedure in Section 2 provides the basis for a new approach to solving linear diophantine equations. Every completion step computes the defects of new proposals. To avoid ~.11 these arithmetic operations, Equation (1) Recall that for a computation (Pl,...,PIl~Ii-l,s), the defect of any proposal pi is a node of this graph. An edge d -% d+ ai corresponds to incrementing a proposal (~_, ~7) at 4i, an edge d ~ d -bj to incrementing ~?j. For example, the equation with a = (1, 4), b = (2, 3), c = 4 has a graph representation given in Figure 2 .
Simi]iar to the description of minimal solutions as computations (Section 2) we now want to state a correspondence between solutions and walks in G(a,~ c). Equivalent to the greatest computation for a given minimal solution s is a monotone walk in G(a, ~ c):
is monotone if the conditions d k < 0 anddk, < O ~ ik < i~, d~ > 0 anddk, > 0~j k <j~, hold for all 1 _< k < k' _< l. t~oughly speaking, a monotone walk first follows edges with a lower labelling. In the graph given by Figure 2 both O~2~4.~h2b_~_122~3b_~2 0 and are closed walks starting at node 0, but only the first walk is monotone.
Lernma 7 There is a bijection ~ between S(a, b_, c) and lhe set of all monotone walks in G(a,b, c) Unfortunately, the converse is not true. In the example above, --4 -% --3 ~ -2 -~ 2 ~h 0 is a monotone path from -c to 0, but the corresponding solution (2, 1, 1, 0) is not minimal, there is a smaller solution (0, 1, 0, 0) e M ((1, 4), (2, 3) , 4).
The previous lemmas provide the basis for a new graph algorithm. It computes M1 solutions which correspond to monotone paths from -c (inhomogeneous case) resp. 0 (homogeneous case) to 0. This can be done very efficiently by a recursive procedure, see the PASCAL procedure :find_solutions in the Appendix.
Each node visited is marked, hence no node is visited twice. Monotonicity is guaranteed by the values apos and bpos, which are lower bounds for the indices of admissible edges.
As indicated above, some monotone paths correspond to non-minimal solutions. At first sight this algorithm seems to trade the disadvantages of the completion procedure for the disadvantages of the lexicographic algorithm: there is no more testing of path (which correspond to proposals), but non-minimal solutions have to be eliminated. This is true to some extent. But the number of non-minimal solutions is very low. In Example I of Section 4 all monotone paths correspond to minimal solutions, whereas 4356 non-minimal solutions are computed in Example 8, compared to 2433007 non-minimal solutions computed by the lexicographic procedure.
The major advantage of the graph algorithm, however, is that the question whether a solution is minimal can also be transformed into a graph problem:
Lemma 11 Let s E S(a, b_., c) be a non-minimal solution of the inhomogeneous equatioT~.
Then there exists a monotone closed path 0 --* ... --+ 0 in G(a_,b__, c) These preparations suffice to characterize the procedure which tests a solution s = (~_, r/) for minimality, veri:fy..$olution (see Appendix) is similiar to :find_solutions, but the number of edges labelled by any ai is bounded by ~i, the number of edges bj by In the homogeneous case, we are not interested in the path ff/(s) itself, so it has to be removed from the search space. This can be done by decrementing (~, 0_) at any reasonable position. Lemma 12 provides the justification: decrementing s does not "destroy" nonminimality.
Comparisons
This section briefly discusses implementations of four algorithms: the lexicographic algorithm (with improved bounds, see Lambert (1987) ) by Huet (H), a completion procedure by Lankford (L), another completion procedure which computes solutions in a unique way (see Section 2) by Fortenbacher (F), and the graph algorithm (G). The program for the graph algorithm can be found in the Appendix, and for the first completion procedure the reader is referred to Lankford (1987) . For all other algorithms see Clausen&Fortenbacher (1987) . Finally, these algorithms are compared with an algorithm (I) which uses (G) to solve the injective equation (Section 1) and expands the solutions.
To make all algorithms comparable, we restrict ourselves to solutions of homogeneous equations, although all algorithms can easily be extended to solve inhomogeneous equations. The first five benchmark examples (Figure 3 ) are from Lankford (1987), plus three larger equations which better illustrate the asymptotic behaviour of the algorithms.
(1, 2,5) (1, 1, 1, 2, 3) (2,5,0) (2, 2, 2, 3, 3;3) O, 2,~, 5:'9i' 0,4,4,s,n) (1, 3, 5, 7, 9, 11) (1, 3,11, !4,17) b_ (1, 2;3, ~) (1, 1, 2, 2) (1,2,3,7;s) (2, 2, 2, 3, 3, 3) L0, 2, 3; 7~ 8)" (3, 6, 9, n, 20) (2, 4, 6, 8, 10, 12) (4,13,13,13,19) 
L460
All of the algorithms are written in PASCAL. They were compared on an SUN3/50 under UNIX (Figure 4) . To overcome the problems with an inaccurate UNIX clock (see also Lankford (1987) , Guckenbiehl&~Herold (1986)), the smaller equations were solved 100 times in a row. This is legitimate, because none of the PASGAL programs uses dynamic data (pointers).
The runtimes of the algorithlrs depend on the order of the input vectors a and b. The fastest execution of (H) and (L) is with a in descending und b_. in ascending order, cf. Huet (1978) and Lankford (1987) , whereas (F) and (G) "prefer" a_ and _b in descending order. Each algorithm is run with inputs in its favorite order; ordering of the equations is excluded from timing. Figure 4 shows a completely different asymptotic behaviour for lexicographic algorithm, completion procedure and graph algorithm. With smaller examples, the differences are not that significant, so any of the algorithms could be used for associativecommutative unification.
The comparison of the two completion procedures (L) and (F) demonstrates the improvement gained by making the computation of solutions unique (Section 2). Finally, the figures for the injective version (I) show that expansion of solutions is very inexpensive whereas the gain is enormous if the equation is not injective. procedure write_solution(j : integer); vat i : index; begin write(j :4,' : '); with solutions[j] do begin for i:=l to eq.m do write (lhs [i] :3) ; write(' ') ; for i:=1 to eq.n do
