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Abstract
The popularity of service-oriented computing has not been accompanied by the necessary formalization of
the notions being involved. This paper focuses on the development of a coalgebraic framework to support
service-oriented application design. In this paper, the concepts are separated into three hierarchies – inter-
faces, contracts and services. Interfaces are speciﬁed by functors, and services are shown to be coalgebras
of such functors, which should satisfy the axioms given in corresponding contracts. Diﬀerent interfaces,
contracts and services are related respectively by the morphisms between them. And the notion of bisimula-
tion for services is derived from service morphisms, which captures the observational equivalence of services.
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1 Introduction
Service-oriented Computing (SOC) [11,16] has now become the prominent paradigm
for distributed computing and e-commerce, creating opportunities for service
providers and application developers to use services as fundamental elements in their
application development processes. It provides a mean to design Service-oriented
Applications (SOAs) that span organizations and computing platforms by exploit-
ing and composing services available over the network. Nowadays, an increasing
number of companies and organizations implement only their core businesses and
use other application services over the Internet to support their needs. Services are
platform- and network-independent components that support rapid low-cost com-
position of distributed applications and can be described, published, discovered,
and loosely coupled in novel ways.
The notion of service has been widely used in application development, especially
due to the use of service technologies such as the Web Services Description Language
(WSDL) [21], Universal Description, Discovery, and Integration (UDDI) [19], Simple
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Object Access Protocol (SOAP) [20], which intend to provide languages that allow
easy integration of services. Some other initiatives such as the Business Process
Execution Language for Web Services (BPEL4WS or BPEL) [2], are focused on
representing service compositions where ﬂow of a process and bindings between
services are known a priori. Despite all these eﬀorts, composition of services still
remains a highly complex task, and automatic composition of services is a critical
problem. Conspicuously, the principles of component-based software development
(CBSD) [18] are not yet integrated in the various methods that currently exist for
custom composition of services.
Until now, most of the existing methods only describe how to communicate
with a service (the syntax), but not the expected eﬀects of such communications
(the semantics). Therefore, the information that can be obtained from the service
descriptions given in these approaches is limited to the signature of operations
provided by the services. In particular, no information about the eﬀect of invoking
the operations can be obtained from the service descriptions.
It has been widely recognized that SOAs development is a rather intricate activ-
ity and there is still no general agreement about the formal foundation of SOC. Thus
the need for a formal foundation of services was identiﬁed by many researchers. Es-
pecially, the development of a general theoretical framework for SOA development
is one of the few prominent challenges in computer science. In this paper, we build
a formal framework to support SOA design which separates the three concepts –
interfaces, contracts and services. The semantics of services and contracts are given
by coalgebras, which are the formal duals of algebras [10,17]. In coalgebras the
state spaces are taken as black boxes to which one can only have limited access
via speciﬁed operations. This aspect is one main characterization of components
(and also services) and thus makes coalgebras appropriate for specifying semantics
of services. The notion of bisimulation models the observational indistinguishability
of service behavior for two services with the same interfaces.
Note that the notion of service is distinguished from that of contract in this
paper. The latter is the speciﬁcation of services, which speciﬁes both the interface
of the service and the eﬀects of the service behavior. A service is a model of the
contract which meets all the requirements in the contract. Following the uniﬁcation
principle of system modularization and composition in category theory proposed
by J. Goguen [8], which has been used by J. Fiadeiro and T. Maibaum in parallel
program design [7], we build three categories – the categories of interfaces, contracts
and services respectively, and show the relation between them. In the proposed
categorical framework, we show how services can be composed together.
The organization of this paper is as follows: Section 2 introduces the concepts
of interfaces, contracts and services. Section 3 and Section 4 show how we can put
contracts and services together to form more complex contracts and services. Rela-
tionships between services, including bisimulation and bisimulation up to a natural
transformation, are presented in Section 5. Section 6 investigates the reﬁnement
relations for contracts and services respectively. Section 7 presents a family of op-
erators on composing services. Final remarks appear in Section 8.
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2 Interfaces, Contracts and Services
In a service-oriented application, interfaces are used to model the seams between
diﬀerent services. A service encapsulates a number of operations through a public
interface which provides limited access to the service. By declaring an interface, one
can specify the desired behavior type of a service independent of its implementation.
2.1 Interfaces
Taking into account the nature of services, an interface should be comprised of
three kinds of features: the type feature, the variable feature and the value feature.
The type feature includes the information that is state-independent and gives the
data context in which the service is placed. The variable feature denotes a family
of variables and keeps the information that is state dependent. The value feature
accounts for the observations and actions that the service may perform.
Deﬁnition 2.1 An interface is a triple I = (T,V,M) where
• T denotes a family of types;
• V denotes a family of variables;
• M denotes a family of observations and actions, each observation or action may
have parameters.
In this deﬁnition, T is a family of sets being used in the other two counterparts,
and the elements of these sets are designated by types. For any interface I there is
always a type TC ∈ T which denotes the state space of the corresponding service.
V is a set of variable deﬁnitions. Every variable is an entity in which values of a
particular type can be stored and every variable deﬁnition in V has the form x : T
where x and T ∈ T represent the name and type of the variable respectively. Every
variable deﬁned in V of an interface must have distinct name. All the variables in
V are accessible by clients of the interface. M is a set of method deﬁnitions. Every
method in M denotes a possible operation provided by the interface and a method
declaration in M can be an action, which has the form m : TC × S → TC × O, or
an observer with the form o : TC × S
′ → O′. The types S, S′ and O,O′ denotes
the input and output parameter types of the corresponding methods respectively
3 . The method name m and the parameter types together gives the signature of
the method. In an interface, two methods with the same name can be declared, but
they must have diﬀerent signature.
Often a service is speciﬁed as a collection of interfaces over a shared state space,
each of which exhibiting some operations. Merging the interfaces together results
in a service which provides the diﬀerent kinds of operations simultaneously by the
resulted interface.
3 In this paper we will focus on the case that the type S′ is instantiated with the singleton 1, which
collapse part of the observation structure. Since TC × 1 ∼= TC , an observer can be equally represented by a
function with the form o : TC → O
′, which is usually called an attribute in the object-oriented programming
paradigm.
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Deﬁnition 2.2 For two interfaces I1 = (T1,V1,M1) and I2 = (T2,V2,M2), if
no variable is declared simultaneously with diﬀerent types in both V1 and V2,
then I1 and I2 can be merged together and their merge I = I1 unionmulti I2 is deﬁned as
I = (T,V,M), where
• T = T1 ∪T2;
• V = V1 ∪V2;
• M = M1 ∪M2.
Theorem 2.3 The merge of interfaces satisﬁes:
• I unionmulti I = I.
• I1 unionmulti I2 = I2 unionmulti I1.
• I1 unionmulti (I2 unionmulti I3) = (I1 unionmulti I2) unionmulti I3.
Interface can be built in successive steps, at each step adding declarations with
the extend operator.
Deﬁnition 2.4 For a given interface I1 = (T1,V1,M1), if no variable in V1 is
redeclared in V2, then the expression
extend I1 with (T2,V2,M2)
deﬁnes a new interface I = (T,V,M) where
• T = T1 ∪T2;
• V = V1 ∪V2;
• M = M1 ∪M2.
Theorem 2.5 The extension of interfaces satisﬁes:
• extend I1 with I2 = I1 unionmulti I2.
• extend I1 with (I2 unionmulti I3) = extend (I1 unionmulti I2) with I3.
• extend I1 with (I2 unionmulti I3) = (extend I1 with I2) unionmulti I3.
Interfaces can also be built by hiding some features from existing interfaces.
Deﬁnition 2.6 For a given interface I1 = (T1,V1,M1), if T2 ⊆ T1, V2 ⊆ V1,
M2 ⊆M1, and no types in T2 is used in V1 \V2 and M1 \M2, then
hide (T2,V2,M2) in I1
deﬁnes a new interface I = (T,V,M) where
• T = T1 \T2;
• V = V1 \V2;
• M = M1 \M2.
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2.2 Contracts and Services
The main aspect of a service that we wish to capture coalgebraically is that it has
a hidden state space, which is only accessible via limited operations. Therefore,
services will be naturally presented as coalgebraic models of contracts, which are
the interface speciﬁcations.
We ﬁrst come to the notion of contracts. It is clear that for most services
it is necessary to have developers working on diﬀerent services simultaneously to
reduce overall schedule time. To make developers work with a reasonable degree of
independence, the services and interfaces should be identiﬁed and speciﬁed with no
ambiguity. A contract is such a clear, unambiguous statement, which says precisely
what the essential properties of the services (interfaces) are.
Deﬁnition 2.7 A contract is a triple Ctr = (I,L,A) where
• I = (T,V,M) is an interface;
• L = local (TL,VL,ML) denotes a collection of local declarations;
• A = (X,C) where X denotes a collection of axioms specifying properties of
behavior of the services implementing the contract, and C denotes a collection of
creating conditions for specifying the properties hold for initially created services,
denoted by init.
For an arbitrary contract Ctr as deﬁned in Deﬁnition 2.7, we can always associate
a functor F with its interface I. Suppose there are n actions m1,m2, · · · ,mn ∈M,
with the form mi : TC×Si → TC×Oi for i = 1, 2, · · · , n respectively, and k observers
o1, o2, · · · , ok ∈ M, with the form oj : TC → O
′
j for j = 1, 2, · · · , k respectively.
Then let A =
∏
1≤j≤k O
′
j be the cartesian product of the result types of the k
diﬀerent, but simultaneously available, observers o1, o2, · · · , ok, S =
∑
1≤i≤n Si and
O =
∑
1≤i≤n Oi be the sum of the input and output parameters of the n actions
m1,m2, · · · ,mn respectively, we can get the functor
F = A× (−×O)S (1)
The shape of this functor expresses the way the state of the corresponding service is
accessed through observers and, on the other hand, how it evolves, through actions.
The behavior of a service speciﬁed by the contract with interface F given in (1)
is totally deterministic. However, there also may be other possibilities, capturing
more complex behavior features. For example, one may know how to get output
from input but not in all cases. Then the functor is replaced by
F = A× (−×O + 1)S
which results a service whose behavior is partial. For a given input, it returns either a
valid result or an exception value. One may also be uncertain of the result of service
behavior, in the sense that the evolution of the service may be nondeterministic. In
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this case the functor is typed as
F = A× P(− ×O)S
where P denotes the ﬁnite powerset monad. This means that the computation of
the service action will not simply produce an output and a successor state, but a
P-structure of such pairs.
Keeping in mind the discussion above, we may parameterize the interface functor
F by a strong monad B, acting as its behavior model and abstracting away from
any concrete behavior model.
F = A× B(−×O)S (2)
Note that here we use the exponential Y X representing the set of functions from
X to Y . For an arbitrary action m : TC × S → B(TC × O), which produces a
B-structure as the result of its computation, we can get its transpose m : TC →
B(TC ×O)
S , whose signature is speciﬁed by the functor F as given in (2).
The logic being used in axioms and creating conditions is equational logic. For
a type T , the terms over T are built from constants, λ-abstraction, application,
tuples, case distinction and (co)projections. Atomic formula are equalities t1 = t2
for terms t1 and t2. Formulas are closed under the logic connectives and quantiﬁers.
If there is a variable init : TC in a formula, then the formula is a creating condition.
Otherwise, it is an axiom.
Deﬁnition 2.8 Consider a contract as deﬁned in Deﬁnition 2.7, with functor F as-
sociated with the interface. A service satisfying the contract consists of the following
elements:
• A carrier set U , giving an interpretation of the state space;
• A transition structure α : U → F(U) interpreting the methods of the contract in
M in such a way that the axioms in X are satisﬁed;
• An initial state u0 ∈ U which satisﬁes the conditions in C.
Therefore, a service satisfying a contract is given by a seeded F-coalgebra of the
”public” interface. Furthermore, it should behave like a F′-coalgebra where F′ is
associated with all the methods in both M and ML: there is a seeded F
′-coalgebra
(V, β : V → F′(V ), v0) such that u0 and v0 can not be distinguished from each other
by the observers and actions in M. If a service p satisﬁes a contract Ctr, we say
that p is an implementation of Ctr.
In this picture, a service implements the operations speciﬁed in the contracts.
And a service can be instantiated to diﬀerent instances, which may contain the
particular states that can be inspected via the attributes and methods implemented
by the service.
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3 Interface and Contract Morphisms
In the previous section we discussed interfaces, contracts as interface speciﬁcations,
and single services as instantiations of contracts. One of the most important char-
acterizations of SOC technology is the support for building complex applications
by composition of services. Formal tools for this purpose can be borrowed from
category theory, the idea is to put service units as coalgebras together to make
applications, which are still coalgebras. Hence, we need to provide a notion of
morphism between coalgebras of diﬀerent functors (i.e. services with diﬀerent in-
terfaces) and build a category of these coalgebras. Before that, we ﬁrst have a look
at the interface morphisms and contract morphisms.
Deﬁnition 3.1 Given two interfaces I1 = (T1,V1,M1) and I2 = (T2,V2,M2), a
morphism φ : I1 → I2 consists of
• A morphism of type φT : T1 → T2 such that ∀T ∈ T1, φT(T ) ∈ T2, and φT
is distributive over product and sum of types: φT(
∏
1≤i≤n Ti) =
∏
1≤i≤n φT(Ti)
and φT(
∑
1≤i≤n Ti) =
∑
1≤i≤n φT(Ti);
• ∀v : T in V1, a variable φV(v) : φT(T )in V2;
• ∀m ∈ M1 with the signature m : T → T
′, a method φM(m) : φT(T ) → φT(T
′)
in M2.
Proposition 3.2 Interfaces and interface morphisms together constitute a category
Intf . This category is ﬁnitely cocomplete and has (∅, ∅, ∅) as the initial interface.
Once the interface morphism φ : I1 → I2 is given, we can always derive a
morphism between the functors F1 and F2 corresponding to the two interfaces, i.e.,
a natural transformation ϕ : F1 → F2.
Given an interface morphism φ : I1 → I2 and formula t1 = t2, the formula trans-
formation φ(t1 = t2) associated with φ is φ(t1) = φ(t2). And formula transformation
is closed under logic connectives and quantiﬁers.
Deﬁnition 3.3 Given two contracts Ctr1 = (I1,L1,A1) and Ctr2 = (I2,L2,A2),
a contract morphism ψ : Ctr1 → Ctr2 is an interface morphism φ : I1 → I2 that
preserving the properties speciﬁed by A1, i.e. for every formula f in A1, we can
get the formula transformation φ(f) from A2.
Proposition 3.4 Contracts and contract morphisms together constitute a category
Ctr. This category is ﬁnitely cocomplete.
Contracts may be built incrementally. The idea is that we build a new contract
by putting together two smaller ones, which may share some features.
Deﬁnition 3.5 The merge of two contracts Ctr1 = (I1,L1,A1) and Ctr2 =
(I2,L2,A2) is denoted by
Ctr = Ctr1 ‖Ctr0 Ctr2
where Ctr0 = (I0,L0,A0) is a subcontract of both Ctr1 and Ctr2, denoting their
shared parts. Generally, Ctr = (I,L,A) is deﬁned by
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• I = I1 unionmulti I2;
• L = L1 ∪ L2;
• A = A1 ∪A2.
Ctr is in fact the pushout of the following diagram, where ψ1 and ψ2 denote the
inclusion as contract morphisms from Ctr0 to Ctr1 and Ctr2 respectively.
Ctr0
ψ2

ψ1 Ctr1
ω1

Ctr2
ω2 Ctr
At the interface level, if Ctr = (I,L,A) is the result of merging two contract
Ctr1 = (I1,L1,A1) and Ctr2 = (I2,L2,A2), while Ctr0 = (I0,L0,A0) is a subcon-
tract of both Ctr1 and Ctr2, denoting their shared parts, then I can be deﬁned in
terms of a pushout on the category Intf as shown in the following diagram:
I0
ψ2

ψ1  I1
ω1

I2
ω2  I
If Ctr0 is an empty contract, i.e., there is no common part of Ctr1 and Ctr2,
then we can simplify the notation and denote the merge of Ctr1 and Ctr2 as
Ctr = Ctr1 ‖ Ctr2
Theorem 3.6 The merge of contracts satisﬁes:
• Ctr ‖Ctr Ctr = Ctr.
• Ctr1 ‖Ctr0 Ctr2 = Ctr2 ‖Ctr0 Ctr1.
• (Ctr1 ‖Ctr0 Ctr2) ‖Ctr0 Ctr3 = Ctr1 ‖Ctr0 (Ctr2 ‖Ctr0 Ctr3).
And it is easy to get the following corollary:
Corollary 3.7 The merge of contracts satisﬁes:
• Ctr ‖ Ctr = Ctr.
• Ctr1 ‖ Ctr2 = Ctr2 ‖ Ctr1.
• (Ctr1 ‖ Ctr2) ‖ Ctr3 = Ctr1 ‖ (Ctr2 ‖ Ctr3).
4 Service Morphisms
The morphism between services can be deﬁned as follows:
Deﬁnition 4.1 Given two contracts Ctr1 and Ctr2, with functors F1 and F2 as-
sociated with their interfaces respectively. For services p1 = (U1, α1, u
1
0) satisfying
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Ctr1 and p2 = (U2, α2, u
2
0) satisfying Ctr2. A service morphism ρ from p1 to p2
consists of the following elements:
• a natural transformation ϕ : F1 → F2 derived from the corresponding interface
morphism.
• a morphism h : U1 → U2 which preserves the initial state h(u
1
0) = u
2
0 and makes
the following diagram commute:
U1
α1

h U2
α2

F1(U1)
ϕU1  F2(U1)
F2(h)  F2(U2)
Proposition 4.2 Services and service morphisms together constitute a category
Cop. The signature functor G : Cop → Intf which maps every service (seeded
F-coalgebra) to its interface (the functor F) and every arrow (ϕ, h) to ϕ is a coﬁ-
bration.
Proof. The composition of two arrows ρ1 = (ϕ1, h1) : p1 → p2 and ρ2 = (ϕ2, h2) :
p2 → p3 is ρ2 ◦ ρ1 = (ϕ2 ◦ ϕ1, h2 ◦ h1) : p1 → p3. Associativity of composition
is inherited from that in Set and Cat. It is even easier to show that there is an
identity morphism for any service p = (U,α : U → F(U), u0) which is deﬁned by
(idF, idU ) where idF is the identity natural transformation from F to itself and idU
is the identity function on the state space U . Therefore, Cop forms a category. For
every arrow ϕ : F1 → F2, and the service p = (U,α : U → F1(U), u0), (ϕ, idU ) is the
cocartesian arrow for ϕ and p. Therefore, G is a coﬁbration. 
Often a service is speciﬁed via a collection of actions over a shared state space,
each of which is speciﬁed by a contract and can be taken as an independent service.
We can pack such diﬀerent services together and get an aggregated service, which
has an additive interface. Furthermore, its behavior is unique and already known
from that of its component services.
Deﬁnition 4.3 For two independent services with diﬀerent interfaces, but over the
same state space U and initial state u0
p1 = (U,α1 : U → A1 × B1(U ×O1)
S1 , u0)
and
p2 = (U,α2 : U → A2 × B2(U ×O2)
S2 , u0)
The aggregated service p = p1 ⊕ p2 is deﬁned by
p = (U,α : U → A× B(U ×O)S , u0)
where the observer of p is o = 〈o1, o2〉, the action of p arises as the currying of
m = [B1(id× ι1) ◦m1,B2(id× ι2) ◦m2] ◦ dr
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Theorem 4.4 Service aggregation satisﬁes 4 :
• p⊕ p ∼ p.
• p1 ⊕ p2 ∼ p2 ⊕ p1.
• (p1 ⊕ p2)⊕ p3 ∼ p1 ⊕ (p2 ⊕ p3).
5 Comparing Services
When comparing services, one intuitively identiﬁes models which, being non isomor-
phic at the data level, behave in a similar way “as far as we can see”. Furthermore
this tends to be the key ingredient in speciﬁcations of distributed systems whose
“observational contents” (or parts thereof) are shared by diﬀerent observers.
In [15], the notion of bisimulation was introduced in process algebra to capture
this kind of observational equivalence between processes. Two processes are bisimi-
lar to each other if there exists a bisimulation relationship between them, indicating
how one process can be simulated by the other and vice versa. We also consider
bisimulation a fundamental notion in service technology, as it seems to capture
appropriately the ”black-box” characterization of services.
A categorical deﬁnition with respect to coalgebras is given by Aczel and Mendler
[1] as a relation R ⊆ U × V for two F-coalgebras (U,α) and (V, β) such that there
is a F-coalgebra (R, γ) satisfying
F(π1) ◦ γ = α ◦ π1
F(π2) ◦ γ = β ◦ π2
from which we can get
〈F(π1),F(π2)〉 ◦ γ = 〈α ◦ π1, β ◦ π2〉
≡
F(〈π1, π2〉) ◦ γ = (α× β) ◦ 〈π1, π2〉
≡
F(idR) ◦ γ = (α× β) ◦ idR
≡
γ = α× β
≡
(u, v) ∈ R ⇔ u ∈ U ∧ v ∈ V
which means that any relation preserving the transition structures of α and β is a
bisimulation between them.
The following diagram is the corresponding instantiation for the functor F as
4 Note that the terms are not equal but bisimular to each other in the theorem. The formal deﬁnition of
bisimularity will be given in Section 5.
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given in (2) underlying our model of services.
U
α

R
π1
γ

π2  V
β

A× B(U ×O)S A× B(R×O)S
A×B(π1×O)S

A×B(π2×O)S
A× B(V ×O)S
Then, let α = 〈oα,mα〉, β = 〈oβ,mβ〉, γ = 〈oγ ,mγ〉, a simple calculation yields that
α ◦ π1
=(A× B(π1 ×O)
S) ◦ 〈oγ ,mγ〉
=〈oγ ,B(π1 ×O)
S ◦mγ〉
=〈oγ ,B(π1 ×O) ◦mγ〉
and, similarily, β ◦ π2 = 〈oγ ,B(π2 ×O) ◦mγ〉. A direct consequence of these equal-
ities is the fact that, for any 〈u, v〉 ∈ U × V , the following equations hold:
oγ〈u, v〉 = oαu = oβv
B(π1 ×O) ◦mγ〈u, v〉 = mαu
B(π2 ×O) ◦mγ〈u, v〉 = mβv
We may rephrase such results as a proof rule for bisimulation, whose shape depends
on the adopted behavior monad B. For example, for the nondeterministic case
B = P, the proof rule resembles the deﬁnition of bisimulation for classical labelled
transition systems.
〈u, v〉 ∈ R ⇐⇒ oαu = oβv
∧ ∀s ∈ S
( ∀〈u′, t〉 ∈ mα〈u, s〉 . ∃〈v
′, t〉 ∈ mβ〈v, s〉 . 〈u
′, v′〉 ∈ R
∧
∀〈v′, t〉 ∈ mβ〈v, s〉 . ∃〈u
′, t〉 ∈ mα〈u, s〉 . 〈u
′, v′〉 ∈ R)
Deﬁnition 5.1 Let p = (U,α : U → FU, u0) and q = (V, β : V → FV, v0) be
services over the same interface I. They are said to be bisimilar, written p ∼ q, iﬀ
there is a F-bisimulation R ⊆ U × V containing the pair 〈u0, v0〉.
There is a close relationship between coalgebra homomorphisms and bisimula-
tions: A map h : U → V is a homomorphism between (U,α) and (V, β) iﬀ its graph
is a bisimulation between (U,α) and (V, β). Is there any corresponding results for
service morphisms? This question leads to the following deﬁnition of bisimulation
up to φ.
Deﬁnition 5.2 Let p = (U,α : U → FU, u0) and q = (V, β : V → F
′V, v0) be ser-
vices over interface I and I ′ respectively, and φ : F → F′ be a natural transformation
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as given in Deﬁnition 4.1. Then p and q are said to be bisimilar up to φ, written
p ∼φ q, iﬀ (U, φU ◦ α, u0) ∼ q.
6 Reﬁnement
It is clear that if we want to develop applications of any size, we must be able
to decompose their description into diﬀerent services and compose the application
from the developed services. This is just as true when the description is a contract
as it is when it is a service.
In general, the construction of services is a process which involves a system-
atic trajectory for transformation, starting from “abstract” descriptions, leading to
“concrete” ones. Reﬁnement can be deﬁned, in broad terms, as such a transforma-
tion. It changes the representation of a service, entailing a notion of substitution,
but not necessarily equivalence.
In this section, we investigate two levels of reﬁnement relations. We start by in-
troduce the reﬁnement of contracts, and then the reﬁnement of services is discussed.
6.1 Contract Reﬁnement
In general, a reﬁnement of contracts involves two contracts: an abstract one and a
concrete one as its reﬁnement. The idea involved in contract reﬁnement is that the
concrete contract adds implementation details which are left open in the abstract
contract. For example, it can reduce the level of underspeciﬁcation / nondetermin-
ism.
Contract reﬁnement requires validity of the properties in the abstract contract
after transformed into the concrete one. That is, if contract Ctr2 is a reﬁnement
of Ctr1, we need to know whether Ctr2 is a “correct” reﬁnement of Ctr1. We say
that Ctr2 is correct if it meets the following two requirements:
• property preservation: All properties that can be proved about Ctr1 can also be
proved for Ctr2 (but not in general vice versa);
• substitutivity: A component of Ctr1 in a system can be replaced by a component
of Ctr2 and the resulting new system should implement all the functionalities of
the earlier system.
Keeping this idea in mind, we can get the following deﬁnition describing contract
reﬁnement:
Deﬁnition 6.1 Let Ctr1 = (I1,L1,A1) and Ctr2 = (I2,L2,A2) be two contracts,
we say that Ctr2 is a reﬁnement of Ctr1, denoted by Ctr2  Ctr1 if there is an
interface morphism φ : I2 → I1, such that for every component p = (U,α, u0) as an
implementation of Ctr2, p
′ = (U, φU ◦ α, u0) is an implementation of Ctr1.
Theorem 6.2 Contract reﬁnement satisﬁes:
• Ctr  Ctr.
• If Ctr2  Ctr1 and Ctr3  Ctr2, then Ctr3  Ctr1.
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• If Ctr2  Ctr1, then for any Ctr, Ctr2 ‖ Ctr  Ctr1 ‖ Ctr.
6.2 Service Reﬁnement
The basic idea of service reﬁnement, which is called the principle of substitutivity,
is rather simple: Intuitively, it is acceptable to replace one service by another,
provided it is impossible for a user of the services to observe that the substitution
has taken place. If a service can be acceptably substituted by another, then the
second service is called a reﬁnement of the ﬁrst one.
There is a diversity of ways of understanding both what substitution means,
and what such a transformation should seek for. For services, reﬁnement can be
addressed at two diﬀerent levels (at least), namely, behavioural and architectural
reﬁnement.
• The behavioral reﬁnement typically relates services of the same interface, where
the reﬁnement is based on a simulation preorder between the two services. Since
morphisms between services of the same interface are in fact coalgebra homo-
morphisms which, therefore, entail bisimilarity, we built a weaker notion of a
morphism between services, which still preserve the source service dynamics.
• The architectural reﬁnement is used for decomposing a service with a speciﬁed
behavior into a distributed architecture, i.e., a family of services being combined
together, which is also modelled as a concrete coalgebra. The reﬁned service is
also a “behavioral reﬁnement” of the given service with respect to the interface
of the given service.
An order ≤ on a Set endofunctor F is deﬁned in [9] as a functor ≤ (concretely,
mapping every set U into a collection of preorders (FU,≤FU )). In the sequel ≤ will
be referred to as a reﬁnement preorder.
Deﬁnition 6.3 Let F be an extended polynomial functor on Set and consider two
F-coalgebras p1 = (U1, α1 : W1 → FU1) and p2 = (U2, α2 : U2 → FU2). A forward
morphism h : p1 → p2 with respect to a reﬁnement preorder ≤, is a function from
U1 to U2 such that
F h ◦ α1 ≤ α2 ◦ h
Dually, h is called a backwards morphism if
α2 ◦ h ≤ F h ◦ α1
Deﬁnition 6.4 Given services p and q, p is a behavioural reﬁnement of q, written
p  q, if there exist services r and s such that p ∼ r, q ∼ s and r F s, where
r F s stands for the existence of a (seed preserving) forward morphism from r to
s.
In the case of large-scale applications consisting of many services, it is not prac-
tical to consider the whole system each time we want to reﬁne one of its services.
On the contrary, we prefer to do the reﬁnement steps locally for the particular ser-
vice being considered. Fortunately, behavioural reﬁnement is well behaved in this
respect.
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Behavioral reﬁnement characterizes what it means to preserve service behavior.
But if our framework is based on behavioral reﬁnement alone, the inability to change
the syntactic interface will force us to work at the same level of interface abstraction
throughout the whole development process. As a result, the development will be
unnecessarily complex and inﬂexible. Furthermore, when we develop an application,
it is certainly not enough to characterize its black-box behavior only, we also need to
capture its internal structural aspects. For these purposes, we introduce the notion
of architectural reﬁnement in [14]. All the reﬁnement steps in an architectural
reﬁnement are required to respect the architectural structure, and preserve the
application behavior. Thus, it is a generalization of behavioral reﬁnement.
Due to the length limitation, we only brieﬂy introduce the notion of hehavioural
reﬁnement in this paper. More details about reﬁnement for coalgebras can be found
in [14]. Furthermore, taking QoS into consideration, we need to deﬁne a wider
range of behavior. For example, an essential aspect of behavior of services is the
execution time of certain (sequence of) operations. In other words, reﬁnement of
services should preserve all kinds of temporal constraints. We will not discuss such
problems in this paper and leave them as future work.
7 Composing Services
In this section, we move on to a brief introduction of service composition. Compo-
sition enables prefabricated services to be reused by rearranging them in ever-new
composites. Resulting composite services can be used as basic services in further
compositions or oﬀered as complete applications and solutions to service clients. Or-
thogonal to the vertical reﬁnement of concrete services from abstract speciﬁcations,
composition operations are needed to support the horizontal decomposition of the
applications into component services. That means, an application is represented by
specifying its component services and their composition. By stating how services
are composed together, we can get a view of the architecture of the application.
In [4,13] two diﬀerent frameworks for deﬁning the combinators of coalgebras
are investigated, and [5,3] provides a summarization for these two approaches. In
this section, we will have a brief overview of the operators using the heterogeneous
framework adopted by [13] for composition of services.
One widely used combinator for composing services is sequential composition,
which connects the output interface of one service to the input interface of another,
if the interfaces are declared to be compatible. This operator is formally deﬁned as
follows.
Deﬁnition 7.1 Let p = (Up, αp : Up → Ap × Bp(Up × K)
I , up ∈ Up) and q =
(Uq, αq : Uq → Aq × Bq(Uq × O)
K , uq ∈ Uq) be two services. Their sequential
composition is formed by placing them side by side and connecting the output of p
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to the input of q 5 . Formally, the sequential composition of p and q is given by
p; q = (U,αp;q : U → A× B(U ×O)
I , 〈up, uq〉 ∈ U)
where U = Up×Uq, A = Ap×Aq, B = BpBq
6 . And the dynamics αp;q is represented
by op;q : U → A and ap;q : U × I → B(U × O). The detailed deﬁnition is given as
follows:
op;q : Up × Uq
〈op,oq〉
−→ Ap ×Aq
and
ap;q : (Up × Uq)× I
xr
−−−−→ Up × I × Uq
ap×id
−−−−→ Bp(Up ×K)× Uq
τ
Bp
r−−−−→ Bp(Up ×K × Uq)
Bp(a·xr)
−−−−−→ Bp(Up × (Uq ×K))
Bp(id×aq)
−−−−−−→ Bp(Up × Bq(Uq ×O))
Bpτ
Bq
l−−−−→ Bp(Bq(Up × (Uq ×O)))
BpBqa
◦
−−−−−→ BpBq(Up × Uq ×O)
where a and s are two isomorphisms representing associativity and commutativity
respectively:
a : A×B × C → A× (B ×C)
s : A×B → B ×A
a
◦ is the inverse of a, and xr = a◦ ◦ (id × s) ◦ a is the exchange morphism which
changes the position of factors in the multiplicative expression:
xr : A×B × C → A× C ×B
Services can be aggregated in a number of diﬀerent ways, besides the ‘pipeline’
style modelled by the sequential composition. In [13], a family of operators have
been deﬁned. The restriction  and relabelling −[γ] shows the possibilities of chang-
ing interfaces of services. Given two services p and q satisfying speciﬁed conditions,
their external choice p  q, parallel composition p  q and concurrent composi-
tion p  q are deﬁned separately by exploiting the universal constructions in the
category Cop. When interacting with p  q, the environment will be allowed to
choose either to input a value of input type of p or that of q, which will invoke
the corresponding service (p or q, respectively), producing the relevant output. On
its turn, parallel composition corresponds to a synchronous product: both services
are executed simultaneously when triggered by a pair of legal input values. Note,
however, that the behavior eﬀect, captured by monad B, propagates. For example,
5 In general, the output type K of p does not need to be same with that of the input channel of q, which
we denote by L. The condition that K ⊆ L is enough. But for simplicity, we still let L = K in the following
deﬁnition.
6 The simple composition of the corresponding functors Bp and Bq does not always lead to new monads.
In order to deﬁne a new monad based on BpBq for two given monads Bp and Bq, a natural transformation
λ : BqBp → BpBq satisfying a number of conditions should exist. The more detailed result on this topic
can be found in [6].
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if B can express behavioral failure and one of the arguments fails, the product will
fail as well. Finally, concurrent composition combines choice and parallel, in the
sense that p and q can be executed independently or jointly, depending on the input
supplied. Generalized interaction is catered through a sort of ‘feedback’ mechanism
on a subset of the input ends, which can be deﬁned similarly as that in [4].
8 Concluding Remarks
In this paper, we have shown how a formal framework for assisting service-oriented
applications development can be deﬁned around the notions of interface, contract,
service and corresponding notions of morphisms. In such a formalism, services are
described by coalgebras whose signature functors are derived from the corresponding
interfaces, and satisfy the axioms given in corresponding contracts. This work pro-
vides a unifying framework for diﬀerent notions (interfaces, contracts and services)
in SOA development.
With respect to the composition of services, we adopt the categorical approach
which can be traced back to the work of Goguen et al[8]. Indeed, the category of
services forms the coﬁbration over the corresponding category of interfaces, and thus
provides the starting point for the deﬁnition of combinators for services. Preliminary
work can be found in [13].
Concerning locality of services in the whole application, a family of operators
for composing services are introduced and a framework for building application by
aggregating services is provided. This allows developers to decompose an application
into services, discover diﬀerent services separately and ﬁnally build the system by
composing the services.
One immediate topic for future work is to investigate the composability of ser-
vices for replaceability, compatibility and conformance. Another research challenge
is to integrate QoS aspects of services [12] into the coalgebraic model and build a
QoS-aware calculus for composing services.
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