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Adaptive Feedback Cancellation With Band-Limited
LPC Vocoder in Digital Hearing Aids
Guilin Ma, Student Member, IEEE, Fredrik Gran, Finn Jacobsen, and Finn Thomas Agerkvist
Abstract—Feedback oscillation is one of the major issues with
hearing aids. An effective way of feedback suppression is adaptive
feedback cancellation, which uses an adaptive filter to estimate the
feedback path. However, when the external input signal is corre-
lated with the receiver input signal, the estimate of the feedback
path is biased. This so-called “bias problem” results in a large mod-
eling error and a cancellation of the desired signal. This paper pro-
poses a band-limited linear predictive coding based approach to re-
duce the bias. The idea is to replace the hearing-aid output with a
synthesized signal, which sounds perceptually the same as or sim-
ilar to the original signal but is statistically uncorrelated with the
external input signal at high frequencies where feedback oscilla-
tion usually occurs. Simulation results show that the proposed al-
gorithm can effectively reduce the bias and the misalignment be-
tween the real and the estimated feedback path. When combined
with filtered-X adaptation in the feedback canceller, this approach
reduces the misalignment even further.
Index Terms—Adaptive feedback cancellation (AFC), hearing
aids, linear predictive coding (LPC).
I. INTRODUCTION
F EEDBACK in a hearing aid refers to a process in which apart of the receiver output is picked up by the microphone.
The acoustic feedback path is the most significant contributor
to the feedback signal although electrical and mechanical paths
also exist [1]. A typical acoustic feedback path of the hearing
aid represents a wave propagation path from the receiver to the
microphone, which includes the effects of the hearing-aid re-
ceiver, the microphone, the acoustics of the vent or leak, etc.
The hearing-aid processing amplifies the input signal to com-
pensate for the hearing loss of the users. When this amplification
is larger than the attenuation of the feedback path, instability oc-
curs and usually results in feedback whistling, which limits the
maximum gain that can be achieved [2] and compromises the
comfort of wearing hearing aids.
A widely adopted approach to acoustic feedback suppression
is adaptive feedback cancellation (AFC), in which the acoustic
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feedback signal is estimated by an adaptive filter and then sub-
tracted from the input signal to remove feedback [3]. A per-
fect match between the modeled and the real feedback path
will cancel the feedback signal completely, and prevent insta-
bility for any amount of amplification. However, in practice,
there is always a modeling error for many reasons, such as too
slow adaptation speed, insufficient filter length, etc. A signif-
icant portion of the modeling error is the result of a so-called
“bias problem,” which refers to a biased estimate of the feed-
back path when the desired input signal and the receiver input
signal are correlated [4]. During the past two decades, various
approaches have been proposed to decorrelate the input and
output of a hearing aid to reduce the bias in the estimate of the
feedback path.
One well-known decorrelation approach introduces a delay in
the hearing-aid processing (or the feedback cancellation path)
to decorrelate the input of the receiver and the incoming signal.
It has been shown in [4] that for a colored noise input, the in-
sertion of delay in the hearing-aid processing significantly im-
proves the accuracy of feedback modeling, while the insertion of
a delay in the feedback cancellation path provides smaller ben-
efit. However, the delay introduced in the hearing aids should
be kept small to avoid disturbing artifacts such as comb filtering
[5]. Moreover, for tonal signals, a delay will not help much to
reduce the correlation.
Another kind of decorrelation approach uses nonlinearities
in the hearing-aid processing. Methods based on this approach
include frequency shifting [6], time-varying all-pass filter [7],
etc. Since all the nonlinear methods degrade sound quality to
some extent, a tradeoff between the performance of feedback
cancellation and sound quality is usually involved.
Alternatively, a probe signal, usually a noise signal, can be
added to the receiver input [8]. To maintain sound quality, the
probe signal should be inaudible and its level therefore has to be
much lower than that of the original receiver input signal. The
bias reduction achieved with such a weak probe signal is very
small.
A recently proposed decorrelation method exploits
closed-loop identification techniques [9]–[11]. In [11], it
has been proven that by minimizing the prediction error of the
microphone signal, the estimate of the feedback path is not
biased (identifiable) when the desired input signal is an au-
toregressive (AR) random process and when certain conditions
are met. A prediction error method-based adaptive feedback
cancellation (PEM-AFC) is proposed in [11] to identify the
models for the desired signal and the feedback path simultane-
ously. However, in practice, many desired input signals, such as
voiced speech and music, are not AR processes. Moreover, the
1558-7916/$26.00 © 2010 IEEE
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Fig. 1. General discrete-time model for speech production [14].
conditions for identification may often be violated, for example,
when insufficient filter length is used for modeling the desired
input signal. In these cases, bias remains in the estimate of the
feedback path.
This paper proposes a new linear predictive coding based ap-
proach for reducing the bias. The idea is to generate a synthetic
signal for the receiver input, which sounds perceptually similar
to or possibly even the same as the original signal but is sta-
tistically uncorrelated with the desired input signal. It is shown
that this approach reduces the bias significantly and improves
the performance of the feedback cancellation system.
The paper is organized as follows. Section II describes the
basic theory of linear predictive coding. In Section III, the
band-limited linear predictive coding-based adaptive feedback
cancellation (BLPC-AFC) is proposed. An adaptive feedback
cancellation system combining the BLPC-AFC and filtered-X
adaptation is described in Section IV. In Section V, simulation
results are presented and sound quality of the synthetic signals
is discussed. Concluding remarks are provided in Section VI.
II. LINEAR PREDICTIVE CODING
Parametric representation of a spectrum by means of linear
prediction (LP) is a powerful technique in speech and audio
signal processing. Linear predictive coding (LPC) was devel-
oped for the purpose of speech compression in the 1960s [12].
After that, research on LPC vocoder resulted in the 2.4 kb/s se-
cure-voice standard LPC10 [13]. However, the sound quality
produced by LPC vocoder at low bit rates was not good enough
for commercial telephony [12]. To provide high-quality speech
at low bit rates, in the 1970s and 1980s, residual excited LPC
(RELP), multi-pulse LPC and code-excited LPC (CELP) were
proposed to code the residual signal in better ways. The fol-
lowing subsections will briefly describe LPC for speech appli-
cations and its basis in the speech production model.
A. Discrete-Time Speech Production Model
The LPC-based vocoder, such as RELP, multi-pulse LPC,
CELP, etc., exploits the special properties of a classical dis-
crete-time model of the speech production process, which is il-
lustrated in Fig. 1. During unvoiced speech activity, the excita-
tion source is flat-spectrum noise, modeled by a random noise
generator; during periods of voiced speech activity, the excita-
tion uses an estimate of the local pitch period to set an impulse
train generator that drives a glottal pulse shaping filter. The exci-
tation is later filtered by the vocal-tract filter and the lip radiation
filter to produce the speech. This model, although not adequate
Fig. 2. All-pole model for speech production [14]. The pitch period  , the type
of excitation, the gain  , and the all-pole filter   of order  are param-
eters to be estimated by linear prediction analysis. The excitation sequence is
denoted by   , and   is the output speech from the production model.
for certain classes of phonemes such as voiced fricatives, has
been successfully used in many speech analysis, coding, and
recognition tasks.
In general, modeling the transfer functions of vocal tract and
lip radiation requires both zeros and poles. However, they can be
well approximated by a complete all-pole model as illustrated
in Fig. 2, which yields identical magnitude spectra to the true
transfer function of the speech production process but might
alter the phase characteristics. Applications have justified that
correct spectral magnitude is frequently sufficient for coding,
recognition, and synthesis [14].
In the all-pole speech model, the output speech is gener-
ated with the excitation sequence in the following way:
(1)
(2)
(3)
where is the coefficient vector of the all-pole filter of
order , and the superscript denotes the transpose of a vector/
matrix.
Equations (1)–(3) suggest that except for the excitation term,
can be predicted using a linear combination of its past
values with the weights ’s. The , which characterize the
all-pole filter, are usually estimated by an efficient computation
technique called linear prediction analysis, which can be done in
many ways, for example, by using the autocorrelation methods.
The linear prediction analysis will be described in Section II-C.
B. LPC Vocoder
A typical diagram of LPC-based vocoder is given in Fig. 3.
Speech at the coding end is first analyzed by LP analysis
to estimate the set of coefficients of the all-pole filter, the pitch
period, the gain parameter and the voiced/unvoiced parameter.
These parameters are then encoded. At the decoding end, the
speech signal is synthesized in the way illustrated in Fig. 2 using
the decoded parameters.
During the estimation of the parameters, the residual
signal , also referred to as predicted error signal, can
be obtained as
(4)
(5)
(6)
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Fig. 3. Block diagram of a typical LPC vocoder: (a) encoder; (b) decoder [15].
The window is typically 10–30 ms long. The encoded parameters are the set of
coefficients computed by LPC analyzer, the pitch period, the gain parameter,
and the voiced/unvoiced parameter.
where is the estimated all-pole filter of order , the su-
perscript p is used to denote the prediction error of the corre-
sponding signal, and the denominator of , which represents
a finite-impulse-impulse (FIR) filter, is also called the prediction
error filter (PEF).
C. Linear Prediction Analysis
Linear prediction analysis is a way of estimating the AR
model for a given signal. It is usually used in the LPC analyzer
(see Fig. 3) to estimate the parameters, such as . The LP
analysis finds the set of coefficients of the all-pole filter by
minimizing the mean-squared prediction error:1
(7)
where is the expectation operator, is the prediction
error/residual signal defined in (4), and denote the optimal
LP coefficients that minimize the mean-squared error.
Since the speech characteristics vary with time, the all-pole
filter coefficients should be estimated by a short-term analysis,
which minimizes the mean square of the prediction error over
a segment of speech signal. The approaches for short-term LP
analysis generally fall into two categories: the autocorrelation
method and the covariance method. The autocorrelation method
assumes that the samples outside the time segment are all zero.
This assumption may result in a large prediction error at the
beginning and end of the segment. To taper the segment and
deemphasize that prediction error, a window (e.g., a Hamming
window) is usually used. The covariance method, on the con-
trary, makes no assumptions about the values outside the seg-
ment and uses the true values.
For the autocorrelation method, the stability of the estimated
all-pole filter can be guaranteed, whereas for the covariance
method, it cannot be ensured. Therefore, the autocorrelation
method is used in this paper. A well-known and efficient way
to compute the LP coefficients in the autocorrelation method is
through using the Levinson–Durbin recursion algorithm [17],
[18].
1It should be noted that the minimization of the mean-squared prediction error
    yields an all-pole system   modeling the minimum-phase part of the
true transfer function in Fig. 1 perfectly only during unvoiced signal segment.
For voiced speech, although the model is not exact, the coefficients obtained still
comprise a very useful and accurate representation of the speech signal [16].
Fig. 4. General diagram of the adaptive feedback cancellation system. The
input to the hearing-aid processing is  , which is the sum of the desired input
signal   and the feedback signal  . The hearing-aid process is denoted
as  , and the processed hearing-aid signal is 	 . The transfer function of
the feedback path is 
  , and   is the estimate of   generated by the
modeled feedback path 
  .
Another special type of methods for linear prediction is the
lattice method. A typical lattice method is the Burg Lattice al-
gorithm [19], which also yields stable all-pole filters.
III. BAND-LIMITED LPC VOCODER FOR AFC
In this section, the bias problem associated with the AFC is
first explained through a steady-state analysis in Section III-A.
Next, a new method based on a simplified LPC vocoder is pro-
posed in Section III-B to reduce the bias. The developed LPC
vocoder is band-limited to focus on the bias reduction in the crit-
ical frequency region of the feedback path and to minimize the
impact on sound quality. In the end, the steady-state analysis of
the proposed BLPC-AFC is given in Section III-C.
A. Bias Problem With AFC
A typical block diagram of the AFC is illustrated in Fig. 4.
The feedback path model usually consists of an adaptive
FIR filter with the vector of coefficients , i.e.,
(8)
(9)
where is the length of the adaptive FIR filter .
As pointed out in [4], the adaptation of this FIR filter to mini-
mize the mean square of the error signal usually leads to a
biased estimate when the desired input signal is correlated
with the receiver input signal . This can been shown from
the steady-state analysis of the system, during which it is as-
sumed that the feedback path is not varying and the input signal
is a wide-sense stationary process. Suppose that the feed-
back path is also an FIR filter with coefficients vector
and is of the same order as the feedback path model . The
Wiener solution to the minimization of the mean-square error of
the error signal is
(10)
(11)
(12)
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(13)
(14)
where and are defined similarly as in (13). The term
in (11) represents the bias of the estimate, which is
related to the correlation between the desired input signal
and the processed hearing-aid signal . The magnitude of the
bias depends strongly on the decaying speed of the autocorrela-
tion function of , the forward-path delay, and nonlinearity
in the hearing-aid process . The bias problem is particularly
serious when the desired input signal is tonal because the
correlation function does not drop off.
B. Band-Limited LPC Vocoder for AFC
To reduce the bias, several approaches have been proposed as
mentioned in Section I. Here, a new method to decorrelate
and using a band-limited LPC is proposed.
The main idea is to create a synthetic replica of the processed
hearing-aid signal , which is statistically uncorrelated with
but still sounds perceptually close or identical to .
To achieve this, a simplified LPC vocoder is adopted, which
consists of three steps: First, LP analysis is performed on to
estimate the all-pole model for ; then the residual signal is
replaced with a white noise sequence of the same variance as the
residual signal of ; in the end, the noise sequence drives the
obtained all-pole system to synthesize a new signal for
the receiver to output, which maintains the magnitude spectrum
of but is uncorrelated with .
Compared with a standard LPC vocoder, such as LPC10, this
simplified vocoder has a great advantage in terms of compu-
tation load since it does not need any voiced activity detec-
tion and pitch estimation. It also removes the long-term bias
in the adaptation completely since is uncorrelated with
[cf. (11)]. However, as mentioned in Section II, voiced
speech is synthesized with an impulse train.2 With only white
noise driven, the synthesis of voiced speech will degrade sound
quality significantly.
To circumvent this issue, a band-limited LPC vocoder
(BLPC) is proposed based on the characteristics of the feed-
back path and the performance of the AFC in practice. Previous
research has shown that the magnitude of the frequency re-
sponse of the feedback path is usually much higher in the
region above 2 kHz than that below 2 kHz [20] (cf. Fig. 7 in
Section V). For most hearing-aid users, the prescribed for-
ward-path gain is also higher at high frequencies than at low
frequencies. Therefore, in practice, the AFC fails to prevent
whistling at high frequencies in most cases. Moreover, since
the feedback is usually very weak at low frequencies, special
methods can be used in the AFC to prevent whistling resulted
by the bias at low frequencies. For example, high-pass filters
can be used in front of the adaptation of the feedback model to
reduce the effect of the bias at low frequencies [21]. Thus, the
bias problem is prominent mainly at high frequencies, and the
reduction of bias, as a means to improve the performance of the
AFC, is mainly needed in the region above 2 kHz.
2Strictly speaking, a phase altered version of an impulse train.
Fig. 5. Diagram of adaptive feedback cancellation with band-limited LPC
vocoder. LPF is the low-pass filter with the transfer function LP(z), and HPF is
the high-pass filter with the transfer function HP(z).
To decorrelate and at high frequencies, the syn-
thesized signal is only needed in the high-frequency
region while the low-frequency part of the original signal
can be maintained without any modification. This con-
sideration results in a band-limited LPC vocoder-based AFC
(BLPC-AFC) as illustrated in Fig. 5. The processed hearing-aid
signal is input to the LP analysis to estimate the all-pole
filter and the residual gain using one of the methods
that yield stable models described in Section II-C. The residual
gain approximates the standard deviation of the prediction
error/residual signal so that the power of the original signal
is maintained. The way of estimating will be given in
Section V. In the LP synthesis stage, a unit-variance white
noise excitation is used to drive the estimated all-pole
filter with an amplification of to produce the syn-
thesize signal , which is high-pass filtered afterwards to
obtain the high-frequency component . In the end,
is added to , the low-pass filtered , to
obtain a new signal for the receiver to output, i.e.,
(15)
By keeping the low-frequency signal intact, the sound quality
is improved significantly at least for speech signal as most en-
ergy of the speech signal is concentrated at low frequencies.
The BLPC vocoder proposed here actually resembles the RELP
vocoder, in which the residual signal below 1 kHz is used as
the excitation sequence for the LP synthesis. The differences
between the RELP and the BLPC vocoder lie in two aspects:
first, RELP typically has a cutoff frequency at 1 kHz while
BLPC has a cutoff frequency at 2 kHz, which means the sound
quality of BLPC below 2 kHz is better than that of RELP;
Second, in RELP, the high-frequency signal is restored in some
nonlinear manner, typically with a rectifier [14], whereas,
BLPC restores it with white noise excitation. This implies that
RELP may still recover the formants above 1 kHz to some
extent while BLPC lmay distort the formants above 2 kHz.
However, by keeping the original signal intact below 2 kHz,
BLPC has already maintained the first formants and most of
the second formants of vowels.
MA et al.: ADAPTIVE FEEDBACK CANCELLATION WITH BAND-LIMITED LPC VOCODER IN DIGITAL HEARING AIDS 681
C. Steady-State Analysis of BLPC-AFC
The bias of the BLPC-AFC can be calculated from a steady-
state analysis of the system by assuming that a Least-Square
solution is obtained [cf. (11)]
(16)
(17)
(18)
(19)
where the vectors and are defined similarly
as in (19). From (17) and (18), the assumption is used that the
synthesized signal generated from a white noise se-
quence is statistically uncorrelated with the desired input signal
.
Equation (18) shows that the high-frequency bias is removed.
Although the bias remains at low frequencies, it usually does not
result in any problem because the feedback cancellation system,
in most cases, handles the low-frequency bias very well but
fails to prevent whistling at high frequencies as mentioned in
Section III-B.
IV. BAND-LIMITED LPC VOCODER FOR AFC WITH
FILTERED-X ADAPTATION
The proposed BLPC-AFC can be further combined with two
adaptive decorrelation filters (ADF) in the feedback cancellation
path to reduce the short-time correlation in the high-frequency
region and yield more accurate estimate of the feedback path.
This combination method is called “BLPC-FxAFC” algorithm.
A. Use of the Filtered-X Adaptation in BLPC-AFC
The BLPC vocoder helps to remove the long-term bias in
the high-frequency region as shown in Section III-C. How-
ever, short-term correlation still exists especially for tonal
signals, which may lead the system adaptation in a wrong
direction when the adaptation algorithm, such as normal-
ized-lease-mean-square (NLMS), uses data within a short
observation window. To reduce this short-term correlation,
two decorrelation filters can be introduced in the feedback
cancellation path.
Suppose the estimated all-pole filter is obtained in the
LP analysis stage. The inverse of is an FIR filter, which is
also referred to as the prediction error filter (PEF) as mentioned
in Section II-B. Denote this PEF as , then
(20)
The adaptation of the feedback path model is based on the re-
ceiver input signal and the error signal . If both signals
are filtered with a decorrelation filter before entering the
adaptation, then a structure identical to filtered-X adaptation3
3It should be noted that    is dependent on the characteristics of the in-
coming signal. Therefore, the two decorrelation filters, which use the coeffi-
cients of   , are actually adaptive. Furthermore, in this paper the term “fil-
tered-X” refers to the structure discussed in [20], [22] instead of the structure
proposed in [23]. The two filtered-X structures are not equivalent in terms of
bias analysis.
Fig. 6. Diagram of the feedback cancellation system with band-limited LPC
vocoder and filtered-X adaptation. The receiver input  and the prediction
error signal   are both input to the feedback model. The former is used to
generate the feedback estimation signal  and the latter is used to update the
feedback model together with  .
is achieved [22]. The advantage of using to filter and
is that at the receiver end, the high-frequency component of
the filtered signal of will be exactly the high-pass filtered
white noise sequence that is used to generate the synthesized
signal , i.e., filtered by , if the ADFs
and the estimated are synchronized perfectly. The tem-
poral correlation between and at high frequencies can
be decreased significantly in this way, which will be shown by
an example in Section V. Since is estimated on the broad-
band signal , the inverse filter used in the filtered-X
will whiten the two signals and at low frequencies to
some extent4 and help to reduce the temporal correlation. The
filtered-X adaptation-based BLPC-AFC, BLPC-FxAFC, is il-
lustrated in Fig. 6, where the PEF , estimated from LP anal-
ysis of the processed hearing-aid signal , is copied to the
two ADFs to generate the prediction errors and for
adaptation in the feedback model. Since the two ADFs use the
same filter , the phase misalignment between these two fil-
ters is zero and therefore the requirement of phase misalignment
for stable adaptation [20] of the filtered-X algorithm is always
satisfied. However, due to the group delay associated with the
ADFs, the filtered-X algorithm may become unstable if the co-
efficients of the estimated feedback path change too fast
[11].
B. Steady-State Analysis
In the proposed BLPC-FxAFC, the estimated feedback path
in the steady state, assuming that the least-square solution has
been obtained, is as follows:
(21)
(22)
(23)
(24)
(25)
where is defined similarly as in (12), , ,
and are defined similarly as in (13), the superscript p
4The low-frequency whitening will not be as effective as that at high frequen-
cies unless the desired input signal  is an AR random process.
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denotes the prediction error of the corresponding signal and
the prediction errors , , and are defined
similarly as in (24).
In (22), the first term is essentially the steady-state optimal
solution to a filtered-X Wiener filtering, which approximates
the true feedback path as long as the filter length of is
sufficiently large for the feedback path modeling. In the second
term, the source of bias and can be further expanded
(26)
(27)
where and are defined similarly as in (23).
From (26) to (27), the assumption is used that the synthesized
signal generated with a white noise sequence is uncorrelated
with and .
Equations (26) and (27) show that at high frequencies, the
bias can be eliminated as long as the filter length of is
sufficient. The feedback estimate at high frequencies is not in-
fluenced by the estimation of even when has an in-
sufficient order for modeling or when it does not model
accurately.5
It should be noted that the steady-state analysis of the
BLPC-AFC in Section III-C has shown similar results, i.e., the
elimination of the bias at high frequencies. Therefore, the ad-
vantage of the BLPC-FxAFC is not expected in the least-square
solution using long-term steady-state data but expected in the
practical situation where the adaptation of the feedback model
uses data within a short observation window. This will be
further explained in Section V-A.
C. Comparison of BLPC-AFC, BLPC-FxAFC, and PEM-AFC
Both the BLPC-AFC and the BLPC-FxAFC can eliminate
the long-term bias in the high-frequency region as long as the
filter is long enough to model the feedback path .
The BLPC-FxAFC can further reduce the short-term correla-
tion especially at high frequencies since the prediction error is a
high-pass filtered white noise sequence at the receiver end. This
can yield a better estimate of the feedback path.
The filtered-X algorithm used in the proposed BLPC-FxAFC
is similar to the PEM-AFC proposed in [11] to some extent be-
cause both use linear prediction coefficients to decorrelate the
error signal and the receiver input signal. The difference lies in
the fact that the PEM-AFC uses the linear prediction at the mi-
crophone end, whereas the BLPC-FxAFC uses the linear pre-
diction at the receiver end. If it is assumed that the forward-path
hearing aid process contains only a delay and a con-
stant linear amplification , the position of linear prediction
after the hearing-aid process does not result in any difference
in the steady-state performance [24]. In this sense, the proposed
BLPC-FxAFC can also be roughly interpreted as the combina-
tion of a BLPC-AFC with reduced short-term correlation in the
high-frequency region and a modified PEM-AFC in the low-fre-
quency region.
5The under-modeling or wrong modeling does not introduce any bias but will
degrade sound quality of the synthesized signal.
The PEM-AFC removes the bias only when the desired input
signal is an AR random process and when certain condi-
tions are met [11]. For a large set of real-life signals, such as
voiced speech and tonal music, which can hardly be modeled
by an all-pole filter, the PEM-AFC still suffers from a biased
solution because the prediction error signals and
are not white [11]. Moreover, under-modeling of the desired
input signal may also introduce bias into the estimation.
For these two cases, the BLPC-FxAFC can still be useful in re-
moving the bias in the high-frequency region where feedback
usually occurs.
V. SIMULATIONS AND DISCUSSION
To evaluate and compare the performance of the algorithms,
simulations are carried out for AFC, BLPC-AFC, PEM-AFC,
Filtered-X AFC (FxAFC), and BLPC-FxAFC. The FxAFC uses
the same filtered-X approach as used in the BLPC-FxAFC but
does not involve the synthesis stage. It can also be regarded as a
modified PEM-AFC with linear prediction placed at the receiver
end.
The five methods are simulated with a sampling frequency
of 16 kHz. The processing is carried out on a block by block
basis with a block size of 24 samples, corresponding to 1.5 ms.
The forward path consists of a delay of 24 samples
and an adjustable linear gain . Most hearing impaired people
have greater hearing loss at high frequencies. Therefore, the pre-
scribed gain in the forward path will also be higher at high fre-
quencies. This gain setting has become one of the biggest chal-
lenges for feedback cancellation in practice. To simulate a real-
istic gain setting in the hearing aids and also to test the perfor-
mance of the algorithms with high gains at frequencies where
feedback oscillation usually occurs, the forward-path gain is
set to 15 dB at frequencies below 2 kHz and 35 dB above 2 kHz
in all the simulations.
In the simulations, the feedback path is an FIR filter of order
50 obtained from the measurement of a commercial behind-
the-ear (BTE) hearing aid, ReSound Metrix MX70-DVI. The
frequency response of the feedback path is illustrated in Fig. 7,
which has large magnitude responses from 2 to 7 kHz. The max-
imum stable gain without feedback canceller is around 15 dB
at 3.3 kHz. The feedback model consists of an adaptive
FIR filter of 50 orders, which is initialized as the true feedback
path to show how the estimate of the feedback path drifts away
from the true feedback path due to the bias problem. This initial-
ization of the filter is also considered as a result of a common
fitting procedure for the feedback cancellation in the industry
[3], in which the true feedback path is measured and used as the
starting point and/or constraint of the adaptation.
The adaptive filter is updated by a block-based NLMS algo-
rithm, which is a modified block LMS algorithm [15]. In the
AFC and BLPC-AFC, the update is performed as follows:
(28)
(29)
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Fig. 7. Frequency response of the feedback path of 50 orders based on the
measurement of a commercial BTE hearing aid: ReSound Metrix.
where is defined in (19), is the block index, is
the block size and equals 24, is the step-size parameter and
set to 0.002 in the simulations, and is set to a small posi-
tive constant to overcome numerical difficulties. For PEM-AFC,
FxAFC, and BLPC-FxAFC, the update is similar
(30)
(31)
where is defined in (23), AND is
defined in (24).
In PEM-AFC, FxAFC, and BLPC-FxAFC, the PEF are
of the length 21, which is the same as used in [11]. The au-
tocorrelation method Levinson–Durbin algorithm, which yields
stable models, is used with an analysis window length of 10.5
ms, corresponding to 168 samples or 7 blocks. The is up-
dated for every new block. Therefore, the linear prediction for
the current block is based on the data in the current block and
in the six previous blocks. The residual gain for block is es-
timated in the following way:
(32)
where is defined similarly as in (24), and is
the estimated coefficients of the all-pole model at block . The
residual gain makes sure that the power of the residual
signal in each block is the same as the variance of the
noise sequence used for synthesis, which is done in the way as
illustrated in Fig. 2:
(33)
where and is defined
similarly as in (25).
Fig. 8. Frequency responses of the complimentary low- and high-pass filters.
The high-pass filter is a 40-order FIR filter and has a
cutoff frequency of 2 kHz. It is designed with the classical win-
dowed linear-phase FIR digital filter design method [25] using
a hamming window. The low-pass filter is also 40-order
and is the strict complementary filter of , i.e.,
(34)
where is the group delay of the designed and equals
20 samples. The additional delay introduced by in the
forward path of BLPC-AFC and BLPC-FxAFC is accordingly
added in the forward path of AFC, PEM-AFC, and FxAFC so
that the performance comparison between these algorithms is
not influenced by the overall forward-path delay. The overall
forward-path delay therefore is the sum of and for all the
algorithms. The frequency responses of the low- and high-pass
filters are shown in Fig. 8.
The performance of the algorithms is evaluated by the mis-
alignment between the true feedback path and the mod-
eled feedback path . The misalignment is calculated at fre-
quencies above 2 kHz to quantify the modeling error in the crit-
ical frequency region where feedback oscillation usually occurs
and to show the effects of the BLPC vocoder. The misalignment
above 2 kHz is denoted as , which is computed in the frequency
domain as
(35)
(36)
where is the ceiling function to get the smallest integer not
less than the value in the brackets, equals the number of
frequency points, which is 1024 in this paper, and is the sam-
pling frequency, which is equal to 16 000 Hz in our simulation.
Therefore, is calculated as 128.
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Fig. 9. Power spectral density of the 20-order AR random process.
Fig. 10. Misalignment at high frequencies when a 20-order AR random process
is used as the desired input signal.
A. Simulation Results With a Stationary AR Signal Input
To examine the performance of the algorithms, a stationary
AR random process of 8 s, which is generated by a 20-order all-
pole filter , also called “signal model,” is used as the input
signal in the first test case. The power spectrum density (PSD) of
the AR signal, which is shown in Fig. 9, exhibits sharp peaks.
Therefore, the bias problem is expected to be serious for the
conventional AFC. The misalignment above 2 kHz is depicted
in Fig. 10.
As can be seen from Fig. 10, due to the bias problem, the
AFC exhibits the largest misalignment. The BLPC-AFC lowers
the misalignment by around 7 dB on average. However, its mis-
alignment has the largest fluctuations because the short-term
correlation between the synthesized AR signal and the original
AR signal has a large variance.
To illustrate this short-term correlation, suppose there are two
AR signals and generated from the same signal
Fig. 11. (a) Normalized cross-correlation between two 20-order AR random
processes     and    , between their corresponding white noise sequences
   and   , and the auto-correlation of    . (b) The normalized cross-
correlation between     and 50 realizations of     and the averaged nor-
malized cross-correlation.
model as that of the test signal, i.e., , but with two dif-
ferent white noise sequences and , respectively.
The two signals are both of the length 1000 samples. The nor-
malized cross-correlation6 of and , auto-correlation
of and cross-correlation of and are illustrated
in Fig. 11(a). As shown in the figure, the decaying speed of the
auto-correlation of is very slow and therefore the short
delay in the hearing-aid forward path is not sufficient to reduce
the correlation between and its delayed replica. When the
delayed replica of is replaced by another uncorrelated AR
process , the short-term correlation gets smaller but is still
high. However, the cross-correlation between and
is much smaller. This explains why the BLPC-FxAFC yields
much better performance than the BLPC-AFC in Fig. 10. The
temporal correlation between and exhibits a very
large variance as shown in Fig. 11(b), where the cross-corre-
lation between and 50 realizations of and the av-
eraged cross-correlation are illustrated. The 50 realizations of
are obtained by using 50 different white noise sequences.
The large variance of the temporal correlation between
and results in large fluctuations in the misalignment curve
of the BLPC-AFC. It can also be seen that the average cross-cor-
relation is much smaller, which implies that the long-term bias
can be removed by the BLPC-AFC.
Fig. 10 also shows that the performance of the FxAFC is
very close to that of the PEM-AFC, and the performance of
the BLPC-FxAFC is much better than that of the FxAFC and
PEM-AFC. This is because the online estimation of the signal
model from a short observation window exhibits variation,
which will result in nonwhite prediction error and short-term
bias, and therefore limits the performance of the FxAFC and
6The normalized cross-correlation refers to the cross-correlation between two
normalized sequences. Each sequence is normalized so its autocorrelation at
zero lag is unity.
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Fig. 12. Speech signal and the misalignments at high frequencies.
PEM-AFC. For the BLPC-FxAFC, although this problem also
exists, the performance is not influenced too much because the
prediction error at the receiver end is always a high-pass filtered
white noise sequence as pointed out in Section IV-A.
B. Simulation Results With a Speech Signal Input
In the second test case, an 8-s sample of female speech is
used as the input signal. The speech signal and the misalignment
above 2 kHz is illustrated in Fig. 12.
Fig. 12 shows that the misalignment of the BLPC-AFC is
around 2–3 dB lower than that of the AFC. The performance of
the FxAFC is again very close to that of the PEM-AFC. Com-
pared with the FxAFC and PEM-AFC, the BLPC-FxAFC re-
duces the misalignment by around 5 dB on average. This shows
that the BLPC vocoder helps to improve the estimation accu-
racy of the feedback path. The filtered-X based algorithms yield
better performance as expected.
The difference in the performance between the best and the
worst algorithms is smaller than that in the previous test case.
This is because the speech signal is generally not very correlated
with itself. Although during the periods of voiced speech the
autocorrelation is significant, the voiced state usually does not
last very long, and thus the buildup of bias is not large if the step-
size parameter of the adaptation in the feedback cancellation is
small enough and/or when a sufficient delay is introduced in
the hearing-aid process. Therefore, the bias problem tends to be
smaller with speech input signal.
It can also be noticed that all the curves exhibit significant
fluctuations. This is due to the dynamic nature of speech. The
speech signal is only stationary for 10–20 ms and switches fre-
quently between voiced state, unvoiced state and pauses.
The misalignment of the FxAFC, PEM-AFC, and
BLPC-FxAFC fluctuates more than that of the AFC and
BLPC-AFC. This actually happens in the transient part of
speech, during which the analysis frame of linear prediction
contains a segment of nonstationary signal. Linear prediction
with nonstationary data will result in an inaccurate model. For
Fig. 13. Spectrogram of the 8-s flute music signal which is normalized so that
the maximum peak is 0 dB.
the FxAFC and PEM-AFC, using the inverse of this inaccurate
model as the ADFs does not whiten at the microphone
side and at the receiver input, and may even color the
signal and introduce short-term bias in the adaptation. For
the BLPC-FxAFC, this inaccurate modeling also occurs, but
the misalignment is smaller than the FxAFC and PEM-AFC
because at the receiver end the signal after the decorrelation
filter is white at high frequencies.
C. Simulation Results With a Music Signal Input
In the third case, an 8-s sample of flute music is used as the
input signal. The spectrogram of the music signal is illustrated
in Fig. 13, which shows that the music signal is very tonal and
therefore very challenging for feedback cancellation systems.
The spectrogram is normalized so that the maximum magnitude
is 0 dB.
The misalignment above 2 kHz is shown in Fig. 14. The
BLPC-AFC and AFC both yield large misalignment although
the BLPC-AFC is slightly better. This is because the short-time
correlation for the tonal flute music input is very high even when
the original signal is replaced by the synthesized signal gener-
ated with a white noise sequence (cf. Fig. 11). It takes a long
time to average out this high temporal correlation with an NLMS
adaptation algorithm. In fact, feedback whistling happens for
the AFC and the BLPC-AFC at some places of the output signal.
The performance of the FxAFC and PEM-AFC is very sim-
ilar. Thanks to the two ADFs, they both give a better perfor-
mance than the AFC and the BLPC-AFC. But the remaining bias
still exists because the flute signal is not a perfect AR process.
The BLPC-FxAFC shows a significant improvement in the per-
formance over the other three methods because of both the re-
placement with an uncorrelated signal and the filtered-X adap-
tation.
D. Remarks on Sound Quality
The sound quality of the synthetic signals using the BLPC
with the same parameters and linear prediction algorithm
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Fig. 14. Misalignment at high frequencies when the flute music is used as the
desired input signal.
(Levinson–Durbin) in the simulation has been evaluated sub-
jectively by the authors.
For speech samples, the overall sound quality is degraded
very little although the difference between the original speech
and the synthesized speech can still be perceived. For hearing
impaired listeners, it is very likely that even this difference
can hardly be detected. During the transient part of speech,
noticeable effects due to the inaccurate modeling as mentioned
in Section V-B are very rare. This is mainly because of the
characteristics and the parameters of the BLPC. First, a rela-
tively short analysis window ( 10 ms) with heavy overlapping
(85.7%) is used in the BLPC to get a good time resolution,
which is one of the easiest ways to reduce transient effect [26].
Second, the BLPC synthesis only takes effect at high frequen-
cies and therefore the dominant energy of speech, which is
usually located at low frequencies, may partially mask the error
signal resulted from the inaccurate modeling in the high-fre-
quency region. Last, since the synthesis is driven by a white
noise sequence instead of an impulse train, only noise could
be heard when inaccurate modeling happens instead of other
unpleasant artifacts. When the microphone noise and ambient
noise are present, this noise due to inaccurate modeling sounds
even weaker or inaudible.
For tonal music samples, the degradation of sound quality de-
pends on the characteristics of the signals. For signals with a few
sharp peaks spaced sparsely in the high-frequency spectrogram,
such as the flute music sample, although the sound quality is
not preserved as well as for speech, it is not degraded very much
due to a high-order all-pole filter used to model the spectrogram.
For signals with a lot of peaks at high frequencies of the spec-
trogram or very complicated high-frequency spectrogram, the
sound quality is degraded to some extent because the modeling
fails to capture the spectrogram.
The thorough evaluation of the sound quality is not the scope
of this paper, which aims at technical description of the algo-
rithms and performance evaluation. The perceptual validity of
these preliminary findings is best addressed using a clinical trial
or/and an objective measure which will be the subject of future
studies.
VI. CONCLUSION AND FUTURE DIRECTIONS
In this paper, a new approach to the bias problem encoun-
tered in adaptive feedback cancellation in hearing aids is pre-
sented. The main idea of the method is to replace the receiver
input signal with a synthesized signal, which sounds perceptu-
ally similar to or even identical to the original signal but is sta-
tistically uncorrelated with the desired input signal.
To achieve this, a BLPC vocoder is proposed, which is
based on band-limited linear predictive coding of the processed
hearing-aid signal. To obtain effective decorrelation, impulse
trains are not used for excitation as in conventional LPC-based
vocoders during voiced speech. Instead, a white noise sequence
is always used to drive the estimated signal model to generate
the synthesized signal. Based on the facts that the magnitude
of the frequency response of the feedback path is usually much
higher in the high-frequency region and that the AFC usually
breaks down at high frequencies, the signal replacement is
performed at high frequencies to focus on the critical frequency
region to improve the performance of the AFC and also to
reduce the degradation in sound quality.
The BLPC vocoder can be used on top of a conventional
AFC to yield the BLPC-AFC, which reduces the long-term
bias. Moreover, the BLPC-AFC method can be further com-
bined with filtered-X adaptation to get the BLPC-FxAFC,
which can effectively reduce the short-term bias. The proposed
BLPC-FxAFC can also be regarded as a modified version of
the previously proposed PEM-AFC approach combined with
the BLPC vocoder.
The simulation results show that the BLPC is effective in re-
ducing the bias and the misalignment between the estimated and
the real feedback paths. The BLPC-FxAFC method has the best
performance for all the test signals.
The BLPC vocoder has a cutoff frequency at 2 kHz, which
avoids severe degradation of sound quality. According to the
subjective evaluation of the authors, the sound quality is very
well preserved for speech. For many music signals with only a
few peaks sparsely spaced at high-frequency spectrogram, the
sound quality is not degraded very much either. A clinical trial
and/or objective measure is still needed in the future to verify
these findings, which will be the subject of future research. In
addition, it is found that the dynamic nature of speech makes it
hard for the prediction error filter to keep up with and to effec-
tively decorrelate the signals. Two possible approaches could be
investigated to improve the dynamic AR modeling in the future:
the first approach is to use other time-varying LPC techniques,
such as the methods proposed in [27]; the second approach is
to use a detector of speech transition to adjust the position and
length of the analysis window of linear prediction.
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