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Un service Web geolocalise est un service de Web qui est offert dans une region 
ou un secteur geographique particulier. Dans sa phase d'execution, un service Web 
geolocalise utilise la position geographique d'un client mobile pour fournir le service. 
Par exemple, un service Web geolocalise pourrait etre une application de service 
d'urgence qui informe la police ou l'administration des sapeurs-pompiers d'une region 
specifique de remplacement ou s'est produit un accident de voiture, en utilisant la 
position geographique du telephone portable du conducteur. Dans la prochaine 
generation (troisieme generation et plus) des reseaux mobiles, pour obtenir la position 
d'un mobile, un service Web geolocalise interagira avec le serveur de position ou de 
localisation LCS (LoCation Service) d'un operateur de reseau mobile. 
En se rapportant aux specifications recentes sur les reseaux mobiles, les services 
Web geolocalises seront deployes sur les reseaux mobiles de la prochaine generation. 
Ainsi, il sera possible a un serveur d'applications de fournisseur SAS (Supplier 
Application Server) d'obtenir l'emplacement ou la position geographique d'un client 
mobile. Dans ce contexte, un SAS peut etre vu comme un ensemble de services Web qui 
necessitent la position d'un client mobile pour fournir le service. De par sa definition, un 
service Web geolocalise genere un probleme de continuite ou de maintenabilite d'une 
execution de service quand un client mobile entre dans une region ou le service n'est 
plus offert par le SAS en cours d'execution. Plusieurs etudes montrent que des milliers 
de services Web geolocalises seront deployes dans les reseaux mobiles. Le defi principal 
pour un client mobile sera de decouvrir un service specifique correspondant a ses 
criteres de selection tels que la proximite, le cout du service, la bande passante ou le taux 
d'utilisation du serveur d'applications, de maintenir ou de garantir la continuite 
d'execution d'un service. 
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Les protocoles traditionnels pour decouvrir des services ne sont pas adaptes aux 
services Web geolocalises car la position du client n'est pas un parametre d'entree pour 
trouver le service. Le deploiement de tels services exige done la definition d'un 
protocole de decouverte de service permettant, entre d'autres, de selectionner un serveur 
d'applications sur la base du contexte de localisation d'un client mobile (le contexte de 
localisation signifie l'emplacement ou la position geographique actuelle d'un client 
mobile), de coordonner la migration d'un service au SAS le plus proche (e'est le SAS 
qui offre le service en cours d'execution au contexte de localisation du client mobile) et 
de factoriser sur une base thematique (par exemple, localiser tous les conducteurs de 
taxi de compagnie ABC qui se trouvent a deux kilometres de ma position actuelle, dans 
ce libelle de localisation, la portion de phrase « les conducteurs de taxi de la compagnie 
ABC » est le theme ou sujet) les methodes de localisation communes aux differents 
types d'applications geolocalisees. Nous appelons localisation thematique la 
factorisation des methodes de localisation sur une base thematique. 
Les travaux effectues dans le domaine de la decouverte des services n'abordent 
pas ces defis de decouvrir les services Web geolocalises, de maintenir l'execution au 
serveur d'applications couvrant le contexte de localisation du client mobile et de 
localiser thematiquement les mobiles. Les architectures courantes sont adaptees pour 
decouvrir les services ou les clients fixes sont impliques et celles qui considerent la 
mobilite mettent l'emphase sur le code et la mobilite d'agent, plutot que la mobilite des 
donnees ou des taches au serveur d'applications le plus proche du contexte de 
localisation du client. En effet, les services Web sont orientes services et utilisent 
principalement un modele client/serveur. II est a noter qu'aucune des architectures 
suggerees dans la litterature n'offre une localisation thematique. 
Pour selectionner un service avec QoS «Quality of Service» (cout du service par 
domaine, bande passante, facteur d'utilisation d'un serveur d'applications), les clients 
mobiles doivent indiquer au systeme les valeurs desirees. La quasi totalite des protocoles 
de decouverte des services avec QoS existants integrent l'accomplissement des 
operations de negociation et de renegociation de QoS du reseau dans le processus de 
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decouverte des services. D'un point de vue conceptuel, ces operations font partie non 
pas du processus de decouverte de services mais plutot du processus d'acquisition de la 
QoS du reseau. Les approches qui prennent en compte cette separation utilisent des 
donnees de QoS non consistantes (telle que la bande passante dans un domaine 
specifique) dans le critere de selection du serveur d'applications. L'introduction des 
donnees consistantes, telles que la bande passante et le facteur d'utilisation du serveur 
d'applications dans le critere de selection du serveur d'applications, permet lors d'une 
recherche ou d'une migration de service d'effectuer la selection du serveur en ayant une 
vue dynamique des donnees de QoS dans un domaine specifique. 
Cette these propose un nouveau systeme «intergiciel» (middleware) appele 
architecture de services Web geolocalises GLWSA (Geo-Located Web Services 
Architecture) qui etend les fonctionnalites des protocoles UDDI (Universal Description, 
Discovery, and Integration) et MLP (Mobile Location Protocol) en ajoutant la topologie 
de GLWSA et les methodes de localisation thematique factorisees, respectivement. Nous 
proposons egalement un nouveau mecanisme de collecte de QoS qui collecte la bande 
passante et le facteur d'utilisation d'un serveur applications dans un domaine particulier, 
propage les donnees collectees aux noeuds de decouverte de services de la topologie et 
les utilise dans le critere de selection d'un serveur d'applications. Brievement, le 
mecanisme de collecte des donnees dynamiques de la QoS consiste, pour un service 
specifique, de collecter periodiquement la bande passante et le facteur d'utilisation d'un 
SAS d'un domaine particulier en envoyant un message de collecte de trafic a tout SAS 
qui offre le service en question dans ce domaine. L'objectif principal de GLWSA est 
d'agir comme un systeme reparti de decouverte de services Web geolocalises qui permet 
de maintenir une execution de service au serveur d'applications le plus proche du 
contexte de localisation d'un client mobile. 
Les resultats d'experimentation obtenus montrent que le systeme GLWSA 
propose constitue une architecture adequate pour decouvrir les services Web 
geolocalises, coordonner la migration de service au serveur d'applications le plus proche 
et localiser thematiquement les clients mobiles. Ce systeme permet de rechercher un 
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service Web geolocalise avec un temps RTT (Round Trip Time) moyen de 28 
millisecondes (pour un service Web geolocalise sans QoS) et 41 millisecondes (pour un 
service Web geolocalise avec QoS). Les performances de la coordination de la migration 
sans ou avec qualite de service sont satisfaisantes car dans les deux cas, plus de 98% des 
mesures du RTT moyen de la coordination respectent le delai sur la contrainte de 
coordination de migration (soit inferieur ou egal a 30 millisecondes). Nous demontrons 
egalement que le mecanisme de collection et de soumission des donnees de la QoS du 
systeme GLWSA est consistant par rapport a d'autres systemes effectuant egalement la 
collection des donnees dynamiques de la QoS (par exemple, la bande passante). Les 
resultats obtenus montrent que la localisation thematique proposee offre un gain 
substantiel en temps par rapport a la localisation ordinaire d'un groupe de mobiles. 
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Abstract 
A geo-located web service is a web service that is offered in a particular 
geographical region or area. In the execution phase, a geo-located web service uses the 
mobile position to deliver a service. For example, a geo-located web service could be an 
emergency application which informs the police or firefighter administration of a 
particular region about the location of a car accident, using the driver's mobile phone 
position. In next generation (third and up generation) of mobile networks, to obtain the 
mobile position, a geo-located web service will interact with the position or LoCation 
Services (LCS) server of a mobile network operator. 
By referring to the mobile network specifications, the geo-located web services 
will be deployed on the next generation mobile networks. Then, it will be possible to a 
Supplier Application Server (SAS) to get the location or geographical position of a 
mobile client. In this point of view, an SAS is considered as a set of web services that 
require the client position to deliver the service. 
A geo-located web service generates a maintainability problem of a service 
execution when a mobile client moves to a location area where the service is no longer 
offered by the SAS in execution. 
The major challenge for a mobile client, as geo-located web services will be 
increasingly deployed in organizations, will be to discover a specific service 
corresponding to their requirements such as proximity, service cost, network bandwidth 
or server utilization rate and to maintain a service in execution. 
Traditional protocols for discovering services are not adapted to the geo-located 
web services as the client position is not an entry parameter to find a service. The 
deployment of such services thus requires the definition of a service discovery protocol 
allowing, among others, to select an SAS based on the location context of the mobile 
client (the location context refers to the current geographical area or position of a mobile 
client), to migrate services in execution to the nearest or closest SAS (it is an SAS that 
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offers the service in execution at the current location context of a mobile client) and to 
factorize common location methods based on thematic aspect (for example, locate all 
taxi drivers of ABC company within two miles of my current position, where 'taxi 
drivers of ABC is a theme or subject). The selection of common locations based on 
thematic aspect is called a thematic location. 
Related work in this field do not challenge the problem of discovering geo-
located web service and maintain the service execution in the location context of a 
mobile client. Current architectures are either adapted to discover services where fixed 
clients are involved and those which consider the mobility put the emphasis on code and 
agent mobility, rather than data or task mobility to the closest SAS (as the web services 
are service oriented and use a client/server model) based on the location context of the 
mobile client and maintainability of service execution. Moreover, none of the 
architectures suggested in the literature offer a thematic factorization of common 
location methods to a set of application suppliers. 
To select a service with QoS (service cost per domain, the bandwidth, the 
utilization factor of an application server), mobile clients must specify to the system, the 
required values to be controlled. Relate work in the area of service discovering with QoS 
emphasizes in the real-time completion of network QoS negotiation and re-negotiation 
operations to return service address to a client. In design aspect, these operations are not 
in the discovering service process but in network QoS process. Some approaches which 
take in account this separation use non consistent QoS data (network bandwidth view in 
a particular domain) in the application server selection. The input of the consistent 
network bandwidth in the server selection and service migration criterion inducts to 
select an application server and to migrate a service with knowledge of the network 
bandwidth traffic in a specific domain. 
This thesis proposes a new middleware system called Geo-Located Web Services 
Architecture (GLWSA) which extends the UDDI (Universal Description, Discovery, and 
Integration) registry and the MLP (Mobile Location Protocol) by adding the GLWSA 
topology and the factorized thematic location methods, respectively. We built a new 
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mechanism that collects the network bandwidth and the utilization factor of a server 
application, maintains the consistency of collected data and uses them in the selection 
and the migration criteria of the SAS server. For a specific service, the network 
bandwidth and SAS utilization factor are collected periodically in a particular GLWSM 
(Geo-Located Web Services Manager) domain by sending a collect traffic message to all 
SAS that offer the concerned service in this domain. Then, each SAS sends a bandwidth 
quotation message to the MAP (Mobile Anchor Point) of the GLWSM domain in order 
to get the bandwidth traffic and determines the SAS processor rate. The proposed 
mechanism aims to select application servers with dynamic QoS parameters (network 
bandwidth, server utilization factor). The main objective of the GLWSA is to propose a 
distributed geo-located web services discovery system that allows to maintain a service 
execution closest to the location context of a mobile client. 
Results show that the suggested GLWSA system offers an adequate architecture 
to discover the geo-located Web services, to coordinate the migration of service to the 
nearest applications server and to locate thematically the mobile clients. It makes it 
possible to lookup a geo-located Web service with an average RTT (Round Time Trip) 
of 28 milliseconds (for a geo-located Web service without QoS) and 41 milliseconds (for 
a geo-located Web service with QoS). The performances of the coordination of the 
migration without or with quality of service are satisfactory because in both cases 98% 
of measurements of the average RTT of coordination respects the time on the constraint 
of coordination of migration (either less than or equal to 30 milliseconds). We also show 
that the mechanism of collection and propagation of the QoS data in GLWSA system is 
consistent compared to other systems also carrying out the collection of the dynamic 
QoS data (for example, the bandwidth). The results obtained show that the thematic 
location suggested offers a substantial gain in time compared to the ordinary location of 
a group of mobiles. 
Xll l 
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Les reseaux mobiles ont pour principal role de mettre en communication les 
unites mobiles telles que les ordinateurs portables ou les PDA avec des entites physiques 
fixes (serveurs d'applications, telephone fixe, telecopieur, etc.) ou d'autres unites 
mobiles par le biais des ressources d'un operateur reseau mobile. Dans ces reseaux, le 
trafic des messages echanges entre les entites emettrice et receptrice impliquees dans 
une communication passe par une interface radio, un reseau radio et un reseau cceur [1], 
[2], elements qui constituent le reseau mobile, et par des reseaux independants tels que 
Internet, pour acheminer des paquets de donnees au destinataire. 
Dans la specification des reseaux mobiles de prochaine generation [1], [2], il y 
est indique qu'il sera possible grace aux techniques de localisation [32], [69], et par le 
biais du serveur de localisation ou de position LCS (LoCation Services) d'un operateur 
reseau, de restituer aux clients interesses, la position geographique des unites mobiles se 
deplagant le long de la topologie des reseaux mobiles. L'implementation de cette 
specification ouvre la voie au developpement des applications utilisant la position 
geographique des unites mobiles afin d'octroyer un service. Un tel type de service, qui 
est offert dans une region geographique donnee et qui necessite pour son execution la 
position geographique d'un client, est communement appele service geolocalise [60]. 
Certains exemples d'applications des services geolocalises ont ete etudies dans la 
litterature pour demontrer l'apport de la geolocalisation dans le developpement des 
applications mobiles [54], [70], [78], [82], [88], [92], [99]. Pour developper les services 
geolocalises, la technologie des services Web est generalement suggeree [26] car ces 
services sont faiblement couples et doivent etre omnipresents (notion d'ubiquite), 
interoperables et disponibles pour d'autres applications. Nous appelons un tel service un 
service Web geolocalise. 
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Contrairement aux applications client/serveur ordinaires, ou le client mobile est 
rattache a un serveur d'applications au cours de sa mobilite d'un reseau d'acces aux 
paquets a un autre, la nouvelle capacite (restitution de la position geographique) offerte 
par les reseaux mobiles, permet de developper des applications ou l'execution du service 
s'effectuera au serveur d'applications le plus proche du lieu de localisation actuel d'un 
client mobile requerant. En choisissant continuellement le serveur d'applications le plus 
proche, le temps de propagation client/serveur decroit si la distance entre le client et le 
serveur diminue. 
D'apres certaines etudes [26], [32], [45], les services Web geolocalises seront de 
plus en deployes dans le futur. Ainsi, pour un client donne, le defi principal dans une 
telle configuration sera de decouvrir un service specifique correspondant a certains 
requis sur la proximite, le cout du service, la bande passante du reseau, le facteur 
d'utilisation du serveur ou le delai de propagation. 
Les pro toco les traditionnels de decouverte des services (SLP, Jini, DNS, UDDI, 
Globe) ne sont pas adaptes aux services Web geolocalises car la position du client n'est 
pas un parametre requis pour selectionner un service. Le deploiement de tels services 
exige ainsi la definition d'un protocole de decouverte de services permettant, entre 
autres, de choisir un serveur du fournisseur d'application SAS (Supplier Application 
Server) sur la base du contexte de localisation du client mobile, d'informer le serveur 
d'applications de migrer le service d'un client mobile en cours d'execution vers un SAS 
geographiquement le plus proche et de factoriser thematiquement les methodes de 
localisation d'un groupe de mobiles. Le terme utilise pour denommer ce type de 
localisation est la localisation thematique. Un exemple de localisation thematique d'un 
groupe de mobiles serait «localiser tous les conducteurs de taxi de la compagnie ABC 
situes a deux kilometres de ma position actuelle ». Dans cet exemple, la portion de texte 
«les conducteurs de taxi de la compagnie ABC » materialise le theme ou le sujet. 
L'analyse des travaux de recherche relatifs a la decouverte des services ne nous a pas 
permis de relever l'existence d'une proposition couvrant ces differents requis de 
conception. Les architectures courantes sont adaptees pour decouvrir des services ou les 
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clients fixes sont impliques [39], [73], [85], et celles qui considerent la mobilite mettent 
l'emphase sur la mobilite de code (agent mobile) [24], [41], [59] plutot que l'execution 
de services dans un serveur d'applications proche du contexte de localisation du client 
mobile. D'ailleurs, aucune des architectures proposees dans la litterature n'offre la 
possibilite d'effectuer une localisation thematique d'un groupe de mobiles lies par un 
theme. 
De plus, la plupart des travaux sur la decouverte des services avec QoS [4], [5], 
[30], [44], [61], mettent l'accent sur la completude en temps reel des operations de 
negociation et de renegociation de la QoS des reseaux avant de retourner l'adresse du 
service au client requerant. En realite, pour que les operations de negociation et de 
renegociation prennent effet, le serveur de decouverte de services doit avoir une 
connaissance a priori de l'adresse du serveur d'applications a lier a la requete du client. 
Cela signifie en clair que le choix du serveur d'applications s'effectue aleatoirement, 
avant d'entreprendre la negociation et la renegociation de la QoS des reseaux traverses. 
D'un point de vue conceptuel, ces operations ne sont pas des operations du processus de 
decouverte des services mais plutot du processus d'acquisition des parametres de QoS 
du trafic reseau. Afin d'introduire la connaissance du trafic reseau dans la prise de 
decision du processus de selection des serveurs d'applications, il faut done separer les 
operations de negociation et de renegociation du processus de decouverte des services, 
puis d'injecter et maintenir dans le serveur de decouverte de services d'un domaine 
specifique, une vue consistante des parametres du trafic reseau dudit domaine. Les 
travaux actuels qui tiennent compte de cette separation [30] maintiennent des parametres 
de QoS (bande passante ou facteur d'utilisation d'un SAS) non consistantes dans le 
processus de selection du serveur d'applications. 
Dans l'optique de resoudre les defis enonces ci-dessus, il importe de definir une 
architecture coherente et robuste de decouverte des services Web geolocalises pour les 
reseaux mobiles de prochaine generation, ce qui fait l'objet de cette these. Nous 
appelons cette architecture de decouverte de services GLWSA (Geo-Located Web 
Services Architecture). 
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Dans ce chapitre d'introduction, nous presenterons les definitions et concepts de 
base, exposerons les elements de la problematique, preciserons les objectifs de la 
recherche et esquisserons la methodologie utilisee ainsi que le plan de la these. 
1.1 Definitions et concepts de base 
La decouverte des services geolocalises dans un reseau mobile fait ressortir deux 
principales notions : la localisation des mobiles et la localisation des services ou 
decouverte des services proprement dite. 
1.1.1 La localisation des mobiles 
Grace a 1' implementation des specifications du standard IMT-2000 
(International Mobile Telecommunications-2000) [77], [90], les reseaux mobiles de 
prochaine generation ont le potentiel de permettre le developpement des services bases 
sur le contexte de localisation geographique des unites mobiles. Differentes architectures 
ayant la fonctionnalite de determiner la localisation geographique des clients mobiles 
sont proposees par les operateurs des reseaux mobiles telles que UMTS (Universal 
Mobile Telecommunications System) [32] ou CDMA-2000 (Code Division Multiple 
Access 2000) [2]. Dans la litterature, les reseaux mobiles qui ont le potentiel de restituer 
la localisation geographique des unites mobiles aux applications sont appeles reseaux 
LCS (LoCation Services) [18], [32]. Un exemple de reseau LCS est le reseau LCS de 
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Figure 1.1 Architecture LCS issue de UMTS 
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Un reseau UMTS est compose de trois domaines : le domaine du client mobile, le 
domaine du reseau d'acces UTRAN (UMTS Terrestrial Radio Access Network) et le 
domaine du reseau coeur. Le domaine du client mobile regroupe differents types de 
terminaux que l'usager peut utiliser (PDAs, ordinateurs, telephones, etc.) pour acceder a 
Finfrastructure et aux services. Le reseau d'acces fournit a un usager du domaine client 
mobile les ressources necessaires pour acceder au reseau cceur. Le reseau d'acces 
UTRAN est compose des equipements tels que la station de base nceud B (node-B), le 
controleur du reseau radio RNC (Radio Network Controller) et le controleur des services 
du reseau radio SRNC (Serving Radio Network Controller). Le role principal du noeud B 
est d'assurer la transmission et la reception radio entre l'UTRAN et un ou plusieurs 
equipements usagers. Un RNC gere 1'admission et la releve (handover) des requetes 
destinees aux noeuds B qui sont sous son controle. Le SRNC permet d'interconnecter le 
reseau d'acces au reseau cceur. Le terme sous-systeme du reseau radio RNS (Radio 
Network System) est generalement utilise pour designer un RNC et 1'ensemble des 
noeuds B qui lui sont associes. Le reseau cceur est compose de l'ensemble des 
equipements qui assurent des fonctions telles que le controle des appels, le controle de la 
securite, la gestion de 1'interface avec les reseaux externes. II permet aux usagers de 
communiquer a l'interieur d'un meme reseau de telephonie mobile, assure 
1'interconnexion avec les reseaux externes et permet de maintenir des communications 
securitaires mSme lorsque l'usager est en deplacement. Le reseau cceur est subdivise en 
domaines a commutation de circuits CS (Circuit Switch) et a commutation de paquets PS 
(Packet Switch). Le domaine de commutation de circuits est compose des equipements 
tels que 3G-MSC et VLR. Le domaine de commutation des paquets est compose des 
equipements tels que le nceud de service d'un paquet generalise de service radio SGSN 
(Serving General packet radio service Support Node), le nceud passerelle d'un paquet 
generalise de service radio GGSN (Gateway General packet radio service Support 
Node) et HLR (Home Location Register). 
Les principaux composants materiels de 1'architecture LCS sont: l'unite 
mobile (UM), l'unite des mesures de localisation (LMU), le centre de localisation des 
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services du mobile (SMLC), la passerelle au serveur de localisation des services des 
mobiles (GMLQ, le 3G-MSC/VLR, la station de base (Node-B), le controleur du sous-
systeme radio (RNQ, le controleur du sous-systeme radio courant (SRNQ et le registre 
de localisation de residence (HLR). 
L'unite mobile utilise la communication radio pour interagir avec les stations de 
base Node-B. Certaines unites mobiles sont equipees d'un equipement GPS «Global 
Position System » qui detecte la position geographique d'une unite mobile. 
La LMU capte les signaux emis par les stations de base qu'elle controle (3 ou 4 
Node-B), puis effectue des calculs de difference de temps d'arrivee des pairs de signaux 
captes. Ces calculs sont necessaires aux algorithmes de determination de la position 
geographique d'une unite mobile tels que E-OTD (Enhanced Observed Time Difference) 
et OTDOA (Observed Time Difference Of Arrival). Les LMUs sont integrees dans les 
Node-B (LMU type B) ou des entites distinctes et distribues dans le reseau (LMU type 
A). 
Le SMLC est le gestionnaire principal des activites de determination de la 
position geographique des mobiles. II recoit de la GMLC les requetes de determination 
de la position des unites mobiles et les transmet aux LMUs appropriees. Les calculs 
intermediaries effectues par les LMUs ou les unites mobiles sont transmis par la suite au 
SMLC pour determiner la position geographique. Le SMLC est un element reseau 
distinct ou integre au SRNC. 
La GMLC recoit d'un abonne au service les requetes de determination de la 
position geographique d'un client mobile. Elle controle le mecanisme d'authentification, 
de facturation du requerant et verifie ses droits d'acces aux ressources. Elle transmet 
ensuite la requete au SMLC et retourne la position geographique calculee au client 
concerne. Dans la litterature de la localisation des services de reseaux mobiles, 
l'equipement qui regoit les requetes de positionnement et calcule la position des unites 
mobiles est connu sous le nom de serveur LCS. 
Le 3G-MSC est un centre de commutation des mobiles et le VLR est le registre de 
localisation des visiteurs. Le Node-B est 1'appellation donnee a une station de base dans 
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le systeme UMTS. Le RNC est le controleur du sous-systeme radio. II interconnecte 
plusieurs Node-B. Le SRNC est le controleur du sous-systeme radio courant d'une unite 
mobile donnee. Le HLR contient les informations de souscription au LCS, 
d'authentification et d'identification des clients mobiles. Le client LCS externe est 
generalement un serveur d'applications d'un fournisseur qui utilise le reseau LCS afin 
de determiner la position des clients mobiles. 
Les interfaces (Uu, Iu-b, Iu-r, Iu-CS, Iu-PS, Lg, Lh et Le) permettent d'etablir un 
echange d'informations entre deux entites distinctes. L'interface Uu permet d'etablir une 
communication entre l'unite mobile et les ressources radio (Node-B, SRNC). L'interface 
Iu-b permet d'echanger entre un RNC et un Node-B les informations de signalisation et 
de controle telles que la gestion des canaux communs, des ressources communes ou de 
configuration des cellules. L'interface Iu-r permet d'echanger entre deux RNCs les 
informations de signalisation et de controle telles que la gestion des liens radio et 
physiques, et la gestion de relocalisation des SRNCs. Les interfaces Iu-CS et Iu-PS 
permettent d'echanger les informations entre un RNC et le domaine de commutation des 
circuits du reseau coeur et entre un RNC et le domaine de commutation des paquets du 
reseau coeur, respectivement. L'interface Lg permet que les domaines de la commutation 
des circuits et des paquets puissent communiquer avec la GMLC. L'interface Lh permet 
un echange d'informations entre le GMLC et le HLR. L'interface Le permet a un client 
externe d'interagir avec les ressources de localisation des mobiles. 
D'un point de vue applicatif, la representation du reseau LCS (Figure 1.2) revient 
a un serveur localisation LCS qui regroupe les fonctionnalites de determination de la 
position des mobiles et interagit avec les ressources du reseau radio et du reseau coeur 
considerees comme boite noire afin de calculer la position des clients mobiles. 
/^Client LCs"\ 
\ externe J 
Figure 1.2 Reseau LCS d'un point de vue applicatif 
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Pour determiner la position geographique d'une unite mobile, le reseau LCS 
utilise des methodes pour calculer la position. Ces methodes peuvent etre classifiees en 2 
categories [6], [50], [83], [87] : les methodes orientees terminal (calcul de la position 
dans le terminal de l'unite mobile) et les methodes orientees reseau (calcul de la position 
dans un reseau). Nous presentons ci dessous les methodes requises dans les reseaux 
mobiles de prochaine generation. 
> Methode CELLJD 
La methode d'identification de la cellule CELLJD consiste a determiner la 
cellule ou se trouve l'equipement mobile. C'est une methode issue des procedures de 
mise a jour et de recherche d'une unite mobile dans le reseau etudie. Generalement, la 
methode CELLJD est utilisee de concert avec la methode RTT pour ameliorer la 
precision des resultats [32]. Sa precision varie entre 300 metres et 10 kilometres et 
depend du diametre de la cellule. 
> Methode RTT 
La methode RTT permet de mesurer le temps RTT (Round Trip Time) et 
d'ameliorer la precision de mesure de CELLJD, en calculant le temps d'un trajet aller-
retour d'un signal emis par la station de base courante vers l'unite mobile [32]. La 
mesure de ce temps est effectuee a la LMU associee a la station de base courante, puis la 
distance relative entre la station de base courante et l'unite est alors deduite. Sa precision 
est comprise entre 100 et 500 metres. 
> Methode OTDOA 
Dans la methode OTDOA (Observed Time Difference Of Arrival), la position 
geographique de toutes les stations de base d'un reseau est supposee connue et une LMU 
est en charge de controler trois stations de base [69]. Cette methode est illustree a la 
Figure 1.3. 
Figure 1.3 Methode OTDOA 
Pour determiner la position, la LMU envoie un signal de synchronisation aux 
trois stations de base les plus proches de l'unite mobile. A la reception du signal de 
synchronisation, chacune de ces stations emet un signal vers l'unite mobile. L'unite 
mobile mesure la difference de temps d'inter-arrivee des signaux recus. Les differences 
de temps mesurees par l'unite mobile sont transmises par la suite au SMLC afin 
d'estimer la position geographique du mobile. L'emplacement geometrique de l'unite 
mobile est le point d'intersection des deux courbes hyperboliques tel qu'illustre a la 
Figure 1.3. Sa precision est de l'ordre de 300 metres. 
> Methode A-GPS 
A-GPS (Assisted Global Position System) illustree a la Figure 1.4, est une 
methode hybride dans le sens qu'elle utilise les ressources satellites GPS (Global 
Position System) et les ressources du reseau mobile pour determiner la position 
geographique d'une unite mobile [29], [94], [102]. Fonctionnellement, l'unite mobile est 
localisee prealablement par le reseau mobile en utilisant la methode CELL_ID. Puis, 
afin d'ameliorer la precision des resultats, l'unite mobile et la LMU sont equipees 
chacune d'un capteur GPS et recoivent des signaux en provenance d'au moins 4 
satellites. La LMU connait en permanence l'adresse des quatre satellites avec lesquelles 
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elle est en communication car elle regoit periodiquement de ceux-ci leur signature et leur 
position geostationnaire. Elle transmet les adresses des satellites a l'unite mobile afin 
d'eliminer le temps de recherche desdits satellites. L'unite mobile envoie par la suite un 
signal a ces quatre satellites afin de determiner le RTT avec chacun d'eux. Apres avoir 
calcule le delai de reception de chaque signal satellite, l'unite mobile les transmet a la 
LMU qui determine la position geographique de l'unite mobile. Sa precision est de 
l'ordre de 5 metres. 
Figure 1.4 Methode A-GPS 
1.1.2 La localisation des services 
La localisation des services, plus connue sous la denomination decouverte des 
services, illustree a la Figure 1.5, a trois fonctionnalites principales : la publication d'un 
service, la recherche d'un service et la mise en relation du client avec un serveur 
d'applications [23], [103]. Nous entendons par service un ensemble de methodes 
publiques specifiees dans une interface ou un document WSDL (Web Service Document 
Language) et mise a la disposition des clients dans le but d'interagir avec un composant 
logiciel d'une application specifique. Un service a un nom et plusieurs autres attributs 
tels que l'adresse de localisation ou sa description [40], [103]. 
La publication des services est un composant logiciel implementant une methode 
ou un ensemble de methodes qui permettent d'enregistrer la description d'un service 
dans un registre de decouverte des services [22], [42], [43], [71], [103]. Elle consiste a 
transmettre les informations qui decrivent un service au serveur de decouverte de 
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services et a les enregistrer dans un registre dedie. Si les serveurs de decouverte de 
services sont distribues, la publication des services fait appel a des fonctionnalites de 
replication de services pour maintenir une consistance des donnees reparties. 
Figure 1.5 Interactions dans une decouverte des services 
La recherche des services est un composant logiciel implementant une methode 
ou un ensemble de methodes permettant de selectionner un service sur la base des 
parametres requis par un requerant [22], [42], [43], [71], [103]. Elle consiste 
principalement a selectionner un service desire, puis de trouver le serveur d'applications 
le mieux approprie aux requis de la requete envoyee (par exemple la position 
geographique du client mobile). Elle retourne au requerant l'adresse du serveur 
d'applications et le met en relation avec le serveur d'applications selectionne grace a une 
redirection de la requete vers l'adresse dudit serveur [103]. 
1.2 Elements de la problematique 
Avec l'etendue des utilisateurs interconnectes au reseau Internet, les fournisseurs 
d'applications distribuent leurs services afin de reguler la charge des serveurs 
d'applications et de tenir compte de l'expansion des clients. Pour decouvrir ces services, 
des serveurs de decouverte des services sont deployes et implementent des protocoles de 
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decouverte des services qui maintiennent les informations sur la description detaille'e des 
services des fournisseurs d'applications. 
Dans une communication de bout-en-bout entre un client mobile et un serveur 
d'applications, les messages des clients mobiles interconnectes au reseau Internet 
transitent au prealable par un reseau mobile, ce qui augmente le temps global de transit. 
Ce temps a une incidence sur la facturation des communications des clients mobiles. En 
effet, la tarification des clients mobiles est elevee et etablie au volume de donnees 
echangees ou au temps d'utilisation des ressources [49], alors que les clients fixes ont 
generalement un taux forfaitaire d'utilisation a prix modique. Certains operateurs 
reseaux mobiles tels que SFR [75] ont choisi d'offrir leur tarification sur la duree 
d'utilisation des ressources. Dans le but de reduire le temps global de transit, les 
serveurs d'applications doivent etre distribues avec comme critere principal le 
rapprochement des services aux clients mobiles. Ceci n'est possible que si Ton connait 
exactement la position geographique des clients mobiles. Grace aux reseaux mobiles de 
prochaine generation, cette condition est remplie par un serveur LCS qui retourne aux 
applications la position geographique d'un client mobile. Cependant, les protocoles de 
decouverte de services classiques [39], [73], [85], [91] ne permettent pas de decouvrir 
les services sur la base du contexte de localisation des clients mobiles et encore moins de 
maintenir l'execution d'un service au serveur d'applications le plus proche du client 
mobile le long de sa trajectoire de deplacement dans le reseau. 
Afin de tenir compte de ce critere de rapprochement des services du contexte de 
localisation des clients mobiles, il est necessaire de definir une topologie adequate de 
repartition des serveurs de decouverte de services sur un reseau LCS d'un operateur 
donne. Ce choix topologique vise par ailleurs a reduire le flux de messages echanges 
dans une communication de bout-en-bout et a maintenir des donnees consistantes de 
QoS dans le cas d'une decouverte de services avec QoS. Les operations de gestion de 
cette topologie ont ete adjointes au protocole UDDI (Universal Description, Discovery 
and Integration) utilise comme standard de decouverte des services Web. Dans l'optique 
de decoupler le serveur LCS et les serveurs d'applications SAS, il est convenable de 
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factoriser les fonctionnalites de localisation des mobiles au serveur «intergiciel» de 
decouverte des services. Le decouplage est necessaire si on souhaite couvrir un grand 
eventail de fournisseurs d'applications. Dans la litterature, nous n'avons pas releve 
l'existence d'une factorisation sur une base thematique des methodes de localisation des 
mobiles. Nous demontrons dans les resultats obtenus que la localisation thematique 
permettrait, dans une interrogation d'un groupe d'usagers mobiles, de diminuer la taille 
des requetes sur la position des clients mobiles formulee par les applications. Car, les 
messages envoyes contiendront le nom specifique du sujet interroge au lieu d'une liste 
d'identifiants de mobiles que Ton veut interroger tel que cela se fait presentement. 
Dans le cas d'une recherche d'un service avec QoS, les protocoles existants 
selectionnent un serveur d'applications sur une base aleatoire avant d'effectuer la 
negociation et la re-negociation de la QoS. Pour resoudre ce defaut architectural, nous 
proposons un nouveau mecanisme de collecte de QoS (bande passante et facteur 
d'utilisation d'un SAS) qui permettra d'utiliser les parametres de QoS collectes dans le 
processus de selection du serveur d'applications. 
La mise en place d'une architecture adequate de decouverte des services Web 
deployee le long d'un reseau mobile et satisfaisant un certain nombre de proprietes 
constitue done une preoccupation pertinente et un defi de recherche interessant.. 
1.3 Objectifs de recherche 
L'objectif principal de cette these est de proposer une architecture repartie de 
decouverte des services Web geolocalises permettant de decouvrir les services Web 
geographiquement les plus proches du contexte de localisation d'un client mobile. De 
maniere plus specifique, les objectifs vises sont: 
1. de proposer un modele architectural de decouverte des services Web 
geolocalises qui permet de: 
o publier les services Web geolocalises ; 
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o rechercher un service Web geolocalise (avec ou sans QoS) le plus proche 
du contexte de localisation d'un client mobile ; 
o coordonner la migration d'un service au serveur d'applications 
geographiquement le plus proche du contexte de localisation d'un client 
mobile ; 
o proposer un mecanisme de collecte de donnees de QoS (bande passante et 
facteur d'utilisation d'un serveur d'applications) pour un service donne et 
dans un domaine specifique controle par un serveur de decouverte de 
services ; 
o selectionner un serveur d'applications sur la base des parametres de QoS 
prealablement collectes (bande passante et facteur d'utilisation d'un 
serveur d'applications); 
o definir un modele de localisation thematique des services geolocalises. 
2. proposer et evaluer 1'architecture fonctionnelle proposee. 
L'architecture proposee sera assujettie aux contraintes non fonctionnelles 
d'expansion et de coordination de la migration de services. L'expansion refere a la 
possibility d'accroitre le nombre de noeuds dans la topologie, advenant une augmentation 
du nombre de clients. La contrainte de coordination d'une migration de service est une 
contrainte de temps limite que nous imposons au RTT (Round Trip Time) moyen de 
1'operation de coordination d'une migration de service afin de limiter le surcout de 
temps induit par le controle de la migration de service et d'evaluer la fonctionnalite de 
coordination. Nous fixons cette valeur limite du RTT moyen de la coordination de 
migration de service a 30 millisecondes. 
Nous formulons comme hypotheses l'existence d'une architecture LCS de base 
offerte par l'operateur reseau et utilisons le protocole MLP (Mobile Location Protocol), 
recommande par le groupe LIF (Location Inter-operability Forum) [50], comme 
protocole d'interoperabilite avec un serveur de position LCS. 
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1.4 Esquisse methodologique 
L'approche utilisee pour atteindre les objectifs projetes repose essentiellement sur 
1'analyse de la decouverte des services Web dans un contexte de mobilite du client. Dans 
cette optique, toutes les entites qui interagissent avec le systeme sont decouvertes, les 
protocoles de communication sont resolus, et une organisation appropriee des 
composants est effectuee. Nous supposons que UDDI est le protocole de base de 
decouverte des services Web et nous adjoignons a ce protocole les fonctionnalites liees a 
la mobilite du client. Nous considerons MLP comme protocole d'interoperabilite de 
localisation des mobiles, auquel nous adjoignons des methodes de localisation des 
groupes de mobiles en factorisant les methodes de localisation sur une base 
thematique. Pour factoriser thematiquement les methodes de localisation, nous avons 
etabli une typologie des services geolocalises connus dans la litterature. Nous 
distinguons principalement 4 categories de services: informationnels, suivi des traces 
d'un objet mobile, gestion de ressources et navigationnels [83]. Cette approche nous 
conduira a definir les methodes qui decrivent le comportement du systeme (rechercher 
un service Web avec ou sans QoS, publier un service Web, coordonner la migration d'un 
service Web). 
Pour collecter les donnees de QoS, nous allons distinguer deux categories de 
donnees de QoS: les donnees statiques et les donnees dynamiques. Les parametres 
statiques de QoS seront obtenus lors de la publication des services par un fournisseur 
autorise. On distingue comme parametres statiques : le cout du service par domaine, la 
bande passante minimum (BW_min), la bande passante maximum (BW_max), la taille 
maximum des donnees de service (SDU_smax), le delai de propagation minimum 
(PPD_min) et le delai de propagation maximum (PPD_max). Les parametres 
dynamiques de QoS (bande passante du reseau (BW), le facteur d'utilisation d'un SAS 
(UF)) sont obtenus dans un domaine donne et pour un service Web specifique, par le 
serveur decouverte des services GLWSM dudit domaine, qui formule une requete de 
soumission de QoS aux SAS de son domaine implementant le service en question. 
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Les methodes decrites conduiront a la definition d'une architecture fonctionnelle 
decoupant les fonctionnalites de 1'architecture en modules ou composants logiciels. Pour 
analyser 1'architecture fonctionnelle, la methodologie «top-down », consistant a etudier 
les cas d'utilisation du systeme, est utilisee pour decouvrir les composants logiciels et 
les organiser. Cette approche utilise le paradigme oriente objets et permet de decouvrir 
les classes, de representer les sequences d'appels de methodes conduisant a la realisation 
d'un cas d'utilisation donne. Elle permet aussi de montrer le choix des technologies 
logicielles utilisees pour resoudre le probleme etudie. 
1.5 Principales contributions et originalite 
Cette these resout trois problemes inherents a la decouverte des services Web 
geolocalises dans les reseaux mobiles: decouvrir les services Web geolocalises avec ou 
sans QoS quand un client mobile est dans une region donnee, continuer l'execution d'un 
service au serveur d'applications le plus proche quand un client sort de la region 
geographique couverte par le serveur d'applications courant, et interroger un groupe de 
mobiles lie par un theme. 
Afin de decouvrir les services Web geolocalises, nous proposons dans nos 
travaux un nouveau modele architectural qui tient compte de la mobilite du client et 
determine le serveur d'applications le plus proche couvrant la position geographique 
d'un client mobile. Ce modele architectural repose sur une topologie hierarchique a deux 
niveaux: le niveau racine et le niveau des feuilles. Le niveau racine possede un noeud 
unique appele nceud racine. Le niveau des feuilles est compose de plusieurs noeuds 
feuille repartis dans le systeme. Chaque noeud feuille couvre certaines zones de 
localisation du reseau mobile d'un operateur et est lie a un ensemble de serveurs 
d'applications. Cette solution architecturale permet de controler la cohesion des 
informations des services Web publies dans le systeme en coordonnant la publication 
des services par le biais du noeud racine. Le service publie au noeud racine est par la suite 
propager aux noeuds feuille ou le service sera offert en utilisant une queue de publication 
17 
ecoutee par ces noeuds feuille. Une consequence logique de cette solution est qu'elle 
limite le flux d'echange de messages entre differents nceuds lors de la publication d'un 
service, comparativement aux modeles existants qui utilisent une topologie hierarchique 
a trois niveaux minimum. L'autre apport de la solution architecturale proposee est la 
consistance des donnees de QoS (bande passante et facteur d'utilisation d'un serveur 
d'applications) collectees et propagees dans le systeme. En effet, pour permettre a un 
noeud de decouverte des services de selectionner un serveur d'applications lie a un autre 
noeud de decouverte de services, nous definissons et utilisons une relation de visibilite 
permettant a partir d'un noeud donne offrant un service S de selectionner tous les nceuds 
qui offrent le meme service S. Cette relation de visibilite est utilisee par un nceud donne 
pour propager les donnees de QoS collectees dans son domaine et pour un service S a 
d'autres noeuds qui offrent le meme service. Nous utilisons une queue de propagation 
des informations de QoS pour rafraichir regulierement les donnees de QoS collectees a 
un nceud specifique. La solution proposee limite egalement le flux d'echange de 
messages entre differents nceuds lors d'une propagation des donnees de QoS, 
comparativement aux modeles existants qui utilisent une topologie hierarchique a trois 
niveaux au minimum. 
Pour collecter les donnees de QoS, nous avons defini un mecanisme de collecte 
de donnees dynamiques de QoS (bande passante, facteur d'utilisation d'un serveur 
d'applications) qui permet de prelever dans un domaine controle par un serveur de 
decouverte de services, la bande passante et le facteur d'utilisation d'un serveur 
d'applications appartenant a un fournisseur de services. Le principe consiste 
globalement a envoyer une requete de collecte de donnees de QoS a un serveur 
d'applications qui la redirige au MAP (Mobile Anchor Point) associe au domaine 
controle par le serveur de decouverte de services, afin de mesurer la bande passante 
disponible dans le domaine. Quant au facteur d'utilisation, nous le determinons en 
utilisant les fonctions natives du systeme d'exploitation. Le mecanisme de collecte de 
donnees de QoS propose permet d'entretenir dans le systeme les donnees consistantes de 
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QoS utiles a la selection du serveur d'applications en cas d'une recherche de service 
avec QoS ou d'une coordination de migration de service avec QoS. 
Les services decouverts ayant un caractere geolocalise, leur execution est 
effectuee a un serveur d'applications prealablement selectionne et dont la portee 
d'execution est associee a une region geographique specifique. II en resulte que, si un 
client mobile qui a un service en execution sort de la region geographique du serveur 
d'applications courant executant le service, 1'execution du service subira une fin de 
session. Pour permettre une continuite d'execution du service lors de la mobilite du 
client, nous proposons un nouveau protocole qui coordonne la migration de service du 
serveur d'applications courant au prochain serveur d'applications le plus proche 
couvrant la position actuelle du client mobile. A cette fin, le mecanisme de coordination 
de migration de service propose traque continuellement la position geographique du 
client mobile au noeud de decouverte de services couvrant la position actuelle dudit 
client et informe le serveur d'applications en cours d'execution de migrer le service au 
prochain serveur d'applications, dans le cas ou le client mobile sort de la region 
geographique couverte par le serveur d'applications courant. 
En effectuant l'analyse des types d'applications geolocalisees qui peuvent etre 
offerts, nous avons constate que la localisation thematique des groupes de mobiles n'est 
pas prise en compte dans les methodes de localisation courantes. Nous avons done 
propose une extension du protocole MLP (Mobile Location Protocol) afin d'y ajouter le 
caractere thematique de la localisation d'un groupe de mobiles lies par un theme. Nous 
appelons le protocole ainsi etendu MLPe (Mobile Location Protocol Extension). La 
localisation thematique nous a conduit a enrichir le protocole MLP d'une nouvelle 
structure de donnees (Theme, ThemeMsid) et des API (Application Protocol Interface) 
qui permettent d'interagir avec le serveur de position LCS. Nous demontrons egalement, 
par les resultats obtenus, que la localisation thematique a un temps de recherche de 
mobiles meilleur que la localisation ordinaire d'un groupe de mobiles qui consiste a 
envoyer une liste d'identifiants de mobiles (dont la position geographique est 
recherchee) au serveur de position LCS. 
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1.6 Plan de la these 
La suite de ce document est organisee de la maniere suivante. Le chapitre 2 
presente la revue de litterature sur la decouverte ou localisation des services. Le chapitre 
3 decrit 1'architecture de decouverte des services proposee dans cette these, detaille les 
principes et requis de la conception de Farchitecture proposee ainsi que le modele de 
collecte et de propagation de donnees consistantes de QoS, enfin expose le 
fonctionnement du systeme y compris la localisation thematique (structure de donnees et 
APIs). Le chapitre 4 explique la demarche utilisee pour 1'implementation de cette 
architecture. Le chapitre 5 presente les resultats obtenus. Le chapitre 6, en guise de 
conclusion, fait une synthese des travaux, en relate les limites et esquisse quelques 
avenues de recherches futures. 
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CHAPITREII 
DECOUVERTE ET DISTRIBUTION DES SERVICES 
Traditionnellement, la decouverte des services est un processus qui permet de 
decouvrir la localisation d'une entite logicielle ou materielle, en utilisant des ressources 
reseaux [37]. Ce processus favorise l'annonce de la presence des services dans le reseau, 
la decouverte des ressources locales et distantes, 1'adaptation a la mobilite dans le cas 
des clients mobiles, la description des capacites d'un service et la migration des services 
si necessaire. 
Du point de vue du client, la decouverte des services se resume a resoudre un 
nom symbolique de service contre une valeur representant son adresse. Cette adresse 
permet par la suite de lier le requerant au fournisseur dudit service. Le desir de localiser 
un service ou un objet se pose des lors ou le requerant ne possede pas suffisamment 
d'informations pour determiner l'adresse de l'entite avec laquelle il souhaite 
communiquer. Dans le domaine de l'informatisation des donnees, le role de decouvrir 
les services est confie a des serveurs qui enregistrent les services et permettent la 
recherche de ceux-ci. Ces serveurs sont generalement distribues a travers une topologie 
de deploiement pour tenir compte de l'expansion du nombre de clients et effectuer une 
couverture regionale de l'execution du service [8], [43], [51], [54], [55], [97]. Les 
informations enregistrees sont generalement le nom d'un service, la description du 
service, le nom du proprietaire ou fournisseur du service, et les informations sur le 
chemin d'acces pour interagir avec le service [43], [81], [102]. Les protocoles de 
decouverte des services dans les reseaux mobiles doivent tenir compte de la diversite des 
appareils portatifs, de l'expansion du nombre d'usagers, de la mise a jour des services, 
de la selection des services sur des criteres de qualite et de la securite des donnees de 
localisation d'un client. Dans ce chapitre nous definirons les termes et concepts 
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necessaires a la decouverte des services, puis ferons une revue de litterature pertinente 
du domaine etudie. 
2.1 Definitions et concepts de base 
La decouverte d'un service met en relation trois acteurs principaux : le client, le 
fournisseur et le courtier ou distributeur des services. Le client utilise les fonctionnalites 
du systeme dans le but de rechercher un service aupres d'un serveur de decouverte de 
services et de communiquer avec le serveur d'applications d'un fournisseur desire. Le 
distributeur ou courtier de services offre les ressources materielles et logicielles 
permettant de stocker, d'organiser, de rechercher, de publier, de modifier ou de 
supprimer un service. Le fournisseur de services implemente la logique des services 
recherches par un client dans l'un de ces serveurs d'applications. II publie ses services a 
un ou plusieurs serveurs de decouverte de services et les met a jour. II est responsable 
de la maintenance du code executable des services publies. 
Dans le cadre de cette these, les services publies au serveur de decouverte de 
services sont des services Web. On definit un service Web [59] comme un service qui 
utilise le reseau Internet en faisant appel a des methodes publiees ou taches d'affaires 
d'une application decrite dans un format de specification technique. Le format de 
specification generalement utilise pour les services Web est le WSDL (Web Service 
Description Language). 
2.1.1 Le protocole WSDL 
Le protocole WSDL est un langage issu de XML qui permet une communication 
entre applications developpees sous differents langages (Java, C++, etc.) et sous 
differentes plates-formes (Windows, Unix, Linux, etc.). Fonctionnellement, il decrit un 
service encapsule dans une interface publiee et specifie comment l'invoquer. II possede 
des balises necessaires a la description d'une interface publiee via le Web et est compose 
des elements decrits au Tableau 2.1. 
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11 est l'equivalent d'une interface. 11 contient une ou plusieurs operations (methodes) 
publiees du fournisseur des services. Une interface publiee est un element du service 
web. Chaque operation contient les noms des messages d'entree et de sortie de 
l'operation. 
11 definit les messages ou parametres d'une methode publiee. Ces messages sont 
echanges lors d'une communication Web. On distingue des messages d'entree et de 
sortie. 
Les types de donnees complexes utilises dans les methodes publiees. Cet element 
utilise la structure XML pour definir les types complexes. 
11 permet de donner les details de l'association d'une interface decrite dans l'element 
portType. 11 decrit le protocole de communication utilise par le service Web et le 
format des messages d'un port. 
Permet de separer les differents elements d'une definition de service en plusieurs 
documents independants, qui peuvent etre importes si besoin est. 
11 regroupe l'ensemble des interfaces publiees de l'application. 
11 definit les adresses permettant d'invoquer un service donne. 11 se comporte comme 
une collection de ports. Un port est un representant de l'element portType et possede 
une adresse de localisation. 
L'element racine du document, il donne le nom du service, declare les espaces de noms 
utilises, et contient les elements du service. 
Une interface publiee est une collection de methodes publiques regroupees 
logiquement dans un document ou objet n'ayant aucune implementation de leurs 
comportements. La classe qui implemente une interface publiee developpe toutes les 
methodes qu'elle encapsule. Les methodes d'une interface publiee sont accessibles a un 
usager autorise utilisant une machine distante ou locale. Le langage WSDL specifie le 
format des messages echanges lors d'une requete, ainsi que l'adresse de chacune de ces 
methodes et le protocole de transport utilise tel que http (HyperText Transport Protocol) 
ou JMS (Java Message Service). 
Pour rendre les services Web decouvrables, les fournisseurs de services 
enregistrent et publient leurs services Web ainsi que les documents WSDL associes dans 
un registre dedie appele UDDI. 
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2.1.2 Le protocole UDDI 
Le protocole UDDI est un protocole permettant de decouvrir les services Web. II 
est associe a un registre portant le meme nom UDDI et dont le role est de conserver les 
donnees persistantes des services publies. Une representation UML de la structure de 
donnees UDDI [25] est illustree a la Figure 2.1. 
+disc every URLs Discovery URL 
useType : string 
Business Entity 
name: string 
description [0..*] : StringhSN 
bu$ines&K@y : string 
operator: string 




0 . * 
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description {0..*]: StringH 8N 
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OvervlewDoc 
description [0.,*] : Stringl18N 
overvtewURL [Q..%]; uriReference 
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' 0 . .1 
InstanceOetaWs 
description [0,.*]: Stringl18N 
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Sir ingl iSN 
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< <XSDtGpLeve!Attri;bute> > 
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(from XML Attributes) 
T Mod el Bag 
tMadeJKey ft..*] : string 
Figure 2.1 Diagramme de classes UML de la structure de donnees UDDI 
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Le registre UDDI est un annuaire dont le but est de publier et d'enregistrer les 
services Web, de decrire chaque service Web ainsi que la maniere d'y acceder dans un 
document WSDL associe. Un registre UDDI a un format specification qui definit les 
elements de la structure de donnees conservee dans le registre ainsi que les API pour 
interagir avec le registre. Ce format de specification utilise des balises standards XML. 
Le registre UDDI remplit les fonctions de pages blanches (recherche par le nom), jaunes 
(recherche par categorie) et vertes (recherche par type de produit). 
Le registre UDDI est compose principalement de quatre entites : businessEntity, 
businnessServices, bindingTemplates et tModels. L'entite businessEntity decrit une 
entreprise ou une organisation. Elle contient les informations sur 1'organisation, les 
services offerts par celle-ci et les noeuds de publication des services. Dans un schema 
XML, l'entite «businessEntity» enveloppe toutes les autres entites. Chaque 
businessServices decrit 1'ensemble des services offerts par une organisation. L'entite 
bindingTemplates d'un « businessService » specifique decrit les liens URL des noeuds 
d'acces d'un service WEB et fournit un mecanisme d'association a l'element 
«tModels » d'un service. L'entite tModels contient les informations sur le modele du 
document WSDL et decrit une interface des services WEB publies. 
Le protocole UDDI offre deux grands groupes de API: les API de recherche et 
les API de publication. Les API de recherche permettent de rechercher dans le registre 
une entite (businessEntity, businessServices, bindingTemplates, tModels) ou un element 
de l'une de ces entites. Par contre, les API de publication permettent de publier et 
d'enregistrer un element d'une entite ou une entite (businessEntity, businessServices, 
bindingTemplates, tModels) dans le registre. Pour faire appel aux services Web publies 
dans le registre UDDI, le protocole d'interoperabilite SOAP (Simple Object Access 
Protocol) est utilise pour formater les messages envoyes par un requerant au serveur 
UDDI. 
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2.1.3 Le protocole SOAP 
Le protocole SOAP (Simple Object Accces Protocol) est un protocole issu de 
XML et permet d'appeler a distance les services Web implementes dans un serveur 
Web. Deux documents sont generes pour un appel de service Web distant: un message 
SOAP requerant et un message SOAP de reponse. Les documents generes sont illustres 
aux Figures 2.2 et 2.3. Les messages SOAP d'envoi et de reponse sont structures et font 
appel aux procedures a distance RPC (Remote Procedure Call) pour interagir avec les 
services Web [36], [67], [79]. Le protocole SOAP utilise principalement le protocole 
HTTP pour transporter les messages. 


















Figure 2.3 Reponse SOAP 
Un message SOAP peut etre vu comme un document XML constitue de trois 
parties : l'enveloppe (soap-Enveloppe), les regies d'encodage des types de donnees 
(soap:encodingStyle) et l'invocation des methodes (SOAP-RPC par defautj. L'enveloppe 
est composee de deux sous-elements: l'entete et le corps du message (soap:Body). 
L'entete SOAP est un element transactionnel et contient un ensemble de directives sur 
les attributs, tels que les noms des espaces ou repertoires utilises, l'autorisation, 
l'encryption ou la persistance des messages [79]. Les donnees envoyees par une 
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application sont transformees et encodees dans des types de base predefinis ou des types 
complexes XML avant d'etre transmis a un receveur [67]. La description des methodes a 
invoquer par le biais du protocole RPC se fait dans le corps du message en utilisant deux 
elements XML : un element pour la requete et 1'autre element pour la reponse. Cette 
description contient les informations telles que le nom de la methode, la signature de la 
methode, l'URI (Uniform Resource Identifier) de la classe implementant la methode et 
le type d'objet retourne par la methode. 
Bien que tres riche en fonctionnalites, le protocole SOAP ne possede pas des 
balises XML necessaires a l'interoperabilite entre les serveurs d'applications et les 
serveurs LCS. Afin de permettre cette interoperabilite, le groupe LIF a defini un 
protocole de localisation des mobiles appele MLP (Mobile Location Protocol) issu du 
langage SOAP. 
2.1.4 Le protocole MLP 
Le protocole MLP [52] est un protocole qui decrit les messages de requete sur la 
position des stations mobiles (telephones mobiles, PDA, etc.) independamment de la 
technologie utilisee pour deployer le reseau mobile (UMTS, CDMA-2000, ou WGS-
136). II integre trois couches principales : services, elements et transport. La couche de 
services definit les services offerts. Les services sont classes en 3 categories: base, 
avances et autres. Les services de base sont issus des services de localisation definis et 
specifies par le groupe de recherche 3GPP (Tableau 2.2). Les services avances et les 
autres services sont respectivement des services supplementaires qui seront specifies 
dans des versions de specification ulterieures et des services specifies par un autre 
protocole, conformement a la structure de MLP. 
La couche des elements contient des composants de services communs a la 
couche de services. Ces composants sont decrits de maniere descriptive en utilisant les 
documents DTD (Document Type Definition). Cette couche contient sept elements DTD: 
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C'est une requete de service standard variant selon les parametres d'entree. Ce 
service est utilise quand une response de positionnement est immediatement requise 
ou quand le traitement de la requete est asynchrone. Le service consiste aux 
requetes et reponses suivantes : 
• Requete standard de localisation immediat, elle debute par la balise <slir>; 
• Reponse standard de localisation immediate, elle debute par la balise<slia>; 
• Rapport standard immediat; elle debute par la balise <slirep>. 
Ce service est utilise specialement afin d'avoir la position d'un abonne en cas d'un 
appel d'urgence. La reponse de positionnement est immediatement requise. Le 
service consiste aux messages suivants : 
• Requete d'urgence de localisation immediate, elle debute par la balise <eme_lir>; 
• Reponse d'urgence de localisation immediate, elle debute par la balise <eme_lia>. 
C'est un service standard destine aux abonnes ayant souscrit a la reception de leur 
propre localisation. 
• Le rapport standard de localisation debute par la balise <slrep>. 
C'est un service d'urgence utilise par l'operateur reseau afin de localiser un abonne 
en detresse suite a un appel d'urgence. 
• Le rapport d'urgence de localisation debute par la balise <emerep>. 
Ce service evenementiel est utilise quand la position d'un abonne mobile doit etre 
rapportee a intervalle regulier ou a l'occurrence d'un evenement specifique. Le 
service consiste aux messages suivants : 
• Requete evenementielle rapportant le debut de localisation, elle debute par la 
balise <tlrr>; 
• Reponse evenementielle rapportant le debut de localisation, elle debute par la 
balise <tlra>; 
• Rapport evenementiel de localisation, elle debute par la balise <tlrep>; 
• Requete evenementielle rapportant la fin de localisation, elle debute par la balise 
<tlrsr>; 
• Reponse evenementielle rapportant la fin de localisation, elle debute par la balise 
<tlrsa>. 
Si un service n'est pas implemente, le LCS retourne un message d'erreur generate. 
Les messages d'erreurs sont precedes par la balise <gem>. 
• MLPJD.DTD: definit 1'identification des elements. On distingue differents 
elements tels que msid qui definit l'identite d'un usager mobile, codeword qui est 
une cle ou un mot de passe protegeant 1'information sur la position du mobile ; 
• MLP_FUNC.DTD: definit les fonctions des elements ; 
• MLPJLOCATION.DTD: definit la localisation des elements ; 
• MLP_SHAPE.DTD: definit la forme des elements geometriques ; 
• MLP_QOP.DTD: definit la qualite de la position obtenue des elements ; 
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• MLP_GSM_NET.DTD: definit les parametres du reseau mobile des elements ; 
• MLP_CTXT.DTD : definit le contexte des elements. 
La couche de transport definit comment les messages mis sous format XML sont 
transported. Les protocoles de transport presentement supportes et utilises par le 
protocole MLP sont: HTTP et SOAP. 
Les Figures 2.4 et 2.5 illustrent respectivement une requete et une reponse sur la 
position des mobiles identifies par msids [52]. Dans ces figures, start-msid et stop-msid 
indiquent le debut a la fin des identifiants mobiles lus dans un intervalle donne 
(msid_range). La balise <eqop> permet de specifier la precision sur la position et la 
balise <geo-info> indique le systeme de coordonnees a utiliser. La balise <pos> 
retourne la position d'un objet trouve. 

























<loc_type type="CURRENT_OR_LAST" /> 
<prio type="fflGH" /> 
</slir» 
Figure 2.4 Requete standard de localisation immediate 
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Figure 2.5 Reponse standard de localisation immediate 
2.2 Decouverte et distribution des services 
Determiner les ressources et les services repartis dans les reseaux informatiques 
necessite des protocoles de decouverte de services permettant de rechercher, publier, 
modifier, selectionner et utiliser un service. Ces protocoles sont executes dans des 
serveurs de decouverte de services distribues a travers le reseau. Les travaux pertinents 
dans ce domaine concernent les protocoles classiques, la decouverte de services avec 
contrainte de QoS, la co-localisation, la facturation basee sur la localisation, la 
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modelisation de la mobilite et distribution des services, et la decouverte des services 
avec contraintes de securite. 
2.2.1 Les protocoles classiques 
De nombreux protocoles de decouverte des services ont ete proposes et les plus 
cites sont: SLP, Jini, Salutation, UPnP, SDP, Bluetooth SDP, Globe, Rover et AMRB. 
> Le protocole SLP 
Le protocole SLP (Service Location Protocol) a ete developpe par le groupe 
IETF [15] et une version 2 est actuellement disponible [39]. SLP est adapte aux reseaux 
IP. Fonctionnellement, le protocole SLP utilise trois agents: un agent d'usager UA (User 
Agent), un agent de service SA (Service Agent) et un agent de repertoire DA (Directory 
Agent) [39]. Quand un nouveau service doit etre ajoute au reseau, le SA contacte le DA 
pour enregistrer ledit service. Un usager autorise qui souhaite localiser un service, utilise 
un UA approprie pour interagir avec le DA. Apres traitement par le serveur de 
decouverte des services, le UA retourne a l'usager l'adresse et d'autres caracteristiques 
du service desire. Si le UA ou le SA n'a pas connaissance de l'adresse du DA, il utilise 
une methode statique, active ou passive, pour decouvrir le DA. La methode statique 
consiste a utiliser le protocole DHCP (Dynamic Host Configuration Protocol) pour 
decouvrir le DA [31], [65], [66]. Les serveurs qui offrent les fonctionnalites de DHCP 
retournent l'adresse des DA aux notes ayant formules une requete de localisation des 
DA. Quand la methode active est utilisee, les requetes de localisation des DA sont 
formulees a un groupe «multicast» ecoute par les DA du systeme de decouverte des 
services. Un DA ayant re§u et traite la requete retourne au SA ou UA par communication 
«unicast» son adresse. Dans le cas d'une methode passive, un DA envoie de maniere 
periodique son adresse aux UA et SA de son sous-reseau. Les UA et SA qui re§oivent ces 
annonces les sauvegardent dans un espace memoire alloue qu'ils consultent en cas 
d'etablissement de connexion avec un DA. II est important de souligner que le protocole 
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SLP peut fonctionner sans DA, auquel cas le UA utilise une communication «multicast» 
avec les SA, et les SA retournent le service desire au UA par communication «unicast». 
> Le protocole Jini 
Jini est un protocole elabore par Sun Microsystems sur la decouverte des 
services. Le developpement de Jini a ete realise en utilisant le langage JAVA. Chaque 
machine qui a Jini pour protocole de decouverte des services, est dotee d'une machine 
virtuelle JAVA JVM (Java Virtual Machine). Le fonctionnement de Jini est similaire a 
celui de SLP [85]. Tout comme SLP, il utilise trois acteurs: le client ou le requerant du 
service, le serveur de recherche de services et le serveur du fournisseur de services. Dans 
Jini, le protocole de decouverte de services est utilise par le fournisseur et le client pour 
trouver le serveur de decouverte de services. Le fournisseur de services [9] doit 
s'enregistrer au serveur de recherche en utilisant l'API Join. Le client formule sa requete 
de service au serveur de decouverte de services en utilisant l'API lookup. Le client et le 
fournisseur utilisent un adressage «multicast» vers les serveurs de decouverte de services 
de leur sous reseau. En retour, les serveurs de decouverte de services repondent par un 
adressage «unicast» et retournent un objet Proxy a l'initiateur de la requete. Le requerant 
peut par la suite adresser les services du serveur via le Proxy. Le protocole RMI {Remote 
Method Interface) est le protocole d'interoperabilite utilise entre le client (via l'objet 
Proxy) et le fournisseur de service. 
> Le protocole Salutation 
Salutation est une autre approche classique de decouverte des services. 
L'architecture de Salutation [73] a ete concue par un groupe appele Salutation 
Consortium. Fonctionnellement, le protocole Salutation utilise un composant courtier de 
services SLM (SaLutation Manager) et un composant de transport TM (Transport 
Manager). Un SLM offre des fonctionnalites d'enregistrement, de disponibilite et de 
recherche de services. Un fournisseur de services enregistre les caracteristiques d'un 
service par le biais d'un SLM. Les clients envoient leurs requetes au SLM pour 
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rechercher un service. Le TM etablit des canaux de communication fiables pour 
acheminer les donnees dans le reseau. 
> Leprotocole UPnP 
Le protocole UPnP (Universal Plug and Play) a ete developpe par Microsoft 
Systems pour decouvrir les ressources a travers le reseau IP [91]. II permet d'auto-
configurer les machines, de decouvrir et de controler les services. En effet, un serveur de 
decouverte des services qui sollicite l'utilisation de UPnP doit prealablement avoir 
obtenu une adresse IP (en utilisant par exemple le protocole DHCP), diffuse les 
caracteristiques des services qu'elle offre afin de decouvrir les services offerts par 
d'autres serveurs de decouverte de services. Le protocole UPnP interagit avec le 
protocole SSDP (Simple Service Discovery Protocol) [100] pour decouvrir les services. 
Le protocole SSDP utilise les protocoles HTTP et UDP pour transmettre les messages, 
annoncer la presence des services et les capacites d'un serveur a d'autres serveurs de 
decouverte des services. Un serveur de decouverte de services qui se joint au reseau 
envoie un message «multicast» destine a tous les autres serveurs de decouverte de 
services deja connectes dans lequel il annonce les services qu'il offre et rec,oit en retour 
une reponse «unicast» des services offerts par les autres serveurs. La description des 
services se fait par le biais d'un document XML. 
> Le protocole Bluetooth 
Bluetooth est une technologie sans fil qui permet de creer des reseaux personnels 
sans fil ayant une bande de frequence de 2.4 GHz. Ces reseaux ne necessitent pas 
d'autorisation d'utilisation et ont une portee de 10 metres [53]. lis sont composes de 
peripheriques nomades telles que les telephones portables, les assistants personnels et les 
ordinateurs portables. Bluetooth utilise le protocole SDP (Service Discovery Protocol) 
pour localiser les ressources d'un reseau constitue. Le protocole SDP offre aux 
applications clientes les moyens de decouvrir l'existence des services fournis par les 
applications serveurs ainsi que les attributs de ces services (par exemple le type ou la 
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classe du service offert et l'information sur le protocole necessaire pour utiliser le 
service) [16], [58]. Le protocole SDP etablit un canal de communication entre un serveur 
SDP et un client SDP. Le serveur maintient une liste de services publies. Chaque service 
publie est lie a un seul serveur. Le client peut recuperer rinformation d'un service publie 
et maintenu au serveur SDP en emettant une requete SDP de recherche de service. Afin 
de communiquer avec un fournisseur de services, le client etablit au prealable une 
connexion avec le serveur SDP. Generalement, un client SDP recherche les services sur 
la base de certaines caracteristiques de services desirees. Cependant, il est parfois 
desirable d'avoir plus de details sur un service particulier, auquel cas on utilise la 
technique de navigation (browsing). 
> Le protocole Globe 
Les chercheurs du projet Globe ont developpe une architecture appelee «Globe 
Location Service» [7], [43]. Cette architecture permet de localiser les usagers et les 
services mobiles. Globe definit et implemente des objets distribues dans une topologie 
hierarchique en arbre. Lorsqu'un objet est recherche dans un noeud de la feuille de 
l'arbre d'une zone de localisation donnee, l'objet est soit present ou absent. S'il est 
absent, l'objet Globe a une adresse de contact enregistre au noeud interroge. Cette 
adresse est en realite un pointeur de redirection vers le noeud parent de l'arbre. La 
procedure est repetee jusqu'a resolution de la requete. Globe propose une nomenclature 
geographique pour reconnaitre les noeuds. Elle est semblable a 1'architecture de gestion 
de mobilite des reseaux GSM (par le biais des bases de donnees distributes), mais n'est 
pas adaptee au contexte de la connaissance prealable de l'usager pour octroyer 
continuellement le service le plus proche. 
> Le protocole Rover 
Rover [56] est une architecture alternative, fournissant aux applications mobiles 
la possibilite de transferer les objets relogeables dynamiquement RDO (Relocatable 
Dynamic Objects) du serveur au client (vice versa). Rover suppose que le client mobile a 
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suffisamment de ressources memoire pour continuer l'execution d'un service en cas de 
perte de connexion avec le reseau. Rover utilise une queue RPC appelee QRPC (Queued 
Remote Procedure Call), qui est un protocole de communication asynchrone. Cette 
architecture ne permet qu'une communication entre un client et un serveur tout en 
preservant le contexte d'execution; l'echange entre le client et plusieurs serveurs est 
proscrit. Rover n'est pas adaptee au contexte de la connaissance prealable de la position 
du mobile et ne garantit pas l'execution du service aupres d'un serveur le plus proche le 
long de la trajectoire d'un client mobile. 
> Le protocole AMRB 
Un groupe de chercheurs de FUniversite de KEIO [41] a propose une 
architecture de localisation des objets ou des codes mobiles appelee AMRB (Application 
Module Request Broker). Cette architecture est composee de plusieurs serveurs de 
decouverte des services distribues dans une topologie en arbre. Un noeud de decouverte 
de services AMRB permet aux clients de decouvrir le module ou code d'une application 
mobile AM (Application Module). Un nceud AMRB est compose principalement de 
deux composants logiciels: le gestionnaire de localisation et le gestionnaire de 
migration. Les gestionnaires de localisation et de migration permettent respectivement 
de localiser un module AM et de faire migrer un module AM. Si un AM est deplace dans 
une zone de localisation couverte par un noeud AMRB, le systeme enregistre le module 
AM dans le registre associe a ce noeud, puis un adressage «multicast» est effectue sur 
1'ensemble des noeuds de la topologie afin de mettre a jour les informations de 
localisation de AM dans leurs registres respectifs. Lors d'une recherche d'un module AM 
si un nceud ne possede pas 1'information sur la localisation du module, il re-route la 
requete vers l'adresse du noeud de redirection du module recherche dont la valeur 
indique l'adresse du noeud ou se trouverait le module AM. Si AM n'est pas present au 
noeud ou il a ete redirige, ce dernier recherche dans son registre l'adresse de redirection 
qu'il a enregistre avant son deplacement au prochain noeud de redirection. Cette 
recherche est faite nceud apres nceud jusqu'a decouverte du module AM. Ce travail, bien 
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que tres interessant, n'utilise pas le contexte de localisation de l'usager pour offrir le 
service mais redout plutot la determination de l'emplacement du code mobile. 
2.2.2 Decouverte des services avec les parametres de QoS 
II a ete propose dans [30] une architecture de decouverte de services avec 
contraintes de QoS. Fonctionnellement, 1'architecture proposee repartit les serveurs de 
decouverte des services dans une topologie hierarchique en arbre ou les serveurs situes 
aux feuilles de 1'arbre sont les plus proches du client. Si un service n'est pas present a un 
noeud donne, la recherche est redirigee vers le noeud parent immediat. Afin de reduire le 
temps de recherche, une cache d'informations est creee au niveau de chaque noeud dans 
le but de conserver les informations sur les services recherches et non presents a un 
nceud specifique. Dans cette architecture, chaque serveur de fournisseur de services est 
associe a un serveur de decouverte de services situe a la feuille de 1'arbre. Pour 
rechercher les services avec contrainte de QoS, les auteurs proposent une extension de 
cette cache afin de conserver les informations sur la qualite de service obtenues par un 
client pour un serveur d'applications specifique. Ainsi, lorsqu'un client negocie et 
obtient une QoS pour un service S localise dans un domaine D, il transmet par la suite 
les informations de QoS obtenues a son serveur de residence de decouverte de services 
qui verifie la presence effective du service dans la cache et met a jour les informations 
recues, puis retransmet le message a son noeud parent de decouverte de services. La 
procedure de mise a jour est repetee jusqu'au sommet de 1'arbre. Pour tenir compte de la 
fiabilite des informations de QoS dans la cache, on adjoint a ces parametres une duree de 
vie. Ainsi, plus les informations de QoS sur un service donne sont frequemment mises a 
jour par les clients rattaches au domaine de residence d'un serveur decouverte de 
services, plus le service est fiable. Le probleme dans cette proposition est la non fiabilite 
et l'inconsistance des donnees de QoS dans la cache. En effet, si la frequence de mise a 
jour n'est pas reguliere, la recherche avec QoS d'un service ne se fera non pas sur un 
serveur mais sur plusieurs serveurs de decouverte de services avec le risque que les 
informations de QoS de la cache soient inexploitables car non fiables ou inconsistants. 
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D'autre part, compte tenu du modele hierarchique (a plusieurs niveaux) de la repartition 
des serveurs de decouverte des services, toute defaillance qui survient lors de la mise a 
jour des informations de QoS sur un serveur decouverte de services SDS est repercutee a 
tous les noeuds parents de SDS. 
Dans [61], une architecture de decouverte de services avec QoS est decrite. 
L'architecture possede deux composants principaux: gestion de ressources avec QoS et 
gestion des services avec QoS. Dans la gestion des services avec QoS, pour decouvrir le 
service avec QoS, les clients transmettent a leur serveur de residence de decouverte des 
services (qui utilisent des protocoles tels que SLP ou Jini), la QoS obtenue avec un 
serveur d'application. Le procede detaille de la retroaction de QoS obtenue au serveur de 
decouverte de services n'y est pas decrit. Mais, les auteurs proposent que Ton utilise un 
processus semblable a celui proposee dans [30], pour stacker les donnees de QoS 
obtenues dans une base de donnees. Ainsi, a la reception d'une requete de recherche de 
services avec QoS, le serveur de decouverte de services verifie si les parametres de QoS 
requis sont rencontres. Si la comparaison est validee, le systeme renvoie l'adresse de 
serveur d'applications choisie. Puis, le client appelle le service approprie du serveur 
d'applications selectionne. Quand la connexion est etablie entre le client et le serveur 
d'applications, ce dernier charge le courtier de ressources (element de la gestion des 
ressources avec QoS). Le courtier des ressources negocie les ressources reseau en 
utilisant comme parametres initiaux, les parametres de QoS requis par le client. Le 
probleme avec cette approche est que la selection du serveur d'application est effectuee 
sur la base des informations de la QoS observee par les clients et depend de la frequence 
de retroaction ou de mise a jour de la QoS au serveur de decouverte des services. Par 
consequent, si la frequence de mise a jour de la QoS n'est pas reguliere, les informations 
de la QoS deviennent non fiables et inconsistantes. 
Une architecture alternative de decouverte des services avec contraintes de QoS a 
ete proposee dans [4], [5]. Dans leurs travaux, les auteurs proposent une architecture 
appelee G-QoSM (Grid Quality of Service Manager). L'objet QoS est scinde en trois 
elements: la QoS du serveur d'application d'un fournisseur, la QoS du serveur intergiciel 
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et la QoS des ressources reseau. La qualite de service du serveur d'applications permet 
de specifier les parametres de performance tels que la disponibilite, l'accessibilite, la 
fiabilite ou le niveau de securite. La qualite de service du serveur intergiciel permet de 
specifier les parametres tels que l'adresse du serveur intergiciel, le nombre de serveurs a 
allouer (si traitement parallele) ou l'espace memoire a reserver. La qualite de service des 
ressources reseau permet de specifier les parametres tels que l'adresse de l'expediteur, 
l'adresse du receveur, la bande passante ou le pourcentage tolere de perte de paquets. 
Fonctionnellement, G-QoSM a trois modules essentiels: AQoS (Application QoS), RM 
(Ressource Manager) et NRM (Network Ressource Manager). Le composant logiciel 
AQoS interagit avec le client et les deux autres composants (RM et NRM) afin de 
decouvrir les services ayant les contraintes de QoS requises dans la requete d'un client, 
coordonne 1'allocation des ressources necessaires avec les deux gestionnaires de 
ressources RM et NRM, puis gere l'execution du service. Le composant NRM a pour 
charge de gerer, reserver les ressources reseau necessaires a l'execution d'un service. II 
agit comme un proxy et fait appel aux protocoles RSVP et DiffServ pour garantir la 
QoS au niveau Reseau. Le composant RM interagit avec une base de donnees UDDI qui 
conserve les services publies et leurs qualites de service associees. II permet done de 
decouvrir, de publier ou de modifier les services. II reserve aussi les ressources requises 
par un client au serveur de decouverte des services afin d'executer un service specifique. 
Cette architecture de decouverte des services n'est toutefois pas adaptee au contexte de 
la mobilite et des services geolocalises. Dans [44], une approche similaire a [4], [5], 
base sur l'utilisation d'un proxy pour negocier la QoS est proposee. Cette approche 
selectionne le serveur d'applications sur la base de la QoS statique (par exemple, cout 
d'un service) et fait entierement abstraction de la QoS dynamique (par exemple, bande 
passante) dans le processus de selection du serveur d'applications. 
2.2.3 Co-localisation service/usager, facturation dependante de la localisation 
La co-localisation des services et de l'usager est une nouvelle avenue de 
recherche qui consiste principalement en un flux pousse des services quand le client se 
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trouve dans une zone de localisation d'un service donne [24], [57]. Le serveur de 
decouverte des services a une base de connaissances des habitudes du client et genere 
des envois de notification aux serveurs d'application si la co-localisation est etablie. 
Certains travaux [64] sont effectues presentement sur les modeles de facturation 
bases sur le contexte de localisation de la position du mobile. Les auteurs proposent une 
architecture appelee RCSPM (Reconfiguration Control and Service Provisioning 
Manager). Cette architecture permet de decouvrir les services dans un contexte de la 
mobilite du client. En effet, le serveur de decouverte des services traque la position 
geographique des clients et permet au requerant de service de selectionner l'adresse du 
serveur d'applications sur la base du cout du service. Les fournisseurs publient leurs 
services dans un document XML en mentionnant le cout horaire du service dans un 
domaine administratif donne. Cependant, 1'execution rapprochee et la maintenance du 
service ne sont pas integrees dans leurs objectifs. 
2.2.4 Modelisation de la mobilite et distribution des services 
La gestion des objets mobiles dans les bases donnees est ndcessaire pour les 
applications de suivi ou de trace des mobiles. Ces applications utilisent la position d'un 
objet ou d'un groupe d'objets mobiles calculee par le serveur de localisation de 
l'operateur reseau sollicite (par exemple, Bell mobilite Canada). Dependamment des 
desks du client, ces donnees peuvent etre fournies periodiquement au serveur 
d'applications qui les sauvegarde dans une base de donnees et les restitue par la suite au 
requerant de service. Ces actions generent un flux de donnees entrant et sortant de la 
base de donnees. La gestion efficiente de ces donnees requiert une modelisation des 
objets en mobilite en tenant compte de leurs aspects spatial et temporel [84], [98]. 
Des modeles de representation des objets mobiles et V optimisation des 
techniques d'indexage des requetes spatio-temporelies ont ete developpes par differents 
chercheurs [19], [33], [34], [47], [68], [72], [74], [89], [95], [101]. Certains d'entre eux 
[74] ont propose de formaliser les requetes d'interrogation en utilisant le langage LDQ 
(Location Dependent Query) qui tient compte des notions telles que «le plus proche» ou 
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« dans un rayon » pour interagir avec les bases de donnees. Des propositions ont ete 
fakes sur le choix des attributs a mettre a jour, a inserer ou a supprimer de la base de 
donnees. Toutefois, les modeles proposes ne tiennent pas compte de la composante 
thematique de l'entite geographique qui reduirait le flux d'informations mis sur le reseau 
par les applications. 
Afin d'optimiser le volume d'informations mis sur le reseau pour ou par les 
clients mobiles (reduire les delais de transmission et d'obtention de donnees entre les 
differents entites), des travaux ont ete effectues sur les petits deplacements, la capacite et 
la puissance limitees des appareils mobiles. II a ete propose un ajout des parametres 
decrivant les nombres minimum et maximum de mises a jour par appareil, la periode 
minimum de transmission entre deux mises a jour de la localisation et la variation de 
distance minimale a considerer pour transmettre une mise a jour [19]. D'autres 
chercheurs [101] ont propose que le calcul de la position des usagers mobiles dans les 
reseaux de prochaine generation soit effectue par le terminal pour eviter les delais lies a 
la synchronisation des signaux de la triangulation des stations de base ou des 
equipements de mesure de localisation du reseau LMU (Location Measurement Unit). 
Dans leur approche, chaque unite mobile a un agent de message MA qui se deplace vers 
une station de base. L'agent MA contient les informations sur le type d'algorithme et la 
precision de mesure desires. La station de base genere un agent de geolocalisation GA 
qui permet de determiner la position d'un client et le retourne a l'unite mobile. 
D'autres chercheurs [72], [76], [98] ont propose de creer une cache des 
informations obtenues du serveur de position reseau dans le serveur d'applications. Les 
requetes du client qui peuvent etre resolues dans la cache ne seront pas transmises au 
serveur de position. La cache utilise des fonctions d'estimation de la position tenant 
compte de la derniere position et de la vitesse du mobile obtenues du serveur de 
positions. Apres une periode de temps, le serveur de positions transmet les informations 
reelles de la position au client pour une mise a jour [72]. Des travaux recents montrent 
que la cache est de plus en plus utilisee pour le partage de 1'information de la position 
avec d'autres applications [56], [96]. En effet, ils ont propose un middleware avec un 
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agent courtier de localisation. L'agent courtier negocie avec le proprietaire de l'unite 
mobile le partage de sa position avec d'autres applications interessees. 
Le partage de 1'information est aussi aborde dans des pro jets tres connus [56] : 
Odyssey, Bayou et Xmiddle. Odyssey offre un modele d'adaptation collaboratif ou le 
moniteur de reference d'acces aux donnees est le systeme operationnel; Bayou permet 
une gestion de conflits grace a une collaboration des serveurs d'applications repliquees; 
Xmiddle hierarchise les serveurs d'applications partageant les donnees en utilisant 
XML. 
Les travaux sur la cache d'informations sont intimement lies aux travaux de la 
gestion de distribution des services qui permettent de controler de maniere coherente la 
repartition des services de 1'application. La distribution des services rapproche 
geographiquement le service a l'usager afin d'interagir avec le serveur d'applications 
pour un abonnement, de rechercher un service, de publier, d'enregistrer ou de notifier un 
service. Elle pose la question ou, quand et comment distribuer les services aux serveurs 
d'applications. Elle coordonne les activites echangees avec d'autres types de serveurs 
impliques (par exemple, le serveur de positions LCS). 
La distribution des services pose un probleme d'interoperabilite. Ce probleme est 
resolu dans le cadre de la localisation des services dans les reseaux mobiles avec le 
choix du protocole de description des requetes de position MLP du groupe LIF par les 
plus grands operateurs 3G (Alcatel, NOKIA, Ericsson, etc.). MLP est un protocole issu 
de XML et est implemente en utilisant du SOAP-RPC sur HTTP. 
Sur le marche, certains produits intergiciels fournissant la position des usagers 
mobiles ont ete developpes tels que LocatioNet, OpenWave@LocationStudio, Nexus ou 
Cellpoint [56], [84], [88]. Bien que tres riches en fonctionnalites (securite, determination 
de la position, facturation, authentification, autorisation), ces produits n'offrent pas des 
mecanismes de decouverte de services et de migration d'execution selon le contexte de 
localisation de l'usager. 
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2.2.5 Decouverte de services avec contraintes de securite 
Lors d'une decouverte des services geolocalises, des donnees sensibles telles que 
la position et l'identifiant du client sont transporters dans le reseau. Parmi les travaux 
effectues dans ce domaine [27], [48], [104], l'architecture de securite de decouverte des 
services SDS (Secure Discovery Service) est la plus citee [27]. Chaque serveur SDS 
regoit periodiquement des annonces decrivant les services publies par les serveurs 
d'applications des fournisseurs appartenant aux domaines qu'il couvre. Les services sont 
encryptes en utilisant une methode d'encryption symetrique hybride. Elle consiste a 
encrypter le service publie par une cle secrete dont la valeur est elle-meme encryptee par 
une cle symetrique partagee par un serveur SDS et un serveur d'applications de 
fournisseur de services. La communication entre un client et un serveur SDS, ou entre 
serveurs SDS, est conditionnee a une authentification mutuelle par echange de 
certificats. Pour tout client autorise, le SDS associe un objet qui contient sa liste des 
capacites dans le systeme. Dans le cadre de la decouverte des services geolocalises, Zhu 
et al. [104] ont propose un protocole de decouverte avec contraintes de securite appele 
Splendor. Tout comme le systeme SDS, Splendor est oriente intergiciel et utilise une 
authentification mutuelle entre entites en communication. Apres 1'authentification 
mutuelle, une cle de session est generee et est valable durant toute la session de la 
communication etablie. Les clients et les services mobiles regoivent periodiquement des 
certificats d'authentification des serveurs de decouverte des services et des etiquettes 
d'informations les renseignant de leur localisation chaque fois qu'il change de zone de 
localisation. Les deux architectures SDS et Splendor utilisent un modele d'autorisation 
d'acces base le modele DAC. En effet, le modele DAC est de la forme: 
<sujet> <liste des operations permises> <objet cible>. 
Ce modele de controle d'acces n'est pas bien adapte a la localisation thematique car 
l'utilisation d'une methode de l'application peut engendrer 1'interrogation de la position 
geographique d'une tierce personne. 
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2.3 Synthese des requis et defis de recherche 
La definition et la conception d'une architecture de decouverte des services 
geolocalises sont importantes et essentielles pour les raisons de performance des 
applications distributes. Certaines etudes ont ete proposees et d'autres sont en cours 
pour la definition architecturale des services geolocalises. Des notions architecturales 
telles que la qualite de service, la personnalisation des services, la distribution des 
services, la securite des services, l'interoperabilite des services sont invoquees dans les 
solutions proposees. Toutefois, ces architectures ne mettent pas l'accent sur la recherche 
et la maintenance d'execution de services au serveur d'applications le plus proche du 
client mobile. Une architecture offrant ces fonctionnalites exige une definition d'un 
protocole de recherche, de publication ou de migration de services dans un contexte de 
la mobilite du client. La realisation d'une telle architecture souleve des problemes de 
distribution des services, de l'autorisation d'acces aux informations sensibles d'un client 
par un autre client et de la decouverte des services avec contraintes de qualite de service. 
2.3.1 Distribution des services 
La distribution des services consiste generalement en deux operations : la 
replication et la partition [34]. Dans le cadre du developpement des services 
geolocalises, la distribution des services dans les serveurs de decouverte des services est 
tres importante pour rapprocher l'execution d'un service de la position geographique 
reelle d'un client mobile. La distribution tient aussi compte de l'expansion du service. 
L'expansion du service reflete le fait que le systeme applicatif s'adapte a une croissance 
des usagers ou des objets [43]. Pour distribuer les services, une topologie adequate de la 
repartition geographique des serveurs de decouverte des services doit done etre definie, 
de meme qu'une politique de publication des services. Distribuer les services revient 
aussi a interconnecter des entites (serveurs/clients) en communication. Realiser ces 
notions exprimees simplement est complexe. II est conseille, pour resoudre le probleme, 
de proposer un modele topologique integrant et solutionnant les problemes souleves. 
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L'avantage qu'on en tire est de factoriser du code, de diminuer le temps de recherche de 
service et du transport des donnees de traitement du client au serveur et vice-versa. 
2.3.2 Factorisation des methodes de localisation des usagers 
La factorisation des methodes de localisation des usagers est importante dans le 
sens que le serveur de decouverte des services est destine aux applications qui utilisent 
la position de l'usager pour octroyer les services. Ainsi, ces applications implementent 
des services permettant de localiser les usagers qui peuvent etre factorises par le serveur 
de decouverte de services. Une etude doit done etre faite pour selectionner les methodes 
pertinentes. 
2.3.3 La qualite des services 
La proposition d'une architecture de decouverte des services geolocalises devrait 
prendre l'utilisation des parametres de la qualite de services au niveau intergiciel pour 
selectionner le serveur d'applications approprie. Les parametres de QoS (bande 
passante, facteur d'utilisation d'un serveur d'applications) doivent etre conserves au 
niveau de chaque noeud de decouverte des services afin d'effectuer une selection locale 
du serveur d'applications approprie. Certains chercheurs [30], [61] abordent le probleme 
mais utilisent des donnees non consistantes dans la selection du serveur d'applications 
du fait que la mise a jour des donnees de QoS depend du nombre de clients actifs dans 
un reseau d'acces donne. 
2.3.4 Securite des services 
L'acces aux informations sensibles dans une decouverte des services geolocalises 
ne suit ni le modele MAC (Mandatory Access Control) car les sujets (les clients 
mobiles) et les objets (les clients mobiles) ne peuvent etre reduits a des compartiments 
classifies et hierarchises en niveaux de securite, ni le modele DAC (Discretionary 
Access Control) tel que explique precedemment. En effet, un client d'une application 
peut interroger la localisation d'un autre client. Pour eviter que les informations 
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sensibles telles que la position ou l'identite d'un client soient transmises sans controle 
lors d'une localisation thematique, le modele d'autorisation d'acces aux methodes de 
localisation des usagers doit etre conditionne au fait que le client dont la position est 
requise appartienne a la liste des clients a laquelle le requerant a un droit d'acces. 
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CHAPITRE III 
ARCHITECTURE DE DECOUVERTE DE SERVICES 
GEOLOCALISES PROPOSEE 
De maniere generale, la description d'une architecture permet de definir un 
systeme et son environnement (entites externes), de specifier, d'organiser et d'echanger 
les informations necessaires a l'atteinte des objectifs vises. Nous presentons dans ce 
chapitre la description du systeme GLWS A propose dans cette these comme architecture 
de decouverte de services Web geolocalises. Nous definissons d'abord les principaux 
requis de 1'architecture, puis les principes qui ont influence le choix topologique effectue 
sur la repartition des serveurs de decouverte des services. Ensuite, nous decrivons 
F architecture et le formalisme mathematique du systeme GLWS A. 
3.1 Principaux requis de I'architecture proposee 
Afin de realiser la conception architecturale, les objectifs vises et exprimes en 
langage naturel, ont ete transformer en un ensemble de requis de conception qui 
determine les fonctionnalites du systeme, et les contraintes de I'architecture sont soit 
associees aux performances desirees du systeme ou transformees en requis fonctionnels. 
On distingue deux families de requis: requis fonctionnels et requis non fonctionnels. Les 
requis fonctionnels sont associes aux objectifs fonctionnels du systeme: 
• proposer un modele de decouverte des services Web geolocalises: ce modele 
permet de publier les services Web geolocalises, de rechercher un service Web 
geolocalise sur la base du contexte de localisation de Fusager et de lier le client 
mobile au serveur d'applications geographiquement le plus proche ; 
• definir d'une topologie de repartition des noeuds ; 
46 
• proposer un modele de coordination de la migration de services ; 
• proposer un mecanisme de collecte de donnees de QoS (bande passante et facteur 
d'utilisation des serveurs d'application) pour un service donne et dans un 
domaine specifique ; 
• proposer un modele de localisation thematique d'un groupe de mobiles. 
Par definition, les objectifs fonctionnels decrivent le comportement du systeme. 
Pour les realiser, nous les transformons en requis fonctionnels en utilisant un langage 
de modelisation. En ce qui concerne le systeme propose, nous utiliserons le langage 
UML (Unified Modeling Language) pour analyser et representee par le biais des cas 
d'utilisation les requis fonctionnels du systeme. Ces derniers sont vus dans le 
systeme comme une couche des services, des interfaces externes ou des API 
(Application Program Interface). Les requis fonctionnels sont presentes en details au 
prochain chapitre. 
Quant aux requis non fonctionnels (RNF), nous en avons principalement cinq: 
• 1'expansion des noeuds de la topologie (RNF. 1); 
• l'interoperabilite du systeme propose avec les entites externes (RNF. 2); 
• la reduction du temps global de transit entre un serveur de decouverte des 
services et son MAP associe (RNF. 3) ; 
• l'autonomie de prise de decision dans la selection d'un serveur d'applications 
(RNF. 4); 
• la consistance des donnees de QoS (RNF. 5). 
Le requis de l'expansion des noeuds de la topologie est transforme dans sa 
realisation en un requis fonctionnel de gestion de la topologie. Cette fonctionnalite 
consiste a ajouter, supprimer ou rechercher un noeud de la topologie. Sa description est 
detaillee au prochain chapitre. 
L'interoperabilite permet au systeme propose de pouvoir echanger les messages 
avec les entites externes interagissant avec lui. Elle contribue a la comprehension et a 
Finterpretation des messages rectus, independamment des plates-formes utilisees par les 
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deux entites en communication de bout-en-bout. La realisation de ce requis consiste a 
choisir un protocole d'interoperabilite qui cadre avec le type de message transmis et la 
technologie des services Web. 
La reduction du temps global de transit entre un serveur de decouverte des 
services et son MAP est un critere utilise pour determiner l'emplacement ideal du LAN 
d'un serveur de decouverte des services associe a un reseau mobile d'acces aux paquets. 
Le principe detaille de ce requis est explique dans la section 3.2.1. 
L'autonomie de prise de decision dans la selection d'un serveur d'applications 
est transformee dans sa realisation en un requis fonctionnel permettant, lors d'une 
recherche ou d'une coordination de la migration de service, que le serveur de decouverte 
des services implique dans le choix du serveur d'applications geographiquement le plus 
proche (et offrant le niveau de QoS requis par le client si le service est avec QoS) puisse 
prendre la decision de selectionner un serveur d'applications sans communiquer avec 
une autre entite externe. Pour realiser ce requis, nous proposons une relation de visibilite 
expliquee a la section 3.3.4. 
Le requis sur la consistance de donnees de QoS est transforme dans sa realisation 
en un requis fonctionnel qui consiste a rafraichir periodiquement les donnees de QoS 
necessaires a la selection d'un serveur d'applications dans le cas d'une recherche ou 
d'une migration de service avec QoS. Le principe de ce requis est explique a la section 
3.3.5. 
3.2 Principes de 1'architecture proposee 
Les principes que nous etablissons ici permettent d'eclairer ou de comprendre les 
facteurs qui ont influence le choix topologique effectue et les concepts de genie logiciel 
utilises. 
3.2.1 Facteurs influencant le choix topologique du systeme GLWSA 
Distribuer un service revient a multiplier des points de sources fournissant le 
service. La distribution souleve differents types de questions : ou, quand et comment 
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repartir le service. En effet, les questions « ou » et « quand » reviennent a definir les 
criteres qui font en sorte qu'une region plus qu'une autre soit eligible a heberger un 
serveur de decouverte de services. Le « comment » revient a expliciter la logique utilisee 
pour arriver a cette fin. Nous considerons quatre facteurs principaux influencant le choix 
topologique du systeme GLWSA: 
• la perception de la mobilite par un serveur rattache au reseau IP ; 
• la reduction du temps global de transit entre un serveur de decouverte des 
services et son MAP associe ; 
• Fautonomic de prise de decision ; 
• la consistance des donnees de QoS. 
Dans une communication IP reliant un client mobile a un serveur quelconque 
rattache au reseau Internet, le reseau mobile de prochaine generation peut etre vu comme 
un ensemble de reseaux d'acces aux paquets ayant chacun un MAP ou une passerelle 
vers le reseau Internet. Le reseau d'acces aux paquets permet d'interconnecter une ou 
plusieurs zones de localisation d'un reseau mobile et d'agreger ainsi le trafic de donnees 
vers le reseau Internet. Pour rediriger les donnees vers le reseau Internet ou vers les 
clients mobiles, on associe a chaque zone de localisation un routeur d'acces. 
Dans ce contexte, le serveur en question percoit et resume la mobilite du client a 
une macro mobilite (un changement de MAP), car, pour maintenir la communication en 
cours, ledit serveur n'a pas besoin de connaitre la mobilite du client dans les zones de 
localisation couvertes par le MAP de la position courante du client. Cela fait du MAP le 
point d'agregation de la mobilite le plus eleve. Ce point d'agregation est utilise dans la 
mobilite IP pour reconnaitre le reseau d'acces aux paquets de residence (home access 
network) et les reseaux d'acces aux paquets visites (visited access networks) par un 
client mobile. 
Ainsi, dans le cas ou le client effectue une micromobilite (mobilite dans les 
zones de localisation couvertes par un reseau d'acces aux paquets donne), le trajet de 
tout paquet IP envoye par le client mobile en direction dudit serveur passe par le MAP 
associe a ce reseau d'acces aux paquets. Du fait que, dans un reseau d'acces aux 
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paquets, tout paquet qui y est emis passe par le MAP, si Ton veut reduire le temps de 
transit global entre un client et le serveur de decouverte de services de son reseau 
d'acces aux paquets, il faudrait choisir convenablement ou disposer un serveur de 
decouverte de services par rapport au MAP. 
Le temps global de transit d'un paquet est la somme de deux expressions: le 
temps de propagation et le temps de transit de tous les routeurs intermediaires (requis 
non fonctionnel RNF. 3). Le temps de propagation est lie a la distance separant le MAP 
et le serveur de decouverte des services, tandis que le temps de transit de tous les 
routeurs intermediaires est la somme des temps d'attente de tous les routeurs 
intermediaires traverses (en considerant le temps de traitement de chaque routeur 
intermediate comme negligeable). Par consequent, pour reduire le temps global de 
transit des messages (temps de propagation + temps d'attente) du client mobile au 
serveur, il suffit de collocaliser le serveur de decouverte des services au MAP. Nous 
entendons par collocalisation du serveur de decouverte des services avec le MAP le fait 
que le LAN du serveur de decouverte des services soit directement rattache au MAP. En 
effet, la collocalisation du serveur de decouverte des services et du MAP permet de 
reduire le nombre de routeurs intermediaires traverses par un paquet et de rapprocher 
geographiquement la distance entre les deux entites; il en resulte ainsi une reduction du 
temps global de transit d'un paquet entre le MAP et le serveur de decouverte des 
services. 
Lors d'une coordination de migration de service ou d'une requete de recherche 
de service emise par un client aupres d'un serveur de decouverte de services, la prise de 
decision de selectionner un serveur d'applications sur un ensemble de serveurs 
d'applications eligibles doit etre effectuee localement au serveur de decouverte de 
services interroge. Cette propriete d'autonomie du serveur de decouverte de services 
permet d'eliminer un flux supplementaire d'echange de messages entre serveurs au 
moment du traitement de la requete d'un client. En effet, les informations necessaires a 
un serveur de decouverte de services pour sa prise de decision de selectionner un service 
S sont acquises en temps masque et sont valides pour une periode de temps determinee 
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en ce qui concerne 1'acquisition des parametres de QoS (bande passante dans un 
domaine specifique, facteur d'utilisation d'un serveur d'applications). Cette periode de 
temps sert de signal pour declencher le rafraichissement des donnees de QoS. Ce 
rafraichissement permet alors d'avoir ou de conserver des donnees consistantes de QoS. 
La specification des reseaux mobiles de prochaine generation fait ressortir 
principalement quatre categories de QoS pour les applications de trafic: conversationnel 
(voix, video, telephonie, etc.), flots (multimedia, etc.), interactives (interactions avec le 
Web, client/serveur, acces aux bases de donnees, etc.) et d'arriere plan (courriel, 
telechargement, etc.). Les applications geolocalisees (applications qui implementent des 
services Web geolocalises) font partie de la categorie des applications interactives. Nous 
avons choisi les parametres de QoS en conformite aux recommandations formulees par 
legroupe3GPP[35]. 
3.2.2 Principes de genie logiciel appliques 
L'architecture propose GLWSA est une architecture orientee services. Nous 
entendons par architecture orientee services, une architecture qui consiste a developper 
les applications comme des composants logiciels independants, ayant des interfaces 
externes de services avec lesquels les usagers interagissent. Elle permet aussi de 
selectionner des services desires dans une collection donnee et de les assembler afin de 
realiser une caracteristique fonctionnelle specifique [20]. Les services utilises dans le 
systeme GLWSA utilise la technologie Web (on parle alors de service Web) et la 
technologie des messages asynchrones. 
Un service Web est une interface externe (ou publiee) qui est mise a la 
disposition des clients dans le but d'interagir avec une application logicielle. II utilise la 
technologie Web (HTTP) pour transporter les messages echanges. Un service Web a un 
formalisme qui est decrit dans un document WSDL (la description de ce protocole est 
effectue a la section 2.1.1). Dans le cas d'un appel service Web, les messages echanges 
entre un emetteur et un recepteur sont mis sous le format d'interoperabilite SOAP 
(explique au dans la section 2.1.3, requis non fonctionnel RNF.2) issu de XML. En effet, 
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le formalisme d'interoperabilite SOAP est utilise comme standard d'interoperabilite 
pour effectuer des appels distants de services Web et echanges des structures de donnees 
mises sous format XML. L'implementation d'un service Web est effectuee par une 
classe qui lui est associee. Le service Web dans le systeme GLWSA est distribue a 
differents noeuds representant les points d'acces aux services. 
La technologie des messages asynchrones permet a un client d'envoyer un 
message destine a un receveur (on parle d'une communication point a point) ou 
d'envoyer un message destine a plusieurs receveurs y ayant souscrit (on parle d'un 
modele publication/souscription). 
L'architecture orientee services utilise a la base le modele objets pour representer 
les fonctionnalites et les structures de donnees du systeme. La modelisation objet 
consiste a creer une representation abstraite des entites ayant une existence materielle 
(arbre, personne, cellulaire, etc.) ou bien virtuelle (securite sociale, compte bancaire, 
etc.) sous forme d'objets. Un objet est caracterise par plusieurs notions: 
" Les attributs (on parle parfois de proprietes): II s'agit des donnees caracterisant 
l'objet. Ce sont des variables stockant des informations d'etat de l'objet. 
• Les methodes (appelees parfois fonctions membres): Les methodes d'un objet 
caracterisent son comportement, c'est-a-dire l'ensemble des actions (appelees 
operations) que l'objet est a meme de realiser. Ces operations permettent de faire 
reagir l'objet aux sollicitations exterieures (ou d'agir sur les autres objets). De 
plus, les operations sont etroitement liees aux attributs, car leurs actions peuvent 
dependre des valeurs des attributs, ou bien les modifier. 
• L'identite: L'objet possede une identite, qui permet de le distinguer des autres 
objets, independamment de son etat. On construit generalement cette identite 
grace a un identifiant decoulant naturellement du probleme (par exemple un 
produit pourra etre repere par un code, une voiture par un numero de serie, etc.). 
On appelle classe la structure d'un objet, c'est-a-dire la declaration de l'ensemble 
des entites qui composeront un objet. Un objet est done "issu" d'une classe. En realite, 
on dit qu'un objet est une instanciation d'une classe, e'est la raison pour laquelle on 
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pourra parler indifferemment d'objet ou d'instance (eventuellement d'occurrence). Une 
classe est composee des attributs (il s'agit des donnees, dont les valeurs represented 
l'etat de l'objet) et des methodes (il s'agit des operations applicables aux objets). 
L'un des principaux concepts du paradigme objet est Vencapsulation. 
L'encapsulation est un mecanisme consistant a rassembler les donnees et les methodes 
au sein d'une structure en cachant l'implementation de l'objet, c'est-a-dire en empechant 
l'acces aux donnees par un moyen autre que celui propose par les services publies. 
En effet, la programmation orientee objets permet de cacher l'implementation des 
methodes et la structure des donnees des attributs d'un objet. Pour qu'un client puisse 
utiliser les objets d'un systeme, la programmation orientee objets preconise qu'il 
interagisse avec des methodes publiques encapsulees dans une interface externe. On 
distingue principalement trois niveaux d'encapsulation ou de visibilite: 
• publique: II permet un acces sans condition a une methode ou un attribut d'une 
classe. II s'agit du plus bas niveau de protection des donnees ; 
• protegee: Seules les classes qui heritent de la classe de base offrant cet acces a 
une ressource (un attribut ou une methode) et d'autres methodes de cette classe 
de base peuvent interagir avec la dite ressource ; 
• privee: L'acces a un attribut ou une methode est limite aux methodes de la classe 
elle-meme. II s'agit du niveau de protection des donnees le plus eleve. 
La notion d'heritage permet a une classe dite derivee de reutiliser les attributs et 
les methodes implementes par une classe de base. La classe derivee se differencie de la 
classe de base soit par le biais des attributs et des methodes qui lui sont propres ou par 
une re-ecriture des methodes implementees dans la classe de base. 
Si une classe de base est heritee par plusieurs classes derivees, l'instanciation de 
classe de base lors d'une execution peut prendre la forme de la structure de donnees de 
l'une des classes derivees. On parle alors de polymorphisme d'un objet. 
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3.3 Architecture du systeme GLWSA 
Pour realiser cette architecture, notre approche methodologique consiste a 
delimiter le systeme etudie afin de determiner les entites externes agissant sur lui-meme, 
de proposer une topologie de repartition des noeuds, et d'enoncer les concepts de la 
politique de recherche, de publication et de migration de services [11], [12], [13], [14]. 
Cette section presente la description des principales composantes de 1'architecture, 
l'enonce du principe de la consistance de donnees de QoS, 1'impact de la mobilite sur le 
systeme, l'extension du registre UDDI et du protocole MLP, et la typologie des 
applications geolocalisees. 
3.3.1 Description des principales composantes 
Comme l'illustre la Figure 3.1, le systeme GLWSA est compose principalement 
de trois entites : 
• le serveur de decouverte des services Web geolocalises GLWSM (Geo-Located 
Web Services Manager) ; 
• la base de donnees UDDIM (UDDI for Mobiles) ; 
• et la base de donnees des informations des usagers ClientlnfosDB. 
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Le GLWSM est l'organe qui controle la logique du traitement des informations 
du systeme. La base de donnees UDDIM est une extension du registre UDDI pour les 
mobiles dans le but de tenir compte de la topologie de repartition des noeuds GLWSM. 
Cette extension ajoute au UDDI les informations sur la position des noeuds GLWSM, 
l'agrement d'un service et ses parametres de QoS. La base de donnees ClientlnfosDB 
enregistre les informations personnelles d'un client, les donnees sur l'equipement utilise 
par un client mobile, et les parametres sur l'abonnement d'un client mobile. 
Le serveur GLWSM interagit avec des entites externes telles que les clients 
mobiles, les serveurs des fournisseurs d'application SAS et le serveur LCS. Le langage 
SOAP sert a formater les messages echanges entre un client mobile et un GLWSM, ainsi 
qu'entre un GLWSM et un SAS. Les messages asynchrones (en utilisant par exemple 
JMS « Java Message Service ») sont echanges entre deux GLWSM afin d'effectuer le 
suivi de la position courante d'un client mobile. Le dialogue entre un GLWSM et un 
LCS se fait par le biais du protocole MLPe (MLP extension). Le protocole MLPe est une 
extension du protocole MLP afin de pouvoir effectuer une localisation des mobiles sur 
une base thematique. L'interaction entre un serveur GLWSM et ses bases de donnees 
associees UDDIM et ClientlnfosDB se fait par le biais d'un connecteur des donnees 
ODBC (Open DataBase Connectivity) ou JDBC (Java DataBase Connectivity). Dans le 
systeme GLWSA, le transport des messages echanges entre entites de bout-en-bout se 
fait en mettant a contribution les ressources du reseau mobile et du reseau Internet. 
> Topologie du systeme GLWSA 
Tel qu'illustre a la Figure 3.2, le modele de repartition des nceuds GLWSM 
propose est un modele hierarchique a deux niveaux [11], [12], [13], [14]. Ce modele a 
ete choisi pour tenir compte de la contrainte d'extensibilite (gestion des noeuds), de 
1'autonomic de la prise de decision dans la selection des SAS et de la consistance des 
donnees de QoS en limitant le flux d'echange de messages entre noeuds GLWSM. Le 
niveau le plus bas est le niveau des feuilles de l'arbre et le niveau superieur represente la 
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racine de l'arbre. La racine de l'arbre a un noeud racine associe. Le niveau des feuilles 
comprend plusieurs noeuds. 
Un noeud feuille contient et expose un ensemble de services publies par des 
fournisseurs autorises. La publication d'un service est coordonnee par le nceud de racine 
qui a une base de connaissances de tous les nceuds GLWSM deployes dans la topologie 
de GLWSA. Chaque reseau d'acces aux paquets est associe a un nceud feuille GLWSM 
et couvre un nombre determine de zones de localisation. Toute paire de nceuds GLWSM 
distincts couvre des zones de localisation distinctes. Un SAS peut etre associee a 
plusieurs GLWSMs. Un service Web d'un fournisseur peut etre reparti sur plusieurs 
SAS. 
Figure 3.2 Topologie du systeme GLWSA 
La caracteristique principale des noeuds feuille est qu'ils dependent des zones de 
localisation du reseau mobile pour assurer le suivi de la mobilite du client, pour 
maintenir l'execution de service dans un SAS, et pour controler la migration de service 
lorsqu'un client mobile entre dans un zone de localisation geree par un autre nceud de 
GLWSM oii le service dans l'execution existe. Autrement, l'execution du service cessera 
56 
d'etre fournie par le SAS en cours d'execution. Tous les noeuds feuille offrent des 
fonctionnalites pour l'authentification et l'autorisation, l'abonnement, la localisation des 
mobiles, la migration, la recherche et la publication des services. 
> Relations et proprietes 
Les relations et proprietes du systeme sont decrites ci dessous. 
Relation de visibility: Tout noeud GLWSM qui a un service Si connait tous les autres 
noeuds GLWSMs qui offrent le meme service. 
La relation de visibilite permet a tout noeud d'etre autonome dans la prise de 
decision, de selectionner un SAS le plus proche de la position courante du client mobile 
frequis non fonctionnel RNF. 4). 
Nceud de residence (Home Node) : C'est le noeud feuille GLWSMh ou un client mobile 
est enregistre, s'authentifie ou s'identifie, et formule sa requete de recherche d'un 
service donne. 
Nceud visite (Visited Node) : C'est un nceud feuille GLWSM distinct du nceud de 
residence d'un client mobile specifique. 
Noeud le plus proche : C'est le nceud feuille GLWSM qui couvre la position 
geographique courante d'un client mobile specifique. 
SAS le plus proche : C'est un serveur du fournisseur d'applications associe au nceud 
GLWSM le plus proche et qui rencontre les requis de QoS d'un client mobile. 
3.3.2 Recherche d'un service Web geolocalise 
La procedure de recherche d'un service Web geolocalise implique cinq acteurs 
(Figure 3.3): le client mobile, le serveur GLWSM de residence, le serveur GLWSM le 
plus proche, le serveur d'applications SAS le plus proche et le serveur de localisation 
LCS. 
La description fonctionnelle de la procedure est la suivante (Figure 3.4): 
1. le client mobile envoie une requete de recherche de service Web geolocalise 
a son serveur GLWSMr de residence. La requete peut etre avec ou sans QoS. 
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Les parametres transmis dans cette communication sont l'identifiant du 
service et l'identifiant du mobile auxquels on peut rajouter les parametres de 
QoS requis (facteur d'utilisation du serveur d'applications, la bande passante 
et le cout du service); 
2. le serveur GLWSMr envoie au LCS une requete de localisation en specifiant 
l'identifiant du mobile ; 
GLWSM le plus proche 
A 
Rechercher un service Web 
geolocalise avec ou sans QOS 
client mobile *"""""•"—y <? "~^ GLWSM de residence 
SAS le plus proche L C S 
Figure 3.3 Cas d'utilisation d'une recherche de service Web geolocalise 
3. le serveur LCS retourne la position du client mobile au GLWSMr, celui-ci 
selectionne alors dans la base de donnees UDDIM le noeud GLWSM qui 
couvre la position courante du client mobile. Le noeud GLWSM selectionne 
est considere comme le serveur GLWSM le plus proche ; 
4. le serveur GLWSM verifie ensuite si le service demande est octroye par le 
noeud GLWSM selectionne a l'etape 3 (le requis RNF. 4 est utilise ici), puis 
selectionne l'URL du serveur d'applications. Si la QoS est requise, le critere 
statique sur le cout ainsi que le critere dynamique sur la bande passante et le 
facteur d'utilisation est valide avant de selectionner le serveur d'applications 
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SAS. Le serveur SAS trouve a cette etape est considere comme le serveur 
SAS le plus proche ; 
5. le serveur GLWSMr envoie un message asynchrone au serveur GLWSM 
trouve a l'etape 3 lui demandant de traquer ou de faire un suivi de la position 
du mobile se trouvant dans sa region de couverture ; 
6. le serveur GLWSMr retourne au client mobile l'URL du serveur 
d'applications ainsi que les parametres necessaires a la negociation de la QoS 
(bande passante minimum et maximum, le delai de propagation minimum et 
maximum, et la taille maximale d'une unite de service); 
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Figure 3.4 Diagramme de deploiement d'une recherche de service 
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3.3.3 Publication d'un service Web geolocalise 
La procedure de publication d'un service Web geolocalise implique trois acteurs 
(Figure 3.5): le fournisseur autorise, le serveur GLWSM racine, les serveurs GLWSM 
offrant le service a publier. 
Conditions prealables : On suppose que le fournisseur autorise a obtenu au prealable un 
agrement de service aux nceuds. 
Fournisseur autorise GLWSM Racine 
GLWSM offrant le service S GLWSM offrant le service S GLWSM offrant le service S 
Figure 3.5 Cas d'utilisation d'une publication de service Web geolocalise 
Procedure : 
La description de la procedure de deploiement est la suivante (Figure 3.6): 
1. le fournisseur autorise envoie une requete de publication de service Web 
geolocalise au serveur GLWSMh racine. La requete contient les informations 
sur le service et la liste des nceuds feuille GLWSM selectionnes qui offriront 
un acces au service ; 
2. le serveur GLWSMh enregistre le service a son registre UDDIM associe ; 
3. le serveur GLWSMh envoie un message asynchrone de replication du service 
a tous les nceuds feuille GLWSM selectionnes. Toutes les informations 
transmises a l'etape (1) sont redirigees a chacun des nceuds. Ainsi, chaque 
nceud feuille connait les autres nceuds feuille offrant le service publie (requis 
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non fonctionnel RNF4). Apres trois tentatives d'envoi, un message d'erreur 
contenant la date, les informations sur le service, les identifiants des noeuds 
feuille ou le service n'a pas ete replique est ajoute au fichier d'erreur de 
publication pour traitement futur ; 
4. les noeuds feuille GLWSM ecoutent la queue de publication de service ; 
5. chaque nceud feuille GLWSM enregistre le service ainsi que les informations 
sur les autres noeuds feuille offrant le service ; 
GLWSM 
Racine 
/ - Publier un service Web geolocalise 
(liste des noeuds selectionnes) 
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Figure 3.6 Diagramme de deploiement d'une publication 
de service Web geolocalise 
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6. chaque noeud feuille GLWSM confirme l'enregistrement du service au noeud 
racine GLWSMh via une queue de publication ; 
7. cette confirmation est traitee par le GLWSM afin de mettre a jour la liste des 
noeuds ou la replication n'est pas encore effective. Si la replication n'est pas 
encore effective a tous les noeuds selectionnes trois minutes apres 1'envoi du 
message a repliquer, alors on retourne de l'etape (3) ou on envoie a nouveau 
le message aux noeuds n'ayant pas enregistre le service. 
3.3.4 Coordination de la migration d'un service Web geolocalise 
La procedure de coordination de la migration d'un service Web geolocalise 
implique cinq acteurs (Figure 3.7): le GLWSM courant, le GLWSM suivant, le serveur 
LCS, le serveur SAS courant et le serveur SAS suivant. 
GLWSM suivant 
GLWSM courant 
Coordonner la migration d'un 
service Web geolocalise 
SAS courant S A S suivant 
Figure 3.7 Cas d'utilisation de la coordination d'une migration 
de service Web geolocalise 
Procedure 
La description de la procedure de deploiement est la suivante (Figure 3.8) 
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1. en communiquant avec le serveur LCS, le serveur GLWSM courant traque la 
position d'un mobile en cours d'execution et se trouvant dans sa zone de 
couverture geographique ; 
2. si le mobile sort de la zone de couverture du GLWSM courant, ce dernier 
selectionne dans son registre UDDIM le noeud GLWSM ou le mobile a ete 
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2- Si sortie, selectionner le noeud qui couvre 
la region ou le mobile a ete localise (GLWSM 
suivant le plus proche) 
3- Le serveur GLWSM courant verifie ensuite 
si le service demande est octroy<e par le noeud 
GLWSM suivant selectionne a I'etape 2 (le 
requis RNF. 4 est utilise ici), puis selectionne 
I'URL du serveur d'application (SAS suivant 
le plus proche). 
3-1 Si QoS requise, verifier les critere 
de QoS statique (cout du service) et le critere 
de selection dynamique 
6- Envoyer un message asynchrone de suivi du 
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Realise la migration de service vers le prochain SAS. Cette 
operation ne fait pas partie des composants du systeme 
GLWSA. Le fournisseur pent utiliser une migration de tache 
ou de session. 
Figure 3.8 Diagramme de deploiement de la coordination d'une 
migration de service Web geolocalise 
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3. le serveur GLWSM courant verifie si le service en cours d'execution est 
octroye aii noeud GLWSM suivant (requis non fonctionnel RNF. 4). Si c'est 
le cas, il selectionne, par le biais d'une cache d'informations de QoS, l'URL 
de serveur SAS suivant qui respecte les criteres de QoS du client sur le cout, 
la bande passante et le facteur d'utilisation ; 
4. le serveur GLWSM courant notifie au SAS courant l'URL du prochain SAS 
ainsi que l'identifiant du mobile concerne. A la reception du message, le SAS 
courant effectue la migration de service au SAS suivant (cette operation de 
migration de service de SAS a SAS n'est pas de la portee du systeme 
GLWSA, le fournisseur peut utiliser une technique de migration de session 
ou de tache existante); 
5. le serveur SAS envoie un accuse de fin de migration au serveur GLWSM 
courant; 
6. le serveur GLWSM courant envoie un message asynchrone de suivi de 
mobile au nceud GLWSM suivant. 
3.3.5 Collection et consistance des donnees de QoS 
Le systeme GLWSA possede deux categories de donnees de QoS : les donnees 
statiques et les donnees dynamiques [12], [14]. Les donnees statiques de QoS sont 
transmises et enregistrees dans le systeme lors d'une publication de service. II s'agit du 
cout d'un service a un nceud, la bande passante minimale et maximale d'un service a un 
noeud, le delai de propagation minimal et maximal d'un service a un nceud, et la taille 
maximale d'une unite de service. 
> Collection des donnees dynamiques de QoS 
Les donnees dynamiques sont collectees periodiquement pour un service donne a 
un noeud GLWSM specifique. La logique utilisee est la suivante: pour un client mobile 
se trouvant dans une zone de localisation donnee (Figure 3.9), le choix du meilleur 
serveur SAS si Ton utilise comme critere la bande passante disponible n'est pas 
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determinant dans le domaine delimite entre le client mobile et le MAP, mais plutot entre 
le MAP et les differents serveurs SAS [12], [14]. En effet, dans le sous domaine incluant 
le client mobile et le MAP, s'il n'y a pas suffisamment de bande passante disponible et 
requise par un client mobile, aucun des serveurs SAS lies au noeud cible GLWSM 
n'offrira une bande passante suffisante pour repondre au niveau requis par le client 
mobile. Si par contre la bande passante requise peut etre octroyee dans le sous domaine 
incluant le client mobile et le MAP, la difference dans la bande passante disponible se 
fera entre le MAP et les differents SAS offrant le service. 
Le principe detaille de la collection de la QoS dans un domaine particulier 
GLWSMh consiste a formuler une requete de soumission de QoS d'un service donne au 
serveur d'applications SAS l'implementant (Figure 3.10). A la reception de cette 
requete, le SAS interroge le reseau sur la bande passante disponible et determine son 
facteur d'utilisation. II retourne par la suite les valeurs obtenues au GLWSMh qui les 
retransmet a tous les serveurs GLWSM stockant le meme service en ecrivant dans une 
queue qu'ils ecoutent. 
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Figure 3.10 Collection et consistance de la QoS dans un domaine GLWSMh 
> Rafraichissement des donnees de QoS et appreciation de la bande passante 
Les donnees de QoS collectees sont rafraichies toutes les 30 secondes du fait que 
les applications qui utilisent la reservation des ressources (generalement les applications 
multimedia) sont generalement impliquees dans de longs echanges de donnees. Cette 
periode peut etre modifiee par un administrates autorise. 
Pour apprecier la bande passante collectee (Figure 3.11), nous divisons 
l'ensemble des valeurs admissibles de la bande passante (de BW_min a BW_max) en 
dix segments equidistants BWSi (i variant de 1 a 10). Chaque segment BWSj a un poids 
associe de /. Le poids de 10 est affecte au segment ayant pour borne superieure 
BW max. 
BW_min 
BWJv poid s bwswg =9 
I 




Figure 3.11 Appreciation de la bande passante 
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> Critere de selection dynamique 
Le critere de selection dynamique DSC (Dynamic Selection Criteria) d'un 
serveur d'applications est donne par les equations suivantes [12], [14]: 
DSC = (0.1 * bwsw,) * a + (l - uft) * J3 (3.1) 
a + J3 = l (3.2) 
Oil bwswi represente le poids de la bande passante et ufi le facteur d'utilisation du 
serveur SAS;. Les coefficients a (a>=0) et P ((b>=0) sont des parametres reels et positifs 
qui attenuent les mesures effectuees. 
> Consistance des donnees dynamiques de QoS 
La consistance des donnees de soumission de la QoS (requis non fonctionnel 
RNF. 5) materialise la capacite d'un systeme reparti de decouverte de services de 
transmettre, avant un delai determine DD, la soumission des donnees de QoS obtenue 
par un serveur de decouverte de services (pour un service specifique S et dans un 
domaine particulier) a tous les serveurs de decouverte de services qui publient le service 
S [12], [14]. Le choix topologique de repartition des noeuds (nombre de niveaux, 
echange de messages entre serveurs de decouverte) a une influence sur les performances 
ou 1'appreciation de la consistance. 
Le message de soumission de QoS est compose de deux parametres de type reel, 
a savoir : la bande passante disponible dans un domaine particulier et le facteur 
d'utilisation du serveur d'applications dans ce domaine. Le message de soumission de 
QoS a done une taille de 8 octets (equivalent a deux nombres reels). Le delai de 
communication subi dans la transmission de la soumission d'un serveur a un autre est 
induit da vantage par le temps d'attente car le temps de propagation et le temps de 
transmission sont considered comme negligeables. 
Nous demontrons que la topologie proposee du systeme GLWSA a une meilleure 
performance que la topologie hierarchique a trois niveaux minimum utilisee dans le 
systeme de decouverte de services QoS-Aware [30]. Ce dernier a une approche 
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semblable a la notre en retournant par une boucle de retroaction la QoS observee par les 
clients mobiles a leur serveur de residence de decouverte de services. 
Dans le systeme de decouverte QoS-Aware, deux concepts sont employes pour 
propager la soumission de QoS a tous les serveurs de decouverte des services (SDS) de 
la feuille de l'arbre topologique, concernes par la mise a jour de QoS. D'abord, la 
propagation est faite verticalement. Un serveur de residence de decouverte de services 
envoie un message de mise a jour de la soumission de QoS a son noeud parent. Si le 
noeud parent courant fournit un acces au service, une mise a jour des donnees de QoS se 
produira. Puis, le noeud parent courant reoriente le message a ses nceuds fils qui stockent 
le service et a son noeud parent aussi. Le message est propage progressivement a tous 
les serveurs de la topologie. 
Figure 3.12 Modele de propagation de QoS 
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Dans le deuxieme concept, la propagation de la soumission de QoS se fait 
horizontalement. Le serveur de residence de decouverte des services initie la 
propagation du message de mise a jour de la QoS en la transmettant a son noeud 
successeur. Si le noeud successeur stocke le service dont la QoS qui a ete propagee, une 
mise a jour de QoS se produira. Le nceud successeur change de role pour devenir le 
nceud courant. Puis, le nceud courant envoie a son successeur (le prochain nceud) un 
message de mise a jour. La propagation du message se fera progressivement vers tous 
les serveurs de decouverte de services de la feuille de l'arbre concernes par les donnees 
de QoS. Une representation du modele de propagation des donnees de QoS du systeme 
QoS-Aware est donnee a la Figure 3.12. 
Avec ces deux concepts, si un delai d'attente DQ survient pendant une mise a 
jour de la QoS entre deux serveurs de decouverte de services (SDSj vers SDSj), ce delai 
sera induit a tous les autres serveurs de decouverte de services qui dependent de SDSj. 
Ainsi, si le delai DQ est egal ou plus grand que le delai fixe DD, alors, le serveur SDSj 
et tous serveurs qui dependent de l'execution de la mise a jour du message de QoS dans 
SDSj auront des donnees de QoS inconsistantes. 
Dans notre approche, un serveur de decouverte des services GLWSMh declenche 
la mise a jour de la soumission de QoS en ecrivant dans une queue ecoutee par tous les 
serveurs de decouverte de services concernes par la mise a jour de la soumission de 
QoS. Par consequent, si un delai d'attente DQ survient pendant une mise a jour de la 
QoS entre GLWSMh et un serveur GLWSMj, ce delai ne sera pas propage a tout autre 
serveur concerne par cette mise a jour. Des lors, si le delai DQ est egal ou plus grand 
que le delai fixe DD, les donnees inconsistantes seront limitees au seul serveur 
GLWSMj. 
3.3.6 Impact de la mobilite 
Deux scenarios de mobilite sont possibles quand un client mobile interagit avec 
un nceud feuille GLWSM : la macromobilite et la micromobilite (Figure 3.13). 
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Micromobilite: Les (tapes (1-4) et (6-9) sont des flats nonrnux du message de recherche d'un service. L '(tape 5 materialise la e le message de mise ajour. 
Macromobihte: Les (tapes (1-4) et (8-11) sont lesflots normaux du essage de recherche d'un service.Les (tapes 5-7 sont les flots du message de mise ajour. 
Figure 3.13 Impact de la mobilite dans GLWSA avec HMIPv6 
Supposons que HMIPv6 soit utilise comme protocole de micromobilite, et qu'un 
client mobile envoie un message de recherche de service au noeud GLWSMh par le biais 
du routeur d'acces ARn, puis change de point d'attache de ARn a AR,2 avant la 
reception de la reponse. Durant cette releve locale, le client mobile re§oit deux nouvelles 
adresses temporaires : LCoA;2 (Local Care-of-Address) et RCoA; (Regional Care-of-
Address). Ensuite, il envoie un message de mise a jour des adresses recues RCoAi et 
LCoAi2 au routeur ou passerelle GR; (Gateway Router) qui agit comme un MAP. La 
passerelle GRi extrait les adresses LC0A2 et RCoAj du message regu, puis met a jour sa 
table de routage. Suite a cette mise a jour, tous les paquets envoyes par le noeud 
GLWSMh a destination du client mobile seront rediriges ou routes en utilisant les 
adresses RCoAj et LCoAj2, ce qui permet au client mobile de recevoir la reponse de sa 
requete de recherche de service. 
Dans le cas ou le client mobile n'a pas re^u de reponse a son message de 
recherche de service envoye au noeud GLWSMh et qu'une releve survienne lors d'une 
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macromobilite, c'est a dire que le client mobile change de reseau d'acces aux paquets de 
GRj a GRj, alors le client mobile recoit du reseau IP une nouvelle adresse locale de 
transit LCoAji et une nouvelle adresse regionale de transit RCoAj. Le client mobile 
envoie trois mises a jour des adresses de transit recues respectivement a la passerelle 
GRj (contenant LCoAji et RCoAj), a l'agent de residence «Home Agent» (contenant 
1'adresse RCoAj) et au noeud de correspondance GLWSMh (contenant l'adresse RCoAj). 
Ainsi, tous les paquets adresses au client mobile seront routes a sa nouvelle adresse 
regionale RCoAj. La passerelle GRj qui les recoit, le redirige a l'adresse locale de transit 
LCoAji. 
3.3.7 Extension des protocoles UDDI et MLP 
Du fait que le protocole UDDI est utilise comme standard dans la decouverte des 
services Web, nous l'avons choisi comme protocole de base pour decouvrir les services 
Web geolocalises. Toutefois, ce protocole n'offre pas de structure de donnees pour 
enregistrer les services Web geolocalises dans le registre qui lui est associe. L'extension 
de la structure de donnees du registre UDDI, que nous appelons UDDIM (UDDI pour 
mobiles), permet d'y ajouter la topologie du systeme GLWSA. 
Par contre, l'extension du protocole MLP permet d'ajouter des fonctionnalites et 
des structures de donnees de la localisation thematique d'un groupe de mobiles. 
L'extension du protocole MLP est appelee MLPe. 
> Registre UDDIM 
Le registre UDDIM est une extension du registre UDDI dans le but de gerer la 
topologie des noeuds du systeme GLWSA, d'assigner un service a un noeud particulier 
(materialise par la classe AgreementNode) et d'ajouter une qualite de service a un 
service specifique (materialise par la classe Agreement). Pratiquement, nous ajoutons 
quatre structures de donnees XML a l'UDDI : Node, Agreement, AgreementNode et 
PolygonLineSegment. La representation UML de ces elements est donnee a la Figure 
3.14. La structure de donnees de 1'element Node decrit les informations d'un noeud 
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GLWSM. Les parametres qui identifient un noeud GLWSM sont Fidentifiant du nceud 
nodeld, l'URL du noeud urlNode, le type de noeud (« racine » ou « feuille »), la position 
geographique du noeud (xPos, yPos, zPos), la distance maximum toleree 
distanceMaxNodeService entre un SAS et le noeud nodeld, l'adresse du MAP MAP_Addr 
associee au noeud et le nombre de segments de droite numberOfPolygonLineSegment 
qui delimitent la region couverte par le noeud (nous considerons qu'une region couverte 
par un noeud a la forme d'un polygone). 
Agreement 
~ agreements: String 
-serviceld: String 
~ adminld: String 
~ systCoord: String 
PorygonLineSegment 
- lineSegmentld: String 
- nodeld: String 
-X1 : double 
-Y1 : double 
-X2: double 
-Y2: double 
- sign: String 
3.* 1 
AgreementNode 
~ agreementld: String 
-nodeld: String 
- urIApp: String 
-costService: double 
~BW_min: double 
- BW_max: double 
~PPD_min: double 
-PPDjnax : double 




1 . * 
1 
Node 






~ distanceMaxNodeService: double 
~Map_Addr: String 
~ numberOtPolygc nunesegm em: int 
Figure 3.14 Structures de donnees de UDDIM 
L'element Agreement represente l'agrement d'un service specifique. II est 
compose d'un identifiant d'agrement agreementld, d'un identifiant de service serviceld, 
d'un identifiant de l'administrateur du service adminld et d'une reference de systeme de 
coordonnees utilise systCoord (cartesien, longitude/latitude/altitude). L'element 
AgreementNode materialise la description detaillee d'un agrement de service a un noeud 
GLWSM specifique. II se compose de parametres statiques de QoS (costService, 
BWjnin, BWjnax, PPD_min, PPDjnax, SDUjsmax). Les parametres BWjnin et 
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BW_max representent le minimum et maximum de bande passante qu'un service 
serviceld peut offrir au noeud nodeld. Les parametres PPDjnin et le PPDjnax 
representent le minimum et maximum du delai sur le chemin de propagation d'un 
service serviceld au noeud nodeld. Le parametre SDU_smax est la taille maximum d'une 
unite de service. Les parametres {xPos, yPos, zPos) d'un element AgreementNode 
materialisent la position geographique d'un serveur SAS qui offre le service serviceld au 
nceud nodeld. L'element PolygonLineSegment permet de representer un segment de 
droite de la region couverte par le nceud nodeld. Les parametres (XI, Yl) et (X2,Y2) 
representent les coordonnees de deux points appartenant a une droite delimitant le 
polygone. Le signe sign de 1'inequation de PolygonLineSegment peut prendre une des 
valeurs "<=" ou ">=". 
Les API que nous avons adjoints au registre UDDIM sont les suivants : 
• addNode {Les parametres de cette methode sont tous les attributs de I 'element 
'Node') ajoute un nceud GLWSM a la topologie ; 
• remove (nodeKey: String) supprime un noeud de la topologie ; 
• getRootNode (type: String) recherche un noeud racine de la topologie; 
• findNode (nodeKey: String) recherche un noeud specifique dans le registre 
UDDIM ; 
• createAgreement (Les parametres de cette methode sont tous les attributs de 
l'element 'Agreement') cree un nouvel objet d'agrement pour un service 
specifique ; 
• removeAgreement (agreementld: String) supprime un agrement specifique ; 
• findAgreement (agreementld: String) recherche un agrement specifique; 
• createAgreementNode {Les parametres de cette methode sont tous les 
attributs de l'element 'AgreementNode') cree un nouveau objet d'agrement 
pour un service specifique a un noeud particulier ; 
• removeAgreementNode (agreementKey: String, nodeKey: String) supprime 
un agrement specifique a un noeud particulier; 
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• findAgreementNode (agreementKey: String, nodeKey: String) recherche un 
agrement specifique a un noeud particulier ; 
• createPolygonLineSegment {Les parametres de cette methode sont tous les 
attributs de V element 'PolygonLineSegment') cree un nouvel objet 
PolygonLineSegment; 
• removePolygonLineSegment (lineSegmentld: String) supprime un segment 
de droite specifique ; 
• findPolygonLineSegment (lineSegmentld: String) recherche un segment de 
droite specifique. 
> Le protocole MLPe 
La localisation des clients mobiles est une fonctionnalite commune a toutes les 
applications geolocalisees. Avec la version courante (version 3.0) du protocole MLP, 
quand une application geolocalisee fait une requete de position sur un groupe de clients 
mobiles, elle envoie vers le serveur LCS une liste d'identifiants des mobiles. Nous avons 
analyse les requetes de localisation sur les groupes de clients mobiles et avons constate 
que les clients mobiles interroges sont lies par un sujet thematique. Ainsi, nous avons 
factorise les methodes de localisation des groupes de clients mobiles sur une base 
thematique dans le but d'interagir. Cette localisation thematique nous a done conduit a 
etendre ou a ajouter des fonctionnalites au protocole MLP courant. 
La localisation thematique est importante car elle permet une reutilisation du 
code et reduit la taille des messages de localisation des groupes de mobiles envoyes sur 
le reseau. En effet, la factorisation thematique permet d'interroger un groupement de 
mobiles lies par un sujet et evite ainsi de mettre sur le reseau une liste des mobiles qui 
augmenterait le temps de transmission des requetes au serveur LCS. 
3.3.8 Typologie des applications geolocalisees 
Afin de factoriser les services geolocalises communs, nous avons etabli une 
typologie des applications geolocalisees connues dans la litterature. Nous distinguons 
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principalement quatre categories d'applications: services informationnels, suivi des 
traces d'un objet mobile, gestion de ressources, et navigation. 
> Les services informationnels 
Les services informationnels permettent de questionner le serveur LCS (par le 
biais du serveur GLWSM) sur la position d'un objet mobile ou d'un groupement 
d'objets mobiles et de verifier les conditions sur la position si necessaire. Dans les 
requetes transmises, les objets mobiles appartenant a un groupement sont lies par un 
sujet mobile commun. Dependamment de la formulation de la requete, la position du 
requerant peut etre exigee. Apres analyse, nous avons classifie en trois categories les 
services informationnels pouvant etre factorises: 
• le sujet mobile; exemple : ou se trouvent les bus de la STCUM ? Dans 
cette requete « bus de la STCUM » est le sujet mobile ; 
• le sujet mobile et la precision de la position desiree ; exemple : quels 
sont les taxis de la compagnie « ABC» qui sont les plus proches de moi? 
• le sujet mobile et une zone geographique; exemple : quels sont les taxis 
de la compagnie taxi Angrignon se trouvant dans la zone de localisation 
'idz' ? 
A chaque service informationnel a factoriser, nous avons associe une methode 
respective soit done : 
• locateSubject (sujet: String) permet de localiser la position de tous les 
mobiles lies au sujet interroge ; 
• locateSubjectNearOf (sujet: String, position : Spatial, precision : float) : 
permet de localiser la position de tous les mobiles du sujet interroge dont 
la distance par rapport a la valeur « position » est inferieure ou egale a 
« precision » ; 
• locateSubjectlnZone (sujet: String, idzone : Zone) : permet de localiser 
la position de tous les mobiles du sujet interroge se trouvant dans la zone 
«idzone». 
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> Les services de suivi des traces d'un objet mobile 
Les services de suivi des traces d'un objet mobile consistent a s'interesser aux 
evenements de la position des objets mobiles (presence, entree, sortie) dans une zone 
geographique a un moment donne. Sur les frontieres de la zone de localisation observee, 
Fobjet est entrant ou sortant. Les applications de suivi des traces d'un mobile sont des 
applications evenementielles. Elles permettent de traquer le deplacement d'un mobile ou 
d'un groupe de mobiles. Les objets mobiles se deplacent de maniere aleatoire dans un 
reseau mobile. Si les conditions enoncees dans la requete sont rencontrees, le serveur de 
position LCS notifie a 1'application du fournisseur de service, via un GLWSM, la 
position des mobiles impliques dans la requete. Les requetes issues de ces applications 
evenementielles sont realisees en deux parties : la premiere partie consiste a envoyer les 
requetes au LCS; la deuxieme partie revient a ecouter et a notifier les clients interesses 
des resultats de la requete lorsque 1'evenement ecoute est verifie. Nous distinguons trois 
possibilites de factorisation thematique des services de suivi de traces : 
• evenements d'entree d'un membre du sujet dans une zone geographique; 
exemple : m'informer quand un membre des medecins ambulants entre 
dans une nouvelle zone de localisation ? 
• evenement de sortie d'un membre du sujet d'une zone geographique; 
exemple : m'informer quand un membre des medecins ambulants sort 
d'une zone de localisation ? 
• evenement de coincidence ou de collocalisation des membres d'un sujet 
mobile avec un objet mobile specifique; exemple : quels sont les taxis de 
la compagnie « ABC » se trouvant dans la meme zone de localisation que 
moi ? 
A chaque service de suivi de traces a factoriser, nous avons associe une methode 
respective soit done : 
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o ifEntry (sujet: String, idzone: Zone) : permet de trouver les mobiles du 
sujet interroge entrant dans la zone de localisation «idzone » et de 
notifier 1'entree du mobile a 1'application du fournisseur de services. 
• notify/Entry (msid: String) 
o ifExit (sujet: String, idzone: Zone) : permet de trouver les mobiles du 
sujet interroge sortant de la zone de localisation « idzone » et de notifier 
la sortie du mobile a 1'application du fournisseur de services. 
• notifyExit (msid: String) 
o collocate (msid: String, sujet: String) : permet de trouver les mobiles du 
sujet interroge se trouvant dans la meme zone de localisation que 
« msid ». 
> Les services de gestion de ressources 
Les services de gestion de ressources sont des applications qui utilisent la mesure 
de certaines grandeurs physiques afin de gerer les ressources d'un client mobile ou d'un 
groupe de clients mobiles. Les applications de gestion de ressources possibles sont par 
exemple la gestion de la logistique des sujets mobiles (voitures de transport ou de 
livraison de marchandises) ou la gestion des competences des sujets mobiles (les 
medecins ambulants specialises en orthopedie). Les services de gestion de ressources 
necessitent parfois que les objets mobiles soient equipes d'un equipement autre que le 
telephone mobile pour mesurer la grandeur physique observee (par exemple : une 
balance, une video, un thermometre, un barometre, etc.). Quelques exemples de ces 
applications: 
• gestion de la logistique des objets mobiles; exemple : trouver le taxi de la 
compagnie «ABC» le plus proche du client X, n'ayant pas de passager, 
puis lui communiquer l'adresse actuelle du client X ? 
• gestion des competences; exemple: trouver dans un rayon de 50 
kilometres de ma position actuelle, le medecin ambulant ayant une 
specialite en orthopedie et demander qu'il se rende a la localite « XYZ»? 
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La factorisation des sujets mobiles relevee dans les services de gestion de 
ressources est similaire au niveau traitement aux services informationnels. En effet, les 
applications de gestion de ressources sont traitees en quatre phases: localiser des clients 
mobiles du sujet observe, verifier la condition sur la position, verifier la condition sur la 
grandeur physique, selectionner le membre du sujet remplissant les conditions (si 
necessaire), puis donner les directives a suivre. Le GLWSM n'est concerne que par les 
phases 1 et 2. Vu sous cet angle, les services de gestion de ressources sont similaires au 
niveau traitement aux services informationnels du point de vue d'un GLWSM. 
> Les services navigationnels 
Les services navigationnels indiquent a un client le meilleur chemin ou un trajet 
a suivre d'un point de depart a un point d'arrivee. lis permettent egalement de connaitre 
l'etat de la circulation dans une zone de localisation specifiee. lis utilisent des 
informations SIG (Services d'Informations Geographiques) pour cartographier ou 
representer une region du globe terrestre. lis interrogent le serveur LCS via le GLWSM 
sur la position geographique d'un client mobile ou d'un groupe de clients mobiles. En ce 
qui a trait aux applications implementant l'etat de la circulation, les positions des 
mobiles interroges peuvent etre par la suite indiquees sur la carte geographique 
correspondante a la region oil ils se trouvent. Quelques exemples de services 
navigationnels: 
• quel est le meilleur trajet pour se rendre a New York a partir de ma 
position actuelle? 
• m'informer continuellement de la position des unites mobiles membres 
du service etat de circulation qui se trouvent sur l'autoroute A-20 dans la 
zone de Dorval ? 
Par rapport au GLWSM, les services navigationnels reviennent a s'informer sur 
la position d'un mobile ou d'un groupe de mobiles en donnant ou non sa propre position 
et/ou a verifier une condition evenementielle. Cela signifie, au niveau traitement, que les 
services navigationnels utilisent les memes fonctionnalites que les services 
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informationnels ou de suivi de traces. II n'y a done pas de nouvelles fonctions a 
factoriser. 
Nous avons ajoute au protocole MLPe des fonctionnalites API pour gerer la 
structure des donnees des elements permettant de maintenir une recherche thematique 








-msld : String 
Figure 3.15 Structure de donnees de MLPe 
Les API suivant ont ete ajoutes pour la gestion de ces elements: 
• addTheme(themeId:String, subject: String, description: String) pour ajouter 
un objet Theme ; 
• removeTheme(themeId: String) pour supprimer un objet Theme ; 
• findTheme (themeld: String) pour rechercher un theme; 
• addThemeMsid (themeld: String, msid: String) pour ajouter un objet 
ThemeMsid ; 
• removeThemeMsid (themeld: String,msid: String) pour supprimer un objet 
ThemeMsid ; 
• findAHMsidOfTheme (themeld: String) pour rechercher tous les identifiants 
des mobiles ayant souscrit au theme 'themeld'. 
3.4 Formalisme mathematique du systeme GLWSA 
Afin de faciliter 1'implementation les interactions des principales fonctionnalites 
du systeme avec les bases de donnees UDDIM et «ClientlnfosDB », nous avons 
formalise de maniere algebrique le systeme GLWSA [13]. 
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3.4.1 Ensembles des serveurs de decouverte des services et de zones de localisation 
Soit E l'ensemble des serveurs de decouverte des services GLWSM deployes aux 
feuille de Farbre topologique. Par defintion: 
E = {GLWSM^GLWSM 2,...,GLWSM p\ (3.3) 
ou p represente le cardinal de E ou le nombre de GLWSM deployes dans la topologie. 
Soit Z l'ensemble des zones de localisation d'un reseau mobile couvertes par la 
topologie. On a: 
Z = {Zl,Z2,...,Zl} (3.4) 
ou t represente le cardinal de Z ou le nombre de zones de localisation du reseau mobile 
associees a la topologie. 
> Definitions 
Reseau d'acces aux paquets: Un reseau d'acces aux paquets est un ensemble de 
ressources du reseau mobile permettant d'acceder au reseau IP. Les zones de localisation 
couvertes par un reseau d'acces aux paquets constituent un sous-ensemble de l'ensemble 
Z partageant un meme MAP (Mobile Anchor Point). 
Domaine: Nous appelons domaine un reseau d'acces aux paquets controle par un noeud 
GLWSM. 
Contiguite: Deux serveurs de decouvertes GLWSMj et GLWSMj+1 sont dits contigus s'ils 
ont une frontiere commune de zones de localisation. 
Noeud racine: Nous definissons par noeud racine GLWSMr, le serveur de decouverte de 
services au sommet de la topologie, qui permet la publication des services Web, la 
gestion de la topologie des nceuds GLWSM et l'enregistrement de tous les services Web 
publies dans le systeme GLWSA. 
Noeud de residence: Nous definissons par noeud de residence GLWSMj, un serveur de 
decouverte de services a la feuille de l'arbre de la topologie ou un client mobile effectue 
les operations d'authentification et d'autorisation afin d'utiliser les ressources du 
systeme GLWSA. 
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Noeud visite: Pour un client mobile donne, nous definissons par noeud visite GLWSMV, 
un serveur de decouverte de services a la feuille de l'arbre de la topologie different du 
noeud de residence GLWSMh du client mobile concerne. 
> Proprietes 
Ensembles finis: A tout instant, les ensembles E et Z sont des ensembles finis et 
determines. Le cardinal de E ou de Z peut s'accroitre ou diminuer dependamment s'il y 
a un ajout ou un retrait d'un noeud GLWSM\ ou d'une zone de localisation Zx dans la 
topologie. 
Connaissance de la topologie: Le nceud racine est l'unique serveur de decouverte des 
services qui gere (ajoute, retire, modifie) la structure topologique deployee dans le 
systeme GLWSA. 
Couverture d'un nceud fils GLWSM: Chaque nceud fils GLWSMi est associe a un 
domaine D,-. On dit alors que GLWSMi couvre les zones de localisation de D,. 
Disjonction de couverture: Deux nceuds fils distincts GLWSMi et GLWSMj couvrent des 
zones de localisation disjointes. Ainsi, si ZLi et ZLj represented les zones de localisation 
couvertes respectivement par GLWSMi et GLWSMj, alors : 
ZLinZLj=0 (3.5) 
3.4.2 Ensembles des services deployes et des serveurs d'applications de la 
topologie 
Soit F l'ensemble des serveurs d'applications des fournisseurs SAS deployes 
dans la topologie. Par definition : 
F = {SASi,SAS2,...,SASj (3.6) 
ou m represente le cardinal de F ou le nombre de SAS deployes dans la topologie. 
Soit G l'ensemble des services Web deployes dans la topologie. Par definition : 
G = {SlfS2,...,Sz} (3.7) 
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ou z represente le cardinal de G ou le nombre de services Web S, deployes dans la 
topologie. 
> Definitions 
Vecteur de services: Nous appelons vecteur de services Vk , Fensemble des services 
deployes au noeud GLWSMk. On a : 
Vk=[saSb....Sg]*GLWSMk (3.8) 
ou {Sa, Sb,-.-, Sg} est un sous ensemble de G. 
Presence de services: Un service Web Sj est present dans un noeud GLWSMk si et 
seulement si Sj est fourni par au moins un SAS associe a GLWSMk. Par consequent, si Sj 
est present y fois dans GLWSMk, alors la mesure de presence p est: 
P = y (3.9) 
Vecteur de presence des services: Nous appelons vecteur de presence des services PVk, 
le vecteur materialisant 1'ensemble des services presents au nceud GLWSMk. 
Pvl = [pikP2k pJ*GLWSMk (3.10) 
ou pik, P2k,.--, Pzk represented la presence des services Si, S2,..., Sz de 1'ensemble G dans 
GLWSMh 
Matrice de presence des services: Nous appelons matrice de presence des services, la 
matrice M permettant d'identifier la presence des services a tout noeud GLWSM de la 
topologie. 
PIP' 





ou pik represente la presence du service S, au serveur GLWSMk. 
82 
> Proprietes 
Ensembles finis: A tout instant, les ensembles F et G sont des ensembles finis et 
determines. Le cardinal de F ou de G peut s'accroitre ou diminuer, dependamment s'il y 
a un ajout ou un retrait d'un serveur d'applications SASi ou d'un service Web Sx de la 
topologie. 
Nombre de services offerts: Un serveur d'application SASk peut offrir un ou plusieurs 
services web S,-. 
Nceud racine et matrice de presence des services: A tout instant, le noeud racine 
GLWSMr connait entierement la matrice de presence des services M. 
> Relations 
Association serveur d'application et serveurs de decouverte des services: Chaque 
serveur d'applications SASk est associe a un serveur de decouverte de services (noeud 
fils) GLWSMi, et eventuellement a d'autres GLWSMC contigus a GLWSMi si sa distance 
par rapport aux noeuds de decouverte des services est inferieure ou egale a la distance 
maximale toleree entre un SAS et un noeud associe GLWSM dans la topologie GLWSA. 
D(SAS,,GLWSM.)<Dmax (3.12) 
ou D(SASh GLWSMi) est la distance entre SASket GLWSMi. 
3.4.3 Publication d'un service Web dans le systeme GLWSA 
La publication d'un service Web Sz+i dans le systeme GLWSA implique trois 
operations essentielles: 
1. unir l'ensemble G et le singleton {Sz+i}, soit: 
G = Gu{Sz+1} = {Sl,S2,...,Sz,SzJ (3.13) 
cette operation consiste au niveau de la base de donnees UDDIM a ajouter au 
nceud racine GLWSMh un enregistrement aux tables representant le service et 
l'agrement a un service ; 
2. ajouter une ligne Lz+j a la matrice de presence M, soit: 
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Pn Pn PiP 
M= Pn Pl1 ?2p (3.14) 
_̂ (z+i)i Pu+m P(z+\)p_ 
cette operation consiste au niveau de la base de donnees UDDIM a ajouter a 
tout noeud feuille de decouverte de service GLWSMi ayant une presence de 
service /?z+;,, non nulle un nouvel enregistrement aux tables representant le 
service Sz+i, l'agrement au dit service, et l'agrement dudit service au noeud 
specifique GLWSMi; 
3. pour tout nceud GLWSMi ayant une presence de service pz+],i non nulle, 
confirmer l'enregistrement des informations publiees au noeud racine 
GLWSMh. 
3.4.4 Recherche d'un service Web dans le systeme GLWSA 
La recherche d'un service Web Sd dans le noeud de residence GLWSMh d'un 
client mobile CM implique six operations essentielles : 
1. localiser le client mobile CM en formulant une requete de position au serveur 
de localisation LCS; 
2. determiner le serveur GLWSMpiusproche couvrant la position geographique 
courante POSc du client mobile ; 
Cela equivaut en langage de base de donnees algebrique a selectionner dans 
la table des noeuds GLWSM le nceud GLWSMS qui couvre la position 
geographique courante POSc du client. Soit Vinstruction suivante: 
{T[GLWSM] where POScczAREA\ [GLWSM J (3.15) 
ou AREA materialise la region geographique couverte par GLWSMS. 
3. verifier dans UDDIM\ (associe au nceud residence GLWSMh) si la presence 
du service Sd est non nulle; du point de vue de la base de donnees, cette 
operation consiste a faire une projection sur l'axe des nceuds GLWSM de la 
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table T[S,GLWSM,ADRESSE] identifiant l'agrement d'un service a un noeud 
quand le service a pour valeur Sd. Soit 1'instruction suivante: 
{T[S,GLWSM, ADRESSE] where S = Sd} [GLWSM] (3.16) 
4. selectionner tous les serveurs SAS associes a GLWSMpiuspr0Che et offrant le 
service concerne Sd\ cette operation consiste a faire une projection sur l'axe 
des adresses de service ADRESSE de la table T[S,GLWSM,ADRESSE] 
identifiant l'agrement d'un service a un noeud quand le service a pour valeur 
Sd- Soit 1'instruction suivante: 
{T[S, GLWSM, ADRESSE] where S = Sd} [ADRESSE] (3.17) 
5. verifier si les criteres de qualite de service rencontrent le niveau requis par le 
client mobile; cette phase est optionnelle si le client mobile n'a pas requis la 
QoS dans la requete decouverte de services; 
6. retourner au client mobile CM, l'adresse du service Sd rencontrant le niveau 
de QoS requis. 
3.4.5 Coordination de la migration d'un service Web dans le systeme GLWSA 
La coordination de la migration d'un service Web Sd en execution dans un 
serveur d'applications courant SASC associe au nceud courant GLWSMC, debute lorsque le 
nceud GLWSMC est notifie par le serveur de localisation LCS, de la sortie du client 
mobile CM (implique dans 1'execution du service Sd), des zones de localisation 
couvertes par GLWSMC. Les etapes suivantes sont executees par la suite : 
1. determiner le prochain nceud GLWSMP couvrant la position geographique 
courante POSc du client mobile; cette operation consiste a verifier lequel des 
nceuds GLWSM de l'ensemble E couvre la position geographique courante du 
client. Cela equivaut en langage de base de donnees algebrique a 1'instruction 
3.15. 
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2. verifier l'existence de Sd et selectionner tous les serveurs SAS associes a 
GLWSMp et offrant le service Sd', cela equivaut en langage de base de donnees 
algebrique a 1'instruction 3.17 ; 
3. verifier si les criteres de qualite de services rencontrent le niveau requis par le 
client mobile; cette phase est optionnelle si le client mobile n'a pas requis la QoS 
dans la requete decouverte de services ; 
4. selectionner le prochain serveur d'applications SASP ou la migration de service 
sera effectuee ; 
5. le GLWSMC notifie a SASC l'adresse de migration du service Sd dans le serveur 
oAop ', 
6. le SASC notifie a GLWMSC la fin de migration du service Sd dans le serveur SASP ; 
7. le GLWSMC envoie a GLWSMP un message de continuer le suivi de la position du 
client CM des zones de localisation qu'il couvre. 
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CHAPITREIV 
IMPLEMENTATION DU SYSTEME GLWSA 
Dans ce chapitre, nous allons decrire 1'architecture fonctionnelle et 
1'implementation du systeme GLWSA. Cette description nous permettra de decouvrir 
l'organisation logique, les objets et les fonctionnalites externes ou API (Application 
Program Interface) du systeme. Dans un premier temps, nous allons presenter une vue 
globale de 1'architecture fonctionnelle, puis nous decrirons les differentes couches de 
F architecture, ensuite nous presenterons le modele de persistance du systeme et les 
extensions faites au protocole MLP. 
4.1 Architecture fonctionnelle du systeme GLWSA 
L'architecture fonctionnelle du systeme GLWSA est illustree a Figure 4.1. 
Interfaces extvrnes (ou Services publies) 
& 
Ecaute des messages asynchromes 
...Oeslion des services 
' \ U l l K ' l l l k .11 l u l l . l l l j \ l l l l l > > l l / . l i l > > l l ' 




Network QoS manager 
(NQoSM) 
Classes de base 
<MML, ) (Topology Manager (TM) I 
Location Manager (LM 
nm i 
ClientlnfosDB 
Figure 4.1 Architecture fonctionnelle du systeme GLWSA 
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L'architecture fonctionnelle proposee est orientee services et est subdivisee en 
trois couches : la couche des services publies synchrones et d'ecoute des messages 
asynchrones, la couche de gestion des services et la couche des classes de base [11], 
[13], [14]. 
Nous entendons par architecture orientee services, une architecture qui consiste a 
developper les applications comme des composants logiciels independants ayant des 
interfaces externes de services avec lesquels les usagers interagissent. Une telle 
architecture permet aussi de selectionner des services desires dans une collection donnee 
et de les assembler afin de realiser une caracteristique fonctionnelle specifique [20]. 
4.2 La couche des services publies synchrones et d'ecoute des 
messages asynchrones 
La couche des services publies synchrones et d'ecoute des messages asynchrones 
permet d'exposer certaines methodes de la couche de gestion des services que Ton 
souhaite rendre accessibles aux usagers du systeme et d'ecouter les messages 
asynchrones echanges entre differents systemes GLWSM. Le terme synchrone est utilise 
pour mentionner le fait que le requerant d'une requete de service attend la reponse du 
serveur avant de continuer 1'execution de 1'application; le terme asynchrone est utilise 
pour mentionner le fait que le requerant n'attend pas la reponse a une requete de service 
soumise au serveur avant de continuer l'execution de l'application. 
4.2.1 Les services publies ou interfaces externes synchrones 
Pour les services publies ou interfaces externes synchrones, les operations 
d'exposition des methodes consistent principalement a deployer ou a publier, dans un 
service Web ou dans une interface externe, les methodes d'un objet de la couche de 
gestion des services. La gestion du deploiement des services Web est realisee par le biais 
d'un conteneur Web. Le conteneur Web utilise dans 1'implementation du systeme 
GLWSA est le conteneur Axis Apache version 1.2. 
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Pour deployer les methodes d'un ou de plusieurs objets de la couche de gestion 
des services, nous avons prealablement cree un fichier de description et de deploiement 
des services Web que nous souhaitons exposer. Ce fichier est connu dans la litterature 
sous le sigle WSDD (Web Service Deployment Descriptor). Par exemple, le fichier de 
description et de deploiement des services Web ci-dessous de la Figure 4.2 permet de 
deployer les services Web des gestionnaires de decouverte des services et de la 
notification de migration des services. 
<deployment xmlns="http://xml.apache.org/axis/wsdd/" 
xmlns:java="http://xml.apache.org/axis/wsdd/providers/java"> 
<service name="DvtService" provider="java:RPC"> 
<parameter name="className" value="uddi.manager.DvtServiceManager"/> 
<parameter name="allowedMethods" value="*"/> 
<parameter name="scope" value="Session"/> 






<service name="MigrationNotification" provider="java:RPC"> 
<parameter name="className" value="uddi.notification.MigrationNotification"/> 
<parameter name="allowedMethods" value="migrateTo"/> 
<parameter name="scope" value="Session"/> 
</service> 
</deployment> 
Figure 4.2 Exemple de contenu d'un fichier de description et 
de deploiement des services Web 
L'element « deployment» permet d'indiquer au conteneur Axis Apache que le 
fichier XML a interpreter est un fichier de description et de deploiement des services 
Web et de preciser le chemin du repertoire ou se trouve les documents XML permettant 
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de transformer les messages SOAP regus en objets Java. L'element « service » permet 
de definir le service Web (par exemple «service name="DvtService"» pour la 
decouverte des services ou « service name="MigrationNotification" » pour notifier la 
migration des services) que Ton veut publier ou deployer et d'indiquer comment sont 
effectues les appels de methodes a distance pour un langage de programmation donne. 
Par exemple, « provider="java:RPC» signifie qu'on utilise les appels de procedures a 
distance RPC (Remote Procedure Call) pour appeler les methodes Java qui sont 
exposees dans un service Web. 
Les parametres d'un service Web permettent d'indiquer la classe dont on veut 
exposer les methodes (par exemple <parameter name="className" value=" 
uddi.manager.DvtServiceManager"/> pour le gestionnaire de decouverte des services 
residant dans le package «uddi.manager»), les methodes qu'on veut publier (par 
exemple <parameter name="allowedMethods" value="*"/> signifie que toutes les 
methodes de la classe exposee sont publiees ou <parameter name="allowedMethods" 
value="migrateTo"/> signifie que seule la methode «migrateTo» est publiee) et la 
portee d'un objet cree dans la couche de gestion des services. La portee d'un objet peut 
etre: de type application (<parameter name="scope" value="Application"/>, ce qui 
revient a creer un objet unique partage par tous les clients utilisant 1'application); de type 
session (<parameter name="scope" value=''Session''/>, ce qui revient a creer un objet 
pour chaque nouvelle session d'un client); de type requete (<parameter name="scope" 
value="Request"/>, ce qui revient a creer un objet pour chaque requete effectuee par un 
client). 
Si la classe de gestion de services exposee utilise des classes complexes (classes 
differentes des types de base (entier, reel, chaine de caracteres, etc.) d'un langage de 
programmation), il faudra les declarer dans le fichier WSDD afin de permettre au 
conteneur Web d'effectuer la correspondance entre les messages SOAP recus et les 
classes complexes (par exemple, beanMapping qname="ns3:Node" 
xmlns:ns3="uddi:datatype" permet de declarer l'element «node» ainsi que son 
repertoire « uddi:datatype » et languageSpecificType="java:uddi.datatype.Node"permet 
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d'effectuer la correspondance avec la classe «Node»localisee dans le package 
« uddi.datatype» du projet Java). 
L'ensemble des interfaces externes synchrones deployees dans le systeme 
GLWSA est recapitule au Tableau 4.1. 















Offre des API permettant de rechercher un service le 
plus proche avec ou sans QoS, de publier un service. 
Offre des API permettant de rechercher, supprimer ou 
de creer un agrement de service et un agrement a un 
noeud. 11 offre aussi la possibility de creer des nceuds 
dans les feuilles de 1'arbre. 
Offre des API permettant de rechercher, supprimer ou 
de creer un abonnement, un usager et son profil 
machine. 
Offre un API permettant de rechercher la position 
d'un client mobile. 
Offre des API permettant de rechercher, supprimer ou 
de creer un nceud a partir du GLWSM racine. 
4.2.2 Ecoute des messages asynchrones 
L'ecoute des messages asynchrones dans un serveur GLWSM consiste 
principalement a ecouter les messages qui sont delivres aux queues de destination d'un 
courtier de messages (communement appele message broker). Pour echanger des 
messages asynchrones entre deux systemes GLWSM, la technologie « Sun Java System 
Message Queue 3.5 » a ete utilisee car elle s'integre bien au langage de programmation 
Java. Fonctionnellement, un message de service est envoye par un serveur GLWSM (un 
emetteur est identifie dans la litterature comme un producteur), a un courtier de 
messages. Ce message de service est ecrit dans une queue destination du courtier qui est 
ecoutee par un ou plusieurs clients GLWSM (un recepteur est identifie dans la litterature 
comme un consommateur) [86]. Chaque courtier de message a une adresse HTTP 
associee (par exemple, nous avons utilise http://localhost:7676 pour le suivi des 
mobiles). Dans un serveur GLWSM, nous distinguons principalement trois types de 
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messages asynchrones echanges (voir Tableau 4.2): le message de suivi des mobiles, le 
message de publication des services et le message de propagation des parametres de QoS 
collectes. 
Tableau 4.2 Messages asynchrones echanges dans le systeme GLWSA 
Message de 
service 








La feuille de 
nceud GLWSM 











La prochaine feuille 
de nceud GLWSM 
ou la localisation du 
mobile a ete 
detectee. 
Toutes les 
« feuilles » de nceuds 
GLWSM ou le 
service sera puttie. 
Toutes les autres 
« feuilles » de noeuds 
GLWSM (hormis le 
producteur) ou le 
service est publie. 
Courtiers 
Un objet courtierSuiviMobile est 
associe a chaque GLWSM implique 
dans le message de suivi de mobiles. 
Au noeud GLWSM racine, un objet 
courtierPublicationService est cree\ 
et pour chaque service publie dans le 
systeme GLWSA, une queue de 
publication associee est creee. 
Pour chaque «feuille» de noeud 
GLWSM fournissant ledit service, un 
objet courtierPropagationService et 
une queue associee sont crees. 
4.3 La couche de gestion des services 
La couche de gestion des services est la couche qui implemente les services 
publies et les messages de services ecoutes. Elle est constitute des classes suivantes : 
• la classe d'authentification et d'autorisation ; 
• la classe de gestion de la topologie ; 
• la classe de gestion d'agrement de services ; 
• la classe de gestion des abonnements ; 
• la classe de gestion de la qualite de service reseau ; 
• la classe de gestion de decouverte des services; 
• la classe de gestion de migration ; 
• et la classe de gestion de localisation. 
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4.3.1 Authentification et autorisation 
La classe d'authentification et d'autorisation permet d'identifier ou 
d'authentifier un usager, puis de l'autoriser a utiliser les objets du systeme. En effet, elle 
possede une methode verify Credentials qui permet de verifier dans la base de donnees 
"ClientlnfosDB", l'existence d'un usager ayant le nom d'usager et le mot de passe 
indiques. Dependamment du role de 1'usager dans le systeme GLWSA, elle permet en 
cas de succes d'avoir acces aux objets de gestion de services autorises. Dans 
1'implementation du systeme GLWSA, on distingue trois roles: administrateur, 
fournisseur et client. Un administrateur est autorise a utiliser tous les objets de gestion 
de service du systeme dans un environnement de test. Toutefois, dans un environnement 
operationnel ou de production, son role se limite a la gestion de la topologie et des 
agrements de services. Un fournisseur est autorise a utiliser les objets de gestion de 
decouverte de services afin de publier les services et les objets de gestion d'abonnement 
dans le but de gerer les clients. Un client est autorise a utiliser les objets de gestion de 
decouverte de services afin de rechercher un service et les objets de gestion de 
localisation dans le but de localiser un ou plusieurs mobiles. 
4.3.2 Gestion de la topologie 
La Gestion de la topologie «TopologyManager» permet d'ajouter, de 
supprimer, de modifier ou de rechercher un noeud GLWSM et ses zones de localisation 
dans la topologie. Cette classe interagit avec la base de donnees UDDIM qui est une 
extension du registre UDDI pour les mobiles. Pour implementer le gestionnaire de la 
topologie, nous avons utilise le module jUDDI [46] (Java UDDI) qui implemente les 
specifications du registre UDDI. Nous avons modifie le module jUDDI afin d'ajouter la 
structure de donnees de la topologie des noeuds GLWSM et d'exposer les API du 
gestionnaire de la topologie sous forme de services Web. Concretement, la classe 
TopologyManager offre huit services Web (voir Annexe, Figure A.l, addNode, 
removeNode, findNode et getRootNode) pour gerer les noeuds (classe Node). 
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Les methodes addNode, removeNode et findNode permettent d'ajouter, de 
supprimer et de rechercher un noeud. La methode getRootNode permet de retourner les 
informations sur le noeud Racine de la topologie. Pour se connecter au registre UDDIM, 
nous utilisons une instance unique d'un objet java.sql.Connection en appelant la 
methode statique ConnectionUddiDB.getConnection(). 
4.3.3 Gestion des agrements de service 
La classe de gestion des agrements de service « AgreementManager » permet 
d'ajouter, de supprimer, de modifier ou de rechercher un agrement de service et un 
agrement de noeud dans la base de donnees UDDIM. Pour implementer le gestionnaire 
des agrements de service, nous avons modifie le module jUDDI afin d'ajouter la 
structure de donnees d'un agrement de service {Agreement) et d'un agrement de service 
a un noeud (AgreementNode), et d'exposer les API du gestionnaire d'agrement de service 
sous forme de services Web. Concretement, la classe AgreementManager offre huit 
methodes (voir Annexe, Figure A.2, createAgreementSvc, removeAgreement, 
findAgreement, getRootNode, createAgreementNode, removeAgreementNode, 
findAgreementNode et loadAUNodeFor Agreement) pour gerer les agrements de service 
et les agrements de nceud. 
Les methodes createAgreement, removeAgreement et findAgreement permettent 
d'ajouter, de supprimer et de rechercher un agrement de service. Les methodes 
createAgreementNode, removeAgreementNode et findAgreementNode permettent 
d'ajouter, de supprimer et de rechercher un agrement de noeud. La methode 
loadAUNodeF or Agreement permet de charger a partir de la base de donnees UDDIM les 
noeuds d'un agrement de service specifique. La methode getlnstance retourne 1'instance 
unique de la classe AgreementManager. Pour se connecter au registre UDDIM, nous 
utilisons une instance unique d'un objet java.sql.Connection en appelant la methode 
statique Connection UddiDB. getConnection(). 
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4.3.4 Gestion de la QoS dans le reseau 
Le gestionnaire de la QoS dans le reseau «NetworkQoSManager» a trois 
fonctionnalites majeures : 
• la collecte des donnees dynamiques de QoS (la bande passante dans le reseau 
BWet le facteur d'utilisation d'un serveur d'applications UF); 
• la reception des donnees de QoS collectees par le GLWSM requerant; 
• la propagation des parametres dynamiques de QoS collectes pour un service 
donne S a un noeud GLWSMj vers d'autres noeuds GLWSMk offrant le m£me 
service S. 
> La collecte des donnees dynamiques de QoS 
Le principe de la collecte des donnees dynamiques de QoS a ete decrit au 
chapitre precedent. Pour implementer ce principe, nous avons utilise le simulateur reseau 
NS-2.27 (Network Simulator version 2.27) et avions modifie le module RSVP en 
utilisant les langages C++ et TCL (Tool Command Language), comme le recommandent 
les specifications d'une simulation dans NS [62]. Le module RSVP a ete choisi car il 
s'adapte bien a la commande QUOT_REQ qui peut etre associe a la commande PATH 
de RSVP. Pratiquement, nous avons modifie la methode process_path_message afin de 
traquer revolution de la commande PATH dans les differents noeuds (routeurs) traverses 
et calculer la bande passante disponible minimum sur le chemin traverse d'un serveur 
d'applications SAS au MAP. 
Nous avons egalement ajoute une classe appelee QuotationBW au module RSVP 
(Figure 4.3). Cette classe implemente les commandes COLLECT_TRAF, QUOT_REQ, 
TRANSMIT_QUOT et RELEASE_SES. Les commandes QUOT_REQ, 
TRANSMIT_QUOT et RELEASE_SES sont implementees respectivement par le biais 
des methodes collectTraffic, quotationRequest, transmitQuotation et releaseSession 
decrites ci-dessous. La methode collectTraffic permet a un GLWSM d'envoyer une 
requete de collecte des parametres de QoS (bande passante BW, facteur d'utilisation UF 
d'un SAS) a un SAS en interagissant avec la methode sendCollectTraffic. Les 
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parametres transmis par la commande COLLECT_TRAF sont l'adresse mapAddr du 
MAP associe au GLWSM requerant et la periode de rafraichissement des donnees 
collectees DR. A la reception de cette commande, le serveur d'applications SAS execute 
la procedure de la commande QUOT_REQ et celle de la determination du facteur 
d'utilisation UF qui n'est pas implementee par le biais du simulateur NS-2.27. L'appel 
de la methode quotationRequest est transmise a la methode sendQuotationRequest qui 
interagit avec le message PATH de RSVP afin d'envoyer la requete initiee par un SAS 
au MAP. Les parametres transmis par la methode quotationRequest sont: l'adresse de 
destination du noeud dest, la bande passante moyenne du « bucket» rate du serveur 
d'applications SAS, la taille bucket du « bucket » du serveur SAS et la duree de vie ou la 
periode de temps til necessaire au rafraichissement du message PATH de RSVP. 





void QuotationBW :: quotationRequest(nsaddr_t dest, double rate, long bucket, char ttl){ 




void QuotationBW :: releaseSession(int session) { 
Tcl& tcl = Tcl::instance(); 
tcl.evalf("releaseSession %d", session);} 
void QuotationBW :: transmitQuotation(int session, float BW){ 




Figure 4.3 Extrait de 1'implementation de QuotationBW 
Au niveau de chaque noeud traverse, nous calculons et enregistrons la bande 
disponible sur les liens aussi bien que le minimum de la bande passante du chemin 
traverse. Ainsi, a la fin du parcours du message PATH au noeud MAP, nous avons la 
soumission sur la bande passante BW disponible sur le chemin. Cette soumission est 
renvoyee au SAS par le biais de la methode transmitQuotation qui transmet la bande 
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passante BW et l'identifiant de la session RSVP session en faisant appel a la methode 
sendTransmitQuotation. A la reception du resultat de soumission, le serveur SAS 
execute la methode releaseSession qui libere la session RSVP prealablement etablie. 
> Reception des parametres dynamiques de QoS collectees par le nceud 
requerant 
Un serveur d'applications SAS interagit avec le service Web 
«NetworkQoSService» par le biais de la methode publiee updateQuotation du noeud 
GLWSM requerant, afin de mettre a jour les donnees dynamiques de QoS collectees. A 
la reception du message, le noeud requerant met a jour sa cache d'informations sur la 
qualite de service en faisant appel a la methode addQoSQuotation du gestionnaire de 
decouverte de services DvtServiceManager. 
> Propagation des parametres dynamiques de QoS collectees par le nceud 
requerant 
La propagation des parametres dynamiques de QoS collectes par le noeud 
requerant aux autres noeuds clients GLWSM offrant le meme service S se fait en faisant 
appel a la methode createMessageSendQoS du gestionnaire de services 
NetworkQoSManager (Voir extrait du code Figure 4.4). Cette methode permet 
d'envoyer un message asynchrone a tous les noeuds clients GLWSM offrant le service 5. 
Pratiquement, on enregistre dans une phase de configuration prealable, l'adresse de 
chaque courtier de messages associe a un nceud client. 
Chaque noeud client GLWSM est continuellement a l'ecoute des messages de 
propagation de QoS par le biais d'un port alloue au courtier de propagation (nous avons 
utilise les ports 7679, 7680 pour la simulation). L'ecoute des messages de propagation 
des parametres de QoS d'un service specifique S se fait par le biais de la methode 
onMessage du gestionnaire de QoS reseau NetworkQoSManager de chaque noeud 
GLWSMk offrant un acces au service publie S. Le message de propagation consiste en 
une retransmission des parametres de QoS collectes (bande passante BW, facteur 
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d'utilisation UF) dans un domaine particulier d'un serveur GLWSMj offrant le service S. 
Les donnees collectees ainsi que les informations permettant d'identifier le service 
(l'identifiant du service serviceld), le noeud (l'identifiant du noeud nodeld) et l'adresse 
du serveur d'application (adresse URL urlApp) sont par la suite propagees a tout autre 
serveur client GLWSMk offrant le meme service S. Le modele de 
Souscription/Publication est utilise pour produire le message consomme par les noeuds 
clients. A la reception du message, chaque noeud client met a jour sa cache 
d'informations sur la qualite de service en faisant appel a la methode addQoSQuotation 
du gestionnaire de decouverte de services DvtServiceManager. 
public void createMessageSendQoS(String serviceld, String nodeld, String urlApp, float BW, float 
UF, java.util.Date date)} 
ObjectMessage message=null; 
try{ 








sendMessage(message); } catch (Exception e) { 
System.out.println("Exception occurred: " + 
e.toStringO); 
}} 




Hashtable params= (Hashtable) message.getObject(); 
String serviceld = (String) params.get("serviceld"); 
String nodeld = (String) paratns.get("nodeId"); 
String urlApp=(String) params.get("urlApp"); 
float BW= (float) params.get("BW"); 
float UF= (float) params.get("'UF"); 
Date date= (Date) params.get("date"); 
dvtServiceManager.addQoSQuotation(serviceId, nodeld, urlApp, BW, UF, date); 
} catch (JMSException e) { 
System.out.println("Exception occurred: " + 
e.toStringO); 
}} 
Figure 4.4 Extrait de ^implementation de NetworkQoSManager 
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4.3.5 Gestion de la decouverte des services 
Le gestionnaire de la decouverte des services « DvtServiceManager » permet 
d'ajouter, de supprimer, de modifier ou de rechercher un service Web geolocalise dans 
la base de donnees UDDIM (voir Annexe, Figure A.3). Pour implementer le gestionnaire 
de decouverte des services, nous avons modifie le module jUDDI afin d'exposer les API 
recherche de service le plus proche avec (findNearestServiceQoS) ou sans QoS 
(findNearestService), ainsi que l'API de publication d'un service createService. La 
methode publiee findNearestService permet de trouver le service le plus proche qui 
couvre la position geographique courante d'un client mobile. Elle a deux parametres 
l'identifiant du mobile msid et l'identifiant du service serviceld. Chaque client mobile, 
suite a une authentification a son serveur GLWSMh de residence, peut interagir avec la 
methode findNearestService. Dans son execution, findNearestService communique avec 
le gestionnaire de localisation des mobiles LocationManager en appelant la methode 
locateMsid qui permet de localiser la position courante du requerant. Par la suite, le 
nceud GLWSM qui couvre la position actuelle du client requerant le service est trouve 
par appel a la methode findNearestNode. Ce noeud est considere comme le noeud 
GLWSMnn le plus proche. L'adresse du serveur d'applications SAS associe a GLWSMnn 
et qui offre le service requis {serviceld) est alors retournee. Le nceud le plus proche 
GLWSMnn est notifie en utilisant un message asynchrone suiviMsid de traquer la 
position du client mobile localise dans sa zone de couverture geographique. 
La methode publiee findNearestServiceQoS permet de trouver le service le plus 
proche avec QoS qui couvre la position geographique courante d'un client mobile. 
Hormis les parametres sur l'identifiant du mobile msid et l'identifiant du service 
serviceld, elle possede trois parametres permettant de transmettre les requis de QoS d'un 
client mobile (le cout rcost, la bande passante rbw, le facteur d'utilisation du serveur 
ruf). Chaque client mobile, suite a une authentification a son serveur GLWSMh de 
residence, peut interagir avec la methode findNearestServiceQoS. Dans son execution, 
findNearestServiceQoS communique avec le gestionnaire de localisation des mobiles 
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LocationManager en appelant la methode locateMsid qui permet de localiser la position 
courante du requerant. Par la suite, le noeud GLWSM qui couvre la position actuelle du 
client requerant le service est trouve par appel a la methode findNearestNode. Ce noeud 
est considere comme le noeud GLWSMnn le plus proche. Apres une verification de la 
condition de selection par le biais de la methode verifySelectionCondition, l'adresse du 
serveur d'applications SAS associe a GLWSMnn et qui offre les requis de QoS desires 
par le client est alors retournee. Le noeud le plus proche GLWSMnn est notifie en 
utilisant un message asynchrone suiviMsidQoS de traquer la position du client mobile 
localise dans sa zone de couverture geographique. 
Pour publier un service S, un fournisseur autorise FA obtient au prealable un 
agrement de service AS d'un administrateur du systeme. Concretement, la publication se 
fait en deux etapes au noeud racine puis a tous les noeuds de la feuille de l'arbre 
topologique selectionnes par le fournisseur autorise FA en propageant les informations 
transmises par message asynchrone. 
Au noeud racine GLWSMh, un fournisseur autorise FA fait appel a la methode 
publiee ou l'API createService. Cette methode a pour parametres l'objet service 
(l'entite d'un service businessService), la confirmation de l'authentification de 
1'administrateur authlnfo, les parametres de l'agrement de service AS (l'identifiant de 
l'agrement de service agreementID, l'identifiant de 1'administrateur responsable de la 
publication du service adminld, le systeme de coordonnees systCoord) et une liste des 
agrements de service a chaque noeud (un agrement de service a un noeud contient 
l'identifiant d'agrement agreementID, l'identifiant du noeud nodeld, l'adresse de 
1'application urlApp, le cout du service serviceCost, la bande passante minimum et 
maximum que le service peut fournir BW_min et BWjnax, le delai de propagation 
minimum et maximum que le service peut fournir PPD_min et PPD_max, la taille 
maximum des donnees du service SDU_smax et le facteur d'utilisation du serveur 
d'application UF) dans le systeme GLWSA. A la reception du message, une validation 
de la valeur authlnfo est effectuee, puis la methode saveService est appelee dans le but 
de sauvegarder l'entite de service businessService dans la base de donnees UDDIM du 
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noeud GLWSMh. On fait appel par la suite a la methode createAUAgreementNode dans 
le but de creer tous les agrements de noeuds dans le registre UDDIM du noeud GLWSMh. 
Les informations publiees au noeud GLWSMh sont propagees a tous les noeuds 
GLWSM selectionnes dans le contrat des agrements aux noeuds. Pour envoyer le 
message asynchrone de publication d'un service aux noeuds selectionnes, la methode 
createMessageSendPublication est appelee. L'ecoute des messages de publication se fait 
par le biais de la methode onMessage du gestionnaire de decouverte des services 
DvtServiceManager de chaque noeud GLWSMk offrant un acces au service publie S. A 
la reception de ce message de publication de service, chaque noeud de destination 
GLWSMk extrait les parametres envoyes et fait appel a la methode 
createServiceAndAgreementNode de la classe DvtServiceManager qui cree le service, 
l'agrement de service et les agrements de chaque noeud implique. Un message d'accuse 
de reception est retourne par chaque noeud GLWSMk au noeud racine GLWSMh pour 
confirmer la publication en faisant appel a la methode sendReceipt qui ecrit dans la 
queue de publication ecoutee par le noeud racine. 
4.3.6 Gestion de localisation des mobiles 
Le gestionnaire de localisation des mobiles LocationManager a une methode 
publiee locateMsid qui permet de localiser un mobile en interagissant avec un serveur de 
localisation LCS (voir Figure 4.5). Cette methode retourne la position geographique 
d'un identifiant de mobile msid. Dans son execution, elle fait appel a la methode 
prepareRequestContext qui permet d'initialiser le contexte de localisation 
requestContext en precisant l'adresse du serveur LCS et de creer un objet de connexion 
conn pour interagir avec le serveur LCS. Puis, la localisation est effectivement obtenue 
en appelant la methode getLocation. Les coordonnees sous le format chaine de 
caracteres sont transformees en format de type reel en appelant la getSpatialData. Le 
gestionnaire de localisation des mobiles a ete developpe en utilisant le module MPS6.0 
de Ericsson qui offre des API permettant de localiser les mobiles. Le module MPS6.0 
est compatible avec le protocole MLP 3.0. 
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MobileStation ms=new MobileStation(msid); 
LocationTarget[] target=new MobileStation[]{new MobileStation(msid)}; 
LocationResult result=conn.getLocation(target,requestContext); 
LocationData location =result.getLocationData(ms); 
if(location.getLocationStatus()==LocationData.SUCCESSFUL_LOCATION){ 
LocatedMobileStation 1ms =(LocatedMobileStation)location; 
spatial = getSpatialData(lms); 
} 
else{ 
LocationFailure failure =(LocationFailure)location; 
printLocationFailure(failure); 
} 











Figure 4.5 Extrait de ^implementation de LocationManager 
4.3.7 Gestion de la coordination d'une migration de services 
Le gestionnaire coordonnant la migration de services MigrationManager offre 
principalement une API onMessage qui est une methode asynchrone permettant 
d'ecouter le message de suivi indiquant l'entree d'un client mobile dans les zones de 
localisation couvertes par un GLWSMj (voir Annexe, Figure A.4). Les messages de suivi 
des mobiles sont envoyes soit par le serveur de residence d'un client mobile GLWSMh 
lors d'une recherche de service, soit par le precedent noeud GLWSMj ou le client mobile 
etait precedemment localise lors d'une coordination de migration de services. Ces 
messages sont destines au noeud GLWSMj couvrant la position courante d'un client 
mobile. Les methodes utilisees pour envoyer un message de suivi sont trackMsidQoS ou 
trackMsid pour le suivi d'un mobile avec ou sans QoS respectivement. Le noeud 
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GLWSMj est considere comme le noeud courant le plus proche de la position du client 
mobile et est associe a un serveur d'applications SASiq ou le service requis par le client 
est en cours d'execution (SASiq est considere comme le serveur d'applications courant). 
A la reception du message, les parametres envoyes dans le cas d'un service avec 
QoS (l'identifiant du mobile msld, l'identifiant du service serviceld, l'adresse du serveur 
d'application urlApp, le cout du service serviceCost, la bande passante BW et le facteur 
d'utilisation du serveur d'application UF) ou dans le cas d'un service sans QoS 
(l'identifiant du mobile msld, l'identifiant du service serviceld) sont recuperes en 
verifiant la taille des parametres de la variable params de la methode onMessage. 
L'identifiant du mobile msid est ajoute a la liste des mobiles UsteMsid et la position du 
mobile est par la suite traquee en faisant appel a la methode ifExit qui interagit avec le 
serveur de position LCS dans le but de determiner la position du client mobile et de 
verifier si la position obtenue est couverte par les zones de localisation du GLWSMj 
courant. Dans le cas ou le client sort des zones couvertes par GLWSMj, le prochain 
noeud GLWSMk qui couvre sa position actuelle et qui possede un acces au service en 
cours d'execution est recherche et selectionne de la base de donnees UDDIMj par la 
methode ifExit et sa valeur est transferee dans la variable nextNode. Le noeud GLWSMk 
est considere comme le prochain noeud le plus proche de la position courante du client 
mobile. 
Par la suite, l'adresse agreementNextNode.getUrlApp du serveur d'applications 
SASkp associe au noeud GLWSMk (qui verifie la condition de migration de service dans 
le cas d'un service avec QoS) est alors selectionnee. Le serveur d'applications SASiq en 
cours d'execution est alors notifie par le biais de la methode notifyExit de migrer le 
service en cours au serveur d'applications SASkp. A la fin de la migration de service, le 
noeud GLWSMj envoie un message de suivi du mobile en ecrivant dans la queue de suivi 
du noeud GLWSMk.et l'identifiant du mobile msid est enleve de la liste des mobiles en 
cours de migration UsteMsid en utilisant la methode removeMsid. 
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4.3.8 Gestion d'abonnement 
Le gestionnaire d'abonnement SubscriptionManager permet de creer, de 
rechercher et de supprimer un abonnement et un usager. Les differentes API offerts par 
SubscriptionManager sont: createSubsorption, findSubcription, removeSubscription, 
createUser, findUser et removeUser. Le detail de ces methodes etant trivial, leur 
contenu n'est pas donne ici. 
4.4 La couche des classes de base 
La couche des classes de base permet d'interagir avec les bases de donnees 
(UDDIM et "ClientlnfosDB") et de definir les structures de donnees de base utilisees par 
le systeme GLWSA. La description de chacune de ces classes de base est donnee au 
Tableau 4.3 et leur illustration est representee par le diagramme de classes de la Figure 
4.6. 
Tableau 4.3 Classes de base de l'architecture fonctionnelle de GLWSA 















Definit la structure d'une adresse d'un usager. 
Definit la structure d'un agrement de service 
Definit la structure d'un agrement de service a un noeud 
specifique. 
Definit la structure d'un service dans la base de donnees 
UDDIM. 
Definit une classe permettant de notifier un service Web d'un 
fournisseur d'applications de l'entree ou de la sortie d'un 
mobile. Les methodes migrateTo et pushAnnounceEntry 
doivent etre modifiees par le fournisseur de services pour 
donner un comportement specifique. 
Definit la structure d'un equipement mobile. 
Definit la structure d'un noeud GLWSM. 
Definit la structure d'une soumission de la qualite de service 
d'un service specifique a un nceud GLWSM donne. 
Definit la structure d'une requete de QoS d'un client donne. 
Definit la structure du role d'un usager. 
Definit la structure d'un objet de service. 11 est utilise pour 
echanger les informations entre les objets du systeme. 
Definit une cache d'informations des soumissions de QoS 
obtenues. 

















Definit la structure d'un abonnement a un service donne. 
Definit la structure d'un theme. 
Definit la structure d'un abonne a un theme. 
Definit la structure d'un usager dans le systeme. 






' agreements : String 
- serviceld : String 
- adminld : String 
- systcoord : String 
1 
QoSQuotation 
~ serviceld : String 
-nodeld : String 
~ urIApp : String 
- B W : float 
~ UF : float 
- lastUpdate : Date 
BusinessService 
-tausinessld : String 
-serviceld : String 
- nameVector: Vector 
- descrVector: Vector 
• bindingTemplates : BindingTemplates 
• categoryBag : CategoryBag 
1 
Service 
- serviceld : String 
-businessld : String 
- nomSetvice : String 
- description : String 
Subscription 
- Subscrlptlonid : String 
- userld : String 
-serviceld : String 
- dateDeb : Date 
- dateFin : Date 
Rale 
- roleld : String 
- nom : String 
• description : String 
AgreementNode 
~ agreementld : String 
~ nodeld : String 
- urIApp : String 
- costService : double 
~ BW_mln : double 
~ BW_max : double 
~ PPD_min : double 
- PPD_max: double 
- SDU_smax: Int 
- xPos : double 
- yPos : double 
- zPos : double 
1..* 
PolygonLineSegment 
- HneSegmentld : String 
- nodeld : String 
-X1 : double 
- Y1 : double 
-X2 : double 
- Y2 : double 
- sign : String 
Node 
- nodeld : String 
- urINode : String 
-type : String 
-xPos : double 
-yPos : double 
-zPos : double 
- distanceMaxNodeService : double 
-Map_Addr: String 
- numberOfPolygonLineSegment: int 
3..* 
User 
-userld : String 
-nom : String 
- prenom : String 
- username : String 
- password : String 
-roleld : String 
-addressld : String 
ServiceCache 
~ compteur: int = 0 
• service : Service 
- listeQoSQuotation : ArrayList 
1..* 
MobileEquipment 
~ msld : String 
~ userld : String 
~ langPres : String 
MigrationNotification 
- HsteMsid : ArrayList 
Address 
- adresseld : String 
-adrCiv: String 
-ville : String 
-region : String 
-pays : String 
-telFixe : String 
- email : String 
QoSRequest 
- rcout: double 
~ rbw : double 
- r u f : double 
- msid : String 
CoveredArea 
- LineSegments : ArrayList 
Spatial 
~x : float 
~y float 
~z : float 
Theme 
- themeld : String 
~ subject: String 
~ description : String 
ThemeMsid 
- themeld : String 
- msld : String 
Figure 4.6 Diagramme de classes des classes de base de l'architecture fonctionnelle 
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Les objets materialisant les classes de base dans le systeme GLWSA sont soit 
persistants soit volatiles. Les objets volatiles sont des objets qui ont une duree de vie liee 
a l'execution de 1'application. Par contre, les objets persistants ont une duree de vie 
prolongee et necessite un systeme de gestion de donnees pour les manipuler. 
4.5 La persistance dans le systeme GLWSA 
Dans le systeme GLWSA, on distingue deux types de persistance : la persistance 
locale et la persistance globale (Figure 4.7). La persistance locale consiste a gerer l'etat 
d'un objet sauvegarde dans un serveur GLWSM local sans interaction avec les autres 
serveurs GLWSM. Les objets des classes de base qui utilisent une persistance locale 
sont les representants des classes Subscription, User, Address, Role et MobileEquipment. 
La consistance des objets dans une persistance locale est prise en charge par le SGBD 
utilise (dans notre cas Oracle 9i). 
GLWSM 
Racine 
\ -<y^ ; 
ersistance globalj^O^, ~A UDDIM 
Les objets de k persistunce^bfiale: BusinessSermcerAgreement, AgreementNode 
,,-"""' et^de. ~ " " \ 
GLWSM 
Les objets de la persistance focofc 
User, Address, Role, 
MobileEquipment et Sukcription. 
i ClientlnfosDB 
Figure 4.7 Persistance des donnees dans le systeme GLWSA 
Quant a la persistance globale, elle consiste a gerer globalement l'etat d'un objet 
persistant dans plusieurs serveurs GLWSM. Elle necessite la mise en place d'un 
mecanisme de replication permettant de preserver la consistance de l'objet dans les 
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SGBD locaux qui manipulent l'etat de l'objet. C'est le cas des objets transmis lors d'une 
publication de service BusinessService et AgreementNode ou des objets crees lors de 
l'etablissement d'un agrement de service Agreement et Node. Le modele de replication 
utilise pour realiser la persistance globale est un modele Maitre/Esclaves. Le serveur 
GLWSM racine joue le role de maitre et coordonne la transmission de l'etat d'un objet 
persistant globalement a tous les serveurs GLWSM de la feuille de l'arbre topologique 
impliques dans la mise jour de l'objet. Les serveurs GLWSM de la feuille de l'arbre 
topologique jouent le role d'esclave. Ainsi, lors de la publication d'un service, le 
controle de la consistance des donnees persistantes dans le systeme GLWSA est effectue 
par la methode createService du gestionnaire de decouverte de services 
DvtServiceManager, tandis que lors de la creation d'un agrement de service, le controle 
de la consistance des donnees persistantes dans le systeme GLWSA est effectue par la 
methode createAgreementAndNode du gestionnaire d'agrement de service 
AgreementManager. 
La connexion aux bases de donnees est realisee en utilisant un connecteur JDBC 
pour chacune des bases de donnees (UDDIM et "ClientlnfosDB"). Ces connecteurs sont 
statiques dans le developpement du systeme afin de partager leur instance unique entre 
differents objets voulant acceder a une base de donnees specifique. 
4.6 Extension du protocole MLP : MLPe 
Le protocole MLPe etend le protocole MLP afin de permettre une localisation 
thematique des mobiles. Cette extension nous a conduit a ajouter deux structures de 
donnees (les classes Theme et ThemeMsid), des API pour gerer la structure proposee et 
des methodes permettant la localisation thematique des mobiles. 
4.6.1 Structures de donnees proposees 
Deux classes ont ete ajoutees au protocole MLP afin de permettre une 
localisation thematique des mobiles. II s'agit des classes Theme et ThemeMsid dont les 
structures de donnees et leurs relations sont materialisees a la Figure 3.15. La classe 
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Theme permet d'ajouter un theme specifique. La classe ThemeMsid permet de lier un 
mobile identifie msid a un theme identifie themeld. La gestion et la persistance des 
objets de type Theme et ThemeMsid est effectue par un serveur LCS associe a une base 
de donnees (par exemple, dans le cadre de cette implementation nous avons utilise la 
base de donnees ClientlnfosDB). 
4.6.2 Gestion des structures Theme et ThemeMsid 
Le protocole MLPe fournit des API permettant de gerer les classes « Theme » et 
« ThemeMsid ». Pour la classe « Theme », on distingue la methode addTheme qui a 
comme parametres d'entrees tous les attributs de « Theme » et qui permet de creer un 
objet de type «Theme »; la methode removeTheme(themeld: String) et la methode 
findTheme(themeld: String) qui permettent respectivement de supprimer et de rechercher 
un theme. En ce qui concerne la classe « ThemeMsid », on distingue comme APIs la 
methode addThemeMsid qui a comme parametres d'entrees tous les attributs de 
« ThemeMsid » et qui permet de creer un objet de type « ThemeMsid »; la methode 
removeThemeMsid (themeld: String, msid: String) permettent de supprimer un objet 
«ThemeMsid» et la methode findAllMsidOfTheme(themeld: String) permet de 
rechercher tous les mobiles lies a un theme donne. 
4.6.3 Methodes de localisation thematique 
Pour ajouter les fonctionnalites ou methodes proposees (voir Annexe, Figure 
A.5), nous avons modifie la classe com.ericsson.mps.jml.DefaultConnection du module 
MPS 6.0 de Ericsson qui offre une implementation du protocole MLP version 3.0. 
Pratiquement, nous avons ajoute les methodes ifEntry ou ifExit qui permettent de 
verifier l'entree et la sortie des clients mobiles lies par un sujet (ou un theme) d'une zone 
de localisation et d'en informer un serveur d'applications SAS en utilisant 
respectivement une notification d'entree notify/Entry ou une notification de sortie 
notifyExit. En effet, la methode ifExit (ou ifEntry), dans son execution, fait appel a la 
methode locateSubject qui localise tous les mobiles lies au sujet subject donne comme 
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parametre d'entree de la methode. La position de chaque mobile trouve est par la suite 
comparee a la zone de reference zone donnee comme parametre d'entree a la fonction 
appelee ifExit fou ifEntry) pour determiner si le mobile n'est pas (ou est) dans la zone de 
reference. 
Les methodes de localisation thematique (locateSubject, locateSubjectlnArea, 
locateSubjectNearOf, collocate) permettant de determiner la position d'un groupe de 
mobiles lies par un sujet y ont ete aussi ajoutees. La methode locateSubject permet de 
determiner la position d'un groupe de mobiles lies par un sujet. Elle determine au 
prealable tous les identifiants de mobile lies au sujet subject, puis obtient la localisation 
de chacun des mobiles en faisant appel a la methode getLocation. La methode 
locateSubjectlnArea permet de trouver les mobiles d'un sujet subject se trouvant dans 
une zone de localisation donnee zone. La methode locateSubjectNearOf permet de 
trouver les mobiles d'un sujet subject dont la distance par rapport a un point de reference 
spatial est inferieure a une precision donnee precision. La methode collocate permet de 
trouver les mobiles d'un sujet subject dont la distance par rapport a un client mobile de 
reference msid est inferieure a une precision donnee precision. Pour des contraintes de 
programmation liees au fait que la communication du serveur LCS de MPS 6.0 exige un 
parametre materialisant le contexte de la requete requestContext, nous l'avons ajoute 
comme parametre d'entree a toutes les methodes de localisation thematique que nous 
avons presentees dans cette section. 
4.6.4 Modele de securite 
Un modele de securite est necessaire a la localisation thematique proposee pour 
proteger les informations relatives a la position geographique et l'identite des clients 
mobiles. Ces informations sont echangees entre le systeme etudie GLWSA et les 
applications des fournisseurs de services (SAS). La politique d'acces a ces donnees suit 
principalement deux regies : 
1. Un sujet (personne autorisee a utiliser une application d'un SAS) a le droit 
d'utiliser les fonctions de localisation thematique afin de localiser un ou 
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plusieurs clients mobiles si et seulement si ces clients sont abonnes a cette 
application. 
2. Un sujet (personne autorisee a utiliser une application d'un SAS) a le droit 
d'utiliser les fonctions d'identification d'un client si et seulement si le client 
est abonne a cette application. 
Le controle d'acces a ces donnees ne peut etre fait par le modele classique MAC 
(Mandatory Access Control) tel que Bell-LaPadula car les sujets (personnes autorisees a 
utiliser une application d'un SAS) et les objets (les clients mobiles) ne peuvent etre 
reduits a des compartiments classifies et hierarchises en niveaux de securite. En effet, si 
les objets sont classes par exemple en deux compartiments Pi, P2 et que 1'intersection de 
Pi et P2 soit vide tel que suggere les regies de MAC, ceci signifierait que toute 
application a le groupe Pi ou P2 pour abonnes. En pratique, cela n'est pas vrai, car les 
abonnes des applications sont rarement tous identiques. 
Le controle d'acces discretionnaire (DAC) n'est pas non plus adapte a la 
politique que nous souhaitons appliquer, car elle ne permet pas d'octroyer l'acces sous 
certaines conditions. En effet, le modele DAC est de la forme: 
<sujet> <operations permises> <objet c iblo 
Or, dans la politique de securite a mettre en place le controle d'acces obeit a la 
logique suivante: 
<sujet> <operations permises> <objet c iblo <condition sur l'objet c iblo 
Exemple : <Personne autorisee a utiliser 1'application de suivi des medecins ambulants 
ABCxlocaliser un client abonne> <le client msid > <si le client recherche msid est dans 
le groupe de clients de cette application dont il a droit>. 
Le modele d'acces par capability (capability) est indique pour la politique 
souhaitee. En effet, pour 1'allocation des operations, il faudra creer au prealable des 
groupes de clients. Avec la possibility qu'un client mobile puisse appartenir a plusieurs 
groupes. Pour chaque client donne C, un ou plusieurs groupes lui seront alloues, ce qui 
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signifie en clair signifie que le client C n'a le droit d'interroger le serveur LCS rien que 
sur la position des mobiles appartenant aux groupes qui lui ont ete alloues. Ainsi, lors 
d'un controle d'acces, l'identite du requerant sera determinee, puis Ton verifiera si 
l'operation appelee lui est allouee et si le client cible CC dont la position est recherchee 
est dans le groupe des clients qui lui est autorise pour cette application. 
I l l 
CHAPITRE V 
EVALUATION DE L'ARCHITECTURE ET RESULTATS 
Le systeme GLWSA a ete evalue afin d'apprecier les resultats obtenus. Nous 
avons evalue les requis fonctionnels (recherche de service, publication de service, 
coordination d'une migration de service, localisation thematique). La collecte des 
donnees dynamiques de QoS a ete egalement simulee afin d'evaluer le concept propose. 
Ce chapitre presente 1'evaluation des requis fonctionnels et 1'evaluation de la collecte 
des donnees dynamiques de QoS. 
5.1 Evaluation des requis fonctionnels 
Pour evaluer les requis fonctionnels (rechercher un service Web geolocalise le 
plus proche sans QoS, recherche de service Web geolocalise avec QoS, publier un 
service Web geolocalise, coordonner la migration d'un service Web geolocalise sans 
QoS, coordonner la migration d'un service Web geolocalise avec QoS), nous avons 
utilise comme indice de performance la metrique temps ou delai. Le delai RTT (Round 
Trip Time) mesure correspond a un aller-retour soit la difference de temps entre la 
reception de la requete par le client et l'envoi de la requete par le client. Dans 
l'organisation de cette section, nous presentons d'abord les parametres de configuration 
de l'environnement de test, puis nous presentons et analysons les resultats obtenus. 
5.1.1 Parametres de configuration de l'environnement de test 
Afin d'evaluer les requis fonctionnels du systeme GLWSA, nous avons realise 
un prototype de 1'architecture, en utilisant le langage de programmation Java sous un 
environnement integre JBuilder 7 version entreprise. Le prototype implemente les 
fonctionnalites de 1'architecture fonctionnelle decrite au chapitre 4. Pour cela, nous 
avons utilise cinq machines ayant une configuration semblable. Les machines sont 
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connectees a un IEEE 802.11b WLAN (Wireless Local Access Network). Le WLAN a 
une capacite de transmission de 11 Mbits/s. Les caracteristiques de chacune de ces 
machines sont les suivantes : 
frequence Pentium 3 a 1.2 GHz, 
- RAM de 512 Mo, 
JRE (Java Runtime Environment) version 1.4, 
Windows 2000 professionnel. 
La configuration des differents scenarios de tests est donnee au Tableau 5.1. La 
communication avec le serveur de position LCS a ete realisee en utilisant l'emulateur 
MPS 6.0 de ERICSSON. Cet emulateur implemente le protocole MLP et simule le 
calcul de la position d'un client ou d'un groupe de clients se deplagant sur le reseau 3G 
d'un operateur. 
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Pour effectuer les tests, nous avons genere une topologie reseau ayant les 
caracteristiques suivantes (Figure 5.1): le systeme de coordonnees par defaut est le 
systeme geographique (latitude, longitude, altitude), la forme des cellules est 
polygonale, la densite du trafic est initialised a urbain (urban), la distance entre deux 
stations de base a pour valeur 5000 metres. Nous avons egalement defini la trajectoire 
que doit emprunter le mobile cible a une vitesse constante de deplacement. Nous avons 
fait varier la vitesse en affectant les valeurs 50 km/h, lOOkm/h et 200 km/h. La densite 
du trafic peut prendre l'une des valeurs (urbaine dense, urbaine ou rurale). Par defaut 
Paltitude a une valeur egale a 0. A la Figure 5.1, le domaine GLWSMh represente le 
noeud de residence GLWSM du client mobile cible et la region geographique qu'il 
couvre, les domaines GLWSM] et GLWSM2 represented des noeuds GLWSM visites et 
leurs regions geographiques couvertes associees. 
Km 
5 10 50 Km 
Figure 5.1 Topologie generee et trajectoire d'un client cible 
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En utilisant cette configuration, l'emulateur genere deux fichiers : le premier 
indique comment sont disposees les cellules de la topologie (Tableau 5.2) et le second 
contient les informations sur le trajet emprunte par les mobiles (Tableau 5.3). 







































































































































Le fichier genere sur la topologie des cellules contient 459 enregistrements. Les 
champs de ce fichier sont 1'identifiant de la cellule, la position du centre de la cellule 
exprimee en coordonnees spatiales (longitude,latitude) dans le systeme UTM (Universal 
Transverse Mercator) [93], le type d'antenne indique si l'antenne diffuse autour de lui 
(Omni) ou dans une portion de son champ d'action (CircleSector), la distance entre la 
station de base courante et une station de base adjacente, Tangle de couverture de la 
station de base (360° pour une antenne Omni). Une station de base d'une cellule est 
placee au centre de la cellule. Le systeme UTM divise le globe terrestre en 60 lignes 
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verticales espacees de 6° et 20 lignes horizontales espacees de 8°. Une valeur de la 
longitude telle que W00121 signifie que le point en question est a l'ouest du globe 
terrestre (signe W) et que Tangle est de 0° 01' 2 1 " par rapport a l'origine (l'horizontale 
Equateur, la verticale Greenwich). De meme pour la latitude, une valeur de S01050 
signifie que le point en question est a l'hemisphere sud (signe S) et que son angle est de 
0° 10' 50" par rapport a l'origine. 
Le fichier qui indique la route empruntee par un mobile est genere pour une 
vitesse constante donnee. Dans l'extrait du fichier de la route represente au Tableau 5.3, 
le mobile a une vitesse de 10 Km/h. 
















































































































































































Le fichier genere contient les champs d'informations suivants : l'identifiant du 
mobile qui se deplace dans la topologie, les instants de prelevements de la position qui 
servent a intervalle regulier (la periode est de 10 secondes), l'identifiant de la cellule ou 
se trouve le mobile, la distance du mobile par rapport a la station de base de la cellule 
courante, la position du mobile en coordonnees spatiales (longitude, latitude) du systeme 
UTM. L'emulateur utilise ces donnees pour effectuer une interpolation lineaire entre 
deux mesures successives afin de trouver la position du mobile en un instant compris 
entre deux temps successifs enregistres dans le fichier. La formule utilisee pour effectuer 
1'interpolation n'est pas donnee dans les specifications de l'outil. 
Pour la persistance de donnees, le systeme de gestion de base de donnees Oracle 
9i a ete utilise pour les bases de donnees UDDIM et « ClientlnfosDB ». Les mesures de 
la performance des requis fonctionnels a ete faite en utilisant l'outil SoapTest [80] qui 
permet d'interroger un serveur Web service sous differents scenarios. 
5.1.2 Resultats et analyse des performances 
Les resultats ont ete captes en utilisant l'outil SoapTest en interrogeant le serveur 
GLWSM sous differents scenarios. Nous avons effectue des mesures sur les 
fonctionnalites suivantes : 
• rechercher un service Web geolocalise sans QoS ; 
• rechercher un service Web geolocalise avec QoS ; 
• publier un service Web geolocalise ; 
• coordonner la migration d'un service Web geolocalise sans QoS ; 
• coordonner la migration d'un service Web geolocalise avec QoS. 
> Rechercher un service Web geolocalise sans QoS 
Le principe de la recherche d'un service Web geolocalise consiste a envoyer 
aupres du serveur GLWSM de residence, les parametres de la methode publiee, soient 
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l'identifiant du service et l'identifiant du mobile. Pour mesurer le delai RTT, nous avons 
effectue differents scenarios. 
Scenario 1: un client envoie une requite toutes les deux secondes 
Ce scenario nous permet de mesurer le temps moyen de recherche d'un service 
dans le cas ou le serveur n'a qu'un client connecte. Les resultats obtenus sont 
representes a la Figure 5.2. Nous avons simule un client qui envoie toutes les deux 
secondes une requete de recherche de service Web geolocalise sans QoS pendant dix 
minutes. Nous trouvons un delai moyen RTT de recherche de service de 28 
millisecondes, avec un minimum de 20 millisecondes et un maximum de 52 
millisecondes. Les mesures effectuees ont une dispersion ou un ecart-type de 14.16 
millisecondes. Nous avons constate que les fluctuations des mesures RTT varient dans le 
meme sens que le temps de localisation d'un mobile au LCS. Le temps de localisation 
d'un mobile est en moyenne egale 23 millisecondes et represente environ 82% du temps 
du temps RTT. 
RTT (millisecondes) 
0 100 2 0 0 " 3 0 0 : :•.••::: ; 400 : : 500 BOO 
Tests Completion Time (sec) 
Figure 5.2 Recherche d'un service Web geolocalise sans QoS 
118 
Pour mesurer 1'influence du "buffer" du serveur GLWSM sur les performances 
RTT de la recherche de service Web geolocalise, nous avons effectue le scenario decrit 
ci-dessous. 
Scenario 2: croissance lineaire du nombre de clients effectuant une requite de 1 a 50 
Ce scenario nous permet de mesurer l'influence du nombre d'utilisateurs en 
communication avec le serveur sur les performances RTT de la recherche d'un service 
Web geolocalise sans QoS. Les requetes, comme precedemment sont envoyees toutes les 
deux secondes par chaque client. Les resultats obtenus sont presentes par la Figure 5.3. 
Nous obtenons un RTT mo yen 51 millisecondes avec un maximum de 620 
millisecondes et un minimum de 30 millisecondes. Le serveur GLWSM est stable (c'est 
a dire que les resultats obtenus sont a l'interieur des mesures obtenues precedemment en 
utilisant l'ecart-type de 14.16 millisecondes comme incertitude absolue par rapport a la 
moyenne precedente) quand le nombre de clients en communication est inferieur ou 
egale a 28. Dans le cas ou le nombre de clients est superieur a 28, le serveur est instable 
car le "buffer" est generalement plein et genere des resultats peu fiables. II serait 
conseille lors de la configuration du serveur de determiner ce nombre limite d'usagers 
pour appliquer une politique d'acces aux ressources du serveur. 
RTT (millisecondes) Variation lineaire du nombre clients de 1 a 50 
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Figure 5.3 Variation lineaire du nombre de clients lors d'une 
recherche d'un service Web geolocalise sans QoS 
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Nous avons aussi compare les resultats obtenus a la recherche d'un service avec 
les protocoles SLP et Jini [38]. Pour effectuer la comparaison, nous avons ajoute aux 
resultats de la recherche de service de Jini et SLP, le temps de localisation moyen d'un 
mobile, soit 23 millisecondes. Les resultats obtenus sont representes a la Figure 5.4. Ces 
resultats ne signifient pas que le systeme GLWSA est meilleur que SLP ou Jini, mais 
plutot que le systeme a des meilleures performances parce que la localisation des 





Figure 5.4 Comparaison GLWSM, SLP et Jini lors d'une recherche 
d'un service Web geolocalise sans QoS 
> Rechercher un service Web geolocalise avec QoS 
Le principe de la recherche d'un service Web geolocalise consiste a envoyer 
aupres du serveur GLWSM de residence, les parametres de la methode publiee soient 
l'identifiant du service, l'identifiant du mobile, le cout du service requis, la bande 
passante requise et le facteur d'utilisation du serveur SAS requis. Pour mesurer le delai 
RTT, nous avons effectue les scenarios ci-apres. 






Ce scenario nous permet de mesurer le temps moyen de recherche d'un service 
avec QoS dans le cas ou le serveur n'a qu'un client connecte. Les resultats obtenus sont 
representes a la Figure 5.5. Ces resultats materialised un client qui envoie toutes les 
deux secondes une requete de recherche de service Web geolocalise avec QoS et 
pendant dix minutes. Nous obtenons une moyenne RTT de 41 millisecondes, un 
minimum RTT de 30 millisecondes et un maximum de 70 millisecondes. La dispersion 
ou l'ecart-type des mesures est de 15.57 millisecondes par rapport a la moyenne. La 
portion de temps de la localisation d'un client sur le resultat RTT moyen obtenu est 
environ de 56.1%. 
En comparant les resultats obtenus a la recherche de service Web geolocalise 
sans QoS, on constate que la moyenne s'est deplacee d'une valeur de 13 millisecondes. 
Ce deplacement de la moyenne est surtout lie a un surcout des lignes de code ajoutees 
dans le systeme pour traiter la qualite de service et un effet minime peut etre attribue a 
1'augmentation de la taille des messages transmis (ajout de 3 parametres de type double 
par rapport a une recherche sans QoS, soit 24 octets au total). 
RTT (millisecondes) 
70 
RTT en supposant qu'une requete est emise toutes les 2 secondes 
0 100 200 :: 300 M 400 : 500 
Tests Completion Time (sec) ii 
Figure 5.5 Recherche d'un service Web geolocalise avec QoS 
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Pour mesurer 1'influence du "buffer" du serveur GLWSM sur les performances 
RTT de la recherche de service Web geolocalise, nous avons effectue le scenario decrit 
ci-dessous. 
Scenario 2: croissance lineaire du nombre de clients effectuant une requite de 1 a 50 
Ce scenario nous permet de mesurer l'influence du nombre d'utilisateurs en 
communication avec le serveur sur les performances RTT de la recherche d'un service 
Web geolocalise avec QoS. Les requetes, comme precedemment, sont envoyees toutes 
les deux secondes. Les resultats obtenus sont presentes par la Figure 5.6. 
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Figure 5.6 Variation lineaire du nombre de clients lors d'une 
recherche d'un service Web geolocalise avec QoS 
Nous obtenons un RTT mo yen de 83 millisecondes avec un maximum de 810 
millisecondes et un minimum de 35 millisecondes. Le serveur GLWSM est stable (c'est 
a dire que les resultats obtenus sont a l'interieur des mesures obtenus precedemment en 
utilisant 1'ecart type de 15.57 millisecondes comme incertitude absolue par rapport a la 
moyenne precedente) quand le nombre de clients en communication est inferieur ou 
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egale a 28. Dans le cas ou le nombre de clients est superieur a 28, le serveur est instable 
car le "buffer" est generalement plein et genere des resultats peu fiables. 
> Publier un service Web geolocalise 
Pour publier un service Web geolocalise, nous avons envoye les six parametres 
de type String totalisant 492 caracteres, soit 984 octets, et deux structures d'agrement de 
noeuds ayant une taille totale de 184 octets. Les requites sont envoyees toutes les cinq 
secondes. Les informations sont envoyees au serveur GLWSM racine qui les enregistre, 
puis, par le biais d'un message asynchrone, propage les informations recues a deux 
serveurs GLWSM situes au niveau des feuilles de la topologie du systeme GLWSA. 
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Figure 5.7 Publication d'un service Web geolocalise 
Nous obtenons un RTT mo yen de 105 millisecondes avec un minimum de 80 
millisecondes et un maximum de 300 millisecondes. La dispersion des mesures est 
environ de 18.30 millisecondes. La realisation d'une operation de publication se fait 
suivant le requis RNF.3 car tout noeud feuille GLWSM selectionne lors de la publication 
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connaitra apres publication les autres noeuds ou le service a ete publie. Par consequent, 
la selection d'un service specifique sera faite localement. 
Nous avons aussi evalue la variation du temps de publication en fonction du 
nombre de noeuds de publication selectionnes pour les cas 5 (Figure 5.8), 10 (Figure 5.9) 
et 20 noeuds (Figure 5.10). Nous constatons que RTT augmente en fonction du nombre 
de noeuds selectionnes. Nous trouvons des RTT moyens de 110, 143 et 285 
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Figure 5.9 Publication d'un service Web geolocalise a 10 noeuds « feuille* 
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Figure 5.10 Publication d'un service Web geolocalise a 20 noeuds « feuille» 
Nous avons constate qu'en effectuant une meme serie de mesures, les valeurs 
maximales varient mais la moyenne reste sensiblement la meme. Toutefois, la croissance 
du RTT quand le nombre de noeuds croit n'est pas une mesure tres sensible pour un 
fournisseur autorise car, dans la conception du systeme nous supposons que la 
publication de services se fait a partir d'une machine fixe. 
> Coordonner la migration d'un service Web geolocalise sans QoS 
Le test de la coordination d'une migration sans QoS consiste a notifier le serveur 
d'applications SAS courant (ou le service requis par un client est en cours d'execution) 
de l'adresse URL du prochain serveur SAS ou se trouve presentement le client et a 
envoyer les informations de suivi (l'identifiant du mobile, l'identifiant du service et 
l'URL du serveur d'applications ou l'execution du service a ete migree) au nceud suivant 
GLWSM qui couvre la position actuelle du mobile. Quand le serveur SAS courant a 
termine la migration de service au SAS suivant, il envoie une notification de fin de 
migration au GLWSM courant qui coordonne la migration. Le GLWSM courant envoie 
un message de suivi de mobile au GLWSM suivant qui couvre la position actuelle du 
mobile. Du fait que la migration de SAS a SAS n'est pas de la portee du systeme 
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GLWSA, nous avons considere, comme scenario pour les mesures, que le SAS courant 
retourne immediatement un message de fin de migration au GLWSM courant apres 
avoir recu la notification de migrer le service au SAS suivant. Ce scenario permet de 
mesurer 1'impact de l'architecture du systeme sur la migration de service sans QoS. Les 
resultats obtenus sont presentes a la Figure 5.11. 
Sommairement, on obtient un temps mo yen RTT de 11 millisecondes pour 
coordonner la migration d'un service. II varie toutefois sur une plage de 7 millisecondes 
a 40 millisecondes. La dispersion des mesures est de 5.80 millisecondes par rapport a la 
moyenne. Nous constatons egalement que 98% des mesures effectuees sont inferieures 
au delai de coordination de migration de 30 millisecondes. Ce qui est bon indicateur que 
le surcout de la coordination de migration de service est negligeable. 
Pour la migration de service d'un SAS a un autre SAS, la migration de session ou 
de tache peut etre utilisee. Les resultats releves dans la litterature [17] montrent que la 
migration de service d'un serveur d'applications varie en moyenne entre 3 millisecondes 
et 300 millisecondes dependamment de la taille du service a migrer. Nous suggerons 
toutefois que la migration de tache soit utilisee pour migrer un service de SAS a SAS car 
elle permet de realiser une migration forte, c'est a dire une migration de service ou les 
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Figure 5.11 Coordination de migration d'un service sans QoS 
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Pour conserver la notion de geo localisation du service quand le client sort de la 
zone de couverture d'un SAS courant, nous avons impose lors de 1'implementation une 
continuite de services de 2 secondes maximum au SAS courant pendant laquelle la 
migration de service au prochain SAS doit etre effective. En effet, pendant ce delai de 
migration, le client peut rester associe au SAS courant. Au dela de cette valeur limite, il 
faut que la migration de service soit effective. 
Toutefois, du fait que pendant cette periode le client mobile continue a se 
deplacer, nous avons analyse 1'impact de la vitesse de deplacement sur les resultats. II en 
ressort que la vitesse n'a pas d'impact direct sur les resultats releves, par contre, il y a un 
risque que le client entre et sort d'un domaine controle par le prochain nceud GLWSM 
couvrant la position courante du client mobile avant que la migration de services soit 
effective. En realite, ce risque est negligeable. En effet, si on suppose par exemple que, 
pendant cette contrainte de temps que le client se deplace a 300 Kilometres par heure, il 
ne pourra parcourir que 166.67 metres durant ce temps. Cette distance est negligeable 
pour qu'on puisse dedier un MAP (qui agrege le trafic de plusieurs zones de localisation, 
sa capacite est de l'ordre des Terabits/s) juste pour cet espace geographique ayant un 
diametre de couverture de 166.67 metres. 
En ajoutant la moyenne la plus elevee des resultats de migration de service (soit 
300 millisecondes) a la plus grande valeur observee de la coordination de service (soit 
55 millisecondes), nous trouvons une valeur de 355 millisecondes qui est bien inferieure 
au delai impose de continuite de service au SAS courant, soit 2 secondes. 
> Coordonner la migration d'un service Web geolocalise avec QoS 
Le test de la coordination d'une migration avec QoS consiste a notifier le serveur 
d'applications SAS courant (ou le service requis par un client est en cours d'execution) 
de l'adresse URL du prochain serveur SAS ou se trouve presentement le client et a 
envoyer les informations de suivi (l'identifiant du mobile, l'identifiant du service, URL 
du serveur d'applications ou l'execution du service a ete migree, le cout maximum du 
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service desire, la bande passante requise, le facteur d'utilisation requis aii SAS) au nceud 
suivant GLWSM qui couvre la position actuelle du mobile. Quand le serveur SAS 
courant a termine la migration de service au SAS suivant, il envoie une notification de 
fin de migration au GLWSM courant qui coordonne la migration. Le GLWSM courant 
envoie un message de suivi de mobile au GLWSM suivant qui couvre la position 
actuelle du mobile. Du fait que la migration de SAS a SAS n'est pas de la portee du 
systeme GLWSA, nous avons considere, comme scenario pour les mesures, que le SAS 
courant retourne immediatement un message de fin de migration au GLWSM courant 
apres avoir re$u la notification de migrer le service au SAS suivant. Ce scenario permet 
de mesurer l'impact de l'architecture du systeme sur la migration de service avec QoS. 
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Figure 5.12 Coordination de migration d'un service avec QoS 
Nous trouvons un temps mo yen RTT de 13 millisecondes pour coordonner la 
migration de service avec QoS. Le temps maximal mesure est de 65 millisecondes et le 
temps minimal est de 8 millisecondes. Les valeurs relevees ont une dispersion de 6.47 
millisecondes. L'infime variation du RTT mo yen (ARTT = 2 millisecondes) par rapport 
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a la migration de service sans QoS est liee a 1'augmentation (soit 24 octets) de la taille 
globale des parametres echanges lors de transmission du message de suivi des mobiles 
au GLWSM suivant. Tout comme pour la coordination de migration sans QoS, nous 
constatons que 99% des mesures effectuees sont inferieures au delai de coordination de 
migration de 30 millisecondes. Ce qui est bon indicateur que le surcout induit par la 
coordination de migration de service est negligeable. 
> Localisation thematique des mobiles 
La localisation des groupes de mobiles a ete realisee afin d'evaluer le concept de 
localisation thematique. Pour effectuer les tests, nous avons developpe deux methodes 
locateSubject et locateMsids. La methode locateSubject permet de localiser un groupe 
de mobiles en envoyant au serveur LCS le nom du sujet qui les lie. La methode 
locateMsids permet de localiser un groupe de mobiles en envoyant au serveur LCS une 
liste des mobiles. Le code client a consiste a construire un code simple appelant les 
methodes a tester en utilisant le langage SOAP (plus precisement celui de Apache Axis). 
Pour calculer le temps mis pour que l'appel de la methode locateSubject so it 
recu au serveur, nous avons effectue la somme entre: 
• la difference de temps entre le temps de reception de la requete par le 
serveur et le temps d'envoi de la requete ; 
• et le temps de recherche des mobiles lies par le sujet dans la base de 
donnees « ClientlnfosDB » cote serveur. 
Pour calculer le temps mis pour que l'appel de la methode locateMsids so it re§u 
au serveur, nous avons effectue la somme entre: 
• le temps de lecture des identifiants des mobiles dans la base de donnees 
« ClientlnfosDB » cote client; 
• et la difference de temps entre le temps de reception de la requete par le 
serveur et le temps d'envoi de la requete. 
129 
Le temps de localisation des mobiles proprement dite n'a pas ete pris en compte 
car il est le meme dans les deux methodes. En effet, la localisation des mobiles cote 
serveur est une localisation individuelle par identifiant de mobile. 
La Figure 5.13 montre les resultats obtenus avec un sujet mis a sa taille 
maximum, soit 250 caracteres, et la taille d'un identifiant fixe a 20 caracteres. De 
maniere generale, la localisation thematique offre de meilleurs resultats principalement a 
cause de la difference entre le temps de reception et le temps d'emission de la requete. 
Le gain de la localisation augmente quand le nombre de mobiles croft. 
Figure 5.13 Localisation thematique versus 
localisation par groupe de mobiles 
5.2 Evaluation de la collecte des donnees dynamiques de QoS 
Pour evaluer le principe de la collecte des donnees que nous avons propose, le 
simulateur NS-2.27 (Network Simulator version 2.27) a ete utilise. Nous avons modifie 
le code RSVP afin d'y ajouter les commandes de soumission de la bande de passante. 
Les commandes implementees sont COLLECT_TRAF, QUOT_REQ, 
TRANSMIT_QUOT et RELEASE_SES. Le role de chacune de ces commandes est 
explique a la section (4.3.4) du chapitre 4. La configuration topologique utilisee est 
illustree a la Figure 5.14. La topologie est constitute de quatre serveurs : un GLWSM et 
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trois SAS. Les donnees des liens permettant 1'interconnexion du reseau sont contenues 
au Tableau 5.4. 
Nous supposons que les noeuds SASi, SAS2 et SAS3 generent un trafic CBR 
(Constant Bit Rate) de 2 Mbits/s respectivement a 2 secondes, 7 secondes et 11 secondes 
aux mobiles MNi, MN2 et MN3. Nous avons fixe les tailles des paquets a 1000 octets. A 
t= 1, 5 et 10 secondes, les noeuds MNj, MN2 et MN3 reservent chacune une bande 
passante de 2Mbits/s. Au temps t=13 secondes, le noeud GLWSM envoie une requete de 
collection de trafic COLLECT_TRAF aux trois serveurs d'applications soient SASi, 
SAS2 et SAS3. Le GLWSM fournit, lors de cette transmission de message, l'adresse du 
MAP aux SAS. Alors, chacun des SAS envoie une requete au MAP, une demande de 
collection de la bande passante QUOT_REQ. A la reception de cette soumission, chaque 
serveur SAS libere la session et envoie le resultat obtenu au serveur GLWSM. 
SAS. 
5- Transmet la 
soumission 
TRANSMIT__QUOT 
2- Envoie la soumision Q U O T REQ 
4- libere la session, puis execute I'etape 
(5) 
GLWSM 
Figure 5.14 Topologie de la simulation 
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Figure 5.15 Soumission de la bande passante 
Quand le serveur GLWSM est en possession de tous les resultats, il peut 
selectionner le serveur offrant la meilleure bande passante lors d'une recherche de 
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service. Nous avons mesure, en fonction du temps, la bande passante disponible que 
renvoierait chacun des serveurs SAS au GLWSM (Figure 5.15). Dans cette 
configuration, le meilleur serveur en terme de bande passante disponible est le serveur 
SAS3. L'acquisition des donnees est periodique (rafraichissement des donnees toutes les 
30 secondes). 
Le temps moyen pour propager les donnees dynamiques de la qualite de services 
de service de GLWSM a GLWSM, est determine en utilisant une queue de publication. 
Ce temps moyen est environ de 10 millisecondes. Dans le systeme GLWSA, les erreurs 
de communication liees a un defaut du reseau (par exemple, une charge elevee du 
reseau) subi par un noeud GLWSM n'affectent pas les autres noeuds GLWSM 
contrairement au systeme QoS-Aware [30]. 
Pour mesurer la consistance des donnees de soumission de la QoS dans le 
systeme GLWSA et QoS-Aware, nous avons utilise la metrique de la « reponse du 
rafraichissement » (update responsiveness) [28]. La reponse du rafraichissement pour un 
serveur de decouverte de services qui regoit la soumission est la proportion du temps 
restant au delai de propagation quand les donnees de QoS soumis sont recues. La 
reponse du rafraichissement pour un serveur de decouverte de services DSj est donnee 
par les equations (5.1) et (5.2). 
Rj=l-Lj (5.1) 
L, = ' ° (5.2) 
1 DD -t0 
to est le temps correspondant a remission de la soumission des donnees de la QoS; tj est 
le temps correspondant a la reception de la soumission des donnees de la QoS au serveur 
de decouverte de services DSj. 







n est le nombre de serveurs de decouverte de services qui maintiennent les donnees de 
QoS soumises dans le systeme. 
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Figure 5.16 Mise a jour et propagation de la soumission des donnees 
de QoS dans les systemes QoS-Aware et GLWSA 
Pour comparer les deux systemes, nous avons utilise la topologie de QoS-Aware 
(Figure 5.16) et l'avons transformee en une topologie GLWSA equivalente. Le systeme 
a 13 serveurs de decouverte de services et necessite cinq etapes pour propager les 
donnees de soumission de la QoS envoyees par un serveur du niveau feuille a tous les 
134 
autres serveurs du niveau feuilles (le nombre des autres serveurs niveau feuille est 12) 
qui conservent les donnees de QoS emises. La topologie equivalente du systeme 
GLWSA a besoin d'une seule etape pour propager la soumission de donnees de QoS 
emises par un noeud feuille de decouverte de services aux autres noeuds feuilles qui 
conservent les donnees de QoS soumises (le nombre des autres noeuds feuille est 9). 
Dans la transformation les noeuds intermediaries DSn et DS12 du systeme QoS 
Aware ne sont pas necessaires dans le systeme GLWSA. Une autre distinction entre les 
deux systemes est que le noeud racine n'est pas implique dans la propagation de la 
soumission de QoS dans le systeme GLWSA. 
A la Figure 5.17, nous comparons la reponse du rafraichissement mo yen dans les 
deux systemes. Nous supposons que s'il n'y a pas de delai d'attente QDj a un serveur de 
decouverte de services serveur DSj ou GLWSMj, le temps de reception de la soumission 
tj est egale au temps d'emission to. II est a noter que QDj represente la difference de 
temps entre tj et to. 
Reponse de 
rafraichissement 
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Figure 5.17 Reponse du rafraichissement moyen 
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En pratique, nous avons choisi un noeud feuille qui initie la soumission des 
donnees de QoS (par exemple, le noeud 5). Ensuite, nous generons un delai QD a un 
noeud de decouverte des services qui maintient les donnees de QoS soumises et 
mesurons la reponse du rafraichissement moyen. Nous avons represente la reponse du 
rafraichissement moyen avec une valeur to=0 et en augmentant progressivement la 
valeur de QD de 0% a 95% du delai maximum de propagation tolere DD=30 secondes. 
En comparant les deux systemes, le systeme GLWSA donne de meilleurs resultats en 
utilisant la metrique reponse du rafraichissement moyen si le delai QD apparait a un 




Les services Web geo localises dans les reseaux mobiles font face a trois 
problemes majeurs: la decouverte des services quand un client mobile est dans une 
region donnee, la maintenabilite de l'execution du service quand un client sort de la 
region geographique couverte par un serveur d'applications et 1'interrogation d'un 
groupe de mobiles lie par un theme. Nos travaux ont tente d'apporter des solutions a ces 
problemes. En effet, le systeme GLWSA est une architecture adequate de par les 
resultats pour decouvrir les services Web geolocalises, coordonner la migration de 
service au serveur d'applications le plus proche et localiser thematiquement les clients 
mobiles. II permet de rechercher un service Web geolocalise avec un temps RTT moyen 
de 28 millisecondes (pour un service Web geolocalise sans QoS) et 41 millisecondes 
(pour un service Web geolocalise avec QoS). Les performances de la coordination de la 
migration sans ou avec qualite de service permet d'effectuer la migration de service en 
respectant le requis non fonctionnel RNF.6 (delai de contrainte de migration inferieur ou 
egal a deux secondes). Nous avons demontre que le mecanisme de collection et de 
soumission des donnees de la QoS du systeme GLWSA est consistant par rapport a 
d'autres systemes effectuant egalement la collection des donnees dynamiques de la QoS 
(par exemple, la bande passante). Nous demontrons egalement dans les resultats obtenus 
que la localisation thematique offre un gain substantiel en temps par rapport a la 
localisation ordinaire d'un groupe de mobiles. Dans l'organisation de ce chapitre, nous 
faisons au prealable une synthese de notre contribution, nous relevons par la suite les 
limites de 1'architecture et indiquons des pistes de travaux futurs. 
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6.1 Synthese des travaux 
Le systeme GLWSA vient resoudre les trois defis majeurs souleves par la 
decouverte des services Web geolocalises dans les reseaux mobiles. Afin de realiser ces 
defis, nous les avons transformes en objectifs de la these. Les objectifs que nous avons 
utilise sont les suivants : 
• de proposer un modele de decouverte des services Web geolocalises : ce modele 
permet de publier les services geolocalises, de rechercher un service geolocalise 
sur la base du contexte de localisation de l'usager et de lier le client mobile au 
serveur d'applications geographiquement le plus proche ; 
• de definir d'une topologie de repartition des noeuds ; 
• de proposer un modele pour coordonner la migration de services ; 
• de proposer un mecanisme de collecte de donnees de QoS (bande passante et 
facteur d'utilisation des serveurs d'application) pour un service donne et dans un 
domaine specifique ; 
• de proposer un modele de factorisation thematique des services geolocalises 
communs. 
Dans 1'analyse et la conception du systeme, les objectifs et les contraintes des 
defis a resoudre ont ete transformes en des requis fonctionnels et non fonctionnels. Les 
requis fonctionnels nous ont permis de developper les fonctionnalites du systeme. Les 
requis non fonctionnels nous ont permis d'expliciter les contraintes de performances et 
de communication inter systemes telles que (1'expansion des noeuds de la topologie 
(RNF. 1), l'interoperabilite du systeme propose avec les entites externes (RNF. 2), la 
reduction du temps global de transit entre un serveur de decouverte des services et son 
MAP associe (RNF. 3), l'autonomie de prise de decision dans la selection d'un serveur 
d'applications (RNF. 4), la consistance des donnees de QoS (RNF. 5) et la contrainte sur 
le delai de coordination de migration (RNF. 6). 
Les requis fonctionnels et non fonctionnels nous ont conduit a la definition d'une 
architecture ayant une topologie hierarchique a deux niveaux : le niveau racine et le 
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niveau des feuilles. Le niveau racine est affecte a un noeud unique GLWSM (serveur de 
decouverte des services Web geolocalises) et le niveau des feuilles est occupe par 
differents GLWSMs associes chacun a un MAP du reseau mobile. Le GLWSM racine 
permet de maintenir la consistance des donnees reparties dans le systeme lors d'une 
publication de service. Les operations de gestion de la topologie et de publication de 
services sont coordonnees par ce noeud. Le niveau des feuilles permet egalement a un 
client de rechercher un service et de coordonner la migration d'un service en cours 
d'execution. Les noeuds feuille gerent aussi le mecanisme de collecte de la qualite des 
services dans un domaine donne et pour un service donne, et de la propager aux autres 
noeuds du systeme offrant le meme service. Nous avons effectue une modification du 
protocole MLP afin d'y ajouter la localisation thematique proposee. Nous appelons le 
protocole ainsi etendu MLPe. 
Le systeme GLWSA est constitue principalement de trois entites (le serveur 
GLWSM, les bases de donnees UDDIM et "ClientlnfosDB") reparties a chaque nceud 
GLWSM de la topologie. Le serveur GLWSM est l'organe central contenant la logique 
du systeme (fonctionnalites du systeme). La base de donnees UDDIM est une extension 
du registre UDDI dont le protocole associe UDDI a ete choisi comme protocole de base 
pour construire les fonctionnalites de decouverte de services du systeme. La base de 
donnees "ClientlnfosDB" contient les informations personnelles d'un client. 
L'architecture fonctionnelle proposee est orientee services et offre des API 
synchrones et asynchrones. La communication synchrone est utilisee entre le systeme 
GLWSM et les entites externes (client, le serveur LCS, le serveur SAS). La 
communication asynchrone est utilisee pour transmettre des informations de suivi d'un 
mobile ou de propagation de la QoS entre differents serveurs GLWSMs. Le registre 
UDDIM ajoute des structures de donnees (agrement d'un service, agrement d'un nceud, 
le nceud, et le segment de droite permettant d'identifier une limite de la couverture 
geographique d'un nceud) et des API pour gerer ces structures de donnees. Le protocole 
MLPe ajoute deux nouvelles structures (le theme et la souscription a un theme d'un 
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client donne) au protocole MLP et des API pour interroger un groupe de mobiles lie par 
un theme et gerer les deux structures de donnees proposees. 
Nous avons evalue les performances du systeme GLWSA afin de mesurer le 
temps requis pour effectuer les operations proposees par le systeme. Globalement, le 
systeme offre de bons resultats pour la recherche d'un service Web geolocalise avec ou 
sans QoS (41 et 28 millisecondes), la coordination d'une migration de service Web 
geolocalise avec ou sans QoS (15 et 11 millisecondes), la publication d'un service Web 
geolocalise (105 millisecondes pour une publication a deux noeuds feuilles GLWSM). 
Nous avons egalement evalue la localisation d'un groupe de mobiles afin de mesurer le 
concept de localisation thematique. II en ressort que la localisation thematique offre des 
meilleurs resultats que la localisation par envoi d'une liste de mobiles au serveur LCS. 
Ce gain s'accentue quand le nombre de mobiles s'accroit. Nous avons aussi demontre 
que le mecanisme de collecte et de propagation des donnees de QoS permet de maintenir 
des donnees consistantes de soumission de la QoS par rapport au systeme QoS-Aware 
qui offre egalement un mecanisme de collecte de donnees de QoS. 
6.2 Limitations des travaux 
Pour effectuer les travaux de cette these, nous avons fait certaines hypotheses sur 
l'utilisation de MLP comme protocole d'interoperabilite afin d'interagir avec le serveur 
LCS. Un autre groupe chercheurs OGC (Open GeoSpatial Consortium) [63] propose 
l'utilisation d'un protocole appele OpenLS (Open Location Service) pour effectuer 
l'interoperabilite avec les serveurs LCS. L'architecture proposee ne permet pas 
d'interagir avec le protocole OpenLS. Toutefois, des travaux sont en cours dans le 
groupe OGC pour permettre une transparence de l'utilisation de MLP dans OpenLS ou 
une adaptation du protocole OpenLS au protocole MLP. 
Le systeme Ericsson MPS 6.0 utilise lors des tests pour localiser les services 
retournent la position des mobiles sous forme de donnees spatiales (longitude, latitude, 
altitude), ce qui ajoute un cout de transformation des donnees en coordonnees 
140 
cartesiennes afin de les rendre compatibles avec les informations sur la couverture 
regionale d'un noeud GLWSM. La methode de calcul pour effectuer la determination de 
la position d'un mobile a partir du fichier statique de son deplacement dans la topologie, 
n'est pas fournie par le logiciel, ce qui rend difficile 1'interpretation de la mesure de la 
position retournee par le serveur LCS. 
Le systeme propose a ete developpe pour apporter les solutions aux defis 
souleves. II va de soi que certains aspects conceptuels n'ont pas ete abordes car 
n'apportant aucune valeur ajoutee par rapport aux objectifs. II s'agit de la creation des 
interfaces graphiques pour rendre le systeme convivial, la personnalisation de la 
presentation des messages aux clients mobiles et la confidentialite et l'integrite des 
messages echanges entre les differentes entites du systeme. 
6.3 Travaux futurs 
Certains aspects de 1'architecture n'ont pas ete developpes car ne faisant pas 
partie de nos objectifs. II s'agit par exemple de la flexibilite dans la presentation des 
messages ou donnees a un client mobile. La flexibilite ou adaptabilite de la presentation 
des donnees permet de tenir compte des caracteristiques de la machine pour le choix de 
la presentation/visualisation des messages dans les interfaces graphiques. Par exemple, 
elle permettrait d'adapter la presentation des messages au format WML (Wireless 
Markup Language, cas d'un equipement utilisant le systeme WAP, Wireless Application 
Protocol), au format cHTML (compact HTML, utilise par des equipements dans la 
region asiatique) ou au format xHTML (XML HTML) qui est plus generique dans 
l'utilisation de XML avec le HTML. Le present systeme GLWSA est adapte a une 
presentation des donnees sous le format SOAP. L'adaptabilite de la presentation des 
donnees du systeme GLWSA a d'autres langages de presentation des donnees peut se 
faire en utilisant les feuilles de transformation de style XSLT (extensible Style 
Language Transformation) pour mettre le format sous une forme compatible a un autre 
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langage. Cette transformation est possible car tous ces langages utilisent des balises du 
langage XML. 
Pour rendre le systeme convivial, il faudra lui adjoindre des interfaces 
graphiques. Les interfaces graphiques permettront a des utilisateurs non familiers aux 
langages de programmation et aux differents protocoles integres dans le systeme, de 
reduire le temps d'apprentissage a l'utilisation et a la comprehension des interactions 
avec les fonctionnalites du systeme GLWSA. Les interfaces graphiques a developper 
seront etroitement liees au module de flexibility ou d'adaptability de la presentation des 
donnees. En effet, l'interface graphique sera personnalisee par rapport a la technologie 
de presentation supportee par l'equipement mobile. Ce qui signifie que, lors de la 
generation d'un objet interface graphique, l'attribut langPres de la classe 
Mobile Equipment sera consulte pour verifier le langage de presentation de l'equipement 
mobile. Ainsi pour chaque equipement d'un client donne, un profil de presentation sera 
associe aux services souscrits [10]. 
La confidentialite et l'integrite des donnees transmises entre entites devront etre 
developpees afin de garantir que les donnees sensibles telles que la position des clients 
et l'identite des equipements mobiles ne soient transmises en clair ou alterees pendant 
leur transmission vers une entite receptrice. Pour realiser ces fonctionnalites de securite, 
une politique de securite devra etre etablie pour garantir un echange securitaire et 
proteger le systeme contre les attaques potentielles (ecoute des messages, alteration des 
messages). Afin de garantir la non repudiation des messages, nous pensons que les 
messages devraient etre signes pour verifier 1'authenticity de leur origine. Pour 
implementer la securite des donnees transmises, on pourrait s'inspirer des travaux de 
recherche [47] qui abordent cet aspect de la securite dans un environnement mobile en 
utilisant une infrastructure distribute de cles publiques PKI (Public Key Infrastructure), 
des certificats autorises par une autorite de certification et des cles privees. 
Des tests peuvent etre aussi effectues en faisant varies le temps d'interarrivee des 
requetes afin d'apprecier 1'influence de la taille du « buffer » sur les resultats obtenus. 
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Annexe 
public void addNode(String nodeKey, String url, String type, double X, double Y, double Z, String 
Map_Addr){ 
try{ 
Node noeudCourant=new Node(ConnectionUddiDB.getConnection()); 
if (noeudRacine!=null && type!= "ratine"){ 
noeudCourant.create(nodeKey,url,type,X, Y, Z,Map_Addr); 
} 
else if(noeudRacine==null && type == "ratine"){ 
noeudCourant.create(nodeKey,url,type,X, Y, Z,Map_Addr); 
} 
else { 






public static Node getRootNode() { 
return noeudRacine; 
} 
public void removeNode(String nodeKey) { 
try{ 
AgreementNode agrement=new AgreementNode(ConnectionUddiDB.getConnection()); 
Node noeudCourant=new Node(ConnectionUddiDB.getConnection()); 








public Node findNode(String nodeKey) {.... } 
Figure A.l Extrait de l'implementation de TopologyManager 
public void createAgreement(String agreementKey, String serviceKey, String systCoord, String 
adminKey) { 
try{ 







public void createAgreementNode(String agreementKey, String nodeKey, String urlApp, double 











public void removeAgreement(String agreementID) { 
try{ 
Agreement agrementCourant=new Agreement(ConnectionUddiDB.getConnection()); 
AgreementNode agrementNoeudCourant=new AgreementNode(ConnectionUddiDB.getConnection()); 
agrementNoeudCourant.remove(agreementlD); 
agrementCourant.remove(agreementlD); 




public void removeAgreementNode(String agreementID, String nodelD) { 
try{ 






public Agreement findAgreement(String agreementKey) { 
Agreement agreement=null; 
try{ 







public static AgreementManager getlnstance() 
{ 
















Figure A.2 Extrait de ['implementation de AgreementManager 
public String findNearestService(String msid, String serviceld) { 
String urlApp=null; 
Node noeud=new Node(ConnectionDB.getConnection()); 
Agreement agrement= new Agreement(ConnectionDB.getConnection()); 





ObjetMobile obj= gst.locateMsid(msid); 
if (obj !=null){ 
agrementId=agrement.findAgrementByServiceID(serviceId).getId(); 
Node myNoeud= noeud.findNearestNode(agrementId, obj); 
if (myNoeud !=null) { 
urlApp = agrementNode.findByPrimaryKey(agrementId,myNoeud.getNoeudID()).getUrlApp(); 











public String flndNearestServiceQoS(String msid, String serviceld, double rcout, double rbw, 
double ruf) { 
String theUrlApp=null; 
Node noeud=new Node(ConnectionDB.getConnection()); 
Agreement agrement= new Agreement(ConnectionDB.getConnection()); 
String agrementld=""; 







ObjetMobile obj= gst.locateMsid(msid); 
if (obj !=null){ 
agrementId=agrement.findAgrementByServiceID(serviceId).getId(); 
noeud=noeud.findNearestNode(agrementId ,obj); 
theUrlApp=verifySelectionCondition(agrementId, serviceld, noeud, rcout, rbw, ruf); 
if(theUrlApp!=null){ 
MigrationManager migrate= new MigrationManager(); 
migrate.initSender("queueSuivi"+ 
noeud.getNoeudID(),"queueConnectionFactory"+noeud.getNoeudID()); 









public void createService(AuthInfo authlnfo, BusinessService businessService, String agreementld, 
String adminld, String systCoord, Array List agreementNodeList){ 




// validate authentication parameters 
Publisher publisher = getPublisher(authInfo,dataStore); 
String publisherlD = publisher.getPublisherID(); 
String businessKey = businessService.getBusinessKey(); 
String serviceKey = businessService.getServiceKeyO; 
// Confirm that 'publisherlD' controls the BusinessEntity that this 
// BusinessService belongs to. If not then throw a UserMismatchException. 
if (!dataStore.isBusinessPublisher(businessKey,publisherID)) 
throw new UserMismatchException("businessKey="+serviceKey); 
saveService(businessService,datastore); 
createAgreementNode (agreementld, adminld, systCoord, agreementNodeList); 
initSender("publication"+serviceKey,"queueConnectionFactory"+serviceKey); 
createMessageSendPublication(businessService,agreementId,adminId,systCoord,agreementNodeList); 




public void createMessageSendPublication(BusinessService businessService, String agreementld, 
String adminld, String systCoord, Array List agreementNodeList) { 
ObjectMessage message=null; 
try{ 









} catch (Exception e) { 








Hashtable params= (Hashtable) message.getObject(); 
BusinessService businessService= (BusinessService) params.get("businessService"); 
String agreementld = (String) params.get("agreementld"); 
String adminId=(String) params.get("adminld"); 
String systCoord= (float) params.get("systCoord"); 
ArrayList agreementNodeList^ (ArrayList) params.get("agreementNodeList"); 
createServiceAndAgreementNode(businessService,agreementId,adminId,systCoord,agreementNodeList); 
}catch (JMSException e) { 
System.out.println("Exception occurred: " + 
e.toStringO); 
} 
Figure A.3 Extrait de 1'implementation de DvtServiceManager 
public void onMessage(Message msg) { 
ObjectMessage message=null; 








Agreement agrement=new Agreement(); 




Hashtable params= (Hashtable) message.getObject(); 
if(params.size()==3) { 
msid = (String) params.get("msid"); 
serviceld = (String) params.get("serviceFrsId"); 






msid = (String) params.get("msid"); 
serviceld - (String) params.get("serviceFrsId"); 











if (nextNode !=null && params.size()==5) { 
agreementList=agrementNoeud.findAllByNodeIdByAgreementId(agrementId,nextNode.getNodeId()); 





//verifier la condition migration 





trackMsidQoS(serviceId,msid, urlAppNew, new Double(rcout), new Double(rbw), new 
Double(ruf)); 
} 







Jcatch (JMSException e) { 














Node currentNode =new Node(); 
currentNode = currentNode.findByPrimaryKey(noeudldCur); 
currentObject=lm.locateMsid(rnsid); 
nextNode=findNode(currentObject); 
if(nextNode !=null &&nextNode!=currentNode){ 
String agrementId=agrement.findAgreementByServiceId(serviceId).getAgreementId(); 
agreementNextNode=agrementNoeudXindByPrimaryKey(agrementId,nextNode.getNodeId()); 











public String notifyExit(String msid, String urIAppAnc, String urlAppNew) { 
try{ 
Service service = new Service(); 
Call call = (Call) service.createCall(); 
call.setTargetEndpointAddress( new Java.net.URL(urlAppAnc)); 
call.setOperationName(new QName("MigrationNotification", "migrateTo")); 
String rep= (String) call.invoke( new Object[] {msid,urlAppNew} ); 





Figure A.4 Extrait de l'implementation de MigrationManager 








ArrayList locations=(ArrayList) result.getLocations(); 
for (int i=0; i<locations.size(); i++){ if(((LocationData)locations.get(i)).getLocationStatus() == 
LocationData.SUCCESSFUL_LOCATION) { 
LocatedMobileStationlms=(LocatedMobileStation)locations.get(i); 










public void notifyEntry(String msid, String urlApp) { 
try{ 
Service service = new Service(); 
Call call = (Call) service.createCall(); 
call.setTargetEndpointAddress( new java.net.URL(urlApp)); 
call.setOperationName(newQName("MigrationNotitlcation", "pushAnnounceEntry")); 
String rep= (String) call.invoke( new Object[] {msid} ); 




public LocationResult locateSubject(String subject, LocationRequestContext requestContext) { 
Theme theme=null; 
ThemeMsid themeMsid =null; 
com.ericsson.snf.mps.Connection conn=null; 
LocationResult result=null; 
CommunicationException communicationexception = null; 
LocationProtocol locationprotocol = null; 
java.net.URL urlList[] = factory.getURLs(); 
java.net.URL urlLCS=null; 
try{ 
themeMsid = new ThemeMsid(); 




LocationTargetf] target=new LocationTarget[msidList.size()]; 
for (int i=0; i<msidList.size(); i++){ 
target[i]=newMobileStation(msidList.get(i).toString()); 
} 
if (urlListfO] !=null) urlLCS=urlList[0]; 
if (urlListfl] !=null) urlLCS=urlList[l]; 
HttpURLConnection httpurlconnection = locationprotocol.openConnection(urlLCS); 
result = locationprotocol.getLocation(httpurlconnection, myUser, myPwd, target, requestContext) 
httpurlconnection.disconnect(); 
} 


















ArrayList locations=(ArrayList) result.getLocations(); 
for (int i=0; i<locations.size(); i++){ if(((LocationData)locations.get(i)).getLocationStatus() 
==LocationData. SUCCESSFUL_LOC ATION) { 
LocatedMobileStation 1ms =(LocatedMobileStation)locations.get(i); 











private boolean isInsideCoveredArea(ArrayList lineSegments, Spatial spatial) { 
boolean flag =false; 
int j=0; 
try{ 
if (HneSegments.size()>=3) flag =true; 
while (j<lineSegments.size() && flag==true) { 
PolygonLineSegment lineSegment = (PolygonLineSegment) HneSegments.get(i); 




if (lineSegment.getSign()=="<=") { 






if (lineSegment.getSign()==">=") { 










public java.util.ArrayList locateSubjectNearOf (String subject, Spatial position, float 





ArrayList locations=(ArrayList) result.getLocations(); 





















MobileStation ms=new MobileStation(msid); 
LocationTargetf] target=new MobileStation[]{new MobileStation(msid)}; 
result=getLocation(target,requestContext); 
LocationData location =result.getLocationData(ms); 
if(location.getLocationStatus()==LocationData.SUCCESSFUL_LOCATION){ 
LocatedMobileStation 1ms =(LocatedMobileStation)location; 
spatial = getSpatialData(lms); 
} 
result=locateSubject(subject,requestContext); 
ArrayList locations=( ArrayList) result.getLocations(); 
for (int i=0; i<locations.size(); i++){ 
if(((LocationData)locations.get(i)).getLocationStatus() 
==LocationData.SUCCESSFUL_LOCATION && spatial != null){ 
LocatedMobileStation lms=(LocatedMobileStation)locations.get(i); 














Figure A.5 Extrait des methodes de localisation thematique proposees 
