Complex D convergence and diagonal convergence of matrices  by Pryporova, Olga
Linear Algebra and its Applications 432 (2010) 515–525
Contents lists available at ScienceDirect
Linear Algebra and its Applications
j ourna l homepage: www.e lsev ie r .com/ loca te / laa
Complex D convergence and diagonal convergence of
matrices
Olga Pryporova
Department of Mathematics, Iowa State University, Ames, IA 50011, United States
A R T I C L E I N F O A B S T R A C T
Article history:
Received 3 November 2008
Accepted 29 August 2009
Available online 23 September 2009
Submitted by S. Fallat
AMS classiﬁcation:
15A18
05C50
39A11
Keywords:
Convergence of matrices
D convergence
Diagonal convergence
Vertex convergence
Boundary convergence
Schur stability
In this paper, types of convergence (also referred to as Schur sta-
bility) for complex matrices are studied. In particular, it is proven
that for complex matrices of order n 3 diagonal convergence, DC
convergence and boundary convergence are all equivalent. An ex-
ample of a 4 by 4 matrix that is DC convergent but not diagonally
convergent is constructed.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The notion of convergence of matrices plays an important role in discrete time dynamical systems.
A matrix A is called convergent if the spectral radius ρ(A) < 1, i.e. if all its eigenvalues lie in the
open unit disk. For a linear discrete time dynamical system x(tk+1) = Ax(tk) the solution x = 0 is
asymptotically stable if and only if the matrix A is convergent (sometimes convergence of matrices is
referred to as Schur stability or discrete time stability). If a system is nonlinear, or some perturbations
are allowed, then it is necessary to consider stronger types of convergence. There are several types of

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convergence introduced in the literature that are more restrictive than just the condition ρ(A) < 1
(see, for example, [1,5,2,7,8,6]). Earlier results on the types of convergence involved only real-valued
matrices. In [6] and in this paper, these ideas are extended to complex matrices.
Deﬁnition 1.1. A matrix A is called DR (respectively, DC) convergent if DA is convergent for all real
(respectively, complex) diagonalmatricesDwith |D| I. In this paper, | · | denotes the componentwise
modulus, i.e. if B = [bij], then |B| = [|bij|]. So |D| I means that D is a diagonal matrix with moduli of
the diagonal entries bounded by 1.
Deﬁnition 1.2. A matrix A is called vertex (respectively, boundary) convergent if DA is convergent for
all real (respectively, complex) diagonal matrices Dwith |D| = I.
We let D+ = {diag(d1, . . . , dn) : di > 0, i = 1, . . . , n}, i.e. D+ is the set of all positive diagonal
matrices. The property that P is positive deﬁnite is denoted by P  0.
Deﬁnition 1.3. A complexmatrix A is called diagonally convergent if there exists amatrix P ∈ D+ such
that P − A∗PA  0.
In [6], DC convergence is called Schur D-stability, boundary convergence is called diagonal unitary
stability, and diagonal convergence is called diagonal stability.
The following facts arewell known, or are easily derived analogously to the results for real matrices
(see, for example, [4,8,6]):
1. A matrix A is convergent if and only if there exists a matrix P  0 such that P − A∗PA  0.
2. Any principal submatrix of a DR (respectively, DC) convergent matrix is DR (respectively, DC)
convergent.
3. If a matrix is diagonally convergent, then it is DC convergent.
4. If |A| is convergent, then A is diagonally convergent.
Therefore, the following implications are immediate:
Note that P − A∗PA  0, where P ∈ D+, is equivalent to I − P−1/2A∗P1/2P1/2AP−1/2  0, i.e.
‖P1/2AP−1/2‖ < 1 (where ‖ · ‖ is the spectral norm, i.e. ‖A‖ = √ρ(A∗A)).
On the other hand, ‖YAY−1‖ < 1, where Y is a nonsingular diagonal matrix, is equivalent to I −
Y−1∗A∗Y∗YAY−1  0, i.e. Y∗Y − A∗Y∗YA  0 where Y∗Y ∈ D+, so the following observations are
straightforward.
Observation 1.4. A matrix A is diagonally convergent if and only if there exists P ∈ D+ such that
‖PAP−1‖ < 1. In other words, A is diagonally convergent iff inf{‖PAP−1‖ : P ∈ D+} < 1.
Observation 1.5. If A is diagonally similar to a diagonally convergent matrix, then A is diagonally
convergent.
One of the open problems is to identify classes of matrices for which convergence is equivalent to
diagonal convergence. Suppose A is a normal matrix, then ρ(A) = ‖A‖. So, for a normal matrix A, if
A is convergent, i.e. if ρ(A) < 1 then ρ(A∗A) < 1, which implies that A is diagonally convergent. The
next observation follows from Fact 4 and Observation 1.5.
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Observation 1.6. The class of matrices diagonally similar to nonnegative matrices, and the class of
matrices diagonally similar to normal matrices are such that convergence is equivalent to diagonal
convergence.
As follows from Fact 2, properties of DC and DR convergence are “hereditary”, i.e. any principal
submatrix also has this property. Below we show that diagonal convergence is also “hereditary”.
Example3.1 inSection3showsthatvertexconvergence isnota “hereditary”property, and it isunknown
whether boundary convergence is.
Proposition 1.7. Any principal submatrix of a diagonally convergent matrix is diagonally convergent.
Proof. Note that for any principal submatrix A′ = A[α] the spectral norm ‖A[α]‖ ‖A‖, so if there
exists P ∈ D+ such that ‖PAP−1‖ < 1, then ‖(PAP−1)[α]‖ ‖PAP−1‖ < 1 (where A[α] denotes the
principal submatrix of A containing rows and columns with indices from the set α ⊂ {1, . . . , n}). Now
note that since P is diagonal, (PAP−1)[α] = P[α]A[α](P[α])−1, so there exists a positive diagonal
matrix P′ = P[α] such that ‖P′A′P′−1‖ < 1, i.e. A′ is diagonally convergent. 
An n × nmatrix is reducible if it is permutationally similar to a block-triangular matrix (with more
than one diagonal block); otherwise it is irreducible.
The digraph of an n × n matrix is a directed graph on n vertices, where the arc (i, j) is present
exactly when aij /= 0. A matrix is irreducible if and only if its digraph is strongly connected (i.e. for
every ordered pair of vertices (i, j) there is a directed path from i to j in the digraph). A cycle of amatrix
corresponds to a cycle in the digraph.
The (simple) graph of a symmetric n × n matrix is a graph on n vertices, where the (undirected)
edge {i, j} (i /= j) is present if aij /= 0 (note that the diagonal entries are ignored).
Since the spectrum of a reduciblematrix is the union of spectra of its diagonal blocks, the following
observation is clear.
Observation 1.8. A reducible matrix is DR (respectively, DC) convergent if and only if each of its
irreducible diagonal blocks is DR (respectively, DC) convergent.
Proposition 1.9. A reducible matrix is diagonally convergent if and only if each of its irreducible diagonal
blocks is diagonally convergent.
Proof. Necessity follows from Proposition 1.7.
Sufﬁciency.Weuse induction on thenumber of irreducible diagonal blocks. Clearly, the statement is
true if the number of blocks is 1. Assume that the statement holds if the number of blocks is less thanm
(m 2). Suppose thatA is reducibleandconsistsofm irreduciblediagonally convergentdiagonalblocks.
Then (up to permutation similarity) A =
[
A1 B
0 A2
]
∈ Cn×n, where A1 ∈ Ck×k and A2 ∈ C(n−k)×(n−k)
each consist of less thanm diagonally convergent blocks, so both A1 and A2 are diagonally convergent.
Then there exist positive diagonal matrices P1 and P2 and a number  > 0 such that ‖P1A1P−11 ‖ 1 −
 and ‖P2A2P−12 ‖ 1 − . Let A0 =
[
A1 0
0 A2
]
and P0 = P1 ⊕ P2. Since ‖A ⊕ B‖ = max{‖A‖, ‖B‖},
‖P0A0P−10 ‖ = ‖(P1A1P−11 ) ⊕ (P2A2P−12 )‖ 1 − . Let Dδ = (δIk) ⊕ In−k then
DδP0AP
−1
0 D
−1
δ =
[
P1A1P
−1
1 δP1BP
−1
2
0 P2A2P
−1
2
]
= P0A0P−10 + δ
[
0 P1BP
−1
2
0 0
]
.
Choosing δ > 0 sufﬁciently small, so that δ‖P1BP−12 ‖ < , we obtain a positive diagonal matrix
P = DδP0 such that ‖PAP−1‖ ‖P0A0P−10 ‖ + δ‖P1BP−12 ‖ < 1, which implies that A is diagonally
convergent. 
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2. When boundary convergence implies diagonal convergence
Let A ∈ Cn×n. We consider the set of matrices
A(A) = A = {PAP−1 : P ∈ D+},
and the nonnegative number
s(A) = inf{‖B‖ : B ∈ A(A)},
where ‖B‖ is the spectral norm. By Observation 1.4, A is diagonally convergent if and only if s(A) < 1.
Theorem 2.1. If s(A) is not attained in A(A), then A is reducible.
Proof. We denote by P the set of all sequences {Pk = diag(p(k)1 , . . . , p(k)n )}∞k=1 ⊂ D+ such that
limk→∞ ‖PkAP−1k ‖ = s(A). Note that since (PAP−1)ij = pipj aij , if for some {Pk}∞k=1 ∈ P and for some
pair (i, j) the sequence {p(k)i /p(k)j }∞k=1 is unbounded, then aij = 0. (Otherwise, if aij /= 0, then
{‖PkAP−1k ‖}∞k=1 would be unbounded which is a contradiction). For i, j ∈ {1, . . . , n}, if the sequence
{p(k)i /p(k)j }∞k=1 is bounded for all {Pk}∞k=1 ∈ P , we denote it i → j, and otherwise, ij. So, ij implies
that aij = 0. We will show that the relation i → j is transitive. Suppose i → j and j → l, i.e. for
each sequence {Pk}∞k=1 ∈ P there exist M1 = M({Pk}, i, j) > 0 and M2 = M({Pk}, j, l) > 0 such that
p
(k)
i
p
(k)
j
< M1 and
p
(k)
j
p
(k)
l
< M2 for all k 1. So
p
(k)
i
p
(k)
l
< M1M2 for all k 1, which implies that i → l.
Now suppose that there exists {Pk}∞k=1 ∈ P , such that for all i, j ∈ {1, . . . , n} the sequence
{p(k)i /p(k)j }∞k=1 is bounded. In particular, there exists M > 0 such that 1M < p
(k)
i
p
(k)
1
< M for all k 1
and for all i = 1, . . . n . Then there exists a subsequence {Pkl}∞l=1 ⊂ {Pk}∞k=1, such that for all i =
1, . . . , n, liml→∞ p
(kl)
i
p
(kl)
1
= ci with 0 < 1M  ci M < ∞. Consider P̂ = diag(1, c2, . . . , cn) ∈ D+, and a
sequence {̂Pl}∞l=1 ⊂ D+, where P̂l = 1
p
(kl)
1
Pkl , so PklAP
−1
kl
= P̂lAP̂−1l , and since P̂l → P̂, by continuity
of the norm, ‖P̂AP̂−1‖ = liml→∞ ‖P̂lAP̂−1l ‖ = liml→∞ ‖PklAP−1kl ‖ = s(A), which implies that s(A) is
attained in A. Therefore, if s(A) is not attained, then for any sequence {Pk}∞k=1 ∈ P there exists a pair
(i, j), such that {p(k)i /p(k)j }∞k=1 is unbounded (so ij is necessarily true for at least one pair (i, j)). Note
that since the relation i → j is transitive, ij implies that there is no path from i to j in the digraph of
A, i.e the matrix A is reducible. 
To illustrate the situation when a matrix is reducible, consider for example, A =
[
1 1
0 1
]
. Then
A(A) =
{[
1 a
0 1
]
: a > 0
}
, so s(A) = 1, although no matrix in A(A) has spectral norm equal to 1.
In the following we will assume that matrix A /= 0 is irreducible, so s(A) > 0 is attained in A, i.e.
there is a matrix A0 ∈ A such that ρ(A∗0A0) = (s(A))2. To study properties of the matrix A0, we need
the following theorem.
Theorem 2.2 (Theorem 1, [9, p. 33]). Suppose that B(t) is a matrix such that bij(t), i, j = 1, . . . , n are
complex power series in a real variable t convergent in a neighborhood of t = 0; and bij(t) = bji(t).
Suppose that λ is an eigenvalue of B = B(0) of multiplicity h 1 and suppose the open interval (λ −
d1, λ + d2), where d1 > 0 and d2 > 0, contains no eigenvalue of B other than λ.
Then there exist power series
λ1(t), . . . , λh(t)
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and vector power series
v(k)(t) = [v(k)1 (t), . . . , v(k)n (t)]T , k = 1, . . . , h,
all convergent in a neighborhood of t = 0, which satisfy the following conditions:
1. For all k = 1, . . . , h and for all t in a neighborhood of t = 0 the vector v(k)(t) is an eigenvector
of B(t) belonging to the eigenvalue λk(t), and v
(1)(t), . . . , v(h)(t) are orthonormal. Furthermore,
λk(0) = λ, k = 1, . . . , h.
2. For each pair of positive numbers d′1, d′2 with d′1 < d1, d′2 < d2 there exists a positive number
δ such that the spectrum of B(t) in the closed interval [λ − d′1, λ − d′2] consists of the points
λ1(t), . . . , λh(t) provided |t| < δ.
Remark.Under the additional assumption that bij(t) are real, the same proof as in [9, p. 33] guarantees
existence of real vectors v(k)(t).
Lemma 2.3. Let A ∈ Cn×n. Fix a nonzero real diagonal matrix Δ = diag(δ1, . . . , δn) and consider the
following parameterized family of positive semideﬁnite matrices:
B(t) = B(t,Δ) = (P(t)AP(t)−1)∗P(t)AP(t)−1,
where P(t) = P(t,Δ) = In + tΔ. Suppose λ > 0 is the largest eigenvalue of B(0) and it has multi-
plicity h. Then in a neighborhood of t = 0 there exist continuously differentiable real-valued functions
λ1(t), . . . , λh(t) that are the h largest eigenvalues of B(t) (not necessarily distinct), λk(0) = λ for all
k = 1, . . . , h, and their derivatives are
λ′k(0) = 2(v(k)∗A∗ΔAv(k) − λv(k)∗Δv(k)),
k = 1, . . . , h, where v(k) = v(k)(0), k = 1, . . . , h such that v(1)(t), . . . , v(h)(t) are orthonormal eigen-
vectors of B(t) corresponding to λ1(t), . . . , λh(t), respectively.
Proof. The entries of the matrix B(t), bij = ∑nl=1 (1+δl t)2(1+δit)(1+δj t)aljali, are rational functions of t, so they
canbeexpressedaspower series of t convergent for t ∈ (−, ),where  < 1
max{|δi|: i=1,...,n} . Therefore,
by Theorem 2.2 there exist power series λk(t) and v
(k)(t) = [v(k)1 (t), . . . , v(k)n (t)]T , convergent in a
neighborhood of t = 0 (so their derivatives are continuous at t = 0), that are the h largest eigenval-
ues of B(t) in this neighborhood, and corresponding to them eigenvectors of B(t), that are mutually
orthonormal for all t in this neighborhood.
Note that since B(t)v(k)(t) = λk(t)v(k)(t), k = 1, . . . , h, differentiating with respect to t gives
dB
dt
v(k)(t) + B(t)dv
(k)(t)
dt
= dλk(t)
dt
v(k)(t) + λk(t)dv
(k)(t)
dt
;(
dB
dt
− dλk
dt
In
)
v(k)(t) = (λkIn − B(t))dv
(k)
dt
.
Multiplying by (v(k)(t))∗ from the left gives:
(v(k)(t))∗
(
dB
dt
− dλk
dt
In
)
v(k)(t) = (v(k)(t))∗(λkIn − B(t))dv
(k)
dt
.
Since B(t) is Hermitian, (v(k)(t))∗(λk(t)In − B(t)) = ((λkIn − B)v(k)(t))∗ = 0, so we have
dλk
dt
(v(k)(t))∗v(k)(t) = (v(k)(t))∗ dB
dt
v(k)(t), i.e.
λ′k(t) = (v(k)(t))∗
dB(t)
dt
v(k)(t). (1)
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Now we compute
dB
dt
= d
dt
[
(P−1(t)A∗P2(t)AP−1(t)
]
= P−1(t)A∗P2(t)AdP
−1(t)
dt
+ P−1(t)A∗ dP
2(t)
dt
AP−1(t)
+ dP
−1(t)
dt
A∗P2(t)AP−1(t)
= −P−1(t)A∗P2(t)AΔP−2(t) + P−1(t)A∗(2Δ + 2tΔ2)AP−1(t)
− P−2(t)ΔA∗P2(t)AP−1(t),
dB
dt
∣∣∣∣
t=0
= −A∗AΔ + 2A∗ΔA − ΔA∗A.
Since A∗Av(k) = λv(k), evaluating λ′k(t) at the point t = 0 and using (1) we obtain:
λ′k(0) = 2(v(k))∗A∗ΔAv(k) − 2λ(v(k))∗Δv(k). 
Theorem 2.4. Suppose s(A) = ‖A0‖ for some A0 ∈ A, and s2 = (s(A))2 is a simple eigenvalue of A∗0A0.
Then there exists D ∈ Cn×n, |D| = I, such that ρ(DA) = s. If A is real, then there exists a real D, |D| = I
such that ρ(DA) = s.
Proof. Wewill use notations of Lemma 2.3. Since s2 = min{ρ(B) : B = P−1A∗0P2A0P−1, P ∈ D+} (the
minimum is attained when P = I), and s2 is a simple eigenvalue of A∗0A0, it implies that for any real
diagonal matrix Δ, if P(t) = I + tΔ, t ∈ (−, ), the derivative of λ1(t) is 0 for t = 0 (where λ1(t) is
the largesteigenvalueofB(t) = P−1(t)A∗0P2(t)A0P−1(t)). ByLemma2.3, this implies thatv∗A∗0ΔA0v −
s2v∗Δv = 0 (where v = v(1)(0)) for any real diagonal matrix Δ, which is equivalent to |A0v| = s|v|.
This means that there exists a matrix D with |D| = I, such that DA0v = sv, so that ρ(DA0) = s. Since
A0 = P−10 AP0 for some P0 ∈ D+, ρ(DA) = ρ(DP0A0P−10 ) = ρ(P0DA0P−10 ) = ρ(DA0) = s. Also, if A is
real, then so are A0 and v, so D = diag(±1, . . . ,±1). 
Lemma 2.5. Suppose s(A) = ‖A0‖ for some complex A0 ∈ A, and s2 = (s(A))2 is an eigenvalue of mul-
tiplicity 2 of A∗0A0. Using notations of Lemma 2.3 deﬁne the vectors b(1) = [b(1)1 . . . b(1)n ]T and b(2) =
[b(2)1 . . . b(2)n ]T in the following way: b(k)j = |(A0v(k))j|2 − s2|v(k)j |2, k = 1, 2, j = 1, . . . , n. Then either
one of b(1) and b(2) is equal to 0, or there exists α > 0 such that b(1) = −αb(2).
Proof. Since s2 is an eigenvalue of multiplicity 2 of a positive semideﬁnite matrix A∗0A0, by Lemma
2.3, there exist two continuously differentiable functions λ1(t) and λ2(t), that are the two largest
eigenvalues of B(t) = P−1(t)A∗0P2(t)A0P−1(t) in a neighborhood of t = 0, such thatλ1(0) = λ2(0) =
s2, and their derivatives at 0 are λ′k(0) = 2(v(k)∗A∗0ΔA0v(k) − s2v(k)∗Δv(k)), k = 1, 2, where v(1) =
v(1)(0) and v(2) = v(2)(0) are twomutually orthogonal unit vectors that correspond to the eigenvalue
s2. Denote d = [δ1 . . . δn]T . Then λ′k(0) = 2dTb(k), k = 1, 2.
Since s2 = min{ρ(B) : B = P−1A∗0P2A0P−1, P = diag(p1, . . . , pn)  0} = ρ(A∗0A0), theredoesnot
exist any real diagonal matrix Δ such that both λ′1(0) < 0 and λ′2(0) < 0 (otherwise it would be
possible to ﬁnd a matrix B(t,Δ) with two largest eigenvalues both smaller than s2). If both b(1) and
b(2) are nonzero and there does not exist a real vector d such that both dTb(1) < 0 and dTb(2) < 0,
then b(1) = −αb(2) for some α > 0. 
Theorem 2.6. Suppose A is real and s(A) = ‖A0‖ for some A0 ∈ A, where s2 = (s(A))2 is an eigenvalue
of multiplicity 2 of A∗0A0. Then there exists D ∈ Cn×n, |D| = I, such that ρ(DA) = s.
Proof. We apply Lemma 2.5 and take into account that v(1) and v(2) can be chosen real, since A is
real. If for some k vector b(k) = 0, i.e. |A0v(k)| = s|v(k)|, then we have the same situation as in the
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Theorem 2.4, so there exists a matrix D with |D| = I, such that DA0v = sv. If both b(1) and b(2) are
nonzero, then b(1) = −αb(2) for some α > 0, i.e.
|(A0v(1))j|2 − s2|v(1)j |2 = −α|(A0v(2))j|2 + αs2|v(2)j |2 for j = 1, . . . , n.
We can write this as
|(A0v(1))j|2 + α|(A0v(2))j|2 = s2|v(1)j |2 + s2α|v(2)j |2.
Now, let x = v(1) + i√αv(2). Then
|(A0x)j|2 = |(Av(1))j|2 + α|(A0v(2))j|2 = s2|v(1)j |2 + s2α|v(2)j |2
= s2|xj|2 for j = 1, . . . , n.
Therefore, there exists a matrix D with |D| = I, such that DA0x = sx, i.e. ρ(DA0) = s, so ρ(DA) = s.

Corollary 2.7. Suppose A is a real (respectively, complex) irreducible n by n matrix, and s = s(A) = ‖A0‖
for some A0 ∈ A(A) such that s2 is an eigenvalue of multiplicity 1 of the matrix A∗0A0. Then vertex (respec-
tively, boundary) convergence of A implies diagonal convergence of A. Suppose A ∈ Rn×n is irreducible and
s = s(A) = ‖A0‖ for some A0 ∈ A(A) such that s2 is an eigenvalue of multiplicity 2 of the matrix A∗0A0.
Then boundary convergence of A implies diagonal convergence of A.
Proof. By Theorems 2.4 and 2.6 there exists a complexmatrix Dwith |D| = I such that ρ(DA) = s. So,
ifA is boundary convergent, then s(A) < 1, i.eA is diagonally convergent. IfA is real and themultiplicity
of s2 is 1, then by Theorem 2.4 there exists a real matrix D with |D| = I such that ρ(DA) = s(A), so
vertex convergence of A implies diagonal convergence of A. 
Corollary 2.7 is not very useful in characterizing matrices for which boundary convergence implies
diagonal convergence, since usually the matrix A0 is not known, but we need to know the multiplicity
of the largest eigenvalue of the matrix A∗0A0. Clearly, in the case n = 2, this multiplicity can be either
1 or 2. If the multiplicity is 2, then A∗0A0 = s2I2, so the situation is trivial, since A0 = sU, where U is
unitary, therefore ρ(A) = ρ(A0) = s and clearly, convergence of A implies diagonal convergence of A.
If the multiplicity is 1, then we can apply Corollary 2.7. Thus, we have proved the following result.
Corollary 2.8. Let A ∈ C2×2 be irreducible. Then A is diagonally convergent if and only if A is boundary
convergent. Moreover, if A ∈ R2×2 is irreducible, then it is diagonally convergent if and only if it is vertex
convergent.
The result in Corollary 2.8 was proven in [6] applying a different approach (see Theorem 4.23,
[6]), in which the notion of normalizability was used. A matrix A ∈ Cn×n is normalizable if there
exist matrices P ∈ D+ and D with |D| = I such that the matrix P−1DAP is normal. Note that since
for a normal matrix the spectral radius is equal to the spectral norm, for a normalizable matrix A
we have that s(A) ‖P−1AP‖ = ‖DP−1AP‖ = ‖P−1DAP‖ = ρ(P−1DAP) = ρ(DA), i.e. A is boundary
convergent if and only if A is diagonally convergent. Moreover, if A is normalizable with a real matrixD
(|D| = I), then vertex convergence of A implies diagonal convergence of A. The proof of the following
result is closely related to the proof of Corollary 3.5 in [6] and is given here for completeness. This
approach has an advantage that for a given A ∈ C2×2, it shows how to constructmatrices P andD such
that s(A) = ‖P−1AP‖ = ρ(DA).
Proposition 2.9. Let A ∈ C2×2 be irreducible. Then there exist matrices P = diag(1, p)  0 and D =
diag(1, d)with |d| = 1, such that C = P−1DAP is normal, i.e. A is normalizable.Moreover, if A is real, then
so is D. Thus, the matrices P and D are such that s(A) = ‖P−1AP‖ = ρ(DA).
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Proof. Since A is irreducible, i.e. a12a21 /= 0, without loss of generality we can assume that A =[
x1 y
1
y x2
]
(since multiplying a matrix by a scalar does not change its normality). So C =
[
x1 py
d
py x2d
]
,
(C∗C)11 = |x1|2 + 1p2|y|2 and (CC∗)11 = |x1|2 + p2|y|2, so if C∗C = CC∗, then p = 1|y| . Denote
z = py, so |z| = |1/z| = 1 and z = 1/z. Then C∗C =
[ |x1|2 + 1 (x1 + x2)z
(x1 + x2)z |x2|2 + 1
]
and CC∗ =[ |x1|2 + 1 (x1 + x2)zd
(x1 + x2)zd |x2|2 + 1
]
. Let d =
{
1 if x1 + x2 = 0
x1+x2
x1+x2 otherwise
then C is normal. By construction, if A
is real, then so is D.
Note thatρ(C) = ρ(DA) s(DA) = s(A) ‖P−1AP‖ = ‖C‖, but since C is normal, ‖C‖ = ρ(C), so
we have the equalities s(A) = ‖P−1AP‖ = ρ(DA). 
Corollary 2.10. Let A ∈ Rn×n be such that its digraph consists of one cycle of length n and loops. If all
diagonal entries of A are nonzero, then A is diagonally convergent if and only if A is boundary convergent.
If exactly one of the diagonal entries of A is 0, then A is diagonally convergent if and only if A is vertex
convergent.
Proof. Since the digraph of A is strongly connected, A is irreducible and s(A) is attained in A by
some matrix A0. Since all matrices in A have the same digraph as A, up to permutation similarity the
matrix A0 is such that (A0)ii = ai, i = 1, . . . , n, (A0)i,i+1 = bi, i = 1, . . . , n − 1, (A0)1n = bn, where
bi /= 0, i = 1, . . . , n, all other entries of A0 are 0. Then the symmetric matrix B = A∗0A0 is such that
(B)11 = a21 + b2n, (B)ii = a2i + b2i−1, i = 2, . . . , n, (B)i,i+1 = (B)i+1,i = aibi, i = 1, . . . , n − 1, (B)1n =
(B)n1 = anbn, and all other entries are 0. Consider two cases:
Case 1. All ai are nonzero, so the graph of B is the n-cycle. Since the maximum multiplicity of
any eigenvalue of a symmetric matrix whose graph is a cycle is 2 (see [3]), the result follows from
Corollary 2.7.
Case 2. Exactly one ai is 0. Then the graph of B is the n-path. Since the maximum multiplicity of
any eigenvalue of a symmetric matrix whose graph is a path is 1 (see [3]), the result follows from
Corollary 2.7. 
Similarly to Corollary 2.8 we could use Corollary 2.7 to show that if A ∈ R3×3 is irreducible, then it
is diagonally convergent if and only if it is boundary convergent. We are going to establish a stronger
result for 3 × 3 matrices.
Theorem 2.11. Let A ∈ C3×3 be irreducible, then the following are equivalent:
• A is diagonally convergent;
• A is DC convergent;• A is boundary convergent.
Proof. Let A0 = P−1AP ∈ A be a matrix such that s = (s(A))2 = ‖A0‖. We will prove the theorem if
we show that there exists a vector v such that |A0v| = s|v|. If s2 is an eigenvalue of A∗0A0 ofmultiplicity
1, thenwe use Theorem 2.4 and there is nothing to prove. The casewhen s2 hasmultiplicity 3, is trivial,
since then A0 = sU for some unitary matrix U.
Now suppose that s2 is an eigenvalue of A∗0A0 of multiplicity 2. We use notations of Lemma 2.5,
and in addition deﬁne u(k) = 1
s
A0v
(k), k = 1, 2, so b(k)j = s2(|u(k)j |2 − |v(k)j |2). If for some k vector
b(k) = 0, i.e. |A0v(k)| = s|v(k)|, then there is nothing more to prove.
If both b(1) and b(2) are nonzero, then b(1) = −αb(2) for some α > 0; in our new notation this
is equivalent to |u(1)j |2 − |v(1)j |2 = −α|u(2)j |2 + α|v(2)j |2 for j = 1, 2, 3. We can also write this as
|u(1)j |2 + α|u(2)j |2 = |v(1)j |2 + α|v(2)j |2. It is sufﬁcient to show that there exists a complex number
β = reiθ , r > 0, such that
|v(1) + βv(2)| = |u(1) + βu(2)| (2)
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(thenwe can ﬁnd a complexmatrixDwith |D| = I such that v(1) + βv(2) is an eigenvector ofDA0 that
corresponds to the eigenvalue s). Eq. (2) is equivalent to the following system:
|v(1)1 + reiθv(2)1 | = |u(1)1 + reiθu(2)1 |,
|v(1)2 + reiθv(2)2 | = |u(1)2 + reiθu(2)2 |,
|v(1)3 + reiθv(2)3 | = |u(1)3 + reiθu(2)3 |.
(3)
Note that sincev(1) ⊥ v(2), andu(1) ⊥ u(2),‖v(1) + βv(2)‖2 = 1 + |β|2 = ‖u(1) + βu(2)‖2, any two
of the equalities in (3) imply the third one.
We rewrite Eq. (3) in the following way:
|v(1)j |2 + r2|v(2)j |2 + 2rRe(eiθv(1)j v(2)j ) = |u(1)j |2 + r2|u(2)j |2 + 2rRe(eiθu(1)j u(2)j ),
j = 1, 2, 3. (4)
Subtract |v(1)j |2 + α|v(2)j |2 = |u(1)j |2 + α|u(2)j |2 from both sides of the jth equation in (4).
(r2 − α)(|v(2)j |2 − |u(2)j |2) + 2rRe(eiθ (v(1)j v(2)j − u(1)j u(2)j )) = 0, j = 1, 2, 3. (5)
If |v(2)j |2 − |u(2)j |2 = 0 for two values of j, then |v(2)j |2 − |u(2)j |2 = 0 for all three values of j, (since
‖v(2)‖ = ‖u(2)‖ = 1); this contradicts to the assumption that b(2) is nonzero.
If |v(2)j |2 − |u(2)j |2 = 0 for one value of j, say j = 1, then we choose θ such that Re(eiθ (v(1)1 v(2)1 −
u
(1)
1 u
(2)
1 )) = 0, (i.e. θ = π/2 − Arg(v(1)1 v(2)1 − u(1)1 u(2)1 )). Fix this θ and consider the second equation
of (5), which is a quadratic equation with real coefﬁcients of the variable r. Since the coefﬁcient of r2
and the constant term have opposite signs, there exists a unique positive root. Thus, we have found a
β = reiθ such that two equations in (5) are satisﬁed, which implies that the system (5) has a solution.
Now suppose |v(2)j |2 − |u(2)j |2 /= 0 for j = 1, 2, 3. Then the system (5) is equivalent to
r2 − 2rRe
⎛⎝eiθ v(1)j v(2)j − u(1)j u(2)j|v(2)j |2 − |u(2)j |2
⎞⎠− α = 0, j = 1, 2, 3 (6)
Denote for convenience wj = v
(1)
j v
(2)
j −u(1)j u(2)j
|v(2)j |2−|u(2)j |2
, j = 1, 2, 3. We need to ﬁnd r > 0 and θ such that
r = −Re(eiθwj) +
√
(Re(eiθwj))2 + α, j = 1, 2 (7)
The expression in (7) is always positive, so it sufﬁces to show that we can always choose θ such that
Re(eiθw1)=Re(eiθw2), i.e. Re(eiθ (w1 − w2))=0,which is clearly, true (let θ =π/2 − Arg(w1 − w2)).

Proposition 2.9 gives explicit formulas for the matrices D0, with |D0| = I2, such that ρ(D0A) =
max{ρ(DA) : |D| I2} and P0 ∈ D+ such that ‖P−10 AP0‖ = inf{‖P−1AP‖ : P ∈ D+}. It would be in-
teresting to ﬁnd such formulas for n 3. Another open problem is to ﬁnd whenmax{ρ(DA) : |D| In}
is attained on the boundary, i.e. when boundary convergence implies DC convergence. A partial result
is established in the following proposition.
Proposition 2.12. If ‖A‖ = 1 and A is boundary convergent, then A is DC convergent.
Proof. LetA ∈ Cn×nwith‖A‖ = 1andsuppose thatA is notDC convergent. Then there exist a complex
diagonal matrix D = diag(d1, . . . , dn), |D| I and a vector v /= 0 such that DAv = v. Note that ‖v‖ =‖DAv‖ ‖D‖‖Av‖ ‖Av‖ ‖v‖ (since ‖D‖ 1 and ‖A‖ = 1), so ‖DAv‖ = ‖Av‖. This can happen
only if for each j = 1, . . . , n either |dj| = 1 or (Av)j = 0. Let D′ = diag(d′1, . . . , d′n), where d′j = 1
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whenever (Av)j = 0, and d′j = dj otherwise. Then |D′| = I andD′Av = DAv = v, i.e. A is not boundary
convergent.
Example 2.13. There exists a complex 4 × 4matrix A such that A is DC convergent, but not diagonally
convergent.
Let v1 = 12 [1, 1, 1, 1]T , v2 = 13√2 [1, 1 + i,−1 + 2i,−1 − 3i]T , u1 = 13√2 [1,−1 + i, 1 + 2i,−1 −
3i]T , u2 = v1, and A = [u1, u2]
[
v∗1
v∗2
]
. Then A is such that Av1 = u1, Av2 = u2 and Ax = 0 for all x ⊥
Span{v1, v2}. Clearly, the spectral norm ‖A‖ = 1. We will show that for any positive diagonal matrix
P, the spectral norm ‖PAP−1‖ ‖A‖ = 1, because |v1| = |u2| and |v2| = |u1|. Suppose P is positive
diagonal, such that ‖PAP−1‖ < 1. Then PAP−1Pvk = Puk and ‖Pvk‖ > ‖Puk‖, k = 1, 2. But this is not
possible, since
‖Pv1‖ = ‖Pu2‖ and ‖Pv2‖ = ‖P|v2|‖ = ‖P|u1|‖ = ‖Pu1‖, (8)
so
‖Pv1‖ > ‖Pu1‖ = ‖Pv2‖ > ‖Pu2‖ = ‖Pv1‖. (9)
Therefore, A is not diagonally convergent.
Nowwewill show that A is boundary convergent, which by Proposition 2.12 will imply that A is DC
convergent, because ‖A‖ = 1. Clearly, ρ(DA) 1 for all D with |D| = I. Suppose there exists D, with
|D| = I such that ρ(DA) = 1, i.e. there exists w, ‖w‖ = 1, such that DAw = w, so Aw = D−1w. Let
{v1, v2, v3, v4} be an orthonormal basis (note that we already deﬁned unit vectors v1 and v2 such that
v1 ⊥ v2). Thenw = β1v1 + β2v2 + β3v3 + β4v4 for some complex numbers β1, . . . ,β4. Since
|β1|2 + |β2|2 + |β3|2 + |β4|2 = ‖w‖2 = ‖D−1w‖2 = ‖Aw‖2
= ‖β1u1 + β2u2‖2 = |β1|2 + |β2|2,
β3 = β4 = 0. So we have w = β1v1 + β2v2 such that |w| = |Aw|, i.e. |β1v1 + β2v2| = |β1u1 +
β2u2|. Note also, that |v1| /= |u1| and |v2| /= |u2|, so β1 /= 0 and β2 /= 0. Deﬁne β = reiθ = β2β1 /= 0,
so
|v1 + βv2| = |u1 + βu2|. (10)
We will show that such β does not exist. Eq. (10) is equivalent to
r = 1,
Re(eiθ (1 + i)) = 0,
Re(eiθ (−1 + 2i)) = 0,
Re(eiθ (−i)) = 0,
(11)
which obviously does not have a solution. Therefore, the matrix A is boundary convergent.
Using Mathematica software it was possible to approximate (by a grid search method) the
valuemax{ρ(DA) : |D|= I}≈ρ(diag(1,−0.269021 − 0.963134i, 0.494094 − 0.869409i,−0.802318
+ 0.596897i)A) ≈ 0.9462.
3. Examples of 2× 2 and 3× 3 matrices
General characterization of diagonal, DC and DR convergence of matrices is a far-reaching and
somewhat complex problem. Tests for DR convergence for real 2 × 2 and 3 × 3 matrices are given in
[4,5], and for diagonal convergence for real 2 × 2 matrices in [8].
In [4,5,8] it was proven that for real 2 × 2 matrices vertex convergence implies diagonal conver-
gence and for real 3 × 3 matrices vertex convergence implies DR convergence. In [5] an example of
a real 4 × 4 vertex convergent but not DR convergent matrix is given. In Section 2 it was shown that
diagonal convergence,DC convergence andboundary convergence are all equivalent for 3 × 3matrices
and an example was given of a 4 × 4 matrix that is DC convergent but not diagonally convergent. For
O. Pryporova / Linear Algebra and its Applications 432 (2010) 515–525 525
complex matrices, diagonal convergence, DC convergence and boundary convergence are the natural
types of convergence to discuss.DR convergence and vertex convergence can be examined for complex
matrices as well, and not surprisingly, the situation is different even in 2 × 2 case.
Example 3.1. Vertex convergence of a complex 2 × 2 matrix does not guarantee DR convergence.
A =
[
1 1+i2
1+i
2 i
]
has an eigenvalue 1+i
2
with multiplicity 2;
and diag(1,−1) A has an eigenvalue 1−i
2
with multiplicity 2, so A is vertex convergent, but it is easy to
see that A is not DR convergent, since a11 = 1.
Example 3.2. DR convergence of a complex 2 × 2 matrix does not imply boundary convergence:
A =
[
1
3
1
2
i 13 i
]
is not boundary convergent, since the eigenvalues of diag(1, −i) A are 2±3
√
2
6
.
We will show that A is DR convergent using the Schur–Cohn condition (see, for example, [10]).
If the following conditions are satisﬁed, then B is convergent:
(i) Δ1(B) ≡ |detB|2 − 1 < 0,
(ii) Δ2(B) ≡ (|detB|2 − 1)2 − |trB − trB det B|2 > 0.
Note that since A is convergent, all DA with |D| I satisfy condition (i). To show that A is DR con-
vergent, it sufﬁces to show that both A1(x) = diag(1, x) A and A2(x) = diag(x, 1) A satisfy condition
(ii) for all x ∈ [−1, 1].
Δ2(A1(x)) = 89 − 17592916 x2 + 637104976x4. Since A is convergent, Δ2(A1(1)) = Δ2(A) > 0; also com-
putations show that d
dx
[Δ2(A1(x))] < 0 for x ∈ (0, 1]. SinceΔ2(A1(x)) is an even function of x, and it
decreases on [0, 1], soΔ2(A1(x)) > 0 for all x ∈ [−1, 1], thereforeA1(x) satisﬁes (ii) for all x ∈ [−1, 1].
SinceΔ2(A2(x)) = Δ2(A1(x)), the same computations show that A2(x) satisﬁes (ii) for all x ∈ [−1, 1].
Example 3.3. For real 3 × 3 matrices DR convergence does not imply boundary convergence as the
following example shows.
A =
⎡⎢⎣
1
5 0
3
4
7
10 0
9
20
2
5
1
2 − 710
⎤⎥⎦ is vertex convergent (and therefore, by [5] isDR convergent), but not bound-
ary convergent: max{ρ(DA) : D ∈ R3×3, |D| = I} = ρ(diag(1, 1,−1) A) ≈ 0.96443, while
ρ(diag(1, 1, i) A) ≈ 1.07274.
Example 3.3 also implies that for real 3 × 3 matrices DR convergence is not equivalent to diagonal
convergence (this was noted before and an example was provided in [8]).
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