The estimates of the mean first exit time from a ball for the α-stable Ornstein–Uhlenbeck processes  by Jakubowski, Tomasz
Stochastic Processes and their Applications 117 (2007) 1540–1560
www.elsevier.com/locate/spa
The estimates of the mean first exit time from a ball for
the α-stable Ornstein–Uhlenbeck processes
Tomasz Jakubowski∗
Institute of Mathematics and Computer Science, Wrocław University of Technology, Wybrzez˙e Wyspian´skiego 27,
50-370 Wrocław, Poland
Received 20 February 2006; received in revised form 27 February 2007; accepted 27 February 2007
Available online 5 March 2007
Abstract
We consider the α-stable Ornstein–Uhlenbeck process as a solution of the Langevin equation where the
Brownian motion is replaced by an isotropic α-stable process. We give sharp estimates for the expectation
of the first exit time from the center of a ball B(x, r) for all x ∈ Rd and r > 0. We compare these results
with the case of the Ornstein–Uhlenbeck diffusion process.
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1. Introduction
Let us consider the Langevin stochastic differential equation
dX t = −λX tdt + dX̂ t , λ > 0,
X0 = x .
In the classical sense X̂ t is a d-dimensional Brownian motion and X t is called the
Ornstein–Uhlenbeck diffusion process. Let τD = inf{t ≥ 0: X t ∈ Dc} be the first exit time
of the process X t from the set D. The properties of τD have been intensively studied in the
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literature, especially the Laplace transform, density and the expected value of τD for various sets
D (e.g. [1,8,9,16,18,19]).
If we replace the Brownian motion by another process X̂ t we obtain the Ornstein–Uhlenbeck
process related to X̂ t . Such extensions were previously studied in [6,10,13,14,11]. In this paper
we are interested in the case where X̂ t is an isotropic α-stable process (see details in Section 2).
We will give sharp estimates for Ex (τB(x,r)) for all x ∈ Rd and r > 0. The main results of this
paper are stated in three theorems.
Let M be a constant sufficiently large, i.e. M is a constant depending on d, α, λ determined
by some conditions which appear in the proofs of Theorems 2 and 3.
Theorem 1. Let 0 < r < M. There exists a constant C1 depending on d, α, λ,M such that for
all x ∈ Rd
1
C1
(
rα ∧ r|x |
)
≤ Ex (τB(x,r)) ≤ C1
(
rα ∧ r|x |
)
.
Theorem 2. Let r ≥ M. There exists a constant C2 depending on d, α, λ,M such that for all
x ∈ Rd satisfying |x | ≥ r
1
C2
ln
( |x |
|x | − r + 1
)
≤ Ex (τB(x,r)) ≤ C2
(
ln
|x |
|x | − r + 1
)
.
Theorem 3. Let r ≥ M. There exists a constant C3 depending on d, α, λ,M such that for all
x ∈ Rd satisfying |x | < r
1
C3
(
(r − |x |)α + ln r) ≤ Ex (τB(x,r)) ≤ C3 ((r − |x |)α + ln r) .
The work is organized as follows. In Section 2 we give the notation, definitions and basic facts
used in this paper. Section 3 is devoted to the case r < M and we prove Theorem 1. In Section 4
we consider r ≥ M and we prove Theorems 2 and 3. The proofs of the theorems are long and
the methods are different for each considered case. Therefore the proofs are presented in several
lemmas concerning the particular cases.
2. Preliminaries
We denote by (X̂ t ,Px ) the isotropic, α-stable Le´vy process with index of stability α ∈ (0, 2)
with values in Rd and characteristic function
E0eiξ X t = e−t |ξ |α , ξ ∈ Rd , t ≥ 0.
As usual, Ex denotes the expectation with respect to the distribution Px of the process starting
from x ∈ Rd . (X̂ t ,Px ) is a Markov process with transition density p̂(t, x, y), it means
Px (X̂ t ∈ D) =
∫
D p̂(t, x, y)dy. The function p̂(t, x, y) possesses the following scaling property
p̂(t, x, y) = ad p̂(aαt, ax, ay). (2.1)
Let us consider the stochastic differential equation
dX t = −λX tdt + dX̂ t , λ > 0, (2.2)
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where the stochastic differentials are in the sense of semimartingales (see [15]). The Eq. (2.2)
is equivalent to the integral equation X t − X0 = −λ
∫ t
0 Xsds + X̂ t . The solution of Eq. (2.2) is
given in Proposition 4.
Proposition 4.
X t = eλ(s−t)Xs +
∫ t
s
eλ(u−t) dX̂u, for 0 ≤ s ≤ t,
where the integration is in the Stieltjes sense, with respect to the trajectories of X̂ t . In particular
X t = e−λt X0 +
∫ t
0
eλ(u−t) dX̂u, for 0 ≤ t. (2.3)
Proof. We multiply both sides of (2.2) by eλt and obtain
eλudXu + eλuλXudu = eλudX̂u .
Consequently,
d(eλuXu) = eλudX̂u .
Integrating both sides from s to t we get
eλt X t − eλsXs =
∫ t
s
eλudX̂u
which gives (2.3). 
Integrating by parts the Eq. (2.3) we obtain
X t − e−λt X0 = eλ(s−t) X̂s
∣∣∣t
0
− λ
∫ t
0
eλ(s−t) X̂sds.
Since X̂0 = 0 we get
Corollary 5.
X t = e−λt X0 + X̂ t − λ
∫ t
0
eλ(s−t) X̂sds. (2.4)
The process X t is called the Ornstein–Uhlenbeck α-stable process. We denote by X xt the
process X t starting from x . From Proposition 4, we get
X xt − e−λt x = X yt − e−λt y, x, y ∈ Rd . (2.5)
X t is a Markov process (see [12,17]) with the following transition density p(t, x, y).
Proposition 6. The transition density of the process X t is equal to
p(t, x, y) = p̂
(
1− e−αλt
αλ
, e−λt x, y
)
. (2.6)
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Proof. We adapt the proof given for α = 1 in [6]. Let h(u) ≥ 0 be a continuously differentiable
function and Z = ∫ ts h(u)dX̂u . Let us note that
Z L= lim
n→∞ Zn = limn→∞
n−1∑
k=0
Znk = limn→∞
n−1∑
k=0
h(uk)
(
X̂uk+1 − X̂uk
)
,
where s = u0 < u1 < · · · < un = t is a partition of the interval [s, t] and convergence is in
probability (see i.e. [17]). Since the process X̂ has independent increments, the density of Zn is
equal to the convolution of the densities of its summands. X̂ has also stationary increments, so
by (2.1), density of each summand equals
fZnk (y) =
(
1
h(uk)
)d
p̂
(
uk − uk−1, 0, yh(uk)
)
= p̂ ((uk − uk−1)h(uk)α, 0, y) .
The law of Zn is equal to convolution of the laws of Znk . Hence the characteristic function of Zn
is equal to
ϕZn (ξ) =
n∏
k=1
ϕZnk (ξ) =
n∏
k=1
e−(uk−uk−1)h(uk )α |ξ |α = e
−
n∑
k=1
−(uk−uk−1)h(uk )α |ξ |α
.
Letting n →∞ we obtain
ϕZ (ξ) = e−|ξ |α
∫ t
s h(u)
αdu .
Thus the density of Z is equal to p̂
(∫ t
s h(u)
αdu, 0, y
)
. Putting s = 0, h(u) = eλ(u−t) and
X0 = x we obtain
∫ t
0 h(u)
α du = 1−e−αλt
αλ
. Applying this to (2.3) we get (2.6). 
To simplify the notation we will denote (t)p = 1−e−ptp for p > 0.
Definition 7. For an open set D ⊂ Rd , we define a Markov time
τD = inf{t ≥ 0: X t ∈ Dc},
the first exit time from D of the process X t . In the same way, we define
τ̂D = inf{t ≥ 0: X̂ t ∈ Dc}.
If it is not stated otherwise all constants depend only on d, α, λ. We use the convention that
the constants noted by capital letters do not change and the ones noted by small letters change
from lemma to lemma. As usual a∧ b denotes the minimum of a, b, a∨ b denotes the maximum
of a, b and aD = {az: z ∈ D} for all a > 0 and D ⊂ Rd .
We will need some facts concerning the isotropic α-stable processes.
Lemma 8 (Anderson). For all z ∈ Rd we have
Pz(X̂ t ∈ B(x, r)) ≤ Px (X̂ t ∈ B(x, r))
or equivalently∫
B(x,r)
p̂(t, z, y)dy ≤
∫
B(x,r)
p̂(t, x, y)dy.
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The next facts are taken from [3]. For convenience of the reader we give the proof of the second
and the third one.
Fact 1. There exists a constant K1 such that
K−11
(
t
|x − y|d+α ∧ t
−d/α
)
≤ p̂(t, x, y) ≤ K1
(
t
|x − y|d+α ∧ t
−d/α
)
.
Fact 2. There exists a constant K2 < 1 such that for all r > 0 and x ∈ Rd we have
Px (̂τB(x,r) > K2rα) ≥ 12 .
Proof. We take K2 such that E0(̂τB(0,1) > K2) ≥ 12 . By (2.1), we have r X̂ t
L= X̂rα t with respect
to P0 and we get
1
2
≤ P0 (̂τB(0,1) > K2) = P0 (X̂ t ∈ B(0, 1):∀t ≤ K2)
= P0 (X̂ trα ∈ B(0, r):∀t ≤ K2) = P0 (̂τB(0,r) > K2rα)
= Px (̂τB(x,r) > K2rα) . 
Fact 3. For t < rα there exists a constant K3 such that
Px (X̂ t 6∈ B(x, r)) ≥ K3tr−α.
Proof. Denote B = B(x, r). If t < rα we have |x − y|α > t for y ∈ Bc. Hence by Fact 1 and
substituting x − y = r(x − z), we have
Px (X̂ t 6∈ B(x, r)) =
∫
Bc
p̂(t, x, y) dy ≥
∫
Bc
K−11
t
|x − y|d+α dy
= K−11
∫
B(x,1)c
trd
rd+α|x − z|d+α dz
= K−11
(∫
B(0,1)c
dz
|z|d+α
)
tr−α = K3tr−α. 
At the end of this section we recall the explicit formula for Ez (̂τB(x,r)) established in [7] (see
also [4]).
Ez (̂τB(x,r)) = Cd,α(r2 − |x − z|2)α/2, (2.7)
where Cd,α is a certain constant depending on d and α.
3. Estimates for small r
In this section we give the proof of Theorem 1. Hence, we will consider the exit time from
the ball of the radius r bounded by some constant M . We will see that for α ≥ 1 the results do
not differ from the symmetric α-stable case, while for α < 1 the asymptotics are different (see
Section 5). We will start with the following lemma.
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Lemma 9. Let B = B(x, r) be a ball in Rd . Then there exists a constant C4 such that for all
z ∈ B, r > 0 and t > 0 we have
Pz(τB > t) ≤ e−C4tr−α . (3.8)
Proof. We will use the formula
Pz(τB > t) ≤ limn→∞
∫
B
p
(
t
n
, z, x1
)
dx1
∫
B
p
(
t
n
, x1, x2
)
dx2 · · ·
×
∫
B
p
(
t
n
, xn−1, xn
)
dxn .
Denote β = αλ. Using (2.6) and Lemma 8 we get
Pz(τB > t) ≤ limn→∞
∫
B
p̂
((
t
n
)
β
, e−λt/nz, x1
)
dx1
×
∫
B
p̂
((
t
n
)
β
, e−λt/nx1, x2
)
dx2 × · · ·
×
∫
B
p̂
((
t
n
)
β
, e−λt/nxn−1, xn
)
dxn
≤ lim
n→∞
(∫
B
p̂
((
t
n
)
β
, x, y
)
dy
)n
.
For large n,
( t
n
)
β
< rα , so we may apply Fact 3 to the expression above. Putting K3 = C4 we
get
P z(τB > t) ≤ limn→∞
(∫
B
p̂
((
t
n
)
β
, x, y
)
dy
)n
≤ lim
n→∞
(
1− C4
(
t
n
)
β
r−α
)n
= e−C4tr−α . 
We give also an alternative proof of the Lemma 9:
Second proof of Lemma 9. Let us denote by 1X t = X t − X t− the jump of the process X t .
Clearly if the process in time t makes a jump bigger than 2r then there exists s ≤ t such that
Xs 6∈ B(x, r) for all starting point z. Hence Pz(τB(x,r) > t) ≤ Pz(|Xs − Xs− | < 2r, ∀s≤t ). From
Corollary 5 we see that the jumps of the process X t are the same as X̂ t , so Pz(|Xs − Xs− | <
2r, ∀s≤t ) = Pz(|X̂s − X̂s− | < 2r, ∀s≤t ). The waiting time Z for the first jump of X̂ bigger then
2r has the exponential distribution with parameter
p =
∫
|y|>2r
ν(y)dy = c˜2r−α,
where ν(x) = c|x |−α−d is the density of the Le´vy measure of X̂ . Therefore
Pz(τB(x,r) > t) ≤ P(Z > t) =
∫ ∞
t
pe−spds = e−tp = e−c2tr−α . 
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We easily get the corollary.
Corollary 10. For all s ≤ t and z ∈ B(x, r) we have
Pz(τB(x,r) > t) ≤ Pz(τB(x,r) > t − s)e−C4sr−α ,
where C4 is the constant from Lemma 9.
Proof. By the Markov property and Lemma 9, we obtain
Pz(τB(x,r) > t) = Ez
(
1{τB(x,r)>t−s} PX t−s (τB(x,r) > s)
)
≤ Pz(τB(x,r) > t − s)e−C1sr−α . 
Lemma 11. The process X t can be expressed in the following way
(X t )t≥0
d= (e−λt X̂(eβt−1)/β)t≥0 , (3.9)
where β = αλ.
Proof. It is enough to prove the equality for finite dimension distributions. So we have to show
that for any t1 < t2 < · · · < tn and Borel sets A1, A2, . . . , An
Px (X t1 ∈ A1, X t2 ∈ A2, . . . , X tn ∈ An)
= Px (X̂(eβt1−1)/β ∈ eλt1 A1, X(eβt2−1)/β ∈ eλt2 A2, . . . , X(eβtn−1)/β ∈ eλtn An).
We apply the formula (2.6) as follows
Px (X t1 ∈ A1, X t2 ∈ A2, . . . , X tn ∈ An)
=
∫
A1
p̂((t1)β , e−λt1x, x1)dx1
∫
A2
p̂((t2 − t1)β , e−λ(t2−t1)x1, x2)dx2 · · ·
×
∫
An
p̂((tn − tn−1)β , e−λ(tn−tn−1)xn−1, xn)dxn = I.
Using the formulas p̂(t, x, y) = ad p̂(aαt, ax, ay), eβt (t − s)β = eβt (t)β − eβs(s)β and the
change of variables xk = e−λtk yk we obtain
edλt1edλt2 · · · edλtn
∫
A1
p̂(eβt1(t1)β , x, eλt1x1)
∫
A2
p̂(eβt2(t2 − t1)β , eλt1x1, eλt2x2)
× · · · ×
∫
An
p̂(eβtn (tn − tn−1)β , eλtn−1xn−1, eλtn xn)dx1dx2 · · · dxn
=
∫
eλt1 A1
p̂
(
eβt1(t1)β , x, y1
)
dy1
∫
eλt2 A2
p̂
(
eβt2(t2)β − eβt1(t1)β , y1, y2
)
dy2 × · · ·
×
∫
eλtn An
p̂
(
eβtn (tn)β − eβtn−1(tn−1)β , yn−1, yn
)
dyn
= Px (X̂eβt1 (t1)β ∈ eλt1 A1, X̂eβt2 (t2)β ∈ eλt2 A2, . . . , X̂eβtn (tn)β ∈ eλtn An)
and since eβtk (tk)β = (eβtk − 1)/β we obtain (3.9). 
We will need a simple technical lemma
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Lemma 12. 1. For t < r4|x |λ we have e
−λt x ∈ B(x, r/2).
2. If |x | ≥ 2r then for t ≥ 2r
λ|x | we have e
−λt x 6∈ B(x, κr), where κ > 1 is a constant.
Proof. 1. We have to prove that |x − e−λt x | < r/2. Since (1− e−t )/t < 1 we have
|x − e−λt x | = λt |x | 1− e
−λt
λt
≤ λ|x | r
4|x |λ <
r
2
.
2. Let κ = 2(1−e−1). We need to show |e−λt x−x | ≥ κr . Since the function 1−e−tt is decreasing
and 2r|x | < 1 we have
1− e−λt
2r
|x |
≥ 1− e
−2r/|x |
2r
|x |
≥ 1− e−1 = κ
2
.
Hence (1− e−λt )|x | > κr . 
In the reminder of the paper we will denote B = B(x, r).
Lemma 13. If t <
(
K2
2λ r
α ∧ r4λ|x |
)
< 12λ then
Px (τB > t) ≥ 12 . (3.10)
Proof. By Lemma 11
Px (τB > t) = Px
(
X̂
(
eαλs − 1
αλ
)
∈ eλsB, ∀s≤t
)
= Px
(
X̂(s) ∈ (αλs + 1)1/αB, ∀
s≤ eαλt−1
αλ
)
.
We will show that for s < e
αλt−1
αλ
B(x, r/2) ⊂ (αλs + 1)1/αB. (3.11)
If |x | ≤ r then (3.11) obviously holds. Suppose now that |x | > r . By Lemma 12, e−λt x ∈
B(x, r/2), so e−λt |x | > |x | − r/2 and we get eλt < |x ||x |−r/2 < |x |−r/2|x |−r . Therefore
|x | − r/2 > (|x | − r)eλt = (|x | − r)
(
α
eαλt − 1
α
+ 1
)1/α
> (|x | − r)(αλs + 1)1/α.
Hence |x |(αλs + 1)1/α − |x | < r(αλs + 1)1/α − r/2 and it follows that |(αλs + 1)1/αx − x | <
r(αλs + 1)1/α − r/2. So we obtain (3.11). Now we have
Px (τB > t) ≥ Px
(
X̂(s) ∈ B(x, r/2), ∀
s< e
αλt−1
αλ
)
= Px
(
τ̂B(x,r/2) >
eαλt − 1
αλ
)
.
Hence
Px (τB > t) ≥ Px
(
τ̂B(x,r/2) >
eαλt − 1
αλ
)
.
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Since tλ ≤ 12 we have e
αλt−1
αλ
≤ 2tλ and by Fact 2
Px (τB > t) ≥ Px
(̂
τB(x,r/2) > 2tλ
) ≥ Px (̂τB(x,r/2) > K2rα) ≥ 1/2. 
From the last lemma we immediately obtain the lower bound estimates in Theorem 1, when
M = 1.
Corollary 14. If r < 1 then there exists a constant C5 such that
Ex (τB) ≥ C5
λ
(
rα ∧ r|x |
)
.
Proof. Let C5 = K24 ∧ 18 . For t < 2C5λ
(
rα ∧ r|x |
)
we may use Lemma 13, so we obtain
Ex (τB) ≥
∫ 2C5
λ
(rα∧ r|x | )
0
Px (τB > t) dt ≥ C5
λ
(
rα ∧ r|x |
)
. 
Now we will deal with upper bound estimates. We start with a simple lemma which gives the
upper bound for all x and r with constant independent of λ.
Lemma 15. Let C4 be the constant from Lemma 9. Then
Ex (τB) ≤ 1C4 r
α. (3.12)
Proof. By Lemma 9
Ex (τB) =
∫ ∞
0
Px (τB > t) dt ≤
∫ ∞
0
e−C4tr−α dt = r
α
C4
. 
So to prove Theorem 1 it suffices to show that Ex (τB) ≤ c r|x | for some constant c. At first we
will prove it for |x | ≥ 2r .
Lemma 16. If |x | ≥ 2r then there exists a constant C6 such that
Ex (τB) ≤ C6 r|x | . (3.13)
Proof. Let t0 = 2rλ|x | . At the beginning we estimate Px (τB ≥ t0). For y ∈ B we have
|e−λt0x − x | ≤ |e−λt0x − y| + |x − y| < |e−λt0x − y| + r . By Lemma 12 we know that
|e−λt0x − x | ≥ κr . Hence |e−λt0x − y| > |e−λt0x − x | − r ≥ |e−λt0x − x | − 1
κ
|e−λt0x − x | =
κ−1
κ
|e−λt0x − x |. Using (2.6) and Fact 1 we have p(t0, x, y) ≤ K1 (t0)αλ|e−λt0 x−y|d+α . Since t0 ≤ 1/λ
we get
Px (τB ≥ t0) ≤ Px (X t0 ∈ B) =
∫
B
p(t0, x, y) dy ≤ K1
∫
B
(t0)αλ
|e−λt0x − y|d+α dy
≤ K1 (t0)αλ
(1− e−λt0)d+α
∫
B
1
((κ − 1)|x |/κ)d+α dy
≤ c1 r
d
td+α−10 |x |d+α
= c1 r
1−α
|x | ,
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for some constant c1. By Corollary 10, we obtain
Ex (τB) =
∫ t0
0
Px (τB ≥ t) dt +
∫ ∞
t0
Px (τB ≥ t) dt
≤ t0 +
∫ ∞
t0
Px (τB ≥ t − (t − t0))e−C4(t−t0)r−α dt
= t0 + Px (τB ≥ t0)
∫ ∞
0
e−C4tr−α dt
≤ 2r
λ|x | + c1
r1−α
|x |
rα
C4
=
(
2
λ
+ c1
C4
)
r
|x | . 
Proof of Theorem 1. Let r < M . The case M ≤ 1 was already proved, hence let M > 1. Since(
rα ∧ r|x |
)
≤ M2
(
(r/M)α ∧ r/M|x |
)
, hence by Corollary 14,
Ex (τB) ≥ Ex (τB(x,r/M)) ≥ C5
λ
(
(r/M)α ∧ r/M|x |
)
≥ C5
λM2
(
rα ∧ r|x |
)
.
The Lemmas 15 and 16 yield upper bound estimates for |x | ≥ 2r . If |x | < 2r then r|x | ≥ 12 ≥
rα/(2Mα) and Lemma 15 gives
Ex (τB) ≤ C4rα ≤ 2MαC4
(
rα ∧ r|x |
)
.
Taking C1 = 2MαC4 ∨ λM2C5 ∨ C6 we obtain Theorem 1. 
4. Estimates for large r
In this section we prove Theorems 2 and 3. In the proof of Theorem 2, we consider two cases
r ≤ |x | < r + 1 and |x | ≥ r + 1. The first one is considered in Lemmas 19 and 20, the second
one in Lemmas 21 and 22. Similarly, the proof of Theorem 3 is given in Lemma 23 (the case
|x | ≥ r/2) and in Lemmas 24 and 25 (the case r/2 < |x | < r ). At the beginning of this section
we will deal with unbounded domains like cones. It will help us to obtain the estimates from
above for the exit time from balls.
We will frequently use the formula following from Lemma 11
P(τB > t) = P(Xs ∈ B, ∀s≤t ) = P(X̂ eαλs−1
αλ
∈ eλsB, ∀s≤t )
= P
(
X̂s ∈ (1+ αλs)1/αB, ∀s≤ eαλt−1
αλ
)
. (4.14)
We see that if we replace B by an infinite cone
Γ = {z = (z1, . . . , zd) ∈ Rd :
√
z21 + · · · + z2d−1 η < zd}, η ∈ R, (4.15)
having the property Γ = aΓ for all a > 0, we may write (4.14) in the following way
Px (τΓ > t) = Px
(
X̂s ∈ Γ , ∀s≤ eαλt−1
αλ
)
= Px
(
τ̂Γ >
eαλt − 1
αλ
)
.
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In [2] the authors consider the moments of the first exit time τ̂Γ from an infinite cone. One of
the results is the estimate of Px (̂τΓ > t) [2, Lemma 4.2]
K−14 M(x)t
−β/α ≤ Px (̂τΓ > t) ≤ K4M(x)t−β/α, t > |x |α, (4.16)
where β ∈ (0, α) is a constant depending on η, M(x) is the Martin kernel of Γ at infinity (see [2])
and K4 is a constant depending on α,Γ . We know that if η = 0 (Γ is a half-space) then β = α/2.
The function M is normalized to one in the point x0 = (0, . . . , 0, 1), e.g. M(x0) = 1 (see [2]).
Using Lemma 11 and (4.14) we have
Ex (τΓ ) =
∫ ∞
0
Px
(
X̂s ∈ Γ , ∀s ≤ e
αλt − 1
αλ
)
dt
=
∫ ∞
0
Px (X̂s ∈ Γ , ∀s ≤ u) du1+ αλu
=
∫ ∞
0
Px (̂τΓ > u)
du
1+ αλu . (4.17)
Since Px (̂τΓ > t) ≤ K−14 M(x)t−β/α for t > |x |α we obtain that for all x ∈ Γ one has
Ex (τΓ ) <∞. From (4.17) we easily get
Ex (τΓ ) = 1
αλ
Ex (ln(1+ αλτ̂Γ )). (4.18)
Using (4.16) and (4.17) we may estimate Ex (τΓ ) for all x ∈ Γ , when η = 0, e.g. Γ is a
half-space.
Lemma 17. Let Γ be a half-space {z ∈ Rd : zd > 0} with η = 0 and let x ∈ Γ be such that
δΓ (x) = |x | (where δΓ (x) = dist(x, ∂Γ )). There exists a constant C7 such that
C−17 ln(1+ |x |α/2) ≤ Ex (τΓ ) ≤ C7 ln(1+ |x |α/2). (4.19)
Proof. Using the scaling property (2.1) we have Px (̂τΓ > u) = Px (X̂s ∈ Γ , ∀s≤u) =
Px/|x |(X̂s|x |−α ∈ Γ , ∀s≤u) = Px/|x |(̂τΓ > u|x |−α). Hence substituting in (4.17) u|x |−α = t
we get
I =
∫ ∞
0
Px/|x |(̂τΓ > u|x |−α) du1+ αλu =
∫ ∞
0
Px/|x |(̂τΓ > t)
|x |αdt
1+ αλ|x |αt .
We note that x/|x | = x0. Since β = α/2 and M(x/|x |) = 1, from (4.16) we get for t > 1
K−14 t
−1/2 ≤ Px/|x |(̂τΓ > t) ≤ K4t−1/2.
Hence we may denote c1 =
∫∞
1 P
x/|x |(̂τΓ > t) dtαλt <∞.
For |x | > 1 we have
Ex (τΓ ) ≤
∫ 1
0
|x |αdt
1+ αλ|x |αt +
∫ ∞
1
Px0 (̂τΓ > t)
dt
αλt
≤ 1
αλ
ln(1+ αλ|x |α)+ c1 ≤ c2 ln(1+ |x |α/2),
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for some constant c2. On the other hand there exists a constant c3 such that
Ex (τΓ ) ≥
∫ 1
0
Px0 (̂τΓ > 1)
|x |αdt
1+ αλ|x |αt
= Px0 (̂τΓ > 1) 1
αλ
ln(1+ αλ|x |α) ≥ c3 ln(1+ |x |α/2).
So we get (4.19) for |x | ≥ 1. In fact in this case, Ex (τΓ ) ≈ ln(1 + |x |), but we want to have
common estimates for all x . If 0 < |x | < 1 we have
Ex (τΓ ) =
∫ 1
0
Px0 (̂τΓ > t)
|x |αdt
1+ αλ|x |αt +
∫ ∞
1
Px0 (̂τΓ > t)
|x |αdt
1+ αλ|x |αt
≤
∫ 1
0
|x |αdt + K4
∫ ∞
1
t−1/2 |x |
αdt
1+ α|x |αλt
= |x |α +
∫ ∞
|x |α
|x |α/2 K4 ds
(1+ αλs)s1/2
≤ |x |α + |x |α/2
∫ ∞
0
K4 ds
(1+ αλs)s1/2 ≤ c4|x |
α/2 ≤ c5 ln(1+ |x |α/2).
Similarly we show
Ex (τΓ ) ≥
∫ ∞
1
Px0 (̂τΓ > t)
|x |αdt
1+ αλ|x |αt
≥
∫ ∞
|x |α
|x |α/2 K
−1
4 ds
(1+ αλs)s1/2 ≥ |x |
α/2
∫ ∞
1
K−14 ds
(1+ αλs)s1/2
≥ c6|x |α/2 ≥ c6 ln(1+ |x |α/2).
Taking C7 = (c2 + c5) ∨ (c−13 + c−16 ) we get (4.19). 
Using the same method as for the mean first exit time, we may express the Laplace transform
of τΓ as Ex ( f (̂τΓ )), for some function f .
Remark 18. Let Γ be a cone defined as in (4.15). For all x ∈ Γ we have
Ex (e−sτΓ ) = αλEx
(
(1+ αλτ̂Γ )− sαλ
)
. (4.20)
Proof. Integrating by parts we obtain
Ex (e−sτΓ ) = 1−
∫ ∞
0
se−su Px (τΓ > u) du
= 1−
∫ ∞
0
se−su Px
(
τ̂Γ >
eαλu − 1
αλ
)
du
= 1−
∫ ∞
0
s(1+ αλt)− sαλ Px (̂τΓ > t) dt1+ αλt
= 1−
∫ ∞
0
s
(1+ αλt) sαλ+1 P
x (̂τΓ > t)dt.
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Denoting by f xτ̂Γ (t) the density of τ̂Γ with respect to P
x and again integrating by parts we get
Ex (e−sτΓ ) = 1− αλ+
∫ ∞
0
αλ
(1+ αλt) sαλ f
x
τ̂Γ
(t) dt
= 1− αλ+ αλEx
(
(1+ αλτ̂Γ )− sαλ
)
. 
Let us note that the process X t is invariant by rotation around 0. It means that if T :
Rd → Rd denotes a rotation around 0 then p(t, x, y) = p(t, T x, T y). Indeed p(t, x, y) =
p̂((t)αλ, e−λt x, y) = p̂((t)αλ, e−λtT x, T y) = p(t, T x, T y). For given x , by Tx we denote the
rotation around 0 such that T x = x˜ = (0, 0, . . . , |x |). Then for any set D and point x we have
Px (X t ∈ D) = PTx x (X t ∈ TxD), (4.21)
and consequently
Ex (τD) = ETx x (τTxD). (4.22)
Now we will pass to the proof of Theorem 2. At the beginning we will deal with the case
r = |x | > M , where M is a certain constant.
Lemma 19. Let |x | = r > M, then there exists a constant C3 such that
C−18 ln r ≤ Ex (τB) ≤ C8 ln r. (4.23)
Proof. Let t0 = 1αλ ln(1 + αλK2rα). Then e
αλt0−1
αλ
= K2rα . Since |x | = r we have B(x, r) ⊂
cB(x, r) for any constant c ≥ 1. By (4.14) and Fact 2 we get
Px (τB > t0) = Px
(
X̂s ∈ (αλs + 1)1/αB, ∀s≤K2rα
)
≥ Px (X̂s ∈ B, ∀s≤K2rα ) = Px (̂τB > K2rα) ≥ 12 .
We take M such that r > M >
(
1
αλK2
)2/α
, so αλK2rα > αλK2Mα/2rα/2 ≥ rα/2 and we get
Ex (τB) ≥
∫ t0
0
Px (τB > t) dt ≥ 12 t0 ≥
1
2αλ
ln rα/2 = ln r
4λ
,
which gives estimates from below. To obtain the estimates from above we use Lemma 17. Let Γ
be as in (4.15) with η = 0. Then by (4.22)
Ex (τB) = ETx x (τTx B) ≤ ETx x (τΓ ) ≤ C7 ln(1+ rα/2) ≤ αC7 ln r,
because we may choose M > 2 which gives 1+ rα/2 ≤ rα . So taking C8 = αC7 ∨ 4λ we obtain
(4.23). 
Now we will generalize a little the results of Lemma 19.
Lemma 20. Let r > M > 2. Then there exists a constant C9 such that for all r ≤ |x | ≤ r + 1
we have
C−19 ln r ≤ Ex (τB) ≤ C9 ln r. (4.24)
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Proof. For estimates from above it suffices to notice that B(x, r) ⊂ B(x, |x |). Hence Ex (τB) ≤
C8 ln |x | ≤ C8 ln(r2) ≤ 2C8 ln r . To obtain the estimates from below we start with the case
|x | = r + 1. We notice that B(x1, r1) ⊂ B(x2, r2) if and only if |x1 − x2| ≤ r2 − r1. Let
t0 = 1λ ln
( |x |−r/2
|x |−r
)
. Then for t ≤ t0 we have eλt ≤ |x |−r/2|x |−r , so |x − eλt x | ≤ eλtr − r2 . Hence
B
(
x, r2
) ⊂ eλt B. For t < t0 we have
Px (τB > t) = Px
(
X̂ eαλs−1
αλ
∈ eλsB, ∀s<t
)
≥ Px
(
X̂ eαλs−1
αλ
∈ B(x, r/2), ∀s<t
)
≥ Px
(
τ̂B(x,r/2) >
eαλt − 1
αλ
)
.
Let c1 = (4λ)−1, then (r/2+1)α−1αλ ≥ c1(r/2)α for r > M ≥ 4. Hence putting |x | = r + 1 we
obtain∫ t0
0
Px (τB > t) dt
≥
∫ t0
0
Px
(
τ̂B(x,r/2) >
eαλt − 1
αλ
)
dt =
∫ eαλt0−1
αλ
0
Px (̂τB(x,r/2) > t)
αλt + 1 dt
=
∫ (r/2+1)α−1
αλ
0
Px (̂τB(x,r/2) > t)
αλt + 1 dt ≥
∫ c1(r/2)α
0
Px (̂τB(x,r/2) > t)
αλt + 1 dt
≥
∫ (c1∧K2)(r/2)α
0
Px (̂τB(x,r/2) > t)
αλt + 1 dt
≥ 1
αλ
Px
(̂
τB(x,r/2) > K2(r/2)α
)
ln
(
αλ(c1 ∧ K2)(r/2)α + 1
)
≥ 1
2αλ
ln
(
αλ(c1 ∧ K2)(r/2)α
)
.
For M large enough and some constant c2 (for example c2 = α/2 and M ≥ 4(αλ(c1∧K2))2/α we
have ln(αλ(c1 ∧ K2)(r/2)α) ≥ c2 ln r . Now if r < |x | < r + 1 then Ex (τB) ≥ Ex (τB(x,|x |−1)) ≥
c2
2αλ ln(|x | − 1) ≥ c3 ln r for some constant c3. 
By (2.4) if X0 = x and |X t − x | ≥ r then |X̂ t − λ
∫ t
0 e
λ(s−t) X̂sds| + |(1 − e−λt )x | ≥ r
and we get |X̂ t − λ
∫ t
0 e
λ(s−t) X̂sds| ≥ r − (1 − e−λt )|x |. From this we deduce that |X̂ t | ≥
(r − (1− e−λt )|x |)/2 or |λ ∫ t0 eλ(s−t) X̂sds| ≥ (r − (1− e−λt )|x |)/2. In the second case it follows
that sups≤t |X̂s |
∫ t
0 λe
λ(s−t)ds ≥ r/2− (1− e−λt )(|x |/2). Since ∫ t0 λeλ(s−t)ds < 1 we obtain that
if |X t − x | ≥ r then there exists s ≤ t such that
|X̂s | ≥ r2 − (1− e
−λt ) |x |
2
. (4.25)
Therefore if for all s ≤ t we have |X̂s | < r2−(1−e−λt ) |x |2 then for all s ≤ t we have |X t−x | < r .
Hence if r2 − (1− e−λt ) |x |2 > 0 then
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Px (τB(x,r) > t) ≥ P0
(
τ̂
B
(
0, r2−(1−e−λt ) |x |2
) > t) . (4.26)
Using the last inequality we may obtain lower-bound estimates of Ex (τB) in certain cases.
Lemma 21. If |x | ≥ r + 1 then
Ex (τB(x,r)) ≥ C10 ln
( |x |
|x | − r
)
.
Proof. Let t0 = 1λ ln
( |x |
|x |−r
)
. Then r = (1− e−λt0)|x | and we get
r
2
− (1− e−λt0/2) |x |
2
= (1− e−λt0) |x |
2
− (1− e−λt0/2) |x |
2
> 0.
Hence we obtain by, (4.26) and (2.1),
Px (τB > t0/2) ≥ P0
(
τ̂
B
(
0, r2−(1−
√
(|x |−r)/|x |) |x |2
) > t0/2
)
= P0
(
τ̂B(0,1) >
(
r
2
−
(
1−√(|x | − r)/|x |) |x |
2
)−α t0
2
)
= P0
(
τ̂B(0,1) > 2α−1
(
r +√|x |(|x | − r)− |x |)−α t0) .
The function
√|x |2 − |x |r − |x | is increasing as a function of |x | on (r,∞), so
f (x) =
(
r +
√
|x |2 − |x |r − |x |
)−α 1
λ
ln
( |x |
|x | − r
)
is decreasing. Therefore since |x | ≥ r + 1 we get
Px (τB(x,r) > t0/2)
≥ P0
(
τ̂B(0,1) >
2α−1
λ
(
r +√|x |(|x | − r)− |x |)−α ln( |x ||x | − r
))
≥ P0
(
τ̂B(0,1) >
2α−1
λ
(
r +√r + 1− (r + 1)
)−α
ln(r + 1)
)
= P0
(
τ̂B(0,1) >
2α−1 ln(r + 1)
λ
(√
r + 1− 1)α
)
.
Since 2
α−1 ln(r+1)
λ
(√
r+1−1)α is decreasing for r ≥ e2/α we obtain for r ≥ M ≥ e2/α
Px (τB(x,r) > t0/2) ≥ P0
(
τ̂B(0,1) >
2α−1 ln(M + 1)
λ
(√
M + 1− 1)α
)
= c1.
Hence
Ex (τB) ≥
∫ t0/2
0
Px (τB(x,r) > t) dt ≥ t02 P
x (τB(x,r) >
t0
2
) ≥ c1
2λ
ln
( |x |
|x | − r
)
. 
Let S = {z = (z1, . . . , zd) ∈ Rd : |x | − r < zd < |x | + r}, then by (4.22)
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Ex (τB(x,r)) = ETx x (τB(Tx x,r)) ≤ ETx x (τS) = E|x |(τ(|x |−r,|x |+r)), (4.27)
where the last expectation is taken with respect to one-dimensional process X t .
Lemma 22. There exists a constant C11 such that for |x | > r + 1
Ex (τB(x,r)) ≤ C11 ln
( |x |
|x | − r
)
. (4.28)
Proof. According to (4.27) it suffices to prove (4.28) only for d = 1. We will prove more: for
x > r + 1 we have Ex (τ(x−r,∞)) ≤ C11 ln( |x ||x |−r ) for some constant C11. We assume that x > 0.
Let t0 = 1λ ln xx−r . From (2.5) we get X xt − e−λt x = X0t . Hence if X xt > x − r and t ≥ t0 we
have X0t > x − r − xe−λt and in consequence X0t > x − r − x x−rx = 0. Therefore
Px (Xs > x − r, ∀t0<s<t ) ≤ P0(Xs > 0, ∀t0<s<t ). (4.29)
Now using (4.29) we may estimate
Ex (τ(x−r,∞)) =
∫ t0
0
Px (τ(x−r,∞) > t) dt +
∫ ∞
t0
Px (τ(x−r,∞) > t) dt
≤ t0 +
∫ ∞
t0
Px (Xs > x − r, ∀t0≤s≤t ) dt
≤ t0 +
∫ ∞
t0
P0(Xs > 0, ∀t0≤s≤t ) dt = t0 + I.
It suffices to estimate the last integral I . We will use theMarkov property, Fubini–Tonelli theorem
and Lemma 17∫ ∞
t0
P0(Xs > 0, ∀t0≤s≤t ) dt =
∫ ∞
t0
E0
(
PX t0 (Xs > 0, ∀s≤t−t0) 1{X t0>0}
)
dt
= E0
(
1{X t0>0}
∫ ∞
t0
PX t0
(
τ(0,∞) > t − t0
)
dt
)
= E0
(
1{X t0>0} E
X t0
(
τ(0,∞)
))
≤ C7 E0
(
1{X t0>0} ln
(
1+ Xα/2t0
))
= C7
∫ ∞
0
ln
(
1+ zα/2
)
p(t0, 0, z) dz.
Denote β = αλ. From Fact 1 we know that p(t0, 0, z) ≤ K1
(
(t0)β
z1+α ∧ (t0)
−1/α
β
)
. Since
ln(1+ x) ≤ x we obtain
I ≤ K1C7
∫ (t0)1/αβ
0
zα/2(t0)
−1/α
β dz + K1C7
∫ ∞
(t0)
1/α
β
zα/2
(t0)β
z1+α
dz
= K1C7 11+ α/2 (t0)
(α/2+1)/α
β (t0)
−1/α
β −
2
α
K1C7(t0)β z−α/2
∣∣∣∣∞
(t0)
1/α
β
= K1C7 22+ α (t0)
1/2
β +
2
α
K1C7(t0)β(t0)
−1/2
β = K1C7
4α + 4
(2+ α)α (t0)
1/2
β .
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Hence
Ex (τ(x−r,∞)) ≤ t0 + c1(t0)1/2β ≤ t0 + c1t1/20 .
If |x | < 2r then t1/20 ≤ t0/(ln 2)1/2 and we obtain
Ex (τB) ≤ E|x |(τ(|x |−r,∞)) ≤ (1+ c1/(ln 2)1/2)t0.
If |x | > 2r by Lemma 16 we get
Ex (τB) ≤ C6 r|x | ≤ 2C6 ln
(
1+ r|x |
)
≤ 2C6 ln |x ||x | − r . 
Proof of Theorem 2. Theorem 2 follows from Lemmas 20–22. 
Now we pass to the proof of Theorem 3. We will start with the case when |x | ≤ r2 , so it
suffices to show that Ex (τB(x,r)) ≥ crα for some constant c.
Lemma 23. If |x | ≤ r2 then
Ex (τB(x,r)) ≥ E0(̂τB(0,r/4)).
Proof. Since |x | < r/2 we have r2 ≥ (1− e−λt )|x | which is equivalent to r2 − (1− e−λt ) |x |2 ≥ r4 .
Now, by (4.26), we get
Px (τB(x,r) > t) ≥ P0
(
τ̂
B
(
0, r2−(1−e−λt ) |x |2
) > t) ≥ P0(̂τB(0,r/4) > t).
By integrating from 0 to infinity we get the assertion of the lemma. 
Consequently, by (2.7) and Lemma 15 we get for |x | < r/2,
Cd,α
4α
rα ≤ Ex (τB(x,r)) ≤ 1C4 r
α. (4.30)
Lemma 24. Let M/2 < r/2 < |x | < r . There exists a constant C12 such that
Ex (τB(x,r)) ≤ C12(ln r + (r − |x |)α). (4.31)
Proof. According to (4.27) it suffices to show (4.31) only for d = 1. We may assume that x > 0.
Denote B = B(x, r) = (x − r, x + r) and I = supz∈B Ez(τB). By the strong Markov property
(we stop the process on exiting (0, x + r)) and Lemma 17 we have
I = sup
z∈B
(
Ez(τ(0,x+r))+ Ez
(
1{Xτ(0,x+r)∈(x−r,0]}E
Xτ(0,x+r) (τB)
))
≤ c1 ln(1+ (x + r)α/2)+ sup
y∈(x−r,0]
Ey(τB) sup
z∈B
Pz(Xτ(0,x+r) ∈ (x − r, 0))
≤ c2 ln r + sup
y∈(x−r,0]
Ey(τB).
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Now we stop the process on exiting (x − r, r − x) and use Lemma 15
I ≤ c2 ln r + sup
y∈(x−r,0]
(
Ey(τ(x−r,r−x))+ Ey(EXτ(x−r,r−x) (τB))
)
≤ c2 ln r + sup
y∈(x−r,0]
Ey(τ(y−2(r−x), y+2(r−x)))+ sup
y∈(x−r,0]
Ey(EXτ(x−r,r−x) (τB))
≤ c2 ln r + c3(r − x)α + sup
y∈(x−r,0]
Ey(EXτ(x−r,r−x) (τB)).
Let us note that
sup
y∈(x−r,0]
Ey(EXτ(x−r,r−x) (τB))
= sup
y∈(x−r,0]
Ey(1{Xτ(x−r,r−x)∈[r−x,r+x)}E
Xτ(x−r,r−x) (τB))
≤ sup
y∈(x−r,0]
Py(Xτ(x−r,r−x) ∈ [r − x, r + x)) sup
z∈[r−x,r+x)
Ez(τB)
≤ sup
y∈(x−r,0]
Py(Xτ(x−r,r−x) ∈ [r − x,∞)) sup
z∈B
Ez(τB).
It suffices to show that supy∈(x−r,0] Py(Xτ(x−r,r−x) ∈ [r − x,∞)) ≤ 12 . From (2.5) we know that
X yt = e−λt y + X0t .
So if y < 0 then X yt ≤ X0t . Denote λyD = inf{t ≥ 0: X yt ∈ D} the first hitting time of a domain
D by the process X yt . Hence if y < 0 then
λ
y
(−∞,x−r ] ≤ λ0(−∞,x−r ] and λy[r−x,∞) ≥ λ0[r−x,∞).
So, by symmetry of the process X0t , we obtain for y ∈ (x − r, 0]
Py
(
Xτ(x−r,r−x) ∈ [r − x,∞)
) = P (λy(−∞,x−r ] > λy[r−x,∞))
≤ P
(
λ0(−∞,x−r ] > λ
0
[r−x,∞)
)
= 1
2
.
Hence supy∈(x−r,0) Ey(E
Xτ(x−r,r−x) (τB)) ≤ 12 supz∈B Ez(τB) and we get
sup
z∈B
Ez(τB) ≤ 2c2 ln r + 2c3(r − x)α ≤ 2(c2 + c3)(ln r + (r − x)α).
Since supz∈B Ez(τB) ≥ Ex (τB)we obtain the assertion of the lemma with C12 = 2(c2+c3). 
To obtain estimates from below we use the same method as in Lemma 21.
Lemma 25. There exists a constant C13 such that for r/2 < |x | < r
Ex (τB(x,r)) ≥ C13(ln r + (r − |x |)α). (4.32)
Proof. Let t0 = ((r − |x |)α + ln r)/λ. By (4.26)
Px (τB > t0/4) ≥ P0
(
τ̂
B
(
0, r2−
(
1−e−λt0/4) |x |2 ) > t0/4
)
= P0
(
τ̂B(0,1) >
(
r
2
−
(
1− e−λt0/4
) |x |
2
)−α t0
4
)
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= P0
(
τ̂B(0,1) >
(
r
2
−
(
1− e−((r−|x |)α+ln r)/4
) |x |
2
)−α t0
4
)
.
If (r − |x |)α ≥ ln r then we have(
r − |x |
2
+ |x |
2
e−((r−|x |)α+ln r)/4
)α
≥
(
r − |x |
2
)α
≥ c1 (r − |x |)
α + ln r
4λ
,
for c1 = λ/2α−1. If (r − |x |)α < ln r then(
r − |x |
2
+ |x |
2
e−((r−|x |)α+ln r)/4
)α
≥ 1
2α
(
|x |e−(ln r+ln r)/4
)α ≥ ( |x |
2r1/2
)α
≥ r
α/2
4α
≥ c2 ln r2λ
≥ c2 (r − |x |)
α + ln r
4λ
,
for some constant c2 depending on α and λ. Hence(
r
2
−
(
1− e−((r−|x |)α+ln r)/4
) |x |
2
)−α t0
4
≤ 1
c1 ∧ c2 ,
and we get
Px (τB > t0/4) ≥ P0
(
τ̂B(0,1) >
1
c1 ∧ c2
)
= c3.
Therefore
Ex (τB(x,r)) ≥
∫ t0/4
0
Px (τB > t) dt ≥ c34λ((r − |x |)
α + ln r). 
Now Theorem 3 follows from (4.30) and Lemmas 24 and 25.
5. Comparison — with isotropic stable process and OU diffusion process
At the end, we would like to compare the results with the case of the Ornstein–Uhlenbeck
diffusion process denoted by Yt . First we will give some well known results concerning the first
exit time of Yt and Brownian motion Bt . We denote by σD and σ̂D the first exit time from D of
Yt and Bt respectively. Since the infinitesimal generator acting on the Ex (̂σD) as a function of x
gives −1 for all x ∈ D and Ex (̂σD) = 0 for x 6∈ D, we get the simple formula
Ez (̂σB(x,r)) = (r2 − |x − z|2)/d, z ∈ B(x, r). (5.33)
We may also solve equation LEx (σB(0,r)) = −1 where L = 121 − λx · ∇x to obtain the results
for Ornstein–Uhlenbeck diffusion process [9]
Ex (σB(0,r)) = 1d
(
r2 2F2
(
1, 1; d
2
+ 1, 2; λr2
)
− |x |2 2F2
(
1, 1; d
2
+ 1, 2; λ|x |2
))
.
(5.34)
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This result was also obtained in [8] by concerning the radial Ornstein–Uhlenbeck diffusion
process. We may also deduce the asymptotic behaviour of Ex (σB(0,r)) when x = 0 and r > M
(see [9])
C−114
eλr
2
rd
≤ E0(σB(0,r)) ≤ C14 e
λr2
rd
. (5.35)
On the other hand, we know from [5] that the Green function of the operator L = 121− λx · ∇x
is comparable with the Green function of Brownian motion for all bounded Lipschitz domains.
Since the expectation of the first exit time from the set D is equal to
∫
D GD(x, y)dy, we have
that for r, |x | < M
C−115 E
z(σˆB(x,r)) ≤ Ez(σB(x,r)) ≤ C15Ez(σˆB(x,r)), (5.36)
where the constant C15 depends on d , λ and M . Hence from (5.33) and (5.36) we obtain that for
r, |x | < M
1
C15d
r2 ≤ Ex (σB(x,r)) ≤ C15d r
2. (5.37)
We would like to compare the results of this work with the α-stable case. First we recall the
formula (2.7)
Ex (̂τB(0,r)) = Cd,α(r2 − |x |2)α/2.
We note that this formula holds also for α = 2, then the α-stable symmetric process becomes the
Brownian motion. Let r, |x | < M then from Theorem 1 we have
1
C1
(
rα ∧ r|x |
)
≤ Ex (τB(x,r)) ≤ C1
(
rα ∧ r|x |
)
.
If α ≥ 1 then rα ≤ Mα r|x | and we get an analog of (5.37)
1
C1Mα
rα ≤ Ex (τB(x,r)) ≤ C1rα. (5.38)
For α < 1 there is no more analogy with the diffusion case. We may take a sequence of balls
B(xn, rn) such that xn = r (1−α)/2n and rn → 0 when n → ∞. Then for rn < 1 we have
rαn ∧ rn|xn | = r
(α+1)/2
n . Hence Exn (τB(xn ,rn))/rαn → 0 while n → ∞ and (5.38) does not hold.
This indicates that in the local study of Ex (τB), X t and X̂ t differ substantially when α < 1. For
1 ≤ α ≤ 2 they have similar behaviour.
On the other hand for large r (r > M), from Theorem 3, we have
1
C3
rα ≤ E0(τB(0,r)) ≤ C3rα
for all α < 2, which gives the same asymptotics as for E0(̂τB(0,r)) but completely different one
than (5.35). Heuristically it may be explained in the following way. The influence of the drift on
the mean first exit time from B(0, r) is much smaller then the influence of the jumps of X t (see
the second proof of Lemma 9). Hence, although the process X t is attracted to 0 by the drift, it
“jumps out” from B(0, r) in the time rα . Since Ornstein–Uhlenbeck diffusion has no jumps it
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has to reach the boundary overcoming the drift and this is why Yt needs more time for exiting
B(0, r).
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