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We discuss information-theoretic concepts on infinite-dimensional quantum systems. In
particular, we lift the smooth entropy formalism as introduced by Renner and collabora-
tors for finite-dimensional systems to von Neumann algebras. For the smooth conditional
min- and max-entropy we recover similar characterizing properties and information-theoretic
operational interpretations as in the finite-dimensional case. We generalize the entropic un-
certainty relation with quantum side information of Tomamichel and Renner and discuss
applications to quantum cryptography. In particular, we prove the possibility to perform
privacy amplification and classical data compression with quantum side information modeled
by a von Neumann algebra.
I. INTRODUCTION
During the last decades many concepts and techniques have been developed to study quantum
information-theoretic tasks using physical systems described by finite-dimensional Hilbert spaces
(see, e.g, the books [1, 2]). One conceptually interesting building block is the smooth entropy
formalism as introduced by Renner and collaborators [3, 4]. In this work, we extend its scope
to more general physical systems modeled by von Neumann algebras. The general aim is the
development of a mathematical framework suited to describe quantum informational tasks with
resources like bosonic or fermionic quantum fields (see, e.g., the books [5, 6] for further discussions
on the algebraic formulation of quantum fields).
A fundamental concept in classical and quantum information theory are entropy measures.
They can be defined via an axiomatic approach [7], or operationally, in the sense that they quanti-
tatively characterize fundamental tasks in information theory [8]. If the resources are independent
and identically distributed, the relevant measures in the asymptotic limit turn out to be the von
Neumann entropy [9] and Umegaki’s relative entropy [10]. The definition of these entropies in
the setup of von Neumann algebras and the investigation of their properties are closely connected
to developments in the algebraic formulation of quantum theory. Early contributors, among oth-
ers, are Araki, Benatti, Connes, Fannes, Narnhofer, Petz, Thirring, and Uhlmann (see, e.g, the
book [11] and references therein).
In order to analyze resources of general form, Renner and collaborators developed the smooth
entropy formalism (see, e.g., [3, 4] and references therein). The fundamental entropic quantities are
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2the smooth conditional min- and max-entropy, which characterize the optimal performance of basic
information-theoretic tasks for arbitrary resources. For independent and identically distributed
resources, the conditional von Neumann entropy is recovered in the asymptotic limit of infinitely
many repetitions [12, Theorem 1].
In this paper, we extend the smooth entropy formalism to the algebraic approach of quantum
mechanics. This enables to study information-theoretic problems with infinite-dimensional quan-
tum systems, like for instance quantum fields of bosons and fermions or other continuous variable
systems (see, e.g., the review article [13] and references therein). In the special case that the von
Neumann algebra is equal to the algebra of all linear bounded operators on some separable Hilbert
space, the smooth entropy formalism has been studied in [14]. It was shown that many results
from the finite-dimensional case carry over via an inductive limit taken over all finite-dimensional
subspaces. However, the assumption of a full algebra is often too restrictive. For example, the von
Neumann algebra of a field of free bosons at finite temperature is not of this type [15].
Let us briefly summarize how the paper is organized. We start in Section IIA with a brief intro-
duction to von Neumann algebras, followed by a discussion of the relevant quantum information-
theoretic concepts (Section IIB). We then proceed in Section IIIA with the definition of the con-
ditional min- and max-entropy. In Sections IIIB and IIIC, we define and discuss the smooth con-
ditional min- and max-entropy. This is followed by a discussion of their properties (Section IIID),
as well as an extension to min- and max-relative entropy (Section IIIE). Finally, we discuss ap-
plications in quantum information theory (Section IV). This includes the operational meaning
of the conditional min- and max-entropy (Section IVA), the special case of classical quantum
systems (Section IVB), uncertainty relations for the smooth conditional min- and max-entropy
(Section IVC), as well as applications in quantum cryptography (Section IVD). We end with a
summary of our results and a presentation of some perspectives concerning applications (Section V).
II. PRELIMINARIES
Here we recall some basic concepts and mathematical tools needed to describe quantum infor-
mation theory in the framework of von Neumann algebras. For an introduction to the theory of
von Neumann algebras we refer the reader to the books [16, 17].
A. Mathematical Background
C∗-algebras. A ∗-algebra is an algebra A, which is also a vector space over C, together with
an operation ∗ called involution satisfying A∗∗ = A, (AB)∗ = B∗A∗ and (αA+βB)∗ = α¯A∗+ β¯B∗
for all A,B ∈ A and α, β ∈ C. If a ∗-algebra is equipped with a sub-multiplicative norm for which
the involution is isometric and the algebra complete, it is called a Banach ∗-algebra.
Definition 1. A C∗-algebra is a Banach ∗-algebra A with the property
‖A∗A‖ = ‖A‖2 , (1)
for all A ∈ A.
Note that the set of all linear, bounded operators on a Hilbert space H, denoted by B(H), is a
C∗-algebra with the usual operator norm (induced by the norm on H), and the adjoint operation.
Furthermore, each norm closed ∗-subalgebra of B(H) is a C∗-algebra. A representation of a C∗-
algebra A is a ∗-homomorphism π : A → B(H) on a Hilbert spaceH. A ∗-homomorphism is a linear
3map compatible with the ∗-algebraic structure, that is, π(AB) = π(A)π(B) and π(A∗) = π(A)∗.
We call a representation π faithful if it is an isometry, which is equivalent to say that it is a ∗-
isomorphism from A to π(A). A basic theorem in the theory of C∗-algebras says that each A is
isomorphic to a norm closed ∗-subalgebra of a B(H) with suitable H [16, Theorem 2.1.10]. Hence,
each C∗-algebra can be seen as a norm closed ∗-subalgebra of a B(H).
An element b ∈ A is called positive if b = a∗a for a ∈ A, and the set of all positive elements
is denoted by A+. A linear functional ω in the dual space A
∗ of A is called positive if ω(a) ≥ 0
for all a ∈ A+. The set of all positive functionals A
∗
+ defines a positive cone in A
∗ with the usual
ordering ω1 ≥ ω2 if (ω1−ω2) ∈ A
∗
+, and we say that ω1 majorizes ω2. The norm on the dual space
of A is defined as
‖ω‖ := sup
x∈A,‖x‖≤1
|ω(x)| . (2)
A positive functional ω ∈ A∗ with ‖ω‖ = 1 is called a state. A state ω is called pure if the only
positive linear functionals which are majorized by ω are given by λ · ω for 0 ≤ λ ≤ 1. If A = B(H)
we have that the pure states are exactly the functionals ωξ(x) = 〈ξ |xξ 〉, where |ξ〉 ∈ H.
Von Neumann algebras. We consider a subset of linear bounded operators T ⊂ B(H) on
a Hilbert space H. The commutant T ′ of T is defined as T ′ = {a ∈ B(H) : [a, x] = 0,∀x ∈ T },
where [a, x] := ax− xa.
Definition 2. Let H be a Hilbert space. A von Neumann algebra M acting on H is a ∗-subalgebra
M⊂ B(H) which satisfies M′′ =M.
Beside the above definition, there exist other ways to characterize a von Neumann algebra. One
rises in the bicommutant theorem [16, Lemma 2.4.11]: a ∗-subalgebra M ⊂ B(H) containing the
identity is σ-weakly closed if and only if M′′ =M. (The σ-weak topology on B(H) is the locally
convex topology induced by the semi-norms A 7→ |Tr(τA)| for trace-class operators τ ∈ B(H),
see [16, Chapter 2.4.1].) From this we can conclude that a von Neumann algebra M is also norm
closed and therefore a C∗-algebra. We note that a norm closed subalgebra is not necessarily σ-
weakly closed. Thus, a C∗-algebra on H is not always a von Neumann algebra. The definition of a
von Neumann algebra can even be stated in the category of C∗-algebras: a von Neumann algebra
M is a C∗-algebra with the property that it is the dual space of a Banach space. Due to historical
reasons this is also called a W ∗-algebra.
In the following M denotes a von Neumann algebra. A representation π of a von Neumann
algebraM is a ∗-representation on a Hilbert space H that is σ-weakly continuous. Thus, the image
π(M) is again a von Neumann algebra. We say that two von Neumann algebras are isomorphic if
there exists a faithful representation mapping one into the other.
Given two commuting von Neumann algebras M and Mˆ acting on the same Hilbert space H,
we define the von Neumann algebra generated by M and Mˆ as M ∨ Mˆ = (M ∪ Mˆ)′′, where
M∪Mˆ = span{xy ; x ∈ M , y ∈ Mˆ}. According to the bicommutant theorem [16, Lemma 2.4.11],
M∨Mˆ is just the σ-weak closure of M∪Mˆ.
Functionals on von Neumann algebras. A linear functional ω :M→ C is called normal if
for any monotone increasing net of operators xα ∈ M with least upper bound x, ω(xα) converges
to ω(x). Equivalently, it is σ-weakly continuous [18, Chapter 7, Theorem 7.1.12]. We denote the
set of linear, normal functionals on M by N (M).
We equip N (M) with the usual norm as given in (2). Then the set N (M) is a Banach space
and moreover it is the predual of M, which means that its dual space is M. The cone of positive
4elements in N (M) is denoted by N+(M). We have that ‖ω‖ = ω(1I) for all ω ∈ N+(M), where 1I
denotes the identity element in M. We call functionals ω ∈ N+(M) with ‖ω‖ ≤ 1 subnormalized
states and denote the set of all subnormalized states by S≤(M). Moreover, we say that ω ∈ S≤(M)
is a normalized state if ‖ω‖ = 1, and set
S(M) := {ω ∈ N+(M) : ‖ω‖ = 1} . (3)
For M ⊂ B(H), we have that for any ω ∈ N+(M) exists a positive trace-class operator ρ on H,
such that
ωρ(x) = Tr(ρx) = ω(x) ∀x ∈ M . (4)
If ω is normalized, such an operator ρ is called a density operator. A particular example is a vector
state ωξ(x) = 〈ξ |xξ 〉, given by some unit vector |ξ〉 ∈ H. The Gelfand-Naimark-Segal (GNS)
construction [19, 20] asserts that for every state ω there exists a Hilbert space Hω, together with
a unit vector |ξω〉 ∈ Hω and a representation πω :M→ B(H) such that ω = ωξω ◦ πω, i.e.,
ω(x) = 〈ξω|πω(x)ξω〉 ∀x ∈ M . (5)
Moreover, the vector |ξω〉 is cyclic, that is, Hω is the closure of {πω(x)|ξω〉 : x ∈M}.
Weights on von Neumann algebras. In addition to normal states, we also consider weights.
A weight ϕ on a von Neumann algebraM is a map from the positive elements inM into the positive
reals, being possibly infinite, satisfying
ϕ(x+ y) = ϕ(x) + ϕ(y) and ϕ(λx) = λϕ(x), for ∀x, y ∈ M+, λ ≥ 0 . (6)
A weight is called semi-finite if the set {x ∈ M+ : ϕ(x) <∞} is σ-weakly dense inM [17, Chapter
VII, Definition 1.1]. It is called faithful if ϕ(x) 6= 0 for any non-zero element x ∈ M+. Moreover,
a weight ϕ is called normal if, similar to the case of linear functionals, ϕ(xα) converges to ϕ(x) for
any monotone increasing net of operators xα ∈ M with least upper bound x. A prime example
of a semi-finite normal weight is the trace on B(H), with H being an infinite-dimensional Hilbert
space. Here normality of a weight is defined similar as for functionals.
B. Algebraic Quantum Theory
Systems. We associate to every physical system a von Neumann algebra, which is generated by
the physical observables. According to Davies [21], we use the most general notion of an observable
and define it as a positive operator valued measure (POVM), which consists of a measurable space
(X,Σ) with σ-algebra Σ defining the values of the possible measurement outcomes together with
a σ-additive function E : Σ→M+ such that E(X) = 1I. Henceforth, we consider only observables
with a discrete outcome range X described by a collection of positive operators {Ex}x∈X in M
satisfying
∑
xEx = 1I. A measurement is called projective or of von Neumann type if the operators
Ex are projections. The state of a physical system is represented by a functional ω ∈ S(M).
The probability distribution generated by a measurement described by the observable {Ex}x is
computed via px = ω(Ex).
Dynamics. The possible evolution of a quantum system is described by normal completely
positive unital maps E : MB →MA. These are called quantum channels. This corresponds to a
description in the Heisenberg picture (see [22] for proper definitions). The corresponding pre-dual
5map E∗ in the Schro¨dinger picture is defined via the relation E∗(ω)(a) = ω(E(a)) for all a ∈ MB
and is also completely positive. It maps S(MA) into S(MB). Note that if we consider all linear
bounded operators on a Hilbert space H, a state ω is usually associated with a density matrix ρ
via ω(·) = Tr[·ρ]. In this case the unitality of E translates to Tr[E∗(ρ)] = Tr[ρ] and is referred to
as trace preserving. However, a von Neumann algebra does not always admit a trace, and this
property translates to norm conservation on N+(M).
Multipartite systems. A multipartite system is a composite of different physical subsystems
A,B, . . . , Z associated with mutually commuting von Neumann algebrasMA,MB , . . . ,MZ acting
on the same Hilbert space H. (If they act on different Hilbert spaces, we just consider their action
on the tensor product of the Hilbert spaces.) The corresponding von Neumann algebra of the
multipartite system is given by
MAB...Z :=MA ∨MB ∨ . . . ∨MZ , (7)
where MA ∨MB denotes the von Neumann algebra generated by MA and MB . The considered
subsystems are always labeled by subscripts. For example, a state on MABC is denoted by ωABC
while ωAB is the restriction of ωABC onto MAB . We remark that this characterization handles
both bosonic and fermionic theories, since the von Neumann algebras correspond to observable
quantities, which always commute if space-like separated (see [5, Chapter III.1] for a discussion).
Purifications. An important concept in quantum information theory is purification, which is
essentially the completion of a system by adding a complementary system. The idea of purification
is to choose an extension ω of a state ωA such that ω is a pure state. The name is justified by the
property that no further extension of the system shows any correlation with the purification ω [17,
Section IV, Lemma 4.11]: if ω˜ ∈ S(M˜) with M⊂ M˜ and ω˜ restricted to M is a pure state ω on
M, then it follows that ω˜(xy) = ω˜(x)ω˜(y) for all x ∈ M and y ∈ M′ ∩ M˜, where M′ denotes the
commutant of M.
Definition 3. Let ω ∈ S≤(M). A purification of ω is a triple (π,H, |ξ〉), where π is a represen-
tation of M on a Hilbert space H and ξ ∈ H such that ω(x) = 〈ξ |π(x)ξ 〉 for all x ∈ M. We call
π(M) the relevant and π(M)′ the complementary system of the purification (π,H, |ξ〉).
The GNS construction as reviewed in Section IIA can be rephrased as every state admits
a purification. We say for short that ωA′B is a purification of ωA ∈ S≤(MA) if there exists a
purification (π,H, |ξ〉) of ωA such that MA′ = π(MA), MB = π(MA)
′ and ωA′B(x) = 〈ξ |xξ 〉
for all x ∈ MA′B . Note that we use a less restrictive notion of purification compared to the one
of Woronowicz [23], which only applies to factor states. This has the consequence that the state
ωA′B is in general not a pure state for MA′B . For any von Neumann algebra M, there exists a
representation π on a Hilbert space H, such that every state on M has a purification in H. We
call such a representation a standard form of M [17, Chapter IX.1].
Full algebras. Special systems of interest are full algebras of all linear bounded operators on
a separable Hilbert space: MA = B(HA). This von Neumann algebra possesses a tracial weight
τA (a weight satisfying τ(x
∗x) = τ(xx∗) ∀x ∈ M), which is unique if we require that it takes the
value one on minimal projections. We denote this weight by τA, which can be identified with the
usual trace on HA.
Moreover, we are interested in multipartite systems where only the first system is a full algebra
MA = B(HA). If MB is another von Neumann algebra, we construct the von Neumann tensor
product ofMA withMB , denoted byMA⊗MB . ForMB ⊂ B(HB), the tensor productMA⊗MB
6is the von Neumann algebra generated by the *-subalgebra MA ⊗alg MB ⊂ B(HA ⊗ HB) with
⊗alg the algebraic tensor product. We briefly recall a few properties for MA ⊗MB , a detailed
discussion can be found in [17, Chapter IV.5]. If M′A and M
′
B are the commutants, then we
have (MA ⊗MB)
′ = M′A ⊗M
′
B. For σ ∈ S(MB) there exists a normal conditional expectation
σˆ :MA ⊗MB →MA such that for any χ ∈ S(MA) we have χ(σˆ(a⊗ b)) = χ(a)σ(b) [17, Chapter
IV.5 & Chapter IX, Theorem 4.2]. This ensures the existence of the product state χ⊗σ. Likewise,
we denote by ϕ⊗ σ the normal semi-finite weight given by ϕ ◦ σˆ.
Finally, ifMA andMB are two commuting subalgebras in some B(H) andMA is a full algebra
(on some Hilbert space), then we can decompose the Hilbert space H = H1 ⊗H2, with H1 ≃ HA
and B(H1⊗H2) ⊃MA ∨MB ≃ B(H1)⊗MB . That is, for subsystems described by full algebras,
commuting and tensor product representations agree.
Finite-dimensional systems. Every finite-dimensional von Neumann algebra is equal to a
direct sum of full algebras of linear bounded operators on a finite-dimensional Hilbert space. In the
following we will treat every finite-dimensional system as a full algebra of linear bounded operators
on a finite-dimensional Hilbert space: M = B(Cn).
III. MIN- AND MAX-ENTROPY
Here we discuss the conditional min- and max-entropy (Section IIIA), the corresponding
smoothed versions (Sections IIIB – IIID), as well as the min- and max-relative entropy (Sec-
tion IIIE).
A. Conditional Min- and Max-Entropy
In order to define the conditional entropy of A given the side information B, we need a trace
on the A-system. For this reason we restrict ourselves in this section to von Neumann algebras of
the form MAB = B(HA) ⊗MB (see Section IIB for a discussion about such systems). We note
that the B-system is fully general.
Definition 4. Let MAB = B(HA)⊗MB and ωAB ∈ S≤(MAB). The conditional min-entropy is
defined as
Hmin(A|B)ω := − log inf
σB∈N+(MB)
{
σB(1IB) : τA ⊗ σB − ωAB ≥ 0
}
, (8)
where τA denotes the trace on B(HA).
In order to define the conditional max-entropy, we have to make a few comments on the setup.
Let π : MA ⊗MB → B(H) be a representation of the von Neumann algebra MA ⊗MB on a
Hilbert space H. Since MA is a full algebra, we can decompose the Hilbert space H = H1 ⊗H2,
such that π(MA) = B(H1)⊗ 1IH2 with HA ≃ H1. Here π(MA) denotes the von Neumann algebra
generated by elements π(x⊗ 1I), x ∈ MA. By the properties of the von Neumann tensor product,
we have that the purifying system is MC := π(MA ⊗MB)
′ = π(MA)
′ ⊗ π(MB)
′ = 1I⊗ π(MB)
′.
Any vector |ξ〉 ∈ H induces a state on any von Neumann subalgebra of B(H), and hence also
on the von Neumann algebra MAC := π(MA) ⊗ π(MB)
′ = B(HA) ⊗ π(MB)
′. We denote the
corresponding state by ξAC .
For the definition of the conditional max-entropy, we are interested in such a state if |ξ〉 is a
purification of a state ωAB on MA ⊗MB . Especially, we will define the conditional max-entropy
7as the conditional min-entropy of the state ξAC of the system A given the system C. For this to
make sense, we first have to show that the definition is independent of the choice of purification.
Lemma 1. Let MAB = B(HA) ⊗MB, ωAB ∈ S≤(MAB), and (πi,Ki, |ξi〉) with i = 1, 2 be two
purifications of ωAB with πi(MA ⊗ 1IB) ≃MAi and complementary systems MCi . Then, we have
Hmin(A1|C1)ω1 = Hmin(A2|C2)ω2 , (9)
where ωiAiCi are the restricted states corresponding to |ξi〉.
Proof. The conceptual idea for the proof is from [24, Lemma 13]. It is straightforward to see
that there exists a partial isometry V : K1 → K2 with |ξ2〉 = V |ξ1〉 and V π1(a) = π2(a)V for all
a ∈ MAB . It follows for all x ∈ MA2 ⊗MC2 = B(H1)⊗ π2(MB)
′ that
ω2A2C2(x) = 〈ξ2 |xξ2 〉 = 〈ξ1 |V
∗xV ξ1 〉 = ω
1
A1C1(V
∗xV ) , (10)
where we used in the last equality that V ∗xV ∈ MA1 ⊗MC1 . This follows from the fact that
(MAi ⊗MCi)
′ = 1I⊗ πi(MB)
′′ = πi(MB) and that for all y ∈ MB
V ∗xV π1(y) = V
∗xπ2(y)V = V
∗π2(y)xV = π1(y)V
∗xV . (11)
From (10) we get that ω1A1C1 ≤ τA1⊗σC1 implies ω
2
A2C2
≤ V ∗(τA1⊗σC1)V with V
∗(τA1⊗σC1)V (x) =
τA1 ⊗ σC1(V
∗xV ). Note that MC2 is mapped by V into MC1 , that is, for any c ∈ MC2 we find
that V ∗cV lies in MC1 . This follows from
〈φ |V ∗(1IA2 ⊗ c)V π1(x)ψ 〉 = 〈φ |V
∗(1IA2 ⊗ c)π2(x)V ψ 〉 = 〈φ |V
∗π2(x)(1IA2 ⊗ c)V ψ 〉 (12)
= 〈φ |π1(x)V
∗(1IA2 ⊗ c)V ψ 〉 (13)
for any x ∈ MAB and φ,ψ ∈ K2. This then implies that for x ∈ MA,
τA1 ⊗ σC1(V
∗(π2(x)⊗ c)V ) = τA1(π1(x))σC1(V
∗(1I⊗ c)V ) (14)
factorizes and can therefore be written in the form τA2⊗σC2 , where σC2(c) = σC1(V
∗1I⊗ cV ). This
follows since the tensor product weight is uniquely determined by its value on elementary tensors.
With σC2(1I) ≤ σC1(1I) we can conclude that Hmin(A1|C1)ω1 ≤ Hmin(A2|C2)ω2 . Since the argument
is symmetric, we get equality.
With this result at hand, we can use the definition of a purification on von Neumann algebras
(Definition 3) to define the conditional max-entropy as the dual quantity of the conditional min-
entropy [25, Definition 2].
Definition 5. Let MAB = B(HA)⊗MB and ωAB ∈ S≤(MAB). The conditional max-entropy is
defined as
Hmax(A|B)ω := −Hmin
(
A′|C
)
ω
, (15)
with ωA′B′C an arbitrary purification (π,K, |ξ〉) of ωAB withMA′B′ = π(MAB) the relevant system,
and MC = π(MA′B′)
′ the complementary system.
8B. Purified Distance
The smooth conditional min- and max-entropy emerge from their non-smooth counterparts by
a maximization and minimization, respectively, over states close with respect to a suitable distance
measure. The choice of the distance measure influences the properties of the smooth entropies
crucially. Here we extend the so-called purified distance [24] to the setting of von Neumann
algebras.
Following [26], the fidelity between ω, σ ∈ S(M) is defined as
FM(ω, σ) := sup
π
| 〈ξπω |ξ
π
σ 〉|
2 , (16)
where the supremum runs over all representations π ofM for which purifications |ξπω〉 and |ξ
π
σ 〉 of ω
and σ exist. We suppress the subscript M if clear from the context and simply write FM(|ξω〉, σ)
instead of FM(ω, σ) if |ξω〉 is a purification of ω. Various properties are known for the fidelity [26–
28]. Among them is the monotonicity under quantum channels E ,
F (ω, σ) ≤ F (E∗(ω), E∗(σ)) , (17)
and moreover that FM(ω, σ) ≤ FN (ω, σ) for von Neumann algebras N ⊂M. Furthermore, we can
fix a particular representation π on H in which ω, σ admit vector states |ξω〉, |ξσ〉 ∈ H, and get
F (ω, σ) = sup
U∈π(M)′
| 〈ξω |Uξσ 〉|
2 , (18)
where the supremum is taken over all elements U in π(M)′ with ‖U‖ ≤ 1 [28].
Following work for finite-dimensional spaces [24, Definition 2], we generalize the fidelity to sets
of subnormalized states. We first introduce the concept of a projective embedding. Let M and
N be von Neumann algebras. We say that N admits a projective embedding of M, denoted
by MyN , if there exists a projector p ∈ N such that pNp is isomorphic to M. (Note that if
M⊂ B(H) and V : H → H′ is an isometry, it follows thatMyB(H′) with the projector p = V V ∗.)
This is equivalent to the existence of a projector p in N and a faithful representation π of M into
N such that π(M) = (1I − p) ⊕ pNp. Given ω ∈ S≤(M) and MyN with M ∼= pNp, there
exists an extended state ω¯ ∈ S(N ) such that ω¯(pxp) = ω(x) for x ∈ N , where we identified M
and pNp. (Choose for instance ω¯(x) = ω(pxp) + σ((1I − p)x(1I − p)) with σ ∈ S≤(N ) such that
σ(1I − p) = 1 − ω(p).) Hence, we can interpret subnormalized states as post-measurement states
conditioned on certain outcomes.
Definition 6. Let ω, σ ∈ S≤(M). The generalized fidelity between σ and ω is defined as
FM(ω, σ) := sup
MyN
sup
ω¯,σ¯∈S(N )
FN (σ¯, ω¯) , (19)
where the second supremum is taken over all extended normalized states on N such that ω¯(p · p)
on pNp ∼=M corresponds to ω, and similarly for σ¯.
Due to MyM⊕ C, the generalized fidelity can be simplified.
Lemma 2. Let ω, σ ∈ S≤(M). Then, we have
FM(ω, σ) = FMˆ(ωˆ, σˆ) =
(√
FM(ω, σ) +
√
(1− ω(1I))
√
(1− σ(1I))
)2
, (20)
where Mˆ =M⊕ C, ωˆ = ω ⊕ (1− ω(1I)), and σˆ = σ ⊕ (1− σ(1I)).
9Proof. Let N be such that MyN with p the projector such that M ∼= pNp. Furthermore, let
ω¯, σ¯ be extensions of ω, σ on N satisfying the required properties. We have that FN (ω¯, σ¯) =
sup | 〈ξπω¯ |ξ
π
σ¯ 〉|
2, where the supremum runs over representations of N . Note that all such represen-
tations π are also representations of M, that ξπω = π(p)ξ
π
ω¯ is a purification of ω, and that the same
also holds for ξπσ = π(p)ξ
π
σ¯ . We can use the Cauchy-Schwarz inequality to compute
| 〈ξπω¯ |ξ
π
σ¯ 〉| = | 〈ξ
π
ω |ξ
π
σ 〉|+ | 〈(1I− p)ξ
π
ω¯ |(1I− p)ξ
π
σ¯ 〉 ≤ | 〈ξ
π
ω |ξ
π
σ 〉|+
√
(1− ω(1I))(1 − σ(1I)) . (21)
Since this holds for all π, we have that
FN (ω¯, σ¯) ≤
(√
FM(ω, σ) +
√
(1− ω(1I))
√
(1− σ(1I))
)2
(22)
for all N such that MyN and all suitable ω¯, σ¯ on N . Hence, we get
FM(ω, σ) ≤
(√
FM(ω, σ) +
√
(1− ω(1I))
√
(1− σ(1I))
)2
. (23)
Finally it is easy to check that the specific choice Mˆ together with ωˆ and σˆ achieves equality.
The purified distance is then defined in the same way as for finite-dimensional spaces [24,
Definition 4].
Definition 7. Let ω, σ ∈ S≤(M). The purified distance between ρ and σ is defined as
PM(ω, σ) :=
√
1−FM(ω, σ) . (24)
The name purified distance comes from the finite-dimensional case, where the purified distance
between two states corresponds to the minimal l1-distance between purifications of these states. It
is straightforward to see that the same result also holds in the von Neumann case, namely,
PM(ω, σ) =
1
2
inf
π
‖|ξπω〉〈ξ
π
ω | − |ξ
π
σ 〉〈ξ
π
σ |‖1 , (25)
where the infimum runs over all representations ofM in which ω and σ have a vector representation
denoted by |ξπω〉 and |ξ
π
σ 〉, respectively.
As for the fidelity, we often omit the indication of the von Neumann algebra and moreover write
PM(ω, σ) = PM(|ξ〉, σ) if |ξ〉 is a purification of ω. A detailed discussion of the properties of the
purified distance can be found in [24]. (Although this discussion is restricted to systems described
by finite-dimensional spaces, many of the properties follow in the same way for general systems.)
It is for instance easy to see that the purified distance defines a metric on S≤(M) that is equivalent
to the norm distance on N (M),
√
‖ω − σ‖+ |ω(1I)− σ(1I)| ≥ PM(σ, ω) ≥
1
2
(
‖ω − σ‖+ |ω(1I)− σ(1I)|
)
. (26)
Furthermore, the purified distance is monotone under completely positive contractions.
C. Smooth Conditional Min- and Max-Entropy
As in Section IIIA, we restrict ourselves to von Neumann algebras of the formMAB = B(HA)⊗
MB . The smooth entropies are defined using an ǫ-ball with respect to the purified distance,
BǫM(ω) :=
{
σ ∈ S≤(M) : PM(ω, σ) ≤ ǫ
}
. (27)
The set BǫM(ω) is referred to as the smoothing set and ǫ is called the smoothing parameter.
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Definition 8. Let MAB = B(HA)⊗MB, ωAB ∈ S≤(MAB), and ǫ ≥ 0. The ǫ-smooth conditional
min-entropy is defined as
Hǫmin(A|B)ω := sup
σAB∈BǫM(ωAB)
Hmin(A|B)σ . (28)
Since the purified distance defines a metric on S≤(MAB), we retrieve the conditional min-
entropy for ǫ = 0. In order to define the smooth conditional max-entropy as the dual quantity of
the smooth conditional min-entropy, we again have to make sure that everything is independent of
the choice of the purification.
Lemma 3. Let MAB = B(HA) ⊗ MB, ωAB ∈ S≤(MAB), and (πi,Ki, |ξi〉) for i = 1, 2 two
purifications of ωAB with MAi = πi(MA) and complementary systems MCi , and ǫ ≥ 0. Then, we
have
Hǫmin(A1|C1)ω1 = H
ǫ
min(A2|C2)ω2 , (29)
where ωiAiCi are the restricted states corresponding to |ξi〉.
Proof. We observe that due to the symmetry of (29) it is enough to show inequality in one direction.
It is straightforward to see that there exists a partial isometry V : K1 → K2 with |ξ2〉 = V |ξ1〉 and
V π1(a) = π2(a)V for all a ∈ MAB . Furthermore, it follows from the proof of Lemma 1 that for
all σA1C1 ∈ S≤(MA1C1) the subnormalized state V
∗σA1C1V (x) = σA1C1(V
∗xV ) onMA2C2 satisfies
Hmin(A1|C1)σ ≤ Hmin(A2|C2)V ∗σV and V
∗ω1A1C1V = ω
2
A2C2
. We have
Hǫmin(A1|C1)ω1 = sup
σA1C1∈B
ǫ(ω1
A1C1
)
Hmin(A1|C1)ω ≤ sup
σA1C1∈B
ǫ(ω1
A1C1
)
Hmin(A2|C2)V ∗σV , (30)
and we are left to prove V ∗σA1C1V ∈ B
ǫ(ω2A2C2) for all σA1C1 ∈ B
ǫ(ω1A1C1). This is equivalent to
F(ωA1C1 , σA1C1) ≤ F(V
∗ωA1C1V, V
∗σA1C1V ) . (31)
Let p = V V ∗ be the projector onto the image of V . Note that
V ∗ωA1C1V (p) = V
∗ωA1C1V (1I) and V
∗σA1C1V (p) = V
∗σA1C1V (1I) (32)
holds by construction. Since pMA2C2p is a von Neumann algebra and using Definition 6, we find
that
FMA2C2 (V
∗ωA1C1V, V
∗σA1C1V ) = FpMA2C2p(V
∗ωA1C1V, V
∗σA1C1V ) (33)
= sup
pMA2C2p yNˆ
sup
ω¯,σ¯
FN (ω¯, σ¯) (34)
≥ FMˆA1C1
(ωˆ1A1C1 , σˆA1C1) (35)
= FMA1C1 (ω
1
A1C1 , σA1C1) , (36)
where MˆA1C1 , ωˆ
1
A1C1
, σˆA1C1 are as in Lemma 2, the inequality follows from pMA2C2pyMˆA1C1 via
the isometry V ⊕ 1, and ωˆ1A1C1 , σˆA1C1 are extensions of V
∗ωA1C1V, V
∗σA1C1V in accordance with
(19).
We are now ready to define the smooth conditional max-entropy.
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Definition 9. Let MAB = B(HA)⊗MB, ωAB ∈ S≤(MAB), and ε ≥ 0. The ǫ-smooth conditional
max-entropy is defined as
Hǫmax(A|B)ω := −H
ǫ
min
(
A′|C
)
ω
, (37)
with ωA′B′C an arbitrary purification (π,K, |ξ〉) of ωAB withMA′B′ = π(MAB) the relevant system,
and MC = π(MA′B′)
′ the complementary system.
Lemma 3 ensures that the definition of the smooth conditional max-entropy is independent of
the purification. Another possible definition of the smooth conditional max-entropy would have
been to smooth the conditional max-entropy (in analogy to the definition of the smooth conditional
min-entropy). However, as for finite-dimensional spaces, the two approaches are equivalent [24,
Lemma 16]. In order to show this, we first need the following lemma.
Lemma 4. Let M ⊂ B(H), |ξ〉 ∈ H be a vector inducing a state ω on M, and σ ∈ S(M) with
PM(ω, σ) < ∞. Then, there exists a vector |γ〉 ∈ H such that 〈γ |xγ 〉 ≤ σ(x) ∀x ∈ M+, and
moreover
PM(ω, σ) = PB(H)(|ξ〉, |γ〉) . (38)
Proof. Let π,K be a tuple of a Hilbert space K and a representation of M on K such that there
exists purifying vectors |ξ˜〉 ∈ K for ω as well as |χ〉 ∈ K for σ. This can for example be achieved by
a GNS construction with respect to the positive functional ω + σ (since we both have ω ≤ ω + σ
as well as σ ≤ ω + σ). It follows that there exists a partial isometry V : H → K with V |ξ〉 = |ξ˜〉
satisfying π(x)V = V x, x ∈ M. We then set |γ〉 = V ∗U |χ〉, where U ∈ π(M)′ with ‖U‖ ≤ 1 is
taken such that F (σ, ω) = 〈χ |U∗V ξ 〉. We find for any x ∈ M+ that
〈γ |x γ 〉 = 〈χ |U∗V xV ∗Uχ 〉 = 〈χ |π(x)1/2U∗V V ∗Uπ(x)1/2χ 〉 ≤ 〈χ |π(x)χ 〉 = σ(x) , (39)
as well as PM(ω, σ) = PB(H)(|ξ〉, |γ〉).
We can now show that the smooth conditional max-entropy can be written as an optimization
over conditional max-entropies.
Proposition 5. Let MAB = B(HA)⊗MB, ωAB ∈ S≤(MAB), and ǫ ≥ 0. Then, we have
Hǫmax(A|B)ω = inf
σAB∈Bǫ(ωAB)
Hmax(A|B)σ . (40)
Proof. Let (π,K, |ξ〉) be an arbitrary purification of ωAB with complementary system MC =
π(MAB)
′. Because of the independence of the smooth conditional min-entropy of a particular
purification (Lemma 3), we can assume that π together with K is a standard form of M. Thus,
each state in MAB admits a purification in K. According to the definition of the smooth entropies
we have to show
sup
σAB∈BǫM(ωAB)
Hmin(A|C)|ξσ〉 = sup
ηAC∈Bǫ(ωAC)
Hmin(A|C)η , (41)
where |ξσ〉 ∈ K is a purification of σAB. Since we know that the conditional min-entropy does not
depend on the particular choice of the purification |ξσ〉 (Lemma 1), we can choose |ξσ〉 such that
FMAB (ωAB , σAB) = FB(H)(|ξ〉, |ξσ〉), and thus
PMAB (ωAB , σAB) = PB(H)(|ξ〉, |ξσ〉) ≥ PMAC (|ξ〉, |ξσ〉) , (42)
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from which ≤ in (41) follows.
For the other direction, let (π,H, |ξ〉) be a purification of ωAC , and for any element ηAC ∈
Bǫ(ωAC) let |γ(ηAC)〉 ∈ H be the vector obtained from applying Lemma 4 to ηAC , which in turn
induces a subnormalized state γAC(ηAC) on MAC . Since γAC ≤ σAC , it follows that
sup
ηAC∈Bǫ(ωAC)
Hmin(A|C)η ≤ sup
γAC(ηAC ) : ηAC∈Bǫ(ωAC)
Hmin(A|C)γAC . (43)
But γAC originates from a vector |γ〉 such that PB(H)(|ξ〉, |γ〉) ≤ ε and hence we find
sup
ηAC∈Bǫ(ωAC)
Hmin(A|C)η ≤ sup
|γ〉∈H :PB(H)(|ξ〉,|γ〉)≤ε
Hmin(A|C)|γ〉 (44)
≤ sup
|γ〉∈H :PMAB (ξAB ,γAB)≤ε
Hmin(A|C)|γ〉 , (45)
where the last step follows from the fact that the purified distance is monotone. The assertion
follows since ξAB = ωAB.
D. Properties of Smooth Entropies
Data Processing. The principle that local operations on the quantum side information B can
never increase the knowledge about the A-system is expressed by the data-processing inequality.
Proposition 6. Let ωAB ∈ S≤(B(HA)⊗MB), E :MC →MB be a quantum channel, and ǫ ≥ 0.
Then, we have
Hǫmin(A|B)ω ≤ H
ǫ
min(A|C)IA⊗E∗(ω) as well as H
ǫ
max(A|B)ω ≤ H
ǫ
max(A|C)IA⊗E∗(ω) , (46)
where IA : MA →MA denotes the identity map. Moreover, we have that access to partial infor-
mation can only increase the entropies, that is,
MC ⊂MB ⇒ H
ǫ
min(A|B)ω ≤ H
ǫ
min(A|C)ω and H
ǫ
max(A|B)ω ≤ H
ǫ
max(A|C)ω . (47)
The proof of the first statement is obtained by adapting the one for systems described by finite-
dimensional spaces [24, Theorem 18]. The second statement is obtained from the fact that by
restricting the state to a subalgebra, the ordering relation in the definition of the min-entropy (4)
is only tested on fewer positive elements such that the infimum in (4) is taken over a larger set of
states. This then leads to a larger min-entropy and thus, to a larger smooth min-entropy.
Bounds. Here we would like to study when the smooth conditional min- and max-entropy are
finite.
Proposition 7. Let MAB = B(HA)⊗MB and ωAB ∈ S(MAB). Then, we have
Hmin(A|B)ω <∞ and Hmax(A|B)ω > −∞ . (48)
Proof. The first inequality follows from the data processing inequality (Proposition 6) and the
corresponding statement for the unconditional min-entropy (which we will show in Proposition 11
for a more general setup). The second inequality follows from the duality of the conditional min-
and max-entropy (Definition 5) and the first inequality.
Note that the conditional min-entropy can become minus infinity and the conditional max-
entropy can become plus infinity [14, Lemma 1]. However, the smooth conditional min- and
max-entropy with smoothing parameter ǫ > 0 are always finite.
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Proposition 8. Let MAB = B(H)⊗MB, ωAB ∈ S(MAB), and ε > 0. Then, we have
−∞ < Hǫmin(A|B)ω <∞ and −∞ < H
ǫ
max(A|B)ω <∞ . (49)
Proof. The inequalities Hǫmin(A|B)ω < ∞ and H
ǫ
max(A|B)ω > −∞ follow by the corresponding
statements for the non-smooth entropies (Proposition 7). The other two inequalities follow from
applying [14, Lemma 2] together with the data processing inequality (Proposition 6). Namely,
let (π,H, |ξ〉) be a purification of ω. Since MA is a full algebra, we can find a decomposition
H = H1⊗H2, H1 ≃ HA andMAB = B(HA)⊗π(MB) ⊂ B(HA⊗H2). The vector |ξ〉 then induces
a normal state on B(HA) ⊗ B(H2) and we can apply [14, Lemma 2], followed by the restriction
onto the subalgebra π(MB) ⊂ B(H2).
E. Min- and Max-Relative Entropy
Instead of conditional entropies we can also define a min- and max-version of relative entropy
(as noticed in [29, Definition 1] for finite-dimensional spaces). This will also allow us to define the
(unconditional) min- and max-entropy on von Neumann algebras.
Definition 10. Let ω, σ ∈ N+(M). The max-relative entropy of ω with respect to σ is defined as
Dmax(ω||σ) := inf{µ ∈ R : ω ≤ 2
µ · σ} , (50)
where the infimum of the empty set is defined to be ∞. The min-relative entropy of ω with respect
to σ is defined as
Dmin(ω||σ) := − logF (ω, σ) . (51)
We have the following ordering relation.
Proposition 9. Let ω ∈ S(M) and σ ∈ N+(M). Then, we have
Dmin(ω||σ) ≤ Dmax(ω||σ) . (52)
Proof. If there exists no finite constant c such that ω ≤ c · σ, then Dmax(ω||σ) = ∞, and there is
nothing to prove. So let us suppose the opposite, and let (π,K, |ξ〉) be a tuple of a Hilbert space
and a representation on it such that there exists purifying vectors |ξ〉 ∈ K for ω as well as |χ〉 ∈ K
for σ. Let µ ∈ R such that ω ≤ 2µ · σ. By the non-commutative Radon-Nikodym theorem [17,
Chapter VII.2] there exists an element hω ∈ π(M)
′ such that hω|χ〉 = |ξ〉 as well as ‖hω‖
2 ≤ 2µ.
Using the property (18) of the fidelity, we find
2µ · F (ω, σ) ≥ 2µ
∣∣∣ 〈ξ |(2−µ/2hω)χ 〉∣∣∣2 = 〈ξ |ξ 〉 = 1 . (53)
Taking logarithms proves the assertion.
The following proposition shows that the min- and max-relative entropy are monotone under
quantum channels. The proof of the first statement follows by definition, the proof of the second
follows from the monotonicity of the fidelity (17).
Proposition 10. Let ω, σ ∈ S(M). Then, we have for any quantum channel E,
Dmax(ω||σ) ≥ Dmax(E∗(ω)||E∗(σ)) and Dmin(ω||σ) ≥ Dmin(E∗(ω)||E∗(σ)) . (54)
14
Min- and Max-Entropy. In the case where the system is given by a full algebra B(H), the
unconditional min- and max-entropy are simply obtained from Definition 4 and Definition 5 (see
also Proposition 15) with trivial quantum side information. The extension to arbitrary systems
can be done similarly as for the von Neumann entropy [11, Chapter II.6].
Definition 11. Let ωA ∈ S(MA). The min-entropy is defined as
Hmin(A)ω := − sup
{
Dmax(σAX‖ωA ⊗ τX)|σAX ∈ S(MA ⊗ ℓ
∞
X ), σA = ωA
}
, (55)
where τX(·) denotes the trace on the classical system ℓ
∞
X . The max-entropy is defined as
Hmax(A)ω := − inf
{
Dmin(σAX‖ωA ⊗ τX)|σAX ∈ S(MA ⊗ ℓ
∞
X ), σA = ωA
}
. (56)
Proposition 11. Let ωA ∈ S(MA). Then, we have
0 ≤ Hmin(A)ω <∞ and Hmin(A)ω ≤ Hmax(A)ω . (57)
Proof. The first assertion can be deduced directly from the definition of the min-entropy (Def-
inition 11). The second assertion follows by the ordering of the min- and max-relative entropy
(Proposition 9).
Finally, we could also define smoothed versions in the same manner as for the conditional min-
and max-entropy.
IV. APPLICATIONS TO QUANTUM INFORMATION THEORY
In the following we restrict ourselves to von Neumann algebras of the formMAB = B(C
n)⊗MB ,
that is, the A-system is finite-dimensional (see Section IIB for a discussion about such systems).
We note that the B-system is fully general. This setup is well suited for applications in quantum
information theory and in particular in quantum cryptography. (We do not want to make any
assumptions about the adversarial system B, but our resource, the A-system, is finite.)
A. Operational Interpretation of Conditional Min- and Max-Entropy
Optimal entanglement fidelity. The following proposition generalizes the operational mean-
ing of the conditional min-entropy [25, Theorem 2]. (The difference of a square in comparison to [25,
Theorem 2] is due to the different definition of the fidelity.)
Proposition 12. Let MAB = B(C
n)⊗MB, ωAB ∈ S(MAB), and let |Φ
n
AA′〉 :=
∑n
i=1 |φi〉 ⊗ |ψi〉,
where {|φi〉} and {|ψi〉} are orthonormal bases of C
n. Then, we have
2−Hmin(A|B)ω = sup
E
F ((IA ⊗ E∗)(ωAB), |Φ
n
AA′〉) , (58)
where the supremum is taken over all quantum channels E : B(Cn)→MB.
The idea of the proof is that Hmin(A|B)ω can be written as the solution of an optimization
problem over a subcone of N+(MAB) for which the theory of ordered vector spaces [30] applies.
For ωAB = (ω
ij
B ) ∈ S≤(MAB), we write
2−Hmin(A|B)ω = inf{σB(1I) : τA ⊗ σB ≥ ωAB, σB ∈ N
+(MB)} (59)
= inf{f1I(σAB) : σAB ≥ ωAB, σAB ∈ E} , (60)
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where f1I(ηAB) =
1
nηAB(1I) for ηAB ∈ N (MAB), and E := {τA ⊗ ηB : ηB ∈ N
h(MB)} with
N h(MB) the set of hermitian functionals on MB . We have that E is a subspace of N
h(MAB)
and f1I defines a positive functional on N
h(MAB). The basic ingredient is the following extension
result for positive functionals in ordered vector spaces.
Lemma 13. [30, Lemma 2.13] Let V be an ordered real vector space with a full cone V +, E ⊂ V
a subspace which majorizes V +, w ∈ V \E, and f : E → R a positive functional on E. Then, f
admits a positive extension f˜ on V such that
f˜(w) = uf (w) := inf{f(v) : v ≥ w, v ∈ E} . (61)
Moreover, it holds for all positive functionals g on V with g|E = f , that g(w) ≤ uf (w).
If we take V = N h(MAB) with the cone of all positive functionals V
+ = N+(MAB) and E
as defined above, then E majorizes V +. According to the definition of the predual, the set of
all positive functionals on V are given by the positive operators in MAB . Hence, by applying
Lemma 13 with f = f1I, we find the following corollary.
Corollary 14. Let MAB = B(C
n)⊗MB and ωAB = (ω
ij
B) ∈ S≤(MAB). Then, we have that
2−Hmin(A|B)ω = sup


∑
ij
ωijB (Mij) : (Mij) ∈ (B(C
n)⊗MB)+,
∑
i
Mii = 1I

 . (62)
Proof. The linear functional given by (Mij) restricted to E has to be f1I, and thus we have (τA ⊗
σB)((Mij)) =
∑
i σB(Mii) = 1 for all σB ∈ S(MB). Since (N (MB))
∗ =MB this implies
∑
iMii =
1I, and the assertion follows.
The operational form of the conditional min-entropy (Proposition 12) follows from Corollary 14
by the identification of completely positive maps E : B(Cn) → MB with positive elements M
of MAB. Given M = (Mij) ∈ (B(C
n) ⊗ MB)+ with
∑
iMii = 1I, we define the map E via
E∗(σ) = (σ(Mij)
ij) for σ ∈ N (MB). E is unital because of
∑
iMii = 1I. The states are with respect
to the fixed basis in B(Cn) given by {|ψi〉}, such that for A =
∑
ij aij|ψi〉〈ψi|, (σ(Mij)
ij)(A) =∑
ij aijσ(Mij). It is straightforward to check that E is a quantum channel and satisfies
F
(
(IA ⊗ E∗)(ωAB), |ΦAA′〉
)
=
∑
ij
ωijB (Mij) . (63)
The converse is obtained by setting for an arbitrary quantum channel E , MEij = E(|ψi〉〈ψj |). It fol-
lows directly from complete positivity and unitality that ME = (MEij) is positive and
∑
iM
E
ii = 1I.
The relation (63) can be verified straightforwardly.
Optimal decoupling fidelity. The following proposition generalizes the operational meaning
of the conditional max-entropy [25, Theorem 3].
Proposition 15. Let MAB = B(C
n)⊗MB and ωAB ∈ S≤(MAB). Then, we have that
Hmax(A|B)ω = sup
σB∈S(MB)
logF (ωAB , τA ⊗ σB) . (64)
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Proof. The statement can be proven in a similar way as for systems described by finite-dimensional
spaces [25, Theorem 3]. Recall that each state inMAB can be purified in the standard form, that is,
in B(Cn)⊗B(Cn)⊗MφB , whereM
φ
B is a standard form ofMB [31]. We denote the complementary
system by MA′B′ since it consists of a copy of the A-system MA′ = B(C
n) and the commutant
MB′ = (M
φ
B)
′ of the system B. Thus, MABA′B′ ⊂ B(K) with K = C
2n ⊗Hφ. Let now |ξω〉 ∈ K
be a purification of ωAB and |ΦAA′〉 a non-normalized maximally entangled state on MAA′ as in
Proposition 12, thus a purification of τA. Then, with |ησ〉 ∈ Hφ a purification of σ ∈ S(MB), we
find that
F (ωAB , τA ⊗ σB) = sup
U∈M
A′B′
| 〈ξω |U(ΦAA′ ⊗ ησ) 〉|
2 ≤ sup
U∈M
A′B′
FM
AA′
(U |ξω〉, |ΦAA′〉 ⊗ |ησ〉) , (65)
where the supremum is taken over unitaries U in MA′B′ . According to Stinespring‘s dilation
theorem [32], applying a unitary followed by a restriction of the state is a quantum channel, such
that the state on MAA′ described by U |ξω〉 can be obtained by applying a quantum channel E
U :
MA′ → MA′B′ on ωAA′B′ . Hence, together with the operational interpretation of the conditional
min-entropy (Proposition 12)
F (ωAB, τA ⊗ σB) ≤ sup
U
FM
AA′
((IA ⊗ E
U
∗ )(ωAA′B′), |ΦAA′〉) ≤ 2
−Hmin(A|A
′B′)
ω = 2Hmax(A|B)ω .
(66)
Taking the supremum over all σB ∈ S(MB), we find inequality in one direction. In order to show
the other direction, we note that again by the operational form of the conditional min-entropy
(Proposition 12), there exists for all δ > 0 a quantum channel E :MA′ →MA′B′ such that
2Hmax(A|B)ω ≤ F ((IA ⊗ E∗)(ωAA′B′), |ΦAA′〉) + δ . (67)
Let now |ξωE 〉 be a purification of (IAB⊗E∗)(ωABA′B′), which can always be found on the extended
system MAA′CBB′ , where MC =Mn2 . With an arbitrary |θ〉 ∈ C
n2 ⊗Hφ, we obtain
F ((IA ⊗ E∗)(ωAA′B′), |ΦAA′〉) = sup
U∈M
CBB′
| 〈ξωE |U(ΦAA′ ⊗ θ) 〉|
2 (68)
≤ sup
U∈M
CBB′
FMAB (|ξωE 〉, |ΦAA′〉 ⊗ |Uθ〉) . (69)
Since the reduced state of |ξωE 〉 onMAB is ωAB, and there exists for all σB ∈ S(MB) a purification
of the form |Uθ〉 with U unitary in MCBB′ , we arrive at
2Hmax(A|B)ω ≤ sup
σB∈S(MB)
F (ωAB , τA ⊗ σB) + δ . (70)
Because this holds for any δ > 0, we found the inequality in the other direction.
Ordering of entropies. Given these alternative formulations we find that the conditional
min-entropy is never larger than the conditional max-entropy.
Proposition 16. Let MAB = B(C
n)⊗MB and ωAB ∈ S(MAB). Then, we have
Hmin(A|B)ω ≤ Hmax(A|B)ω . (71)
This follows directly from ordering of the min- and max-relative entropy (Proposition 9).
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B. Classical Quantum Systems
Of particular interest in quantum information theory are correlations between classical and
quantum degrees of freedom. A classical system is specified by the property that all observables
commute, and is thus described by an abelian von Neumann algebra. We restrict to classical
systems over a finite alphabet X, given by the bounded complex valued sequences on X, ℓ∞X (C),
supplied with the supremum norm. (For general discrete and continuous classical systems see
the follow-up work [33].) We denote a classical system with alphabet X simply by X, and the
corresponding algebra by ℓ∞X . A bipartite system consisting of a classical part X and a quantum
part B is described by the von Neumann algebra
MXB = ℓ
∞
X ⊗MB , (72)
which is isomorphic to the MB-valued sequences ℓ
∞
X (MB). States on ℓ
∞
X (MB) are called classical
quantum states, and can be written as
ωXB = (ω
x
B)x∈X with ω
x
B ∈ S≤(MB), such that ωXB(a) =
∑
x
ωxB(ax) ∀a = (ax) ∈ MXB .
(73)
We have the norm
‖(ωx)‖ℓ1(N (MB)) =
∑
x∈X
‖ωx‖N (MB) . (74)
Conditional min-entropy. Consider the algebra MXB = ℓ
∞
X ⊗MB and ωXB ∈ S(MXB).
This also defines a state ωA|X|B on the algebra MA|X|B = B(C
|X|)⊗MB by setting ω
xy
B = δxyωx.
This implies
ωA|X|B

 |X|∑
x,y=1
|x〉〈y| ⊗Mxy

 =∑
x
ωx(Mxx) , M = (Mxy) ∈ B(C
|X|)⊗MB , (75)
which is a positive normalized functional. As such, we can compute its conditional min-entropy,
Hmin(X|B)ω := Hmin
(
A|X||B
)
ω
. (76)
It is easily seen that we can also write
Hmin(X|B)ω = − log inf
σB∈N+(MB)
{
σB(1IB) : τX ⊗ σB − ωXB ≥ 0
}
, (77)
where τX denotes the trace on ℓ
∞
X . Using the results from Section IVA, we find that the conditional
min-entropy of a classical quantum state has an operational interpretation as the probability of
correctly guessing the classical register X by making use of the quantum side information B [25,
Theorem 1].
Corollary 17. Let MXB = ℓ
∞
X ⊗ MB and ωXB ∈ S(MXB). Then, we have Hmin(X|B)ω =
− log pguess(X|B)ω with
pguess(X|B)ω = sup
{∑
x∈X
ωxB(Ex) : Ex ∈ MB , Ex ≥ 0,
∑
x∈X
Ex = 1I
}
, (78)
the guessing probability of the random variable X given the system B.
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The result follows directly from Lemma 13 in analogy to the operational form of the fully
quantum conditional min-entropy (Corollary 14). Moreover, using the embedding as in (75) also
allows to define the smooth conditional min-entropy of classical quantum states as
Hǫmin(X|B)ω := sup
σXB∈BεMXB
(ωXB)
Hmin(X|B)σ . (79)
It follows from the data processing for the smooth conditional min-entropy (Proposition 6) that
alternatively we could also smooth over the set BεMA|X|B
(ωA|X|B) in the embedding. The proof of
this is the same as for finite-dimensional spaces [3, Remark 3.2.4].
Conditional max-entropy. Again considering a classical quantum systemMXB = ℓ
∞
X ⊗MB
and a state ωXB ∈ S(MXB), we can use (75) to define a state on the system MA|X|B = B(C
|X|)⊗
MB . This allows us to consider its conditional max-entropy,
Hmax(X|B)ω := Hmax
(
A|X||B
)
ω
. (80)
Using the results from Section IVA we find the following characterization.
Corollary 18. Let MXB = ℓ
∞
X ⊗MB and ωXB ∈ S(MXB). Then, we have Hmax(X|B)ω =
log Fdec(X|B)ω with
Fdec(X|B)ω = sup


(∑
x∈X
√
F (ωxB , σB)
)2∣∣∣σB ∈ S(MB)

 . (81)
This follows directly from the characterization of the conditional max-entropy in terms of the
optimal decoupling fidelity (Proposition 15) together with the fact that the fidelity between two
direct sums of states is a sum itself. The smooth conditional max-entropy is then given as
Hǫmax(X|B)ω := sup
σXB∈BεMXB
(ωXB)
Hmax(X|B)σ , (82)
and again we might alternatively smooth over the set BεMA|X|B
(ωA|X|B) in the embedding. For a
proof we just follow the arguments for finite-dimensional spaces [34, Lemma 3].
C. Entropic Uncertainty Relations with Quantum Side Information
One of the fundamental principles of quantum mechanics is that for a fixed state the outcome
distribution of two measurements described by non-commuting observables cannot be determinis-
tic. A lower bound on the uncertainty inherent by two such measurements is called an uncertainty
relation. Since entropies are measures of uncertainty, it is natural to quantify this uncertainty
using entropy measures, see the review articles [35, 36]. Recently it was realized that if one allows
to have quantum information about the system in question, the situation qualitatively changes
and one has a subtle interplay between uncertainty and entanglement between the observer and
the system [37]. This effect is quantified by means of so-called entropic uncertainty relations with
quantum side information [33, 37–40]. Besides the fundamental interest, these relations also have
manifold applications in quantum cryptography [41–44].
Measurements. We start with a tripartite quantum state ωABC ∈ S(MABC) and two POVMs
{ExA}x∈X and {F
y
A}y∈Y on system A with finite outcome ranges X and Y , respectively. We are
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then interested in the uncertainty of the outcome distribution of the measurements {ExA} and {F
y
A}
given the quantum side information B and C, respectively. We quantify the uncertainty in terms
of the smooth conditional min- and max-entropy.
Proposition 19. Let ωABC ∈ S(MABC), {E
x
A}x∈X and {F
y
A}y∈Y be POVM’s on MA with finite
outcome ranges X and Y , and ǫ ≥ 0. Then, we have that
Hǫmin(X|B)ω +H
ǫ
max(Y |C)ω ≥ − log maxx,y
∥∥∥(ExA) 12 · (F yA) 12∥∥∥2 , (83)
where ωXB := (ω
x
B) with ω
x
B(·) := ωAB(E
x
A·), and ωY C := (ω
y
C) with ω
y
C(·) := ωAC(F
y
A·) are
classical quantum states on ℓ∞X (MB) and ℓ
∞
Y (MC), respectively.
Note that since we started with a fully general tripartite von Neumann algebra MABC , no
approximation techniques (as, e.g., from [14]) can be applied to just lift the result from finite-
dimensions. In the work [42], we use the uncertainty relation (83) to analyze the security of
continuous variable quantum key distribution protocols. Moreover, in a follow-up work [33], we
discuss a non-smooth extension of Proposition 19 for measurements with infinitely many outcomes
(discrete and continuous). In the following we will derive Proposition 19 from a more general
uncertainty relation that also holds for quantum channels and not only for measurements.
Quantum Channels. Here we start with a tripartite quantum state ωABC ∈ S(MABC) and
two quantum channels E : ME → MA and G : MG → MA with their domains ME ∼= B(C
n′)
and MG ∼= B(C
n) being matrix algebras. We are then interested in the uncertainties about the
quantum systems obtained by the quantum channels E and G given systems B and C , respectively.
Let us first introduce some notation. By definition the quantum channel E : B(Cn) → MA is
a completely positive, unital map. As we can always embed MA ⊂ B(H) faithfully for some H,
we can apply Stinespring’s dilation theorem to E . There exist a Hilbert space H′, a representation
π of B(Cn
′
) on H′ and an isometry V : H → H′, such that E(x) = V ∗ π(x)V . If vectors of the
form π(x)V |ψ〉, x ∈ B(Cn
′
), |ψ〉 ∈ H are dense in H′, then we call the triple (V,H, π) a minimal
Stinespring dilation, which always exists. For such a mininmal dilation, we can choose H′ to be
isomorphic to Cn ⊗Cd ⊗H with 1 ≤ d ≤ n, and π of the form π(x) = x⊗ 1Id ⊗ 1IH. From now, on
we always assume that the dilation is minimal, unless otherwise stated.
Lemma 20. Let ωABC ∈ S(MABC), E : ME → MA and G : MG → MA be quantum channels
with ME ∼= B(C
n′) and MG ∼= B(C
n) being matrix algebras, and ǫ ≥ 0. If U : H → Cn
′
⊗Cd
′
⊗H
and V : H → Cn⊗Cd⊗H denote the isometries corresponding to the minimal Stinespring dilation
of E and G, respectively, then we have
Hǫmin(E|B)ω +H
ǫ
max(G|C)ω ≥ − log c(UV
∗) , (84)
where ωEB(x) := ωAB(E(x)), ωGC(y) := ωAC(G(y)), and
c(V U∗) := inf
{
c > 0 : c T¯rn′ −JV ∗U is completely positive
}
. (85)
Here JV U∗ : B(C
n′)⊗MB → B(C
d)⊗B(H) is the completely positive mapping
JV U∗(x) := Trn[V U
∗x⊗ 1Id′UV
∗] , (86)
and T¯rn′ : B(C
n′) ⊗MB → B(Cd) ⊗ B(H) denotes the partial trace with respect to Cn
′
together
with tensoring the identity on Cd,
T¯rn′(x) :=
n′∑
i=1
xii ⊗ 1Id for (x)ij ∈ B(C
n′)⊗MB . (87)
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We remark that c(V U∗) does not depend on the choice of the particular minimal Stinespring
dilations U, V , as all of these are connected by either a unitary on Cd
′
or on Cd. Thus, they either
do not influence the mapping JV ∗U or the mapping T¯rn′ and hence have no effect on the constant
c(V U∗).
Proof of Lemma 20. The proof relies on the ideas developed for finite-dimensional quantum sys-
tems [38], and can be regarded as the dual version of it. Let H be a Hilbert space such that
MABC ⊂ B(H) is faithfully embedded and there exists a purifying vector |ψ〉 ∈ H for ωABC , that
is, ωABC(x) = 〈ψ |xψ 〉. We denote by U : H → C
n′ ⊗ Cd
′
⊗ H and V : H → Cn ⊗ Cd ⊗ H the
isometries of the minimal Stinespring dilations corresponding to E and G, respectively (as explained
in the discussion preceding the proposition). Since MA ⊂M
′
C , we have G(B(C
n)) ⊂M′C , and by
Arveson’s commutant lifting theorem [45, Theorem 1.3.1], there exists a representation
πC :MC → B(C
n ⊗ 1Id ⊗ 1IH)
′ = 1In ⊗ B(C
d)⊗ B(H) (88)
such that we have πC(y)V = V y for y ∈ MC . It follows that the map G˜ : B(C
n) ⊗MC → B(H)
defined by
G˜(x⊗ y) = V ∗(x⊗ 1Id ⊗ πC(y))V = G(x)y (89)
for x ∈ B(Cn), y ∈ MC extends to a completely positive unital map G˜ : B(C
n) ⊗MC → MAC .
Due to the fact that |ψ〉 is a purification of ωABC , we have that
〈V ψ |x⊗ 1IdV ψ 〉 = 〈ψ |G˜(x)ψ 〉 = ωABC(G˜(x)) = ωGC(x) (90)
for x ∈ MGC ∼= B(Cn) ⊗MB , implying that V |ψ〉 is a purification of ωGC on Cn ⊗ Cd ⊗ H with
representation given by idB(Cn) ⊗ πC , with idB(Cn) being the defining representation of B(C
n) on
C
n. Since the commutant of B(Cn) in B(Cn⊗Cd⊗H) equals 1In⊗B(C
d⊗H), the complementary
system is computed as the commutant MD = πC(MC)
′ ∩ B(Cd ⊗ H) of πC(MC) in B(C
d ⊗ H).
An analogues argument constructs a channel E˜ : B(Cn
′
)⊗MB →MAB starting from E , providing
a purification U |ψ〉 of ωEB on C
n′ ⊗ Cd
′
⊗H with complementary system MD˜. Here we denoted
MD˜ = πB(MB)
′, with πB being the representation of MB obtained from repeating the above
arguments for E . Since by definition of the smooth conditional max-entropy (Definition 9)
Hǫmax(G|C)ω = −H
ǫ
min(G|D)V |ψ〉 , (91)
we have to show that
Hǫmin(G|D)V |ψ〉 ≤ H
ǫ
min(E|B)U |ψ〉 + log c where c = c(V
∗U) as in (85) . (92)
We first prove the proposition for ǫ = 0. By the operational characterization of the conditional
min-entropy (Corollary 14) the last inequality amounts to
sup
{
〈ψ |U∗x⊗ 1Id′ Uψ 〉 : x ∈ (B(C
n′)⊗MB)+ ,Trn′(x) ≤ 1IH
}
≤ c · sup
{
〈ψ |V ∗ y V ψ 〉 : y ∈ (B(Cn)⊗MD)+ ,Trn(y) ≤ 1Id ⊗ 1IH
}
. (93)
Since V ∗V projects onto H and U |ψ〉 = UV ∗V |ψ〉, we have
〈ψ |U∗x⊗ 1Id′ Uψ 〉 = 〈ψ |V
∗V U∗x⊗ 1Id′ UV
∗V ψ 〉 . (94)
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Let us now consider the expression V U∗x⊗1Id′ UV
∗. If this would be an element of (B(Cn)⊗MD)+,
the assertion would follow from
Trn(V U
∗ x⊗ 1Id′ UV
∗) ≤ c · 1Id ⊗ Trn′(x) , (95)
where x ∈ B(Cn
′
)⊗MB . However, this follows directly from the definition of the constant c(V U
∗),
so only the assumption needs to be checked. For that, note that since E˜ maps into MAB ⊂ M
′
C ,
again by Arveson’s commutant lifting theorem we can find a representation π˜C :MC → (idB(Cn′ )⊗
πB(B(C
n′)⊗MB))
′ ⊂ B(Cn
′d′ ⊗H) satisfying Uy = π˜C(y)U and hence
V U∗x⊗ 1Id′ UV
∗πC(y) = V U
∗x⊗ 1Id′ UyV
∗ = V U∗π˜C(y)x⊗ 1Id′ UV
∗ (96)
= πC(y)V U
∗x⊗ 1Id′ UV
∗ , (97)
which implies V U∗x ⊗ 1Id′ UV
∗ ∈ πC(MC)
′ = B(Cn) ⊗MD. Since x ∈ (B(C
n′) ⊗MB)+, the
expression V U∗x⊗ 1Id′ UV
∗ also defines a positive operator. This concludes the proof for ǫ = 0.
For ǫ > 0, take γǫGD ∈ B
ǫ(γGD), where γGD denotes the vector state V |ψ〉 restricted to B(Cn)⊗
MD. Let (πGD,K) be a representation πGD : B(C
n) ⊗MD → B(K) on K such that there exists
purifying vectors |ξ〉 and |ξε〉 for γGD and γ
ε
GD, respectively, with F(|ξ〉, |ξ
ǫ〉) ≥ 1− ǫ2. Moreover,
there exists an isometry W : Cnd ⊗H → K satisfying Wx = πGD(x)W for x ∈ B(C
n) ⊗MD and
WV |ψ〉 = |ξ〉. We find using that the purified distance is monotone under partial isometries
F(U |ψ〉, UV ∗W ∗|ξǫ〉) = F(UV ∗V |ψ〉, UV ∗W ∗|ξǫ〉) = F(UV ∗W ∗|ξ〉, UV ∗W ∗|ξǫ〉) (98)
≥ F(W ∗|ξ〉,W ∗|ξǫ〉) (99)
≥ 1− ε2 , (100)
and hence UV ∗W ∗|ξǫ〉EB ∈ B
ǫ(U |ψ〉EB), where UV
∗W ∗|ξǫ〉EB (resp. U |ψ〉EB) denotes the state
on MEB induced by the vector UV
∗W ∗|ξǫ〉 (resp. U |ψ〉). Moreover, we find for any y = V U∗x⊗
1Id′ UV
∗ with x ∈ (B(Cn
′
)⊗MB)+ that
〈W ∗ξε |yW ∗ξε 〉 = 〈ξε |
√
πGD(y)WW
∗
√
πGD(y)ξ
ε 〉 ≤ 〈ξε |πGD(y)ξ
ε 〉 = γεGD(y) , (101)
since y = V U∗x⊗ 1Id′ UV
∗ ∈ (B(Cn) ⊗MD)+ as before. Thus, repeating the steps for the ε = 0
case and using (101) yields the assertion.
Finally, we obtain the proof of Proposition 19 from Lemma 20.
Proof of Proposition 19. Since a measurement is a quantum channel with domain being an abelian
von Neumann algebra we can make use of Lemma 20. Assume for simplicity that |X| = |Y | = n,
and think of ℓ∞n as the subalgebra of diagonal matrices in B(C
n). We then define the maps
G : B(Cn) → MA, E : B(C
n) → MA as being the projection onto the subalgebra of diagonal
matrices followed by the measurement,
G

∑
x,x′
ax,x′ |x〉〈x
′|

 = ax,xExA , (102)
for
∑
x,x′ ax,x′|x〉〈x
′| ∈ B(Cn) and correspondingly for E . A corresponding isometry for E : ℓ∞n →
MA, ex 7→ E
x
A can then be chosen of the form
V : H → Cn ⊗ Cn ⊗H with V |ψ〉 :=
n∑
i=x
(ExA)
1
2 |ψ〉|x〉|x〉 , (103)
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and analogously U for F : ℓ∞n → MA, ey 7→ F
y
A. Here {ex} denotes the canonical basis for ℓ
∞
n .
However, these isometries are generally not minimal. This problem can be resolved by projecting
onto the span of the respective representations. Let P (Q) be the projector onto the subspace of
C
n⊗Cn⊗H spanned by aV |ψ〉 (aU |ψ〉), for a ∈ B(Cn) and |ψ〉 ∈ H. It then follows that PV and
QU are minimal Stinespring dilations.
For A ∈ (B(Cn)⊗MB)+, we find that
Trn[PV U
∗Q(A⊗ 1Id′)QUV
∗P ] = Trn
[
PV E˜(A⊗ 1Id′)V
∗P
]
= Trn

PV ∑
y∈Y
F yAAyyV
∗P

 , (104)
where we used the extension E˜ : B(Cn)⊗MB →MAB of E constructed in the proof of Lemma 20.
Moreover, for any σ ∈ N+(B(Cn ⊗H)), σ = (σ)xx′ , we have
(σ ⊗ Trn)

PV ∑
y∈Y
F yAAyyV
∗P

 = (σ ⊗ Trn)

PV ∑
y∈Y
F yAAyyV
∗P

 . (105)
Since G(B(Cn)) ⊂MA ⊂M
′
B , we can find by Arveson’s commutant lifting theorem [45, Theorem
1.3.1] a representation πB : MB → (B(C
n) ⊗ 1In ⊗ 1IH)
′ = 1In ⊗ B(C
n) ⊗ B(H) such that PV b =
PπB(b)V = πB(b)PV . This shows that P both commutes with V
∑
y∈Y F
y
A V
∗ (by construction)
as well as with πB(MB) and we find
(σ ⊗ Trn)

PV ∑
y∈Y
F yAAyyV
∗P

 = (σ ⊗ Trn)

PV ∑
y∈Y
F yA V
∗PπB(Ayy)

 (106)
≤ (σ ⊗ Trn)

V ∑
y∈Y
F yAAyyV
∗

 (107)
=
n∑
x,y=1
σxx((E
x
A)
1
2F yA(E
x
A)
1
2Ayy) (108)
≤ max
x,y
∥∥∥(ExA) 12F yA(ExA) 12∥∥∥ ·
n∑
x,y=1
σxx(Ayy) . (109)
The result follows since (109) implies the bound
c(V U∗) ≤ max
x,y
∥∥∥(ExA) 12 · (F yA) 12∥∥∥2 . (110)
D. Quantum Key Distribution
One goal in quantum information theory is a tight characterization of information-theoretic
tasks involving quantum systems. We focus on the particular task of quantum key distribution for
which the basic information-theoretic tasks can be characterized by smooth conditional min- and
max-entropies if only finite-dimensional spaces are involved [3]. We prove that this remains true
even when quantum systems are modeled by von Neumann algebras. We first describe the task
of quantum key distribution and divide it into two subtasks, which are then characterized by the
smooth conditional min- and max-entropy.
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We consider a tripartite setting with space-like separated parties Alice (A), Bob (B), and Eve
(E). The goal for Alice and Bob is to create a uniformly distributed random bit string, the key,
which is known to both of them (correctness condition), but not to the adversary Eve (security
condition). Mathematically, we model Alice and Bob as a bipartite system MAB = MA ∨MB
with von Neumann algebras MA and MB , and denote the state they share by ωAB ∈ S(MAB).
Furthermore, we assign to Eve the complementary system ME of a purification ωABE of ωAB.
After Alice measured her system by applying some POVM {ExA}x∈X ⊂MA, |X| <∞ the resulting
post-measurement state is modeled by a classical quantum state ωXBE ∈ S(ℓ
∞
X ⊗MBE). Bob
then wants to determine Alice’s bit string and for that he receives a classical message M from
Alice. Based on this, Bob chooses his measurement to optimize the success probability to obtain
the same bit string. This task is known as data compression with quantum side information and
was linked to the smooth conditional max-entropy in finite dimensions [46, Theorem 1]. In the
last step Alice and Bob extract a secure key from the bit string they share. This is referred to as
privacy amplification and in finite dimensions it has been shown that the remaining correlation
with Eve’s system after this step can be quantified by the smooth conditional min-entropy [47,
Theorem 6]. In the following, we discuss these two information-theoretic tasks in detail for our
more generalized setting.
Privacy amplification against quantum side information. We commence with a classical
quantum state ωXE ∈ S(ℓ
∞
X ⊗ME) between Alice and Eve. As outlined in the introduction, the
task of privacy amplification is to extract a secure key from ωXE , that is, a uniformly distributed bit
string K on Alice’s side that is uncorrelated with Eve’s system E. This is described by a classical
quantum state 1|K|τK⊗σE, where
1
|K|τK is the tracial state on ℓ
∞
K and σE ∈ S(ME). Note thatK is
a classical random variable generated from X. We follow [3] and call a state ωKE ∈ S≤(ℓ
∞
K ⊗ME)
ǫ-secure if ∥∥∥∥ωKE − 1|K|τK ⊗ ωE
∥∥∥∥ ≤ ǫ . (111)
The basic idea how to achieve an ǫ-secure key from an input ωXE is to randomly combine
several indices x into a single one, and thereby reducing (hashing) the alphabet from X to K with
|K| < |X|. This process can be accomplished by using two-universal hash functions. A family of
{X,K}-hash functions is a set {F ,PF}X,K , where every element f ∈ F is a function f : X → K,
called hash function, and PF is a probability measure on the set F . A family of {X,K}-hash
functions is called two-universal if for all x, y ∈ X with x 6= y
PF (f(x) = f(y)) ≤
1
|K|
. (112)
We refer to [48, 49] for the existence proof of families of two-universal {X,K}-hash functions for
every two finite alphabets X,K with |K| ≤ |X|. Given a hash function f : X → K, we define the
operator Tf from S≤(ℓ
∞
X ) to S≤(ℓ
∞
K ) through
(Tfu)(i) :=
∑
x∈X:f(x)=i
u(x) for u ∈ S≤(ℓ
∞
X ) and i ∈ K , (113)
which implements the action of the hash function on the state space. We are now ready to state
the main result of this section.
Proposition 21. Let X,K be sets of finite cardinality with |K| ≤ |X|, {F ,PF}X,K a family of
two-universal {X,K}-hash functions, ωXE = (ω
x
E)x∈X ∈ S≤(ℓ
∞
X ⊗ME), and ǫ ≥ 0. Denoting by
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EF the expectation with respect to PF , we have
EF
∥∥∥∥(Tf ⊗ I)(ωXE)− 1|K|τK ⊗ ωE
∥∥∥∥ ≤
√
|K| · 2−H
ǫ
min(X|E)ω + 4ǫ . (114)
We note that our proof is different from the one for finite-dimensional systems presented in [47].
Our proof strategy is inspired by the purely classical results [50–52]. We show the statement for
ǫ = 0, from which the ǫ > 0 case is obtained by a simple application of the triangle inequality
(see [3, Section 5.6] for details).
Proof. Recall that the norm on ℓ1(N (ME)) is inherited from the dual of ℓ
∞
X ⊗ME , such that the
left hand side of (114) is simply the expectation value EF of
∑
i∈K
sup
ai∈ME‖ai‖=1
∣∣∣∣∣∣
∑
x∈X:f(x)=i
ωxE(ai)−
1
|K|
ωE(ai)
∣∣∣∣∣∣ . (115)
Because |X| is finite, we can assume that there exists a σE ∈ S(ME) such that ω
x
E ≤ λ · σE for
all x ∈ X and suitable λ > 0 (take for instance σE =
∑
x ω
x
E). We choose (πσ,Hσ, |ξσ〉) to be a
purification of σE such that |ξσ〉 is cyclic. This is always possible according to the GNS construction.
We denote by Dx ∈ πσ(ME)
′ (D ∈ πσ(ME)
′) the corresponding Radon-Nikodym derivatives [17,
Chapter VII.2] of ωxE (ωE) with respect to σE. That is, Dx|ξσ〉 (D|ξσ〉) is a purification of ω
x
E (ωE)
and we have ωxE ≤ ‖Dx‖
2σ. Since |ξσ〉 is cyclic it follows that
∑
xD
∗
xDx|ξσ〉 = D
∗D|ξσ〉. We can
then write
∑
x∈X:f(x)=i
ωxE(ai)−
1
|K|
ωE(ai) =
〈 ∑
x∈X:f(x)=i
D∗xDx −
1
|K|
D∗D

ξσ∣∣∣πσ(ai)ξσ
〉
, (116)
where we used the fact that Dx as well as D are elements of the commutant of πσ(ME). We now
insert this expression into (115), take the expectation EF and apply the Cauchy-Schwarz inequality
to the sum over i ∈ K and f ∈ F , which yields
EF
∥∥∥(Tf ⊗ I)(ωXE)− 1
|K|
τK ⊗ ωE
∥∥∥
≤
√
|K|

EF∑
i∈K
〈
ξσ
∣∣∣

 ∑
x∈X:f(x)=i
D∗xDx −
1
|K|
D∗D


2
ξσ
〉

1
2
. (117)
Using that EF
∑
i∈K
∑
x∈X:f(x)=i =
∑
x∈X and the identity
∑
xD
∗
xDx|ξσ〉 = D
∗D|ξσ〉, we can
compute
EF
∑
i∈K
〈
ξσ
∣∣∣

 ∑
x∈X:f(x)=i
D∗xDx −
1
|K|
D∗D


2
ξσ
〉
= EF
∑
i∈K
〈
ξσ
∣∣∣

 ∑
x∈X:f(x)=i
D∗xDx


2
ξσ
〉
−
1
|K|
〈ξσ|D
∗DD∗Dξσ〉 . (118)
The sum in the first term can be written as
EF
∑
i∈K
( ∑
x∈X:f(x)=i
D∗xDx
)2
=
∑
x∈X
∑
y∈X
D∗xDxWxyD
∗
yDy , (119)
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where Wxy := EF
∑
i∈K δf(x)=i δf(y)=i. Note that this defines a positive |X| × |X|-matrix which
can be upper bounded by PτX + 1IX , with 1IX the |X| × |X|-identity matrix and PτX the projector
onto the vector corresponding to the uniform distribution on X, normalized to trace one. This
follows from the definition of two-universal hash functions (112). Using these facts, we obtain
EF
∑
i∈K
〈
ξσ
∣∣∣

 ∑
x∈X:f(x)=i
D∗xDx −
1
|K|
D∗D


2
ξσ
〉
≤
∑
x∈X
〈ξσ |D
∗
xDxD
∗
xDxξσ 〉 . (120)
The expression on the right hand side can be estimated further by employing 〈ξσ |
∑
x∈X D
∗
xDxξσ 〉 =
ωE(1I) ≤ 1. Hence, we find
∑
x∈X
〈ξσ |D
∗
xDxD
∗
xDxξσ 〉 ≤ max
x∈X
‖D∗xDx‖
〈
ξσ
∣∣∣ ∑
x∈X
D∗xDxξσ
〉
≤ 2−Hmin(X|E)ω , (121)
where we also took the infimum over all suitable σE ∈ S(ME) that majorize every ω
x
E. Putting
the steps together, we arrive at
EF
∥∥∥∥(Tf ⊗ I)(ωXE)− 1|K|τK ⊗ ωE
∥∥∥∥ ≤
√
|K| · 2−Hmin(X|E)ω . (122)
Data compression with quantum side information. We consider a classical random
variable X correlated to a quantum state on a von Neumann algebra MB. This is modeled by
a classical quantum state ωXB ∈ S(ℓ
∞
X ⊗MB). A one-way classical communication protocol to
transmit X from Alice to Bob consists of a classical encoding map E : ℓ∞C → ℓ
∞
X on Alice’s side,
and a decoding map D : ℓ∞X → ℓ
∞
C ⊗MB on Bob’s side, where E and D are quantum channels.
The classical alphabet C (code space) specifies the number of bits, log |C|, that are transmitted.
The pre-dual of the decoding map can be written as D∗ = {D
c
∗}c∈C , where the map D
c
∗ onto the
classical outcome X is described by a POVM {Dcx}x∈X . In the following every such protocol is
specified by the triple (E ,D, C).
Definition 12. Let X be a set of finite cardinality and ωXB ∈ S(ℓ
∞
X ⊗MB). The error probability
of a protocol (E ,D, C) for ωXB is defined as
perr(ωXB; E ,D) := 1−
∑
x
ωxB(D
E∗(x)
x ) , (123)
where D
E∗(x)
x =
∑
c(E∗(x))cD
c
x.
The main result is the following quantification of the achievable error probability.
Proposition 22. Let X be a set of cardinality |X|, ωXB ∈ S(ℓ
∞
X ⊗MB), and ǫ ≥ 0. Then, there
exist for any alphabet C with |C| ≤ |X| an encoding map E and a decoding map D, such that the
protocol (E ,D, C) satisfies
perr(ωXB; E ,D) ≤
√
1
|C|
· 2H
ǫ
max(X|B)ω+3 + 2ǫ . (124)
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Our proof is along the line of the arguments for quantum side information modeled by finite-
dimensional spaces [46, Theorem 1]. In particular, for the encoding we employ the property of a
family of two-universal hash functions F as in (112). We show that the averaged error probability
over a family of two-universal hash functions F is bounded as in (124), and from this we can then
conclude that there exists a function f ∈ F suitable as an encoding map. Now assume that Alice
holds the value x and sends the message c = f(x) to Bob. Bob then knows that x ∈ f−1(c), and
applies as the decoding map a measurement which is appropriate to distinguish between the states
ωxB for x ∈ f
−1(c). For that, he uses a POVM {Dcx′;f}x′∈X with D
c
x′;f = 0 if x
′ /∈ f−1(c), which
we choose as an adapted pretty good measurement to distinguish the ensemble {ωxB}x∈f−1(c) [53].
Adapted pretty good measurement means that we have to add ǫ1I (ǫ > 0) to certain operators in
order to take their inverse. Eventually, we take the limit ǫ→ 0.
The error analysis in the finite-dimensional case is crucially based on an operator inequality
from [54, 55], whereas we use the following generalization to von Neumann algebras.
Lemma 23. [56, Proposition 1.1] Let φ, η ∈ S≤(M), s+ be the support projection onto the positive
part of φ− η, and s− = 1I− s+. Then, we have
φ(s−) + η(s+) ≤ FM(φ, η)
1
2 . (125)
V. DISCUSSION AND OUTLOOK
We generalized the smooth entropy formalism to von Neumann algebras and discussed various
properties in this framework. We showed that the characterizations of privacy amplification and
data compression in terms of the smooth conditional min- and max-entropy still hold. The results
in this paper can be used to extend one-shot quantum information-theoretic tasks to more general
quantum systems described by continuous variables and in particular fermionic and bosonic quan-
tum fields. For example, by building on the results given here, we prove security of a squeezed
state continuous variable quantum key distribution protocol [33, 42]. Since the smooth min- and
max-entropy have also been used in thermodynamics (see, e.g., [57]), the generalization to the von
Neumann algebra setting is also interesting from a physical perspective. Especially as quantum
mechanical systems of interest in thermodynamics often possess an infinite number of degrees of
freedom. One could also generalize the formalism for quantum side information to operator sys-
tems [58]. Operationally, this corresponds to a restriction of the actual measurements that are
allowed to perform on the physical system. This restriction could be conducted at a fundamental
level, by excluding the elements of the von Neumann algebra that are unphysical in the sense that
they cannot be observed. For a task like data compression with quantum side information, this
would allow to constraint the quantum measurements at the decoder.
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