Abstract-We consider the problem of binary code design for simultaneous energy and information transfer where the receiver completely relies on the received signal for fulfilling its real-time power requirements. The receiver, in this scenario, would need a certain amount of energy (derived from the received signal) within a sliding time window for its continuous operation. In order to meet this energy requirement at the receiver, the transmitter should use only those codewords which carry sufficient energy. In this paper, we assume that the transmitter uses on-off keying where bit one corresponds to transmission of a high energy signal. The transmitter uses only those codewords which have at least d ones in a sliding window of W = d + 1 bits. We show that with this constraint, the noiseless code capacity is achieved by sequences generated from a finite state Markov machine. We also investigate achievable rates when such constrained codes are used on noisy communication channels. Although a few of these results are well known for run-length limited codes used for data storage, they do not seem to appear in literature in the form presented here.
I. INTRODUCTION
When the receiver relies completely on the received information-bearing signal for its real-time power requirements, the problem at the transmitter is to design codes which maximize the information rate while constraining codewords to carry sufficient energy for smooth receiver operation. Even when the receiver harvests part of the received energy for future use, the approach of using the signal as simultaneous source of both energy and information is more efficient than using the signal in a time-shared manner for energy-only and information-only reception tasks [1] - [3] .
Practical applications of wireless power and information transfer include communication between a passive tag and an active reader in radio frequency identification (RFID) systems. Batteryless implantable biomedical devices have been proposed for healthcare systems which receive both energy and control signals wirelessly from an external unit [4] , [5] . Other examples of simultaneous energy and information transfer include powerline communication where information is sent over the same lines which carry electric power [6] .
An early work on analysis of fundamental tradeoffs between simultaneous information and energy transfer was conducted in [1] . The tradeoff involved the study of the limits of information transfer through the use of codewords for which the average received energy exceeds a threshold.
When on-off keying is employed (where "1" (resp. "0") is represented by the presence (resp. absence) of a carrier), a majority transmission of "1" indicates a greater opportunity for the receiver to use the signal to fulfill its power requirements. Given a specific constraint on the minimum number of ones in a time window, the task is to design codes which maximize the information rate while satisfying the 'window' constraint.
In this paper, we study binary codes in which each codeword is constrained to have at least d ones in a sliding window of W = d + 1 consecutive bits. This constraint is equivalent to having at least d ones between successive zeros, which in turn defines a Type-1 (d, ∞) run-length limited (RLL) code. Note that, in general, a Type-1 (d, k) RLL code is one in which the number of ones between successive zeros in each codeword is at least d and at most k.
We give a probabilistic proof that the noiseless capacity of a (d, ∞) RLL code can be achieved by using a d + 1 state Markovian chain. The state transition probabilities for this Markov chain are explicitly provided and any sequence obtained from these state transitions satisfies the given codeword constraint. We also give analytical expressions for achievable rates when these constrained codes are used on the (i) binary symmetric channel, (ii) Z-channel and (iii) binary erasure channel. Although a few of these results are well known for run-length codes used for data storage, they do not seem to appear in literature in the form presented here.
Type-0 (d, k) RLL codes (where the number of zeros between successive ones are at least d and at most k) have been used for magnetic and optical recording and researchers usually refer to Type-0 (d, k) RLL codes simply as (d, k) codes [7] - [10] . However, unless specified otherwise in this paper, by (d, k) codes and (d, ∞) codes we shall mean Type-1 (d, k) RLL codes and Type-1 (d, ∞) RLL codes, respectively.
Note that apart from the physical interpretation of constraints, there is no combinatorial difference between Type-0 and Type-1 RLL codes when they are used on symmetric channels. However differences arise when these codes are employed on asymmetric channels, like the Z-channel.
A (d, ∞) code can be represented by transitions between d + 1 states as shown by the finite-state machine in Fig. 1 [11], [10] . We remark that a (d, k) code can be represented by a state machine with k + 1 states, but it is not desirable to view a (d, ∞) code as a special case of (d, k) code with The use of (d, k) codes for simultaneous energy and information transfer has been proposed in [12] , [13] . In [12] , the tag-to-reader channel in RFID systems is modeled as a discretized Gaussian shift channel and the frame error rate of finite blocklength (d, k) codes is compared through simulations. In this paper, on the other hand, we consider alternate channel models and seek transmission rates at which the probability of error may be brought arbitrarily close to zero by increasing the blocklength.
In [13] , the receiver is assumed to be equipped with a finite energy buffer and energy requirements at the receiver are modeled stochastically. The performance of different (d, k) codes is compared through numerical optimization over state transition probabilities. In comparison, in this paper we do not assume energy buffering mechanism at the receiver and derive analytical expressions for state transition probabilities which lead to maximization of information rates using
We analyze the noiseless capacity in Section II while achievable rates for noisy channels are investigated in Section III. Numerical results and conclusions are presented in Sections IV and V, respectively. 
This was first studied by Shannon [14] and the code capacity is given by the logarithm of the largest root of the following characteristic equation (see [8] and [15] )
It is interesting to note that solutions to the above equation, for different values of d, are related to certain constants, called Meru constants, obtained from recurrence relations studied by the ancient mathematician Pingala in his work on rhythm and meter in Sanskrit poetry [16] . In particular, the first, second, and fourth Meru constants can be shown to be equal to the largest root of (2) for d = 1, d = 2, and d = 3, respectively.
Let S n denote the state of the Markov machine in Fig. 1 at time n where S n ∈ {1, 2, . . . , d + 1}. A transition from state S n−1 to state S n produces bit X n . From Fig. 1(a) it follows that X n = 0 when the machine transitions from state d + 1 to state 1 and X n = 1 for all other state transitions. From Fig. 1(b) we note that the transition probability from state d + 1 to state 1 is denoted by p and the transition probability from state d + 1 to itself is equal to 1 − p.
This Markov machine is irreducible and aperiodic. Thus, it has a stationary probability distribution which we denote by
where π j is the steady state probability of the Markov chain being in state j. For this Markov chain, the entropy rate (or information rate) is
where
The value of R is uniquely given by the choice of d and the transition probability p. We will now prove that the sequences generated using the finite state machine given by Fig. 1 achieve the binary (d, ∞) code capacity through an appropriate choice of the transition probability p. That is, for a given d, the following relation is satisfied
The asymptotic equipartition property (AEP) holds for Markov sources and the number of typical sequences of length n is approximately given by 2 nH(S2|S1) where H(S 2 |S 1 ) is the entropy rate (or information rate) of the Markov source [17] . In general, if a constrained code is represented by a finite Markov model then, using the AEP, it can be proved that there exist state transition probabilities such that the entropy rate of the Markov source matches the constrained code capacity [10] . A similar result is also obtained in [9] by enumerating the distinct sequences that a Markov source can generate using its associated connection matrix.
Here, we give a simple proof of (4) when (d, ∞) constrained codes are represented by Markov model in Fig. 1 . A useful outcome of our proof is that closed-form expressions for the optimized transition probabilities are explicitly presented. This seems not to have appeared in the literature before. Fig. 1 
Theorem 1. The maximum information rate of the Markov source governed by the state machine given in
Proof: The steady state probability distribution satisfies
where A denotes the transition probability matrix for the finite state machine in Fig. 1 . The (i, j) entry of A is the transition probability from state i to state j and A is given by 
The diagonal of A is all zeros except the bottom corner, which is 1 − p. Solving (5), we get
Since the steady state probabilities sum to one, we have
Using (3) and (8), the information rate is given by
To solve for p which maximizes R, we equate the derivative of R with respect to p to zero
The above equation yields
Substituting (11) in (9), we get
From (11), we see that (1 − p) satisfies the equation
−1 satisfies the equation
Thus, the maximum information rate is given by the logarithm of the largest real root of the equation
Consider a memoryless channel with input sequence X N (satisfying the (d, ∞) constraint) and output sequence Y N = (Y 1 , . . . , Y N ) . The channel capacity in this scenario is equal to
= lim
where, in the first equality the supremum is taken over all probabilities P (X N ) for the input sequence. In the second equality, the supremum is taken over all probabilities P (S N ) for the sequence of states. The second equality follows since given the initial state, the sequences X N and S N are in oneto-one correspondence, and the initial states does not affect the average mutual information [8] .
Although the channel capacity using (d, ∞) codes given by (15) is difficult to obtain for noisy channels, a useful lower bound on the capacity for a stationary Markovian source over memoryless channels is given as [7] C ≥ C LB = sup
In general for a constrained code, an analytical expression for C LB is not available and thus its computation is performed either through numerical optimization [7] or through approximation [8] . In this work we obtain analytical expressions for C LB when the finite state machine in Fig. 1 generates the  (d, ∞) code for the following channels: 1) Binary Symmetric Channel 2) Z-Channel 3) Binary Erasure Channel
A. Binary Symmetric Channel (BSC)
A BSC is a binary-input binary-output memoryless channel with an associated "crossover" probability, P r(1|0) = P r(0|1), which we denote by q. The crossover probability represents the probability of bit error by a hard-decision information decoder at the receiver due to channel noise.
It may be tempting to interpret the transition of information bit 1 to information bit 0 due to channel noise as an energy loss, but the energy harvester at the receiver harvests energy radiated by the transmitter independent of the information decoder. Thus imposing the (d, ∞) code constraint at the transmitter helps to meet the energy requirement at the receiver even on noisy channels.
The following proposition evaluates the achievable rate given by (16) for a BSC using (d, ∞) constrained codes. Fig. 1 is used to generate the (d, ∞) code is given by
Proposition 1. The lower bound for capacity on BSC with crossover probability q when the Markovian state machine in
where p satisfies the equation
Proof: The average conditional mutual information in this case is given by
where the last equality above follows from (8).
To solve for p which maximizes I(S 2 ; Y 2 |S 1 ), we equate its derivative with respect to p to zero
where r = p + q − 2pq. Using the relation
equation (22) can be simplified to obtain (18). Finally, (17) follows from (16) and (21).
Remark 1.
Following observations can be made on the application of Prop. 1 for the special case of q = 0 and d = 0.
• When the BSC crossover probability q = 0, (17) and (18) reduce to (9) and (11) 
B. Z-Channel
The Z-channel is memoryless with input alphabet X = {0, 1}, output alphabet Y = {0, 1} and satisfies P r(0|0) = 1. We will denote the probability P r(0|1) by q.
The following proposition gives an explicit expression for the achievable rate C LB , given by (16) , for the Z-channel. Fig. 1  is used to generate the (d, ∞) code for a Z-channel with q = P r(0|1), the achievable rate C LB is given by
Proposition 2. When the Markovian state machine in
Proof: The average conditional mutual information in this case can be expressed as
(26) To solve for p which maximizes I(S 2 ; Y 2 |S 1 ), we equate its derivative with respect to p to zero and simplify to get (25). We get (24) by substituting the constraint (25) in (26).
Remark 2.
Following observations can be made on the application of Prop. 2 to the special case of q = 0 and d = 0.
• When q = 0, (24) and (25) reduce to (12) and (11), respectively, and C LB becomes equal to C 0 .
• When d = 0, the code becomes unconstrained and the probability of number of zeros in a codeword is represented by p. In this case, (25) reduces to
which is equal to the probability for the occurrence of 0 for achieving the unconstrained capacity on a Z-channel.
C. Binary Erasure Channel
In this subsection we consider the BEC, a memoryless channel with input alphabet X = {0, 1}, output alphabet Y = {0, , 1} and transition probabilities
where q is called the erasure probability.
The following proposition evaluates the achievable rate for the BEC using (d, ∞) constrained codes. Fig. 1 is used to generate the (d, ∞) code for a BEC with erasure probability q, the achievable rate C LB is given by
Proposition 3. When the Markovian state machine in
where C 0 is the noiseless code capacity for a (d, ∞) code.
Proof: The average conditional mutual information in this case can be shown to satisfy
To solve for p which maximizes I(S 2 ; Y 2 |S 1 ), we equate its derivative with respect to p to zero and simplify to get (11) . Substituting (11) in (29), we get
Remark 3. Following observations can be made from Prop. 3 and its proof.
• The optimized value of p in this case which maximizes the average conditional mutual information is independent of q. For a given d, this p is equal to the corresponding value for the noiseless case.
• The lower bound C LB is tight for the case q = 0 and is equal to the noiseless code capacity C 0 .
IV. NUMERICAL EXAMPLE
The noiseless (d, ∞) code capacity C 0 is plotted in Fig. 2 as a function of d. The dotted curves correspond to evaluation of the entropy rate, given by (9) , for fixed values of the state transition probability p. The optimized value of p which achieves C 0 is obtained by solving p = (1 − p) d+1 and is tabulated in Table I . A higher value of d implies increased transmission of ones in every codeword and hence greater opportunity for the receiver to use the received signal to fulfill its energy requirements. Fig. 3 plots C LB , the lower bound on the achievable rate using (d, ∞) code, versus the BSC crossover probability q. For q = 0, the lower bound is tight and is equal to the noiseless code capacity C 0 . The lower bound is also tight for the case d = 0, in which case it is equal to the unconstrained BSC capacity. The optimized value of p which satisfies the constraint given by (18) and maximizes the average conditional mutual information I(S 2 ; Y 2 |S 1 ) for BSC is plotted in Fig. 4 . We observe that the optimized value of p varies both with d and with BSC crossover probability q.
The lower bound on the achievable rate using (d, ∞) code on the Z-channel is plotted in Fig. 5 . This lower bound is tight for d = 0 in which case it is equal to the unconstrained Z-channel capacity. The optimized value of p which satisfies (25) and maximizes I(S 2 ; Y 2 |S 1 ) is shown in Fig. 6 . The curve corresponding to d = 0 in Fig. 6 depicts the value of probability of occurrence of zeros for achieving the unconstrained capacity for a Z-channel.
The lower bound on the achievable rate using (d, ∞) code on BEC is plotted in Fig. 5 . The optimized value of p in this case satisfies the constraint (11) and is independent of the probability of erasure. These optimized values of p are same as in the noiseless case and are tabulated in Table I We analyzed achievable rates using Type-1 (d, ∞) runlength limited codes for noiseless and noisy channels. The impact of increasing d on the achievable information rate was presented through optimization of a single parameter. The relation which this parameter, denoting the state transition probability, satisfies in order to maximize information rate was given explicitly for different channel models.
The use of (d, ∞) codes was motivated by the codeword constraint of having at least d ones in a moving window of size W = d + 1 bits. The case when binary codewords are constrained to have at least d ones in a window of size W > d + 1 opens interesting problems on quantifying achievable rates for different channels. These problems may be generalized to the study of constrained codewords over alphabets of size greater than two. 
