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On the struture of linear-time reduibility
Philippe Chapdelaine
1 Introdution
DLIN is the lass of the (deision) problems deided by determin-
isti RAMs in time O(n). Likewise NLIN is the lass of problems
deided by nondeterministi RAMs in time O(n). These lasses
formalize the intuitive notion of algorithms working in linear time
[9,10,21,12℄.
One of the features of NLIN that makes it quite interesting to
study is that it ontains most of the natural NP-omplete problems,
among them the 21 problems from [13℄. Also, the problem risa
(Redution of Inompletely Speied nite Automaton, Problem
AL7 in [7℄) has been shown to be omplete in NLIN under linear-
time omputable redutions [8℄. Moreover, a series of artiles have
shown the robustness of both these lasses, through logial, alge-
brai or omputational means (see for example [21,12,11℄). So, the
onjeture NLIN 6= DLIN, a weaker version of NP 6= P, appears
quite entral in the study of the omplexity of natural NP-omplete
problems.
On the other hand, it is well known that natural problems inNP are
proved to be either in P or NP-omplete, exept for a very small
number of them among whih the most prominent is the Graph
Isomorphism problem. In fat, Ladner proved in [14℄ that under
the onjeture P 6= NP, there exist problems in NP r P that are
not NP-omplete. This result has sine been generalized with the
Uniform Diagonalization method [20,1℄ that applies to many other
omplexity lasses, as well as other notions of redutions [19,18℄.
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However, whereas numerous results were obtained for various polynomial-
time and polynomial-spae omplexity lasses, with the appropri-
ate redutions, no similar result has ever been proved for linear-
time omplexity lasses and redutions, until now. Suh results
may prove signiant, onsidering the following fats.
(1) Most natural NP-omplete problems belong to NLIN.
(2) In ontrast with NP, there seem to be very few NLIN-omplete
problems, suh as risa, and many intermediary problems. In
fat, the arhetypial NP-omplete problem sat doesn't seem
to be NLIN-omplete, as it uses a sublinear number of non-
deterministi instrutions, namely O(n/ logn) (see [9℄), and a
lot of natural NP-omplete problems are linearly equivalent to
sat: e.g.Vertex Cover,Dominating Set, 3-Colorability,
et., as shown in [3,4,5,10℄.
In this note, we strengthen Ladner's and Balázar and Díaz's re-
sults [14,1℄ for polynomial-time degrees by proving that they sim-
ilarly hold for RAMs (resp. Turing Mahines) linear-time degrees.
We obtain these results by essentially notiing that the onepts
and proofs of [2℄ and [16℄ for the polynomial ase (attributed to
[14,15,20℄) work or an be adapted in the linear ase. For example,
we dedue from the separation resultDTIMETM(n) ( NTIMETM(n)
(by [17℄) on Turing mahines that there exists an innite number of
pairwise inomparable problems whih are neither inDTIMETM(n)
nor NLIN-omplete under linear redutions on Turing mahines.
Note that this result holds without any hypothesis.
2 The Uniform Diagonalization Theorem for linear time
We rst give some denitions and preliminary results. The ompu-
tation model used is the RAM model, as it was dened in [21,12℄.
That is with a unary struture w = ([n], f), [n] = {0, 1, . . . , n−1}
and f : [n] → [n], as input ⋆ and with a speied set of allowed
⋆
We write n = |w| and all it the size of the input.
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(lassial) instrutions. A (deision) problem, also alled set or lan-
guage, is a set of input strutures. A RAM works in linear time if
for eah input (struture) w of size n it performs O(n) instrutions
and uses only integers O(n) (as register ontents and addresses).
DLIN (resp. NLIN) is the lass of problems deided by determin-
isti (resp. nondeterministi) RAMs in linear time. (Note that it
was shown, see for example [12℄, that the linear-time lasses are
quite robust and are essentially independent of the set of allowed
instrutions.)
Denition 2.1 A lass C of reursive sets is reursively presentable
if there exists an eetive enumeration M1,M2, . . . of determin-
isti RAMs whih halt on all their inputs, and suh that C =
{L(Mi) | i = 1, 2, . . .}.
By onvention, the empty lass is reursively presentable.
It is easy to see that DLIN is reursively presentable. In fat, one
an hek that every pair (M, c), where M is a deterministi RAM
M and c is an integer, denes Lc(M) = {w |M aepts w in time at most c |w|},
whih is in DLIN, and onversely, every language in DLIN is of this
form. So any eetive enumeration of all the pairs (M, c) is a re-
ursive presentation of DLIN.
Denition 2.2 A lass of sets C is losed under nite variants if,
for every A,B suh that A ∈ C and the symmetri dierene A∆B
is nite, we have B ∈ C.
We an now prove that the Uniform Diagonalization Theorem,
rst given by Shöning [20℄ (see also [2, Theorem 7.4℄ and [6℄)
for polynomial-time omputable redutions, an be strengthen to
apply to linear-time redutions on RAMs, denoted ≤LIN (we write
A ≤LIN B for two problems A and B to mean that there is some
linear-time many-one redution from A to B that is omputable
on some RAM). A linear degree is an equivalene lass of some
problem A: {B | A ≤LIN B and B ≤LIN A}.
Theorem 2.3 Let C1 and C2 be two reursively presentable lasses
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(of reursive sets), both losed under nite variants. Let A1 and A2
be two reursive sets suh that A1 /∈ C1 and A2 /∈ C2. Then there
exists a set A suh that A /∈ C1, A /∈ C2 and A ≤LIN A1 ⊕A2.
Here, A1 ⊕ A2 denotes the disjoint union of A1 and A2, that is
{〈w, 0〉 | w ∈ A1}∪{〈w, 1〉 | w ∈ A2}, where 〈x, y〉 is any reversible
pairing operation omputable in linear time.
The proof given here is a mixture of the one given for Shöning's
result for polynomial redutions as it appears in [2℄, whih does
not seem to apply to linear redutions, and the one given for the
famous Ladner's Theorem in [16℄, whih impliitly applies to linear
redutions. Here, almost always will stand for exept for nitely
many ases.
Proof Let M10 ,M
1
1 , . . . be a reursive presentation of C1, and
M2
0
,M2
1
, . . . be a reursive presentation of C2. Let S1 be a RAM
that deides A1 and S2 be one that deides A2.
The set A will be the following one:
A =
(
A1 ∩ {x | f(|x|) is even}
)
∪
(
A2 ∩ {x | f(|x|) is odd}
)
,
where funtion f will be suh that if A ∈ C1 then f(n) is almost
always even, and if A ∈ C2 then f(n) is almost always odd. So, if
A ∈ C1, then A is almost always equal to A1. Given that C1 is losed
under nite variants, this proves thatA1 ∈ C1, in ontradition with
the original hypothesis. A similar reasoning applies if A ∈ C2.
The denition of funtion f , or more preisely of the RAM F that
omputes it, is given by a reursion sheme that denes along the
RAM K that reognizes A.
The RAM F takes as input an integer n ∈ N and omputes f(n).
If n = 0, then F outputs 1 (that is f(0) = 1). Otherwise, F rst
reursively omputes as many values f(0), f(1), f(2), . . ., as it is
able to omplete in exatly n steps. Suppose that the last value i
for whih it is possible to omplete the omputation is f(i) = k.
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Then F proeeds in two dierent ways, depending on whether k is
even or odd.
(1) If k = 2j is even, then F starts omputingM1j (z), S1(z), S2(z)
and F (|z|), where z ranges lexiographially over every possi-
ble input struture of size 1, 2, . . ., as many as it is possible to
omplete in n steps of omputation. Its aim is to nd a stru-
ture z suh that K(z) 6= M1j (z), that is a z that veries one of
the following onditions:
(a) M1j (z) = accept, f(|z|) is odd, and S2(z) = reject;
(b) M1j (z) = accept, f(|z|) is even, and S1(z) = reject;
() M1j (z) = reject, f(|z|) is odd, and S2(z) = accept;
(d) M1j (z) = reject, f(|z|) is even, and S1(z) = accept;
If suh a z an be found in n steps, then f(n) = k+1, otherwise
f(n) = k.
(2) If k = 2j + 1 is odd, then do as above, but with M2j instead
of M1j , trying to nd a z suh that K(z) 6= M
2
j (z). Again, if
suh a z is found, then f(n) = k + 1, otherwise f(n) = k.
Note that on input n, F works in exatly 2n steps.
It is easy to show, reursively, that f is a non-dereasing funtion,
whose set values onsists of the onseutive integers 1, 2, 3, . . .. We
now show that f is not bounded. This will imply that A is neither
in C1 nor in C2, as there will be no M1i (resp. M
2
i ) suh that K and
M1i (resp. M
2
i ) deide the same language.
Suppose that there exist n0 and p suh that f(n) = 2p for every
n ≥ n0. This means that for eah z, K(z) = M1p (z), and hene
A ∈ C1. But then, this also means that f is even and so A is almost
always equal to A1. Sine C1 is losed under nite variants, we
dedue that A1 ∈ C1, in ontradition with the original hypothesis.
A similar reasoning holds if there exist n0 and p suh that f(n) =
2p+ 1 for every n ≥ n0.
Now, there remains to prove that A ≤LIN A1 ⊕ A2. Given an in-
put x, suppose that f(|x|) is even (resp. odd), then the following
equivalenes hold:
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x ∈ A⇔ x ∈ A1⇔ 〈x, 0〉 ∈ A1 ⊕A2(
resp. x ∈ A⇔ x ∈ A2⇔ 〈x, 1〉 ∈ A1 ⊕A2
)
.
This shows that the transformation
R(x) =


〈x, 0〉 if f(|x|) is even
〈x, 1〉 if f(|x|) is odd,
whih is omputable in linear time, is a redution fromA toA1⊕A2.
3 The struture of nondeterministi linear time
The following lemmas show that the linear-time lasses are reur-
sively presentable. The proofs of Lemma 3.1 and Lemma 3.2 are
similar to the proofs of [2, Lemma 7.5℄ and [2, Lemma 7.7℄ respe-
tively. One need only notie that the reasoning is still true with
linear-time omputable redutions, and apply the lemmas with the
good parameters.
Lemma 3.1 The lass of the languages reduible to risa (Redu-
tion of Inompletely Speied Automaton) in linear time, that is
NLIN, is reursively presentable.
Lemma 3.2 The lass of the NLIN-omplete problems is reur-
sively presentable.
We an now apply the Uniform Diagonalization Theorem to obtain
a result on the struture of the nondeterministi linear-time lass
NLIN, similar to the one obtained by Ladner for NP.
Theorem 3.3 If DLIN ( NLIN, then there exists a language in
NLIN whih is neither in DLIN, nor NLIN-omplete.
Proof Apply Theorem 2.3 with the following parameters: C1 =
DLIN, C2 is the lass of the NLIN-omplete problems, A1 = risa,
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and A2 = ∅.
As it is the ase for the lass NP, it is even possible, under some
similar hypothesis, to prove that, not only there exist intermediate
problems, but also that there are an innite number of pairwise
inomparable (through linear-time redutions) problems. The fol-
lowing theorem is proved by notiing that the proof of [2, Theorem
7.10℄ also applies to linear-time redutions.
Theorem 3.4 Let A and B be two reursive languages suh that
A ≤LIN B but B 6≤LIN A. Then, there exists an innite family of
languages Di, i ∈ N, suh that:
(a) for all i, A ≤LIN Di ≤LIN B, but B 6≤LIN Di 6≤LIN A;
(b) for all i, j, if i 6= j then Di 6≤LIN Dj and Dj 6≤LIN Di.
Applying this last theorem to lasses DLIN and NLIN, with A = ∅
and B = risa, we get the following orollary.
Corollary 3.5 If DLIN ( NLIN, then there exist innitely many
pairwise inomparable linear degrees between DLIN and the lass
of the NLIN-omplete problems.
An interesting feature of these results is that they are still true if
we onsider linear-time redutions on Turing Mahines, denoted
≤TM−LIN, rather than those on RAMs, whih were denoted ≤LIN.
The former redutions are more preise (i.e. restrited) than the
latter but the known NLIN-omplete problems (under linear-time
redutions on RAMs), typially risa, remain NLIN-omplete un-
der linear-time redutions on Turing Mahines
⋆⋆
. Now, onsider
the following inlusions:
DTIMETM(n) ( NTIMETM(n) ⊆ NLIN,
⋆⋆
The more general question of whether the two notions of NLIN-ompleteness for
linear-time redutions on RAMs or on Turing mahines are equivalent is an open
problem.
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whih were proved in [17℄ and [8℄ respetively, where DTIMETM(n)
(resp. NTIMETM(n)) is the lass of the problems omputable in
linear time on deterministi Turing Mahines (resp. nondetermin-
isti Turing Mahines). We an thus dedue the following theorem,
whih does not require any hypothesis.
Theorem 3.6 There exists a problem (in fat, an innite number
of pairwise inomparable problems) in NLIN, whih is neither in
DTIMETM(n), nor NLIN-omplete under linear-time redutions
on Turing Mahines.
4 Conlusion
This note shows that linear-time reduibility ≤LIN (on the RAM
model), a muh more preise notion than the usual polynomial-time
reduibility, shares the same properties as this last one. We present
the rst strutural omplexity results for linear-time omplexity
lasses and linear-time reduibility. Another interesting point is
that our results an be similarly applied to the sat linear degree,
i.e., the lass of the (many) problems linearly equivalent to sat
(under ≤LIN-redutions), a problem whih is onjetured not to be
NLIN-omplete: we again obtain innitely many pairwise inom-
parable linear degrees on the one hand between the sat degree and
DLIN (if sat /∈ DLIN), and on the other hand between the sat
degree and the lass of the NLIN-omplete problems (if sat is not
NLIN-omplete, whih is a reasonable onjeture). We also show,
without any hypothesis, the existene of innitely many pairwise
inomparable linear degrees between the problems omputable in
linear time on deterministi Turing Mahines and the lass of the
problems in NLIN whih are NLIN-hard under linear-time redu-
tions on Turing Mahines. Finally, we believe that these results give
arguments for the robustness and signiane of linear-time redu-
tions and linear degrees, either on the RAM model or the Turing
model.
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