[1] Quasi-equilibrium (QE) closure is an approximation that is expected to apply to a large ensemble of clouds under slowly changing weather conditions. It breaks down under rapidly changing conditions or when the domain size is too small to provide an adequate sample of the cloud field. We explore fluctuations about an equilibrium state as simulated by a three-dimensional cloud-resolving model. An ensemble of simulations is used to determine how the response to prescribed periodic large-scale forcing changes with the period of the forcing and the size of the averaging domain. The vertical profile of the forcing is loosely based on GATE data. Results are compared with those from constant forcing simulations. In the constant forcing simulations, the noise-to-signal ratio is nearly independent of forcing magnitude. With time-varying forcing, a considerable range of responses is found. As expected, the more slowly the forcing varies, the better the response is approximated by QE. Errors become large when the period of the forcing is less than 30 h, suggesting that the diurnal cycle cannot be accurately simulated with a QE closure. Nondeterministic variability becomes more significant with smaller domain sizes. For the cases studied, a domain width of at least 180 km is needed to obtain an adequate sample of the cloud population.
Introduction
[2] As discussed by Lin and Neelin [2002] , the global numerical models used for weather prediction and climate simulation purport to determine area-averaged precipitation rates for each grid cell; naturally, some places in a grid cell will get more precipitation than the average, and others will get less.
[3] The aim of a parameterization is to describe the statistics of unresolved processes in terms of resolved processes. In particular, the goal of cumulus parameterization is to determine changes in the simulated large-scale environment due to the collective influence of multiple cumulus clouds. Most cumulus parameterizations are deterministic, and are based on an assumed "quasi-equilibrium" (QE) balance between large-scale (resolved) forcing, such as upper level radiative cooling and low level moistening of the boundary layer, which act to destabilize the troposphere, and the net large-scale effects of unresolved, convective cloud processes, including upper level warming and boundary layer drying, which act to reduce the instability [Arakawa and Schubert, 1974; Emanuel et al., 1994; Randall et al., 1997] .
[4] Departures from QE arise in part from the inherently unpredictable nature of small-scale motions. As is now well known, weather systems are subject to "sensitive dependence on initial conditions," in which fluctuations associated with dynamical instabilities on small scales grow and affect larger scales through nonlinear processes [e.g., Lorenz, 1969] . In cloud fields, important nonlinearities include not only the usual "eddy fluxes," but also phase changes, precipitation, and other microphysical processes [Arakawa, 2004] . Because of sensitive dependence on initial conditions, the grid cell-averaged precipitation rate and other statistics are intrinsically uncertain [e.g., Hohenegger and Schär, 2007] . This is a fundamental issue, unrelated to the details of any particular parameterization. Nonlinear interactions allow unpredictable small-scale fluctuations of the cloud field to influence larger scales. This can be particularly important in the presence of mesoscale organization .
[5] Sample size is a second important issue. The number of convective clouds making up an "ensemble" within a model grid column is typically not large enough to yield robust statistics [Molinari and Dudek, 1992; Palmer, 1996] . Even under disturbed conditions, the number of large convective clouds within a typical (100 km) 2 global circulation model (GCM) grid cell is typically on the order of ten to a hundred [e.g., López, 1977; Johnson et al., 1999] , not enough to give robust statistics. The problem is especially serious for large convective clouds; like large predators, they are widely spaced.
[6] Sensitive dependence on initial conditions and inadequate sample size conspire to introduce a stochastic component into the behavior of a cumulus ensemble, limiting the deterministic parameterizability of the convective statistics, such as heating and drying rates.
[7] A third issue is that classical QE closures break down when the time scale for changes in the resolved-scale weather is comparable to or shorter than the convective adjustment time [Molinari and Dudek, 1992; Cohen and Craig, 2006] . This problem is more severe in the emerging high-resolution global models [e.g., Arribas, 2004; Bechtold et al., 2008] , simply because convective systems with smaller spatial scales tend to have shorter time scales. This time scale issue does not prevent deterministic parameterization, but it does mean that parameterizations cannot be purely diagnostic. Pan and Randall [1998] proposed a simple prognostic closure for a cumulus parameterization.
[8] It is useful to distinguish several idealized regimes of statistical cumulus dynamics:
[9] 1. In the quasi-equilibrium regime, when the sample size is large and the weather regime changes slowly, the large-scale "forcing" and the sounding strongly determine the convective heating and drying rates, which adjust, without delay, to the evolving large-scale weather. The instantaneous forcing determines the instantaneous convective heating and drying rates. The past history of the convection does not matter. The expected value of the convective response closely approximates the true value. This idealized quasi-equilibrium regime is illustrated in Figure 1a .
[10] 2. In the nondeterministic regime, the convective heating and drying rates have a significant stochastic component; that is, they are only partially predictable. Figure 1b illustrates this nondeterministic regime. The uncertainty in the convective heating and drying rates creates an uncertainty in the larger scales. This can be true even when the convective adjustment time is small compared to the time scale for the variation of the large-scale circulation. This type of uncertainty is characteristic of real physical cloud systems [e.g., Hohenegger and Schär, 2007] ; it cannot be eliminated by model refinements.
[11] 3. In the nonequilibrium regime, still deterministic, the sample size is assumed to be large enough to yield robust statistics. In this case, however, the large-scale weather evolves so rapidly that the convection cannot keep up. The past history of the convection therefore affects the instantaneous convective heating and drying rates. Although the convection is out of equilibrium, the convective heating and drying rates are still deterministic. The sequence of large-scale forcings strongly determines the sequence of convective heating and drying rates. This deterministic, nonequilibrium regime is illustrated in Figure 1c .
[12] In summary, two distinct problems with conventional deterministic, diagnostic parameterizations become more serious as model resolutions improve. The first is that deterministic parameterizations become less well justified because of the problem of sample size. The second is that diagnostic parameterizations become less well justified because of the nonseparation of time scales.
[13] It has been suggested that the lack of high-frequency, small-scale variability in the GCM-generated precipitation fields and convective heating rates may limit the ability of GCMs to simulate the large-scale, low-frequency aspects of climate variability [Ricciardulli and Garcia, 2000; Figure 1 . (a) In the quasi-equilibrium regime, the convective response (vertical axis) is strongly determined by the time-varying large-scale forcing. The black line represents a simple and strong relationship between forcing and response. (b) In the stochastic regime, the convective response is uncertain even when the convective adjustment time is short compared to the time scale for variation of the large-scale forcing. This occurs when the sample size is small, e.g., because the grid columns are small. The gray "fan" represents the uncertainty in the convective response. In this example, the uncertainty has been assumed to be proportional to the expected value of the convective response. (c) In the nonequilibrium regime, the convection (dashed curve) cannot keep up with the time-varying large-scale forcing (solid curve) because the convective adjustment time is too long. The forcing leads the response with a time shift of magnitude t. Horinouchi et al., 2003] . The failure of QE-based convective parameterizations to reproduce the full spectrum of convective variability has motivated the development of new approaches to cumulus parameterization. Arakawa [2004] discusses the current trend away from deterministic and diagnostic closures and even ensemble averaging methods toward prognostic and nondeterministic closures of varying types, including stochastic parameterizations, relaxation methods, triggered adjustments to equilibrium, and superparameterization, which includes the effects of small-scale variability through the use of an embedded CRM. A recognition of the need for stochastic convective parameterizations has developed from the realization that QE-based convective parameterizations employed in GCMs fail to reproduce the full spectrum of convective variability that is found in cloud resolving model (CRM) simulations and observational data. It has been suggested [Neelin et al., 2008] that a realistic representation of stochastic convective variability is necessary for simulating large-scale weather systems, such as the Madden-Julian Oscillation. Stochastic parameterizations have been explored extensively in Europe [Buizza et al., 1999; Wilks, 2005 Wilks, , 2008 Williams, 2005; Palmer et al., 2005; Palmer and Williams, 2008; Berner et al., 2008; Ball and Plant, 2008] , while superparameterization has been a focus in the U.S. [Khairoutdinov and Randall, 2001; Randall et al., 2003; Räisänen et al., 2004; Cole et al., 2005a Cole et al., , 2005b Khairoutdinov et al., 2005 Khairoutdinov et al., , 2008 DeMott et al., 2007 DeMott et al., , 2010 [14] This study is aimed at achieving an improved understanding of nonequilibrium and nondeterministic cumulus convection. Our aim is to quantitatively explore the capabilities and limitations of cumulus parameterization as applied to models with grid spacing on the order of 20-50 km, or even finer. We analyze random fluctuations produced in simulations of convection using a CRM. Our goal is to determine the response of a variety of convectionrelated statistics to an imposed periodic large-scale forcing. A suite of CRM simulations is used to compare the response in two-and three-dimensional simulations, to explore how the response varies with changes in the length of the forcing period and the size of the averaging domain, and to see how the response to a time-varying forcing compares to the response to a steady forcing.
[15] Section 2 provides relevant scientific background. Section 3 gives a description of the CRM used and includes a discussion of the design of the numerical simulations. In section 4, we present the CRM results. Section 5 provides a discussion and conclusions.
Background
[16] evaluated the parameterization of Arakawa and Schubert [1974, hereafter AS74] by performing semiprognostic tests against data from a twodimensional cloud-resolving model (CRM). They found that although cumulus activity is strongly modulated by largescale processes, the AS74 parameterization fails to capture some of the nonmodulated, high-frequency fluctuations as well as the systematic phase delays in modulation that are particularly noticeable in the presence of system-organizing wind shear. They showed that nondeterministic errors increase with smaller averaging distances. They concluded phase lags between the convection and the large-scale forcing are more significant for coarse-resolution models that do not resolve mesoscale features, while errors due to the nondeterministic (high-frequency variability) become more important with finer resolution.
[17] Xu et al. [1992, hereafter X92] attempted to determine the extent to which cumulus convection can be parameterized deterministically and diagnostically, and how the separation of scales that is required by some convective parameterizations is affected by mesoscale organization. Simulations using 2 km horizontal grid spacing over a 512 km domain and various cases of mesoscale organization (shear) and surface types showed that the magnitude of the fluctuations depends on forcing magnitude, wind shear, and domain size. X92 showed that the convective response to cyclic large-scale forcing is not identical at a given phase of the forcing, indicating nondeterministic fluctuations. The precipitation can have a standard deviation on the order of its mean; this was also noted by Katzfey and Ryan [2000] . X92 also showed that there are phase delays due to mesoscale organization when the wind shear is strong.
[18] Our study is an extension of X92. We use a threedimensional model, and examine the effects of varying the period of the forcing and the size of the domain.
Numerical Simulations

Model Description
[19] We have analyzed simulations performed using a three-dimensional anelastic model based on the vorticity equation or vector vorticity model (VVM) developed by Jung and Arakawa [2008] . The model is included in an ongoing CRM intercomparison study [Fridlind et al., 2010] ; results indicate that the performance of the VVM is comparable to that of other CRMs.
[20] The simulations were performed on a doubly periodic f plane at 15°N, with a horizontal domain size of (256 km) 2 and a 2 km horizontal grid spacing. A stretched vertical grid [Krueger, 1988] is employed to enhance resolution near the surface. The depth of the domain is approximately 19 km, with 35 layers, giving a grid interval of approximately 100 m near the surface and 1 km near the model top. The model is stepped forward in 10 s intervals, and the time differencing scheme is second-order Adams-Bashforth.
[21] Our configuration of the VVM includes a three-phase microphysics parameterization [Krueger et al., 1995; Lin et al., 1983; Lord et al., 1984] , a surface flux parameterization using the flux-profile relationships given by Deardorff [1972] , and a first-order turbulence closure [Shutts and Gray, 1994] . In place of the model's radiation parameterization, we used Newtonian cooling, relaxation toward the initial horizontally averaged profile with a time scale of 1 day above 15 km, linearly decreasing to zero at and below 10 km. The VVM also includes a Rayleigh-type friction in the top five layers to damp upward propagating gravity waves.
[22] The surface is ocean with a prescribed sea surface temperature of 299.88 K and a surface roughness of 0.2 mm. The x component of the geostrophic wind is held constant with a form similar to the initial u wind profile, while the y component is assumed to be zero. Each simulation is initialized with horizontally uniform thermodynamic conditions based on the profiles in Figure 2 , and clouds are initiated by the introduction of small (±0.25 K), random perturbations to the potential temperature in the lowest 100 m of the model for the first 30 simulated minutes. For all runs, we analyzed results after the first 300 simulated hours of integration.
Experimental Design
[23] The simulations are designed to simulate a field of cumulus clouds under a given set of large-scale conditions, as if the domain represented a single column of a GCM. Horizontally uniform large-scale advective cooling and moistening rates are prescribed.
[24] All of the model runs begin with the same initial conditions, which are based on soundings observed during GATE (Global Atmospheric Research Program's (GARP) Atlantic Tropical Experiment) Phase III [Sui and Yanai, 1986] . These initial conditions included moderate vertical wind shear ( Figure 2a ) and an enhanced profile of the GATE-III values for advective cooling and moistening ( Figure 2b ). The vertically integrated magnitudes of these maximum forcings are 1961.1 W m −2 and 60.8 mm d −1 . These latter two profiles show the maximum intensities of the time-varying forcings.
[25] The forcing profile varies in time, as in X92, with a periodic scaling factor of the form,
where T is the period of the time variation and t is time.
Thirteen periodically forced simulations were run for 15 cycles after the initial spin-up. We performed simulations with periods of 2, 4, 6, 8, 10, 12, 14, 16, 20, 24, 30, 60 , and 120 h. Throughout the remainder of this paper, individual simulations are identified by the length of the period of the forcing preceded by an "F." For example, the simulation with a 6 h period is F06.
[26] To determine how the convective response to a periodic forcing compares to the convective response to a constant forcing, ten more 6.25 day simulations were run with steady or "constant" forcings chosen in increments of 10% of the maximum large-scale forcing profile ( Figure 2b ). These constant forcing runs were initialized in the same way as the variable forcing simulations, including spin-up. These simulations are referenced by "CF" (for "constant forcing") followed by a single digit representing the fraction of the maximum forcing. For example, CF8 refers to a constant forcing that is equal to 80% of the profiles in Figure 2b . The exception to this convention is the simulation run at 100% of the maximum; it is referred to as CFX, with "X" interpreted as the Roman numeral ten for some degree of consistency.
Results
Constant Forcing Simulations
[27] Here we briefly discuss the results of the constant forcing simulations. We use the surface precipitation rate as an indicator of the intensity of convection. Figure 3 shows the time evolution of the domain-averaged surface precipitation rate is shown for each of the constant forcing simulations. Figure 3 shows a progressive increase in the magnitude of the precipitation rate, represented by the black lines, as the forcing is increased. The red lines in each plot represent the time means. The increase in the mean precipitation rate is almost exactly linear with respect to the normalized forcing ( Figure 4a ). Quantitatively, there is an increase of approximately a quarter of a millimeter per hour for each ten percent increase in the large-scale forcing. Based on the prescribed forcing profiles (Figure 2 ), this corresponds to approximately −2.5 K d −1 of peak advective cooling and 3.5 K d −1 equivalent of peak advective moistening.
[28] The other very important feature of Figure 3 is that although the simulations are forced at constant rates, the domain average responses in precipitation rate are not constant in time. The blue lines in Figure 3 show plus and minus one standard deviation from the means. The domain averages are in statistical equilibrium, such that for each run the variance about the mean is small with respect to the mean. Figure 4b shows that the standard deviation of the precipitation rate increases almost linearly with increasing forcing, except for extreme forcing values.
[29] The ratio of the standard deviation to the mean (coefficient of variation, hereafter COV) for the precipitation rate is shown in Figure 4c . For most forcing values tested, the COV is nearly constant, meaning that variability scales with the mean, as many might expect. In fact, this is an assumption made in a number of convective parameterizations (e.g., in ECMWF models [Buizza et al., 1999 [Buizza et al., , 2000 ). However, the results here indicate that the COV for weak forcing (CF1) is greater than twice that of the midrange forcings. For strong forcing (CFX), the COV decreases slightly, relative to CF2-CF9.
[30] A similar analysis has been performed for cloud fraction and vertically integrated nonprecipitating condensate (NPC), which is a measure of domain mean column cloud water and cloud ice. Figure 4 also shows the results for these variables. Cloud fraction decreases very slightly (∼10%) as the forcing strengthens. One might expect more forcing to directly increase the amount of cloud in a given domain, but stronger convection can be more organized, with less stratiform cloud. The nonprecipitating condensate increases weakly with an increase in the large-scale forcing, indicating denser clouds. Trends in the standard deviations of these variables are weakly positive, but interactive radiation, not included here, might change the results.
[31] The COV increases with forcing strength for cloud fraction and shows no trend for NPC. In each of the three cases, the COV remains fairly constant for moderate forcing, such that the standard deviation is approximately 10% of the mean magnitude with notable departures at the forcing extremes. Parameterizations assuming constant COV would predict too little variability with weak forcing and too much variability with strong forcing.
Periodic Forcing Simulations
[32] The 15 cycles simulated in each run can be viewed as individual realizations of "the same" event, as predicted with different initial conditions. The cycles can be compared to analyze the predictability of the convective statistics for each period length.
Snapshot Views
[33] We begin with model output snapshots from the periodic forcing simulations. [34] In this example, large, organized mesoscale clusters/ lines have produced precipitation via outflow lifting. The clusters persist for less than an hour. Many of the simulations produce similar linear mesoscale features.
[35] There is even larger-scale organization in a few instances. This is illustrated in Figure 6 . In the case of F16 (Figure 6a ) for a point where the large-scale forcing is locally maximized, the band of organized convection spans the entire width of the domain and moves as a cohesive unit from north to south. It is likely that the presence of this feature is the reason for the slightly broadened precipitation peak that immediately follows this point in the simulation. In the snapshot of theF120 simulation (Figure 6b ), there is another large band of organized precipitation/convection in the northeast section of the domain. The feature is over 150 km from east to west, and is preceded by an outflow boundary as shown in F24 ( Figure 5 ). Some simulations produce rotating convective systems (not shown).
Composite Analysis: Full Domain
[36] For the 15 realizations in each case, the results are averaged and the standard deviation across the realizations is determined. The standard deviation can be interpreted as a measure of the predictability of the simulated systems. To be clear, this is the standard deviation across realizations, rather than the spatial standard deviation at a point in time. A stochastic parameterization would generate the statistics corresponding to a particular realization. [37] Returning briefly to Figure 6a (right top), we see that the precipitation appears to lag the forcing slightly and that there is considerable scatter. The variability in the time series appears to be much less than that obtained in the twodimensional simulations of X92. This is expected, because the sample size is much larger in the 3D model. Also, the greater and more variable composite standard deviation shown by X92 likely has some contribution from the smaller ensemble size involved (their 9 realizations versus our 15).
[38] Composites of the realizations for the full domain of the F02, F08, F16, F30, F60, and F120 simulations are shown in Figure 7 . Compared to the raw time series, the data in the composite plots are much more smooth, as the variability around the mean has been averaged out to some degree. This is shown by the blue stippled region (standard deviation) bounding the mean. Variability is larger for the long-period (F60, F120) simulations, perhaps because more persistent strong forcing permits the development of heavily precipitating outliers with self-perpetuating mesoscale organization. The standard deviation does not change much with changes in the period of the forcing, but it does change with the magnitude of the forcing.
[39] Phase lags between the precipitation and the forcing are both visually apparent and numerically documented in each plot of Figure 7 . The phase lags were quantified by finding the lag that maximizes the correlation between the forcing and the response. Lags occur for two reasons. One is the delay associated with the presence of mesoscale organization (X92, Figure 9 ). This is evidenced by the rapid onset and more gradual decline of the precipitation rate, which are characteristic of the life cycles of mesoscale convective systems [X92; Abdullaev et al., 2009] . Unfortunately, this mesoscale lag is not well captured by the lag detection method mentioned above. Second, lags occur when the period of the forcing is close to the convective adjustment time, which ranges from tens of minutes to a couple of hours depending on the cloud size [Bechtold et al., 2008; Yu and Neelin, 1997] . With the shorter periods, the forcing changes too rapidly for the convection to keep up. Except for F02, the forcing leads the precipitation by ∼80 min. This is a crude measure of the convective adjustment time [Xu and Randall, 1998 ]. As the period of the forcing increases, the relative lag decreases, while the absolute lag remains approximately constant.
[40] Again, the existence of a lag does not prevent parameterization. It simply points to the need for convective parameterizations to have a memory, or a finite adjustment time.
[41] Figure 8 shows a similar analysis for cloud fraction. The cloud fraction is not modulated in the same fashion as the precipitation. In F02, the cloud fraction is 90 degrees out of phase with the large-scale forcing. The two are almost exactly in phase for the F08 simulation, and the cloud fraction actually leads the forcing in all longer-period simulations. The explanation seems to involve remnants of nonprecipitating (most often cirrus or stratus) clouds left over from the previous cycle. For example, when the F120 forcing is at its minimum (not shown), there is nearly zero precipitation, but a significant amount of cloud cover remains in the domain. The following peak in cloud cover corresponds to the increasing forcing of the following cycle, and the following rapid cloud cover decline and plateau corresponds to a transition toward organized convection that has the effect of clustering clouds into more densely packed regions of taller clouds. In this way, areal cloud cover does not immediately correspond to more intense convection.
[42] We define the NPC as the vertically integrated sum of cloud water and cloud ice. The NPC is somewhat related to cloud fraction, and behaves similarly to it (not shown). The standard deviations about the mean remain fairly constant for all period lengths, though they tend to be slightly larger when the mean NPC is at its maximum, as was the case for precipitation and cloud fraction. This follows from the standard deviations scaling with the mean in the equilibrium simulations in section 4.1. The NPC and cloud fraction both decrease with the rapid increase in precipitation that accompanies mesoscale development, but the NPC lags a bit more than cloud fraction because it is associated with taller, denser clouds that develop later. Our confidence in these cloud-related results is diminished by the lack of interactive radiation and the periodic domain.
[43] For the purposes of this analysis, we define the net cloud mass flux as the domain mean vertical mass flux through the 2.5 km level, including only grid cells where cloud liquid water or ice are present. The results for the net cloud mass flux are very similar to those for surface precipitation in terms of mean and standard deviation, as well as lag times (not shown). The standard deviation about the mean is small, indicating a deterministic convective response. The response transitions from 90°out of phase with very short period forcings to nearly in phase for longer forcings.
[44] Different results are seen when the cloud mass flux is partitioned into upward and downward components (Figure 9 ). To focus on the more vigorous elements, only velocity magnitudes greater than 0.1 m s −1 are considered. The absolute lags are greater for both updrafts and downdrafts than for the net mass flux, and are greatest for the downdrafts in the F30 case. Relative lags decrease with increasing forcing period as with the net cloud mass flux. The maximum updraft mass flux, averaged over realizations, more than doubles going from F02 to F60, suggesting that short forcing periods do not allow full development of the convective activity. An increase in intensity is also seen for the downdrafts, if an increased air speed threshold is used. [45] The intensity of convection is very strongly linked to the vertically integrated buoyancy flux, B, which is defined as
Here T v is the virtual temperature, and the integral runs from the surface to the top of the model. The composite analysis results for the buoyancy flux are shown in Figure 10 . Many of the features seen in other variables in the composite analyses are present here as well. Variability scales roughly with the mean, and the relative lag decreases with increasing period. The absolute lag relationship, though, is less well Figure 9 . As in Figure 7 but for (left) upward and (right) downward cloud mass flux. Figure 10 . As in Figure 7 but for the integrated buoyancy flux.
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defined than with the other variables and lacks a coherent trend. Of all of the variables shown thus far, the buoyancy flux is the most closely synchronized with the large-scale forcing, especially for longer periods.
[46] An additional measure that can be used as an indicator of convective activity is the vertical eddy kinetic energy (EKE). This is an effective indicator because it is mainly a measure of updraft and downdraft intensity. In order to obtain the EKE, the procedure outlined in X92 was followed. A given quantity, A, can be separated into largescale and eddy-scale components, such that
where [A] is the large-scale component and A′ is the eddyscale component. Here, [A] is defined as
In (4), L x , L y , and t are the horizontal extents and the time interval for defining the large-scale component, respectively. The horizontal extent used in the averaging is the full domain size of 256 km, and the time interval was selected based on the period of the forcing and ranged from forty minutes to ∼4 h.
[47] Using the eddy-scale component of the vertical wind, w′, the vertical EKE can be computed as
Here, ñ 0 is the model reference state density. Figure 11 shows examples of results (F14 and F20) from the analysis of K Z . The kinked nature of the early response and slow decline in magnitude are evident in some instances this variable, though these features become less evident with increasing period length (not shown). The relative lag with respect to the forcing tends to decrease as we have seen with other variables, but the absolute lag declines with increasing period length. This suggests that the mesoscale influence is less for longer forcing periods. In no case does the forcing lag the mean response; even at the greatest forcing lengths (60 and 120 h), the forcing leads by at least 10 min.
[48] The eddy kinetic energy data were further analyzed to obtain the component that is due only to mesoscale features. Here, as in X92, the mesoscale is defined as having scales larger than 32 to 64 km. To separate out the mesoscale, a low-pass filter [Ormsby, 1961] is applied in physical space as a two-dimensional array of weights derived by rotating and scaling the following 1-D formula:
Here, ä is the distance from the point being filtered. The filter is designed to allow full retention of features greater than the "cutoff frequency," f C , and excludes features smaller than the "roll-off termination frequency," f T , with a gradual transition between the two. The cutoff and roll-off termination frequencies correspond to wavelengths of 64 km and 32 km, respectively. See Jones [2010] for additional details on the application and performance of this filter. In order to estimate the contribution from only the mesoscale spectral analysis was performed on each of the EKE fields at all points in time for each simulation. The percentage of power contained in wave numbers 1-8 (wavelengths greater than 32 km) was used to estimate the fraction of the domain mean EKE that is contributed by the mesoscale.
[49] Figure 12 shows examples of the filtered domain mean vertical EKE, corresponding to those in Figure 11 . Comparing these, we can observe the signature of the mesoscale, namely, the delayed, slow ramp-up of convection followed by an even slower, shallower decline. Note the reduced scale on the ordinate axis. The lag increases with increasing period, e.g., 60 to 70 min from F14 to F20, as seen in Figure 12 , and on to 80, 90, and 130 min for F30, F60, and F120, respectively, suggesting an increasing mesoscale influence on the lag. These results are very similar to those found by X92. Because we did not vary the shear profiles, we cannot discuss how the statistics vary with different types of mesoscale organization. In fact, without the results Figure 11 . As in Figure 7 but for the domain mean vertical eddy flux.
from X92 for comparison, it would be difficult to make the case for the influence of the mesoscale on the modulation of the convection.
Composite Analysis: Subdomains
[50] To determine how the statistics vary with domain size, a subsampling technique was employed. The full domain size of (256 km) 2 was broken down into fractions of one half (rectangular, not square), one quarter, one sixteenth, one 64th, and one 256th. This allows for statistics corresponding to a total of six GCM horizontal grid spacings, namely 256, ∼181, 128, 64, 32, and 16 km. The goal is to see the effects of changing a GCM's grid spacing from O(100 km) to O(10 km). We want to determine at which resolution the assumptions of QE tend to break down and to characterize how this occurs.
[51] In the composite analysis, the mean of a quantity is calculated for each individual subdomain at each time. In the case of the 256th subdomain size (16 km) 2 , there are 256 time series of 15 cycles, similar to the full domain composite analysis. The standard deviation over realizations is calculated for individual subdomains, and the data is averaged across each of the subdomains. After such averaging of the subdomain statistics, the average of the means is of course the same as the average over the full domain, but the standard deviations will differ from the standard deviations over the full domain.
[52] Figure 13 shows the surface precipitation rate for the F30 simulation. The red curve in each plot is the large-scale forcing, just as in Figures 7-12 . The black curve is the mean for each subdomain, averaged over all subdomains, so it is identical to the large-scale mean, as already shown in Figure 7 . The point of Figure 13 is that, as the averaging domain is made smaller, the variability in the response, as measured by the standard deviation over realizations, increases greatly. Near the peak precipitation response for the F30 simulation, the standard deviation of the surface precipitation rate grows by about a factor of 50, from roughly one tenth of a millimeter per hour for the full domain to nearly 5 mm per hour in the 256th. Obviously, the negative values that appear in the standard deviation curves are simply statistical artifacts and do not imply negative precipitation.
[53] The applied large-scale forcing is not the effective forcing for a subdomain. In order to investigate the trend of lag times as the subdomain area decreases, we need to define the local forcing. It was calculated based on the following relations:
Here, F 0 and F 1 refer to the imposed large-scale advective tendencies of potential temperature and water vapor, respectively. C is the condensation rate, and L is the latent heat of condensation. Overbars denote horizontal means over a subdomain, and primes are deviations from that mean. In equations (7) and (8), the first three terms on the right-hand sides denote the "local" forcing and the last two denote the response. It is the vertically integrated effect of both equations that is of interest. Vertical integration of the forcing eliminates the vertical advection terms, leaving only the imposed large-scale forcing, the CRM-resolved horizontal flux divergence, and the surface fluxes. If we further integrated over the entire domain, the horizontal flux divergence would drop out, leaving just the imposed largescale forcing and the surface fluxes.
[54] In QE, the forcing and response are highly correlated. Figure 14a shows the correlation between the local forcing (as defined by combining (7) and (8) to obtain the local vertically integrated moist static energy forcing) and the response, for the full, 1/4, 1/16, and 1/64, and 1/256 subdomains, and for a forcing period of 30 h. For the 265 km domain, the correlation is about 0.9, consistent with QE. For the 128 km domain, the correlation drops drastically, to about 0.1. As the domain size decreases further, the correlation gradually increases, reaching about 0.5 for the 16 km domain. The correlation increases for smaller domain sizes because the forcing and response both become very large, because the vertical velocities become large, while the local time rate of change remains fairly small. The dramatic increase of the root-mean-square forcing for the smaller domains is shown in Figure 14b , in which the ordinate is logarithmically scaled. In the limit of "cloud resolving" resolution (not shown), the distinction between the forcing and the response disappears.
[55] The relationship between subdomain area and lag time between the local forcing and response as defined by equations (7) and (8) is irregular and there are only six points to consider; as a result, we were not able to find a simple relationship. When calculating the lag between the this local forcing and the surface precipitation rate for the F30 case, there is also a general, but irregular, trend such that lag time tends to decrease as subdomain area decreases, though the converse is true in a few cases. This trend is in general agreement with the findings of and Xu and Randall [1998] .
[56] Similar results are seen in other simulations. For example, in simulations F08 and F120, the standard deviation increases greatly with decreasing averaging area (not shown), and the data do not meet the requirements for QE Figure 14 . (a) The correlation between the local forcing and the response and (b) the root-mean-square of the local forcing for the listed subdomain sizes.
for subdomains smaller than half of the full domain size. We also examined the F30 composite analysis results, for the six domain sizes, for cloud fraction, NPC, and net cloud mass flux through the ∼2.5 km level (not shown). The changes in variability with domain size are similar to those shown in Figure 13 . The standard deviation about the mean tends to increase by at least an order of magnitude when the averaging area decreases from the full domain to the 1/256th domain. This same increase in the variability over realizations is also seen in the other simulations (not shown). Further analysis of the relationship between lag and subdomain size for these variables did not yield a coherent trend.
[57] For what grid spacing does nondeterministic convection become important? In section 4.1 and Figures 3 and 4 , we showed for the full domain, the COV is about 0.1. This means that, with 256 km grid spacing, a deterministic parameterization would be expected to have errors on the order of 10% of the mean, for this weather regime. The standard deviation might decrease if the domain was made larger with the same imposed large-scale forcing, but on the other hand a grid spacing coarser than 256 km is not good for simulating the large-scale circulation. As discussed below, with a smaller domain size, the COV increases. We conclude that, for the weather regime considered here, and with a grid spacing of 256 km, a "perfect" deterministic parameterization will have errors on the order of 10%. Evidently stochastic parameterization can be useful even with a 256 km grid spacing.
Extended Composite Analysis
[58] This section contains an extension of the information contained in sections 4.2.2 and 4.2.3 covering all tested periods and subdomains, and focusing solely on the surface Figure 15 . The coefficient of variation of surface precipitation rate for the indicated subdomains. The abscissa is the forcing period, and the ordinate is the normalized forcing, which is a proxy for the phase of the forcing, or for time. The forcing increases upward along the ordinate and reaches its maximum halfway up. The thick line is a simple graph of the average time (in the sense of forcing phase) of the maximum mean response. For periods longer than about 20 h, the response is a maximum when the forcing is a maximum. Figure 7 . The COV does have such dependencies, however.
[59] Figure 15 shows how the COV of the surface precipitation rate varies with the period of the forcing, and with time during a forcing cycle, for four different subdomain sizes. The abscissa of Figure 15 is the forcing period, and the ordinate is the normalized forcing, which is a proxy for the phase of the forcing, or for time. The forcing increases upward along the ordinate, and reaches its maximum halfway up. The thick line is a simple graph of the average time (in the sense of forcing phase) of the maximum mean response. For periods longer than about 20 h, the response is a maximum when the forcing is a maximum. The contours show the COV. Comparison of Figures 15a-15d shows that the COV increases as the domain size decreases. In addition, the COV varies over a cycle (vertically in the contour plots), by up to a factor of two. The COV tends to be largest when the large-scale forcing is weak, a time when any convection is likely to be dominated by self-sustaining mesoscale convective systems. There is a weak tendency for longer periods to have larger COVs, indicating that the predictability of the response does not depend strongly on the rate of change of the large-scale forcing. Similar results were obtained for the net cloud mass flux, the cloud fraction, and the NPC (not shown).
[60] Table 1 shows the same results in a different way. The entries in Table 1 are the COV for the precipitation rate, averaged over each full simulation. This averaged COV increases strongly as the subdomain size decreases, but it depends only weakly on the period of the forcing.
[61] Figure 16 shows how the COV varies with subdomain size and through a cycle, for two very different forcing period lengths. The thick black line in each plot is the time of the peak response. Adjusting for the location of the peak mean response, the COVs are very similar even though the forcing periods are very different. For both periods, the COV tends to increase with decreasing grid spacing. It is the largest away from the time of the peak response. This second result is enhanced in the presence of greater mesoscale contributions to convection. The greatest difference between the two period lengths is the variability of the COV with forcing strength (vertically in the contour plots), which is greater for longer periods, because strong forcing is applied for a longer time.
[62] The COV increases nonlinearly with decreasing domain size along the heavy black maximum mean response line in Figure 16 , roughly according to
where b and c are constants that depend on the variable in question, and A is the subdomain area. The constant b controls the shape of the curve, while c most strongly controls the domain size for which the standard deviation becomes small (greater c shifts the zero to a larger area). One might expect that there would be a 1/√A dependence instead, but r 2 was greater than 0.99 for equation (9) versus 0.7 for a 1/√A dependence.
[63] Table 2 gives the best fit values of b and c for surface precipitation, cloud fraction, net cloud mass flux, and NPC. All of them have high correlation coefficients showing that the fits are quite good. The values of b are similar for the precipitation rate mass flux, and they are similar for the cloud fraction and NPC. This supports the idea, mentioned earlier, that there are two distinct variable types, namely the "storage" variables, NPC and cloud fraction, and the "flux" variables, surface precipitation rate and net cloud mass flux. The variation with subdomain size is stronger for the flux variables, consistent with the idea that the storage variables are advected between subdomains and have significant inertia of "Lagrangian memory." Figure 16 . As in Figure 15 but for the coefficient of variation of surface precipitation rate for the noted large-scale forcing periods at all subdomains and large-scale forcings. The thick black line in each plot is the time of the peak response. [64] If the convective ensemble is close to QE, the forcing should closely track but slightly lead the response. Figure 17 shows scatterplots of the response as a function of the forcing for simulations F04, F10, F30, and F120. For the shorter periods, the scatterplots take the shape of hysteresis loops. The upper and lower portions of the loop are associated with increasing or decreasing forcing, depending on the period and variable in question. For instance, the lower portion of the scatterplot in Figure 17a , for cloud fraction in the F04 simulation, corresponds to increasing forcing. When the forcing period is changed to 30 h, as in Figure 17c , it is the upper portion of the loop that corresponds to the increasing forcing. Recall that the cloud fraction maximum leads the forcing maximum for a longer period. There is a tendency for the data points to "hug" the regression line more tightly as the period length is increased. This is consistent with QE for the longer periods.
Correlation Analysis
[65] The convergence toward a single regression line is very clear for the "flux variables," surface precipitation rate and net cloud mass flux. The "storage variables" show a more complicated behavior. The slopes of the flux variables monotonically increase from short to long periods, with a slowing of the rate of change toward longer periods. More interesting, perhaps, are the values to which the slopes converge. Let us focus on the case of the surface precipitation rate. Referring once again to Figure 4a , the expected slope for a simulation run at an approximation to statistical equilibrium is ∼2.5 mm h −1 per a full increase of the largescale forcing, and interestingly enough, that also the slope for simulations F60 (2.522 mm h −1 , not shown) and F120. This supports the idea that while statistical equilibrium is not well approximated for rapidly varying large-scale forcings, it is well approximated for slowly varying forcings. For the surface precipitation rate, the correlation of the convective statistic with the phase of the forcing increases with increasing period length. The correlation coefficient for F30 is 0.885, and it is 0.970 for the F120 simulation. QE holds for long periods on the full domain but not for the short ones.
[66] For the F06 simulation, Figure 18 shows the scatterplots, regression lines, and correlation coefficients for the whole, half, quarter, 16th, 64th, and 256th domain as applied to the net cloud mass flux. In these plots, we can see the range of variation of the net cloud mass flux for each subdomain size. Note that the ordinate axis values differ among the plots. The correlation coefficients fall off quickly with decreasing domain size. This shows that convection sampled over small subdomains is not close to statistical equilibrium. There is no clear trend for the regression slopes. There may be an increase in regression slope with decreasing domain size, but this is generally due to very large average cloud mass flux values that are the result of averaging over such a small area and it does not hold over all averaging areas. When the subdomain size is very small, there are cases in which the slope becomes negative due to the sheer number of values that are much smaller than the maxima. Extending this analysis to other variables (not shown), it is clear that that correlations become small for subdomains smaller than the full domain.
[67] Considering the same data in terms of the local forcing as defined in equations (7) and (8), there are some subtle differences that would arise in a plot like Figure 18 . Local forcing tends to relate to surface precipitation and cloud mass flux in a more variable fashion than the largescale forcing. This is especially true for the largest local forcings, which appear in the smallest subdomains. As an example, over the range of the forcing seen in the whole domain average, which is only about 2% of the range seen at the 16 km subdomain, precipitation rates deviate from expected QE rates (as determined by linear regression of the forcing and precipitation) by maximum of 1.1 mm h −1 for the 256 km domain and by 11.4, 20.5, 45.6, and 119.9 mm h −1 for the 128, 64, 32, and 16 km subdomains. These values were obtained by an additional F30 simulation with output recorded every minute.
Concluding Discussion
[68] Cloud parameterization will be needed for the foreseeable future, because cloud resolving models will continue to be too computationally expensive with large domain sizes. The results of our experiments highlight need for new approaches to convection parameterization. Deterministic and diagnostic QE assumptions, while useful, break down at resolutions that are now commonly used in weather prediction models and are starting to be used in climate models.
[69] We have investigated the departures from convective QE, with a view to motivating and guiding the development of nonequilibrium and nondeterministic parameterizations. A CRM was driven by periodic large-scale forcing. For comparison, the model was also subjected to a series of constant forcing simulations for a variety of large-scale forcing magnitudes. We analyzed the results to see how the nonequilibrium and nondeterministic response of the convection vary with domain size and forcing period.
[70] The more slowly the forcing varies, the better the response is approximated by the equilibrium solution. QE approximations fail when the time scale for changes in the resolved-scale weather is close to or less than the convective adjustment time. This is a problem is more severe in newer high-resolution models [e.g., Arribas, 2004; Bechtold et al., 2008] simply because shorter time scales are inherent in convective systems with smaller spatial scales.
[71] For deep convection, QE is viable when the time scale for the variation of the large-scale forcing is greater than about 30 h. For some fields, variability increased with forcing period length, suggesting a role for mesoscale organization. Lags arise from a number of factors, including mesoscale organization, which allows the convection to become self-sustaining. Lags do not make parameterization impossible. They can be dealt with by endowing the parameterization with a memory.
[72] The breakdown of deterministic prediction was anticipated by Lorenz [1975] , who wrote "I believe that the ultimate climatic models…will be stochastic, i.e., random numbers will appear somewhere in the time derivatives." For a given weather regime, nondeterministic variability is much stronger with smaller domain sizes; this is the problem of insufficient sample size, which grows in importance as grid spacing decreases. Our results show that the coefficient of variation is nearly independent of the magnitude of the forcing, lending support to the assumption that variability scales with the mean. The COV was found to follow a logarithmic function of the domain area.
[73] Our results suggest that QE applies for domain sizes of 256 km or greater, and for forcing periods of 30 h or greater. Even then, a deterministic parameterization will have "expected errors" on the order of 10%.
