We present a systematic study of the expected complexity of the intersection of geometric objects. We first study the expected size of the intersection between a random Voronoi diagram and a generic geometric object that consists of a finite collection of line segments in the plane. Using this result, we explore the intersection complexity of a random Voronoi diagram with the following target objects which may or may not be random: a line segment, a Voronoi diagram, a minimum spanning tree, a Gabriel graph, a relative neighborhood graph, a Hamiltonian circuit, a furthest point Voronoi diagram, a convex hull, a k-dimensional tree, and a rectangular grid. ¢ 1998 Elsevier Science B.V.
Introduction
The complexity of the intersection of geometric objects is a fundamental component in determining the efficiency of many geometric algorithms. Numerous different applications fall into this category. We mention a few of the basic ones.
In computer graphics, ray tracing is an important technique used in rendering a scene (see [12] ). Given a scene consisting of geometric objects and a ray (usually denoting a ray from the viewpoint through a pixel of the viewing plane), the ray tracing or ray shooting problem consists of determining which objects are intersected by the ray. Naturally, the intersection complexity of the ray with the scene is a dominating factor in all algorithms designed to perform this task.
Another structure gaining prominence in graphics is the binary space partition tree (BSP tree) (see [12, 24] ). A BSP tree is a structure that allows one to efficiently render a scene when the viewpoint ~~ The first author's work was supported by NSERC Grant OGP0183877 and FIR. The second author's work was supported by NSERC Grant A4456 and by FCAR Grant 90-ER-0291.is moving. A BSP tree is built by recursively dividing the objects in a scene with a line in the 2-dimensional case and a plane in the 3-dimensional case. Since each division may split objects into two parts, the process can lead to the proliferation of objects. As such, the size of the BSP tree is directly related to the intersection complexity of the divider (line or plane) with the scene.
In computational metrology--a field that deals with the science of measuring manufactured parts--the out-of-roundness problem falls into this category (see [25, 30] for a brief overview of computational metrology). The out-of-roundness problem refers to the following: given that an object is designed to be circular, how can one verify whether the manufactured part is indeed circular? Ebara et al. [9] and Roy and Zhang [23] propose a method for deciding this. Given the manufactured object M, use a coordinate measuring machine to compute a set P of n points on the planar cross-section of M. In order to determine how close to a circle M is, compute the annular width of the set, i.e., the thickness of the thinnest annulus that contains the points. Ebara et al. [9] and Roy and Zhang [23] show that this can be computed in O(n log n ÷ k) time, where k is the number of intersections between the closest and furthest point Voronoi diagram of the set P.
As noted above, the efficiency of many algorithms depends on the complexity of the intersection of two geometric objects. In many situations, the size of the intersection dominates the time complexity of proposed solutions. Often the worst-case complexity of the intersection is much larger than the complexity of the algorithm. For example, given a set of n red line segments R and n blue line segments B, computing the set of proper intersections between R and B takes O(n log n + k) time, where k is the number of intersections [2] . In the worst case, k can be ~(n2). For this reason, we study the expected complexity of the intersection of geometric objects when one of the objects is random. The formal definition of a random geometric object is given in the following section. Intuition might lead one to believe that the expected size of the intersection of random geometric objects might be smaller than worst case intersection complexity.
An encyclopedic treatment of the topic is impossible. Instead, we study the intersection complexity of a few fundamental geometric objects. We begin by studying the expected size of the intersection between a random Voronoi diagram and a generic geometric object, which is defined as a finite collection of line segments in the plane. Using this result, we explore the intersection complexity of a random Voronoi diagram with the following target objects which may or may not be random: a line segment, a Voronoi diagram, a/3-skeleton, a minimum spanning tree, a Gabriel graph, a relative neighborhood graph, a Hamiltonian circuit, a furthest point Voronoi diagram, a convex hull, a k-dimensional tree, and a rectangular grid. In all cases the intersection complexity is much smaller than the worst-case complexity. If the base Voronoi diagram has size n and each of the other objects has size m, the worst-case intersection complexity is usually f2(mn). However, all of our results indicate that the expected complexity is much smaller. Having developed the tools when the base object is a Voronoi diagram, we study the intersection complexity of other base objects such as the minimum spanning tree with the same set of target objects.
Basic results for line segment intersections
Voronoi diagrams are partitions of the plane into polygonal cells in which each cell is the collection of points that has a given data point as its nearest neighbor [20] . If two cells share a boundary segment, we say that they are neighboring cells. The graph obtained by connecting data points in neighboring cells is called the Delaunay graph, after the Russian physicist Delaunay. In this paper, we assume that n data points Xl,..., Xn are drawn independently from a density f on a compact convex set C of the plane that contains at least a circle of positive radius (to avoid trivialities). We are interested in the (random) number of intersections between a random Voronoi diagram and certain other objects, such as line segments, spheres, grids, minimal spanning trees, traveling salesman tours, k-dimensional tree partitions, relative neighborhood graphs, Gabriel graphs, other Voronoi diagrams, and the farthest neighbor graph. We begin by studying the intersection complexity of a Voronoi diagram with a line segment. In what follows, Sx,r denotes the closed circle of radius r centered at x E ]K 2. Proof. Let Sz,b be the nonempty circle contained in C, and let 19 be the viewing angle at which Sz,b can be seen from the point in C that is furthest from z. Note that for any x E C, Sx,r A C must contain a slice of Sz,r of angle at least 19 > 0 (uniformly over x E C). 
Proof. Let A denote the event that XI has a cell boundary that intersects Sx,r. Define Z = ]lXt -xll. We refer to 
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Intersections with geometric objects
A geometric object in this section is a finite collection of line segments in the plane. The number of line segments is denoted by M and the sum of the lengths of the segments is L. Possible geometric objects include a grid of lines, a convex hull, a polygon, or a minimal spanning tree.
Theorem 2. Let V be a random Voronoi diagram, and let G be a geometric object that is independent of V (note: it may be deterministic). The (random) length of G, after clipping to C, is L. Under the conditions of Theorem 1, there exist constants d and no depending upon o~, /3 and C only, such that EN <<, dELv/-n, n >~ no, where N is the number of intersections between V and G.
Proof. Immediate from Theorem 1 and the linearity of expectation. [] Theorem 2 tells us that we need only find EL to obtain a bound on EN. While we won't go into it here, the bounds of Theorems 1 and 2 cannot be improved by more than a constant multiplicative factor. The following eight sections describe various applications. The only new technical difficulties that may arise are related to the possible dependence between V and G. These are dealt with as we go along.
G is another Voronoi diagram
Let the geometric object be another Voronoi diagram with n centers distributed as, but independent of, V. As EL = O(v/~) under the condition of Theorem 1 (the straightforward proof is omitted), we have EN : O(n): the expected number of intersections between two independent identically distributed Voronoi diagrams is linear in n. Strictly speaking, this result is only for intersections that occur within the convex hull of V (or within C) by the clipping present in Theorem 1. With some work, this restriction can be removed.
G is the Gabriel graph
Given is a collection of n ~ points denoted by Y1, Y2,..., Yn'-The Gabriel graph is obtained by joining all pairs of points Yi, Yj for which the circle with Yi and Yj at opposite poles contains no Yk, 1 ~< k ~< n' [13] . If the Yi's are independent of the Xi's that define V, and if they have common density 9 as in Theorem 1, then EL = O(x/-n-7), which is easy to verify by elementary computations.
Thus, EN : O(nv/-nnS).
In particular, if n' E O(n) then EN : O(n). The relative neighborhood graph [27] , the minimal spanning tree, and all/3-skeletons with/3 ~> 1 [15] are subgraphs of the Gabriel graph. Therefore, the result holds for these graphs as well.
G is a traveling salesman path
The traveling salesman path (TSP) through n ~ points of [0, 1] 2 has length not exceeding ~ as its length is at most twice that of the minimal spanning tree (see [19] for sharper bounds). For N points in a convex compact set C, we have L ~< ~A, where A is the side of the smallest square that covers C. As the TSP is entirely contained in C, we conclude that EN=O(nV~n').
G is a random 2-d tree
k-dimensional trees were invented by Bentley [1] for use as dictionaries for multidimensional data. A 2-d tree in the plane partitions it by alternating vertical and horizontal cuts through data points. The total length L of the line segments determined by the 2-d tree has no nontrivial upper bound. However, for n I points uniformly distributed on the unit square, Chanzy and Devroye [3] showed that EL = O(n 1('/~-3)/2) (this result is related to range searching in 2-d trees; see, e.g., [11] ). We conclude that if the 2-d tree is independent of V, then
EN = O(v/-nn '(JTq-3)/2) in general and
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in particular, when n I = n. We recall that this has only been rigorously proved for the uniform distribution on the unit square, but it should certainly also be true under the conditions of Theorem 1. It is interesting to note that the number of intersections between two similar-sized Voronoi diagrams is less than between a Voronoi diagram and a 2-d tree with an equal number of nodes. The reason is that the cells in the 2-d trees are in fact elongated rectangles.
G is a random convex hull or a convex polygon
Consider a random convex polygon G that is independent of V and completely contained in C. As L : O(1), it is clear that EN = O(v~ ).
G is a rectilinear grid
Let G be a rectilinear grid drawn through n / points in the plane that are picked independently from V. All lines are clipped to C as shown in Fig. 4 . As L = O(n~), we conclude that EN : O(n'v~).
G is the furthest-point Voronoi diagram
The partition of the plane obtained by assigning locations to the furthest member of the point set is called the furthest-point Voronoi diagram. It remains unchanged if we remove all points that are not on the convex hull. Consider n points that gives rise to both the Voronoi diagram V and the furthest-point Voronoi diagram G. Under the assumptions of Theorem 1, we would like to obtain a good bound for EN but cannot use Theorem 1 directly because G and V are dependent. We will only focus on N ~, the number of intersections that fall entirely within the convex hull (CH) of the n points. The non-convex hull points are collected in a set P(. Given CH, the points in P( are independent and have common density
where A is the interior of the convex hull. The geometric object G, clipped to A has length not exceeding (3N" -6 ),4, where N" is the (random) cardinality of CH and A is the diameter of CH. Conditioning on CH, we have The number N we want is slightly different, as we want to deal with the Voronoi diagram for all n points, not just 2'. As always, intersections that fall outside the support set C are not counted. Observe that
N <. N I + 3N"S,
where N" is the number of convex hull points (and thus 3N" is a bound on the number of edges of the furthest neighbor Voronoi diagram, by planarity), and S is the sum of the degrees in the Delaunay triangulation of these convex hull points. Call a point an inner point if it is not a convex hull point but if it has a Delaunay edge with a convex hull point. Let N m be the total number of inner points. By planarity of the Delaunay triangulation, S ~< 6(N" + N"~). Thus, the number of added intersections is not more than 18N"(N" ÷ Nm). To conclude the claim made above about the total number of intersections being O(n 5/6) on average, it suffices to show that EN"N "~ = O(n5/6), and that EN "2 = O(n5/6). The latter result follows from an inequality of Devroye [4] which states that EN" 2 ~< c(EN,)2 for some universal constant c, and the fact that under the assumption of Theorem 1, EN" = O(n 1/3) (Lemma A.2). By the Cauchy-Schwarz inequality,
by the estimate above for EN"2, and Lemma B.1 of Appendix B.
Minimum spanning tree as base
In this section, we change our focus. Our base object is no longer the Voronoi diagram but the minimum spanning tree. Given a set X of ~z points X1,..., Xn drawn independently from a density f on a compact convex set C of the plane that contains at least a circle of positive radius, let MST(X) be the minimum spanning tree of X. 
Applications
Geometric range searching
Let P be a set of n points in the plane. Consider the problem of pre-processing P such that given a query half-plane, the set of points or the cardinality of the set of points contained in the query half-plane is quickly reported. A query time close to v ~ was first achieved by Welzl [28] using a spanning tree with low crossing number, where given a spanning tree T of P, the crossing number of T with respect to a given half-plane H is the number of edges of T crossed by H, and the crossing number of T is the maximum of crossing numbers of T with respect to all half-planes.
Let T be a spanning tree of P with crossing number K. For any given half-plane H, there are at most K + 1 components of T once the crossing edges have been removed. Each such component is completely to one side of H. Once the at most K + 1 components have been identified, the query can be easily answered. Note that the efficiency of this approach is based on the size of the crossing number. In the plane, there exist point sets such that the crossing number of every spanning tree on the set is f~(v~). However, given a point set P, several algorithms exist to construct a spanning tree with crossing number O(v/-n), which is referred to as a spanning tree with low crossing number (see [29] for a survey, and [16, 29] for other applications). Moreover, all the known algorithms for computing spanning trees with low crossing number are more complicated than standard minimum spanning tree algorithms.
Corollary 3.
Under the conditions of Theorem 1, the minimum spanning tree of a point set is a spanning tree of low expected crossing number (O(x/-n)).
The out-@roundness problem
Ebara et al. [9] and Roy and Zhang [23] show that the out-of-roundness problem can be solved in O(r~ log n + k) time, where k is the number of intersections between the closest and furthest point Voronoi diagram of the point set P. In the worst case, k can be f~(n2). However, for random point sets satisfying the conditions of Theorem 1, E{k} = O(n 5/6) so that the expected time for the out-of-roundness algorithm mentioned above is O(n log n). [14] , there exists an ellipse C' _C C such that A(C') ~> A(C)/4, where A(.) denotes Lebesgue measure or area. By a linear transformation, we may assume without loss of generality that C ~ is a circle. Let C" be the circle concentric with C ~ of radius x/~ times smaller than that of C. Define a square T that is inscribed in C t but that contains C" (see Fig. 6 ). There are four caps defined by C -T, called A1, A2, A3, A4. Split each cap in half by a line that extends through the center of C 't.
Let E be the event that one of the eight halves of the Ai's does not receive a data point. Clearly, by the assumption on f, Proof. For the uniform density on a convex set with a smooth perimeter, this result is due to R6nyi and Sulanke [21, 22] . 
Proof. We prove Lemma B. 1 for the unit circle C, leaving the more general case as an exercise.
(a) Let r > 0 be a constant depending upon n. Define an outer doughnut O as the difference of two circles centered at the origin of radii 1 and 1 -r, respectively. Let A be the event that at least one convex hull point does not belong to the outer doughnut. Take any point u outside the outer doughnut. Draw the diagonal through u and the perpendicular to that diagonal at u. Both lines together define four slices of the circle, two congruent smaller pieces, and two congruent larger pieces. If u is on the convex hull, one of these four pieces must be empty. The area of the smallest small piece must be at least (r/2) x V/1 -(1 -r) 2 >~ r3/2/2. The probability content of this piece is at least c~r3/2/2. Thus, P{A} ~< 4n(1 -~r3/2/2)n-1 <~ 4he -(n-j)~3/2/2 Clearly, EN"' <~ nP{Xj E C -O; X1 has a Delaunay edge with a point in O; A c} + nP{A}.
The last term is o(1) if we choose r = c(logn/n) 2/3 for a suitably chosen constant e. Denote the distance from X1 to the outer doughnut by R. Clearly, R has a triangular density on [0, 1 -r], decreasing monotonically from 2/(1 -r) at zero to 0. Consider the circle B of radius R/2 centered at X1. Partition this circle into 16 equal sectors of angle rr/8 each. If X1 has a Delaunay edge with a member of the outer doughnut, then one of these 16 sectors must be empty (contain no data point). Thus, the probability that X1 has such a Delaunay edge, given R, is not more than 16(1 _p)n-1 <~ 16e-(n-l)p, where p = c~rrR2/64 is a lower bound for the probability of any such sector. Therefore, This concludes the proof of part (a).
riP{X1 E C -O; X1
(b) We use once again the moment inequality of Devroye [4] , now applied to the random variable N1 4, N2, where N1 is the number of points in the outer doughnut defined in the proof of part (a) above, and N2 is the number of points not in the outer doughnut but with a Delaunay edge connected to a point in the outer doughnut. If A fails (notation of part (a)), then N1 is a bound for the number of convex hull points, and N2 is a bound for the number of inner points. The random variable NI 4. N2 is a sum of indicator functions satisfying the conditions of the inequality (permutation invariance for the data, and an inclusion inequality). 
