A nonzero-sum stochastic differential game problem is investigated for fully coupled forward-backward stochastic differential equations (FBSDEs in short) where the control domain is not necessarily convex. A variational formula for the cost functional in a given spike perturbation direction of control processes is derived by the Hamiltonian and associated adjoint systems. As an application, a global stochastic maximum principleof Pontryagin's type for open-loop Nash equilibrium points is established. Finally, an example of a linear quadratic nonzero-sum game problem is presented to illustrate that the theories may have interesting practical applications and the corresponding Nash equilibrium point is characterized by the optimality system. Here the optimality system is a fully coupled FBSDE with double dimensions (DFBSDEs in short) which consists of the state equation, the adjoint equation, and the optimality conditions.
Introduction
Bismut [1] first investigated linear backward stochastic differential equations (BSDEs in short) as the adjoint equation of the forward stochastic system. The existence and uniqueness of BSDEs with nonlinear generators under Lipschitz condition were first proved by Pardoux and Peng [2] in 1990. Since then, the theory of BSDEs has extensive applications in both mathematical finance and stochastic control.
Forward-backward stochastic differential equations (FBSDEs in short) consist of forward stochastic differential equations (SDEs in short) of Itô type and BSDEs of PardouxPeng. The main motivations of studying FBSDEs mainly come from stochastic control theories and practical applications of finance. In the stochastic optimal control problem, FBSDEs arise as the Hamilton system which is composed of the optimality conditions, the adjoint equation, and the state equation; see, for example, [3] . In mathematical finance, FBSDEs can be formulated as the price equations of financial assets in model uncertainty and risk minimizing strategy for economic management problems; see, for example, [4, 5] . It now becomes more clear that certain important problems in mathematical economics and mathematical finance, especially in the optimization problem, can be formulated to be forward-backward stochastic system.
It is well known that in an optimal control problem, there is single control and single criterion to be optimized. And the so-called differential game is to generalize single control and single criterion in the optimal control problem to two controls and two criteria, one for each player. Each player attempts to control the state of the system so as to achieve his goal. The optimal control problem for forwardbackward stochastic system is extensively studied; see, for example, [6] [7] [8] [9] [10] [11] [12] and references therein. But, to the best of our knowledge, very little work has been published to discuss the maximum principle of stochastic differential games for forward-backward stochastic systems. In 2012, Hui and Xiao [13] established the maximum principle of differential games for forward-backward stochastic systems under convex control domain by means of a convex variation method and a duality technique. And in 2012, Øksendal and Sulem [5] studied optimal control problems with jumps under model uncertainty and partial information. They rewrite such problems as stochastic differential games of FBSDEs and obtained the corresponding stochastic maximum principle and verification theorem under convex control domain. Different from the decoupled forward-backward stochastic system studied in [5, 13] , Tang [14] studied differential games for fully coupled FBSDEs under convex control domain and established the local maximum principle and the verification theorem. In this paper, we will also consider twoperson nonzero differential games of fully coupled forwardbackward stochastic systems. Different from [5, 13, 14] , the control domain discussed in this paper is not necessarily convex. The main contribution of our paper is to get directly a variation formula for the cost functional in a given spike perturbation direction of control processes in terms of the Hamiltonian and the associated adjoint system which is a linear FBSDEs, and neither the variational systems nor the corresponding Taylor type expansions of the state process and the cost functional will be considered. As an application, a global stochastic maximum principle for open-loop Nash equilibrium points is established. And as a result, a linear quadratic nonzero-sum game problem is studied to illustrate that the established theories and the corresponding Nash equilibrium point are characterized by the optimality system. The paper is organized as follows. In Section 2, we formulate the problem and give various assumptions used throughout the paper. In Section 3, we obtain the representation for the difference of the performance functional in terms of the Hamilton and adjoint processes. In Section 4, we use the representation in Section 3 to derive a representation for the variation and "directional derivative" of the difference of the performance functional along with spike variation. Section 5 is devoted to deriving the global stochastic maximum principles by the "directional derivative" formula established in Section 4. A linear quadratic nonzero-sum game problem is studied in Section 6. In Section 7, we conclude this paper.
Formulation of the Problem
Let (Ω, F, {F } ≥0 , ) be a complete probability space, on which a -dimensional standard Brownian motion (⋅) is defined with {F } ≥0 being its natural filtration, augmented by all -null sets in F. Let > 0 be a fixed time horizon. Let be a Euclidean space. The inner product in is denoted by ⟨⋅, ⋅⟩, and the norm in is denoted by | ⋅ |. We further introduce some other spaces that will be used in the paper. Denote by 2 (Ω, F , ; ) the set of all -valued Fmeasurable random variable such that E| | 2 < ∞. Denote 
] is a Banach space with respect to the norm ‖ ⋅ ‖ M 2 given by
. In the following, we specify two-person nonzero-sum differential game problem of fully coupled forward-backward stochastic systems. More precisely, for ∈ R , we consider a fully coupled nonlinear FBSDE
( 1) The processes 1 (⋅) and 2 (⋅) in the system (1) are the openloop control processes which present the controls of the two players.
For each one of the two players, there is a cost functional
In the above,
and
R → R are given Borel measurable mapping ( = 1, 2). Here 1 ⊂ R 1 and 2 ⊂ R 2 are nonempty Borel subsets. The admissible control process ( 1 (⋅), 2 (⋅)) is defined as a F -adapted process with values in 1 
The set of all admissible control processes is denoted by
Before giving the basic assumptions on the coefficients throughout this paper, we first introduce some abbreviations. Let be a given × full-rank matrix. Denote = ( ) and ( , ) = ( (ii) The mappings , , , and ℎ satisfy the following Monotonicity conditions:
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Here 1 , 2 , and 1 are given nonnegative constants with 1 + 2 > 0, 2 + 1 > 0. Moreover, we have 1 > 0, 1 > 0 (resp., 2 > 0), when > (resp. < ).
(iii) The mappings , , and are continuously differentiable with respect to ( , , ), ( = 1, 2). And is bounded by Under Assumption 1, we see that for any given admissible
2 (see [15] ). Then we call ( (⋅), (⋅), (⋅)), or ( (⋅), (⋅), (⋅)) if its dependence on admissible control (⋅) is clear from context, the state process corresponding to the control process (⋅) = ( 1 (⋅), 2 (⋅)) and ( (⋅); (⋅), (⋅), (⋅)) the admissible pair.
Then we can pose the following two-person nonzero-sum stochastic differential game problem.
Problem 2. Find an open-loop admissible control
( 1 (⋅), 2 (⋅)) ∈ A 1 × A 2 such that
Representation for Difference of the Cost Functional
This section is devoted to establishing a representation for the difference of the cost functional according to Hamiltonian and the adjoint processes of Problem 2. To simplify our notation, for any admissible control (⋅) = ( 1 (⋅), 2 (⋅)), we write Θ( ) := ( ( ), ( ), ( )) as the corresponding state process. We define the Hamiltonian functions
For any admissible pair ( (⋅); Θ(⋅)), we define the corresponding adjoint process Λ (⋅) = ( (⋅), (⋅), (⋅))( = 1, 2) as the solution to the following FBSDEs:
where we have used the short hand notation
And similarly we can define ( ) and ( ). Under Assumptions 1, it is easy to see that the above adjoint equations have unique solution Λ (⋅) := ( (⋅), (⋅), (⋅)) ∈ M 2 [0, ], = 1, 2. Now let ( (⋅); Θ (⋅)) = ( 1 (⋅), 2 (⋅); (⋅), (⋅), (⋅)) be another admissible pair. In the following we will give the presentation for the difference ( (⋅)) − ( (⋅)) ( = 1, 2) in terms of the Hamiltonian ( = 1, 2) and adjoint process Λ (⋅) ( = 1, 2) associated with the admissible control pair ( (⋅); Θ (⋅)), as well as other relevant expressions. We state our result as follows. 
Proof. First, from the definition of (see (7)), it is easy to check that
From (1), we know that
Furthermore, recalling (8) and applying Itô formula to ⟨ ( ), ( ) − ( )⟩ + ⟨ ( ), ( ) − ( )⟩, we deduce that
On the other hand, by the definition of the Hamilton function (see (7)), we deduce that
Now putting (11) and (13) into (14), we deduce that (10) holds. The proof is complete.
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A Variational Formula for Stochastic Differential Games
In this section, we will obtain a directional derivative at a given admissible control process in some given control process direction. The choice of the given control process direction depends on the convexity of the control domain 1 × 2 . If the control domain 1 × 2 is convex, a classical way of treating such a problem consists of using the convex perturbation method. More precisely, if ( 1 (⋅), 2 (⋅)) is a given admissible control and (V 1 (⋅), V 2 (⋅)) is an arbitrary given admissible control, we can define a convex perturbed admissible control as
where is a sufficiently small positive constant. Then one can prove the cost functional
and get a local stochastic maximum principle for openloop Nash equilibrium points; see, for example, [13, 14] . Different from [13, 14] , our control domain in the present paper is not necessarily convex, so the convex perturbed control (⋅) may no longer be admissible and the convex perturbation method cannot be used to obtain the corresponding variational formula and maximum principle. A classical way of treating the nonconvex control domain consists of using the spike variations perturbation method. More precisely, let ( (⋅); Θ(⋅)) = ( 1 (⋅), 2 (⋅); (⋅), (⋅), (⋅)) be any given admissible pair with the corresponding adjoint process Λ (⋅) := ( (⋅), (⋅), (⋅)) ∈ M 2 [0, ], = 1, 2. We define the following spike variations:
with fixed ∈ [0, ), sufficiently small positive , and any given admissible control (⋅) ∈ A 1 , = 1, 2. Now we state the following variational formula for the cost functional (2) associated with the spike variation (16) in a unified way.
Theorem 4.
Under Assumption 1, one has a variational formula for the cost functional (5) and (6) as follows:
Proof. We first prove the equality (17) 
) be the state process corresponding to the admissible control ( 
In Theorem 3, replacing ( (⋅); Θ (⋅)) by (
Combining (19) and Assumption 1, by Taylor Expansions on and the dominated convergence theorem, from (20) we conclude that
which imply that (17) holds. Similarly, we can prove that (18) holds. The proof is complete.
Stochastic Maximum Principle
In this section, applying the variational formulas (17) and (18), we will state and prove the global maximum principle for the Nash equilibrium points of Problem 2. 
Proof. Since (⋅) = ( 1 (⋅), 2 (⋅)) is a Nash equilibrium point of Problem 2, by (5), we have
Using the notation in Theorem 3, for any arbitrary admissible control ( 1 (⋅), 2 (⋅)) and ∈ [0, ], we have
which implies that (22) holds. Similarly, we can prove that (23) holds. The proof is complete.
An Example: Linear Quadratic Case
In this section, we work out an example of linear quadratic nonzero-sum differential games to illustrate our stochastic maximum principle. More precisely, consider the following one-dimensional linear fully coupled forward-backward stochastic system:
with the quadratic cost functional
where , , 1 , 2 , , , 1 , 2 , 1 , and 2 are onedimensional deterministic bounded measurable functions and , 1 , 2 , 1 , and 2 are constants. Also assume ≥ 0,
where > 0 is a positive constant. Under the above assumptions on the coefficients of (26) and (27), it is easy to check that, for any admissible ( 1 (⋅), 2 (⋅)) ∈ A 1 × 2 , the state system (26) has a unique solution and the corresponding stochastic differential game problem is well defined. For this case, the corresponding becomes
The corresponding adjoint equation associated with an admissible control pair ( 1 (⋅), 2 (⋅); (⋅), (⋅), (⋅)) becomes
It is easy to check that the state system (26) has a unique solution ( (⋅), (⋅), (⋅)), = 1, 2.
Suppose that ( 1 (⋅), 2 (⋅)) is a Nash equilibrium point. By the maximum principle (see Theorem 5) , putting the optimality conditions (22) and (23), the corresponding state equation (26), and the adjoint equations (28) associated with ( 1 (⋅), 2 (⋅)) together, we obtain the following optimality system for a Nash equilibrium point: 
This is called coupled forward-backward stochastic differential equations with double dimensions (DFBSDE for short).
Note that the coupling comes from the two last relations (which is the maximum condition). We also refer to Yu [17] for the general theory of this kind equation. 
which implies that
Similarly, we can get
Therefore, ( 1 (⋅), 2 (⋅)) is a Nash equilibrium point. 
