In this paper, we investigate H α -stability of algebraically stable Runge-Kutta methods with a variable stepsize for nonlinear neutral pantograph equations. As a result, the Radau IA, Radau IIA, Lobatto IIIC method, the odd-stage Gauss-Legendre methods and the one-leg θ-method with 1 2 θ 1 are H α -stable for nonlinear neutral pantograph equations. Some experiments are given.
Introduction
We consider the nonlinear neutral pantograph equation
y (t) = F t, y(t), y(qt), y (qt) , t >0,
In recent years, the stability properties of numerical methods for this kind of equations have been studied by numerous authors (see [1, [5] [6] [7] [9] [10] [11] [12] [13] [15] [16] [17] [18] ).
It is well known that we encountered the storage problem when applying the numerical method to solve Eq. (1.1) because of its unbounded delay. To avoid the storage problem, Bellen [1] , J. Liang [10] , Y. Liu [12, 13] and Xu [15] use the numerical method with a variable stepsize to solve y (t) = αy(t) + βy(qt), (1.2) and it is proved that the Runge-Kutta method with a regular matrix A is asymptotically stable if and only if |1 − b T A −1 e| < 1 in [15] . For (1.2), we can see that the Radau IA, Radau IIA, Lobatto IIIC method and the one-leg θ -method with 1 2 < θ 1 are asymptotically stable. But the Gauss-Legendre methods and oneleg θ -method with θ = 1 2 are not asymptotically stable (see [15] ). In [11] , the modified Runge-Kutta method is constructed, which preserves the order of accuracy of the original one. The sufficient and necessary conditions under which the modified Runge-Kutta method with the variable mesh are asymptotically stable for the linear pantograph equations are given. It is proved that the odd-stage Gauss-Legendre methods, even-stage Lobatto IIIA and even-stage Lobatto IIIB are asymptotically stable, in addition to the Radau IA, Radau IIA and Lobatto IIIC methods. The one-leg θ -method and the linear θ -method are asymptotically stable when 1 2 θ 1. In the present paper, we investigate the numerical stability of the algebraical stable RungeKutta methods for the following system:
3) is a kind of special nonlinear equation of (1.1), the stability properties of numerical methods have been obtained in [6, 7] . The sufficient conditions for the asymptotical stability of numerical solution of the nonlinear equation (1.1) with assumptions of Theorem 5.3 in [7] are given. But in this paper the results are different from those in [7] . It turns out to be that the Radau IA, Radau IIA, Lobatto IIIC method, the odd-stage Gauss-Legendre methods and the one-leg θ -method with 1 2 θ 1 are H α -stable.
The modified Runge-Kutta method
In this section, we consider the modified Runge-Kutta method (A, b, c) with the form
where
} be a mesh and h n = t n+1 − t n is the stepsize, t i n = t n + c i h n and
In view of [11] we can obtain that the order of the method (2.1) is p for the pth-order RungeKutta method (A, b, c) provided withp p − 1. In this paper, we assume that 0 c i 1 (i = 1, 2, . . . , s) and
In the similar way in [14] , applying (2.1) to (1.1), we have 
It is easy to see that the grid point t n is such that qt n = t n−m and the stepsize h n = t n+1 − t n satisfies
We suppose to have the numerical solution available till the point t 0 , which is called the initial data. In view of (2.3) and (2.4), the application of the above Runge-Kutta method to (1.3) yields the recurrence relation: In order to study the stability of the Runge-Kutta method (2.5), we also consider the nonlinear pantograph equation
Similarly, the Runge-Kutta method applied to the problem (2.6) leads to the following process:
The following theorem gives the asymptotical stability conditions of the analytic solutions of (1.3). [8] .) Consider the pantograph equations (1.3) and (2.6). If f satisfies
Theorem 2.1. (See
then for any given y 0 and z 0 ,
where ω * (t) satisfies for all y, z ∈ C d and t 0
Remark 2.1. Assumption (2.9) in Theorem 2.1 is different from assumption (5.12) in [7] . For example, the following nonlinear neutral pantograph equation
satisfies assumption (2.9) in Theorem 2.1 but does not satisfy assumption (5.12) in [7] .
The stability analysis
In this section, we will discuss the stability of the modified Runge-Kutta method. After some simple calculations, we can obtain that (2.5) is equivalent to the following form:
Similarly, (2.7) is equivalent to the following form: 
Then it follows from (3.1) and (3.2) that
Then (3.3) can be written as
where I d denotes the identity matrix.
Proof. In view of (2.3) and (2.4), we have
Definition 3.2. The Runge-Kutta method is said to be H α -stable if for any q ∈ (0, 1), any initial data and any mesh H , the application of the method (2.2) to (1.3) and (2.6) with assumption (3.7) holding and α n (η) satisfying (H1) and (H2) generates the approximations y n and z n satisfying y n − z n → 0 as n → ∞.
Lemma 3.2. Assume that the Runge-Kutta method is algebraically stable, f satisfies (2.8), α n (η)
satisfies (H1), (H2) and (3.7) hold. Then
provided with
where ρ = −κ(1−c), κ ∈ (0,
Proof. Since the Runge-Kutta method is algebraically stable and bb T is nonnegative definite, we have
It is easy to see that 
It follows from (2.8) and (iii) that
Substituting (3.12) into (3.8) yields
By induction we can obtain ω n+1
14)
It follows from Lemma 3.1 that 17) which implies that the lemma is true. 2
In the following we assume that (H3) there exists α(H ) > 0 such that lim n→∞ α n (h n ) = α(H ). 
In view of c < q < 1 and
Therefore since
there exists a constant M > 0 such that ω n 2 M for all n 0 and 
Consequently, for any given ε > 0, there exists an integer N max{N 1 , N 2 } such that
It follows by (3.5) that
which implies
As a result, for n > N, 
Conversely, H α -stable implies that lim n→+∞ y n − z n = 0. We focus on the special case that Eq. (1.2) and y(0) = y 0 , where α, β ∈ C and α, β satisfy
It is obvious that this case satisfying assumption (3.7). If s is even, then
In view of [11] , lim n→∞ y n = 0.
(iii) Since one-leg θ -methods with 1 2 θ 1 are algebraically stable and A = θ . Therefore let α n (η) =
2θ
h n 1+h n . It can be seen that the difference y n − z n tends to zero as n → ∞, which is in agreement with Corollary 3.1.
In Table 1 , a = 10 −4 , q = h n 1+h n , we list the absolute errors (AE) and relative errors (RE) at t = 1 of the modified one-leg θ -method with geometric mesh and the ratio of the errors of the case m = 50 over that of m = 100. From Table 1 , we Fig. 1 . The difference y n − z n for the modified one-leg θ -method. Table 1 The errors of the modified one-leg θ -methods It is easy to see that (4.4) and (4.5) satisfy assumption (3.7) in Lemma 3.2 but not satisfy assumption (5.12) in [7] . In Fig. 2 , q = h n 1+h n . It can be seen that the difference y n − z n tends to zero as n → ∞, which is in agreement with Corollary 3.1.
