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The dissertation consists of two essays. The first essay investigates the ability of prior returns, 
relative to some aggregate market returns, to predict future returns on industry style 
portfolios. By pooling time series of returns across industries for the period between July 1969 
and June 2012, we find that prior returns differential predicts one month ahead returns 
negatively, even in the presence of a set of popular state variables. The predictability remains 
significant and negative for up to 5 month ahead returns. The predictability is shown to be 
robust to alternative specifications, estimation methodology and industry classifications. A 
possible explanation of this finding is based on time–varying (dynamic) loss aversion among 
investors. More specifically, when combined with house money effects, prior performance has 
inverse relationship with degree of loss aversion leading to predictability in the next period 
returns. The second essay examines the nature of time variation in the risk exposure of country 
mutual funds to the US market movement and to the benchmark foreign market movement. It 
uses weekly data on 15 closed end funds and 19 exchange traded funds for the sample period 
between January, 2001 and December, 2012. Conditional factor models are employed to 
uncover the time variation in the estimated betas through short horizon regressions. The 
findings of the paper indicate considerable time variation in risk exposure of country mutual 
funds to the US market and foreign market risk factors. Additional investigation reveals the 
following observations. First, the US market betas suffer greater variation over the sample 
period than the target foreign market betas. Second, the overall fluctuation in betas for the 
closed end funds is found to be higher than that for the exchange traded funds. Third, 
emerging market funds experience more oscillation in the risk exposure than their developed 
market counterparts. It is found that a combination of the US macroeconomic state variables 
and investors’ sentiment can predict future betas significantly. The findings of the paper have 
important implication for US investors seeking diversification benefits from country mutual 
funds.  
 
 Classification: G11, G12, G14, G15 
: Time Varying Loss Aversion, House Money Effects; Return Predictability; Industrial 
Portfolios; Closed–end funds; International diversification; Conditional factor models 
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This paper investigates the ability of prior returns, relative to some aggregate 
market returns, to predict future returns on industry style portfolios. By pooling time series of 
returns across industries for the period between July 1969 and June 2012, we find that prior 
returns differential predicts one month ahead returns negatively, even in the presence of a set 
of popular state variables. The predictability remains significant and negative for up to 5 month 
ahead returns. The predictability is shown to be robust to alternative specifications, estimation 
methodology and industry classifications. A possible explanation of this finding is based on 
time–varying (dynamic) loss aversion among investors. More specifically, when combined with 
house money effects, prior performance has inverse relationship with degree of loss aversion 
leading to predictability in the next period returns. 
 
JEL Classification: G11, G12, G14 
: Asset pricing; Time Varying Loss Aversion, House Money Effects; Return 
Predictability; Industrial Portfolios  
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The impact of the prior performance of an investment on its future market value has received 
considerable attention in asset pricing literature. Some earlier studies in this area include 
Thaler and Johnson (1990), Heath, Huddart and Lang (1999) and Odean (1999). A growing body 
of the literature deals with this issue that provides us with theoretical explanations (e.g. 
Barberis, Huang and Santos, 2001, Barberis and Huang, 2001, 2008) as well as empirical 
evidence (e.g. Coval and Shumway, 2005; Lock and Mann, 2005). An increasing number of 
studies now document evidence of the impact of prior performance on the future decision 
making in the financial markets, and thereby affecting asset prices. That the mutual funds 
investors often look at the past performance as a measure of managerial skill was documented 
as early as in Gruber (1996) and Sirri and Tufano (1998). How past performance of financial 
assets affects future stock selection behavior of mutual funds was documented in Wermers 
(2000), and Chen, Jegadish and Wermers (2000). On the other hand, how prior performance of 
investors affect future risk taking behavior has been discussed in Weber and Zuchel (2005), 
Kumar (2009) and O’Connell and Teo (2009). Overall, there is substantial evidence of impact of 
prior outcome on the future risk taking behavior of investors and its subsequent influence on 
asset prices. 
The objective of this paper is to examine the impact of the prior returns relative to some 
market wide benchmark, which serves as a reference point or anchor, on the asset prices and 
thereby on their returns. More specifically, we investigate whether prior performance of a 
portfolio has any predictive content for future movements in returns. If the prior performance 
has systematic influence on the investors’ decision making, then this should be reflected on the 
future course of asset returns. It is hypothesized in this paper that Investors’ risk taking 
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behavior would be affected following the past returns on their investment with reference to 
certain benchmark. More specifically, if an increase in returns differential between investors’ 
assets and a market wide benchmark is observed in this period, this will make investors’ degree 
of loss aversion (or, less risk aversion) to fall and subjective discount rate to decrease. This 
hypothesis test is implemented within a predictive regression framework, with appropriate 
control variables added to the specification. We postulate that past outcome does have 
implication for future returns movement and therefore, a significant slope coefficients in the 
predictive regressions is expected.  This paper uses U.S. industry portfolios to test the 
hypothesis.   Panel regressions with stacked time series are run to examine the return 
predictability by a variable that capture the return differential between industry style portfolios 
and a market wide benchmark.   
Choice of Industry portfolios for our analysis is based on a number of considerations. 
First, as explained in Lewellen (1999) industrial portfolios are good choice when studying 
intertemporal relationship between expected returns and risks. Second, portfolio sorted on size 
and book to market have strong covariance structure with such factors as SMB and HML, which 
make them less suitable as test assets in asset pricing tests (Lewellen, Nagel and Shanken, 
2010). Industrial portfolios are free from this problem and hence, more suitable as test assets. 
Third, while a number of papers investigate time series predictability of aggregate market 
returns, such investigation using components of aggregate market is very scarce (Rapach, 
Strauss, Tu and Zhou (2011). Fourth, mutual funds based on industry classifications are also 
very popular and offered by all major mutual fund families. Therefore, this study may have 
direct relevance for investors in mutual funds based on industrial classifications. 
The results reported in the paper indicate presence of predictive content in the past 
outcome for the future returns. We find that past returns on the industry style portfolios, 
relative to some benchmark, can negatively predict one period ahead monthly returns. A 
number of alternative specifications are considered to ensure robustness of our findings. For 
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example, the observed return predictability remains in the presence of other popular predictive 
state variables that capture alternative investment opportunities in the economy. Also, the 
results are robust to size, book–to–market and momentum effects. In addition, the predictive 
power of the past outcome is found in the multiple horizon regressions. The observed return 
predictability is interpreted to represent investors’ time varying or dynamic risk aversion. This 
explanation is also related to the other behavioral finance concepts like loss aversion, house 
money effects (Thaler and Johnson, 1990) and prospect theory (Kahnman and Tversky, 1979). 
This paper is expected to offer a number of contributions to the existing literature. First, 
this paper presents empirical evidence on the significance of prior performance on asset 
pricing by using actual stock market data. Previous literature mostly presents experimental 
evidence arising from tests conducted in controlled environment (e.g. Gneezy, Kapteyn and 
Potters, 2003; Haigh and List 2005). Also, previous studies look at future markets (e.g. Coval 
and Shumway, 2005; Locke and Mann, 2005) and foreign exchange market (e.g. O’Connell and 
Teo, 2009; Froot, Arabadjis, Cates and Lawrence, 2011) while this paper uses stock market data. 
Second, while previous empirical studies focused on how prior outcome affects risk taking 
behavior, this paper takes this issue one step further. It investigates how asset prices are 
ultimately affected.  Third, although a number of papers have studied whether the aggregate 
market returns are predictable, return predictability of individual stocks or portfolios has not 
been well explored1. Investors often use portfolios based on certain characteristics (e.g. 
industry, book–to–market, size etc.) for their investment position instead of a broad market.  
This paper adds to the literature by investigating return predictability at portfolio level rather 
than at aggregate levels.   Finally, while in the literature, return predictability is generally 
investigated using a set of state variables which are either financial ratios (e.g. dividend yield as 
                                                 
1 Some exceptions are Lewellen (1999) who uses Book–to–market (B/M) ratios to predict future 
returns at portfolio levels and Wahal and Yavuz (2013) who use style level returns to predict 
future stock level returns. 
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in Lewellen, 2004, Boudoukh et al. 2007), or interest rates (e.g. Shanken, 1990), this paper will 
add to the return predictability literature by introducing an additional predictor variable which 
represents investor behavior in the financial markets (Eleswarapu and Reinganum, 2004; Li and 
Yu; 2012; Wahal and Yavuz, 2013). 
The rest of the paper is organized as follows. Section 2 develops the theoretical framework 
and section 3 reviews the relevant literature. Section 3 focuses on empirical specifications and 
hypotheses development and section 5 presents the empirical results. A last section concludes 
the paper. 
 
 
Campbell and Shiller (1988, 1989) is a convenient starting point to understand nature 
and sources of returns predictability. Stock returns can be expressed as function of the end of 
period price, dividend paid during the period and the beginning of the period price, 
      
           
   
 (1) 
where,       is return on a portfolio or stock   in the period    ,       is price of the asset and 
      is dividend paid, both in the same period and     is the asset’s price in the previous period, 
 . The log linear approximation of the above expression for realized return is, 
         (           )     (   ) (2) 
Using a first–order Taylor series expansion on the above expression, we obtain,  
        ( ∑  
 (   )           )    ( ∑  
  
          )  (3) 
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where, small cases now signify logarithmic conversion of a raw variable in capital cases,  and   
is linearization constant. Rearranging the terms, we can obtain the following expression for 
return on a financial asset, 
  (     )         ( ∑  
 (   )           )    ( ∑  
  
          )     (4) 
Equation (4) expresses one period ahead expected return on a stock as a function of current 
period price, expected future cash flows, and lastly, expected future discount rates.  
Return predictability is also related to changing risk premiums that can be linked to 
business cycles. Investors’ discount rate may be larger during bad times because of higher 
volatility returns in this period. Some early evidences in this line of reasoning include Fama and 
French (1989) and Ferson and Harvey (1991). Recently, Henkel, Martin, Nardari (2011) show that 
returns predictability is strong during economic contractions and almost non–existent during 
expansion. Similarly, Guidolin and McMillan and Wohar (2013) find evidence of time varying 
returns on US industry portfolios. They argue that this time varying predictability arises from 
the changing economic conditions.   
It is argued that within the rational decision making and efficient market framework 
past performance of an asset should not influence investors’ choice of future investment (Berk 
and Green, 2004). In other words, past performance should have no predictive power in 
forecasting future returns. Instead, investors would be better off considering fundamental 
strengths of financial assets. For example, Chan, Frank and Kothari (2004) link future success 
of investment to strengths of accounting variables. The investors’ portfolio choice is, however, 
often related to past performance of financial assets. Behavioral biases of investors often result 
in past performance being significantly followed by flows in to mutual funds. On the other 
hand, Bailey, Kumar and Ng (2011) examine the link between investors’ trend chasing and a 
number of behavioral behavioral biases. They conclude that these biases cannot account for the 
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observed return predictability in the stock markets in the long run. They also document the 
evidence that fund flows follow past performance of the mutual funds.  
Within the framework of Intertemporal Capital Asset Pricing Model (ICAPM) of Merton 
(1973) return predictability may arise from investors’ time varying responses to news related 
cash flow or discount rates (Campbell and Cochrane, 1999; Campbell and Vuolteenaho, 2004). 
This time series return predictability is not necessarily an indication of market inefficiency. 
Rather, the predictability may arise from investors’ consumption based utility framework 
(Campbell and Cochrane, 1999). The predictable pattern of future return, in response to past 
performance of an investment, may also be based on the time varying loss aversion (Barberis, 
Huang and Santos, 2001). Past gains on a stock, compared to some reference point, can lead to 
a fall in investors’ degree of loss aversion and thereby, to a lower discount rate. This 
phenomenon would push the stock price up in the market and result in lower returns in the 
next period. The changing loss aversion (or, risk aversion) can generate predictable pattern in 
future returns.  
Figure 1 below shows how return predictability may arise from rational as well as 
behavioral investors’ perspectives. Within the rational paradigm, investors’ time varying 
responses to covariance between returns and consumptions,   (      ), can result in time 
varying risk aversion leading to existence of return predictability (Campbell and Cochrane, 
1999). On the other hand, within behavioral paradigm, covariance between returns and changes 
in investors’ wealth,    (       ), can result in time varying loss aversion leading to evidence of 
return predictability (Barberis, Huang and Santos, 2001).  In this paper, we focus on the return 
predictability within the behavioral paradigm.  
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This paper aims to examine whether returns on a portfolio, relative to a wide market 
benchmark can predict future returns. In this case, the predicting variable is the differential 
returns between a particular portfolio and a proxy of market index. More specifically, one 
month ahead returns are regressed on the differential returns and the significance of the slope 
coefficient is tested. In this section, a review of literature is presented within the perspective of 
the paper’s main objectives.   
The issue of return predictability is generally investigated using a set of state variables 
which are either financial ratios (e.g. dividend yield), or interest rates (e.g. term and default 
spreads). These variables are found to be proxy for economic states which capture the time 
variation in risk premiums (Ang and Bekaert, 2002; Lewellen, 2004; Campbell and Thompson 
2005; Boudoukh et al. 2007). Although not many, but a number of papers have also used 
variables other than the conventional ones to predict future returns. For example, Eleswarapu 
   (      )  
Time Varying Risk 
Aversion 
Time Varying Risk 
Premia 
Return predictable by 
 
↓ 
   (       ) 
Time Varying Loss 
Aversion 
↓ 
↓ 
↓ ↓ 
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and Reinganum (2004) predict long horizon aggregate stock market returns by past returns of 
glamour stocks. On the other hand, Li and Yu (2012) show that a measure of investor sentiment 
can predict future stock market returns even in the presence of traditional predictor variables. 
Wahal and Yavuz (2013) use past style level returns to predict future stock level returns and 
find evidence in favor of style investing predictions as in the Barberis and Shleifer (2003). 
Within the framework of Intertemporal Capital Asset Pricing Model (ICAPM) of Merton 
(1973) return predictability may arise from investors’ time varying responses to news related 
cash flow or discount rates (Campbell and Cochrane, 1999; Campbell and Vuolteenaho, 2004). 
This time series return predictability is not necessarily an indication of market inefficiency. 
Rather, the predictability may arise from investors’ consumption based utility framework 
(Campbell and Cochrane, 1999). The predictable pattern of future return, in response to past 
performance of an investment, may also be based on the time varying risk aversion (Barberis, 
Huang and Santos, 2001). Past gains on a stock, compared to some reference point, can lead to 
a fall in investors’ degree of loss aversion and thereby, to a lower discount rate. This 
phenomenon would push the stock price up in the market and result in lower returns in the 
next period. The changing risk aversion (or, risk aversion) can generate predictable pattern in 
future returns.  
There exists a large body of literature that studies psychological biases and their impact 
on asset pricing. Hirsleifer (2001), Barberis and Thaler (2003), Ritter (2003), Shiller (2003), 
Subrahmanyam (2008), among others, provide good surveys of this topic. Theoretical 
foundations have been developed in Barberis, Huang and Santos (2001); Barberis and Huang 
(2001), Baker and Wurgler (2007) and Li and Yang (2013). Empirical evidences have been 
provided in Eleswarapu and Reinganum (2004), Coval and Shumway (2005), O’Connell and Teo 
(2009), Li and Yu (2012), among others.  
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The loss aversion feature of Kahneman and Tversky (1979) implies a role of past 
performance on an investment in determining future risk taking behavior of investors. Li and 
Yang (2013) analyze features of the prospect theory to derive an implication for return 
predictability. Within a general equilibrium framework, they show that good news or bad news 
can result in “reversed disposition effects’ – generating a negative relationship between the loss 
aversion and future expected returns. The existing literature has already documented impact of 
past performance on subsequent risk–taking (see, among others, Coval and Shumway, 2005; 
O’Connel and Teo; 2009; Liu, Tsai, Wang and Zhu, 2010; Froot, Arabadjis, Cates and Lawrence, 
2011). This phenomenon is linked to the prospect theory of Kahneman and Tversky (1979).
Investors’ risk taking behavior would be affected following the past returns on their 
investment with reference to certain benchmark. More specifically, if an increase in returns 
differential is observed in this period, this will make investors’ degree of loss aversion (or, less 
risk aversion) to fall and subjective discount rate to decrease.  
Berkelaar, Kouenberg and Post (2004) study the impact of loss aversion on the optimal 
investment strategy within a continuous time framework. In the loss aversion framework, the 
investor always follows a “partial portfolio insurance strategy” as opposed to “general portfolio 
insurance strategy” of disposition effects investors. Gomez (2005) derives optimal portfolio 
choice of loss averse investors in a discrete time model.  Berkelaar, Kouenberg and Post (2004) 
also show that under certain specification, it is hard to distinguish between loss aversion and 
risk aversion.   Dumas, Kurshev and Uppal (2009) study the impact of sentiment on the 
investors’ portfolio optimization where both rational and overconfident investors coexist. They 
11 
 
show that intertemporal optimization  of investors depend on how they process the available 
information about the future course of the market.  
Predictable pattern in future returns may not always be exploitable by the investors. 
Welch and Goyal (2008) show that predictive regressions often perform poor in out–of–sample 
analysis. Similar evidence is provided in Simin (2008). Cochrane (2008) observes that the out–
of–sample analysis is not a test of the existence of return predictability. He rather interprets the 
findings in Welch and Goyal (2008) as the limited usefulness of predictable patterns in return 
for the purpose forming market timing strategies. Nevertheless, a number of papers investigate 
optimal portfolio strategies in the presence of predicable returns. Cochrane (2008) observes 
that even small value of slope coefficient and 2 in predictive regressions may have large 
economic significance.  
The house money effects refer to the phenomenon of more risk taking after prior gains 
than prior loss. This phenomenon is also known as dynamic loss aversion (O’Connell and Teo, 
2009). In the original Kahneman and Tversky (1979, 1981) formulation, the behavior of the 
subjects in the experiments was analyzed independent of prior outcome. In that setting, prior 
events were seen in isolation and so they had no impact on the future risk taking (Berk and 
Green, 2004). However, Kahneman and Tversky (1979, p. 286; 1981, p.457) recognize the 
possibility of situations in which prior outcomes would affect future decisions of the subjects. 
Prospect theory does not, however, predict the nature of the relationship between prior 
outcome and future risk taking. It is in this perspective, Thaler and Johnson (1990), one of the 
early studies in this area, discuss theoretical motivation behind the house money effects that 
predict increased risk taking following prior gains. They also present experimental results that 
are supportive of this effect. In their study, subjects report that a loss after a prior gain would 
12 
 
hurt less than that after a prior loss. In other words, losing money after a prior gain would not 
have the same effects on risk taking behavior as losing money after a prior loss. In this way, 
when prior gains or losses are integrated into decision making then the degree of risk or loss 
aversion would be smaller following a recent gain. Similarly, the degree of loss aversion would 
be larger following a recent loss. In their modeling of investor behavior, Barberis, Huang and 
Santos (2001) emphasize on this interpretation of prospect theory. They combine the myopic 
loss aversion of Benartzi and Thaler (1995) with the house money effects, describing it as the 
dynamic loss aversion, to explain the observed equity premium puzzle.  
A number of other papers subsequently report evidence of house money effects. Ackert, 
Charupat, Church, and Deaves (2006) add to the literature by examining the house money 
effects in multi–period experimental design. Frino, Grant, and Johnstone (2008) examine the 
existence of loss aversion and house money effects simultaneously in the trading behavior of 
actual investors on Sydney Futures Exchange. They report existence of house money effects and 
no evidence of loss aversion. Similarly, Liu, Tsai, Wang and Zhu (2010) present evidence of 
house money effects in the risk taking behavior of traders in Taiwanese Futures Markets while 
Hsu and Chow (2013) in Taiwanese Stock Markets. on the other hand, using a large sample of 
trading data of actual investors in the currency portfolios, Froot, Arabadjis, Cates and Lawrence 
(2011) confirm the presence of the house money effects.   
 
This paper aims to examine whether prior performance of industry portfolios, relative 
to some benchmark, has any ability to predict their future returns. To this aim, the basic 
predictive regressions are based on the following specification, 
                          (5) 
13 
 
where,      is excess returns on an industry portfolio   observed at month    ,     captures 
prior returns differential, as a measure of prior performance, which is defined as            , 
with     being the excess returns on the (value weighted NYSE/AMEX/NASDAQ)  market 
portfolio, and       is the error term which may suffer heteroscedasticity and autocorrelation. A 
lagged term of the dependent variable has been added to account for autocorrelation in the 
expected returns and possibility of spurious regression bias in the context of predictive 
regressions (Ferson, Sarkissian and Simin, 2003a)2. The lagged term would also account for the 
time series momentum in the returns generating process as reported in Moskowitz, Ooi and 
Pedersen (2012). Therefore, inclusion of a lagged term will ensure that our main predictive 
variable i.e. returns differential, does not suffer from omitted variable bias and hence, does not 
represent returns momentum observed across time series.  
As outlined earlier, we collect time series data on 48 industry portfolios. We estimate 
the basic predictive regression using panel techniques. Pooling the data across all portfolios 
would afford us utilization of large amount of information compared to individual time series. 
It will also enable us to obtain an overall picture of the relationship between the variables of 
interests across all different industry portfolios. The predictive panel regressions are run using 
three alternative panel estimation methods, namely, pooled OLS, fixed effects (FE) and mean 
group (MG) regressions (Pesaran and Smith, 1995; Pesaran, 2006). This will ensure that our 
results are due to any particular estimation technique. A number of papers have used panel 
specification for predictive regressions. E.g. Bali, Demirtas and Tehranian (2008). Moskowitz, 
Ooi and Pedersen (2012). Hjalmarsson (2010). 
                                                 
2 For similar application, see for example, Bali, Demirtas and Tehranian (2008).  
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Let      to be returns on a heterogeneous panel of industry portfolio in excess of the risk 
free rate available in the US with       and        corresponding to cross sectional and 
time series dimension of the panel, respectively. Also, let      be the vector of regressors that 
predict the expected returns which include lagged return, the main predictor variable, namely, 
the return differential, and other control variables. The predictive regressions can then be 
expressed as 
           
          (6) 
The above panel regression can be estimated in a number of ways. We discuss three different 
methods estimations along with their merits.  
First we consider the pooled OLS. With the assumptions that        and 
    , the pooled OLS estimates the following regression 
                    (7) 
The parameter of interest is  ̂     (∑   
 ∑   
  ̅    ̅  
 )  (∑   
 ∑   
  ̅      ̅  ), where,  ̅         
(   ⁄ )∑   
 ∑   
        and  ̅       (   ⁄ )∑   
 ∑   
      .  The pooled OLS ignores any parameter 
heterogeneity and does not allow for fixed effects in the panel.  
 Second, the panel fixed effects method is considered. The individual 
fixed effects are allowed in this setup under the assumptions       and      and the 
following regression is estimated,  
                   (8) 
The vector of coefficients can be obtained as   ̂   (∑   
 ∑   
  ̃    ̃  
 )  (∑   
 ∑   
  ̃      ̃  ), where, 
 ̃       (  ⁄ )∑   
        and  ̃       (  ⁄ )∑   
 ∑   
       . In this case, we allow for heterogeneity 
in the intercepts which is an improvement over the simple OLS estimation.  
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Finally, we consider the mean group regressions that 
allow for parameter heterogeneity both in the intercepts and slopes estimates. The mean group 
estimators were introduced in Pesaran and Smith (1995) and Pesaran (2006)3. Assuming
        and        , the mean group estimator is obtained by running individual time 
series regression for each cross section (i.e. each portfolio), and then taking the average of the 
individual coefficients,   ̂    ( ̂)  (  ⁄ )∑   
   ̂   and standard error is obtained as,     ( ̂  )  
 ( ̂  ) √ ⁄  (  ⁄   )∑   
  ( ̂   ̂  ) √ . The MG estimators gain improvement over pooled OLS 
and fixed effects in terms of parameter heterogeneity.  
Estimating a predictive panel regression may give rise to Stambaugh (1999) bias which 
was originally discussed in the context of time series regressions. Let us assume that our main 
predictor variable,     , follows an AR(1) process, 
                (9) 
Hjalmarsson (2008, 2010) derive the following expression for the magnitude of the bias 
for panel regressions, 
       ( ̂    )       
   (       )
   (   )
   ( ̂    ) (10) 
The above expression shows that the magnitude of bias in the estimated coefficient, 
( ̂    ), depends on two things, namely, the relationship between innovations of the returns 
and predictor variables,    (       ), and the magnitude of bias in the estimated autocorrelation 
in the predictor variable, ( ̂    ). 
Hjalmarsson (2010) shows that Stambaugh (1999) bias is not an issue for pooled 
estimates. However, as discussed in Mark and Sul (2001) and Hjalmarsson (2010), estimation of 
                                                 
3 The small sample properties of the MG estimators are discussed in Coakley et al. (2005, 2006). 
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prediction regressions using fixed effects method would result in Stambaugh (1999) bias in the 
estimates.  
 
In the rational expectation framework, prior performance would have no impact on the 
future returns of an asset (Berk and Green, 2004). On the other hand, based on the behavioral 
paradigm, we postulate that prior gains/losses, relative to some reference point, have 
implication for asset pricing. This is also related an aspect of the prospect theory. Our first 
hypothesis is, therefore, to see if past return on an industry portfolio has any predictive 
content for future movement of market prices, and thereby, future returns. A significant slope 
coefficient in the regression of future returns on the past performance will provide evidence in 
favor of this hypothesis. 
Within the prospect theory, prior consequences may have two different types of impacts 
(Li and Yang, 2013). In both of the cases, investors’ risk taking behavior is influenced by the 
outcome of prior position held. The first type of impact is diminishing sensitivity (also known 
as the disposition effects) whereby investors would sell their position after a gain and vice 
versa. This predicts a positive relationship between past performance and returns, arising from 
investors’ appetite to realize gains and withhold losses (Shefrin and Statman, 1985; Odean, 
1998; Grinblatt and Keloharju, 2001). The second one is loss aversion which predicts the 
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opposite – investors risk taking behavior reverses following gains or losses. The loss aversion 
aspect of the prospect theory is considered as source of time varying risk attitude and 
excessive volatility in the financial market (Barberis, Huang and Santos, 2001).  Given that we 
associate the presence of return predictability in our sample to the story of time varying risk 
aversion, we hypothesize that there will be an inverse relationship between prior performance 
and future returns. In terms of the regression model specified in this paper, a negative sign on 
the slope coefficient indicate support for our hypothesis. 
Following a loss in the previous period, the investors will attempt to avoid further loss, 
by becoming more risk averse raising their expected returns for the next period. This generates 
an inverse relationship between prior performance and future returns. Similarly, following 
gains, investors become less risk averse lowering expected returns for next period. This 
generates an inverse relationship between the prior monetary gains and future expected returns 
as well.  
Loss aversion alone, however, does not tell the story that we present in this paper. 
According to loss aversion, investors are more sensitive to losses than to gains. Within the loss 
aversion framework, the magnitude of inverse relationship would be stronger from prior 
monetary losses than monetary gains. An alternative to the above phenomenon arises from the 
house money effects. Investors become less risk averse following monetary gains on their 
investment relative to some benchmark. If house money effects are affecting our results, than 
we expect that the magnitude of inverse relationship between prior gains and future returns 
will be stronger than that between prior losses and future returns. In order to test this 
hypothesis we decompose the returns differential between an industry portfolio and a 
18 
 
benchmark into its positive and negative components and run the predictive regressions again.  
Figure 2 below illustrates the connection among prospect theory, loss aversion and house 
money effects.  
 
 
We use the US industrial portfolios available on Kenneth French data library. As 
described on the French’s webpage, at the end of June in a given year, each stock available on 
CRSP and traded on NYSE, AMEX and Nasdaq is assigned to an industry portfolio based on its 
four–digit standard industrial classification (SIC) code that prevails at the time of assignment. 
Then, as described in Fama and French (1997), both value–weighted and equal–weighted returns 
are constructed for each industrial portfolio. The data used in this paper are of monthly 
frequency and the period of investigation is from July 1969 to June 2012. Additional 
characteristics of the 30 – and 48–industry portfolios are presented in the appendix 1 and 2.
The data on monthly industry portfolio returns and other risk factors are from Kenneth 
French’s data library4. We do not use 38 industry classification because of missing values for a 
number of portfolios. Two different industry classifications are used to ensure robustness of 
our findings. As the benchmark, we primarily use the value weighted market portfolio 
(NYSE/AMEX/NASDAQ) returns which are obtained from the center for research in stock prices 
                                                 
4 http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html 
Prospect 
Theory 
Disposition Effects  
Loss Aversion House Money 
 Effects 
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(CRSP) database. In addition, Standard and Poor’s 500 Index is also used as market benchmark 
to check robustness of the results. Data for the dividend yield are obtained from Robert 
Shiller’s Data Library5. The following data are from Federal Reserve System database: 1–month 
US Treasury Bill yield, the term spread (difference between the yields on the 10–year and 1–year 
US Treasury Bonds) and the default spread (difference between yields on Moody’s Aaa–rated 
and Baa–rated bonds).  
Choice of Industry portfolios for our analysis is based on a number of considerations. 
First, as explained in Lewellen (1999) industrial portfolios are good choice when studying 
intertemporal relationship between expected returns and risks. This is because the industry 
classifications offer  variation in expected returns and risks which is unlike portfolios 
sorted on certain characteristics (e.g. size and book to market) which are empirically motivated. 
In a related study, Bali (2008) also uses industrial portfolios to examine intertemporal relations 
between expected returns and risk. Second, portfolio sorted on size and book to market have 
strong covariance structure with such factors as SMB and HML, which make them less suitable 
as test assets in asset pricing tests (Lewellen, Nagel and Shanken, 2010). Industrial portfolios 
are free from this problem and hence, more suitable as test assets. Third, while a number of 
papers investigate time series predictability of aggregate market returns, such investigation 
using components of aggregate market is very scarce (Rapach, Strauss, Tu and Zhou (2011). 
Investors often achieve better risk–return tradeoff using industrial portfolios instead of a single 
portfolio based on the aggregate market. Fourth, mutual funds based on industry 
classifications are also very popular and offered by all major mutual fund families. Therefore, 
this study may have direct relevance for investors in mutual funds based on industrial 
classifications. 
 
                                                 
5 http://www.econ.yale.edu/~shiller/data.htm 
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  The summary statistics of the data are presented in Table 1. Panel A shows the 
descriptive statistics for 30 industry portfolios and Panel B for 48 Industry portfolios. The first 
two rows in both panels present mean and standard deviation of returns for each classification 
scheme. The overall panel mean returns on portfolios, about 0.5% per month or 6% per year, are 
obtained by taking average of time series means from each industry.  Similarly, standard 
deviations for the overall panel are calculated as the average of time series averages. Standard 
deviation for 30–industry classification is 6.4% around its monthly average (22.7% per year) 
while that for 48 industry classification is 6.8% (23.56% per year). The slight difference in 
standard deviation may arise from the difference in classification scheme, which are still 
comparable. The average market returns for the same sample period is 0.4% per month or 4.8% 
per year, the standard deviation is 4.7%, or 16.28% per year. Next, the mean and standard 
deviation of the main predictor variable,    , the return differential between an industry 
portfolio and the value weighted NYSE/AMEX/NASDAQ market portfolio, are presented. For 
both industry classifications, the average return differential is 0.1% per month, or 1.2% per year. 
The standard deviation of monthly return differential is 4.3% and 4.6%, respectively. While the 
average return differential is very small the dispersion around the average is still comparable 
with the market returns.  
Last two rows of Panels A and B in Table 1 report autocorrelations of the variables and 
their correlation with the main predictor variable.  Autocorrelation is the first order 
autoregressive coefficient for each variable obtained from fixed effects regressions. The 30–
industry and 48–industry portfolio returns are not very highly autocorrelated with their 
coefficients being 0.083 and 0.086, respectively.  Similarly, the value weighted 
NYSE/AMEX/NASDAQ market portfolio has an autocorrelation coefficient of 0.085.  
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The summary statistics of the variables are presented in this Table.  
    is monthly excess returns on a particular industry portfolio over and above the risk free rate,     , 
which is one month T–Bill rate.     is excess returns on  the value weighted NYSE/AMEX/NASDAQ market 
portfolio. The variable          , captures the returns differential between individual industrial 
portfolio and the market portfolio. Mean and standard deviation for each panel variable are obtained by 
averaging time series statistics. Autocorrelation is the first order autoregressive coefficient for each 
variable obtained from fixed effects regressions. The data are in monthly frequency and the sample period 
is July 1969 – June 2012. 
                            
0.005 0.004 0.001 0.004 –0.036 0.011 0.011 
0.064 0.047 0.043 0.003 0.004 0.012 0.005 
0.083 0.085 0.057 0.967 0.996 0.966 0.961 
0.683 0.023 – –0.006 –0.001 0.012 0.029 
0.005 0.004 0.001 0.004 –0.036 0.011 0.011 
0.068 0.047 0.048 0.003 0.004 0.012 0.005 
0.086 0.085 0.048 0.967 0.996 0.966 0.961 
0.727 0.041 – –0.010 0.002 0.016 0.032 
The first order autocorrelation coefficients for our predictor variable,    , are 0.057 and 
0.048, respectively. The low autocorrelation of this variable makes it suitable for its use as 
potential predictor variable with less chances of suffering from the well–known Stambaugh 
(1999) bias. This point becomes clear when we see the magnitude of autocorrelation in the 
traditional predictor variables.  
All four state variables that are used as control variables are highly autocorrelated.  The 
magnitude of autocorrelation for these variables range from 0.961 to 0.967, which are similar 
to reported in most of the papers (see, for example,  Ferson, Sarkissian and Simin, 2003). This 
makes the state variable highly persistent and introduces potential Stambaugh (1999) bias in 
the predictive regressions. The last row in both panels of Table 1 reports correlation of the 
returns differential with other variables.  
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The estimation begins with panel specification, 
                           
where      is excess returns on an industry portfolio,     captures prior returns differential 
which is defined as            , with     being the excess returns either on the (value 
weighted NYSE/AMEX/NASDAQ)  market portfolio or on the Standard and Poor’s 500 index. The 
subscript   denotes a cross–section and   is the time index. The data are in monthly frequency 
and the sample period is from July 1969 to June 2012. 
The results of the basic predictive regressions are presented in Table 2.  In Panel A, 
CRSP value weighted market returns are used as the benchmark against which the returns 
differentials are calculated. For both 30 and 48 industry classifications, the coefficients on the 
past returns differential are significant and negative. The results remain for all three estimation 
techniques, namely, OLS, FE and mean group panel regressions. To ensure robustness of our 
findings, in Panel B, a different market benchmark is used, namely, the Standard and Poor’s 500 
Index. Similar to the findings in Panel A, past returns differential can predict future returns on 
the industry portfolios significantly, and the sign is negative. The results indicate that after a 
period of gains relative to some benchmark, investors may become less risk averse lowering 
their subjective discount rates. The lower discount rate is associated lower expected returns in 
the next period (Barbaris and Huang, 2001; Subrahmanyam, 2008). A negative sign on the slope 
coefficient is, therefore, consistent with the notion of dynamic loss aversion (O’Connell and Teo 
2009).  The magnitude of coefficients and associated –statistics are greater for 48 industry 
panel than 30 industry panel, possibly because of more observations are utilized in the former 
than in the latter. 
A Number of studies that utilized nontraditional variables to predict market returns 
also report negative return predictability, albeit for different reasons. Eleswarapu and 
Reinganum (2004) predict long horizon aggregate stock market returns by past returns of 
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glamour stocks. They propose that predictability of future returns come from investors’ 
sentiment. An index of 36–month prior returns on glamour stocks captures the investors’ 
sentiment in the market which causes return reversal to the fundamental values over time 
leading to a negative sign on the slope coefficients of the predictive regressions.   Bali, Demirtas 
and Levy (2008) find that the minimum returns observed over a certain period can predict 
future market returns negatively. They interpret that the negative sign is associated with mean 
reversion phenomenon of returns. They also mention possibility of behavioral factors as an 
alternative explanation which is linked to investors risk aversion dynamics. On the other hand, 
Li and Yu (2012) report that nearness to the historical high can predict future market returns 
negatively. They argue that this predictability arises from investors’ limited attention to some 
psychological reference point which subsequently results in return reversal leading to a 
negative sign in the predictive regressions.  
In this section, a more robust speciation is employed to examine the predictive ability of 
the returns differential. A set of control variables that have been found to have predictive 
power for future returns are added to the basic regression framework. The extended regression 
model is given by, 
                               (11) 
where, the vector of control variables is now given by                                and   is the 
coefficient vector. If returns differential carry some relevant information that affect future 
returns on a portfolio, then one would expect   to be significant and possibly, negative.  
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This table shows results of the following panel regressions:                           , where      is 
excess returns on an industry portfolio,     captures prior returns differential which is defined as     
       , with     being the excess returns either on the (value weighted NYSE/AMEX/NASDAQ)  market 
portfolio or on the Standard and Poor’s 500 index. The subscript   denotes a cross–section and   is the 
time index. The data are in monthly frequency and the sample period is from July 1969 to June 2012. 
  
Constant 
 0.005  
(10.11) 
0.005 
 (83.74) 
0.004  
(16.86) 
 
0.004 
 (11.61) 
0.004 
 (84.56) 
0.005 
 (20.79) 
    
0.112  
(9.05) 
0.112    
(8.48) 
0.111 
 (7.69) 
 
0.129  
(12.23) 
0.1297  
(10.33) 
0.1258 
 (9.75) 
   
 –0.059  
(–3.00) 
–0.060  
(–3.34) 
–0.064  
(–3.01) 
 
–0.085  
(–5.60) 
–0.087 
 (–5.87) 
–0.086 
 (–4.90) 
   0.80% 0.80% 1.27%  0.90% 0.90% 1.42% 
  
Constant 
 0.005 
 (10.42) 
0.005  
(78.85) 
0.004 
 (18.93) 
 
0.005 
 (12.17) 
0.005  
(86.91) 
0.005  
(22.59) 
    
0.102 
 (7.28) 
0.102  
(12.01) 
0.098  
(10.05) 
 
0.105  
(8.85) 
0.105  
(12.50) 
0.099  
(10.93) 
   
 –0.026  
(–1.48) 
–0.027  
(–2.02) 
–0.016  
(–1.27) 
 
–0.027  
(–1.84) 
–0.028  
(–2.59) 
–0.017  
(–1.74) 
   0.73% 0.73% 1.10%  0.76% 0.76% 1.13% 
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The results of the predictive regressions with a set of control variables that represent 
time varying risk–return dynamics in the financial markets are presented in Table 3. The 
predictive power of    remains even in the presence of the state variables. The sign is still 
negative for both 30 and 48 industry portfolios. The signs on the control variables are all as 
expected and many of them are significant. This indicates that these state variables also have 
predictive power for future returns on industry portfolio.  
 There is possibility that the results obtained in the previous regressions influenced by 
the absence of information on the portfolio size and book–to–market. It is also possible that the 
returns differential variable,    , is a proxy for industry level momentum (Moskowitz and 
Grinblatt, 1999) or style level momentum (Froot and Teo, 2008). To investigate these 
possibilities, we follow and Bali, Demirtas and Tehranian (2008) and Wahal and Yavuz (2013) 
and estimate the following specification, 
                                 (12) 
where, the vector of control variables is now are chosen from the vector              
               where,         is logarithm of size (market capitalization) of the portfolios,    
is the ratio of book value to market value of the portfolios,      (    ) is compound returns 
on the portfolios over the past three (six) months capturing the momentum effects, and   is 
the coefficient vector, and all other variables are as defined before.  
Table 4 presents results of the predictive regressions controlling for size, book–to–
market and momentum of the portfolios.  As can be seen from the table below, the predictive 
power of the returns differential remains strong for different combinations of the control 
variables. The sign is also negative, as expected.  
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This table shows results of the following panel regressions:                                 , where 
      is excess returns on an industry portfolio,     captures prior consequences or prior performance 
which is defined as            , with    being the excess returns on the (value weighted 
NYSE/AMEX/NASDAQ)  market portfolio. The subscript   denotes a cross–section and   is the time index. 
The vector of control variables is given by                               . The data are in monthly 
frequency and the sample period is from July 1969 to June 2012. 
  
Constant 
 0.019 
(2.28) 
0.019   
(4.07) 
0.021  
(4.21) 
 
0.021  
(2.93) 
0.021  
(5.26) 
0.021 
(5.50) 
   
 0.096  
(7.40) 
0.096  
(8.04) 
0.096  
(7.268) 
 
0.114  
(10.21) 
0.114  
(9.54) 
0.110  
(8.87) 
   
 –0.047  
(–2.35) 
–0.048  
(–2.71) 
–0.065  
(–3.20) 
 
–0.073   
(–4.69) 
–0.074  
(–5.09) 
–0.084  
(–4.81) 
    
 –0.783  
(–1.80) 
–0.783  
(–2.55) 
–0.779 
 (–2.40) 
 
–0.916  
(–2.56) 
–0.916 
 (–3.63) 
–0.909  
(–3.56) 
    
 0.597 
(3.21) 
0.596  
(5.03) 
0.708  
(6.87) 
 
0.646  
(3.11) 
0.646  
(6.83) 
0.692  
(8.172) 
      
 0.194  
(2.97) 
0.194  
(3.21) 
0.255  
(5.46) 
 
0.188  
(3.43) 
0.188 
 (3.94) 
0.227  
(5.51) 
         
 0.712  
(4.20) 
0.712  
(7.55) 
0.703  
(6.94) 
 
0.758  
(5.51) 
0.759  
(9.83) 
0.757  
(9.38) 
   1.54% 1.54% 2.48%  1.64% 1.64% 2.62% 
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This table shows results of the following panel regressions:                                 , 
where     is excess returns on an industry portfolio,     captures prior consequences or prior performance 
which is defined as            , with     being the excess returns on the (value weighted 
NYSE/AMEX/NASDAQ)  market portfolio. The subscript   denotes a cross–section and   is the time index.  
Different combinations of control variables are chosen from the vector                            . The 
data are in monthly frequency and the sample period is from July 1969 to June 2012. The regressions are 
based on portfolios of 48 industry classifications using fixed effects method. 
  
Constant 
0.008  
(6.93) 
–0.002 
 (–3.70) 
–0.014 
 (–6.04) 
–0.020 
 (–7.01) 
–0.017 
 (–6.15) 
–0.017  
(–6.06) 
   
0.129 
 (10.33) 
0.127 
 (10.11) 
0.126 
 (10.01) 
0.134  
(10.39) 
0.132 
 (10.22) 
0.131  
(10.28) 
   
–0.087 
 (–5.87) 
–0.087  
(–5.88) 
–0.088 
 (–5.89) 
–0.096  
(–6.45) 
–0.093 
(–6.24) 
–0.093  
(–6.22) 
        
–0.001  
(–3.06) 
– 
0.001  
(5.32) 
0.002  
(6.48) 
0.002 
 (5.77) 
0.002 
(5.72) 
    – 
0.011  
(11.02) 
0.014 
 (10.93) 
0.017 
 (10.33) 
0.016  
(10.22) 
0.016  
(10.01) 
      – – – 
–0.011 
 (–4.13) 
– 
0.008  
(1.82) 
      – – – – 
–0.016 
 (–7.75) 
–0.020 
 (–6.15) 
   0.90% 1.10% 1.20% 1.40% 1.40% 1.50% 
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In this section, the predictive ability of returns differential is examined over multiple 
horizons, from 2 to 6 months ahead.  More specifically, the multiple horizon returns 
predictability regressions are specified as, 
                                 (13) 
where,         [(         )(         )  (         )]   , with        . All other variables are 
as defined before. The predictive state variables have been included in these regressions as 
control variables. There is debate in the literature whether long horizon productive regressions 
produce reliable estimates or whether there are any power gains from these regressions6. In this 
paper, we do not rely on these long horizon regressions to test our hypotheses. Rather, our goal 
is to offer further robustness of our findings reported earlier. 
The results of the multiple horizon predictive regressions are presented in Table 5. 
Although we run the regressions using three different methods, as explained earlier, results 
from the fixed effects regressions are presented. As in previous tables, results do not vary 
much across different methods. In the first the horizon,    is included for comparison 
purposes. First, we notice that the signs of the slope coefficients are all negative as found 
earlier. This reinforces our earlier findings even in the multiple horizons.  Returns on horizon 
2, 3 and 6 returns are unpredictable, while 4 and 5 returns are predictable. The    increases 
with the length of the horizon which is consistent with earlier studies.  
 
                                                 
6 A discussion on the issues related to long horizon predictive regression is beyond the scope of this 
paper. For a discussion on the merits and demerits of long horizon predictive regressions, see (see, for 
example, Kirby (1997), Valkanov (2003), Boudoukh, Richardson and Whitelaw (2008), Campbell (2001) and Cochrane 
(2008).     
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This table shows results of the following panel regressions:                                   , where 
        is excess returns on an industry portfolio between the period   and    ,     captures prior 
consequences or prior performance which is defined as            , with     being the excess returns 
on the (value weighted NYSE/AMEX/NASDAQ)  market portfolio. The vector of control variables is given by 
                             . The data are in monthly frequency and the sample period is from July 1969 
to June 2012. The regressions are based on portfolios of 48 industry classifications using fixed effects 
method.  
                    
Constant 
0.021 
 (5.26) 
0.067   
(7.70) 
0.101  
(7.65) 
0.125 
(6.91) 
0.151  
(6.64) 
0.195 
 (7.09) 
   
0.114  
(9.54) 
0.053  
(–4.53) 
0.058 
 (–4.34) 
0.057 
(–3.97) 
0.066 
 (4.61) 
–0.029  
(–2.11) 
   
–0.074  
(–5.09) 
–0.021 
(– 0.94) 
–0.041  
(–1.63) 
–0.056 
(–2.15) 
–0.103 
 (–3.21) 
–0.036 
 (–0.93) 
    
–0.916  
(–3.63) 
–3.402  
(–5.97) 
–5.277  
(–6.00) 
–7.129 
 (–5.73) 
–9.069 
 (–5.70) 
–11.029  
(–5.78) 
    
0.646  
(6.83) 
1.748 
 (8.69) 
2.618  
(8.67) 
3.301 
 (8.10) 
4.009  
(7.75) 
5.026  
(8.07) 
      
0.188 
 (3.94) 
0.155 
 (1.41) 
0.148 
 (0.87) 
0.093 
(0.40) 
–0.008 
 (–0.02) 
–0.070 
 (–0.19) 
         
0.759   
(9.83) 
1.696 
 (10.20) 
2.730  
(10.91) 
4.076 
 (11.98) 
5.441  
(12.63) 
6.251  
(12.38) 
   1.60% 1.80% 2.50% 3.40% 4.30% 4.70% 
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A potential methodological issue in predictive regressions is the presence of 
endogeneity, which can lead to slope estimates being biased and unreliable. More specifically, if 
the innovations in the (lagged) regressor and the dependent variables are highly correlated, 
then the slope coefficients in predictive regressions can be upward biased resulting in over 
rejection of the null hypothesis (Mankiew and Shapiro, 1986; Stambaugh, 1999; Hjalmarsson, 
2008). The problem is even more acute when the regressor is highly persistent.  We have 
already mentioned earlier that regressor in our case is not highly persistent. In this section, we 
utilize a panel vector autoregressive specification to ensure robustness of our findings while 
allowing for potential endogeneity in the estimation.  
Consider a vector of two potentially endogenous variables:                       The 
unrestricted VAR in the level with these variables can be written as 
                       (14) 
where,   and   are vector of constant and slope coefficients, and the vector error terms,  
               are allowed to have unrestricted interaction between them and other variables are 
as defined before7. Panel VAR with individual fixed effects, however, would also introduce bias 
in slope estimates. This bias is a result of demeaning procedure in fixed effects method 
(Arellano and Bover, 1995). To correct for this bias, we use 'Helmert transformation' following 
Love and Zicchino (2006) 8. Essentially, this method does forward demeaning instead of regular 
demeaning as done in fixed effects estimation. 
                                                 
7 As the number of regressors equals that of instruments, the model is just– identified. 
8 The codes for 'Helmert transformation' have kindly been provided by Inessa Love. 
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The results from the Panel VAR are presented in Table 69. Both 30 industry and 48 
industry classifications are considered. Within the VAR, the equation that has industry returns 
as dependent variable is of interest and therefore, its coefficients are reported. Panel A presents 
the VAR results with the value weighted market returns as the benchmark. For raw data, i.e. 
without any demeaning of the variables, the slope coefficients are negative and significant. The 
size of the coefficients is comparable to those obtained in Table 2 and 3. Similarly, Panel B 
presents estimation results based on Standard and Poor’s 500 being market index. The slope 
coefficients are still negative and significant, though smaller than those in Panel A. This is in 
line with what we obtained in the basic regressions reported in Table 2. 
Overall, the coefficient of interest is that on the lagged returns differential,    , which is 
significant and negative in all cases at hand.  This reinforces our findings in the previous 
sections and we can conclude that the predictive power of the returns differential variable does 
not arise from the presence of endogeneity.    
One of the hypotheses we aim to test in this paper is the presence of house money 
effect. In this section, we examine whether prior positive and negative returns differential affect 
one month ahead returns differently. In order to test this hypothesis we decompose the returns 
differential into its positive and negative components and run the predictive regressions again,  
               
     
        
        (15) 
where, variables     
  and     
  represent positive and negative returns differentials and all other 
variables are as defined before. We expect coefficients on both positive and negative returns 
differentials to be negative.  In order to get evidence in favor of house money effects, the size 
of coefficient on the positive returns differential should be larger than that on the negative 
returns differential.  
                                                 
9 To conserve space, only the relevant results are reported here.  
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This table shows results of the following panel VAR regressions:                        , where,         
                and   are vector of constant and slope coefficients, and the vector error terms,        
         are allowed to have unrestricted interaction between them.          is excess returns on an industry 
portfolio between the period   and    ,     captures prior consequences or prior performance which is 
defined as            , with     being the excess returns on the (value weighted NYSE/AMEX/NASDAQ)  
market portfolio. The vector of control variables is given by                              . The data are in 
monthly frequency and the sample period is from July 1969 to June 2012. The regressions are based on 
portfolios of 48 industry classifications. 
    
0.118  
(9.26) 
0.136  
 (12.55) 
 0.119 
 (9.22) 
0.138  
(12.52) 
   
 –0.066  
(–3.31) 
–0.092 
 (–3.00) 
 –0.067  
(–3.35) 
–0.093 
(–5.94) 
    
0.113  
(6.68) 
0.117  
(8.14) 
 0.114 
 (6.68) 
0.136 
 (12.55) 
   
 –0.037 
 (–1.81) 
–0.038  
(–2.26) 
 –0.036  
(–1.79) 
–0.090  
(–5.79) 
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The results are presented in Table 7. Panel A presents the basic regression results while Panel B 
presents predictive regressions controlling for as set of macroeconomic predictor variables. In 
both panels, 30 industry classifications produce significantly negative coefficients,   , on the 
positive returns differential,    
 . The coefficients,    , on negative returns differential    
  are 
also negative, though small and insignificant. This indicates that the results for the 30 industry 
classifications obtained in earlier regressions may be primarily driven by investors’ reactions 
following positive returns, which is supportive of house money effects. In order to get 
additional evidence in this regard, we turns to results for 48 industry portfolios. In both panels, 
48 industry classifications produce significantly negative coefficients,   , on the positive 
returns differential,    
 . The coefficients,    , on negative returns differential    
  are also 
negative and significant. For example, in Panel A,    is –0.109 and    is –0.058 and both are 
highly significant. Similarly, in Panel B, where a set of control variables are added,     is –0.094 
and    is –0.048 and both are significant. In other words, these results are consistent with 
house money effects, whereby investors become less risk averse following a gain in the 
previous period compared to there more risk aversion following a loss in the previous period 
(Thaler and Johnson, 1990). 
For negative returns differential, 48 industry portfolios deliver better results than 30 
industry portfolios. This is perhaps Barberis and Huang (2001) mention that investors’ loss 
aversion behavior is more pronounced for individual stocks than portfolios based on the 
stocks. Both positive and negative prior outcome can predict future returns significantly. The 
signs are consistently negative. But the magnitude of the coefficient is higher for positive 
returns than negative returns. The results are supportive of the house money effects which is 
our third hypothesis.  
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In this section, we address the possibility of spurious relationship between one period ahead 
returns and past returns differential (Ferson, Sarkissian and Simin, 2003a). We follow the 
method suggested in Ferson, Sarkissian and Simin, (2003b) and rerun the predictive 
regressions. In particular, for each industrial portfolio we stochastically detrend the predictor 
variable by subtracting a 12 period trailing moving average (as suggested in Campbell, 1991) 
from the original series, 
   
       (   )∑      
    
   
(16) 
and then run the predictive regressions. Ferson, Sarkissian and Simin, (2003b) suggest that this 
approach is “the most practically useful insurance against spurious regression’ (p. 8). The 
results are reported in Table 8 which does not change the essential findings of the earlier 
tables. The slope coefficients on the predictive regressions are still negative and significant.  
 
A potential problem with the predictive specification is that the dependent variable, namely the 
industrial portfolio return, may share some common information with the predictor variable.  
To account for this possibility, we follow Eleswarapu and Reinganum (2004) and purge the 
predictor variable, return differential, of any information that is also common with industrial 
return series. We regress the return differential,    , on the industrial return series,    , and save 
the residuals,    
       ( ̂   ̂    ). Then, the new predictor variable,    
  , is used in the regression, 
which is now orthogonal to the information embedded in the left hand side variable. 
The results are reported in Table 9 which, like results in Table 8, does not change the overall 
findings of the earlier tables. The slope coefficients on the predictive regressions are still 
negative and significant. The findings of Table 8 and 9 together indicate that our results are not 
due to some spurious regression problem as suggested in (Ferson, Sarkissian and Simin, 2003a, 
b). 
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This table shows results of the following panel regressions:                
     
        
        , where 
     is excess returns on an industry portfolio,     captures prior returns differential which is defined as 
           , with     being the excess returns either on the (value weighted NYSE/AMEX/NASDAQ)  
market portfolio or on the Standard and Poor’s 500 index. The subscript   denotes a cross–section and   is 
the time index. The data are in monthly frequency and the sample period is from July 1969 to June 2012. 
  
Constant  
0.005 
(7.43) 
0.006 
(8.39) 
0.006 
(9.79) 
 
0.005 
(8.90) 
0.005 
(11.32) 
0.006 
 (10.85) 
    
0.111 
(9.08) 
0.111 
(8.45) 
0.110 
(7.63) 
 
0.129 
 (12.25) 
0.129  
 (10.29) 
0.125 
(9.68) 
   
  
–0.081 
(–2.74) 
–0.092 
(–2.83) 
–0.104 
(–3.36) 
 
–0.109 
(–4.91) 
–0.115 
(–5.48) 
–0.121 
(–4.86) 
   
  
–0.032 
(–1.01) 
–0.023 
(–0.87) 
–0.004 
(–0.17) 
 
–0.058 
 (–2.44) 
–0.054  
(–2.48) 
–0.043 
 (–1.90) 
   0.9% 0.9% 2.3%  1.1% 1.1% 2.5% 
  
Constant  
0.018 
(2.13) 
0.018 
(3.92) 
0.019 
(4.19) 
 
0.020 
(2.74) 
0.020 
(4.91) 
0.021 
(5.85) 
    
0.096 
(7.41) 
0.096 
(8.07) 
0.096 
(7.22) 
 
0.114  
(10.22) 
0.114 
(9.54) 
0.110 
(8.82) 
   
  
–0.066 
(–2.12) 
–0.077 
(–2.21) 
–0.092 
(–2.73) 
 
–0.094 
(–4.10) 
–0.101 
(–4.51) 
–0.115 
(–4.28) 
   
  
–0.025 
(–0.76) 
–0.015 
(–0.59) 
–0.006 
(–0.24) 
 
–0.048 
(–2.01) 
–0.044 
(–2.11) 
–0.043 
(–1.90) 
     
–0.771 
(–1.77) 
–0.765 
(–2.53) 
–0.773 
(–2.29) 
 
–0.905 
(–2.53) 
–0.903 
(–3.58) 
–0.899 
(–3.48) 
     
0.555 
(2.93) 
0.533 
(4.55) 
0.595 
(5.99) 
 
0.601 
(3.75) 
0.589 
(6.17) 
0.651 
(7.70) 
       
0.191 
(2.95) 
0.189 
(3.08) 
0.247 
(4.83) 
 
0.184 
(3.39) 
0.183 
(3.83) 
0.217 
(5.21) 
          
0.738 
(4.42) 
0.751 
(7.42) 
0.781 
(7.22) 
 
0.788 
(5.75) 
0.796 
(9.80) 
0.816 
(9.07) 
   1.6% 1.6% 2.9%  1.7% 1.7% 3.1% 
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This table shows results of the following panel regressions:                    
         , where      is 
excess returns on an industry portfolio,    
   captures prior returns differential which is defined as 
   
       (
 
 
)∑    
 
   , with     being the excess returns either on the (value weighted 
NYSE/AMEX/NASDAQ)  market portfolio or on the Standard and Poor’s 500 index. The subscript   denotes 
a cross–section and   is the time index. The data are in monthly frequency and the sample period is 
from July 1969 to June 2012. 
  
Constant 
 0.005 
(10.73) 
0.005 
(70.66) 
0.005 
(20.57) 
 
0.005 
(12.68) 
0.005 
(68.66) 
0.005 
(24.76) 
    
0.110 
(9.41) 
0.109 
(8.80) 
0.104 
(7.76) 
 
0.125 
(12.30) 
0.124 
(9.69) 
0.118 
(10.21) 
   
   –0.062 
(–3.28) 
–0.061 
(–4.24) 
–0.061 
(–3.49) 
 
–0.086 
(–5.98) 
–0.084 
(–6.68) 
–0.081 
(–5.19) 
   0.8% 0.8% 1.6%  0.9% 0.9% 1.8% 
  
Constant 
 0.026 
(2.98) 
0.026 
(4.75) 
0.028 
(4.74) 
 
0.029 
(3.96) 
0.029 
(6.46) 
0.030 
(6.56) 
    
0.094 
(7.52) 
0.093 
(8.41) 
0.084 
(6.81) 
 
0.108 
(10.02) 
0.107 
(8.75) 
0.098 
(9.31) 
   
  
 –0.047 
(–2.45) 
–0.045 
(–3.12) 
–0.046 
(–2.57) 
 
–0.070 
(–4.81) 
–0.069 
(–5.48) 
–0.065 
(–4.20) 
    
 –0.971 
(–2.19) 
–0.973 
(–3.05) 
–1.017 
(–2.97) 
 
–1.115 
(–3.07) 
–1.118 
(–4.33) 
–1.134 
(–4.21) 
    
 0.717 
(3.81) 
0.718 
(5.47) 
0.854 
(7.09) 
 
0.790 
(5.02) 
0.792 
(7.67) 
0.862 
(9.02) 
      
 0.148 
(2.18) 
0.148 
(2.51) 
0.198 
(4.12) 
 
0.139 
(2.46) 
0.139 
(3.02) 
0.174 
(4.23) 
         
 0.645 
(3.82) 
0.645 
(6.91) 
0.648 
(6.11) 
 
0.671 
(4.91) 
0.671 
(8.88) 
0.675 
(8.16) 
   1.5% 1.5% 2.1%  1.6% 1.6% 2.3% 
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This table shows results of the following panel regressions:                    
         , where      is 
excess returns on an industry portfolio,    
   captures orthogonalized prior returns differential which is 
defined as    
       ( ̂   ̂    ). The subscript   denotes a cross–section and   is the time index. The data 
are in monthly frequency and the sample period is from July 1969 to June 2012. 
  
Constant 
 0.005 
(10.36) 
0.005 
(94.08) 
0.004 
(17.99) 
 
0.005 
(12.09) 
0.005 
(102.39) 
0.005 
(22.17) 
    
0.084 
(8.71) 
0.083 
(8.27) 
0.082 
(6.92) 
 
–0.085 
(–5.60) 
–0.0871 
(–5.87) 
–0.086 
(–4.90) 
   
   –0.059 
(–3.00) 
–0.060 
(–3.34) 
–0.064 
(–3.01) 
 
–0.086 
(–11.02) 
–0.085 
(–9.12) 
–0.083 
(–8.61) 
   0.8% 0.8% 1.6%  0.9% 0.9% 1.8% 
  
Constant 
 0.020 
(2.29) 
0.019 
(4.07) 
0.021 
(4.22) 
 
0.021 
(2.95) 
0.021 
(5.27) 
0.022 
(5.51) 
    
0.075 
(7.33) 
0.074 
(8.18) 
0.068 
(6.38) 
 
0.076 
(9.48) 
0.076 
(8.49) 
0.069 
(7.52) 
   
   –0.047 
(–2.35) 
–0.048 
(–2.71) 
–0.065 
(–3.20) 
 
–0.073 
(–4.69) 
–0.074 
(–5.09) 
–0.084 
(–4.81) 
    
 –0.783 
(–1.80) 
–0.783 
(–2.55) 
–0.779 
(–2.40) 
 
–0.916 
(–2.56) 
–0.916 
(–3.63) 
–0.909 
(–3.56) 
    
 0.597 
(3.21) 
0.596 
(5.03) 
0.708 
(6.87) 
 
0.646 
(4.11) 
0.646 
(6.83) 
0.692 
(8.17) 
      
 0.194 
(2.97) 
0.194 
(3.21) 
0.255 
(5.46) 
 
0.188 
(3.43) 
0.188 
(3.94) 
0.2270 
(5.51) 
         
 0.712 
(4.20) 
0.712 
(7.55) 
0.703 
(6.94) 
 
0.758 
(5.51) 
0.759 
(9.83) 
0.757 
(9.38) 
   1.5% 1.5% 2.1%  1.6% 1.6% 2.3% 
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This paper investigates if prior return, relative to benchmark, on industry portfolios can 
predict one period ahead return. The motivation of the paper stems from the findings of 
previous studies that report evidence of the impact of prior outcome on the future risk taking 
behavior of investors. We argue that if the nexus between prior outcome and future risk taking 
is observed widely in the financial markets, then it should have an impact on the expected 
returns on financial assets as well. This argument fits well with the time varying risk or loss 
aversion within the intertemporal asset pricing framework. A number of hypotheses are 
proposed in the paper in line with this observation that are tested using predictive regressions.   
The results of predictive regressions provide support in favor of our hypotheses. In 
brief, we find that prior return, relative to a benchmark, can significantly predict one period 
ahead return on a panel of industrial portfolios. The sign of the slope coefficients in the 
predictive regressions is consistently negative which is expected under the story of dynamic 
loss aversion of investors (Barberis, Huang and Santos, 2001; Barberis and Huang, 2001). In 
order to gain additional insights that drive our results, we decompose the predictor variable 
into positive and negative components and use them as regressors to predict one month ahead 
return. The results from this regression reveal that the investors reduce degree of their risk 
aversion following prior gains more than following prior losses.  This finding offers support in 
favor of the hypothesis proposed to test the house money effects of Thaler and Johnson (1990).  
Alternative specifications have been examined to ensure robustness of the results. In 
particular, the significantly negative slope coefficients remain in the presence of other 
macroeconomic control variables and controlling for portfolio characteristics. Significant 
evidence has also been obtained from multiple horizon predictive regressions. Panel vector 
autoregressive (VAR) regressions have been used to control for any potential endogeneity in the 
estimation. Overall, the results obtained in this paper adds to the existing literature by 
providing evidence of impact of prior returns on future return on financial assets.  
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 Symbol Name Avg. num. 
of firms 
Ave. 
ret. (%) 
St. 
Dev. 
(%) 
Skew Kurt Avg. 
log 
Size 
Avg. 
B/M 
1 Food Food Products 111 13.22 15.76 0.00 2.24 6.87 0.49 
2 Beer  Beer & Liquor 16 13.69 18.98 –0.03 2.17 7.76 0.46 
3 Smoke Tobacco Products 7 18.23 22.19 –0.10 2.52 8.49 0.49 
4 Games Recreation 107 12.53 25.75 –0.33 2.80 5.89 0.58 
5 Books Printing and Publishing 63 10.04 20.73 0.03 2.75 6.29 0.52 
6 Hshld Consumer Goods         103 10.15 16.86 –0.28 1.90 7.11 0.38 
7 Clths Apparel 76 12.00 23.82 –0.04 2.32 5.48 0.66 
8 Hlth Healthcare, Medical 
Equipment, Pharmaceutical 
Products 369 
12.27 17.52 0.08 2.54 6.80 0.30 
9 Chems  Chemicals 85 12.19 20.16 –0.15 2.22 7.04 0.62 
10 Txtls Textiles 43 10.83 26.22 0.56 9.48 5.21 1.08 
11 Cnstr Construction and Construction 
Materials 183 
10.97 22.05 –0.22 2.33 5.78 0.68 
12 Steel Steel Works Etc 74 8.90 26.98 –0.24 2.08 6.20 1.12 
13 FabPr  Fabricated Products and 
Machinery 188 
11.26 22.63 –0.42 2.38 6.04 0.63 
14 ElcEq Electrical Equipment 72 13.83 22.64 –0.20 1.61 6.33 0.49 
15 Autos Automobiles and Trucks 69 9.34 24.87 0.25 5.73 6.98 1.09 
16 Carry Aircraft, ships, and railroad 
equipment 34 
13.48 22.95 –0.34 1.43 7.06 0.73 
17 Mines Precious Metals, Non–Metallic, 
and Industrial Metal Mining 43 
10.65 27.23 –0.20 1.78 6.17 0.59 
18 Coal Coal 7 16.24 36.64 0.32 1.90 6.15 0.81 
19 Oil Petroleum and Natural Gas 193 13.05 19.65 0.05 1.17 7.39 0.75 
20 Util    Utilities 161 10.84 14.45 –0.12 1.09 7.07 1.07 
21 Telcm Communication 93 11.02 16.88 –0.21 1.18 7.81 0.85 
22 Servs Personal and Business Services 430 11.97 23.92 –0.16 1.09 5.69 0.40 
23 BusEq Business Equipment 511 10.45 24.98 –0.28 1.60 6.51 0.43 
24 Paper Business Supplies and 
Shipping Containers 79 
10.69 18.42 –0.14 2.55 6.78 0.65 
25 Trans Transportation 106 11.19 21.04 –0.25 1.16 6.30 1.04 
26 Whlsl Wholesale 172 11.17 19.77 –0.32 2.37 5.39 0.61 
27 Rtail Retail  246 12.43 19.86 –0.18 1.97 6.64 0.51 
28 Meals Restaraunts, Hotels, Motels 86 12.43 22.06 –0.53 2.48 5.92 0.45 
29 Fin Banking, Insurance, Real 
Estate, Trading 871 
11.10 19.80 –0.39 1.65 6.32 0.82 
30 Other Everything Else 252 7.82 20.44 –0.37 1.51 5.95 0.59 
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 Symbol Name firms 
Ave. 
ret. (%) 
St. Dev. 
(%) 
Skew Kurt Avg. 
log 
Size 
Avg. 
B/M 
1 Agric Agriculture 16 12.36 22.83 0.01 1.77 5.58 0.55 
2 Food Food Products 83 13.32 15.97 0.11 2.01 6.92 0.53 
3 Soda Candy & Soda 12 14.16 23.76 0.14 3.75 7.00 0.55 
4 Beer Beer & Liquor 16 13.68 18.95 –0.03 2.17 7.76 0.46 
5 Smoke Tobacco Products 7 18.24 22.17 –0.10 2.52 8.49 0.49 
6 Toys Recreation 45 9.12 25.36 –0.23 1.38 5.41 0.56 
7 Fun Entertainment 62 15.12 27.96 –0.19 3.03 6.08 0.57 
8 Books Printing and Publishing 47 10.32 20.89 0.04 2.12 6.46 0.50 
9 Hshld Consumer Goods 103 10.20 16.84 –0.28 1.90 7.11 0.38 
10 Clths Apparel 76 12.00 23.80 –0.04 2.32 5.48 0.66 
11 Hlth Healthcare 73 12.12 29.69 –0.08 2.69 5.47 0.59 
12 MedEq Medical Equipment 122 11.76 18.91 –0.35 1.32 6.04 0.34 
13 Drugs Pharmaceutical Products 174 12.84 17.94 0.20 2.75 7.36 0.28 
14 Chems Chemicals 85 12.24 20.13 –0.15 2.22 7.04 0.62 
15 Rubbr Rubber and Plastic Products 45 11.76 21.51 –0.23 2.88 5.05 0.67 
16 Txtls Textiles 43 10.80 26.19 0.56 9.48 5.21 1.08 
17 Cnstr Construction Materials 128 11.64 22.38 –0.02 4.15 5.86 0.66 
18 Cnstr Construction 55 10.44 26.08 –0.12 0.85 5.42 0.74 
19 Steel Steel Works Etc 74 8.88 26.95 –0.24 2.08 6.20 1.12 
20 FabPr Fabricated Products 22 8.16 26.43 –0.17 2.56 4.79 0.81 
21 Mach Machinery 167 11.28 22.69 –0.41 2.34 6.12 0.63 
22 ElcEq Electrical Equipment 72 13.80 22.62 –0.20 1.61 6.33 0.49 
23 Autos Automobiles and Trucks 69 9.36 24.84 0.25 5.73 6.98 1.09 
24 Aero Aircraft 26 13.68 24.01 –0.35 1.68 7.22 0.73 
25 Ships 
Shipbuilding, Railroad 
Equipment 
9 
12.00 26.22 0.01 1.48 
6.14 0.80 
26 Guns Defense 9 14.16 23.52 –0.15 2.17 6.79 0.80 
27 Gold Precious Metals 20 11.76 37.10 0.78 5.26 5.99 0.43 
28 Mines 
Non–Metallic and Industrial 
Metal Mining 
24 
12.36 26.08 –0.44 2.36 
6.23 0.69 
29 Coal Coal 7 16.20 36.62 0.32 1.90 6.15 0.81 
30 Oil Petroleum and Natural Gas 193 13.08 19.64 0.05 1.17 7.39 0.75 
31 Util Utilities 161 10.80 14.45 –0.12 1.09 7.07 1.07 
32 Telcm Communication 93 11.04 16.87 –0.21 1.18 7.81 0.85 
33 PerSv Personal Services 49 6.96 24.21 –0.27 1.57 5.33 0.54 
34 BusSv Business Services 400 12.60 23.80 –0.16 1.10 5.73 0.40 
35 Comps Computers 169 10.80 25.63 –0.17 1.55 7.12 0.39 
36 Chips Electronic Equipment 242 11.52 27.16 –0.34 1.39 6.13 0.52 
37 LabEq 
Measuring and Control 
Equipment 
101 
11.40 25.98 –0.15 1.01 
5.58 0.45 
38 Paper Business Supplies 55 11.40 19.92 0.12 2.22 6.77 0.74 
39 Boxes Shipping Containers 25 11.52 20.47 –0.42 1.97 6.60 0.58 
40 Trans Transportation 104 11.16 21.06 –0.25 1.15 6.31 1.05 
41 Whlsl Wholesale 172 11.16 19.75 –0.32 2.37 5.39 0.61 
42 Rtail Retail 246 12.48 19.85 –0.18 1.97 6.64 0.51 
43 Meals Restaurants, Hotels, Motels 86 12.48 22.03 –0.53 2.48 5.92 0.45 
44 Banks Banking 377 11.04 21.89 –0.27 1.98 6.41 0.81 
45 Insur Insurance 149 12.00 19.95 –0.28 2.01 6.80 0.83 
46 RlEst Real Estate 42 5.76 27.33 0.61 8.93 4.59 0.96 
47 Fin Trading 302 12.60 22.55 –0.43 1.16 6.08 0.81 
48 Other Everything Else 199 4.92 24.39 –0.48 1.45 5.99 0.54 
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Abstract: This paper examines the nature of time variation in the risk exposure of country 
mutual funds to the US market movement and to the benchmark foreign market movement. It 
uses weekly data on 15 closed end funds and 19 exchange traded funds for the sample period 
between January, 2001 and December, 2012. Conditional factor models are employed to 
uncover the time variation in the estimated betas through short horizon regressions. The 
findings of the paper indicate considerable time variation in risk exposure of country mutual 
funds to the US market and foreign market risk factors. Additional investigation reveals the 
following observations. First, the US market betas suffer greater variation over the sample 
period than the target foreign market betas. Second, the overall fluctuation in betas for the 
closed end funds is found to be higher than that for the exchange traded funds. Third, 
emerging market funds experience more oscillation in the risk exposure than their developed 
market counterparts. It is found that a combination of the US macroeconomic state variables 
and investors’ sentiment can predict future betas significantly. The findings of the paper have 
important implication for US investors seeking diversification benefits from country mutual 
funds.  
 
Classifications: G11, G12, G15 
: Closed–end funds; International diversification; Conditional factor models; Time 
varying betas; Short horizon regression  
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The tradeoff between risks and returns play an important role in making investment decisions. 
Investors attempt to reduce the risk of their portfolio by way of diversification – widening the 
base of their asset holdings which are sufficiently unrelated to each other. Traditionally, US 
investors have diversified their portfolios across domestic industries and international assets 
(e.g., Heston and Rouwenhorst, 1994; Griffin and Karolyi, 1998). Although there is disagreement 
among academicians, there is growing evidence that document suitability of cross–border 
investments for the purpose of diversification (Eun et al., 2008; Baele and Inghelbrecht, 2009; 
Asness et al., 2011).  
Investors in the USA can diversify their asset portfolios with the help of a number of 
cross–border investment instruments. Some Common modes of international diversification 
include foreign direct investment (FDI), foreign portfolio investment (FPI), American depository 
receipts (ADR) and closed–end funds (CEF) and exchange traded funds (ETFs). In this paper, we 
focus on the use of closed–end mutual funds (CEF) and exchange traded funds (ETF) as the 
potential instruments of international diversification. A number of studies have investigated 
whether these assets, also known as the country mutual funds, offer diversification 
opportunities for investors. The country mutual funds are traded on the US stock exchanges 
but are designed to track performances of a broad international market index.10 For example, 
the Aberdeen Australia Equity Fund, Inc. is listed and traded on NYSE, but pursues “long term 
                                                 
10 For characteristics of country closed-end funds, see, Patro (2001) and Hughen and Mathew (2009). 
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capital appreciation through investment primarily in equity securities of Australian companies 
listed on the Australian Stock Exchange”, as mentioned in the fund’s prospectus11. Though 
Country mutual funds replicate performance on foreign equity markets, their listing on the US 
market expose them to domestic risk such as the US market movements (see for example, Froot 
and Dabora, 1999; and Chan et al. 2003). In this setting, the US market beta can be thought of 
quantity of local market risk for the country mutual funds. As such, significance of US market 
betas would indicate that the local market risk is priced in the funds’ risk–return relationship. 
Similarly, a significant foreign market beta is indication of the fact that foreign market risk is 
priced. A number of papers have shown that country mutual funds have the potential to 
provide diversification benefits to US investors. Instead of holding a cross border portfolio, US 
investors can invest in locally traded assets, like closed-end mutual funds (CEF) and achieve 
international diversification benefits (Errunza at al. 1999; Huang and Lin, 2011). However, the 
existing research is far from being conclusive on this issue and there is still disagreement 
among the researchers.  
The motivation of the current paper stems from the fact that risk exposure of country 
mutual funds to either domestic or foreign markets would not theoretically remain constant 
over time (Ang and Bekaert 2002; Baele and Inghelbrecht 2009; Turtle and Zhang, 2012). 
Goetzman et al. (2005) show that returns correlation across borders is positively related with 
the level of economic and financial integration among countries. Time varying integration 
among international markets has also been documented in Pukhuanthong and Roll (2009). 
However, the papers examining the diversification potential of country mutual funds do not 
normally consider time variation in estimated betas (e.g. Zhong and Yang, 2005; Phengpis and 
Swanson, 2009). There is large volume of literature that applies conditional CAPM and other 
factor models under the assumption that risk exposure and risk premiums do not remain 
constant over time (Shanken, 1990; Ferson and Harvey, 1997). In addition, magnitude of risk 
                                                 
11http://www.aberdeeniaf.com/ 
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exposure quantified through estimated betas is theoretically shown to have strong covariation 
with changing risk premiums in the economy (Jagannathan and Wang, 1996). 
 The primary focus of this paper is to examine the nature of risk exposure of country 
mutual funds to their underlying assets and to the US market where they are listed for trading 
purposes. The paper will study how the magnitude of risk exposure, as measured by 
coefficient in a linear multifactor model, vary over time conditional upon alternative investment 
opportunities characterizing  underlying economic conditions. The central question being asked 
here is how the international diversification opportunities vary while the underlying state of the 
economy changes over time? Although both CEFs and ETFs are country mutual funds and 
traded on organized exchanges, there are number of differences between them. The exchange 
traded funds are considered to be able to replicate the performance of their underlying 
benchmark index more closely than closed end funds. Also, ETFs offer intra–day trading while 
CEFs do not.  Hence, their responses to changes in different risk factors may also be different. 
This paper explicitly takes up this issue to form the second line of inquiry, whether time 
varying risk exposure behaves differently for exchange traded funds and closed end funds.  
 By employing conditional multi–factor models, this paper aims to achieve two 
objectives.  First, it will examine how international diversification opportunities vary in the 
presence of alternative investment opportunities facing the U.S. investors. Second, given the 
differences between CEFs and ETFs, the paper will also attempt to identify whether time varying 
risk exposure behaves differently for them. 
The paper contributes to the existing literature by adding conditional factor 
specifications that estimate time variation in risk exposure of country mutual funds. Turtle and 
Zhang (2012) make similar investigations with the help of regime switching regressions. The 
short horizon regressions used in this paper allows us to capture alternative investment 
opportunities for US investors seeking diversification benefits without explicitly utilizing any 
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instrumental variables. A second contribution of the paper is to relate the time varying 
diversification opportunities to a set of Intertemporal CAPM (ICAPM) state variables that have 
been used extensively in the literature as macroeconomic predictor variables. For example, In 
and Kim (2007) show that these variables are able to capture long run alternative investment 
opportunities in the US economy.  
The rest of the paper is organized as follows. Section 2 reviews the existing literature and 
section 3 describes conditional and unconditional factor models. Section 4 discusses data and 
methodological issues while section 5 presents empirical results. A final section concludes the 
paper.  
 
 
There is growing evidence that documents suitability of cross–border investments for the 
purpose of diversification (Eun et al., 2008; Baele and Inghelbrecht, 2009; Asness et al., 2011). 
Potential benefits of international diversification based on low correlation of US market with 
foreign markets have been documented as early as in Solnik (1974) and Odler and Solnik (1993). 
More recently, Driessen and Laeven (2007) offer fresh evidence of cross border diversification 
benefits. Diversification benefits have also been reported in Jayasuriya and Shambora (2009). 
Berger et al. (2011) provide new evidence of diversification benefits in frontier markets, which 
have low degree of correlation with the US market. You and Daigler (2010) show, however, that 
once the downside risk is considered, there is hardly any benefit of international diversification. 
Pennathur et al. (2002) examine whether country closed-end funds provide any cross–
border diversification opportunities for US investors. Their findings from two factor models 
indicate presence of limited diversification benefits that these country funds can offer. They 
suggest foreign direct investment (FDI) as the correct approach towards obtaining 
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diversification. Zhong and Yang (2005) investigate risk exposure of a closely related class of 
country mutual funds, namely, exchange traded funds (ETF). They find that iShares country ETF 
returns are more closely related to US market than the overseas markets. They also report 
limitations of iShares as a method of achieving diversification benefits as the US markets are 
found to be more influential for the country ETFs driving their returns than the foreign 
markets. Contrary to their findings, Phengpis and Swanson (2009) conclude that country ETFs 
are exposed to movements of their underlying country indices more than that of US indices, 
and they provide international diversification opportunities for US investors. Similarly, Tsai and 
Swanson (2009) find evidence that US investors seeking diversification can benefit from 
investing in country ETFs and CEFs. Between themselves, ETFs are found to be more effective 
than CEFs for international diversification. Huang and Lin (2011) examine the diversification 
benefit of country ETFs. In particular, they consider a direct investment and indirect portfolio 
investment and examine their relative efficiency in terms of some performance measures 
including Sharpe ratio. Their findings indicate that for the purpose of diversification, indirect 
portfolio investments through country mutual funds are more effective than FDI.  
Investing in mutual funds tracking performances of international markets would benefit 
from the growth differential across national markets. Emerging markets can generally deliver 
higher growth rates than advance economies. Given that appropriate diversification strategies 
are designed, investment positions may benefit from such cross border growth differential. The 
potential for cross border diversification gains is, however, subject to the fact that returns on 
national markets do not exhibit high correlation. In the presence high correlation the benefits 
of diversification strategies involving investment in international assets may be very limited. 
Ferson and Harvey (1997), Griffin and Karolyi (1998) and Griffin (2002) present the evidence 
that in any international asset pricing models country specific risk factors play more important 
role that global factors. The Findings in those papers indicate that potential for international 
diversification arises from country–specific variation in international stock returns. More 
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recently, Eun et al. (2008) show that small–cap based funds have more potential for 
international diversification than their large–cap counterparts.  
An important vacuum in the existing literature is the absence of studies that deal with 
the time varying nature of the risk exposure of country funds to their underlying foreign assets, 
and to the US market where these funds are listed. The factor models employed widely in the 
literature assume constancy of slope coefficients, measuring the risk exposure across the entire 
sample period. This assumption may be inappropriate for the financial markets where the risk 
and return dynamics do not remain constant over time. In this paper, we examine the 
diversification potential of closed-end country mutual funds while allowing time variation in 
the investment opportunities. A conditional factor model is specified to examine risk exposure 
of closed-end country funds to the domestic US market and the target foreign markets.  
The related literature has already documented the existence of time varying beta in the 
asset pricing models. Some early evidence on time varying betas in international asset returns 
include Ferson and Harvey (1993, 1994), Mark (1985) and Giovannini and Jorion (1987, 1989).  
There have been many different approaches to deal with time varying betas in the literature. 
While Shanken (1990) and Ferson and Harvey (1991, 1993) use instrumental variables, Ang and 
Chen (2006) use latent variable model.  Studies that have used nonparametric rolling windows 
methods include French et al. (1987), Andersen et al. (2006) and Lewellen and Nagel (2006). In 
addition, state–space models, regime switching models and other nonlinear models have also 
been used to capture time variation in beta. 
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Let an unconditional two factor model be presented as,12  
                      
  (1) 
where,    stands for returns on a country mutual fund,     , for returns on the domestic or the 
US market (i.e. the S&P 500 index, in this paper),    , for returns on the foreign market (i.e., the 
MSCI country index) and     is the classical error term – all observed for a fund   at period  . The 
subscripts,  and , indicate a fund’s extent of risk exposure to the domestic stock market 
where it is listed and to the foreign market, respectively. The slope coefficients (i.e. betas) 
measure the exposure of a mutual fund to one of the two underlying risk factors, namely, local 
and foreign markets movements. The magnitude of the estimated slope coefficients will 
measure the extent of such risk exposure, which has direct relevance for diversification 
benefits. If the risk exposure of a mutual fund to the foreign market is high as opposed to the 
US market, then investment in that fund provides diversification benefits to the US investors. 
On the other hand, if the US market beta turns out to be relatively higher, then the funds’ 
returns would be more sensitive to the domestic market movements reducing diversification 
benefits for the US investors. 
A problem with specifications given in equation (1) is that a mutual fund’s risk exposure 
to local or foreign market measured through betas is assumed to be constant over the whole 
sampling period. However, it is highly unlikely that the financial and economic environment 
remain constant over time (Ferson and Schadt, 1996, Jagannathan and Wang, 1996, Lettau and 
Ludvigson, 2001). Zhang (2006) examines a number of specifications on international asset 
pricing models and finds that conditional factor models work much better than unconditional 
models. Conditional factor pricing models are also applied on a sample of closed-end funds in 
                                                 
12 For the relevant literature on the international asset pricing models, refer to Bekaert and Harvey (1997), 
Pennathur et al. (2002), Zhong and Yang (2005) and Zhang, X. (2006).  
54 
 
Chay and Trzcinka (1999) where a set of state variables are used as instrumental variables. As 
argued in a number of papers (e.g. Harvey, 1989; Shanken, 1990; Cochrane, 2005), the use of 
state variables as instruments assumes the researcher’s complete knowledge of their 
applicability, which is not always possible. This problem could be avoided by using short 
horizon regressions as applied in Lewellen and Nagel (2006) and Ang and Chen (2007). Lewellen 
and Nagel (2006) show that data frequency and regression window size have least impact on 
the outcome of such short horizon regressions.  
In this paper, we follow the approach of short horizon regressions as in Lewellen and 
Nagel (2006) and Ang and Chen (2007) and propose the two factor conditional model, 
    ̅   ̅       ̅         
  (2) 
where, variables are as defined before. The coefficients now have a bar on top indicating that 
they are sample average of estimated coefficients from short horizon regressions. The short 
window estimation method of equation (2) would capture the time varying information on the 
state of the economy and help avoid dependence on the time invariant information based on 
the entire length of the data as in equation (1). This makes the specification in equation (2) a 
conditional asset pricing model. In this case, the potential diversification benefits are judged 
based on magnitude of the average coefficients on the domestic and foreign markets risk 
factors. 
 
As mentioned earlier, the primary objective of the paper is to examine the time variation in the 
risk exposure of the country mutual funds to their underlying risk factors. In addition, we aim 
to gain additional insight in to the time variation of the estimated parameters by comparing 
them across different fund types. For the purpose of analysis, the estimated coefficients are 
grouped under three categories. These are a) US market betas vis-à-vis foreign market betas, b) 
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closed end funds betas vis-à-vis exchange traded fund betas and c) developed market betas vis-
à-vis emerging market betas. Such grouping of the coefficients would allow us to understand 
time varying behavior of country mutual funds in greater details.  
It is in this context, we develop some testable hypotheses. To begin with, we focus on 
the fluctuations in the estimated beta coefficients. More specifically, we will compare the time 
series and cross sectional variation in the estimated    vis-à-vis   . While the funds have been 
designed to deliver the performance of the target country’s market performance, they will also 
be responsive to the changes in the US market condition where they are enlisted for trading 
purposes (Gagnon and Karolyi, 2010; Arouri, Nguyen and Pukthuanthong, 2012). The fund 
managers would manipulate their US market holdings within the allowable limits to ensure the 
best performance. The US market assets are more readily available to the managers than the 
foreign market assets. In addition, the US market assets would face fewer barriers to 
investment and lower information asymmetry. The US market exposure may depend on the 
investors sentiment (Lee and Hong, 2001; Hwang, 2011) which suffer greater swings over time 
than the foreign market exposure which mainly depends on the asset fundamentals. 
Empirically, it is expected that the US market betas would suffer more fluctuation than the 
foreign target market betas. This observation leads to our first hypothesis. 
This hypothesis is tested by comparing the magnitude of fluctuation in the estimated US 
market and foreign market beta coefficients obtained from the conditional models. Specifically, 
this is done by examining the standard deviation of coefficients estimated for each semiannual 
time period. A higher value of standard deviation of estimated coefficients around its average 
value for US market betas than that for foreign market betas would provide support for this 
hypothesis.   
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In order to gain additional insights into the time variation in the estimated coefficients, 
we analyze the fluctuations in betas for closed end and exchange traded funds separately. 
Closed end funds may be subject to the problem of investors’ limited participation (Kim and 
Lee, 2007). Closed end funds are actively managed funds whereas the exchange traded funds 
are passively managed. Active manipulation of asset holdings of closed end funds aiming to 
enhance their performance would result in greater variation in the exposure to the underlying 
factors. On the other hand, exchange traded funds are passively managed and would be subject 
to less variation in their exposure to the underlying risk factors. This simple difference may 
lead to better financial performance for the exchange traded funds than closed end funds 
(Harper, Madura and Schnusenberg, 2006). In addition, closed end funds can only be traded 
based on the Net Asset Value (NAV) determined at the end each trading day. Exchange treaded 
funds facilitate intraday trading based on Net Asset Value (NAV) calculated throughout the day. 
Moreover, while the numbers of outstanding shares for closed end funds is fixed, exchange 
traded funds have regular share creation and redemption features that allow the number of 
outstanding shares to adjust to the ongoing market demand. Exchanged traded funds have also 
been found to replicate their benchmark performance better than closed end funds (Tsai and 
Swanson, 2009).  These differences in the closed end and exchange traded funds would lead to 
more fluctuations in the exposure to the risk factors in the former than in the latter. This 
observation is formally stated in the following hypothesis. 
A larger standard deviation of estimated coefficients on the underlying risk factors of 
closed end funds compared to exchange traded funds would provide empirical support for this 
hypothesis. 
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A country mutual fund can be classified based on whether it has either developed or 
emerging markets as their target foreign benchmark. Emerging financial markets are less 
integrated with the rest of the world than developed financial markets.  In addition, barriers to 
arbitrage are greater for emerging markets than for developed markets (Chan, Jain, and Xia, 
2008). Variations in the emerging market funds’ coefficients are therefore expected to be 
greater than that in the developed market funds’ coefficients. This is because emerging markets 
funds managers will generally face greater uncertainty about the movement and value of the 
underlying benchmark than developed markets funds managers due to a number of reasons 
including differing levels of familiarity (Huberman, 2001; Chan, Covrig and Ng, 2005), 
segmentation (Tsai, Swanson and Sarkar, 2007) and investment barriers (Patro, 2005; Kim and 
Song, 2010). Therefore, their responses to the underlying risk factors would also be different.  
Empirical support for this hypothesis would be obtained in the similar way as for the 
previous two hypotheses.  
 
 
This paper employs weekly data for a sample of 15 country CEFs and 19 ETFs over the 
period of January, 2001 to December, 2012, a total of 12 years. Weekly data are used to avoid 
day of the week effect and the problem of non-synchronous trading between the US and 
overseas markets. The long time series of each fund including the recent crisis periods will 
enable us to study their long term behavior separately across different economic states, which 
may be the underlying reason for time varying risk exposure.  The names of countries with 
their ETFs and CEFs are listed below. 
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 
o  Australia, Austria, Belgium, Canada, France, Germany, Hong Kong, Italy, Japan, 
Netherlands, Singapore, Spain, Sweden, Switzerland, United Kingdom 
o Australia, Germany, Ireland, Japan, Singapore, Switzerland 
 
o : Brazil, Malaysia, Mexico, South Korea 
o India, Indonesia, China, Chile, Mexico, South Korea, Taiwan, Thailand, Turkey 
One of the criteria for selecting country mutual funds is that they explicitly track a 
particular country’s overall market, rather than its any specific sector (e.g. industrial) or specific 
style (e.g. growth or small cap stocks). This would help us analyze these mutual funds’ returns 
against the country benchmark returns which are calculated based on the MSCI country 
indexes. The returns data for the funds come from the Center for Researches in Security Prices 
(CRSP). We also use a set of state variables to predict one period ahead estimated betas. The 
predictor variables used in this paper are 3–month US Treasury Bill yield ( ), the term spread 
( ) which is the difference between yields on the 10–year and 1–year constant maturity US 
Treasury Bonds and default spread ( ) which is the difference between yields on the 
Moody’s Aaa–rated and Baa–rated corporate bonds. Interest rates variables are constructed 
using data from the Federal Reserve System webpage13. Table 10 lists the names of countries, 
the ticker symbols, their names of funds, and the inception dates for CEF and ETF. 
 
 
 
 
                                                 
13 http://www.federalreserve.gov/releases/h15/data.htm 
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Australia IAF Aberdeen Australia Equity Fund 12/12/1985 
Germany GF New Germany Fund 01/30/ 1990 
Ireland IRL The New Ireland Fund 12/22/1989 
Japan JEQ Japan Equity Fund 07/17/1992 
Singapore SGF Singapore Fund 07/24/ 1990 
Switzerland SWZ Swiss Helvetia Fund 08/ 19/1987 
Australia EWA MSCI Australia Index Fund 03/12/1996 
Austria EWO MSCI Austria Investable Market Index Fund 03/12/1996 
Belgium EWK MSCI Belgium Investable Market Index Fund 03/12/1996 
Canada EWC MSCI Canada Index Fund 03/12/1996 
France EWQ MSCI France Index Fund 03/12/1996 
Germany EWG MSCI Germany Index Fund 03/12/1996 
Hong Kong EWH MSCI Hong Kong Index Fund 03/12/1996 
Italy EWI MSCI Italy Index Fund 03/12/1996 
Japan EWJ MSCI Japan Index Fund 03/12/1996 
Netherlands EWN MSCI Netherlands Investable Market Index Fund 03/12/1996 
Singapore EWS MSCI Singapore Index Fund 03/12/1996 
Spain EWP MSCI Spain Index Fund 03/12/1996 
Sweden EWD MSCI Sweden Index Fund 03/12/1996 
Switzerland EWL MSCI Switzerland Index Fund 03/12/1996 
United Kingdom EWU MSCI United Kingdom Index Fund 03/12/1996 
India IFN India Fund 02/23/1994 
China CHN China Fund 07/10/1992 
Chile CH Aberdeen Chile Fund, Inc. 09/25/1989 
Mexico MXF Mexico Fund 06/03/ 1981 
Russia TRF Templeton Russia Fund Inc 06/15/ 1995 
Korea KF Korea Fund 08/22/1984 
Taiwan TWN Taiwan Fund 12/16/1986 
Thailand TTF Thai Fund 02/17/1988 
Turkey TKF Turkey Fund 12/05/ 1989 
Brazil EWZ MSCI Brazil Index Fund 07/10/2000 
Malaysia EWM MSCI Malaysia Index Fund 03/12/1996 
Mexico EWW MSCI Mexico Investable Market Index Fund 03/12/1996 
South Korea EWY MSCI South Korea Index Fund 05/9/2000 
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The unconditional model for each country fund, separately, is estimated by utilizing the 
entire sample period data. Consider the following system of regression equations which jointly 
make up an unconditional two–factor model for country mutual funds, 
                      (3) 
            ̈                   (4) 
where,       is return on any fund,        is return on the domestic or the US market, 
(e.g. S&P 500),        is return on the foreign market (i.e. MSCI Index).      and       are 
regression error terms. In order to remove correlation between the US and foreign market, we 
run regression (3) and save the residuals to form:   ̈      ̂   , which is the orthogonalized US 
market excess returns. The orthogonalized US market excess return is then used as one of the 
regressors in equation (4) which is a two–factor pricing model for country mutual funds. 
 
Since one of the RHS variables in (4) is the residual from (3), estimates from (4) will 
suffer from measurement error. In addition, if any parameter uncertainty exists in (3), this will 
also enter (4). The error terms in the above regressions may be correlated causing the 
endogeneity problem to arise. To avoid these problems, we estimate equations (3) and (4) 
together using Generalized Methods of Moments (GMM). We specify the set of  moment 
conditions associated with equations (3) and (4): 
                           (5) 
 [            ̈            ]   
       (6) 
where,   
                       ̈             are the set of instrumentals used to form the 
orthogonality conditions.  For each of the asset, there are (2+3=) 5 moment conditions including 
the intercept terms and 5 parameters to be estimated. The system is therefore exactly 
identified.  
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The conditional models are estimated using short horizon (6–months horizon) 
regressions. The regressions are non–overlapping and produce a total 24 estimated coefficients. 
As noted earlier, this approach does not require prior knowledge of conditioning instruments, 
though stability of coefficients within each regression horizon is assumed. Given the short 
horizon of 6–months, this assumption does not appear to be too restrictive for this paper. The 
final coefficients of the conditional models are obtained from the time series average of the 
estimated coefficients.  
An important issue regarding the country mutual funds data is the bias induced by 
market microstructure. First, the use of weekly data allows us to minimize market 
microstructure issues arising from nonsynchronous trading between mutual funds and country 
indexes. These problems are more pronounced in daily data (Lewellen and Nagel, 2006; 
Delcoure and Zong, 2007). Second, following Dimson (1979), and as used in Lewellen and Nagel 
(2006), we initially include a lagged excess market returns, for both domestic and foreign, as 
regressors in equations (1) and (2). Coefficients on these lagged market factors appear to be 
mostly insignificant and very small. Therefore, final regressions do not include them. The 
results with the lagged regressors are presented in Appendix 3 and 4 for closed end funds and 
the exchange traded funds, respectively. In addition, we also use monthly data to see if the 
unconditional models produce very different results. The results, reported in Appendix 5 and 6, 
do not show any substantially different pattern compared to monthly data.  
 
Next, we predict the future conditional betas with the help of the following panel specification, 
where lagged terms of predictive state variables are used to forecast one period ahead US market 
conditional betas obtained from short horizon regressions. 
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                                                        (7) 
where,  (all in lagged form) one month US Treasury Bill rate (   ), yield spread between 10–year and 1–year 
constant maturity US Treasury Bonds (     ), yield spread between Moody’s Aaa–rated and Baa–rated 
corporate bonds (        ) and the US market sentiment captured by the CBOE DJIA Volatility Index 
(     ). The observations are of semiannual frequency. The panel estimation will enable us to utilize more 
information in discovering the predictive ability of the right hand side variables.  
 
 
 
 
 
Table 11 presents the descriptive statistics of the closed-end funds and exchange traded 
funds returns, respectively. On average, the returns are slightly higher for emerging market 
funds than for developed market funds. However, the volatility of returns, as measured by their 
standard deviation, is generally lower for closed-end funds tracking the developed markets, 
ranging between 2.99% (Switzerland) to 4.69% (Ireland). For emerging market funds, this range 
is between 4.09% (Mexico) to 6.79% (Russia). The Jerque–Bera (JB) normality test indicates that 
all returns series are non–normally distributed. 
Table 11 also shows correlation of the excess returns on the domestic or US market 
returns (i.e. S&P 500 index) and the foreign market returns. The high correlation (ranging 
between 38.3% to 77.5%) between the domestic and foreign market returns,     , indicates that 
including both domestic and foreign market returns would give us incorrect, usually excess, 
magnitude of funds’ sensitivity to the domestic market. The relevant literature recognizes this 
issue and recommends orthogonalizing the US market returns before using the series as a 
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regressor (Taylor, 2005; Phengpis and Swanson, 2009).14 The correlation of the excess returns 
on each mutual fund with the domestic or US market returns after orthogonalization (ranging 
between 7.7% and 31.0%) substantially drops compared to before orthogonalization. As 
expected, funds are also highly correlated with the foreign market returns,   ,  whose 
performance they are designed to track. Finally, the returns series are also highly autocorrected 
(     ) indicating high persistence in them.  
Descriptive statistics for the exchange traded country mutual funds are presented in 
Table 12. Average weekly returns are positive for some of the funds while negative for some 
others. Magnitude of volatility in returns for different funds ranges between 2.87% 
(Switzerland) and 5.31% per week (Brazil). All funds have negative autocorrelation which are 
also very small. Correlations between returns on the funds and the underlying benchmarks in 
the foreign market are very high in all cases. Returns Correlation with the US market is also 
high before orthogonalization ranging between 0.51 (Malaysia) and 0.847 (UK). But, given the 
fact that the US market movement is highly correlated with the foreign markets, as can be seen 
in the second last column, it is appropriate to orthogonalize the US market returns with respect 
to the foreign market returns. The last column reports correlation of funds’ returns with 
orthogonalized US market returns. The values of the correlation coefficient are smaller raging 
between 2.7% (Canada) and 26.2% (Italy). The rest of the empirical investigation is done with the 
orthogonalized US market data.  
 
 
 
                                                 
14The orthogonalized US returns are the estimated residuals from a regression of the US return series on a 
foreign market return series.  
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This table presents the descriptive statistics of the weekly returns for the country CEF.     is mean of the 
returns and     is its standard deviation on the funds over the sample period between 2001 and 2012 and 
is the Jerque–Bera test statistics for testing normality.       is first order autocorrelation  in the returns 
on CEFs,    is their correlation with foreign market returns (i.e. returns on MSCI country index) and     is 
their correlation with US market returns (i.e. returns on S&P 500 index).       denotes the correlation 
between US and foreign market returns, while      is the correlation between CEF returns and 
orthogonalized US market returns.  
                        
Australia  0.085 4.467 311.4 –0.083 0.775 0.665 0.646 0.215 
Germany 0.085 4.318 695.9 –0.017 0.814 0.768 0.775 0.216 
Ireland –0.071 4.690 133.7 0.117 0.660 0.588 0.627 0.223 
Japan –0.004 3.499 370.1 –0.032 0.667 0.582 0.460 0.310 
Singapore 0.136 3.862 562.9 –0.020 0.751 0.629 0.585 0.235 
Switzerland –0.041 2.999 968.2 –0.053 0.739 0.669 0.712 0.203 
India 0.082 5.394 213.1 –0.030 0.728 0.574 0.464 0.266 
China 0.129 5.023 463.1 –0.127 0.540 0.517 0.513 0.279 
Chile 0.088 4.345 223.4 –0.007 0.722 0.502 0.553 0.123 
Mexico 0.094 4.095 103.1 –0.008 0.839 0.654 0.715 0.077 
Russia 0.029 6.795 630.4 –0.048 0.623 0.557 0.524 0.270 
Korea –0.157 6.724 168.4 0.014 0.491 0.374 0.500 0.148 
Taiwan 0.065 4.163 113.0 0.044 0.753 0.559 0.484 0.221 
Thailand 0.304 5.533 297.7 –0.073 0.650 0.514 0.383 0.287 
Turkey 0.126 6.456 213.1 –0.036 0.764 0.572 0.464 0.245 
  ( )
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The correlation structures among returns on mutual funds, domestic market and 
corresponding foreign markets provide an indication of diversification potential with closed-
end country mutual funds. Errunza et al. (1999) show that US investors can achieve 
international diversification by holding assets traded domestically. They introduce the idea of a 
diversification portfolio which has high correlation with a target foreign market. Investing in a 
diversification portfolio, composed of such locally traded but internationally oriented securities 
as country closed-end funds and American depository receipts (ADR), can exhaust the benefits 
of direct foreign investment. Given that the closed-end funds we consider here have high 
correlation with their respective foreign markets, as shown in Table 2 and 3, each fund has the 
potential of being a diversification asset. Moreover, these funds have very low correlation (using 
the orthogonalized data) with the domestic markets movements which make them even more 
suitable to be part of a diversification portfolio.  
 
The empirical investigation begins with the estimation of the unconditional models 
using ordinary least squares (OLS) regression methods. The results of the unconditional two 
factor models for the closed end funds are presented in Table 13. The regressions utilize 
orthogonalized excess US market returns and excess foreign market returns as risk factors for 
explaining individual fund returns. The estimated constant is significant at 5% or 10% level for 8 
funds and insignificant for the rest of 7 funds. The estimated domestic or US market betas,   , 
are significant for all funds. The magnitude of the coefficients differ among funds and range 
from as low as 0.128 (Mexico) to as high as 0.638 (Russia). This indicates considerable risk 
exposure of closed end funds to the US market movement. Foreign market betas,   , are also 
significant for all of the funds.  
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This table presents the descriptive statistics of the weekly returns for the country ETF.     is mean of the 
returns and     is its standard deviation on the funds over the sample period between 2001 and 2012 and 
is the Jerque–Bera test statistics for testing normality.       is first order autocorrelation  in the returns 
on ETFs,    is their correlation with foreign market returns (i.e. returns on MSCI country index) and     is 
their correlation with US market returns (i.e. returns on S&P 500 index).       denotes the correlation 
between US and foreign market returns, while      is the correlation between ETF returns and 
orthogonalized US market returns.  
                        
Australia 0.141 3.730 113.8 –0.040 0.882 0.745 0.656 0.220 
Austria 0.130 4.164 871.5 –0.039 0.932 0.673 0.612 0.129 
Belgium –0.003 3.779 1167 –0.040 0.891 0.759 0.683 0.206 
Canada 0.114 3.383 354.0 –0.012 0.962 0.785 0.798 0.027 
France –0.017 3.697 204.7 –0.122 0.940 0.844 0.790 0.165 
Germany 0.025 3.888 316.7 –0.052 0.943 0.839 0.788 0.157 
Hong Kong 0.081 3.438 286.4 –0.075 0.851 0.721 0.591 0.269 
Italy –0.100 3.929 244.7 –0.068 0.941 0.767 0.710 0.141 
Japan –0.024 3.063 295.7 –0.086 0.849 0.633 0.473 0.262 
Netherlands –0.031 3.640 21.4 –0.090 0.930 0.832 0.770 0.181 
Singapore 0.116 3.539 741.4 –0.034 0.864 0.662 0.591 0.187 
Spain 0.027 3.868 73.17 –0.051 0.930 0.734 0.679 0.139 
Sweden 0.075 4.452 157.4 –0.084 0.919 0.807 0.752 0.174 
Switzerland 0.071 2.876 57.33 –0.095 0.900 0.781 0.721 0.190 
UK –0.005 3.092 311.9 –0.118 0.912 0.847 0.783 0.215 
Brazil 0.200 5.312 133.3 –0.037 0.951 0.648 0.619 0.075 
Malaysia 0.172 2.893 133.6 –0.017 0.831 0.510 0.404 0.190 
Mexico 0.261 4.059 189.3 –0.068 0.961 0.737 0.723 0.061 
South Korea 0.260 4.718 432.4 –0.034 0.872 0.666 0.506 0.260 
  ( )
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The magnitude of the estimated foreign market beta ranges from 0.614 (China) to 1.078 
(Chile). These results indicate that country closed-end funds are more sensitive to returns on 
the foreign target markets and less sensitive to the US market movements where they are listed 
for trading purposes. Similar results are reported in Phengpis and Swanson (2009). Also, 
according to Errunza et al. (1999) the funds can be considered highly potential candidates for 
inclusion in the diversification portfolio designed for US investors aiming to reduce their 
portfolio risks without actually investing abroad such as through foreign portfolio or direct 
investment.  
Table 13 also reports results of two additional tests. The first one is a test that the 
foreign market beta equals unity, i.e.        . This test examines if the closed-end funds have 
one–to–one relationship with the target foreign market returns. The results in column 5 show 
that the null is rejected only for 6 out of 15 funds. This lends support for considerable 
effectiveness of the funds in tracking the underlying benchmark offering prospects for 
diversification benefits to the US investors. The second one is the test for the joint null 
hypothesis that                       . This test is designed in the spirit of Huberman and 
Kandel (1987) to check if the returns on country funds can be spanned by the foreign market 
returns alone. The null hypothesis does not hold for any fund in our sample as shown in the 
last column of Table 4. These results are not surprising given that this test is stricter than the 
former one. Together, findings of these two tests can be summarized as follows: although 
closed end funds offer huge potential for international diversification, these funds do respond 
to the movements in the US markets where they are listed for trading purposes. The findings so 
far are in line with Errunza et al. (1999), Pennathur et al. (2002), Phengpis and Swanson (2009), 
and are in contrast with Zhong and Yang (2005). 
The results reported in the previous table are based on OLS regressions of two 
specifications as given in equations (3) and (4). Equation (3) involves orthogonalization of the 
US market returns with respect to the foreign market returns. The orthogonalized US returns 
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are then used in equation (4) which is a factor model for mutual funds returns. In order to 
reduce parameter uncertainty and enhance estimation efficiency, we also estimate the same set 
equations with GMM technique. The moment conditions are specified in equations (5) and (6). 
The results from the GMM estimation are presented in Table 14. The results in Tables 4 and 5 
are comparable with one big difference. The number of significant intercept falls from 6 with 
OLS to 3 with GMM estimation. With both OLS and GMM estimation results at hand, It appears 
that a two factor model is a good description of the data. Because, the weekly profits earned are 
seldom significant before deducting fees and transaction costs and insignificant after adjusting 
for fees. So essentially, these funds are earning zero abnormal returns as measured by Jensen’s 
alpha. 
Next, we present the results of the unconditional models for exchange traded funds in 
Table 6. As for the intercepts, they are all significant. However, as mentioned earlier significant 
alphas do not necessarily indicates presence of abnormal profits from these funds. Once the 
transaction and other fees are accounted from these abnormal profits become insignificant. The 
coefficients on the US market risk factor are also all significant. However, their magnitude is 
generally much smaller than those in Table 4 for the closed end funds. This is indicative of the 
possibility that exchange traded country funds are less sensitive to the US market movement 
than the closed end country funds. As expected, all coefficients on the foreign market risk 
factor are significant and close to unity.  
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This table presents the results of the unconditional factor model:                           , where,       
is return on the individual mutual fund  at time ,       is returns on the domestic or the US market 
(orthogonalized to the foreign market) and      is returns on the foreign market, all observed at month  
and expressed net of one–month US Treasury Bill yield,     is domestic and    are foreign market betas 
and   is intercept. The   
  is the test statistic for the null hypothesis that         and   
  is the joint test 
statistic for the joint hypothesis that                       . Estimation is done using OLS for the 
specifications given in equations (3) and (4).  
       
   
 
Australia 0.001 (0.070) 0.391 (0.000) 0.932 (0.000) 1.19  (0.275) 15.24 (0.000) 
Germany 0.003 (0.000) 0.432 (0.000) 0.981 (0.000) 0.08 (0.774) 25.70 (0.000) 
Ireland 0.003 (0.012) 0.432 (0.000) 0.924 (0.000) 0.41 (0.522) 8.53 (0.000) 
Japan 0.002 (0.024) 0.391 (0.000) 0.871 (0.000) 4.31 (0.038) 34.39 (0.000) 
Singapore 0.002 (0.009) 0.349 (0.000) .937 (0.000) 1.52 (0.218) 9.08 (0.000) 
Switzerland 0.000 (0.895) 0.283 (0.000) 0.869 (0.000) 6.73 (0.009) 8.80 (0.000) 
India 0.002 (0.084) 0.495 (0.000) 0.988 (0.000) 0.02 (0.875) 11.09 (0.000) 
China 0.001 (0.255) 0.522 (0.000) 0.614 (0.000) 34.68 (0.000) 24.77 (0.000) 
Chile 0.000 (0.606) 0.201 (0.000) 1.078 (0.000) 1.44 (0.230) 8.65 (0.000) 
Mexico –0.001 (0.528) 0.128 (0.008) 0.977 (0.000) 0.16 (0.692) 4.96 (0.002) 
Russia 0.001 (0.459) 0.638 (0.000) 0.829 (0.000) 4.46 (0.035) 19.42 (0.000) 
Korea –0.002 (0.378) 0.359 (0.001) 0.738 (0.000) 11.50 (0.000) 20.62 (0.000) 
Taiwan 0.001 (0.064) 0.315 (0.000) 0.928 (0.000) 2.41 (0.121) 16.29 (0.000) 
Thailand 0.003  (0.009) 0.520 (0.000) 0.968 (0.000) 0.32 (0.570) 21.95 (0.000) 
Turkey 0.002 (0.102) 0.562 (0.000) 0.792 (0.000) 27.54 (0.000) 32.75 (0.000) 
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This table presents the results of the unconditional factor model:                           , where,       
is return on the individual mutual fund  at time ,       is returns on the domestic or the US market 
(orthogonalized to the foreign market) and      is returns on the foreign market, all observed at month  
and expressed net of one–month US Treasury Bill yield,     and    are domestic and foreign market betas, 
respectively and   is intercept. Estimation is done using GMM with moment conditions given in equations 
(5) and (6).    
     
Australia 0.000 (0.525) 0.476 (0.000) 0.988 (0.000) 
Germany 0.000 (0.892) 0.567 (0.000) 0.915 (0.000) 
Ireland 0.001 (0.264) 0.530 (0.000) 0.720 (0.000) 
Japan 0.000 (0.427) 0.472 (0.000) 0.815 (0.000) 
Singapore 0.000 (0.766) 0.427 (0.000) 0.909 (0.000) 
Switzerland –0.002 (0.008) 0.342 (0.000) 0.806 (0.000) 
India 0.001 (0.325) 0.607 (0.000) 0.956 (0.000) 
China 0.002 (0.178) 0.625 (0.000) 0.641 (0.000) 
Chile 0.001 (0.192) 0.245 (0.000) 0.952 (0.000) 
Mexico –0.001 (0.035) 0.178 (0.010) 0.888 (0.000) 
Russia 0.003 (0.121) 0.8144 (0.000) 0.726 (0.000) 
Korea –0.005 (0.024) 0.439 (0.003) 0.694 (0.000) 
Taiwan 0.001 (0.312) 0.405 (0.000) 0.832 (0.000) 
Thailand 0.000 (0.780) 0.652 (0.000) 0.881 (0.000) 
Turkey 0.001 (0.102) 0.622 (0.000) 0.801 (0.000) 
Notes:  –values for significance of coefficients are reported in parentheses.  
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This table presents the results of the unconditional factor model:                           , where,       
is return on the individual mutual fund  at time ,       is returns on the domestic or the US market 
(orthogonalized to the foreign market) and      is returns on the foreign market, all observed at month  
and expressed net of one–month US Treasury Bill yield,     is domestic and    are foreign market betas 
and   is intercept. The   
  is the test statistic for the null hypothesis that         and   
  is the joint test 
statistic for the joint hypothesis that                       . Estimation is done using OLS for the 
specifications given in equations (3) and (4).  
       
   
 
Australia 0.001 (0.001) 0.322 (0.000) 0.944 (0.000) 1.86  (0.173) 19.05 (0.000) 
Austria 0.001 (0.000) 0.219 (0.000) 0.916 (0.000) 11.71 (0.000) 24.53 (0.000) 
Belgium 0.001 (0.001) 0.319 (0.000) 0.928 (0.000) 2.28 (0.131) 14.68 (0.000) 
Canada 0.000 (0.086) 0.040 (0.056) 1.00 (0.000) 0.03 (0.852) 1.55 (0.201) 
France 0.001 (0.000) 0.272 (0.000) 0.947 (0.000) 4.51 (0.034) 21.52 (0.000) 
Germany 0.001 (0.000) 0.262 (0.000) 0.980 (0.000) 0.49 (0.484) 22.46 (0.000) 
Hong Kong 0.001  (0.002) 0.336 (0.000) 0.897 (0.000) 7.83 (0.005) 13.79 (0.000) 
Italy 0.001 (0.000) 0.230 (0.000) 0.970 (0.000) 0.90 (0.343) 17.85 (0.000) 
Japan 0.001 (0.022) 0.299 (0.000) 0.856 (0.000) 14.90 (0.000) 12.45 (0.000) 
Netherlands 0.001 (0.000) 0.286 (0.000) 0.960 (0.000) 2.08 (0.150) 22.44 (0.000) 
Singapore 0.001 (0.014) 0.229 (0.000) 0.971 (0.000) 0.45  (0.503) 5.65 (0.000) 
Spain 0.001 (0.005) 0.213 (0.000) 0.936 (0.000) 6.25 (0.012) 19.27 (0.000) 
Sweden 0.002 (0.000) 0.318 (0.000) 0.973 (0.000) 0.75 (0.386) 25.09 (0.000) 
Switzerland 0.001 (0.000) 0.248 (0.000) 0.942 (0.000) 5.59 (0.018) 31.75 (0.000) 
United Kingdom 0.001 (0.000) 0.319 (0.000) 0.910 (0.000) 6.34 (0.012) 31.01 (0.000) 
Brazil 0.001 (0.045) 0.149 (0.001) 0.996 (0.000) 0.02  (0.876) 4.07 (0.000) 
Malaysia 0.001 (0.005) 0.179 (0.000) 1.006 (0.000) 0.03 (0.860) 11.62 (0.000) 
Mexico 0.001 (0.003) .0967 (0.003) 1.027 (0.000) 0.80 (0.371) 4.00 (0.007) 
South Korea 0.002 (0.002) 0.401(0.000) 0.887 (0.000) 12.02 (0.001) 19.04 (0.000) 
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This table presents the results of the unconditional factor model:                           , where,       
is return on the individual mutual fund  at time ,       is returns on the domestic or the US market 
(orthogonalized to the foreign market) and      is returns on the foreign market, all observed at month  
and expressed net of one–month US Treasury Bill yield,     and    are domestic and foreign market betas, 
respectively and   is intercept. Estimation is done using GMM with moment conditions given in equations 
(5) and (6).    
     
Australia 0.000 (0.571) 0.414 (0.000) 0.941 (0.000) 
Austria 0.000 (0.823) 0.264 (0.000) 0.907 (0.000) 
Belgium –0.001 (0.395) 0.406 (0.000) 0.892 (0.000) 
Canada 0.000 (0.630) 0.056 (0.028) 1.002 (0.000) 
France 0.000 (0.721) 0.374 (0.000) 0.950 (0.000) 
Germany 0.000 (0.707) 0.369 (0.000) 0.948 (0.000) 
Hong Kong 0.000 (0.743) 0.439 (0.000) 0.943 (0.000) 
Italy 0.000 (0.978) 0.296 (0.000) 0.976 (0.000) 
Japan 0.000 (0.498) 0.352 (0.000) 0.903 (0.000) 
Netherlands 0.000 (0.530) 0.390 (0.000) 0.942 (0.000) 
Singapore 0.000 (0.752) 0.315 (0.000) 0.958 (0.000) 
Spain 0.000 (0.571) 0.274 (0.000) 0.915 (0.000) 
Sweden 0.000 (0.761) 0.444 (0.000) 0.937 (0.000) 
Switzerland 0.000 (0.611) 0.307 (0.000) 0.933 (000) 
United Kingdom 0.000 (0.356) 0.415 (0.000) 0.930 (0.000) 
Brazil 0.000 (0.947) 0.184 (0.000) 0.993 (0.000) 
Malaysia 0.000 (0.714) 0.233 (0.000) 0.964 (0.000) 
Mexico 0.000 (0.509) 0.134 (0.001) 1.004 (0.000) 
South Korea –0.001 (0.487) 0.532 (0.000) 0.864 (0.000) 
Notes:  –values for significance of coefficients are reported in parentheses.  
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The last two columns of Table 15 present the results of two hypothesis tests similar to 
the last two columns of the Table 14. The first hypothesis that the foreign market beta equals 
unity is rejected only for 7 out of 19 cases. For rest of the funds the hypothesis cannot be 
rejected lending support for the notion that these funds closely follow their benchmark assets. 
The second hypothesis is stricter and tests that the only relevant risk factor is the foreign 
market movement. This –statistic rejects the null hypotheses for all cases but one. The results 
can be interpreted as supportive of the idea that returns on country funds are affected both by 
US and foreign risk factors. 
The results of the GMM estimation of equations (5) and (6) for exchange traded funds 
are presented in Table 16. Contrary to the OLS estimation results, the estimated intercepts are 
all insignificant now. Such differences in results were also noted in case of closed end funds. 
GMM as a method of estimation offers increased efficiency than OLS and hence, is more 
reliable. Insignificant intercepts are supportive of the idea that these funds do not generally 
earn abnormal profits beyond what is warranted by the risk factors. In addition, a two factor 
model also appears to be good representation for the risk return characterization of the 
country mutual funds. Other coefficients, namely, the US market beta and the foreign market 
betas in Table 16 are comparable to those reported in Table 15. The magnitude of the foreign 
market betas is generally close to unity and higher than the US market betas.  
 
 
As mentioned earlier, the main objective of the paper is to examine time variation in the 
estimated parameters. To this aim, we specify conditional factor models that utilize short 
horizon regressions. The results of the conditional models for closed end country are presented 
in Table 17. The average coefficients, estimated from the two factor model specified in equation 
(2), show how sensitivity of closed end funds to their risk factors changes over time. A few 
observations can be made from the results of conditional two factor models. First, the 
estimated alphas are, on average, insignificant as in the case of unconditional GMM 
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specifications indicating absence of abnormal profits. We observe that the estimated alphas 
have relatively small variations across periods for all funds. The maximum variation found is 
1.37% for Korea and others are mostly below 1%. This points to fact that the possibility of 
earning abnormal profits, as measured by Jensen’s alpha does not vary much over time. This is 
also observed in Lewellen and Nagel (2006) with respect to size and value sorted portfolios in 
the US perspective. Second, the estimated betas on the US market are all significant, except for 
Switzerland and Chilie, as in unconditional models. But the size of the average betas is 
generally higher than what was found in unconditional models.15 The estimated betas on 
foreign markets are all significant and close to unity. Third, the magnitude of time series 
variation in estimated betas is substantial for both US betas and foreign betas, indicating that 
the magnitude of diversification benefits does not remain the same over time. Time variation is, 
however, generally higher for US betas than foreign betas. The volatility in the US betas ranges 
between 28.35% (Switzerland) and 76.96% (China). On the other hand, the volatility in the 
foreign betas varies between 17.70% (Mexico) and 35.37% (Australia). The sensitivity of country 
closed-end funds to movement in the US market and foreign markets varies considerably from 
period to period. This time varying sensitivity cannot be captured in the unconditional models 
and employing a time varying specification is therefore more appropriate. Later in this section, 
we analyze the fluctuation in the estimated betas with additional details to test the hypotheses 
that are set in an earlier section. 
 
The estimation results of the conditional models for the exchange traded funds are 
reported in Table 18. Similar to the results reported for the closed end funds, intercepts are all 
insignificant and suffer only small fluctuation, not exceeding 0.25%, over time. The US market 
betas are all significant except for Canada and Mexico. The volatility of the estimated betas is 
high reaching 25% in the sample period. This fluctuation is, however, lower than the estimated 
                                                 
15 The reported betas are obtained as   ̅       The    is the time series dispersion of estimated betas 
around the average beta,  ̅, and          . Reported values for alphas are obtained in similar manner.
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US market betas for the closed end funds. This indicates that exchange traded funds are less 
susceptible to US market sentiment than closed end funds. A possible reason may be that the 
former is passively managed while the latter are actively managed. Conditional foreign market 
betas are reported in the last three columns of Table 18. On overage, these betas are significant 
for all country funds at hand and close unity. Fluctuation in the estimated betas across time is 
generally smaller in magnitude. As in the case of closed end funds, volatility in the foreign 
market betas are smaller than that in the US market betas.  
 
In order to gain further insight on the behavior of the parameter estimates of the 
conditional models, the overall averages of the average parameter estimates from the short 
horizon regressions reported in the previous two tables are presented in Table 19. Next to the 
overall coefficient average, the average –statistics are also reported. These averages are 
obtained from individual country fund regression grouped under certain classifications.  In 
addition, standard deviations of parameter estimates from each fund around their group means 
are also reported. The groups of funds we consider are closed end and exchange traded funds, 
on the one hand, and developed market and emerging market funds, on the other. The average 
Jensen’s alpha for all fund types are insignificant with small values of –statistics. This may 
indicate that the two factor risk models are adequate for the funds at hand. The variations in 
the estimated alpha are also small.  
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This table presents results of the conditional model based on short–horizon (6–months window) non–
overlapping regressions of the two factor model. Average coefficients are reported with statistics for test 
of significance which is based on standard errors calculated from the series of estimated coefficients. The 
symbol   denotes volatility (standard deviation) of a coefficient across different estimation windows.  ̅  is 
average domestic market beta and  ̅ is average foreign beta market beta and  ̅ is average intercept. 
 ̅  ̅    ̅  ̅     ̅  ̅    
 
Australia –0.001 –0.271 0.42%  0.499 2.155 38.52%  0.787 5.141 35.37% 
Germany 0.001 0.345 0.43%  0.528 2.106 35.75%  0.878 7.696 24.65% 
Ireland –0.001 –0.044 0.70%  0.464 2.019 55.36%  0.648 4.568 24.82% 
Japan –0.001 –0.280 0.47%  0.616 3.088 29.62%  0.795 4.874 27.93% 
Singapore 0.000 0.028 0.47%  0.431 1.820 46.47%  0.872 6.633 29.20% 
Switzerland –0.002 –0.540 0.42%  0.257 1.590 28.35%  0.781 6.667 21.17% 
 
India –0.002 –0.263 0.72%  0.763 2.474 54.77%  0.924 6.869 34.93% 
China –0.002 –0.255 0.80%  0.863 2.181 76.96%  0.630 3.918 28.79% 
Chile –0.002 –0.402 0.38%  0.386 1.094 46.53%  0.897 5.413 32.71% 
Mexico –0.002 –0.306 0.44%  0.196 0.850 33.80%  0.847 10.411 17.70% 
Russia –0.004 –0.321 1.30%  1.012 2.863 64.20%  0.776 6.490 28.79% 
Korea –0.005 –0.367 1.37%  0.638 3.128 41.66%  0.778 7.324 19.32% 
Taiwan 0.000 –0.015 0.32%  0.551 2.470 44.95%  0.825 6.541 17.95% 
Thailand 0.000 –0.002 0.65%  0.781 2.490 72.23%  0.869 5.732 32.32% 
Turkey –0.002 –0.095 0.73%  0.855 2.489 75.69%  0.732 7.155 22.36% 
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This table presents results of the conditional model based on short–horizon (6–months window) non–
overlapping regressions of the two factor model. Average coefficients are reported with statistics for test 
of significance which is based on standard errors calculated from the series of estimated coefficients. The 
symbol   denotes volatility (standard deviation) of a coefficient across different estimation windows.  ̅  is 
average domestic market beta and  ̅ is average foreign beta market beta and  ̅ is average intercept. 
 ̅  ̅    ̅  ̅     ̅  ̅    
 
Australia –0.001 –0.204 0.15%  0.465 3.118 28.10%  0.899 9.666 15.52% 
Austria 0.000 0.027 0.20%  0.370 2.870 25.32%  0.918 12.341 9.24% 
Belgium 0.000 –0.007 0.27%  0.395 3.063 28.28%  0.915 11.568 20.54% 
Canada 0.000 0.142 0.10%  0.146 1.388 18.57%  1.009 23.022 10.83% 
France 0.000 –0.063 0.17%  0.408 3.075 24.26%  0.940 15.777 10.17% 
Germany 0.000 –0.001 0.17%  0.433 3.283 24.19%  0.941 14.659 9.97% 
Hong Kong 0.000 –0.078 0.19%  0.472 3.280 22.18%  0.955 9.713 12.94% 
Italy 0.000 –0.036 0.18%  0.346 3.035 21.90%  0.968 13.604 10.28% 
Japan –0.001 –0.236 0.25%  0.429 3.693 22.80%  0.876 9.085 13.57% 
Netherlands 0.000 0.010 0.15%  0.405 3.127 23.95%  0.947 13.362 11.05% 
Singapore –0.001 –0.144 0.20%  0.394 2.617 24.52%  0.972 9.346 16.87% 
Spain 0.000 –0.020 0.16%  0.377 3.106 21.21%  0.923 13.539 11.24% 
Sweden 0.000 –0.131 0.16%  0.447 2.695 28.71%  0.949 14.079 9.94% 
Switzerland 0.000 0.068 0.24%  0.324 3.029 17.20%  0.937 12.720 12.73% 
UK 0.000 –0.088 0.15%  0.405 3.291 21.83%  0.927 11.500 13.19% 
 
 ̅        ̅          ̅        
Brazil 0.000 0.106 0.20%  0.273 1.683 24.22%  0.999 17.717 10.26% 
Malaysia 0.000 –0.071 0.12%  0.339 2.366 26.83%  0.979 8.877 11.29% 
Mexico 0.000 0.189 0.10%  0.155 1.419 16.07%  1.000 20.229 8.35% 
Korea –0.001 –0.179 0.24%  0.638 3.720 28.91%  0.879 9.523 9.45% 
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Next, the time series averages of coefficients on the US market risk factors reveal that they 
are all significant based on the average –scores values. The magnitude of the overall average 
coefficients for US market risk factors is the higher for closed end funds at 0.589, than 
exchange traded funds at 0.380. The average standard devotion of the conditional coefficients 
around its mean for closed end funds (49.66%) being higher than that for exchange traded 
funds (23.63%) supporting our hypothesis two. The overall risk exposure to the US market is 
higher for emerging market funds at 0.573 than for developed market funds at 0.410. The 
average standard deviations are 27.96% and 46.68%, respectively, which supports the 
hypothesis three. Finally, it can be seen that the overall averages of the foreign market exposure 
for closed end funds at 0.802 slightly lower than that for exchange traded funds at 0.944. The 
average standard deviations around their group mean are, however, higher for the former 
(26.54%) than for the latter (11.97%). On the other hand, foreign market risk exposure for the 
developed and emerging markets funds is comparable (0.897 vs. 0.857) while the former funds 
have less variability than the latter ones (16.72% vs. 21.09%). This finding is in accordance with 
similar results reported in the related literature papers. This is expected as while the country 
funds are traded in the US markets, they are designed to replicate the target foreign market 
performance. 
This table presents the overall averages of the conditional coefficients obtained from the short horizon 
regressions of individual country funds. Individual funds are grouped under either closed end or exchange 
traded funds and under either developed or emerging market funds. The double bars on the coefficients 
signify that these are averages of the average. The associated –statistics, reported to facilitate test of 
significance, also overall averages from individual country test statistics.  
 ̿  ̿  ̅  ̿  ̿   ̅  ̿  ̿   ̅ 
CEF –0 .002 –0.186 0.64%  0.589 2.188 49.66%  0.802 6.362 26.54% 
ETF 0.000 0.038 0.18%  0.380 2.835 23.63%  0.944 13.175 11.97% 
Developed 0.000 0.072 0.27%  0.410 2.736 27.96%  0.897 10.931 16.72% 
Emerging –0.002 –0.152 0.57%  0.573 2.248 46.68%  0.857 8.938 21.09% 
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Next, we examine the time series fluctuation of the beta coefficients estimated from the 
conditional models. To keep the analysis simple, the cross sectional averages of the beta 
coefficients for each semiannual time period are calculated for different groups of funds and 
reported in Table 20.  The sample country mutual funds, 35 in total, have been grouped under 
the following 4 different types:  closed end, exchange traded, developed and emerging market 
funds. The following observations summarize the findings. First, as measured by the standard 
deviation, the US market betas have higher fluctuation over time than the foreign market betas. 
This is true for all types of the funds. This also supports our first hypothesis in this paper. 
Second, a comparison between closed end and exchange traded funds reveals that the former 
funds suffer greater fluctuations over time than the latter ones, which provides evidence for the 
hypothesis two. 
In order to visualize the time series fluctuations of the average betas belonging to 
different groups of funds, we plot them against the semiannual period. Figure 3 presents the 
fluctuations of the US markets betas against time. Panel A shows closed end fund betas and 
exchange traded funds betas with higher fluctuation in the former (       ) than in the latter 
(        ).  Panel B shows fluctuations in the US market betas for developed market funds 
and the emerging market funds. The developed market betas are less volatile (        ) than 
the emerging market betas (        ).  Figure 4 presents time series fluctuations in foreign 
market betas. Panel A in figure 4 shows that closed end fund betas have higher fluctuations 
(        ) than exchange traded funds (       ). On the other hand, the emerging market 
betas are more volatile (        ) than the developed market betas(       ).  
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This table presents the overall cross–section averages of the conditional coefficients obtained from the 
short horizon regressions of individual country funds. Individual funds are grouped under either closed 
end or exchange traded funds and under either developed or emerging market funds. Then, an overall 
cross section average is obtained for each semiannual time period. The double bars on the coefficients 
signify that these are averages of the average. The associated –statistics, reported to facilitate test of 
significance, also overall averages from individual country test statistics.  
 ̅  ̅  ̅  ̅  ̅  ̅  ̅  ̅ 
Jan–Jun, 2001  0.529 0.710 0.244 0.972 0.303 0.916 0.479 0.760 
Jul–Dec, 2001  0.381 0.882 0.234 1.100 0.182 1.040 0.488 0.945 
Jan–Jun, 2002  0.606 0.738 0.119 0.984 0.279 0.884 0.424 0.862 
Jul–Dec, 2002  0.212 0.859 0.096 0.872 0.169 0.830 0.112 0.923 
Jan–Jun, 2003  0.230 0.711 0.138 0.915 0.183 0.849 0.171 0.786 
Jul–Dec, 2003  0.931 0.731 0.276 0.857 0.323 0.784 0.955 0.830 
Jan–Jun, 2004  1.056 0.934 0.703 0.965 0.682 0.940 1.144 0.969 
Jul –Dec, 2004  0.568 0.684 0.248 0.947 0.238 0.849 0.633 0.801 
Jan–Jun, 2005  0.757 0.799 0.268 1.016 0.324 0.927 0.741 0.909 
Jul–Dec, 2005  0.377 0.722 0.451 0.874 0.304 0.827 0.604 0.774 
Jan–Jun, 2006  0.891 1.112 0.323 1.013 0.362 1.038 0.916 1.087 
Jul –Dec, 2006  0.716 0.632 0.482 0.860 0.404 0.834 0.878 0.639 
Jan–Jun, 2007  0.843 0.780 0.617 0.824 0.648 0.794 0.827 0.821 
Jul –Dec, 2007  0.685 1.070 0.427 0.968 0.426 1.001 0.728 1.032 
Jan–Jun, 2008  0.714 0.757 0.461 0.849 0.500 0.802 0.690 0.819 
Jul–Dec, 2008  0.720 0.814 0.602 0.932 0.624 0.938 0.702 0.787 
Jan–Jun, 2009  0.438 0.846 0.522 0.867 0.584 0.854 0.324 0.865 
Jul–Dec, 2009  0.660 1.026 0.367 1.010 0.492 1.005 0.503 1.037 
Jan–Jun, 2010  0.447 0.961 0.480 1.060 0.514 1.045 0.388 0.969 
Jul –Dec, 2010  0.365 0.907 0.378 0.999 0.401 0.963 0.324 0.951 
Jan–Jun, 2011  0.406 0.826 0.421 0.990 0.440 0.946 0.373 0.871 
Jul–Dec, 2011  0.538 0.828 0.513 0.942 0.550 0.885 0.482 0.902 
Jan–Jun, 2012  0.295 0.760 0.475 0.956 0.457 0.903 0.297 0.816 
Jul–Dec, 2012  0.781 0.171 0.275 0.881 0.454 0.672 0.569 0.401 
 1.056 1.112  0.703 1.100  0.682 1.045  1.144 1.087 
 0.212 0.171  0.096 0.824  0.169 0.672  0.112 0.401 
 0.844 0.941  0.607 0.276  0.513 0.373  1.032 0.687 
 23.30% 18.21% 16.08% 7.22% 14.83% 9.31% 25.83% 14.11% 
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The results of the predictive regressions specified in equation (7) are presented below. First, we 
examine what predicts the US betas. The results are reported in Table 21. The risk free rate has no 
predictive power for all different classification of mutual funds except for the emerging 
markets funds with positive signs. The coefficients on the term spread are mostly insignificant 
except for the exchange traded funds with negative signs. On the other hand, the default spread 
predicts the future betas positively for all classification except for the emerging market funds.  
The proxy for the US market sentiment can predict the future betas negatively for all 
classifications. The negative sign implies that an increase in volatility in the US market reduces 
country mutual funds’ exposure to the US market. It is interesting to note that the coefficients 
on the US market sentiment are larger for the closed end funds than for the exchange traded 
funds, which may indicate higher tendency of the former funds to the movement in the US 
market sentiment than the latter funds. Similar pattern is observed for the magnitude of the 
coefficients for developed markets vis-à-vis emerging market funds, where the US risk exposure 
of the latter funds are found to be more sensitive to the domestic market sentiment than the 
former ones. It is also interesting to note that the Exchange traded funds have higher 
than the closed end funds, while emerging markets have higher than the 
developed market funds. 
 
Next, we examine what predicts the foreign betas. The results are presented in Table 22.  
In general, the same set of US market predictive variables can also predict the foreign market 
exposure of the country mutual funds. The risk free rate has now positive predictive power for 
the closed end funds and for the emerging market funds, while it is insignificant for exchange 
traded funds as well as for the developed market funds. Similar predictive power is found for 
the term spread.  
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This table presents the results of the panel predictive regressions:                              
                            , where, lagged terms of predictive state variables are used to forecast one 
period ahead US market conditional betas obtained from short horizon regressions. The set of predictor 
variables include (all in lagged form) one month US Treasury Bill rate (   ), yield spread between 10–year 
and 1–year constant maturity US Treasury Bonds (     ), yield spread between Moody’s Aaa–rated and 
Baa–rated corporate bonds (        ) and the US market sentiment captured by the CBOE DJIA Volatility 
Index (     ). The observations are of semiannual frequency.  
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This table presents the results of the predictive regressions:                                       
              , where, a lagged terms of predictive state variables are used to forecast one period ahead 
foreign market conditional betas obtained from short horizon regressions. The set of predictor variables 
include (all in lagged form) one month US Treasury Bill rate (   ), dividend yield on S&P 500 Index (   ), 
yield spread between 10–year and 1–year constant maturity US Treasury Bonds (     ), yield spread 
between Moody’s Aaa–rated and Baa–rated corporate bonds (        ) and the US market sentiment 
captured by the CBOE DJIA Volatility Index (     ). The observations are of semiannual frequency. 
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This paper examines the nature of time variation in the risk exposure of country mutual 
funds to the US market movement, where they are traded, and to the benchmark foreign market 
movement. It uses weekly data on 15 closed end funds and 19 exchange traded funds for the 
sample period between January, 2001 and December, 2012. Conditional factor models are 
employed to uncover the time variation in the estimated betas.  
The findings of the paper indicate considerable time variation in risk exposure of country 
mutual funds to the US market and foreign market risk factors. The conditional models capture 
substantial amount of such time variation though short horizon regressions. Fluctuation in the 
US market betas may be due to changes in the investor sentiment while that in the foreign 
market betas due to time varying risk premium based on the fluctuations in the macroeconomic 
conditions. Additional investigation is undertaken to gain further insights in to the pattern of 
fluctuation in the estimated betas which reveal the following observations. First, the US market 
exposure suffers greater variation over the sample period than the target foreign market betas. 
Second, the overall fluctuation in betas for the closed end funds is found to be higher than that 
for the exchange traded funds. Third, emerging market funds experience more oscillation in the 
risk exposure than their developed market counterparts.  A number of plausible explanations 
are cited for the observed difference in the pattern of these fluctuations. These include fund 
characteristics, cross–country investment barrier, limits of arbitrage, market segmentation, 
financial development differential, and familiarity with the target markets.  
The findings of the paper have important implication for US investors seeking 
diversification benefits from country mutual funds. More specifically, while portfolio 
diversification with country mutual funds is still beneficial, it changes substantially as the 
funds’ domestic exposure varies over time. Investors would, therefore, be better off recognizing 
time varying nature of the investment opportunities and adjusting their portfolio allocation 
strategies accordingly. For example, a conditional determination of portfolio weights might be a 
better strategy than a plain buy–and–hold strategy as discussed by Ferson and Khang (2002). 
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This table presents the results of the unconditional factor model:                ∑    
  
             , 
where,       is return on the individual mutual fund  at time ,       is returns on the domestic or the US 
market (orthogonalized to the foreign market) and      is returns on the foreign market, all observed at 
month  and expressed net of one–month US Treasury Bill yield,     is domestic and ∑    
  
   are foreign 
market betas (along with a lead and lag to account for non–synchronous trading) and   is intercept. The 
  
  is the test statistic for the null hypothesis that         and   
  is the test statistic for the joint 
hypothesis that                   ∑    
  
     .  
Country      ∑    
  
       
    
  
Panel A: Developed Markets 
Australia  0.001 (0.070) 0.391 (0.000) 0.932 (0.000) 1.19  (0.275) 15.24 (0.000) 
Germany 0.003 (0.000) 0.432 (0.000) 0.981 (0.000) 0.08 (0.774) 25.70 (0.000) 
Ireland 0.003 (0.012) 0.432 (0.000) 0.924 (0.000) 0.41 (0.522) 8.53 (0.000) 
Japan 0.002 (0.024) 0.391 (0.000) 0.871 (0.000) 4.31 (0.038) 34.39 (0.000) 
Singapore 0.002 (0.009) 0.349 (0.000) .937 (0.000) 1.52 (0.218) 9.08 (0.000) 
Switzerland 0.000 (0.895) 0.283 (0.000) 0.869 (0.000) 6.73 (0.009) 8.80 (0.000) 
Panel B: Emerging Markets 
India 0.002 (0.084) 0.495 (0.000) 0.988 (0.000) 0.02 (0.875) 11.09 (0.000) 
China 0.001 (0.255) 0.522 (0.000) 0.614 (0.000) 34.68 (0.000) 24.77 (0.000) 
Chile 0.000 (0.606) 0.201 (0.000) 1.078 (0.000) 1.44 (0.230) 8.65 (0.000) 
Mexico -0.001 (0.528) 0.128 (0.008) 0.977 (0.000) 0.16 (0.692) 4.96 (0.002) 
Russia 0.001 (0.459) 0.638 (0.000) 0.829 (0.000) 4.46 (0.035) 19.42 (0.000) 
Korea -0.002 (0.378) 0.359 (0.001) 0.738 (0.000) 11.50 (0.000) 20.62 (0.000) 
Taiwan 0.001 (0.064) 0.315 (0.000) 0.928 (0.000) 2.41 (0.121) 16.29 (0.000) 
Thailand 0.003  (0.009) 0.520 (0.000) 0.968 (0.000) 0.32 (0.570) 21.95 (0.000) 
Turkey 0.002 (0.102) 0.562 (0.000) 0.792 (0.000) 27.54 (0.000) 32.75 (0.000) 
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This table presents the results of the unconditional factor model:                ∑    
  
             , 
where,       is return on the individual mutual fund  at time ,       is returns on the domestic or the US 
market (orthogonalized to the foreign market) and      is returns on the foreign market, all observed at 
month  and expressed net of one–month US Treasury Bill yield,     is domestic and ∑    
  
   are foreign 
market betas (along with a lead and lag to account for non–synchronous trading) and   is intercept. The 
  
  is the test statistic for the null hypothesis that         and   
  is the test statistic for the joint 
hypothesis that                   ∑    
  
     .  
   ∑    
  
     
   
 
Australia 0.001 (0.001) 0.322 (0.000) 0.944 (0.000) 1.86  (0.173) 19.05 (0.000) 
Austria 0.001 (0.000) 0.219 (0.000) 0.916 (0.000) 11.71 (0.000) 24.53 (0.000) 
Belgium 0.001 (0.001) 0.319 (0.000) 0.928 (0.000) 2.28 (0.131) 14.68 (0.000) 
Canada 0.000 (0.086) 0.040 (0.056) 1.00 (0.000) 0.03 (0.852) 1.55 (0.201) 
France 0.001 (0.000) 0.272 (0.000) 0.947 (0.000)   4.51 (0.034) 21.52 (0.000) 
Germany 0.001 (0.000) 0.262 (0.000) 0.980 (0.000) 0.49 (0.484) 22.46 (0.000) 
Hong Kong 0.001  (0.002) 0.336 (0.000) 0.897 (0.000) 7.83 (0.005) 13.79 (0.000) 
Italy 0.001 (0.000) 0.230 (0.000) 0.970 (0.000) 0.90 (0.343) 17.85 (0.000) 
Japan 0.001 (0.022) 0.299 (0.000) 0.856 (0.000) 14.90 (0.000) 12.45 (0.000) 
Netherlands 0.001 (0.000) 0.286 (0.000) 0.960 (0.000) 2.08 (0.150)   22.4 (0.000) 
Singapore 0.001 (0.014) 0.229 (0.000) 0.971 (0.000) 0.45  (0.503) 5.65 (0.000) 
Spain 0.001 (0.005) 0.213 (0.000) 0.936 (0.000) 6.25 (0.012) 19.27 (0.000) 
Sweden 0.002 (0.000) 0.318 (0.000) 0.973 (0.000)   0.75 (0.386) 25.09 (0.000) 
Switzerland 0.001 (0.000) 0.248 (0.000) 0.942 (0.000) 5.59 (0.018) 31.75 (0.000) 
United Kingdom 0.001 (0.000) 0.319 (0.000) 0.910 (0.000) 6.34 (0.012) 31.01 (0.000) 
Brazil 0.001 (0.045) 0.149 (0.001) 0.996 (0.000) 0.02  (0.876) 4.07 (0.000) 
Malaysia 0.001 (0.005) 0.179 (0.000) 1.006 (0.000) 0.03 (0.860) 11.62 (0.000) 
Mexico 0.001 (0.003) .0967 (0.003) 1.027 (0.000) 0.80 (0.371) 4.00 (0.007) 
South Korea 0.002 (0.002) 0.401(0.000) 0.887 (0.000) 12.02 (0.001) 19.04 (0.000) 
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This table presents the results of the unconditional factor model:                           , where,       
is return on the individual mutual fund  at time ,       is returns on the domestic or the US market 
(orthogonalized to the foreign market) and      is returns on the foreign market, all observed at month  
and expressed net of one–month US Treasury Bill yield,     is domestic and    are foreign market betas 
and   is intercept. The   
  is the test statistic for the null hypothesis that         and   
  is the joint test 
statistic for the joint hypothesis that                       . Estimation is done using OLS for the 
specifications given in equations (3) and (4).  
     
Australia  0.072 (0.60) 0.927 (22.70) 0.006 (1.43) 0.81 
Canada  0.984 (4.65) 0.534 (9.21) –0.01 (–0.26) 0.474 
Germany  0.208 (1.84) 0.968 (31.31) 0.007 (2.03) 0.88 
Ireland  0.459 (4.79) 0.905 (23.84) 0.006 (1.33) 0.82 
Japan  0.183 (2.00) 0.914 (21.72) –0.001 (–0.06) 0.81 
Singapore  0.085 (1.13) 0.958 (36.39) 0.005 (1.79) 0.91 
Switzerland  0.124 (1.87) 0.951 (43.21) 0.001 (0.67) 0.95 
India  0.066 (–0.76) 0.975 (27.40) 0.007 (1.58) 0.85 
China  0.169 (1.52) 0.806 (17.77) 0.009 (1.58) 0.70 
Chile  0.132 (1.33) 0.915 (22.56) 0.006 (1.46) 0.79 
Malaysia  0.090 (1.17) 0.960 (28.59) 0.005 (1.60) 0.86 
Mexico  0.021 (0.29) 0.915 (35.86) 0.005 (1.82) 0.91 
Mexico  0.069 (0.56) 0.887 (20.60) 0.004 (0.99) 0.77 
Russia  0.164 (1.39) 0.982 (17.37) 0.012 (1.65) 0.70 
Korea  0.025 (0.31) 0.906 (29.64) 0.003 (0.89) 0.87 
Taiwan  0.001 (0.01) 0.867 (22.35) 0.005 (1.02) 0.79 
Taiwan  0.116 (1.30) 0.846 (24.75) 0.003 (0.13) 0.823 
Thailand  0.118 (–0.98) 0.877 (16.87) 0.006 (0.93) 0.69 
Turkey  0.077 (0.63) 0.767 (14.18) 0.009 (1.28) 0.75 
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This table presents the results of the unconditional factor model:                           , where,       
is return on the individual mutual fund  at time ,       is returns on the domestic or the US market 
(orthogonalized to the foreign market) and      is returns on the foreign market, all observed at month  
and expressed net of one–month US Treasury Bill yield,     is domestic and    are foreign market betas 
and   is intercept. The   
  is the test statistic for the null hypothesis that         and   
  is the joint test 
statistic for the joint hypothesis that                       . Estimation is done using OLS for the 
specifications given in equations (3) and (4).  
     
Australia  0.058 (1.27) 0.973 (62.63) 0.005 (3.26) 0.97 
Austria  0.167 (5.38) 0.955 (69.40) 0.006 (3.70) 0.97 
Belgium  0.219 (6.80) 0.950 (77.28) 0.003 (2.35) 0.97 
Canada  0.119 (2.14) 0.906 (57.98) 0.002 (1.33) 0.96 
France  0.070 (1.63) 0.952 (82.73) 0.002 (2.17) 0.98 
Germany  0.020 (0.46) 0.960 (80.77) 0.004 (3.09) 0.98 
Hong Kong  0.098 (2.69) 0.953 (69.68) 0.003 (2.08) 0.97 
Italy  0.055 (1.63) 0.952 (92.28) 0.003 (2.97) 0.98 
Japan  0.068 (2.28) 0.970 (69.90) 0.001 (0.71) 0.97 
Netherlands  0.101 (2.69) 0.963 (88.53) 0.003 (2.42) 0.98 
Singapore  0.103 (2.71) 0.968 (72.88) 0.004 (3.00) 0.97 
Spain  0.053 (1.37) 0.927 (69.28) 0.004 (2.80) 0.97 
Sweden  0.052 (0.73) 0.908 (53.95) 0.004 (1.95) 0.95 
Switzerland  0.037 (1.22) 0.985 (95.57) 0.002 (2.25) 0.99 
UK  0.143 (3.29) 0.944 (69.51) 0.001 (1.57) 0.98 
 
Malaysia  0.075 (1.82) 0.965 (53.68) 0.003 (1.99) 0.95 
Mexico  0.013 (0.26) 0.930 (53.24) 0.004 (2.40) 0.95 
Korea  0.048 (0.80) 0.923 (42.15) 0.005 (1.82) 0.93 
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