We consider the Casimir energy due to a massless scalar field in a geometry of an infinite wedge closed by a Dirichlet circular cylinder, where the wedge is formed by δ-function potentials, so-called semitransparent boundaries. A finite expression for the Casimir energy corresponding to the arc and the presence of both semitransparent potentials is obtained, from which the torque on the sidewalls can be derived. The most interesting part of the calculation is the nontrivial nature of the angular mode functions. Numerical results are obtained which are closely analogous to those recently found for a magnetodielectric wedge, with the same speed of light on both sides of the wedge boundaries.
I. INTRODUCTION
The Casimir effect [1] , which was originally conceived as the attraction between parallel perfectly conducting plates, may be regarded as due to the fluctuations of the electromagnetic field in the quantum vacuum. In the past six decades, this phenomenon has been generalized to many different types of fields and to a variety of geometries and topologies. Recent reviews of the Casimir effect include Refs. [2, 3, 4, 5, 6] .
In this paper we will illustrate some new features that arise, for example, in cylindrical geometries in which the cylindrical symmetry is broken. In the past three decades there have been many works on problems possessing cylindrical symmetry, starting with the calculation of the Casimir energy of an infinitely long perfectly conducting cylindrical shell [7] . The more physical but also significantly more involved case of a dielectric cylinder was considered more recently [8, 9, 10, 11, 12, 13, 14] . Particularly germane to the present work is the calculation of the Casimir effect for a scalar field interior and exterior to a cylindrical δ-function potential, a so-called semitransparent cylinder [15] ; in the weak-coupling limit, both the semitransparent cylinder and the dielectric cylinder have vanishing Casimir energy.
The infinite wedge is closely related to the cylindrical geometry. This problem was first considered in the late seventies [16, 17] as part of the still ongoing debate about how to interpret various divergences in quantum field theory with sharp boundaries and whether self-energies of objects have any physical significance. Since then, variations on this idea of the wedge have been treated by several authors [18, 19, 20, 21, 22] , and reviewed in Ref. [23] .
A wedge with a coaxial cylindrical shell was considered by Nesterenko et al. [24, 25] , and the corresponding local stresses were investigated by Saharian and collatorators [26, 27, 28, 29, 30] . The interaction of an atom with a wedge was studied in Refs. [31, 32, 33, 34, 35] ; this geometry is that of the experiment by Sukenik et al. carried out more than 15 years ago [36] .
Recently, Brevik et al. [37] calculated the Casimir energy of a magnetodielectric cylinder intercut by a perfectly reflecting wedge filled with magnetodielectric material. In all of these studies the assumption was made that the wedge be bounded by perfectly conducting walls.
Although wedges defined by perfect conductors or Dirichlet boundaries break cylindrical symmetry, they do so in an easily understood way. When cylindrical symmetry is present, the azimuthal quantum number ν ranges from −∞ to ∞ by integer steps. With a perfect conductor, which forces the tangential electric field to vanish on the surface, ν takes on values which are related to the opening angle α of the wedge, ν = πm/α, where m is an integer.
But what if the wedge boundaries are not perfect? Recently, Ellingsen et al. [38] considered just such a case, where the wedge was defined by the interface between two magnetodielectric media, where the interior sector of the wedge had permittivity ε 1 and permeability µ 1 , while the exterior sector had permittivity ε 2 and permeability µ 2 . The geometry was completed by inserting a perfectly conducting circular cylinder of radius a centered on the wedge axis.
To assure a finite result, as well as separability of the problem, the further assumption was made there that the speed of light in both media was the same: ε 1 µ 1 = ε 2 µ 2 . In this case the azimuthal quantum number had to be determined by a transcendental equation, which was implemented in the calculation through use of the so-called argument principle [39] , which is just the residue theorem.
In this paper, we further illustrate this nontrivial azimuthal dependence by considering a similar wedge geometry, in which the infinite wedge is formed by two planar δ-function potentials, making a dihedral angle α ∈ [0, π], closed by a coaxial Dirichlet circular cylinder of radius a. See Fig. 1 . We calculate the Casimir energy of a massless scalar field subject to these boundary conditions. Because that energy is divergent, we compute the energy relative to that when the radius of the cylinder is infinite, and when neither or only one of the wedge boundaries is present. Thus, we are computing the energy of mutual interaction between the three boundaries. The results, which are rather easily found numerically, are very similar to those found for the electromagnetic field in a perfectly conducting cylinder with a magnetodielectric wedge, as considered in Ref. [38] . We describe the geometry in terms of cylindrical coordinates, (ρ, θ, z), with the origin lying along the cylinder axis.
Because the interest in this problem largely lies in the angular dependence, it is natural to approach the problem in an unconventional way, in which the reduced Green's function refers to the azimuthal, not the radial coordinate. Technically, that approach requires consideration of an annular region, which we describe in Sec. IV. This approach also allows use of the multiple-scattering technique, and should have application to more complicated geometries, such as the interaction between hyperboloids. We can think of the radial planes between the concentric cylinders as forming an annular piston, and we have computed numerically the Casimir attractive torque between those planes. An alternative approach to the determination of the Casimir energy for any such angular potential is described in Sec. V.
The radial functions encountered in these wedge problems are modified Bessel functions of imaginary order; since these are rather infrequently described in the literature, we collect some relevant properties in Appendix B. Required integrals over the squared radial functions may be evaluated using identities described in Appendix A.
II. SEMITRANSPARENT WEDGE
In this paper we consider a massless scalar model, in which the wedge is described by a
This has the diaphanous property of preserving the speed of light both within and outside the wedge. This wedge is superimposed on a coaxial circular cylindrical shell, of radius a, on which the scalar field φ vanishes. To calculate the Casimir energy, we can use the formula
where G is the Green's function for the situation under consideration, satisfying
We can solve this cylindrical problem in terms of the two-dimensional Green's function G,
which satisfies
where
This separates into two equations, one for the angular eigenfunction
where we have assumed that the azimuthal eigenfunctions are normalized according to
orthogonality of the eigenfunctions follows from the Sturm-Liouville nature of the problem. Now the two-dimensional Green's function can be constructed as
The radial reduced Green's function satisfies
The latter, for a Dirichlet circle at ρ = a, has the familiar solution,
The azimuthal eigenvalue ν is determined by Eq. (2.6). For the wedge δ-function potential 
Because we recognize that the reflection coefficient for a single δ-function interface is 12) we see that this dispersion relation coincides with that found in Ref. [38] when the reflection coefficient is purely real. Note that the ν = 0 root of Eq. (2.11) is spurious and must be excluded; unlike for the magnetodielectric wedge, there are no ν = 0 modes for the semitransparent wedge. Now using the general formula (2.2) we compute the Casimir energy per length from
Note that we do not need to know the eigenfunctions Θ ν , only the eigenvalues ν.
The apparent difficulty, that the eigenvalue condition for ν cannot be explicitly solved, may be resolved through enforcing the eigenvalue condition by the argument principle [39, 40, 41, 42, 43, 44] , which gives a sum over non-explicit eigenvalues in terms of a contour integral around the real line,
14)
The contour of integration γ is illustrated in Fig. 2 . Thus, we have the expression after making the Euclidean rotation, ω → iζ, and converting to polar coordinates,
15)
This formal expression is rather evidently divergent. We are seeking the mutual interaction energy due to the three boundaries, the two sides of the wedge and the circular arc.
Therefore, we first must subtract off the free radial Green's function without the circle at ρ = a, which then implies
(The familiar form of this expression is quite general, as illustrated in Appendix A.) We further want to remove the term present without the wedge potential: The resulting energy is still not finite. The reason is that it contains the self-energy of a single δ-function potential crossed by the circular cylinder.
Therefore, we still must remove that part ofD due to a single potential, which may be obtained by setting λ 2 (or λ 1 ) equal to zero: 19) so the final form of the dispersion function is obtained by replacing
. differs only exponentially from unity:
Then it is permissible to unfold γ and convert the contour to one running parallel to the imaginary axis as shown in Fig. 3 . For imaginary ν, ν = iη, the dispersion functions becomẽ
Because of Eq. (2.21), the resulting expression for the Casimir energy is manifestly convergent. This can be further simplified by noting that d dη lnD(iη) is odd, which eliminates the K ν in Eq. (2.17), and then yields the expression 24) in terms of
where both L iη (x) and K iη (x) are real for real η and x, and
We should further note that the arctangent appearing in Eq. (2.24) is not the principal value, but rather the smooth function in which the phase is accumulated. (Some properties of the modified Bessel functions of imaginary order are collected in Appendix B.)
Now we turn to the numerical evaluation of this expression.
III. NUMERICAL EVALUATION OF CASIMIR ENERGY FOR THE SEMI-TRANSPARENT WEDGE
It is actually quite easy to evaluate Eq. 
however, is very smooth. (It vanishes at η = 0, so the spurious zero mode should not contribute.) To evaluate the double integral, we compute h at a finite number of discrete points, form a spline approximation which is indistinguishable from h, and then evaluate the function
numerically. (This strategy is similar to that employed in Ref. [38] .) The integrand here is quite strongly peaked in a neighborhood of the origin. The Casimir energy, with the indicated subtractions, is
The results found by this strategy are shown in Figs. 4 and 5.
These graphs are very reminiscent of those found in Ref. [38] for the magnetodielectric wedge. In particular, we note that the energies are finite for all α, but as λ → ∞, the limit corresponding to a Dirichlet boundary, the energy diverges as α → 0 or 2π; the same phenomena was observed in Ref. [38] for the perfectly conducting wedge limit, treated previously in Ref. [37] . This energy should be observable as a torque on the two semitransparent plates, τ (α) = − ∂ ∂α E (α), which is, as expected, attractive. (The divergence associated with the apex of the wedge has been subtracted.)
The annular geometry considered.
IV. ALTERNATIVE CALCULATION OF CASIMIR ENERGY FOR SEMI-TRANSPARENT WEDGE IN AN ANNULUS
We start from the formula (2.2) for the Casimir energy in terms of the Green's function,
where the trace denotes the integration over spatial coordinates, and we have again subtracted out the vacuum contribution. The Green's function G (r, r ′ ) will satisfy the equation
while the free Green's function G (0) satisfies the same equation with V (r) = 0. Once again we specialize to the cylindrical geometry, but now defined in an annulus. Specifically, we require that the boundary conditions on the Green's function are that it vanishes at ρ = a and ρ = b with b > a, that is, it satisfies Dirichlet boundary conditions on two concentric circles. (We will see the necessity for both an inner and an outer boundary in the following.)
If the potential has the form V (r) = v(θ)/ρ 2 then we can use separation of variables to write the Green's function as, in terms of the separation constant η,
3)
The geometry we are considering is illustrated in Fig. 6 . Note that instead of expanding in eigenfunctions of θ as in Eq. (2.8), we have expanded in terms of radial eigenfunctions. (This cannot be done without the inner boundary-that is, this alternative separation works for an annulus but not for a disk.) The R functions are normalized radial eigenfunctions of the eigenvalue problem,
with boundary values R η (a; ω, k z ) = R η (b; ω, k z ) = 0. The g η is the reduced Green's function in the azimuthal coordinates that satisfies the equation
with periodic boundary conditions. Finally inserting Eq. (4.3) into Eq. (4.1) we get an expression for the vacuum energy
η (θ, θ) .
We can simplify the result considerably if we now make a Euclidean rotation from ω → iζ, make the substitution ζ 2 + k 2 z = κ 2 , and integrate out the angle in the ζ-k z plane to get the expression for the energy per unit length
A. The Radial Eigenvalue Problem
We see that we need an expression for the radial integral To evaluate this integral we will use the identity (A9). The boundary conditions are that R η (a; κ) = R η (b; κ) = 0; this is only possible for discrete values of η, namely, this is an eigenvalue condition for η. LetR η (r; κ) be a solution to Eq. (4.4) which satisfiesR η (a; κ) = 0 for all η and κ. The normalized solution can then be written as 10) where
Now writing Eq. (4.4) as
we can see that 1 ρR 2 η (ρ; κ) is a total derivative given by Eq. (A9). (We replace κ → η there.) The integral (4.11) is now trivial to carry out. We see that the value at the lower limit of integration is zero by our boundary condition thatR η (a; κ) = 0, and the second term on the right in Eq. (A9) at the upper limit is zero by the eigenvalue conditionR η (b; κ) = 0. This gives the normalization constant as
Now by considering κ rather than η as the parameter in Eq. (4.12) we also have from
Eq. (A9) that the desired integral (4.8) is a total derivative, Now we again use the argument principle (2.14), which we previously used for the angular eigenvalues; in this case the sum is over the radial eigenvalues, and the eigenvalue condition is given by D(η) = R η (b; κ). So we have occuring in the energy (4.7) the form
The expression for the Casimir energy per length (4.7) is then given by
η (θ, θ) . The differential equation (4.12) is the modified Bessel differential equation, of imaginary order. We need two independent solutions of this equation, which we could take to be K iη (κρ) and L iη (κρ), given by Eq. (2.25). Now we want to find the solutionR η (ρ; κ) that is zero for ρ = a for all values of η and κ. An obvious solution is
is the function initially called L ν in Ref. [38] ; here this is a more convenient choice, in that both K ν andĨ ν are even in ν.
D. Reduced Green's Function
We also need the reduced Green's function in the angular coordinates. The free Green's function is easily found to be
If we assume a single δ-function potential v(θ) = λδ(θ − α) then the Green's function is
which is defined for θ and θ ′ in the interval [α, 2π + α].
The quantity of interest, tr(g − g (0) ), is then
η (θ, θ) = −λ(sinh ηπ cosh ηπ + ηπ) 2η 2 sinh ηπ(2η sinh ηπ + λ cosh ηπ) , (4.22) and this expression can be seen to be a total derivative 
E. Casimir Energy
The final form for the Casimir energy for a single radial δ-function potential in the annular region is
This result may also be obtained by the multiple scattering formalism [47] , which says
the latter form being a useful form for a single potential. We see that Eq. (4.24) exactly corresponds to this if we integrate by parts on η and κ: We can check this result by taking the limit as a and b get very large, but with fixed distance between the circles. In this limit this result should reproduce the case of a single semitransparent plane between two parallel Dirichlet planes, as illustrated in Fig. 7 . The energy in that case should be
If we use the argument principle we can write it as
The square root divided out in the logarithm is present to remove the spurious square-root singularity. It should be noted that both of these expressions (4.24) and (4.28) are divergent, but the divergence is simply the self-energy divergence always present with a single plane.
It is straightforward to prove that Eq. (4.24) reduces to Eq. (4.28) in the appropriate limit.
The second logarithm in the former becomes, in the limit η → ∞, simply ln(1 + λ/2η), so that suggests the correspondenceη
And the leading uniform asymptotic expansion of the modified Bessel functions [45, 46] gives
where z a = κa/η, z b = κb/η, t(z) = (1 − z 2 ) −1/2 , and
. 
so with the substitutions (4.29), and the observation that
we exactly recover the Casimir energy for a semitransparent plate between two Dirichlet plates (4.28).
It is also easy to check that the energy (4.24) agrees with the expression for the energy given by the more conventional approach described in Sec. II. The latter is This equivalence may be easily shown by seeing that the integrand is odd in ν, because 35) and then rotating the contour γ from that shown in Fig. 2 to that in Fig. 3 , which may then be transformed to that shown in Fig. 8 , by changing ν to −ν on the negative imaginary axis.
Thus the contour γ in the ν plane is transformed to γ in the η plane appearing in Eq. (4.24) (except traversed in the opposite sense), and the equivalence is established.
F. Interaction Between Two Semitransparent Planes
If we want to look at an explicitly finite quantity we will need to look at the interaction energy between two semitransparent planes. The geometry is illustrated in Fig. 9 . We will use a slightly different form of the energy for this, based on the multiple-scattering formalism [47] : potential V i . By using Eq. (4.3), we can greatly simplify the interaction energy to
We already have an expression for g
η , given in Eq. (4.21). Using the latter we can write tr g
This exactly agrees with Eq. (2.23).
Using the argument principle to replace the sum we then get the Casimir energy of two semitransparent plates in a Dirichlet annulus, the immediate generalization of the Casimir energy (4.26) for a single plate,
A limiting case when a, b → ∞, b − a fixed, should be two perpendicular semitransparent planes, a distance d apart, sandwiched between Dirichlet planes, similar to the single plate situation treated in the subsection above. A similar formula should then be
(2η +λ 1 )(2η +λ 2 ) . Finally, we verify that we obtain the expression (2.24) for the wedge geometry. To do this, we must include the modes exterior to the outer cylinder (with the wedge extended to infinity as in Fig. 1 ) and subtract the energy present if the outer cylinder were not present.
This means that the radial dispersion function determining the azimuthal eigenvalues η
The extended annular energy is then given by Eq. (4.39) withR η (b; κ) →R η (b; κ). We now can distort the contour γ to one lying along the imaginary axis as shown in Fig. 3 , iη → ν,
(because the second logarithm in Eq. (4.39) falls off exponentially fast for Reη > 0), and then using the small argument expansion, for real ν,
This means for small a and real ν the first logarithm in Eq. (4.39) is ln
is just what was encountered in Eq. (2.17). We then fold the ν integral to encircle the positive real axis as in Fig. 8 and integrate by parts in κ and ν. In this way the form (2.16)
is reproduced (with D →D), which leads to the final expression (2.24).
G. Numerical Evaluation of the Casimir Energy for Two Dirichlet Planes in an Annulus
The Casimir energy in Eq. (4.37) is a quickly converging function so it should be easy to evaluate. However, it can be difficult to evaluate the η eigenvalues, which become functions of the wavenumber κ and a natural number m. We can get around this problem, again, by exploiting the argument principle in order to get a contour integral in the complex plane, as in Eq. (4.39). We cannot integrate along the real line because of the poles introduced when we use the argument principle, and unlike with the wedge we cannot open along the imaginary axis, because the integral then becomes divergent. So a simple choice is then to let the integration run along the angles of π/4 and −π/4 in the complex η plane. Identifying R η (b, κ) from Eq. (4.18), and writing tr g
η v 2 = A(η) we have
Here we have used the property that R η * = R * η , and A(η Again we would like to compare to known results, so Fig. 11 is a graph of the ratio of the energies of an annular piston to a rectangular piston of similar dimension. The rectangular piston is constructed so it has the same finite width b − a as the annular piston, and the separation distance is the mean distance between the annular plates,
The results make a certain amount of physical sense. The energy of the annular piston is greater than that of the rectangular piston for small separation because the inner edge of the annular piston is closer, and will contribute more to the energy. However as the annular piston gets further away, the other side of the piston will start to contribute and lower the overall energy. In addition we see that the small ratio piston is much closer to the rectangular piston for small separations than a larger ratio, and in the plateau region for small separations, E ann /E rect ≈ 1.04 for b/a = 1.1 vs. E ann /E rect ≈ 1.23 for b/a = 2. These numbers are quite closely reproduced by the ratio of the proximity force approximate value of the energy for tilted plates to the energy for parallel plates (ignoring the sidewalls) for small tilt angles, 
V. THETA DEPENDENT POTENTIALS
Instead of considering, as usually done, spherically or cylindrically symmetric potentials, in this paper we have been examining potentials depending on the angles. In particular, in two dimensions, in order for separation of variables to work, we have been considering the operator The relevant equations for the two-dimensional Green's function are still Eqs. (2.5)-(2.10b).
In particular, for the angular eigenfunctions we still have 
with periodic boundary conditions. For a nontrivial potential v(θ) no explicit form of ν will be known. But also in general a transcendental equation determining the eigenvalues can be obtained; we follow Ref. [48] . In order to formulate this equation let H(θ) be the fundamental matrix of Eq. (5.2). That is, let u 
where we choose the normalizations such that H(0) = 1 2×2 . With these definitions and normalizations, the equation determining the eigenvalues reads for a one-dimensional problem described by the differential equation
where V is a δ-function potential,
The problem is defined on the interval a < c < b, where at the boundaries g κ satisfies Dirichlet boundary conditions,
If the potential V = 0, let the corresponding Green's function be denoted by g
κ . Let us solve this problem in terms of two independent solutions of the homogeneous
Let A κ be such a solution that vanishes at the left boundary, A κ (a) = 0, and B κ be an independent solution that vanishes at the right boundary, B κ (b) = 0, and let them be normalized so that the Wronskian is
Then the "free" Green's function is
and the full Green's function has the form
Now, it is easy to prove that
It is immediate that any two solutions of the differential equation (A4) u κ and w κ satisfy
and therefore the following indefinite integral follows:
Now we can evaluate the trace of the interaction part of the Green's function,
This is the expected expression. As shown in Sec. IV E, this is just the expected multiple scattering result. In the Dirichlet limit λ → ∞, this agrees with the Bessel function result (2.17), where p(x) = r(x) = x; although in that case the boundary condition is not Dirichlet at the origin, p(0) = 0.
APPENDIX B: MODIFIED BESSEL FUNCTIONS OF PURE IMAGINARY OR-DER
In this work we encountered the following differential equation
which is the modified Bessel equation, with the wrong sign for the order parameter η 2 . The solutions are then obviously modified Bessel functions of imaginary order. So we might choose as the independent pair of solutions the modified Bessel function of the first kind, of positive and negative pure imaginary order I iη (x) and I −iη (x). However the I iη 's are not numerically satisfactory functions; their values for real x are complex, and the phase is x dependent. A standard pair of functions can be defined as
L ν (x) = iπ 2 sin νπ (I ν (x) + I −ν (x)) .
The K ν (x) is the standard modified Bessel function of the second kind, also called the Macdonald function. Both K iη (x) and L iη (x) are real for real values of η and x. For a fixed η, both K and L oscillate with relatively constant amplitude for x < η and they die or grow exponentially for x > η respectively. The limiting behaviors are given in this appendix; see
Refs. [45, 46] . Although this definition of L ν is convenient in Sec. II, for the considerations of Sec. IV, the sin νπ in Eq. (B2b) introduces spurious singularities, and it is more convenient there to simply useĨ
also called L ν in Ref. [38] . In the following we will give the behaviors of K iη andĨ iη .
Small Argument
For fixed η > 0, in the limit as x → 0 + ,
I iη (x) = sinh ηπ ηπ 1/2 cos η ln
where φ η is given by
Large Argument
For fixed η > 0 and large argument |x| → ∞ we have
I iη (x) = 1 2πx
for arbitrary δ > 0.
Uniform Asymptotic Expansion
The uniform asymptotic expansions are for both large order and argument. For fixed 
where the Ai(x) and Bi(x) are the Airy functions of the first and second kinds respectively, and ζ is given by the relation
For z < 1 we can use the behavior of the Airy functions for large negative argument to simplify the expressions,
I iη (ηz) ∼ − 1 2πη 
where g(z) is the natural extension of f (z)
