The idea behind hyper-heuristics is to discover some combination of straightforward heuristics to solve a wide range of problems. To be worthwhile, such combination should outperform the single heuristics. This paper presents a GAbased method that produces general hyper-heuristics for the dynamic variable ordering within Constraint Satisfaction Problems. The GA uses a variable-length representation, which evolves combinations of condition-action rules producing hyper-heuristics after going through a learning process which includes training and testing phases. Such hyper-heuristics, when tested with a large set of benchmark problems, produce encouraging results for most of the cases. The testebed is composed of problems randomly generated using an algorithm proposed by Prosser [17] .
INTRODUCTION
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for that subset [20] . When trying to find a solution for this kind of problems, it is impossible to avoid the implicit issue of determining which variable is the next to be instantiated. Many researchers have proved, based on analysis and experimentation, the importance of the variable ordering and its impact in the cost of the solution search [17] . Finding methods that help to efficiently order these variables is an important issue. For small combinatorial problems, exact methods can be applied. However, when larger and more complex problems appear, exact solutions are not a reasonable choice since the search space grows exponentially, and so does the time for finding the optimal order. Various heuristic and approximate approaches have been proposed that guarantee finding near optimal solutions. However, it has not been possible to find a reliable method to solve all instances of a given problem. In general, some methods work well for particular instances, but not for all of them.
It is possible to establish different criteria to face the ordering problem, and it can be done either in static or in dynamic fashion. In the static way, the order of the variables is set from the start and is kept during the complete search procedure. This ordering does not guarantee to find a feasible solution because it is a permutation problem, deriving in an exponential growth in the number of variables. In the other hand, in the dynamic variable ordering, the order is constructed during the search, based on some criterion about the characteristics of the variables left to instantiate. With the dynamic ordering the search space is not as large as in the static ordering. It has been proved in many studies that dynamic ordering delivers better results than static ordering [5] . When working with dynamic ordering we can use heuristics to select the next variable to instantiate.
The aim of this paper is to explore a novel alternative on the usage of evolutionary approaches to generate hyperheuristics for the dynamic variable ordering in CSP.
A hyper-heuristic is used to define a high-level heuristic that controls low-level heuristics [3] . The hyper-heuristic should decide when and where to apply each single low-level heuristic, depending on the given problem state. The choice of low-level heuristics may depend on the features of the problem state, such as CPU time, expected number of solutions, values on the objective function, etcetera. Selecting a particular heuristic is dynamic, and depends on both the problem state produced by the previous heuristic applied and the search space to be explored in that point of time.
The investigation in this article, presents a method to generate a general hyper-heuristic intended to provide a way to order variables for a wide variety of instances of CSP, so they can be solved. The procedure learns the hyperheuristic by going through a training phase using instances with a variety of features. The generated hyper-heuristic is tested later with a collection of unseen examples providing acceptable results. The general method is based on a variable-length Genetic Algorithm, where the chromosome is conformed of a series of blocks, representing conditionaction rules.
The paper is organized as follows. Section 2 presents the variable ordering problem, the solution method proposed and its justification. This is followed by the experimental setup, the results, their analysis and discussion in section 3. Finally, in section 4 we include our conclusions and some ideas for future work.
SOLUTION APPROACH
In the literature one can see that Evolutionary Computation has been used in few CSP investigations [4, 14] . Recently, Terashima et al. used a combination between low level heuristics and a Genetic Algorithm for dynnamic variable ordering in CSP but did not incorporate the concept of hyper-heuristic [22] . More recently, Terashima et al. also used a GA based method to produce hyper-heuristics for the 2-D binpacking problem with encouraging results [23] .
Evolutionary Computation usually includes several types of evolutionary algorithms [24] : Genetic Algorithms [9, 13] , Evolutionary Strategies [18, 21] , and Evolutionary Programming [1, 6] . In this research we use a GA with variable length chromosomes, a resemblance of what is called a messy-GA [10] .
The variable ordering problem in CSP
In CSP, the variable ordering is relevant topic due to its impact in the cost of the solution search. As we mentioned before, there are two different ways to set this order: static and dynamic. This research focuses on the dynamic fashion, which uses heuristics to select the next variable. It has been empirically proved in previous studies that dynamic variable ordering is more efficient than the static approach [5] . Also, the literature is rich in heuristics designed for this task: Fail-First [12] , Saturation Degree [2] , Rho [8] , Kappa [8] and E(N) [8] , to mention some. However, none of these heuristics has been proved to be efficient in every instance of the problems.
Every time an instantiated variable is checked to verify if it does not violate any constraint is called a constraint check. Counting the constraint checks used to solve a specific instance is used in this work to compare the performance of the different heuristics and the general hyper-heuristic.
The Set of Heuristics Used
In CSP, the related heuristics refer to the way the next variable is selected and which value has to be used to instantiate that variable. In this investigation we focus on the first kind of heuristics, those related to the order in which variables are selected to be instantiated. Value ordering is beyond the scope of this research and it is left for future work. Some of the heuristics were taken from the literature and others were adapted. We chose the most representative heuristics in its type, considering their individual performance presented in related studies and also in an initial experimentation on a collection of benchmark problems.
The ordering heuristics used in this research are:
• Fail First (FF).-Also called Minimum Remaining Values (MRV), it selects the variable with the minimun number of available values in its domain. This heuristic decreases the branching factor associated to the search by selecting the variables that faster take to dead ends [12] .
• Modified Fail First (mFF).-It selects the variable involved in the maximum number of constraints. It is a modification of the Fail-First heuristic and they both provide different results when used in the instances.
• Saturation Degree (Bz).-This heuristic has been used mostly for graph coloring, but can be easily adapted to be useful in this research. It selects the variable that is involved in the maximum number of constraints from variables already instantiated [2] .
• Rho.-This heuristic was first used by Ian P. Gent [8] and it is based on the estimation of the solution density p, given by:
where a constraint c prohibits in average a fraction pc of possible assignments.
It selects the heuristic that maximizes the solution density of the resulting subproblem, that is, the variable with the most conflictive constraints. The resulting subproblem contains the larger amount of states which are solutions to the problem.
• E(N ).-This heuristic selects a variable such that the subproblem maximizes the expected number of solutions. This number is calculated as:
where dv represents the uniform domain size of variable v.
This heuristic also maximizes the solution density of the new subproblem. The selection criterion of the E(N ) heuristic is a combination of the Fail-First and Rho heuristics [8] .
• Kappa.-It selects the next variable such that the new subproblem minimizes the kappa factor, wich is calculated as follows:
The kappa factor indicates how restricted an instance is. With k 1 instances are low-constrained, and with k 1 are highly restricted, and very likely to have no solution [8] .
• Min-conflicts.-This is a very simple heuristic and it is based on the idea of selecting a variable that produces the subproblem that minimizes the number of conflicts in the variables left to instantiate. This heuristic was originally used for value ordering [15, 16] , however it was adapted to work for variable ordering.
Some of these heuristics are described also by Gent et al. [8] .
Combining Heuristics with the proposed GA
The concept of hyper-heuristic is motivated by the objective to provide a more general procedure for optimization [3] . Meta-heuristics methods usually solve problems by operating directly on the problem. Hyper-heuristics deal with the process to choose the right heuristic for solving the problem at hand. The aim is to discover a combination of simple heuristics that can perform well on a whole range of problems. For real applications, exhaustive methods are not a practical approach. The search space might be too large, or the number and types of constraints may generate a complex space of feasible solutions.
It is common to sacrifice quality of solutions by using quick and simple heuristics to solve problems. Many heuristics have been developed for specific problems. But, is there a single heuristic for a problem that solves all instances well? The immediate answer is no. Certain problems may contain features that would make a specific heuristic to work well, but those features may not be suitable for other heuristics. The idea with hyper-heuristics is to combine heuristics in such a way that a heuristic's strengths make up for the drawbacks of another.
The solution model used in this investigation carries features from previous work by Ross et al. [19] and Terashima et al. [23] , in which the main focus is to solve one dimensional and two dimensional bin-packing problems, respectively. In the research presented in this article, a GA with variablelength individuals is proposed to find a combination of single heuristics to order variables to solve efficiently a wide variety of instances of CSP.
The basic concept is that, given a problem state P , this is associated with the closest point in the chromosome which carries the ordering rules to be applied. This application will transform the problem to a new state P . The purpose is to solve a problem by constructing the answer, deciding on the heuristic to apply at each step. The current state P of the problem is a much-simplified representation of the actual state, and is described in more detail in section 2.3.1.
A chromosome in the messy GA represents a set of labelled points within this simplified problem state space; the label of any point is a heuristic. The chromosome therefore represents a complete recipe for solving a problem, using a simple algorithm: until the problem is solved, (a) determine the current problem state P , (b) find the nearest point to it, (c) apply the heursitic attached to the point, and (d) update the state. The GA is looking for the chromosome (representing a hyper-heuristic) which contains the rules that apply best to any intermediate state in the solving process of a given instance.
The instances are divided into two groups: the training and the testing set. The general procedure consists in solving first all instances in both sets with the single heuristics. This is carried out to keep the best solution that is later used also by the GA we propose. The next step is to let the GA work on the training set until termination criterion is met and a general hyper-heuristic is produced. All instances in both the testing and training sets are then solved with this general hyper-heuristic.
The complete process is presented in Figure 1 . 
Representation
Each chromosome is composed of a series of blocks. Each block j includes nine numbers. The first eight represent an instance of the problem state. The first number indicates the percentage of variables that remain to be instantiated (vj ). The second number represents the percentage of values left in all the domains (dj). The next four numbers are related to the tightness of constraints. For this, we defined a three category classification for constraints: large constraints are those that prohibit a fraction pc ≥ 0.55 of values between a pair of variables, medium constraints have a 0.45 ≤ pc < 0.55 and small constraints have a pc < 0.45. These values were obtained through previous experimentation. With these categories we defined that the third number represents the percentage of prohibited values considering all constraints (cj ), the fourth number indicates the percentaje of large constraints (lcj ), the fifth one shows the percentage of medium constraints (mcj), and the sixth number represents the percentage of small constraints (scj). The next two numbers represent the value of the rho (rj) and kappa (kj ) factors, respectively. The last number represents the variable ordering heuristic associated to the instance of the problem state. For a given problem state, the inital eight numbers would lie in a range between 0 and 1, so that the actual problem state is a point inside the unit eightdimensional space. Nevertheless, we allow the points defined in each block to lie outside the unit cube, so we redefined the range to be from −3 to 3. At each step, the algorithm applies the heuristic that is associated to the block that is closest to actual problem state. We measure the distance d between the problem state P and the instance inside each block j using the euclidean distance formula.
Genetic Operators
We dealt in this investigation with two crossover and three mutation operators. The first crossover operator is very similar to the normal two-point crossover. Since the number of blocks in each chromosome is variable, each parent selects the first and last block independently. However the points selected inside each corresponding block are the same for both parents. The blocks and poinst are chosen using a uniform distribution. The other crossover operator works at block level, and it is very similar to the normal one-point crossover. This operator exchanges 10% of blocks between parents, meaning that the first child obtains 90% of information form the first parent, and 10% from the second one.
The first mutation operator randomly generates a new block and adds it at the end of the chromosome; the second operator randomly selects and eliminates a block within the chromosome; and the last one randomly selects a block in the chromosome and a position inside that block to replace it with a new number between −3 and 3, generated with a normal distribution with mean 0.5 and truncated accordingly.
The Fitness Function
The most common criterion to mesure the efficiency of a search algorithm used to determine if a CSP instance has or does not have a solution is the count of the consistency checks made during the search. To calculate the quality of an individual there are two steps that must be done:
1. Every CSP instance in the sets is solved using each low level heuristic. The CSP instance solver combines backtracking and forward checking to solve the instances. The best heuristic result, for each specified instance i is stored (let us call it BHi). These results are prepared in advance of running the GA.
2. Each one of the problems assigned to the individual is solved using the coded hyper-heuristic. The best result of the low level heuristics (BHi) is divided by the number of consistency checks used during the search (HHi). Combining all together, the fitness function (F Fi) is computed as:
This evaluation guarantees that, when the general hyperheuristic produces better results, the fitness function will return a number greater than one.
The GA cycle consists of the following steps:
1. Generate initial population.
2. Assign five problems to each chromosome and get its fitness.
3. Apply selection (tournament), crossover and mutation operators to produce two children.
4. Assign five problems to each new child and get its fitness.
5. Replace the two worst individuals with the new offspring.
6. Assign a new problem to every individual in the new population and recompute fitness.
7. Repeat from step three until a termination criterion is reached.
To compute the fitness for each chromosome (at steps two and four of the above cycle), the distance between the solution obtained by that individual with respect to the best result given by the single heuristic (BHi) is measured. The fitness is a weighted average and it is given by:
where
is the fitness for individual m in the previous generation; mp m is the number of problems individual m has seen so far; F F (mi) is the fitness obtained by individual m for the each problem assigned to the hyper-heuristic and computed with equation 4. After each generation l, a new problem is assigned to each individual m in the population and its fitness is recomputed again by a weighted average as follows:
In both cases the evaluation is the result of both the past fitness and the current fitness. A very good performance for certain instances is not very significative if for most of the instances an individual has a low performance. In the other hand, if a hyper-heuristics behaves really good for most of the problems, a bad result for a single case does not affect negatively so much.
GA Parameter Set
After previous experimentation, the parameters for the GA used in this investigation were set as follows: population size, 20; number of generations, 100; crossover probability, 1.0; and mutation probability, 0.1.
EXPERIMENTS AND RESULTS
This section presents the experiments carried out during the investigation and the results obtained. The benchmark set is composed of randomly generated instances using the algorithm proposed by Prosser [17] . This algorithm generates CSP characterized by the 4-tuple < n, m, p1, p2 >, where n is the number of variables, m is the uniform domain size, p1 is the probability that a constraint exists between a pair of variables, and p2 as the tightness of constraints [17] . In this research, two criteria are used to modify the CSP instances used in the experiments. The first criterion is the size of the problem, which can be modified through the change of the number of variables (n) and the size of the uniform domain size (m). The second criterion is the tightness of the constraints, which is related to the value of p2. The collection includes 460 different instances: 230 for training and the same number for testing. Both the training and testing sets are composed by instances taken from the following two groups: • Group II. Instances with constant size and variable probability of conflict generation. These instances contain 10 variables with a uniform domain size of 10 and p1 of 0.5. They are divided into five subgroups of 10 instances each: D1 (p2 = 0.2), D2 (p2 = 0.4), D3 (p2 = 0.6), D4 (p2 = 0.8) and D5 (p2 = 1.0).
The training set was used to generate the general hyperheuristic shown in Table 1 , which represents the best individual in the last generation of the training process from our best run. It includes 9 rules indicating the different problem states and the associated heuristic to be applied. In the resulting hyper-heuristic, we can observe that despite the same single heuristic appears more than once in the action part, the conditions for applying it are quite different. Aiming at testing the model effectiveness, three kinds of experiments were carried out.
Experiment Type I
In this experiment we test the general hyper-heuristic with a specific subset of instances from both the training and the testing set. The number of variables (n) was set to the values 10, 15 and 20. All the other parameters were constant and set as follows: m = 10, p1 =0.5 and p2 =0.5. This experiment used instances from group I (A1, B1 and C1).
Next, we solved independently both the instances in the training and testing set using the general hyper-heuristic from Table 1 . Results are compared against those generated by the best result from the low level heuristics. Table 2 sumarizes the results from this experiment and clasifies them in three main categories:
1. When the hyper-heuristic makes less consistency checks than the best result obtained from the use of the low level heuristics for certain instance.
2. When the hyper-heuristic makes the same consistency checks than the best result from the the use of the low level heuristics for certain instance. A difference of ±3% is considered as if both approaches use the same amount of consistency checks.
3. When the hyper-heuristic makes the more consistency checks than the best result from the the use of the low level heuristics for certain instance.
It is interesting to see, if we focus in the results obtained by the hyper-heuristic, that 60% of problems in the training set were solved with no extra consistency checks or even with a little reduction compared with the best result from the low level heuristics. In 16.67% of problems, the hyper-heuristic obtained solutions with a number of consistency checks between 3 and 15% more than the best heuristic. Finally, in a 23.33% of the instances the hyper-heuristic required more than 15% of consistency checks than the best heuristic. It is important to emphasize that the best single heuristic is not always the same for all instances. For the testing set, whose instances were not seen before by the hyper-heuristic, results show that the hyper-heuristic has a good performance in 51.67% problems, using the same amount of consistency checks than the best heuristic, more than 3% but lower than 15% in 8.33% of problems and more than 15% in 40% of the instances.
The results obtained from the experiment type I, when using the general hyper-heuristic to solve the training set, are shown in Figure 2 . It is also included the average consistency check from all the low level heuristics. We can observe in both figures that, in general, the hyperheuristic behaves well when is compared against the best result from the low level heuristics. In some cases, the general hyper-heuristic reduces the number of consistency checks needed to solve the problem using the best heuristic.
We present the number of consistency checks expressed as a logarithm, as presented by Prosser [17] . If we compare the results with the average of the low level heuristics, we can clearly identify that the hyper-heuristic is better for almost all cases. This difference in the performance exists because, as we mentioned before, there is not a low level heuristic good for all instances. Furthermore, in some cases a heuristic requires too many consistency checks and increments the average value.
Experiment Type II
For this experiment we tested the general hyper-heuristic with another subset of instances chosen from both the training and the testing set. This problems are harder to solve than those presented in the experiment type I. The uniform domain size (m) was set to the values 10, 15 and 20. All the other parameters were constant and set as follows: n = 15, p1 =0.5 and p2 =0.5. This experiment used the group I instances (B1, B2 and B3).
For this second experiment, the results show that the hyper-heuristic has a competitive performance, but is far from representing a drastic reduction in the number of consistency checks needed to solve the instances. For the training set, about the 42% of all the instances were solved with the same performance with both the best low level heuristic and the general hyper-heuristic. For the 37% of the instances, the results are less encouraging, because the require more than 15% of consistency checks to solve the problems. In the Testing set the results are similar to those in the training set. A 32% of the instances is solved with the same number of consistency checks (or with a worthless difference). Again, almost half of the instances required more than 15% consistency checks to be solved when using the general hyper-heuristic. These results are summarized in Table 3 . If we compare the performance of the best result of the low level heuristics, the general hyper-heuristic and the average of the low level heuristics, we can observe that the approach exhibits a competitive behavior in most of the cases. However, in the cases where the hyper-heuristic reduces the number of consistency checks, does not represent a reduction greater than 3%. Figure 4 shows the results of experiment I for the training set. Figure 5 shows the results from experiment type II for the testing set.
In these figures we observe a similar behavior than in experiment I. When compared to the average number of consistency checks, the general hyper-heuristic proves to be a good approach to solve this kind of problems. At about 95% of all the instances in the training and testing set are solved with a smaller number of consistency checks than the average of the low level heuristics, representing a reduction greater than 15% in all cases.
Experiment Type III
For this last experiment, the number of variables and the In these plots is clear that, when a problem is either underconstrained or overconstrained is fast to find the solution or to determine that there is not any. For values of p2 smaller than 0.6 and greater than 0.8 we observe that both the best low level heuristic and the general hyper-heuristic have the same performance. For values of 0.6 ≤ p2 ≤ 0.8 there are differences that can be observed in the figures. In most of the cases the best result from the low level heuristics requieres less consistency checks than the general hyperheuristic, but for some instances the hyper-heuristic reduces the number used by the best heuristic. If we compare the general hyper-heuristic against the average of consistency checks of low level heuristics, the results are outstanding, because the hyper-heuristic is never worse than the average of the low level heuristics.
The detailed results from experiment III are presented in Table 4 . 
Analysis on the hyper-heuristics produced
Looking at the results, it is clear in certain cases, that the method to form hyper-heuristics, and the hyper-heuristics themselves are not efficient yet, at least with respect to the number of consistency checks used for each instance if compared against the best result from all the single heuristics. The GA-based procedure has found hyper-heuristics composed of a set of rules which associate the problem state to a combination of variable ordering heuristics. However, it is important to get a better feeling of the real advantages or the proposed approach, and the practical implications of using it. For example, regarding the computational cost for delivering solutions by our approach, it is slightly higher than the time used by the simple heuristics which run in just few seconds. When comparing the hyper-heuristics versus the best result from the single low level heuristics the behavior is less efficient for several cases. However, we must recall that the best result was not always produced by the same heuristic, and in real cases there is no way to know that one heuristic is good for every instance of the problems. There are certain characteristics that make one heuristic more suitable than another.
When comparing the hyper-heuristic against the consistency checks average used by all the low heuristics the results are encouraging. For every instance in the training set the hyper-heuristic requieres less consistency checks than the average from the low level heuristics. When applying it to the testing set the results are similar: a 0.02% of the instances were solved using more consistency checks than the average from low level heuristics. Compared to the average, the hyper-heuristic is capable of reducing in many cases more than the 15% of the consistency checks used by the average of the single heuristics.
Results also confirm the aim behind hyper-heuristics that by exploiting the problem-specific features by means of choosing a set of heuristics which best adapt to that, a better performance can be achieved.
We finally compare the best three individuals of the last generation for all runs performed. This is, three different hyper-heuristics generated by our solution model. The results presented in figure 8 show that these heuristics have a similar behavior for many instances, but there are differences that make the general hyper-heuristic (HH 1) the best option to solve a wide range of CSP instances. Table 5 presents a comparison between the percentage of reduction or increment of consistency checks used by these three hyper-heuristics and the best result from the low level heuristics. Even when HH3 is capable of reducing in 1.67% the number of constraint checks used by the best low level heuristic, it presents a very poor behavior for most of the instances. HH2 has also a less efective performance than HH1. From these last results we can observe that HH1 is the best hyperheuristic from the three options.
CONCLUSIONS AND FUTURE WORK
This document has described experimental results in a model based on a variable-length GA which evolves combinations of condition-action rules representing problem states and associated selection heuristics for the dinamic variable ordering problem in CSP. These combinations are called hyper-heuristics. Overall, the scheme identifies efficiently general hyper-heuristics after going through a learning procedure with training and testing phases. When applied to unseen examples, those hyper-heuristics solve many of the problems very efficiently, in a few cases a better than the best single heuristic for each instance.
Ideas for future work involve extending the proposed strategy to solve problems including heuristics for value ordering and include another algorithms for the CSP solving module, etcetera. It would be also interesting to work the approach for including not uniform domain size for every variable.
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