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Summary
Object detection for collision avoidance is a fundamental technique for the
future autonomous vehicle. Over the past years, the passive vision-based, or active
radar-based and fused radar plus vision based object detection systems had a rapid
growth. Recently, the LiDAR and vision based fusion system has started to attract
the research communities because LiDAR has an excellent resolution compared to
radar. It provides the 3D geometry information of the environment. Currently, the
LiDAR and vision based fusion system used the traditional hand-crafted features
such as LBP, Harris, HoG, edge features or optical flow by combining with Support
Vector Machine (SVM) or Hidden Markov model (HMM) to detect the objects from
the images while use LiDAR to verify the results. On the other hand, the deep
learning based methods o↵er superior performance to the traditional hand-crafted
features algorithms on the ImageNet Large Scale Visual Recognition Challenge.
However, the deep learning based method still exists the problems in classical
methods such as generalization or loss accuracy under uncontrolled environments.
To support future autonomous driving with more safety, we proposed a system
with LiDAR and deep neural networks for supporting object detection in road
safety application. The proposed system used the light beams to guarantee the
driving safety areas. It also uses LiDAR and convoluted features to enhance the
vii
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object detection. Furthermore, the proposed system has the ability to update the
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1.1 Background and Motivation
Since Nicolas-Joseph introduced the first steam-powered automobile in 1968,
the automotive industry has seen tremendous changed. Nowadays, hundreds of
millions vehicles are producted by the auto industry yearly [1, 2]. Unfortunately,
the increasing number of vehicles causes remarkable problems, such as the cost of
the vehicles, fuel, infrastructure, increasing in auto-mobile accidents, environmental
pollution. It also raises the challenge of increasing the mobile e ciency regarding
energy, time, and other resources.
Autonomous vehicle technicalities together with intelligent transport system
are recognized as the best solution to these problems. It is not only increasing
the mobile e ciency but also reducing the environmental pollution and improv-
ing the road safety. The autonomous vehicle emerged 20 years ago. For exam-
ple, the California PATH project (1986-ongoing), the NAVLAB project (1986-
ongoing), (Thorpe 1990), the PROMETHEUS project (1987–1995), the U.S. DOT
1
CHAPTER 1. Introduction
National Automated Highway System Research Program (NAHS) (1994–1997),
DARPA Grand Challenge (2004-2007), and the Grand Cooperative Driving Chal-
lenge 2011. The most nominated impressive works were done by Google, VisLab,
and the collaboration between Daimler AG and KIT/ FZI automated [3][4]. The
Google self-driving cars use a high-resolution map together with high-performance
onboard perception system to guide the vehicles from one place to another. The
perception system of Google self-driving cars contains Velodyne HDL-64 high def-
inition LiDAR, cameras, and radars to provide an adequate level of safety.
Perception system is an essential part of the autonomous vehicle. By using Li-
DAR, radar, camera, and GPS/INS(Inertial navigation system)[5][6], the modern
perception algorithms allow the vehicles to sense the environment. These include
vehicle state estimation, ego-motion compensation, road, lane, intersection, and
obstacles detection (pedestrians, bicyclists, vehicles, etc.) together with discover-
ing the details of the objects. LiDAR is an active sensor. It uses the time-of-flight
technique to measure the distance of the obstacles with 600 -1000nm laser. Usu-
ally, it uses the rolling shutter to acquire the sparse imaging of the surrounding
environment with 360 degrees of field-of-view. The Radar sensor shares the same
principle of LiDAR. However, the radar has an even lesser resolution and field-of-
view. Consequently, it is much noisier than LiDAR. Most importantly, the radar
sensor can detect the speed of the moving objects by the Doppler e↵ect and it also
works in di↵erent weather and illumination conditions. Unlike LiDAR and radar, a
camera is a passive sensor. It captures the light reflection of the objects and forms
of the images. Compared with LiDAR and radar, the camera has a better resolu-
tion and acquisition speed under similar cost conditions. However, it is unstable
under various lumens. Due to the limitation of the sensors, while di↵erent sensors
2
CHAPTER 1. Introduction
have di↵erent properties, we could not rely on one particular sensor for automotive
grade safety. Accordingly, a sensor fusion system was introduced in 1996 [7]. It
integrates a millimeter wave Radar with a range of approximately 200 meters and
a camera for autonomous on-road navigation. Furthermore, a review of the related
works on the perception system which combines radar, LiDAR, and camera can be
found in [8, 9].
For object detection, vehicle detection in our case, there exist various method-
ologies. The major reported methods in the literature using two steps. One is
generating the hypothesis location of detected objects. The next step is verifying
the presence of the objects and removing the false hypothesis [10]. For generating
the pure vision based hypothesis, there mainly exist three branches. The first is
dense feature extraction. It uses the sliding window, while the hypothesis objects
are examined in every sliding window with multi-scale and various aspect ratio.
In the result, the search windows for every image can be up to 107 windows per
image. Those are notably increasing the computation. The alternative methods
are generating object proposals by grouping methods or window scoring methods
[11] such as SelectiveSearch, RandomizedPrim’s, Rantalankila, Chang, Objectness,
Rahtu etc. Detection proposals generate the top performing object detectors for
PASCAL [12] and ImageNet [13]. The new object detection systems use the neural
network and frame the object detection as a regression problem which achieves the
best result on the dataset. But they still lack guaranty on the result for automo-
tive usage. Figures 1.1 depicts an image based object detection result on KITTI
dataset [14] with state-of-the-art GoogLeNet[15]. From the pictures, we can see
that the algorithm even misses the cars in the near front. Those may lead to fatal
accidents or unnecessary alarms. There also exist the methods which use the active
3
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sensors or stereo vision to generate depth information as 3D space, for example,
[16, 17] use stereo cameras to generate the hypothesis and archive the verification
by LiDAR.
(a) Lack of samples in the training
(b) Bad illumination
Fig. 1.1: False cases for vision based approach
1.2 Contributions
Our framework is di↵erent in the following ways. Firstly, in this work, we
proposed a LiDAR and vision mixed object detection algorithm which combines
with our proposal generation method together with modern deep convolution neural
network techniques for automotive applications. Furthermore, we also proposed
a state-of-the-art framework for neural network updating with LiDAR proposals
an unknown objects and sending the unknown objects to the sever for manually
4
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labelling and fine-turning on the CNN model.
1.3 Thesis Organization
This section provides an overview of the thesis content, and we will present
the details throughout the remaining chapters. Chapter 2 presents the background
and previous researches related to our topic in this thesis. We review the recent de-
velopments of sensors and methods in the field of object detection for autonomous
vehicles. Chapter 3 introduces the hardware setup and the software architecture.
and with two subsequent sections dig deeper into our framework with a compre-
hensive discussion of free space detection, object proposal generating, and object
detection system. Chapter 4 presents the experiment results, demo, and our final
results with a short discussion. Chapter 5 concludes the thesis and points out the
direction of potential future improvements.
5
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Background and Related Work
This literature review first discusses past work related to Autonomous Vehicle
Research (Section 2.1), sensors characteristics, and then jumps into the object
detection background (Section 2.2).
6
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2.1 Autonomous Vehicle Research
Fig. 2.1: Shakey robot
The first attempts to build the autonomous mobile robots or unmanned ve-
hicles were made in the late 1960s. A group of researchers from the Artificial
Intelligence Center of Stanford Research Institute built the Shakey Robot Figure
2.1 under the fund supported by the Defense Advanced Research Projects Agency
(DARPA) of the United States [18]. Shakey contains two stepping motors, televi-
sion cameras, optical range-finder, bump detector, radio link and a control board,
and it can analyze commands and break them down into basic chunks and finish
7
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the limit navigation and exploration tasks. Shakey generated a great impact in field
robotics and artificial intelligence. Several notable results include the A* search
algorithm which is wildly used to compute the e ciently traversable path between
points for pathfinding and graph traversal; the Hough transform to extraction the
lines; and the visibility graph method for finding closed paths between obstacles in
the plane.
Fig. 2.2: CMU Sandstorm
Fig. 2.3: Stanford Tango
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Fig. 2.4: CMU BOSS
The autonomous vehicle research started since 1980 [1, 5], when the Carnegie
Mellon University (CMU, Pittsburgh, PA) built its Navlab vehicles with sensors,
planning and control components which can be operated in structured environ-
ments. Later on in 1986, the University of California, Berkeley, founded the Cal-
ifornia Partners for Advanced Transportation Technology (PATH) research and
development program in collaboration with the California Department of Trans-
portation (Caltrans), administered by the university’s Institute of Transportation
Studies (ITS). The California PATH program is a multi-disciplinary program with
sta↵, faculty, and students from universities worldwide, and It has cooperative
projects with private industry, state and local agencies, as well as non-profit in-
stitutions. A driverless cars programme was established in Europe, as the Eureka
PROMETHEUS Project (PROgraMme for a European Tra c of Highest E ciency
and Unprecedented Safety), in 1987. Finally, UniBw Munich and Daimler-Benz
demonstrated autonomous driving that can track both lane markings and other
vehicles with speeds up to 130 km/h. The system decided when to change between
9
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lanes by itself while being monitored by the human. The DARPA programmes
boosted the whole industry, while DARPA organized the first Grand Challenge
for autonomous o↵-road ground vehicles on March 13, 2004. The vehicles need to
navigate a range of 175 miles through a desert defined by a dense series of some
2000 way points avoiding static obstacles. None of the autonomous vehicles fin-
ished the route. The farthest distance was made by Red Team and car Sandstorm
2.2 which were from the Carnegie Mellon University with the score of 11.78 km.
The second competition of the DARPA Grand Challenge changed the goal to a
course defined by some 3000-way points over 150 miles through the desert with
three narrow tunnels and negotiated more than 100 sharp left and right turns.
This time, five vehicles completed the whole task. The racing team from Stanford
took the first place. The third competition of the DARPA Grand Challenge was
held on November 3, 2007. Unlike the previous challenges, this one involved 96
km of urban area with other tra c and had to be completed in less than 6 hours
without breaking tra c regulations. The vehicle BOSS 2.4 from Carnegie Mellon
University took the first place.
10
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Fig. 2.5: Past and potential future evolution towards automated cooperative driving
Today’s autonomous vehicles are divided into two camps. One is from the tra-
ditional vehicle vendors such as Bosch, Benz, BMW, Nissan, Daimler, etc. They
are following the road map of Advanced Driver Assistance Systems (ADAS) in
Figure 2.5. The involution started from Anti-lock Braking System (ABS), which
was invented by Bosch in 1978. In consequence, there was the Traction Control
System and the Electronic Stability Control(ESC) for road safety. With the de-
velopment of the emergent sensor technologies such as Radar, Camera, LiDAR
and GPS, the vendors are starting to build the advanced driver assistance sys-
tems for safety and better driving, which avoid collisions and accidents by alerting
the driver to potential problems, or implementing safeguards and taking over con-
trol of the vehicle. The commercial products include Parking Assistance Systems
(PAS), Adaptive Cruise Control (ACC), Lane Departure Warning (LDW), Traf-
fic Jam Assistance, and Collision Avoidance System. The ultimate goal of ADAS
is to evolve to full autonomous drive. On the other hand, the new emergent IT
11
CHAPTER 2. Background and Related Work
companies such as Google, Baidu, and Nvidia tend to develop a fully autonomous
driving system which automatically drives in all conceivable situations, at a safety
level significantly superior to a human driver, and in cooperation with other tra c
participants.
Fig. 2.6: Bertha Benz
Fig. 2.7: Sensors on Bertha Benz
The notable autonomous vehicles are Bertha Benz [19] (Figure 2.7) and Google
Car [20, 21] (Figure 2.8). Bertha Benz integrated closed to market sensors like
12
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one stereo vision system, front and back forward cameras, long and short range
radar sensors with complete 360-degree coverage in day and night, GPS, etc. An
onboard computer with FPGA helps in perception, mapping, map relative local-
ization, motion planning, and control. Finally, the Bertha Benz’s intelligent drive
system completed the Bertha Benz Memorial Route under fully autonomous mode
in August 2013. The Bertha Benz Memorial Route is 100 km from Mannheim to
Pforzheim, Germany, under a variety of challenging tra c scenarios, which include
intersections with and without tra c lights, roundabouts, and narrow passages
with oncoming tra c and oncoming vehicles, bicycles, pedestrians and trams.
Fig. 2.8: Google driverless car
Google kick-started the autonomous vehicle project in 2008. The new model
of their prototype vehicle integrated LiDAR, Radar, cameras, GPS, etc. However
unlike other designs, they use an expensive, $75,000 to $85,000 each, high-definition
LiDAR sensor for accurate objects detection and self-localization combined with a
high accuracy map. Velodyne produces the LiDAR sensor. The LiDAR sensor uses
13
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a 64 beams laser to measure the 3D world in 1.3 million voxels per second. By the
end of March 2016, Google car had accumulated a total 2,411,142 km of test driving
in autonomous mode. Now, the National Highway Tra c Safety Administration
said it would consider Google’s self-driving system a driver.
The major electronic perception sensors on the autonomous vehicle are LIDAR
(Light Detection and Ranging) sensors, cameras, radars and other types of sensors
such as ultrasonic (US) sensors, contact sensors, etc [22].
2.1.1 LiDAR
(a) Velodyne HDL-64 (b) Visualize the point cloud
Fig. 2.9: Velodyne and point cloud
As an active sensor, LiDAR directly sends out invisible light waves (typically
around 900 nm wavelength) and measures the reflection from the obstacles on the
time of flight way. A LiDAR sensor normally has long range which can be up to
80m. One popular type is the Velodyne HDL-64(a). That model’s range can go
up to 120 meters for cars and foliage( 0.80 reflectivities). It has 64 beams, Laser(4
groups in the surround), and detectors(2 groups in the middle) pairs, with a 360-
degree field of view and a 0.09-degree angular resolution in azimuth, while 26.8
14
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degrees in vertical. LiDAR can detect 5 to 20 frames per second. One scanning
generates a 3D point cloud, and it gives out the external surround surface by X,
Y, and Z in a three-dimensional coordinate system(b).
2.1.2 Radar
Fig. 2.10: Radar imaging
Radar was broadly used in the transitional automotive for Automatic Braking
or Adaptive Cruise Control and Collision Avoidance System. Radar is also an
active sensor with the operating frequency on 24GHz or 77GHz. Due to the higher
wavelength, It has the advantage of working in di↵erent weather conditions such as
rain, snow, frog, etc. Radar has a significant advantage given that it can determine
the relative speed of the objects by the Doppler e↵ect. But unfortunately, radar is
a lower resolution by compared with LiDAR. Usually, radar only gives 2D obstacle
image from the surrounding environment. Radar has a long range (up to 250m)
detection distance under narrow FOV as (Figure2.10).
15
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2.1.3 Camera
Fig. 2.11: Camera imaging
The camera is the passive sensor. It contains lens and an image sensor as
shown in Figure 2.11. The Lens is an optical device used to converge the light
photon from the environment and form the picture in the image sensor. The
image sensor receives the photons and transforms them into electronic signals on
a 2D focus plane to form the digital image. In comparison with other sensors,
the camera is a high-resolution device. Now the resolution of the camera can be
up to 4K (4096 x 2160 ) on the autonomous vehicle. There are two particular
challenges in the use of the camera on the autonomous vehicle. The first one is
its sensitivity. It determines the image quality under the low intensity of light.
Another one is dynamic range. It describes the largest and smallest values of the
measurable light intensities. High dynamic range camera works well under partial
highlight and partial dark area conditions. Low-quality camera forms an unclear
image, while it is a challenge to retrieve the information on that image for the
16
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autonomous vehicle. The excellent camera for automotive should achieve 120 dB
in dynamic range (while regular camera o↵ers around 80 dB). For night vision,
there also exists infra-red (IR) camera. It receives the electromagnetic radiation
under invisible light at 700 nanometres to 1 mm. Typically, the camera has the
capability for near-IR, and it is possible to illuminate the objects by external IR
source. For the far-IR camera, it measures the radiation emitted by the objects.
2.1.4 Ultrasonic Sensor
The Ultrasonic sensor is also an active sensor. It works between 20Hz and
20kHz with a speed of 340m/s. Typically, the Ultrasonic sensors are used to detect
the near object close to 2 meters. Due to fact that it is cheaper in price and
analogous to radar, Ultrasonic sensor is widely used in car parking application.
Based on our discussion, we can see that no one technology is perfect at this
moment. The detailed comparison is depicted in Table 2.1 below.
Table 2.1: Comparison of main technologies for environmental perception
Criteria LIDAR Radar Camera Ultrasonic
Very short range (0 - 1m) detection Poor Only for short range radar Ok Very good
Short range (1-30 m) detection Very good Very good Good Poor
Long range (30-100+m) detection Medium Very good Poor No
Angle <10 Very good Good Good Poor
Angular resolution Very good Good Good Poor
Velocity measurement No Yes No No
Operation in adverse weather conditions Poor Very good Poor Good
Operation at night Very good Very good Limited Very good
2.2 Object Detection
Object detection is considered the most important function in autonomous
vehicle research. In order to move around in the world, the vehicle needs to un-
17
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derstand the environment which is a combination of various objects, such as ve-
hicles, pedestrians, road signs, etc. On the autonomous vehicle, there exist two
primary methods of detecting the objects [23]. One is to use the active sensors
such as radar-based(i.e. millimetre-wave), laser-based (i.e., LiDAR) and acoustic-
based(i.e., Sonar) to transmit the signal into the atmosphere to probe the world.
From the reflection signal in the receiver, we can sense the objects with 3D local-
ization and textural information. This is due to the technology limitation of active
sensors. Currently, the active sensors usually cannot provide the rich texture in-
formation; they cannot even detect a certain object in some situations (i.e., no
reflection). On the other hand, the passive sensors such as camera, which forms
the image of the world from a perspective transform in 3D space, lacks in depth
information. Even with multiple cameras which can generate the 3D environment,
It still cannot ensure the accuracy of results. Nowadays, it is still a great challenge
to detect the object and understand the world due to viewpoint variation, illumi-
nation changing, the scale of the particular image, object deformation, occlusion
by other objects, background clutter, intra-class variation, etc.
Current object detection algorithm pipeline comprises two stages: extracting
the object candidates and classifying the candidates. The essence of extracting
the object candidates is to transform the raw data from point level to object level
while getting a list of hypothesized objects, thereby reducing the search space and
computation cost. In the second stage, it tests hypothesized windows intensively
to generate the detailed class of that object with feature-based methods such as
Histograms of oriented gradients (HOG) [24], Scale Invariant Feature Transform
(SIFT), Deformable Part Models (DPM) [25], Support Vector Machine (SVM)[26]
or end-to-end based methods for example CNN [27, 28]. The two typical object
18
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detection systems are LiDAR-based and camera-based.
2.2.1 LiDAR Based Object Detection
LiDAR-based 3D object perception can be found in [29, 30]. The system com-
bines segmentation and classification steps. In the DARPA Urban Challenge, the
segmentation was done by generating 212D occupancy grids with L shapes. The
classification was implemented by strict rules. In the same period, Lalonde et al.
[31] used the Gaussian mixture model (GMM) to learn a parametric model with
Expectation and Maximization (EM) algorithm on a hand-labeled data set. The
saliency feature was automatically learned. It also showed the good performance
in real-time. Recently [32, 33], a local ground plane remover and connected com-
ponent clustering were used to generate the clustering groups. In the classification
step, the clusters are analyzed, and the features are proposed based on boundary
point estimation, surface normals, curvatures, moment invariants, principal cur-
vatures, NARF descriptors, RIFT, RSD, VFH, SIFT on intensity data, PFH and
FPFH descriptors, spin images, integral images, etc. Finally, by training the fea-
tures with support vector machine (SVM) or other classification algorithms with
hand-labeled data, the clusters can be recognized as objects such as vehicles and
pedestrians. Nevertheless, LiDAR lacks semantic information such as the textures.
It cannot distinguish the objects well. Thus those methods are useful to generate
segmentation objects without predefined classes or object models. For example, it
can detect vehicles (sometimes it cannot di↵erentiate the car from the wall), but
it is hardly able to recognize humans, bicycles and poles.
19
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Localization Features extraction Classification
Fig. 2.12: Transitional object recognition system
2.2.2 Camera Based Object Recognition
Recognition of objects from a camera constitutes an important part of intel-
ligent systems [34]. The camera based intelligent systems are applied in many
areas such as factory and o ce automation. The systems include optical character
recognition systems, assembly-line industrial inspection systems, defect identifica-
tion systems, medical imaging systems, defense and biometrics systems. Modern
computer vision has started since the early 1960s. The earliest tasks for detecting
recognition were character recognition in the o ce automation system. Simulta-
neously, the systematic work was the machine vision entered into the work of the
automatic assembly of semiconductor devices due to its being superior in reliability
and e ciency with human workers.
The transitional camera based object detection system in Figure 2.12 combines
three stages: localization, feature extraction, and classification. First of all, we
localize an interested region which has contagions with the object in the binary
image. It is also a challenging task for the object can appear at any place in the
image with a variance in sizes and ratio. The most successful approach used the
well known ”sliding window” approach in which a window with various sizes and
ratio slid over every candidate location. The search space is very huge, normally
106 to 107 windows per image. As the classifier will go though all the windows
for classifying the object labels, it requires a lot of computation at the same time.
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At the second stage, the features will be extracted from the candidate window to
remove the position, lighting, scale, rotation variances via Scale Invariant Feature
Transform (SIFT) [35], Histograms of Oriented Gradients (HOG) [24], Local Binary
Patterns(LBP) [36] and etc. In the final stage, a classifier accepts those features
and produces a class label with a probability for that label.
In recent years, Deep Neural Network (DNN) [37] made huge progress in the
accuracy on the benchmark datasets [12, 14, 38]. It priors with the traditional
feature-based algorithms due to the fact that neural networks are data driven self-
adaptive algorithms which do not need prior knowledge of the data or underlying
properties. It can also approximate any function with arbitrary accuracy. Further-
more, neural networks can estimate the posterior probabilities. Currently, the top
performance object detector methods are based on detection proposals [11] under
the assumption that all objects share common visual properties that distinguish
them from the background. The pipeline for object recognition is reduced to two
stages: detection proposal and DNN based classification.
The detection proposal is in spirit from the interest points detectors which are
focusing on the salient and distinctive locations in the image while significantly
reducing the computation for the subsequent tasks. Two general object proposal
approaches exist: grouping methods and window scoring methods.
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Fig. 2.13: SelectiveSearch workflow
The grouping proposal methods generate multiple segments that likely corre-
spond to objects(possibly overlapping). In order to increase the high recall, most
methods use hierarchical scales or over-segmentation and randomizing merge. The
well-known method in this category is the SelectiveSearch [39]. The Selective Search
algorithm is illustrated in Figure 2.13. Given an image (a), the algorithm aims to
find its objects for which the ground truth shows in (b). To achieve the target,
it first over segments the images to a set of small regions that do not spread over
multiple objects. From those initial regions, it greedy iteratively groups the most
similar regions together and calculates the similarities between the new region and
its neighbours. The entire algorithm is stopped when the whole image becomes
a single region. From those regions, we propose the object location with tight
bounding boxes around those segments. The similarity between region a and b is
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defined as
S(a, b) = Ssize(a, b) + Stexture(a, b) (2.1)
Which is in the range of [0,1]. The Ssize is the fraction that a and b jointly occupy,
and the Stexture is defined by the histogram intersection between SIFT-like textural
measurements.
Fig. 2.14: EdgeBoxes workflow
The alternate window scoring approach for generating the detection proposals
is to score the objectness in the candidate windows. EdgeBoxes [40] is the famous
one in this category. The EdgeBoxes algorithm in Figure 2.14 initially computes
the edge response by the Structured Edge detector [41] (second row) for every pixel.
It performs Non-Maximal Suppression (NMS) orthogonal to find the edge peaks for
a spare edge map with each pixel p having an edge magnitude mp and orientation
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✓p. Then, a simple greedy algorithm is used to form edge groups (third row) with
combining the 8-connected edges until the sum of their orientation di↵erences is
above a threshold (⇡/2). From edge groups si 2 S, it computes the a nity a(si, sj)
using
a(si, sj) = | cos(✓i   ✓ij) cos(✓j   ✓ij)|  (2.2)
Where xi and xj is the mean position of edge groups si and sj and ✓i and ✓j is
the mean orientations of edge groups si and sj. ✓ij is the angle between xi and
xj. Normally,   = 2 is used in practice. While if two edge groups are separated
by more than 2 pixels, their a nity is set to zero. Finally, the algorithm uses
sliding windows to search over position, scale and aspect ratio. After the sliding
windows are performed, all bounding boxes are filtered by a score hinb and refined
with Non-Maximal Suppression (NMS) to generate the detection proposals.

















Where T is an ordered path of edge groups with a length of |T | from t1 2 Sb
to t|T | = si. If no such path existswb(si) = 1. bw and bh are the box’s width and
height. k is used to o↵set the bias of larger windows which have more edges on
average. normally k is 1.5.
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After the detection proposals generated, the proposal windows are passed to
a DNN classifier. The DNN classifier contains: convolutional layer, activation
functions, pooling layer, full connect layer and methods of regularization. The
convolutional layer reduces the number of parameters for fully connected Layer,
while in the lower layer is divided into many ”Receptive Fields” and each neu-
ron of the upper layer connects to the small region of the lower layer by con-
voluted with those receptive fields. After the feature of a higher layer map has
been generated, biologically inspired non-linear activation functions are used to
map the input to output. The most often used non-linear activation functions are
sigmoidf(x) = (1 + e x) 1, tanh function and Max out. Recently, the Rectified
Linear Units (ReLUs) f(x) = max(0, x) shows great performance on training. The
spatial pooling is added to the beginning of every convolutional layer, which helps
to remove irrelevant details and achieve the invariance on image transformations
along with robustness to noise and clutter. The commonly used pooling methods
are max pooling, average pooling, and stochastic pooling. Finally, after several
convolutional and max-pooling layers, the high-level classifier is done by a fully
connect layer. Every neuron in the output takes all the neurons in the previous
layer. To train the network, regularization is used. The regularization function











(yn   an)2 (2.6)




Where E(W) is average mean squared error for parameters W. E˜(W ) is the
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modified error with the penalty term. yn are the labels and an are the predicted
labels, N is the total number of instances,   is the regularization coe cient.
Nowadays, the end-to-end learning-based methods are emergent into this area.
Instead of using detection proposal, it forms the object detection as a regression
problem to predict the bounding box and class probability directly from the full
images [42–44]. The algorithm such as multi-scale convolution MultiBox [42] won
the ILSVRC 2014 detection challenge with 0.5 mAP for a single model and 0.52




In this Chapter, we will describe in detail on our proposed LiDAR camera
fusion system for automotive grade application.
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3.1 Software Architecture
Fig. 3.1: System architecture
We unified the LiDAR and deep neural network into a single framework for ob-
ject detection, while our system (Figure 3.1) uses the cues from both LiDAR(active)
and Image(passive) to detect the objects. The LiDAR gives out the environment
information such as the collision distances to the obstacles while the image gives
the texture information for object types guessed with the “objectness” results [42].
In the left part, the algorithm uses the point cloud generated by LiDAR to detect
the free space in the first stage by calculating the light beams. The free space
outlines the road surface information while this can avoid tra c accident such that
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it works even when the obstacle detection fails. Consequently, the object proposal
stage generates the object proposal regions from LiDAR for final evaluation. In
the right side, the synchronized image from the camera is entirely passed into the
inception deep neural network to form the convolution features. Later, the convo-
lution features are used to generate the bounding boxes with confidence and class
probability. Eventually, all the information from the LiDAR and image are fused
together to form the final detection results. The unknown objects are marked and
sent back to the cloud in the fleet management center for manual checking and
labelling. The neural network is retrained on the cloud and updated to the vehicle
on the fly. The new system can detect current unknown objects in the next time
after neural network updating.
In Section 3.2 and 3.3 that follow, we will describe our framework in details.
Section 3.2 explains the proposal generated from LiDAR. In Section 3.3, we will
explain the object detection from image side and how the sensor fusion works in
the final stage.
3.2 LiDAR Based Proposal
3.2.1 Introduction
To generate the object proposals from the LiDAR, we need to remove the
ground plane which ensures we get isolated obstacle point clusters. Following
that, we will apply a hierarchical segmentation to isolate the obstacle point cloud.
Ultimately, we will obtain a list of individual clusters which will be used to generate
the object proposals. In order to distinguish the traversable free space and the
obstacles, it requires that the autonomous vehicle can establish the 3D ground
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surface in the front of the car. In this Section, we will describe the implementation
of free space detection and object proposals.
3.2.2 Free Space and Obstacles
Free space is the travelable space for the vehicles from the ego-vehicle position,
while the obstacles are defined as the objects cannot be passed by the vehicle. Free
space detection is the important part for ensuring vehicle safety, it indicates the
locations of the most closed obstacles and frees the vehicles from a collision with
the obstacles. Obviously, it is an essential part of the autonomous vehicle for
obstacle avoidance and path planning [45]. We adopt [46] as the foundation for
our free space detection system which detects the ground from the point cloud
generated by LiDAR. Intuitively, we use surface normal to represent the curve of
the sub-ground surface and generate the free space from that surface normal.
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Surface Normal
Fig. 3.2: Surface normal
In 3.2, surface normal in a three-dimensional space is defined as a line that is
perpendicular to the tangent plane of that surface at point P. It is an important
property for a geometric surface. For a normal start with P (x0, y0) on a surface









@x and fy =
@f
@y are partial derivatives of f(x, y).
In practical terms, the surface normals of a point cloud can be calculated by
analyzing the eigenvectors as well as the eigenvalues, Principal Component Analysis
(PCA), of a covariance matrix from the nearest neighborly points of P[47]. The
covariance matrix C is defined as follows.
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(pi   p¯)(pi   p¯)T (3.2)
C · ~vj =  j · ~vj (3.3)
Where pi is the neighbourly points of P, i 2 [0, k   1]. p¯ represents the
3D centroid of the nearest neighbors.  j is the j-th eigenvalue of the covariance
matrix, and ~vj is the j-th eigenvector. j 2 {0, 1, 2}. If 0 <=  0 <=  1 <=  2,
the eigenvector v0 can be approximated to the surface normal in the P as +N or
-N = {nx,ny,nz}. In mathematics, the orientation of the normal is ambiguous. To
solve this problem, we import a viewpoint Vp while the normal consistently moves
towards to the viewpoint that satisfies this equation:
~Ni · (Vp   pi) > 0 (3.4)
Di↵erence of Normals
The Di↵erence of Normals (DoN) [46] is observable from the di↵erent radius
scales’ e↵ects on the surface normals. Use of DoN as the features shows a com-
putationally e cient and multi-scale ability in processing the large unorganized
3D point clouds. It helps to segment the large 3D point clouds into scale-salient
clusters, for example, the vehicles, pedestrian and road signs poles in a real-world
outdoor application. The Di↵erence of Normals forms from the di↵erential of two
unit point normals nˆ(p, rl), nˆ(p, rs)with a di↵erence radius rl > rs . The equation
and diagram in 1D are illustrated in the below. Where T is the tangent under the
radius.
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4nˆ (p, rl, rs) = nˆ(p, rl)  nˆ(p, rs)
2
(3.5)
Fig. 3.3: Di↵erence of Normals
Finally, the DoN vectors are thresholded based on their magnitude. For ex-
ample, k4nˆ (p, rl, rs)k < threshold for ground surface. We selected 0.1 for ground
filtering. The extracted free space is shown in Figure 3.4 as red.
Fig. 3.4: Generated free space
Cluster Extraction
Clustering is defined as dividing an unorganized point cloud P into smaller
subparts with some terms such as the distance in the cluster being smaller and
clusters between are longer with Manhattan (L1) and Euclidean (L2) distance
metrics. In order to segment out the obstacles, we need to remove the connection
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between those obstacles. The operation is done by removing the ground surface
from the previous subsection. After removing the ground surface, all the obstacles
need to be split to generate the object proposal. We use the Euclidean Cluster
Extraction algorithm [47] to segment the point cloud which spatially decomposes
the ground free point cloud with a Euclidean distance metric.
Fig. 3.5: Octree data structure
In order to increase the speed of the process, octree data structure [48] in
Figure 3.5 is used to compress the point cloud. An octree data structure is a
tree-based data structure with exactly eight children. It recursively subdivides the
space cube into small pieces. The octree uses byte encoding for compressing. It
uses a very data e cient structure in search operations (neighbor, radius, voxel
search), down-sampling(voxel-grid/voxel-centroid filter), point cloud compression,
spatial change detection, spatial point density analysis, occupancy checks, maps
collision detection, and point cloud merging or accumulation.
Consequently, we set up an empty list of cluster C and a current checking
queue Q. Then the algorithm selects a point pi 2 P and checks its neighbors in a
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radius of r <= dth. If those neighbors’ points are not in the queue, it recursively
adds those points to the queue until all the points in the point cloud except those
points in the queue are far from the points in the queue with dth. At this point,
one cluster is formed, and it is appended to the cluster C. At the same time, it
is removed from the point cloud and the Q is reset. The whole cluster forming
operation continues until there are no points in the point cloud.
Algorithm 1: Euclidean Cluster extraction algorithm
Input: P , dth
Output: C
1 create a Kd-tree representation from the input point cloud P ;
2 set up an empty list of clusters C and a queue of the points that need to be
checked Q;
3 repeat
4 every point pi 2 P , perform the following steps: add pi to the current
queue Q;
5 for every point pi 2 Q do:;
6 search for the set P ik of point neighbours of pi in a sphere with radius
r < dth;
7 for every neighbour pki 2 P ki , check if the point has already been
processed, and if not add it to Q;
8 until all points in Q has been processed, add Q to the list of clusters C, and
reset Q to an empty list ;
9 the algorithm terminates when all points pi 2 P have been processed and
are now part of the list of point clusters C;
3.2.3 Camera and LiDAR Calibration
To generate the proposals, in the first, we need to calibrate the camera and
LiDAR system. The calibration flow can follow [49–51]. A geometric camera
calibration is a process to estimate the lens distortion, extrinsic and intrinsic pa-
rameters of the lens and image sensor of the camera by using a known pattern such
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as calibration board. The whole parameters are obtained by an optimizing process
while minimizing the discrepancy between the observed image features and their
correspondent theoretical positions.
Camera Distortion
The lens distortions include radial distortion and tangential distortion. The
radial distortion occurs in the smaller lens where the light rays bend more while it
is far away from the optical center. The radial distortion is modelled by
xdistorted = x(1 + k1 ⇤ r2 + k2 ⇤ r4 + k3 ⇤ r6)
ydistorted = y(1 + k1 ⇤ r2 + k2 ⇤ r4 + k3 ⇤ r6)
(3.6)
Where x and y are the normalized undistorted pixel locations and r2 = x2+y2.
k1, k2 and k3 are radial distortion coe cients of the lens. The tangential distortion
happens in the lens and the image sensors are not parallel. It can be modelled by
xdistorted = x+ [2 ⇤ p1 ⇤ x ⇤ y + p2 ⇤ (r2 + 2 ⇤ x2)]
ydistorted = y + [p1 ⇤ (r2 + 2 ⇤ y2) + 2 ⇤ p2 ⇤ x ⇤ y]
(3.7)
Where x and y are the normalized undistorted pixel locations and r2 = x2+y2.
p1 and p2 are radial distortion coe cients of the lens.
Extrinsic Parameters
The extrinsic parameters define the relationship between the world coordinate
system and the 3-D camera’s coordinate system (the zero point is at its optical
36
CHAPTER 3. System Implementation
center). A 3D point X = (x, y, z, 1)T is projected into 3D camera’s coordinate





Where R is the rotation and T is the translation.
Intrinsic Parameters
The intrinsic parameters represent the physic characters of the camera which
include the focal length, the optical center (or the principal point), and the skew









Where fx = f/sx is focal length in e↵ective horizontal pixel size units. ↵ =
sy/sx is the aspect ratio of the image sensor. ox and oy is the center in the image
coordinates system. k is the skew factor.
LiDAR and Camera
To project the LiDAR points or proposals into the image coordinate system,
we need to get the Camera-LiDAR transformation matrix. The transformation
matrix T camlidar is obtained by LiDAR and Camera calibration processing[50].
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Where a 3D point X = (x, y, z, 1)T in LiDAR coordinate system project to














We model the obstacle point cloud from the previous Section as C and the
ground plane point cloud as G. The generated output object proposals are notated
as BB. The object proposals are generated as algorithm 2 in the below.
Algorithm 2: Objects proposal
Input: P , C, G,Img,Arg
Output: BB
1 project the point cloud P to rectified image coordinate system as an image
PI; mask out the rectified image Img with PI as an image PIP ;
2 repeat
3 generate the 3D proposal bounding boxes and project to 2D and add to
list BB
4 until all clusters in C has been processed ;
The whole algorithm is split into two main parts. In the first part, we generate
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the 2D proposal bounding boxes BB with the point cloud segmentations P . The
point cloud segmentations from the previous Section are used to generate the 3D
Axis-Aligned Bounding Box (AABB). First of all, all the points on segmentation are
passed to calculate the covariance matrix. Then, its eigenvalues and eigenvectors
are extracted. We select ~v1, ~v2, ~v3 as the basis vectors and loop through all vertices






(pi   p¯)(pi   p¯)T (3.13)
C · ~vj =  j · ~vj (3.14)
Where pi is the neighboring points of P, i 2 [0, k   1]. p¯ represents the 3D
centroid of the nearest neighbors.  j is the j-th eigenvalue of the covariance matrix,
and ~vj is the j-th eigenvector. j 2 {0, 1, 2}.
From the AABB, we can project it to 2D bounding box by equation 3.11. The
finally generated 2D bounding boxes are shown in Figure 3.6.
Fig. 3.6: Generated 2D bonding boxes
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3.3 Objects Detection by Sensors Fusion
3.3.1 Introduction
In this Section, we will introduce the deep neural LiDAR and vision fusion
network for object detection in the automotive application. Our network archi-
tecture is based on GoogLeNet[15], which won the ImagenNet Large-Scale Visual
Recognition Challenge (ILSVRC) 2014 competition. The architecture was inspired
by the Hebbian principle and the intuition of multi-scale processing. Moreover, it
uses 12x fewer parameters than previous AlexNet[52].
3.3.2 The Architecture Details
Fig. 3.7: LiDAR-Vision based object detection architecture
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Figure 3.7 shows the architecture of LiDAR-Vision based object detection
architecture. The point clouds from the LiDAR are passed from the left side
to generate the LiDAR object proposals as previous Section 3.2. On the right
hand, a rectified image (1248 x 384) are fed to the deep neural networks from the
camera. The images are passed from GoogLeNet convolution part and generate
the convolution features map. Then, the convolution features map is passed to two
parts spatially. One is used for bonding box regression that generates the refined
bounding-box position pairs (4 values in X1, Y1, X2, Y2) with (78 x 24 ) grids for
the object class(car). Another is used to form the object class per slot (78 x 24)
on particulate grids.
The GoogLeNet Layers
The GoogLeNet convolution layers are combined with optimal local sparse
structures for convolutional vision network. The basic unit in the convolution
networks is the inception module. The inception modules are stacked layer by
layer to form the GoogLeNet. Figure 3.8 below illustrates the basic structure of
the inception module. The network combines 1 x 1, 3 x 3, 5 x 5 convolution
blocks and max-pooling. Every hidden layer in the convolutional layer contains
rectification (ReLU) non-linearity[52] layer. It should be noted that, the inception
module introduces the 1 x 1 convolutions (in purple) to reduce the dimensions.
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Fig. 3.8: GoogLeNet inception module with dimension reductions
Fig. 3.9: Convolution operation
The Convolutional Layer The convolution layer extracts the features from the
input. Figure 3.9 illustrates the basic operation of the convolution. The left side is
the input with N ⇥N ⇥D. It convolutes with H kernels, each size in k⇥ k⇥D, to
extract the features in N ⇥N ⇥H dimensions. One kernel slides from the top-left
42
CHAPTER 3. System Implementation
corner on the input to the bottom-right line by line. One kernel generates one layer
of output by element-by-element multiplied and accumulated. Finally, H kernels
generate H layers of output. For example, N = 32 and k=3, there are 30 x 30
((N   k + 1) ⇥ (N   k + 1)) unique positions from the left to right and top to
bottom if no pad.
Fig. 3.10: Rectified Linear Unit (ReLU)
The ReLU Layer The ReLU layer implements a non-linear “trigger” function
with y = max(x, 0). The input has the same size with the output layer. It outputs
zero when the input is negative. In comparison with other non-linear functions,
such as sigmoid, hyperbolic tangent and absolute of hyperbolic tangent, the net-
works with ReLU consistently learn several times faster than equivalents with other
non-linear functions.
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Fig. 3.11: Max-Pooling operation
The Max-Pooling Layer The max-pooling layer helps reduce the resolution of
the features and it also makes the features robust against noise and distortion. For
example, the pooling layer in Figure 3.11 downs sample the input volume of size
224⇥ 224⇥ 64 with filter size 2, stride 2 into an output volume of 112⇥ 112⇥ 64.
The whole GoogLeNet ConvNet configurations are outlined in the Table 3.1
and the detail of the whole network can be found in Appendix B.
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Table 3.1: GoogLeNet ConvNet
Type Patch size/Stride Output size Depth
Input image( 3 x 384 x 1248)
convolution 7 x 7 / 2 64 x 192 x 624 1
max pool 3 x 3 / 2 64 x 96 x 312 0
convolution 3 x 3 / 1 192 x 96 x 312 2
max pool 3 x 3 / 2 192 x 48 x 156 0
inception(3a) 256 x 48 x 156 2
inception(3b) 480 x 48 x 156 2
max pool 3 x 3 / 2 480 x 24 x 78 0
inception(4a) 512 x 24 x 78 2
inception(4b) 512 x 24 x 78 2
inception(4c) 512 x 24 x 78 2
inception(4d) 528 x 24 x 78 2
inception(4e) 832 x 24 x 78 2
inception(5a) 832 x 24 x 78 2
inception(5b) 1024 x 24 x 78 2
dropout(40%) 1024 x 24 x 78 0
We used nine inception modules, which were grouped into three, for features
extraction. The count of the convolutional filters is increased from 64 to 1024 from
the lower layer to the higher layer. All the hidden layers in the convolution are
equipped with ReLU layer. Some of the Conv layers follow with a max-pooling
layer. The max-pooling layer is performed over a 3 ⇥ 3 pixel window and with a
stride of 2.
The Output Layers
Consequently, the convolution feature maps are passed to two parts spatially.
One is used for bonding box prediction which generates the refined bounding-box
position pairs l (4 values X1, Y1, X2, Y2. It encodes the upper-left and lower-right)
within (78 x 24 ) grids for the potential object(car). Another module is used to
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output the object confidence scores c on corresponding (78 x 24) slots. The ci is a
scaler with ci 2 [0, 1].
LiDAR and Vision Fusion Layer
Finally, the confidence probability map, bounding box map and the object
proposals from LiDAR are fused together in the LiDAR and vision fusion layer.
The algorithm first selects the object proposals which closed to the ground from
LiDAR as Ol. At the same time, the bounding boxes map are filtered with the
confidence score. Consequently, the filtered bounding boxes are selected based on
non-maximum suppression. In case, the LiDAR gives accuracy obstacle result. If
there exists a proposal object on the Ol of LiDAR but no bounding box in the
image, an unknown object is found. The newly unknown objects are uploaded to
the cloud for evaluation by the human. This provides an ability for incremental
crowd learning.
3.3.3 Training the network
Solving the model is an optimization problem. The solver orchestrates the
model optimization by iterating the forward inference and backward gradient up-
dating process while attempting to keep the loss minimal. There exist solvers such
as Stochastic Gradient Descent (SGD), AdaDelta, Adaptive Gradient (AdaGrad),
Adam, Nesterov’s Accelerated Gradient (Nesterov), RMSprop etc.??
The problem is defined as the existence of a dataset D and finding the minimal
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(i)) +  r(W ) (3.15)
where fW (X(i)) is the loss function on data instance X(i), r(W ) is a regularization
term and the   is the weight. The |D| can be very large, In practice we use the
stochastic approximation to solve this problem literately. We select the N samples
while N << |D| to form a mini-batch and solve this objective with:





(i)) +  r(W ) (3.16)
We use Adam to solve this optimization problem. The Adam is proposed
by Kingma[53], which is a gradient-based optimization method similar to SGD. It
includes adaptive moment estimation(mt, vt). The updating formulas are:
(mt)i =  1(mt 1)i + (1   1)(rL(Wt))i
(vt)i =  2(vt 1)i + (1   2)(rL(Wt))2i
(3.17)
And the weight updating as:







A multi-task loss function L is used to train the output for simultaneous clas-
sification and bounding box regression with the labeled ground truth class and
bounding box regression target g.
L(W, c, l, g) = Lconf (W, c) + ↵Lloc(W, l, g) (3.19)
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where given the predicted scores ci, the confidence loss term can be written
as:










and the location loss term can be written as with the given matching between
predictions and ground truth.





xijkli   gjk22 (3.21)
Where we denote xij = 1 while the i-th prediction is matched to the j-th
ground-truth, and xij = 0 otherwise. The x is constrained to
X
i
xij = 1. li is





4.1 LiDAR Proposal Evaluation
With the purpose of evaluating the object proposal quality from LiDAR, we
select KITTI Vision dataset [14] to perform the evaluation. KITTI Vision dataset
is a novel challenge benchmark for vision tasks such as stereo, optical flow, visual
odometry and 3D object detection. The KITTI object detection dataset contains
7481 training images and 7518 test images. For test images, the ground truth does
not exist . We select the training set images for object detection evaluation. The
assessment is done in three catalogs: easy, moderate and hard. The definitions are
listed in follows:
1. Easy: Min bounding box height: 40 Pixels, Max Occlusion level: Fully visible,
Max truncation: 15%
2. Moderate: Min bounding box height: 25 Pixels, Max Occlusion level: Partly
occluded, Max truncation: 30%
49
CHAPTER 4. Experiments and Results
3. Hard: Min bounding box height: 25 Pixels, Max Occlusion level: Di cult to
see, Max truncation: 50%
We compared our proposal output with the well-known SelectiveSearch[39].
From the Figures 4.1, we can see that our method shows a similar recall rate in easy
case. However, our method appears to advance in the moderate case and hard case.
On the other hand, even though our score is lower than SelectiveSearch, we also can
take the advantage of the determination of LiDAR for the image based methods
which like SelectiveSearch cannot ensure the determination. This determinability
is also a bigger advantage of our system. It is a vital key to building autonomous
vehicles.
Fig. 4.1: KITTI results on object proposal
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4.2 Object Detection Evaluation
To evaluate the object detection framework, we split the KITTI’s training
images for both training and testing. We randomly select 6733 images for training
and validation and 748 images for testing purpose.
We use the precision-recall curves and the average precision (AP) as the metrics
to evaluate our framework on the KITTI dataset with selecting the correct predic-
tion while the class is a corrected class and the IOU > 0.7. The precision-recall
curve is computed from ranked output while recall is defined as the proportion of
all positive examples with a certain threshold and precision is the proportion of all
examples that are from the positive class. The AP is computed by summing the







Figure 4.2 shows our precision-recall curve on KITTI dataset. Our overall AP
is 64.6%. As the figure shows, our method gives a certain accuracy result on the
dataset.
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Fig. 4.2: Precision-recall curve on KITTI dataset
Our car detection results under di↵erent situations are listed in Figures 4.2.
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Fig. 4.2: Detection results under di↵erent situations
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From the Figures 4.2, we can see that our object detection algorithm works
well under di↵erent conditions such as in the shade, over exposure, under exposure,
occlusions, etc. More important, our algorithm can ensure there are no undetected
objects in safety range. Furthermore, our framework is upgradable which is vital
for real-life usage.
4.3 Network Updating Evaluation
In order to recognize the unknown objects in the next time after the neural
networks are re-trained, first we select some samples that are similar to the pre-
viously unknown object(”van”) into the training set. After retraining the neural
networks, the unknown object can be recognized correctly. Figure 4.3 illustrates
the new output after updating our neural networks.
Fig. 4.3: Object detection result after retraining
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Conclusion and Future Work
Object detection is a crucial function for the autonomous vehicles. In this
work, we studied the sensors on the autonomous vehicle and compared the radar,
LiDAR, camera and sonar sensors. We found that the LiDAR and camera pair
is suitable for object detection for the future autonomous vehicle. The finding on
LiDAR is less in textural information while the camera lacks in 3D geometry infor-
mation. Inspired by the recent development in deep learning, we proposed a deep
neural network system which uses LiDAR to generate the object proposal while
using vision to detect the object classes. This mixed deep neural networks can ac-
curately detect the objects while ensuring the safety of the automotive applications.
Most important, our system can ensure safety even when the object detection is
undergoing failure. Furthermore, we also proposed a framework to keep our de-
tection system upgradable when the unknown objects are detected. That is also
an important point for the real applications. Now our work is based on high-cost
LiDAR Velodyne HDL-64. Eventually, we want to implement a real-time system
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which could work with low-cost LiDAR or other 3D sensors. We also noticed that
the LiDAR generates multiple unknown object proposals for one unknown object
instance when the system continues running, this will increase the labour force on
human processing. In the future, we also need to implement the methods on how
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Fig. B.0: Object detection network in detail
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