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COGNITIVE SCIENCE
Filling gaps in early word learning
Years of research has shown that children do not learn words at random, but in distinct patterns. Why do we observe the patterns that we do? By using network science and investigating the words that children don't learn, researchers have potentially uncovered a general property of word learning as a process of gap forming and filling.
Thomas T. Hills Knowledge gaps in word learning refer to cavities or holes in the semantic structure of words that children know. These gaps represent sparse areas of the semantic space that can be filled in as new words are learned.
To study the development and closure of these gaps in children's early language acquisition, Sizemore and colleagues 1 used an innovative combination of methods from graph theory and topological analysis to depict words that children know as a network: nodes represent words with connections (or edges) between words that have similar features. For instance, 'banana' and 'cheese' are two connected nodes in the semantic network because they are both yellow.
Gaps are formed when pairs of nodes are connected via multiple paths, leaving a space in the network where a new node could fill the gap (see Fig. 1 ). By examining how the network developed as children aged, the researchers were able to detect when knowledge gaps first emerged in the network and when these gaps later closed.
By simulating different network growth trajectories, the authors were able to investigate possible underlying processes guiding early word learning. These simulations manipulated the probability that a newly added node formed edges. The best-fitting models involved assigning each word its own constant affinity for creating edges during development. Of these models, those that prioritized learning more distinctive words first or learned words with many edges to other words in the learning environment (a process called preferential acquisition) showed patterns similar to the observed data.
These results reveal that language acquisition is remarkably robust to the variability of language input as well as to what the child already knows. Put another way, it shows that it is the structure of the learning environment, not previous knowledge, that is important. This suggests that growth models typical of other realworld complex systems, such as the internet and social systems, do not lead to the same patterns of network development that we see in early word learning. Rather, alternative models that emphasize the semantic structure of the learning environment (preferential acquisition 2 ) and prioritize the acquisition of distinctive words 3 appear to better describe children's learning. These models lead to the pattern of gap formation and filling observed in children.
Why is the formation and filling in of knowledge gaps seemingly unaffected by the order in which words are learned? Why is preferential attachment not a good fit to the growth observed in semantic networks? The evidence suggests that language is learned in a way that allows a consistent global structure of the lexicon to be acquired despite the inevitable variability in the linguistic input 4 . This may represent a universal property of learning in complex environments. That is, initially learning general, coarse-grained 'landmarks' in the learning environment creates gaps that are later filled by more detailed, fine-grained information. For example, in many domains including language, we learn typical and mid-level members of categories first and only later learn atypical and subordinate category members, such as birds that do not fly or vehicles with one wheel 5 . Any system of learning that starts with learning mid-level categories may therefore show gap-forming and filling behaviour. The research by Sizemore et al. 1 identifies this potentially universal process of gap forming and gap filling, where information is learned in initially sparse representations that are later filled in with more detail. This may allow learners to efficiently acquire the complex structure of real-world environments in a form that is optimally efficient however much information the learner currently has 6 . As a final point, it is important to realize that a gap in any given feature space may not be a gap in a different feature space. The network edges used by Sizemore et al. 1 were constructed of shared features (for example, 'made of wood' and 'is white'). But edges can be based on a variety of relationships such as co-occurrences in child-directed language 7 , phonology 8, 9 , semantic relationships available from free association data 2 ("say the first word that comes to mind when I say 'cat'"), or combinations of the above 10 . Each of these approaches has established that different kinds of 'connective tissue' in language matter in relation to what words children learn -they are each predictive of early word learning, although in different ways. But do these different ways of connecting words to one another reveal the same kinds of learning properties? For example, will gaps form and fill in the phonological space occupied by words and reveal the same patterns of preferential acquisition? This brings us back to gap filling as a human endeavour, one that drives scientific inquiry in various academic fields. Alongside the new research reported here, the combination of models and network connectivity reveals gaps in what we know about how children learn new words, and therefore areas where future research can investigate new models on a variety of network structures (see Table 1 Notes: + indicates that the growth model predicts learning on a network with edges of a specific type; −indicates that the model is not predictive; ? indicates unexplored areas for future research.
