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Abstract. In this paper we address the problem of overdetermined blind
separation and localization of several sources, given that an unknown
scaled and delayed version of each source contributes to each sensor
recording. The separation is performed in the time-frequency domain
via an Alternating Least Squares (ALS) algorithm coupled with a Van-
dermonde structure enforcing strategy across the frequency mode. The
latter allows to update the delays and scaling factors of each source with
respect to all sensors, up to the ambiguities inherent to the mixing model.
After convergence, a reference sensor can be chosen to remove these am-
biguities and the Time Difference of Arrival (TDOA) estimates can be
exploited to localize the sources individually.
1 Introduction
Assume that N unknown sources sn(t), n = 1, . . . , N , are simultaneously and
isotropically broadcasting in an anechoic propagation environment. The noise-







(amnδ(t− τmn))  sn(t), (1)
where amn ∈ R and τmn ∈ R+ are the attenuation factor and the propagation
delay (in seconds), respectively, between the nth source and the mth sensor, δ(t)
is the Dirac impulse function and  is the linear convolution operator. The sep-
aration, time delays estimation and localization of several source signals propa-
gating in an open-space acoustics environment is an important problem in signal
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processing, finding applications in seismics, biomedicine, sonar, radar and com-
munications. For existing methods to handle this problem, we refer to [4,8,1,5].
In this paper, we will propose a new separation technique that belongs to the
class of time-frequency algorithms, as the extended AC-DC algorithm of [8].
However, contrarily to the latter method, our approach is not limited to the
case of two sources. Moreover, we do not use the second-order statistics of the
observed signals. Instead, we exploit the algebraic structure of the data, by em-
bedding a Vandermonde structure enforcing strategy within an ALS updating
scheme.
Notation. The pseudo-inverse of a matrix Y is denoted by Y†, its transpose
by YT and its Frobenius norm by ‖Y‖. The diagonal matrix diag(y) holds the
entries of y on its diagonal and diag(Y) is the vector consisting of the diagonal
entries of the square matrix Y. We will also use a Matlab-type notation for
matrix sub-blocks, i.e., [A]l:m,: represents the matrix built after selection of
m− l+1 rows of A, from the lth to the mth, and all columns of A. The mode-2
product of a third-order tensor Y ∈ CL×M×N by a matrix B ∈ CJ×M , denoted
Y •2 B, is an (L× J ×N) tensor defined, for all index values, by (Y •2 B)ljn =∑M
m=1 ylmnbjm.
2 Time-Frequency Formulation
Let Fs denote the sampling frequency and the Ns × 1 vectors rm and sn denote
the discrete-time versions of rm(t) and sn(t), respectively. Consider a partition
of these vectors into P (possibly overlapping) frames of F samples each and
compute the Discrete Fourier Transform (DFT) of each frame, to get a collection
of PF time-frequency samples rm(p, f), p = 1, . . . , P , f = 1, . . . , F , for each
sensor. From the Fourier transform shift-theorem, the time-frequency discrete





(f−1)Dmnsn(p, f), f = 1, . . . , F, (2)
where ω = exp(−2jπ/F ) and Dmn = Fsτmn is the Time Of Arrival (TOA), in
number of samples, between source n and sensor m. Note that the approximation
(2) is exact only for periodic signals sn(t), or equivalently, if the time-convolution
is circular. This approximation is satisfactory if F is significantly larger than the
maximum delay [6]. To limit the circularity effect, a spectral smoothing approach
is commonly used. In practice, we will compute the DFT of consecutive over-
lapping windowed frames (a Hanning window will be used). The time-frequency
model (2) can be written as
R(f) = H(f) · S(f), f = 1, . . . , F, (3)
where [R(f)]m,p
def= rm(p, f), [S(f)]n,p
def= sn(p, f), [H(f)]m,n
def= amnω(f−1)Dmn .
Let the third-order tensor H ∈ CM×N×F be defined as [H]m,n,f def= [H(f)]m,n.
For any sensor-source pair (m,n), the vector












(diagonal slices) (Vandermonde vectors)
Fig. 1. Tensor view of the problem
hmn
def= [H]m,n,1:F = [amn, amnωDmn , . . . , amnω(F−1)Dmn ]T , (4)
is a Vandermonde vector. This specific structure will be enforced on its esti-
mate hˆmn at each step of the iterative algorithm proposed in Section 4. In the
following, we will work under the following assumptions:
(A1) P ≥ N and M ≥ N , i.e., we work in the overdetermined case,
(A2) H(f) and S(f) are rank-N , for f = 1, . . . , F , which is generically satisfied
in practice.
3 Model Ambiguities
Let R ∈ CF×M×P and Sn ∈ CF×F×P denote the third-order tensors defined by
[R]f,m,p def= rm(p, f) and [Sn]:,:,p def= diag([sn(p, 1), sn(p, 2), . . . , sn(p, F )]), respec-
tively. Let Hn ∈ CF×M be the channel Vandermonde matrix associated to the
nth source, such that [Hn]:,m = hmn, i.e., Hn is a slice of H obtained by fixing
the source index to n. It follows that the time-frequency mixing models (2) and




Sn •2 HTn . (5)
Even in case of perfect separation, i.e., when the contribution Hn def= Sn •2 HTn
of each source to the observed tensor R is perfectly estimated, it is clear that,





(Sn •2 Z−1n ) •2 (HTn · Zn). (6)
However, for the tensor (Sn •2 Z−1n ) to have the same structure as Sn, i.e., for
the P slices of (Sn •2 Z−1n ) to be diagonal matrices, the matrix Zn has to be
diagonal. Moreover, for the Vandermonde structure of Hn to be preserved, the
vector un
def= diag(Zn) has to be a Vandermonde vector. In other words, if the
respective structures of Sn and Hn are enforced on their respective estimates in
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the computational strategy, the remaining ambiguity on Hˆn in case of perfect
separation is
Hˆn = diag([αn, αnωφn , . . . , αnω(F−1)φn ])Hn, (7)
with unknown arbitrary scaling factor αn and phase factor φn1. This shows that,
for a given source n, the coefficients amn and Dmn w.r.t. all sensors can only be
recovered up to these ambiguities:
hˆmn = [a˜mn, a˜mnωD˜mn , . . . , a˜mnω(F−1)D˜mn ], (8)
where a˜mn
def= amnαn and D˜mn
def= Dmn + φn. Since the ambiguities {αn, φn}
only depend on the source index, this suggests that they can be removed by
choosing a reference sensor. Therefore, given the estimates a˜mn and D˜mn, and
a reference sensor, say M (not necessarily the same for each source), one can




Time Difference Of Arrival (TDOA) Dmn
def= D˜mn − D˜Mn = Dmn − DMn.
As illustrated in Section 5, estimation of the relative TDOAs w.r.t. a reference
sensor is sufficient to localize the sources.
4 ALS Algorithm with Vandermonde Structure Enforcing






s.t. hmn defined in (4) is a Vandermonde vector, ∀m, ∀n,
where γ def=
∑F
f=1 ‖R(f)−H(f)·S(f)‖2. In this section, we propose an algorithm
that consists of three steps at each iteration. In the first step, given the previous
estimates Sˆ(f), f = 1, . . . , F , the matrices Hˆ(f) are updated in the least squares
sense:
Hˆ(LS)(f) = R(f) · Sˆ(f)†, f = 1, . . . , F. (9)
In the second step, the purpose is to enforce the Vandermonde structure on the
MN vectors hˆ(LS)mn
def= [Hˆ(LS)]m,n,1:F , for m = 1, . . . ,M , n = 1, . . . , N , where
[Hˆ(LS)]m,n,f def= [Hˆ(LS)(f)]m,n. Several algorithms have been proposed in the
literature for the latter task (see, e.g., [3] and references therein). In practice, we
will use the popular periodogram-based technique proposed in [7]. This consists
of the computation of the FFT of the zero-padded sequence hˆ(LS)mn . For each
sensor-source pair (m,n), D˜mn is then updated as the index l for which the
modulus of the FFT takes its maximum value, whereas a˜mn is updated as the
1 Of course, the source components are estimated in an arbitrary order since one can
arbitrarily permute the N terms of the sum in (5).
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Algorithm 1. ALS algorithm with Vandermonde structure enforcing.
STEP 1: Time-frequency computation
Build R(f) ∈ CM×P , f = 1, . . . , F from FFT of P overlapping windowed frames of recorded signals.
(Typical parameters: F = 2048, Hanning window, 50% overlap).
STEP 2: Blind separation
—— Initialization ———-
stop=0, k = 1, Kmax (e.g., Kmax = 200) and  (e.g.,  = 10
−6). Randomly generate unitary
matrices Sˆ(f) ∈ CN×P , f = 1, . . . , F . Possibly try several random starting points.
—– Start alternating updates ———
while stop=0
k = k + 1
(2.a). Hˆ(LS)(f) = R(f) · Sˆ(f)†, f = 1, . . . , F.
(2.b). { ˆ˜Dmn, ˆ˜amn} ← periodogram(hˆ(LS)mn ), m = 1, . . . , M, n = 1, . . . , N.
hˆ(V DM)mn ← [ˆ˜amn, ˆ˜amnw
ˆ˜
Dmn , . . . , ˆ˜amnw
(F−1) ˆ˜Dmn ], m = 1, . . . , M, n = 1, . . . , N.
(2.c). Sˆ(f) = Hˆ(V DM)(f)† · R(f), f = 1, . . . , F.




If several starting points are used, keep the estimates associated to the smallest final value of γ.





value taken by the real part of the FFT at index l. Each vector hˆ(LS)mn is then
substituted by the Vandermonde vector hˆ(V DM)mn , built from the estimate of
D˜mn and a˜mn as in (8). The matrices Hˆ(LS)(f), f = 1, . . . , F , are substituted
by Hˆ(V DM)(f) accordingly. In the last step, the matrices Sˆ(f) are updated in
the least squares sense as
Sˆ(f) = Hˆ(V DM)(f)† ·R(f), f = 1, . . . , F. (10)
The scaling and phase ambiguities αn and φn are removed after convergence,
as explained in Section 3. Note that convergence of the resulting algorithm is
not guaranteed to be monotonic. Although the least squares updates of Hˆ(f)
and Sˆ(f) can only decrease or maintain the current value of γ, this is not guar-
anteed for the Vandermonde structure enforcing step. However, we observed
through numerical experiments that our algorithm converges monotonically in
many practical situations. A summary of the proposed technique is given in
Algorithm 1.
5 Source Localization
The purpose of this stage is to localize the N sources from the TDOA estimates
Dˆmn, in number of samples, w.r.t. the reference sensor M. Let un = [xn, yn]
T
denote the unknown vector of Cartesian coordinates of the nth source in a bi-
dimensional propagation medium2 and u˜m = [x˜m, y˜m]T the vector of known
coordinates of the mth sensor. Choose the reference sensor M as the origin of
2 For simplicity, the localization task is formulated for a 2D medium. It can easily be
generalized to the 3D case.
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the new system of coordinates, in which the nth source and mth sensor have
coordinates zn
def= un − u˜M and z˜m
def= u˜m − u˜M, respectively. Let us compute
the relative range difference estimates dˆmn
def= Dˆmnv/Fs, where v denotes the
wave velocity in the propagation medium. In case of perfect estimation, dˆmn
satisfies
dˆmn + ‖zn‖ = ‖z˜m − zn‖. (11)








Considering all sensors except the reference sensor, m ∈ {1, 2, . . . ,M} − {M},

























which is compactly written as
Znθn = pn, (13)
where Zn ∈ R(M−1)×3 and pn ∈ R(M−1)×1 are known. For each source index n,
(13) can be solved in the least squares sense. Assuming that Zn is of rank three,
we get
θˆn = Z†npn, (14)
where ‖zn‖ is treated as a variable independent from zn(1) and zn(2). A better






θn(1)2 + θn(2)2, (15)
where
ψ
def= ‖Znθn − pn‖2. (16)
We refer to [2,9] and references therein for solutions to this problem. In practice,
we will use the Quadratically Constrained Least Squares (QCLS) method of [9].
The localization procedure is repeated independently for each source. Finally,
the coordinates of the nth source in the initial Cartesian system are obtained
by uˆn = zˆn + u˜M, where zˆn = [θˆn(1), θˆn(2)]
T . Note that the accuracy of the
coordinate estimates relies on the accuracy of the TDOA estimates. In practice,
it may happen that several TDOA estimates are significantly more accurate
than others. This suggests that a subset of M˜ ≥ 3 reliable estimates among
M − 1 should be used in the localization process. In order to find the M˜ most
552 D. Nion et al.
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(b) MSE of TDOA







































(c) % of non-perfectly estimated TDOAs


























(d) MSE of source coordinates
Fig. 2. Spatial configuration and results of Monte-Carlo experiments
reliable estimates, one can select M˜ rows of Zn, then solve (15) with the resulting
reduced-size matrix, and repeat the procedure for all possible combinations of
M˜ rows chosen among M − 1. The final estimate of θn is the one associated to
the smallest value of ψ.
6 Numerical Experiments
Let the noise-free signal rm at receiver m be corrupted by Additive White Gaus-
sian Noise (AWGN), r˜m = rm + σmvm, where the noise vector vm is gener-
ated from a zero-mean unit-variance Gaussian distribution and σm is computed
at each receiver to ensure a chosen Signal to Noise Ratio (SNR), SNRm =
10 log10(‖rm‖2/‖σmvm‖2) [dB]. SNRm is fixed here to the same value for all
receivers and is further denoted SNR. We simulate the 2D propagation envi-
ronment of Fig. 2(a), with N = 4 sources and M = 16 sensors. The sources
consist of 10000 samples of different speech signals, with a sampling frequency
Fs = 16 kHz. The wave speed is v = 340 m.s−1. In this section, we illustrate
the performance of our algorithm via Monte-Carlo simulations consisting of 100
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independent trials for each value of the SNR. The noise vector vm and the scal-
ing factors amn for m = 1, . . . ,M , n = 1, . . . , N , are randomly generated for
each trial (amn is drawn between −3 and 3 with a uniform distribution). All
experiments are conducted with the reference sensor located at (1, 1). Fig. 2(b)
illustrates the evolution of the Mean Square Error (MSE) ζ of the TDOA es-




m=1 (Dˆmn − Dmn)2 for N = {2, 3, 4}. Fig. 2(c)
illustrates the evolution of the percentage of non-perfectly estimated TDOAs
(Dˆmn − Dmn = 0), computed over the N(M − 1) estimates. It can be observed
that, for SNR=20 dB, more than 90% of the TDOAs are perfectly estimated,
even with N = 4 sources. Fig. 2(d) illustrates the evolution of the MSE ρ of
the source coordinates, ρ = 12N
∑N
n=1(xn − xˆn)2 + (yn − yˆn)2, the latter being
computed from the M˜ = 6 most reliable sensors. It can be observed that, above
a SNR threshold, the value of which depends on the number of sources, the
localization of all sources is almost perfect. For instance, with N = 2, ρ  0
for SNR ≥ 0 dB, whereas the associated percentage of non-perfectly estimated
TDOAs on Fig. 2(c) is 50% for this SNR value. This shows the benefit of search-
ing for the most reliable TDOAs to be used in the localization process.
7 Conclusion
In this paper, we have proposed a novel time-frequency technique to deal with the
problem of blind separation and localization of pure delayed sources. The core
idea of the separation task is to interleave a Vandermonde structure enforcing
strategy on the channel updates across the frequency mode with alternating
least squares updates of the source and channel matrices. The localization task
relies on the selection of the most reliable subset of TDOA estimates. Monte-
Carlo experiments with two, three, and four sources have been conducted to
corroborate our findings.
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