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Abstract
This thesis investigates channel-coded physical layer network coding, in which the
relay directly transforms the noisy superimposed channel-coded packets received from
the two end nodes, to the network-coded combination of the source packets. This is in
contrast to the traditional multiple-access problem, in which the goal is to obtain each
message explicitly at the relay. Here, the end nodes A and B choose their symbols, SA
and SB, from a small non-binary field, F, and use non-binary PSK constellation map-
per during the transmission phase. The relay then directly decodes the network-coded
combination aSA + bSB over F from the noisy superimposed channel-coded packets re-
ceived from two end nodes. Trying to obtain SA and SB explicitly at the relay is overly
ambitious when the relay only needs aSB + bSB. For the binary case, the only possi-
ble network-coded combination, SA + SB over the binary field, does not offer the best
performance in several channel conditions. The advantage of working over non-binary
fields is that it offers the opportunity to decode according to multiple decoding coeffi-
cients (a, b). As only one of the network-coded combinations needs to be successfully
decoded, a key advantage is then a reduction in error probability by attempting to
decode against all choices of decoding coefficients. In this thesis, we compare differ-
ent constellation mappers and prove that not all of them have distinct performance
in terms of frame error rate. Moreover, we derive a lower bound on the frame error
rate performance of decoding the network-coded combinations at the relay. Simulation
results show that if we adopt concatenated Reed-Solomon and convolutional coding or
low density parity check codes at the two end nodes, our non-binary constellations can
outperform the binary case significantly in the sense of minimizing the frame error rate
and, in particular, the ternary constellation has the best frame error rate performance
among all considered cases.
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In the past few decades, the demand for network capacity has substantially increased
in order to support high data rate services such as high speed internet and multimedia
applications. Today, communication networks need to meet such growing demands with
high spectral efficiency, low energy consumption and high mobility [1].
In a network consisting of source nodes, destination nodes and intermediate nodes,
each source node wants to transmit its own packet to a set of destination nodes with the
assistance of the intermediate nodes. Given the limitations in bandwidth and energy,
what is the best network performance and how it can be achieved are basic questions in
wireless network design. In traditional communications, the information to be sent from
a source node to a destination node is conveyed through a series of intermediate nodes
by the store-and-forward switching, a method in which intermediate nodes forward the
received data to the next node without modifying its content.
Network coding has recently emerged as a new paradigm for communication in net-
works that require a significantly higher network capacity [2–4]. Due to its wide range of
foreseen applications, network coding has received much attention from many research
groups in a variety of fields: information theory, networking, etc. The main idea of
network coding is to use the intermediate nodes for mixing and processing information
from multiple links. In this way, fewer time intervals are needed to convey a specific
amount of information through the network, and hence the network throughput can be
increased. The well-known butterfly network demonstrates the capabilities of the net-
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work coding technique in increasing the network throughput. In the butterfly network
shown in Fig. 1.1, source node S has two bits of data, a and b, to send to destinations
D and R. We assume that all links in the network are error free and have unit ca-
pacity. When network coding is used (see Fig. 1.1(a)) the intermediate node X mixes
the incoming data a and b to achieve the exclusive-or (XOR) of the two, i.e., a
⊕
b.
Knowing both a and a
⊕
b, D can obtain the data bit b by taking the XOR of a and
a
⊕
b. Similarly, R obtains the data bit a. For the same butterfly example, when the
store-and-forward technique is used, see Fig. 1.1(b), each intermediate node forwards
what it has received to its neighbor nodes. Since the capacity of the link between X
and Y is one, the node X can only transmit one bit at a time and hence, the traditional
store-and-forward technique requires one time slot more than the network coding.
(a) network coding (b) store-and-forward
Figure 1.1: The butterfly network
Network coding was first introduced for wired networks. However, there have re-
cently been some efforts to apply network coding to wireless networks [5–8]. In [5], the
authors establish a new framework for network coding in ad hoc wireless networks. They
consider a simple wireless network topology to illustrate how network coding can im-
prove throughput and energy efficiency beyond routing solutions. They further extend
the network coding problem to general wireless networks in conjunction with scheduling-
based medium access control. They present numerical results to compare throughput
and energy efficiency of network coding and routing solutions. In [6], some of the the
main features of network coding that are most relevant to wireless networks have been
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investigated, in particular, the fact that random distributed network coding is asymp-
totically optimal for wireless networks with and without packet erasure is discussed.
Reference [7] studies network coding capacity for random wireless networks with a more
realistic model, where wireless networks are modeled by random geometric graphs with
interference and noise, and thus, the capacities of links are not independent. Refer-
ence [7] shows that in single-source-multiple-destination and multiple-sources-multiple-
destination scenarios, the network coding capacity for random wireless networks exhibits
a concentration behavior around the mean value of the minimum cut under some mild
conditions. In [8], a new architecture for wireless mesh networks called COPE is pro-
posed, in which routers mix packets from different sources to increase the information
content of each transmission and forward them. It is shown that intelligently mix-
ing packets increases network throughput. The authors address the common case of
uni-cast traffic, dynamic and potentially bursty flows, and practical issues facing the in-
tegration of network coding in the current network stack. They show that using COPE
at the forwarding layer, without modifying routing and higher layers, increases network
throughput.
In wireless networks, interference has been traditionally considered to be destructive,
and simultaneous transmissions are usually avoided in order to prevent interference. On
the other hand, interference is nothing but the sum of delayed and attenuated signals,
and may in fact contain beneficial information. This point of view suggests the use of
decoding techniques to process interference in wireless networks, instead of treating it as
a nuisance to be avoided [9]. Inspired by the principle of network coding, physical-layer
network coding (PNC) is a technique in which the intermediate node relays a functions
of the decoded incoming packets, usually linear combinations, rather than the packets
individually. In PNC, the linear combination(s) are inferred directly from the received
signal at the intermediate node. The key idea of PNC has been proposed independently
by several research groups in 2006: Zhang, Liew, and Lam [10], Popovski and Yomo
[11], and Nazer and Gastpar [12]. The authors of [10] considered a very simple channel
model for intermediate nodes, in which the received signal at the relay YR is given
as YR = XA + XB + ZR, where XA and XB are BPSK signals, ZR is Gaussian noise,
and, as in a simple network coding system, the relay attempts to decode the XOR of the
transmitted messages. They have shown that this simple strategy significantly improves
the throughput of a two-way relaying channel. However, in [11], a more general channel
model that captures the effects of fading and probable phase misalignment is considered.
Then, the received signal at the relay is YR = HAXA +HBXB +ZR, where HA and HB
are known complex-valued channel gains, and the relay again attempts to decode the
XOR of the transmitted messages. The authors show that in a large range of signal-to-
noise ratios (SNR), their strategy outperforms the conventional relaying strategies such
as amplify-and-forward and decode-and-forward, in a two-way relaying system. Because
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of its simplicity and the substantial benefits foreseen in it [13,14], PNC has gained much
attention since 2006. Many strategies have been proposed for PNC, with a particular
focus on two-way relaying, where end nodes A and B exchange information with the
help of relay node R, shown in Fig. 1.2. We assume that each node is equipped with a
unidirectional antenna and the channel is half duplex. Thus, transmission and reception
at a particular node must happen in different time slots. We also assume that there
is no direct link between nodes A and B. In [10] and [11], three different protocols
for bidirectional relaying are presented. Compared to the 4- and 3-stage protocols, the
2-stage protocol can improve throughput because of its effective time usage.
Figure 1.2: Two-way relaying protocols: (a) traditional transmission, (b) straightfor-
ward network coding scheme, (c) physical layer network coding.
In this thesis, we concentrate on the relaying scheme with PNC, shown in Fig. 1.2(c),
which is a two-phase transmission scheme consisting of an uplink phase and a downlink
phase. In the uplink phase, termed multiple access (MAC) stage, nodes A and B
transmit packets to the relay node R simultaneously. Relay node R then constructs a
network-coded packet based on the overlapped signals received from nodes A and B. In
the downlink phase, called the broadcast (BC) stage, the relay R broadcasts the packet
to nodes A and B. Knowing its own information a priori, node A (B) can decode the
data from node B (A), using the broadcasted signal from relay R.
In [15], the authors investigate the conditions for maximization of the two-way rate
for the following schemes: (1) the decode-and-forward (DF) 3-step schemes (2) three
different schemes with two steps: amplify-and-forward, joint decode-and-forward (JDF)
and denoise-and-forward (DNF). They show that, while the DNF scheme has a potential
to offer the best two-way rate, for some SNR configurations of the source-relay links,
JDF yields identical maximal two-way rate as the upper bound on the rate for DNF.
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In [16], the authors investigate the usage of structured and lattice codes in a scenario
for two-way relaying. The maximal achievable rate is calculated for the proposed joint
physical-network layer code. In [17], Nazer et al. study the problem of recovering a
function of data simultaneously transmitted from multiple sources through a common
channel and find an achievable rate for this channel. In [18], Nazer et al propose a
compute-and-forward strategy, where the relays decode linear functions of transmitted
messages, knowing the channel coefficients. In their model, after decoding these linear
combinations, the relays send them to the terminals, which given enough linear com-
binations, can solve for their desired messages. The authors use lattice codes whose
algebraic structure ensures that integer combinations of codewords can be decoded re-
liably. In [19], Zhang et al. propose a PNC scheme to coordinate transmissions among
nodes. They show that PNC can potentially achieve 100% and 50% throughput increase
compared to traditional transmission and straightforward network coding, respectively,
in multi-hop networks and the information-theoretic capacity of PNC is almost double
that of traditional transmission in SNRs higher than 0dB.
In [20], a novel method called analog network coding is proposed, in which instead of
forwarding packets, routers forward the interfering signals (not the mixed bits) and the
destination leverages network-level information to cancel the interference and recover
the intended signal. Such an approach doubles the capacity of the canonical two-way
relay network.
The main requirement of PNC is synchronization among nodes, which has been ad-
dressed in [21]. The authors of [21] investigate the impact of imperfect synchronization
on PNC and show that with BPSK modulation, PNC still yields significantly higher
capacity than straightforward network coding in the presence of synchronization errors.
Furthermore, they show that the network capacity achieved by PNC is superior to that
achieved by the traditional methods even in the extreme case where synchronization is
not performed at all. In [22], the authors considered the use of non-coherent detection at
the relay for a PNC scenario. The proposed non-coherent relay does not require phase
synchronism. Using a turbo code, the non-coherent physical-layer network coding sys-
tem offers better throughput compared to the corresponding link-layer network coding
system, when either channel statistics or fading amplitude information are provided to
the relay.
Network coding at the relay node R is challenging because channel gains and noise
at the MAC stage randomly perturb the received overlapped packets. The relay’s ob-
servation during the MAC stage is the basis of the decision process to determine the
information to be transmitted in the BC stage. In [23], the authors introduce a modu-
lation design method for dealing with this randomness which improves the throughput
significantly. Their scheme allows the use of unusual 5-ary modulation in the BC stage
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while QPSK modulation is used in the MAC stage. In their model, a DNF scheme is
implemented by the relay node.
In [24], the overlapped BPSK-modulated signals in the relay node R are trans-
formed directly to the network-coded packet. The authors adopt a repeat accumulate
(RA) channel code at the two end nodes and redesign the belief propagation decoding
algorithm of the RA code to suit the PNC configuration. Their scheme is efficient in
terms of bit error rate without adding complexity.
In [25], the authors introduce two new PNC categories: PNCF (PNC over finite field)
and PNCI (PNC over infinite field) according to whether the network-code field adopted
is finite of infinite. For each of PNCF and PNCI, they consider two specific estimation
techniques for dealing with noise in the mapping process. They have assumed that the
source packets are not channel-encoded and that QPSK modulation is adopted at the end
terminal. However, the idea of adopting channel-coding schemes at the end nodes has
been investigated in [26,27]. In [26], the authors investigate an LDPC encoded two-way
relaying system, in which a simple interference cancelation joint decoder is implemented
at the relay. The bit error rate performance of their simple interference cancelation
joint decoder is shown to be close to the existing sub-optimal belief propagation joint
decoder. They show that, for their configuration, the required SNR at the source is
much less than that of the single user channel with the same bit error rate.
In [28], the authors propose a distributed PNC scheme that obviates the need for
synchronization and is robust to random packet loss and delay. The proposed system is
simple to implement and incurs less overhead than the practical network coding system.
In early 2011, Lu, L., et al. [29] present the first implementation of a two-way relay
network based on the principle of PNC. Two comprehensive surveys about PNC can be
found in [30,31].
1.2 Thesis Contributions
In this thesis, the end nodes A and B choose their symbols, SA and SB, from a small
finite field F = GF (q). The symbols are then q-PSK modulated and sent to the relay.
We propose a PNCF scheme [25] for directly decoding a network-coded combination,
i.e., aSA + bSB over F, from the overlapped channel-coded signals received from the two
end nodes (plus noise), YR = HAXA +HBXB + ZR. This can be seen as a compute-
and-forward type strategy since a linear function of the transmitted messages is inferred
from the noisy linear combination provided by the channels. However, as opposed to
lattice codes, the linear coding schemes here are a practical concatenation of Reed-
Solomon and convolutional codes (RS-CC) and low-density parity check codes (LDPC)
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over small non-binary fields, which are suitable for both quasi-static and fast fading
channels. To the best of our knowledge, practical physical-layer network coding for fast
fading channels has not been addressed in the literature. We consider both quasi-static
fading and fast fading channels in this thesis. Fast fading channels are a good model for
frequency selective channels where orthogonal frequency division multiplexing (OFDM)
is applied with subcarrier interleaving. Furthermore, due to the cyclic prefix of OFDM,
if the two transmissions from the end nodes are not perfectly received in time at the
relay, the timing error can be absorbed as part of the channel responses.
For the binary case, the only possible network-coded combination, SA + SB over
the binary field, does not offer the best performance in several channel conditions. In
contrast, the unconventional non-binary constellations offer flexibility in choice of decod-
ing coefficients (a, b). Therefore, the relay is capable of attempting to decode multiple
network-coded combinations. If at least one of these network-coded combinations is de-
coded successfully, a correct decision will be made at the relay. Therefore, attempting
to decode against all combinations (a, b) can decrease the probability of error at the
relay. Later, we will see more on the advantages of attempting to decode different linear
combinations.
We aim to compare cases when the end nodes use constellations of size 3, 4, and
5 with the conventional binary case. Simulation results suggest that further increasing
the constellation size is not beneficial since, for a fixed transmission power, constellation
points get closer to each other and the probability of error increases. For this very
reason, without coding, the binary case has better performance. However, un-encoded
transmission is not practical. When the end nodes employ channel coding, we find
that non-binary constellations can outperform the binary case as decoding against all
coefficients (a, b) provides greater benefit than the reduction in minimum distance costs.
Using q-PSK modulation, there are q! different constellation mappers for arranging
the constellation points on the circle. In this thesis, we investigate these mappers for
fields GF (3), GF (22), and GF (5). Exploiting the symmetric properties of the problem
and using group theory arguments, we prove that the performance of different mappers
in GF (3) is the same in terms of frame error rate (FER) for any code (linear or non-
linear) employed at the end nodes. However, in GF (22) the performance of different
mappers is the same only if a linear code is adopted at the end nodes. For the field
GF (5), if the code is linear, we show that there are 4 different classes of constellation
mappers with possibly different performance, which greatly reduce the search for the
best mapping from 5! = 120 cases to 4.
Moreover, employing Fano’s inequality, we derive a lower bound on the FER perfor-
mance of decoding the network-coded combinations at the relay in a PNC scenario.
All in all, the major contributions of this thesis are summarized as follow:
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• We utilize non-binary constellations and directly decode network-coded combina-
tions, aSA + bSB, over finite fields from the superimposed channel-coded packets,
using either a practical concatenation of Reed-Solomon and convolutional codes,
or an LDPC code.
• Working over non-binary finite fields offers multiple choices for decoding coeffi-
cients, a and b. We benefit from attempting to decode multiple network-coded
combinations at the relay.
• We show that for a finite field F, there are effectively only |F|−1 pairs of decoding
coefficients that should be attempted by the decoder. There is no performance
gain in attempting more.
• We investigate the performance of different q−PSK constellation mappers in terms
of FER for q ≤ 5. We prove that the number of constellation mappers with
different performance is much less than the total constellation mappers, i.e., q!.
Therefore, we do not need to consider all different constellation mappers in the
search for the best one.
• We find a lower bound using Fano’s inequality on the FER performance of decoding
the network-coded combinations at the relay.
• When using RS-CC codes, for quasi-static fading channels, finite fields GF (3),
GF (22) and GF (5) outperform the binary case. For fast fading channels, finite
fields GF (3) and GF (22) outperform the binary case only by taking advantage of
attempting to decode multiple network-coded combinations.
• When using LDPC codes, for quasi-static fading and fast fading channel, the finite
fields GF (3) and GF (22) outperform the binary case only by taking advantage of
attempting to decode multiple network-coded combinations.
• GF (3) has the best performance among all other fields, when RS-CC or LDPC
channel coding is adopted at the MAC stage.
1.3 Outline of Thesis
The rest of this thesis is organized as follows: In Chapter 2, we introduce the basic
system model, go through the details of the network coding at the relay and explain
the physical layer network coding over non-binary fields. In Chapter 3, we obtain
an analytic expression for the error probability performance of the un-encoded PNC,
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using the minimum distance analysis. We use this expression to compare the bit error
rate (BER) performance of the un-encoded PNC over non-binary fields with that of
the binary field. In Chapter 4, we introduce the channel coding schemes employed at
the end nodes and illustrate the problem formulation if a channel coding scheme is
used. In Chapter 5, we investigate the performance of different constellation mappers
in terms of FER, using the symmetric properties of the problem and group theory
arguments. In Chapter 6, employing Fano’s inequality, we derive a lower bound on the
FER performance of directly decoding the network-coded combinations at the relay.
In Chapter 7, simulation results are presented. Finally, conclusions and discussions on




2.1 Multiple Access (MAC) Stage
We denote by SA, SB ∈ F the source data from A and B, respectively. We letM : F→ C
denote a q−PSK constellation mapper used at the MAC stage. The signals transmitted
from sources A and B are XA =M(SA) and XB =M(SB). We assume that the con-
stellation points have unit energy. The received signal at the relay node R is expressed
as
YR = HAXA +HBXB + ZR, (2.1)
where HA and HB are complex-valued channel gains from the end nodes A and B to
the relay node R, respectively. We assume that ZR is complex-valued additive white
Gaussian noise (AWGN) with variance σ2 = N0. For given constellation mapperM and
channel gains HA and HB, we will call the following set the received constellation:
MM(HA, HB) = {HAM(SA) +HBM(SB)|SA, SB ∈ F}.
For simplicity of analysis and exposition, we assume a time-synchronous communi-
cation system. Again, this is a reasonable assumption, as an OFDM-based bidirectional
relaying system is robust to time synchronization errors due to the cyclic prefix.
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2.2 Network Coding at the Relay
In network coding the critical issue is how the relay R makes use of YR to construct
a packet to broadcast to the end nodes A and B in the downlink phase such that
destinations are able to extract the information addressed to them from the relayed
signal. As long as the relay node R can transmit the necessary information to the end
nodes for extraction of the intended information, the end-to-end communication will
be successful. The relay node R is not the intended destination of the data from the
source and hence it does not need the individual information transmitted by nodes A
and B. By leveraging on this observation, we can increase the space of available relaying
strategies. In this section we discuss several techniques, in which the relay node does not
decode the source data individually. The strategies without decoding (the individual
source data) at the relay are not novelty applied to the two-way relaying, and they have
already been used in one-way relaying. Nevertheless, there are novel strategies such as
denoise-and-forward (DNF) that are brought by the distinctive features of the two-way
relaying scenario. In this section, we explain four two-step strategies.
2.2.1 Amplify-and-Forward (AF)
In amplify-and-forward (AF) strategy, the relay R amplifies and broadcasts the noisy
superimposed received packet YR from the uplink phase, such that the signal transmitted
in the broadcast phase is
SR = αYR = αHAXA + αHBXB + αZR (2.2)




|HA|2 + |HB|2 +N0
, (2.3)
to make the average per-symbol transmitted energy at the relay R equal to one. The
symbol received by A is the amplified version of the symbol received by R in the MAC
stage plus noise
YA = αHAYR + ZA
= αHA
2XA + αHAHBXB + αHAZR + ZA (2.4)
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where (2.4) is obtained under fixed channel gain assumption. Assuming that A knows
XA, HA, HB, and α, then it can remove the contribution of αH
2
AXA from YA and obtain
RA = αHAHBXB + αHAZR + ZR, (2.5)





Knowing the SNR, node A is able to estimate SB.
2.2.2 Denoise-and-Forward (DNF)
Although the relay does not decode the messages from A and B, it can process the
received signal YR. These strategies are called denoise-and-forward (DNF) in order to
emphasize that the noise is mitigated, but the source data are not decoded. The most
well-known scenario that illustrates the basic idea of DNF is when the terminals use
BPSK modulation in the MAC stage. Assume that the channel gains, HA and HB, are
equal to 1 and the transmitted symbols from A and B are XA, XB ∈ {−1, 1}. The
received signal at R is then YR = XA +XB + ZR. If the MAC channel is noiseless, i.e.,
ZR = 0, the possible received signals are {−2, 0, 2}. For the received signals −2 and
2, the relay can infer that the signal sent by the end nodes are (XA, XB) = (−1,−1)
and (XA, XB) = (1, 1), respectively. However, if the relay R receives 0, there is an
ambiguity whether the signals sent are (XA, XB) = (−1, 1) or (XA, XB) = (1,−1). But,
for example, if A sends 1 and knows that the relay R has observed 0, then A can infer
that XB = −1. The relay node only needs to send one bit of information to assist A
and B communication using the following denoising map: If it receives −2 or 2, it sends
1 in the BC stage, while it broadcasts −1 otherwise. One can easily check that, with
the knowledge of XA and XR, A can infer XB and, vice versa, knowing XB and XR,
B can infer XA. If the channel at R is noisy, then R needs to set appropriate decision
regions to detect the symbols. The output of the decision process is a symbol from the
set {−2, 0, 2} and in the next step R applies the denoise mapping in order to compress
the ternary symbol from the decision process to a binary symbol {−1, 1} that needs to
be sent in the broadcast phase. Overall, in order to implement a DNF scheme, the relay
node R should (1) quantize the received signal using the appropriate decision regions
and (2) map of the quantized signal to a symbol to be sent in the broadcast phase.
For successful decoding, any arbitrary mapping C, used at the relay R, should meet the
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following requirements [23].
C(s1, s2) 6= C(s′1, s2),∀s1 6= s′1, s2 ∈ F
C(s1, s2) 6= C(s1, s′2),∀s2 6= s′2, s1 ∈ F (2.7)
which is known as exclusive-law [23]. For binary, the most well-known denoising map is
the XOR or equivalently modulo-2 addition:
C(SA, SB) = SA ⊕ SB = SA + SB (mod 2) . (2.8)
2.2.3 Compress-and-Forward (CF)
Compress-and-forward (CF) is an interesting variant of the DNF schemes, in which the
quantization/compression framework is used to determine the operations carried out at
the relay node R. In CF scheme, first proposed in [32], after observing YR, the relay
obtain its quantized version ŶR as well as the message SR which is uniquely associated
with ŶR and forwards it to the end nodes via XR. To illustrate the decoding scheme,
consider the decoder at node A which wishes to decode the relay message SR in order
to ultimately decode its intended message from node B, SB. After the BC stage, node
A has the known sequences XA and YA and finds the set of all ŶR and XR such that
(XA, ŶR) and (XR, YA) are two pairs of jointly typical sequences. Then node A decodes
SR correctly if there exists a unique SR for which both (XA, ŶR) and (XR, YA) are jointly
typical sequences and declares a decoding error otherwise [33].
2.2.4 Compute-and-Forward
Compute-and-forward schemes are those where the relay decodes linear combination of
the transmitted messages using the noisy linear combinations provided by the channel.
Given enough linear combinations, an end node can solve for its desired messages. A
compute-and-forward scheme relies on codes with a linear structure and was originally
proposed in [18] for nested lattice codes. The linearity of the codebook ensures that
linear combinations of codewords are themselves codewords. The relay can choose which
linear equation to recover.
This strategy affords protection against noise as well as the opportunity to exploit
interference for cooperative gains. Compared to amplify-and-forward and compress-
and-forward in which a set of noisy linear equations is broadcasted by the relay, in this
case, the relay forwards a set of reliable linear equations.
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In this thesis, we propose a compute-and-forward type strategy in which linear func-
tions of the transmitted messages over small fields are inferred from the noisy super-
imposed packets received at the relay. The linear coding schemes here are RS-CC and
LDPC codes over small non-binary fields. RS-CC and LDPC codes are suitable for fast
fading channels. For binary, the only linear function of the transmitted messages is
the modulo-2 addition, which as explained in [23], does not offer the best probability
of error performance for many channel conditions. For non-binary, however, there are
multiple linear functions of the transmitted messages, i.e., network-coded combinations,
to be decoded at the relay. Decoding multiple network-coded combinations can be help-
ful, since for a successful detection at the relay only one of these combinations needs to
be successfully decoded. In other words, working over non-binary fields gives the relay
node R the opportunity to map the received signal, YR, into multiple network-coded
combinations; i.e., SR = aSA + bSB over F, where a, b ∈ F\{0}.
2.3 Physical Layer Network Coding Over Non-Binary
Fields
An advantage of working over non-binary fields is that it offers a variety of choices
for the decoding coefficients. Decoding coefficients a and b can be selected from the
set F\{0}. Decoding according to a fixed choice (a, b) partitions the q2 received con-
stellation points into q sets according to the level sets of the function of SA and SB,
C(a,b)(SA, SB) := aSA + bSB over F. However, not all of these sets of decoding coefficients
lead to a new partitioning of constellation points and thus do not provide a new oppor-
tunity for successful decoding at the relay. Those that generate the same partitioning
of points either all succeed or all fail when decoding a particular received constellation.
The following theorem indicates which of the coefficient pairs, (a, b), are not duplicates
in this sense.
Theorem 1. The number of distinct sets of decoding coefficients equals to |F| − 1.
Picking the coefficient a = 1 and b ∈ F\{0} yields all the distinct sets.
Proof. The proof consists of two parts: (1) any set of decoding coefficients, (a, b), where
a, b ∈ F\{0} and a 6= 1 is a duplicate of a set (1, b′), where b′ ∈ F\{0} and (2) there are
no duplicate sets with an identical first coefficient.
Part 1: The partition with (1, b), where b ∈ F\{0}, is the same as that with (k, kb),
where k ∈ F\{0}, since
kC(1,b)(SA, SB) = kSA + kbSB = C(k,kb)(SA, SB), (2.9)
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i.e., decoding coefficients (1, b) and (k, kb) produce the same partitioning.
As an example, consider working over GF (3) field. The mapping from YR ∈ C
back to F = {0, 1, 2} at the relay depends on the choice of (a, b). Fig. 2.1 illustrates
mappings due to decoding coefficients (1, 1) and (2, 2), with constellation points labeled
by (SA, SB). As can be seen from Fig. 2.1, the partitioning generated by (1, 1) and
(2, 2) is the same. However, the level sets of C(1,1)(SA, SB) are not identical as those of
C(2,2)(SA, SB).
Figure 2.1: When working over GF (3) field, mapping due to decoding coefficients (1, 1)
and (2, 2) generate the same partitioning of the received constellation points at the relay:
(a) (a, b) = (1, 1), (b) (a, b) = (2, 2)
Part 2: Assume that the partition with (1, b) is the same as that with (1, b′). Denote
by P ⊂ F2 the common level set K ∈ F and K′ ∈ F for (1, b) and (1, b′), respectively,
i.e., for all (SA, SB) ∈ P ,
SA + bSB = K
SA + b
′SB = K′. (2.10)
According to (2.10), (b′ − b)SB = K − K′ for all SB in {S|(SA, S) ∈ P} = F. But,
this will only hold if b = b′ and K = K′. Therefore, there are no duplicate sets with an
identical first coefficient.
In this thesis, the relay R performs soft-decision decoding to estimate SR from the
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received signal, YR, using the probability Pr (YR|aSA + bSB = k) for k ∈ F, as follows



















2.4 Broadcast (BC) Stage
In the BC stage where the network-coded signal is broadcasted to nodes A and B, the
received signal at the end node is written as
Yi = HiXR + Zi, for i ∈ {A,B}, (2.12)
where Zi is complex-valued AWGN with a variance of σ
2 and Hi is complex-valued
channel gain from the relay node R to the end nodes. Due to (2.7), end node A can
extract the desired data SB, using self-information as follows
ŜA = argmin
s∈F
|YA −HAM(C(SA, s))|. (2.13)
Analogously, the end node B detects the desired data SA.
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Chapter 3
Probability of Un-Encoded Error
Performance
The Euclidean distance between any two constellation points belonging to different level
sets of C(a,b), i.e., C(a,b) (SA, SB) 6= C(a,b) (S ′A, S ′B), is written as
d(SA,SB)−(S′A,S′B)
= |HA||∆(SA, S ′A) + γejθ∆(SB, S ′B)|, (3.1)
where ∆ (s, s′) =M (s)−M (s′) and HB/HA = γejθ, where γ and θ are the channel
amplitude ratio and the channel phase difference, respectively. Suppose that these two
points are mistaken for one another, the pairwise error probability is given as







where Q(.) represents the Q-function, the tail probability of the standard normal distri-
bution. The total error is usually approximated by a weighted sum of all the pairwise
error probabilities. The most dominant factor in this summation is the pairwise error











3.1 Received Constellation Points at the Relay
We consider the received constellation points MM(HA, HB) at the relay. The explana-
tions in this and the following section are for the case where the end nodes A and B
use 3-PSK modulation; i.e, SA, SB ∈ GF (3). Higher order constellations, however, are
similar. In this case, decoding coefficients (a, b) can either be (1, 1) or (1, 2), owing to
Theorem 1.
Figure 3.1: The received constellation points MM(HA, HB), mapped due to different
decoding coefficients (a, b), when 3-PSK is used at the MAC stage: (a) (a, b) = (1, 1),
(b) (a, b) = (1, 2)
Fig. 3.1 illustrates the mappings from YR ∈ C back to F = {0, 1, 2} due to decoding
coefficients (1, 1) and (1, 2), with constellation points labeled by (SA, SB). It is interest-
ing to note that in Fig. 3.1(a), for (a, b) = (1, 1), points at the periphery of the received
constellation are mapped back to the same elements in F, i.e.,
C(1,1)(1, 2) = C(1,1)(2, 1) = 0
C(1,1)(0, 1) = C(1,1)(1, 0) = 1
C(1,1)(0, 2) = C(1,1)(2, 0) = 2, (3.4)
while in Fig. 3.1(b), for (a, b) = (1, 2), it is points in the interior of the received constel-
lation that are mapped to the same element in F, i.e.,
C(1,2)(1, 0) = C(1,2)(2, 1) = C(1,2)(0, 2). (3.5)
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Thus, decodings with (1, 1) and (1, 2) result in different types of errors and attempt-
ing to decode against both can reduce the probability of error. Depending on which
constellation points, SA and SB, are sent, one of these mappings has a better minimum
distance and hence may improve the probability of error.
3.2 Minimum Distance
Decoding against both coefficient sets (1, 1) and (1, 2) prevents an arbitrary received
constellation point such as (1, 1) from being mistaken with either of the points: (2, 2),
(0, 0), (0, 2), or (2, 0). The four remaining constellation points at the relay are: (1, 0),
(1, 2), (0, 1), and (2, 1). The first two points are of distance
√
3|HB| from the point
(1, 1), where |.| indicates taking the absolute value of the enclosed variable. The later
two, however, are of distance
√
3|HA| from the point (1, 1). Therefore, dmin assuming
both decodings are attempted is
dmin =
√
3 min (|HA|, |HB|). (3.6)
This is the distance between the initial set of constellation points times min(HA, HB).
The same reasoning is valid for higher order constellations. Similarly, for higher order
constellations, dmin equals the distance between the constellation points at the MAC











min (|HA|, |HB|), (3.7)
which is a decreasing function of q. Note that by decoding against all choices of co-
efficient sets (a, b), the value of dmin is independent of the channel phase difference,
θ.
3.3 Comparing Probability of Error Performance
We assume independent Rayleigh-fading for channels from the end nodes A and B to






, for i ∈ {A,B} (3.8)
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The probability density function (pdf) of H = min(|HA|, |HB|) is obtained as,
fH(h) = 4he
−2h2 , h ≥ 0 (3.9)
According to (3.2), dmin can be written as KH, where K is a constant. If the end nodes
adopt binary constellation, each member of the received constellation at the relay is
of distance dmin from one other point. On the other hand, in non-binary cases, any
received signal point at the relay is of distance dmin from two other points. Therefore,










EH(.) indicates taking the expected value of the enclosed variable with respect to fH(h)






















































































































 Kq = { 1 for F = GF (2)2 for other wise (3.11)
Figure 3.2: Un-encoded symbol error rate for binary and non-binary constellations
Fig. 3.2 illustrates the approximate SER vs. Eb/N0 for different fields. As can be
seen from Fig. 3.2, un-encoded SER of the binary case is less than that of the non-binary
constellations. However, the SER can be misleading, since, for instance, in 64-QAM,
each symbol is 6-bit long. Even if each symbol had one of its six bits in error, a symbol
error rate of 100% has occurred, yet simple error correction schemes could correct each
erroneous bit. Thus, a more appropriate basis for comparison is the FER with coding





We let T : Fk → Fn denote a linear channel encoder. Denote by SA and SB the un-
encoded data to be transmitted from A and B, where SA,SB ∈ Fk. The end nodes
employ a coding scheme of rate r = k/n. The encoded packets are then modulated by
M : Fn → Cn, the PSK constellation mapper, as
XA = M (T (SA))
XB = M (T (SB)). (4.1)
Let UA = T (SA) and UB = T (SB) denote the encoded packets from the end nodes.
In the MAC stage, the received signal at the relay node R during the j-th symbol is
written as
YR(j) = HA(j)XA(j) +HB(j)XB(j) + ZR(j), (4.2)
where ZR(j) is complex-valued circularly symmetric AWGN with variance σ
2 and Hi(j)
for i ∈ {A,B} is a complex-valued channel gain from the end node i to the relay node R.
In this thesis, we first consider quasi-static fading channels, where Hi(j) is a constant
for all j ∈ {1, 2, ..., n}. When we consider fast fading channels, the Hi(j) are assumed
to be i.i.d. for all j ∈ {1, 2, ..., n}.
We aim to directly decode aSA + bSB over F, using the fact that T : Fk → Fn is
a linear code. The linearity of the code guarantees that adding any two code words
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produces another code word, i.e.,
T (aSA + bSB) = aT (SA) + bT (SB). (4.3)
Therefore, if from YR we can obtain the soft metrics Pr(YR(j)|aSA(j) + bSb(j)) for
j ∈ Zn, according to (2.11) and the linear code allows for soft-input decoding, we can
directly decode aSA+bSB without first decoding SA and SB. Moreover, we assume that
the BC stage is fairly standard, as explained in 2.4.
4.1 Review of the Coding Schemes
In this section, we present a short review of different linear channel coding schemes used
in this thesis.
4.1.1 Reed-Solomon Convolutional Code Concatenation
Code concatenation first proposed by Forney in [34] is an error correcting scheme in
which two different error correcting codes called the inner code and outer code are con-
catenated, achieving comparatively higher coding gain by using codes that are relatively
easy to decode. It is well-known, that the concatenation of two channel codes leads to
a more robust code [35]. The concatenated coding scheme using convolutional coding
(CC) with Viterbi decoding as the inner code and the Reed-Solomon (RS) code as the
outer code is a special case of the general concatenated coding scheme proposed by
Forney.
Convolutional Codes
Convolutional codes can be specified as CC(n, k,m), where n is the number of output
bits, k is the number of input bits, m is the number of memory registers, and the ratio
r = n/k called the code rate, is a measure of the efficiency of the code. In convolutional
code, each transformation is a function of the previous L = k(m − 1) information
symbols, where L is called the constraint length of the code. In other words, the
constraint length L represents the number of symbols in the encoder memory that
affect the generation of the n output symbols. The decoding algorithm used in this
thesis is Viterbi with soft-decision inputs.
Convolutional codes are used widely in numerous applications in order to achieve
reliable data transfer, including digital video, radio, mobile communication, and satellite
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communication. These codes are often implemented in concatenation with a hard-
decision code, especially Reed-Solomon, as in this thesis. For a complete survey on
convolutional codes, refer to [35].
Reed-Solomon Codes
A RS(n, k,m) code is used to encode k, m-symbol blocks into n ≤ qm − 1 blocks con-
sisting of m symbols, as shown in Fig. 4.1. The encoder thus consists of m× k input
symbols and m× n output symbols. Also,
n ≤ 2m − 1. (4.4)
Figure 4.1: Reed-Solomon code definitions
When (4.4) is not an equality, RS is referred to as a shortened code. There are n−k





for n− k even
n−k−1
2
for n− k odd (4.5)
RS codes are not only linear, but also they are cyclic, which means that cyclically
shifting the symbols of a codeword produces another codeword. While RS code belongs
to the family of BCH codes, it is distinguished by having multi-symbol blocks. RS codes
are known to be good at dealing with bursts of errors, since although a block may have
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all its symbols in error, this counts as only one block error in terms of the correction
capacity of the code.
Reed-Solomon codes were developed in 1960 by Irving S. Reed and Gustave Solomon
[36]. When the article was written, no efficient decoding algorithm was known. A de-
coding solution was found in 1969 by Elwyn Berlekamp and James Massey, and is since
known as the Berlekamp-Massey decoding algorithm. This is the decoding algorithm
employed in this thesis. In 1977, RS codes were implemented in the Voyager program
in the form of concatenated codes. The first commercial application in mass-production
appeared in 1982 with the compact disc, where two interleaved RS codes were utilized.
Today, RS codes are extensively used in digital storage devices and digital communica-
tion standards, however they are being gradually replaced by more modern codes such
as low density parity check codes or turbo codes. For instance, RS codes are used in
the digital video broadcasting (DVB) standard DVB-S, but LDPC codes are now used
in its successor DVB-S2.
4.1.2 Low Density Parity Check (LDPC)
As the terminology suggests, LDPC codes, also known as Gallager codes [37], are con-
structed using sparse bipartite graphs. LDPC codes can be specified by (n,m) param-
eters, where n is the number of non-zero elements in the columns and m is that in the
rows. LDPC codes are shown to have near-Shannon performance [38], which means
that practical constructions exist that allow the noise threshold to be set very close to
the Shannon limit for a symmetric memory less channel. The belief propagation de-
coding method first proposed by Gallager has been further improved and generalized
by many research groups. Davey and MacKay [39] have introduced a generalized de-
coding technique that can be applied to non-binary codes as well. They have shown
that the near-Shannon limit performance of Gallager’s binary low density parity check
code can be significantly enhanced by moving to fields of higher order. In this thesis,
we implement the decoding algorithm introduced in [39].
In a bipartite graph any even-length path of edges finishes in the same set it started,
and an odd-length path finishes in the opposite set. A loop is a closed path of even
length in which the first node is the same as the last one. Since there is at most one
edge between any two nodes, the shortest length a loop can have is 4, the next largest
is 6, and so on. The girth of a graph is the length of its shortest loop. If the graph
contains no loops then the decoding is quickly computable. Since decoding methods
of the LDPC codes are iterative, the main problem of a loopy graph is that the value
of an incorrect node in a loop will propagate back to itself, resisting the efforts of the
algorithm to correct it. Longer loops, however, dilute this effect and are not as critical
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to the decoders performance. Therefore, many efforts have been made for detecting and
removing loops from LDPC graphs [40,41].
LDPC codes are finding increasing use in applications where reliable and highly
efficient information transmission over bandwidth in the presence of noise is desired. In
2003, an LDPC code beat six turbo codes and became the error correcting code in the
DVB-S2 standard for the satellite transmission of digital television. In 2008, an LDPC
code beat convolutional turbo codes as the forward error correction (FEC) scheme for
the ITU-T G.hn standard. Because of its low decoding complexity, specifically when
operating at data rates close to 1 Gbit/s, G.hn chose LDPC over turbo codes. Also,
10GBase-T Ethernet, which sends data at 10 Gbit/s over twisted-pair cables, uses LDPC
codes. In 2009, LDPC codes became a part of the Wi-Fi 802.11 standard, as an optional




Working over larger fields provides different choices for constellation mappers. Generally,
in a field of size q, there are q! different constellation mappers that place the constellation
points uniquely on a q-PSK constellation. However, due to symmetric properties of
the constellation and the fact that linear codes are employed at the end nodes, the
number of constellation mappers with different performance in terms of FER, called
distinct mappers for short, is less. Consider a constellation mapper M that generates
the constellation c1 = (c11, c12, ..., c1q), where c1i ∈ F, c1i 6= c1j for i 6= j and i, j ∈
{1, 2, ..., q}, with a given FER; without loss of generality, let c11 be located at the
right corner of the q-PSK constellation, followed by c12, ..., c1q in a counter-clockwise
order. The constellation c1 can be transformed to another constellation called c2 =
(c21, c22, ..., c2q), where c2i ∈ F, c2i 6= c2j for i 6= j and i, j ∈ {1, 2, ..., q}, by applying a
permutation such as rotation, or reflection, etc. Since the total number of permutations
is q!, there exists q! different constellations. Let us denote by P = {pi|1 ≤ i ≤ q!} the
group of all q! permutations. Without loss of generality assume that the elements of F
are ordered as {ξ1, ξ2, ...ξq}. Denote by C = {ci|1 ≤ i ≤ q!} the set of all constellations
created by applying the elements of P to cI = (ξ1, ξ2, ..., ξq), an identity constellation.
Since there is a one-to-one correspondence between the elements of C and those of P ,
there exists an isomorphism between P and C and hence C can be seen to have group
structure. In the following, we investigate the permutations of the constellation c1 that




Now, consider the q − 1 constellations obtained by rotating the constellation points of
c1 by 2kπ/q for k ∈ Zq\{0}. If instead of M the constellation mapper M′ : F → C
that is equivalent to a 2kπ/q rotation of the constellation induced by M is used, then
the received constellation at the j-th time instant MM′(HA(j), HB(j)) is identical to
MM(HA(j)e
i2kπ/q, HB(j)e
i2kπ/q). Since for Rayleigh fading the effect of the channel
includes a random rotation uniform on [0, 2π), the sets of possible received constellations
MM(HA(j), HB(j)) and MM′(HA(j), HB(j)) have the same distribution. Therefore, any
rotation of c1 has the same FER as c1.
5.2 Reflection
Also consider the constellation obtained by reflecting the constellation points of c1 on
the x-axis. Let us denote by M′ : F → C the constellation mapper that is equiva-
lent to the reflection of the constellation induced by M on the x-axis. Note that if
Xc1j , j ∈ {1, 2, ..., q} is the coordinate of the point c1j in the constellation c1, then,
after the reflection, the point cij is located in the coordination X
∗
cij
, where the ∗ indi-
cates complex conjugate. At the j-th time instant, the received constellation points in
MM′ (HA(j), HB(j)) are a reflection of those in MM(HA(j)
∗, HB(j)
∗) on the x-axis, as
follows
MM′ (HA(j), HB(j))
={HA(j)M′(SA(j)) +HB(j)M′(SB(j))|SA(j), SB(j) ∈ F}
={(HA(j)∗M(SA(j))+HB(j)∗M(SB(j)))∗|SA(j), SB(j)∈F} (5.1)
Since the added noise is complex-valued circularly symmetric AWGN, the reflection
permutation does not change its distribution. Also, since for Rayleigh fading the prob-
ability distribution of Hi(j) and Hi(j)
∗, for i ∈ {A,B}, is the same, the sets of possible
received constellations MM(HA(j), HB(j)) and MM′(HA(j), HB(j)) have an identical
distribution and hence, a reflection of c1 has the same FER as c1.
5.3 Multiplication by Non-Zero Field Elements
Knowing that SA and SB are selected uniformly and iid on Fk, encoding and transmitting
cSA and cSB for c ∈ F\{0} has the same FER performance as encoding and transmitting
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SA and SB if a linear code is used. This is because for c = 1, nothing has changed,
while for c ∈ F\{0, 1}, we still have independent uniform distributions on Fk. But
compared to c = 1, the effect of using c ∈ F\{0, 1} is as if we encoded using c = 1,
and simply adopting the constellation c2 = cc1 = (cc11, cc12, ..., cc1q) instead of c1 at the
relay. Therefore, any constellation resulting from multiplication of c1 by c ∈ F\{0} has
the same FER as c1.
5.4 Number of Distinct Mappers
Let H1 ⊂ P be the set of permutations corresponding to rotations and reflections of the
constellation (these are left permutations); and H2 ⊂ P the set of permutations corre-
sponding to multiplications by non-zero field elements (these are right permutations).
For c1, c2 ∈ C, if h1c1h2 = c2, where h1 ∈ H1 and h2 ∈ H2, then c1 and c2 have the
same performance in terms of FER and we say they are equivalent. The group C is thus
divided into distinct classes of equivalent elements. If c ∈ C, we are interested in the
double cosets H1cH2 with respect to H1 and H2, as follows
H1cH2 = {h1ch2|h1 ∈ H1, h2 ∈ H2}. (5.2)
Thus, double cosets of H1 and H2 partition C, where each partition consists of con-
stellations with equivalent FER. The following theorem from [42] indicates the number
of members in each partition, which in turn specifies the number of partitions and
distinct mappers.
Theorem 2. For a double coset H1cH2 and c ∈ C, the number of members in the





where |.| indicates the size of the enclosed set. In the following, we investigate the
number of distinct mappers for GF (3), GF (22), and GF (5) fields, in detail.
For the case that F = GF (3), the group C has 6 elements and as |H1| = 6, C has 1
partition. Thus even for non-linear coding schemes all 3! constellations have the same
performance in terms of FER.
If F = GF (22), we have |H1| = 8, |H2| = 3, and |H1c ∩ cH2| = 1 for all c ∈ C,
and thus the group C will consist of one partition of size 24. Hence all 4! constellations
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Figure 5.1: The four distinct constellations: (a) belongs to a partition of size 20, (b)
belongs to a partition of size 20, (c) belongs to a partition of size 40, and (d) belongs
to a partition of size 40.
have the same performance in terms of FER if a linear coding scheme is employed at
the end nodes. If the code is non-linear, then the number of distinct mappers equals to
|H2| = 3.
Finally, if F = GF (5), we have |H1| = 10, |H2| = 4, and |H1c ∩ cH2| = 1 or 2
depending on c ∈ C. Thus the group C will be partitioned into 4 groups: two of size
20, and two of size 40, which means that there are 4 distinct mappers if a linear code
is employed. As a result, if linear coding is employed at the end nodes, only four
distinct mappers should be considered as all others have identical performance in terms
of FER. Fig. 5.1 depicts one member of each partition. Note that Fig. 5.1(a) and (b)
show constellations that belong to partitions of size 20, while Fig. 5.1(c) and (d) show
constellations that belong to partitions of size 40.
There are a number of examples that show the constellation mappers illustrated
in Fig. 5.1 are in fact different in terms of FER. Since different minimum distances
between the code words result in different FER performance, showing that there exits
a linear code for which these constellations have different dmin, proves that they have
different performances in terms of FER. For the linear code book C1 : F → F4 =
{1234, 2413, 4321, 3142, 0000}, Table 5.1 illustrates the minimum distance between the
code words for the configuration shown in Fig. 5.2.
For the linear code book C2 : F2 → F5 = {linear span of 11223 and 21344}, Table 5.2
illustrates the minimum distance between the code words for the configuration shown
in Fig. 5.2.
Therefore, code books C1 and C2 show that for linear codes the four constellation
mappings shown in Fig. 5.1 might have different performances in terms of FER.
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Figure 5.2: A 5-PSK mapper, where a, b, c, d, e ∈ GF (5) are pairwise different.
Table 5.1: Minimum distance between the code words of the code C1 for the four distinct






Table 5.2: Minimum distance between the code words of the code C2 for the four distinct








The Lower Bound on the FER
Performance
In this section, we aim at finding a lower bound on the FER performance of encoded
PNC for quasi-static fading channels. We denote by SAB = aSA + bSB and UAB =
aUA+bUB. Let us denote by I = I(YR; SAB|HA, HB), the mutual information between
the superimposed received signals at the relay node and the decoded network-coding
combination, given the channel gains. As the source messages are selected according to
a uniform distribution,




= I(SAB; YR|HA, HB) + h(SAB|YR, HA, HB)
≤ I + Penr log2(q) + 1 (6.1)
= I + nεn, (6.2)
where (6.1) follows from Fano’s inequality, and εn → 0 as the probability of error Pe → 0.
According to (6.2) the probability of I being less than nr log2(q) is an indicator of the
probability of error, called information outage probability. We denote the information
outage probability by Po = Pr{I ≤ nr log2(q)}.
There is a one-to-one relation between SAB and UAB, and thus I = I(YR; UAB|HA, HB).
For simplicity, in the following, we show YR(j), HA(j), HB(j), SAB(j), UAB(j), UA(j),
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and UB(j) for any time instant j ∈ {1, 2, ..n} by YR, HA, HB, SAB, UAB ,UA, and UB,
respectively.
Now, assume a code of rate r = k/n and, without loss of generality, that the first k
symbols are systematic. Then the last n− k symbols of UA and UB are dependent on
the first k and hence the last n− k symbols of UAB are dependent to the first k. Let us
denote the first k symbols of the received signal, by Y
(1,k)
R and the last n−k by Y
(k+1,n)
R .
We denote the last n− k symbols of the encoded packets by U (k+1,n)A and U
(k+1,n)
B . The
information I can then be rewritten as
I = h(YR|HA, HB)− h(YR|UAB, HA, HB)
≤ nh(YR|HA, HB)− h(Y(1,k)R |UAB, HA, HB)
− h(Y(k+1,n)R |Y
(1,k)
R ,UAB, HA, HB)





A , HA, HB)







A , HA, HB)
= nh(YR|HA, HB)− kh(YR|UAB, HA, HB)− (n− k)h(ZR)
= kI(YR;UAB|HA) + (n− k)I(YR;UA, UB|HB). (6.4)
On the other hand, the information I can also be bounded by
I ≤ I(UAB; YR,UA|HA, HB) (6.5)
= I(UAB; YR|UA, HA, HB)
= h(YR|UA, HA, HB)− h(YR|UAB,UA, HA, HB)
≤ nh(YR|UA, HA, HB)− nh(ZR)
= nI(YR;UB|UA, HA, HB) (6.6)
Essentially, this is a bound on communicating from UB to YR assuming UA is known,
and thus, its interference can be subtracted. Similarly,
I ≤ nI(Y ;UA|UB, HA, HB). (6.7)
Thus from (6.4), (6.6), and (6.7), the information outage probability is lower bounded
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Figure 6.1: The lower bound on the FER performance of the encoded PNC
by
Po > Pr{min{
rI(YR;UAB|HA, HB) + (1− r)I(YR;UA, UB|HA, HB),
I(YR;UB|UA, HA, HB),
I(YR;UA|UB, HA, HB)} ≤ r log2(q)}. (6.8)
We expect the bound in (6.4) to have diversity order two since,
rI(YR;UAB|HA, HB) + (1− r)I(YR;UA, UB|HA, HB)
≥ (1− r)I(YR;UA, UB|HA, HB)
≥ (1− r)I(UA;YR|HA, HB) + (1− r)I(UB;YR|UA, HA, HB)
≥ (1− r)I(UB;HBUB + ZR|HB). (6.9)
Analogously,
rI(YR;UAB|HA, HB) + (1− r)I(YR;UA, UB|HA, HB)
≥ (1− r)I(UA;HAUB + ZR|HA). (6.10)
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Hence,
rI(YR;UAB|HA, HB) + (1− r)I(Y ;UA, UB|HA, HB)
≥ (1− r) max{I(UA;HAUA + ZR|HA), I(UB;HBUB + ZR|HB)}. (6.11)
Therefore the information I(YR;UA, UB|HA, HB) treats both UA and UB as desirable
information, i.e., according to the received constellation points if just one of HA or HB
is large, we will get about log2(q) bits per channel use. So we need both HA and HB
to be small for things to go wrong, which creates a slope of −20dB in FER vs. Eb/N0.
Since (6.4) has diversity order two, it does not affect the high SNR analysis however in
low SNR regimes it helps to increase the lower bound.
Knowing that the steps in (6.3) and (6.5) are potentially loose, we expect the final
bound (6.8) to be unrealizable, i.e., we do not expect any actual code to meet it in
terms of FER performance. The bound (6.8), is depicted in Fig. 6.1. Also, note that




In this chapter, we compare the error performance of non-binary constellations in PNC
with that of the binary case, in three different scenarios:
• without adopting any channel coding schemes
• by using practical RS-CC concatenation
• by using an LDPC code
The later two are investigated for both quasi-static and fast fading channels.
7.1 No Channel Coding
For the system configuration of Chapter 3, the simulation results of SER versus Eb/N0
for the field F = GF (q), (q = 2, 3, 4, 5) are shown in Fig. 7.1. As can be seen from Fig.
7.1, attempting to decode against all choices of decoding coefficients (a, b), improves the
SER of the system in non-binary fields. However, this improvement can not compensate
for the cost of the minimum distance reduction in non-binary fields, and hence the
binary constellation outperforms the non-binary cases in the sense of minimizing the
SER. In particular, the improvement obtained by decoding against multiple effective
combinations is 0.6dB in Eb/N0 for the field GF (3) as shown in Fig. 7.1(a). From
Fig. 7.1(b) and (c), the improvement gaps for both GF (22) and GF (5) fields are about
2dB in Eb/N0. Fig. 7.1(d) illustrates the simulation results of SER performance for
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binary and non-binary fields when attempting to decode against all choices of decoding




Figure 7.1: Simulation results for un-encoded binary and non-binary: (a) GF (3) and bi-
nary, (b) GF (22) and binary, (c) GF (5) and binary, (d) comparison of SER performance
for F = GF (q), (q = 2, 3, 4, 5) fields when attempting to decode against all effective
combinations
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7.2 Concatenated Reed-Solomon/Convolutional Code
For a fair comparison in terms of complexity, the number of states of the convolutional
codes should be approximately the same. We choose the number of states to be 25, 33,
42, and 52 for GF (2), GF (3), GF (22), and GF (5) fields, respectively. The convolutional
code rate is 1/2. The best generator polynomial for each field was found by exhaustive
search. Table 7.1 shows these generator polynomials.
Comparable Reed-Solomon codes should have the same input and output packet
lengths, as well as the same rates. Here, we assume that RS code rate is 0.8. Therefore,
the concatenated RS-CC code rate is 0.8 × 0.5 = 0.4. Table 7.1 also provides the
Reed-Solomon parameters used in this thesis.
Table 7.1: Concatenated RS-CC Parameters for Different Fields
Field CC gen. poly. RS (n, k, m)
GF (2) (1 0 1, 0 1 1) (63, 51, 6)
GF (3) (2 0 1 1, 2 2 2 1) (59, 47, 4)
GF (22) (1 1 1, 1 α 1) (63, 51, 3)
GF (5) (1 1 3, 2 4 1) (55, 45, 3)
7.2.1 Quasi-Static Fading Channel Model
Fig. 7.2 illustrates the performance of the binary and non-binary RS-CC encoded in PNC
scenarios for quasi-static fading channels. As can be seen from Fig. 7.2(a), attempting
to decode against all choices of coefficients (a, b), decreases the frame error rate in a
manner equivalent to a gain of approximately 0.6dB in Eb/N0. Similarly, for other
fields, decoding against all choices of coefficients decreases the FER. This decrease in
FER for higher order fields, i.e., GF (22) and GF (5), as illustrated in Fig. 7.2(b) and (c),
is greater since the number of choices of decoding coefficients (a, b) increases as the size
of the field increases, according to Theorem 1. Thanks to the RS-CC error correcting
code, higher order fields outperform the binary case by 1 − 2.5dB at FER of 10−2, for
quasi-static fading channels, with GF (3) providing the best performance. Fig. 7.2(d)
shows this fact. For the selected RS-CC coding scheme, the four different constellation
mappers shown in Fig. 5.1 have the same FER performance, hence their curves have
overlapped in Fig. 7.2(d). Moreover, Fig. 7.2(d) illustrates that the performance of




Figure 7.2: Simulation results for binary and non-binary RS-CC encoded for quasi-static
fading channels: (a) GF (3) and binary, (b) GF (22) and binary, (c) GF (5) and binary,
(d) comparison of FER performance for F = GF (q), (q = 2, 3, 4, 5) fields and the lower
bounds (6.8) if the relay attempts to decode against all effective combinations.
Also from Fig. 7.2(d), the GF (3) curve has the minimum distance to its correspondence
lower bound. As RS-CC coding results in a significant gap form the lower bounds, we
also consider LDPC codes.
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7.2.2 Fast Fading Channel Model
Fig. 7.3 illustrates the performance of binary and non-binary RS-CC in PNC scenarios
for fast fading channels.
(a) (b)
(c) (d)
Figure 7.3: Simulation results for binary and non-binary RS-CC encoded for fast fading
channel: (a) GF (3) and binary, (b) GF (22) and binary, (c) GF (5) and binary, (d)
comparison of FER performance for F = GF (q), (q = 2, 3, 4, 5) fields when decoding
against all effective combinations.
As can be seen form Fig. 7.3(a), (b), fields GF (3) and GF (22) outperform GF (2)
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by 0.8dB and 0.5dB at FER of 10−4, but only by taking advantage of decoding against
all possible coefficients (a, b). With reference to Fig. 7.3 (a), (b), and (c), attempting
to decode against all choices of coefficient (a, b), significantly decreases the frame error
rate, providing a gain equivalent to 1− 2dB in Eb/N0 at FER= 10−4.
Finally, Fig. 7.2(d) and Fig. 7.3(d) show that field GF (3) has the best frame error
rate performance among all other fields if RS-CC concatenation is adopted at the end
nodes.
7.3 Low-Density Parity Check Code
A (3, 5) LDPC code that has a girth-12 graph and a parity check matrix of size 4395×
7325 is used for the binary case. The BER performance of this code is 0.8dB away from
the Shannon bound at rate 0.4 (−0.22dB). Fig. 7.4 illustrates the BER performance of
the LDPC code for the binary field over an AWGN channel. In Fig. 7.4, even at BER
of 10−7 no error floor is observed, which is an indication of a good parity check matrix
design. For higher order fields, some of the ones in the binary matrix are randomly
switched to another non-zero element of the field and in this way we construct all the
LDPC parity check matrices.
Figure 7.4: Bit error rate of LDPC code and the Shannon limit at the rate 0.4
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Figure 7.5: Frame error rate for PNC configuration with LDPC coded packets for quasi-
static fading channels
7.3.1 Quasi-Static Fading Channel Model
Fig. 7.5 illustrates the performance of the binary and non-binary LDPC codes in PNC
scenarios for quasi-static fading channels. For ease of presentation, we do not show
the performance by decoding against one set of decoding coefficients in Fig. 7.5 and
only the final FER achieved by attempting to decode against all valid coefficients are
depicted. Attempting to decode against all choices of coefficients (a, b) decreases the
frame error rate by 0.2dB in Eb/N0. Also, with LDPC coding at the end nodes, the
FER performance is found to be only 1dB away from the bound (6.8). For the selected
LDPC coding scheme, the constellation mappers shown in Fig. 5.1(a) and (b) have
the same performance in terms of FER and they outperform the constellation mappers
shown in Fig. 5.1(c) and (d) by about 0.1dB in Eb/N0. It seems that the constellation
mappers Fig. 5.1(c) and (d) themselves have an identical FER performance. Fig. 7.5
also indicates that the non-binary fields, GF (3) and GF (22), outperform the binary
case by 0.3dB and 0.1dB in Eb/N0, respectively. However, the binary case has about
0.1dB performance gain compared to the field GF (5). It should also be noted that
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fields GF (3) and GF (22) can only outperform the binary case by attempting to decode
according to all coefficients (a, b), i.e., for a specific pair of decoding coefficients (a, b),
binary coding leads to the best performance. Field GF (5), however, performs worse
than the binary case even after attempting to decode against all valid coefficients.
Figure 7.6: Frame error rate for PNC configuration for fast fading channels
7.3.2 Fast Fading Channel Model
Fig. 7.6 illustrates the performance of the binary and non-binary LDPC codes in PNC
scenarios for fast fading channels. For ease of presentation, we do not show the perfor-
mance by decoding against one set of decoding coefficients in Fig. 7.6 and only the final
FER achieved by attempting to decode against all valid coefficients are depicted. Using
LDPC coding, fields GF (3), GF (22) outperform the binary case by 0.7dB at FER of
10−4, but only by taking advantage of attempting to decode against all possible coeffi-
cients. However, the binary case outperforms the GF (5) field. Attempting to decode
against all choices of coefficients (a, b) also significantly decreases the frame error rate
providing a gain equivalent to 1− 2dB in Eb/N0 at FER 10−4.
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Finally, Fig. 7.5 and Fig. 7.6 show that field GF (3) has the best frame error rate




In this thesis, we have considered a problem of two-way wireless relaying, for which net-
work coding is employed at the physical layer. The end nodes pick their symbols from a
field F and transmit channel-coded PSK-modulated signals to the relay simultaneously.
The relay node receives the superimposed channel-coded packets and directly decodes
a network-coded combination of the source packets. The channel coding schemes em-
ployed are either a practical concatenation of RS-CC codes or LDPC codes. Working
over non-binary fields allows the relay to attempt to decode different network-coded
combinations, aSA + bSB over F, where a, b ∈ F\{0}. We have shown that for a finite
field F, there are effectively |F| − 1 unique network-coded combinations. We investigate
the performance of different q−PSK constellation mappers in terms of FER for q ≤ 5.
We prove that the performance of all mappers in GF (3) is the same in terms of FER.
However, in GF (22) the performance of different mappers is the same only if a linear
code is adopted at the end nodes. For GF (5), if the code is linear, we show that there are
4 different cases of constellation mappers with possibly different performances, which
greatly reduces the search space from 5! = 120 cases to 4. Exploiting the symmetric
properties of the problem and using group theory arguments, we have shown that the
number of constellation mappers with different performance is much less than the total
constellation mappers |F|!. Therefore, we do not need to consider all different constel-
lation mappers. We have found a lower bound using Fano’s inequality that confines the
FER performance of decoding the network-coded combinations at the relay. Simula-
tion results indicate that finite fields GF (3), GF (22), and GF (5) outperform the binary
case for quasi-static fading channels if RS-CC channel coding is performed at the end
nodes. In addition, for fast fading channels, finite fields GF (3) and GF (22) outperform
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the field GF (2) only by taking advantage of decoding according to all choices of a and
b. Applying LDPC codes for quasi-static fading and fast fading channels, finite fields
GF (3), and GF (22) outperform the binary case only by taking advantage of attempting
to decode multiple network-coded combinations. Finally, simulation results show that
the finite field GF (3) has the best probability of error performance among all considered
fields.
As future work, it is of interest to consider non-binary constellations for larger sys-
tems in which more than two end nodes are communicating.
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