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Abstract
The results on the inversion of convolution operators as well as
Toeplitz (and block Toeplitz) matrices in the 1-D (one-dimensional)
case are classical and have numerous applications. Last year, we con-
sidered the 2-D case of Toeplitz-block Toeplitz (TBT) matrices, de-
scribed a minimal information, which is necessary to recover the in-
verse matrices, and gave a complete characterisation of the inverse
matrices. Now, we develop our approach for the more complicated
cases of block TBT-matrices and 3-D Toeplitz matrices.
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1 Introduction
The well-known Toeplitz matrices T are diagonal-constant matrices, that is,
they have the form
T = {Ti−k}
n
i,k=1, Tr ∈ C, (1.1)
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where C stands for the complex plain. The theory of Toeplitz matrices
and operators (and structured operators in general) is an important part of
analysis closely related to many other mathematical domains and to various
applications (see, e.g., [6, 7, 19, 24, 40, 50, 52, 53, 55] and references therein).
The inversion of Toeplitz matrices and their continuous analogs (i.e., con-
volution operators) is an essential part of this theory. Note that structured
operators appear as a result of certain homogeneities in the studied pro-
cesses. For instance, Toeplitz matrices and convolution operators play cru-
cial role in stationary, stable and Levy processes in statistics (see, e.g., [51]).
Multi-structured operators appear in the study of the processes depending
on several variables.
The inversion of convolution operators on the real line, semi-axis and
finite intervals is connected with the names of N. Wiener, E. Hopf, N. Levin-
son, M.G. Krein, I.C. Gohberg, V.A. Ambartsumyan, L.A. Sakhnovich and
many other mathematicians and applied scientists (see the results and ref-
erences in [2, 8, 13, 16, 17, 30, 32, 34, 36, 45, 51, 54, 57, 59]). For the closely
related and actively studied inversion of the Toeplitz matrices see, for in-
stance, [3,18,20,25–27,41,42,46] and references therein, including important
works by T. Kailath and coauthors and by D. Bini and coauthors. A fruitful
method of operator identities (see [47–51] and references therein) was ap-
plied to the inversion of Toeplitz and block Toeplitz matrices and study of
their properties in [41–43, 46]. In particular, the structure of the inverses to
Toepltz matrices was derived in [41]. Further developments in the inversion
of the so called structured matrices and various fast methods of inversion
are connected with the works [3,20,25–28]. Interesting matrix identities (or,
equivalently, Lyapunov and Sylvester equations) appeared in those works.
For instance, the equations T −ZTZ∗ = Q, Z := {δi,k+1}
n
i,k=1 were consid-
ered in the papers [25, 26].
When the entries Tr in (1.1) are Toeplitz blocks (instead of being scalars)
one talks about Toeplitz-block Toeplitz matrices T . Later, we use for Toeplitz-
block Toeplitz matrices the acronym TBT. One may consider TBT-matrices
as the 2-D (two-dimensional) analog of the Toeplitz matrices. In spite of a
number of important recent and older works [10,11,14,22,23,29,33,35,37,58]
on the inversion of the TBT-matrices and of the convolution operators in
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multidimensional spaces, the structure of the corresponding inverse matrices
and operators was first characterised in our recent paper [44] on the TBT-
matrix case. In particular, the fact that some important space-time covari-
ance matrices have the Toeplitz-block Toeplitz form stimulated the study
of the inverted multi-dimensional Toeplitz matrices. Among various other
interesting recent works on the Toeplitz matrices, convolution operators and
their applications, we mention [1, 4, 5, 9, 12, 15, 21, 31, 38, 39, 60].
In this paper, we consider an important (and more complicated than
TBT-matrices) case of block TBT-matrices:
T = {Ti−k}
m1
i,k=1, Tr = {t
(r)
i−k}
m2
i,k=1, (1.2)
where t
(r)
s are m3 × m3 blocks (not necessarily Toeplitz) and mp ≥ 2. A
special subclass of the block TBT-matrices such that U3t
(r)
j U3 = (t
(r)
j )
τ
(U3 := {δm3−i−k+1}
m3
i,k=1), where t
τ is the transpose of the block t, is denoted
by the acronym DSTU (double structured Toeplitz matrices with the property
“U”). DSTU includes, in particular, 3-D Toeplitz matrices:
T = {Ti−k}
m1
i,k=1, Tr = {t
(r)
i−k}
m2
i,k=1, t
(r)
s = {τ
(r,s)
i−k }
m3
i,k=1, τ
(r,s)
i−k ∈ C. (1.3)
The subclasses of the self-adjoint block TBT-matrices and of the DSTU-
matrices are of essential interest and admit more complete analysis than
general block TBT-matrices.
Clearly, matrices T of the forms (1.2) and (1.3) are m × m matrices,
where
m := m1m2m3 (mp ≥ 2). (1.4)
It is easy to see that a 3-D Toeplitz matrix T satisfies three matrix identities
of the form
ApT − TA
∗
p = i
(
M1pM2p +M3pM4p
)
, (1.5)
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where A∗p is the conjugate transpose of the matrix Ap,
A1 = A1 ⊗ Im2m3 = A1 ⊗ Im2 ⊗ Im3 , (1.6)
A2 = Im1 ⊗ (A2 ⊗ Im3) = (Im1 ⊗A2)⊗ Im3 , A3 = Im1m2 ⊗A3; (1.7)
Ap = {aj−ℓ}
mp
j,ℓ=1 (p = 1, 2, 3), ar =

0 for r < 0,
i/2 for r = 0,
i, for r > 0;
(1.8)
Ir is the r× r identity matrix, ⊗ stands for the Kronecker product; M1p and
M3p are m ×
m
mp
matrices, and M2p and M4p are
m
mp
× m matrices, see the
definitions of Mkp in (2.1)–(2.7) and (4.37)–(4.40). We note that the second
index in Mkp shows the number of the corresponding matrix identity and
the first index shows the place of the matrix on the right-hand side of this
identity (differently from, e.g., Gkp which are the blocks of G). The block
TBT matrices (1.2) satisfy two matrix identities, namely, identities (1.5),
where p = 1, 2.
It easily follows from the mixed-product property of the Kronecker prod-
ucts that the matrices Ap (p = 1, 2, 3) given by (1.6) and (1.7) commute
pairwise. In view of the mixed-product property (and the bilinearity), we
also have:
(A1 − zI)
−1 = (A1 − Im1)
−1 ⊗ Im2 ⊗ Im3 , (1.9)
(A2 − zI)
−1 = Im1 ⊗ (A2 − zIm2)
−1 ⊗ Im3 , (1.10)
(A3 − zI)
−1 = Im1 ⊗ Im2 ⊗ (A3 − zIm3)
−1. (1.11)
Further in the text, we consecutively use Kronecker products and usually
do not mention their standard properties including bilinearity, associativity,
mixed-product property and equalities
F (Ik ⊗ h) = F ⊗ h, F (h⊗ Ik) = h⊗ F,
as well as the adjoint equalities
(Ik ⊗ h
∗)F ∗ = F ∗ ⊗ h∗, (h∗ ⊗ Ik)F
∗ = h∗ ⊗ F ∗,
where the matrices F have k columns and h are row vectors. The resolvents
of Ap are known explicitly and further we will need the following equality
4
(see, for instance, [43, (1.10)]):[
1 1 . . . 1
] (
A∗p − zImp
)
−1
= −
2
2z + i
[
1 2z−i
2z+i
. . .
(
2z−i
2z+i
)mp−1] .
(1.12)
When the block TBT-matrix T is invertible, relations (1.5) yield
RAp − A
∗
pR = iRΠpΠ̂pR, (1.13)
where p = 1, 2 and
R := T−1, Πp :=
[
M1p M3p
]
, Π̂p :=
[
M2p
M4p
]
. (1.14)
The inverse matrix R is explicitly recovered from each of the identities (1.13)
(p = 1, 2) if one has “information” about RΠp and Π̂pR. However, the
block TBT-matrix is determined by its (2m1− 1)(2m2− 1)(m3)
2 entries and
the matrices RΠp and Π̂pR have together 4m
2/mp entries. In other words,
too much “information” is required in order to recover R from one identity.
Here, the main task and the main difficulty is to use both identities (1.13)
simultaneously and to minimise the required “information” as well as to get
in this way a better understanding of the structure of R.
For this purpose, together with T−1 we consider the so-called matrix
reflection coefficient
ρ(x, y) = h(y) τT−1h(x), (1.15)
where x = (x1, x2), y = (y1, y2), and h is expressed via column vectors hp:
h(x) := h1(x1)⊗ h2(x2)⊗ Im3 , hp(xp) := {x
i−1
p )}
mp
i=1. (1.16)
Recall that h τ is the transpose of h. The function ρ(x, y) is an m3 × m3
matrix polynomial which uniquely determines T−1 (in a simple way) and is
of interest in itself. Using (1.9), (1.10) and (1.12), we show that ρ(x, y) is
easily expressed via
ω(λ, µ) = L∗
( 2∏
p=1
(A∗p − µpI)
−1
)
T−1
( 2∏
p=1
(Ap − λpI)
−1
)
L, (1.17)
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where λ = (λ1, λ2), µ = (µ1, µ2),
L = 1m1m2 ⊗ Im3 , 1r := col
[
1 1 . . . 1
]
, (1.18)
col means column and 1r is an r × 1 column vector. Indeed, we have
L∗
( 2∏
p=1
(A∗p − µpI)
−1
)
= 1∗m1(A1 − µ1Im1)
−1 ⊗ 1∗m2(A2 − µ2Im2)
−1 ⊗ Im3 .
Thus, the equality
L∗
( 2∏
p=1
(A∗p − µpI)
−1
)
= −(y1 − 1)(y2 − 1)h(y)
τ (1.19)
holds for yp =
µp−i/2
µp+i/2
(p = 1, 2) or, equivalently, for
µp = −ϕ(yp), ϕ(z) =
i
2
z + 1
z − 1
. (1.20)
Similar considerations are valid for
(∏2
p=1(Ap− λpI)
−1
)
L, and so we derive
ρ(x, y) =
2∏
p=1
(x−xp)
−1
2∏
j=1
(y−yj)
−1ω
(
ϕ(x1), ϕ(x2),−ϕ(y1),−ϕ(y2)
)
. (1.21)
Hence, the study of T−1 is reduced to the study of ω(λ, µ).
Some notations were already introduced in the introduction. The nota-
tion diag stands for the diagonal or block diagonal matrix (e.g. diag{d1, . . . , dn}
stands for the diagonal matrix with d1, . . . , dn on the main diagonal).
2 Block TBT-matrices: preliminaries
Let T be an invertible block TBT matrix (1.2). Similarly to [44, (2.11)–
(2.17)], we obtain the expressions for the matrices Mkp (p = 1, 2) such that
6
the matrix identities (1.5) with p = 1, 2 hold. Namely, we have
M11 = col
[
M
(1)
11 M
(2)
11 . . . M
(m1)
11
]
, M
(i)
11 :=
1
2
T0 +
i−1∑
s=1
Ts, (2.1)
M21 = 1
∗
m1 ⊗ Im2m3 = 1
∗
m1 ⊗ Im2 ⊗ Im3 , M31 = M
∗
21, (2.2)
M41 =
[
M
(1)
41 M
(2)
41 . . . M
(m1)
41
]
, M
(k)
41 :=
1
2
T0 +
k−1∑
s=1
T−s; (2.3)
and
M12 = {M
(i−k)
12 }
m1
i,k=1, M22 = Im1 ⊗ 1
∗
m2 ⊗ Im3 , (2.4)
M32 = M
∗
22, M42 = {M
(i−k)
42 }
m1
i,k=1, (2.5)
M
(r)
12 = col
[
1
2
t
(r)
0 (t
(r)
0 /2) + t
(r)
1 . . . (t
(r)
0 /2) +
m2−1∑
j=1
t
(r)
j
]
, (2.6)
M
(r)
42 =
[
1
2
t
(r)
0 (t
(r)
0 /2) + t
(r)
−1 . . . (t
(r)
0 /2) +
m2−1∑
ℓ=1
t
(r)
−ℓ
]
; (2.7)
where t
(r)
i are m3 ×m3 blocks.
Further in the text, we usually assume that T is invertible, and we set
R := T−1; Γp := RΠp, Γ̂p := Π̂pR; (2.8)
Πp :=
[
M1p M3p
]
, Π̂p :=
[
M2p
M4p
]
; (2.9)
Γ :=
[
Γ1 Γ2
]
, Γ̂ := col
[
Γ̂1 Γ̂2
]
, (2.10)
where p = 1, 2 (and some of the notations were already shortly discussed in
the introduction). Identities (1.5) may be rewritten in the form
ApT − TA
∗
p = iΠpΠ̂p, (2.11)
which yields
RAp −A
∗
pR = iΓpΓ̂p. (2.12)
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Proposition 2.1 Let ω(λ, µ) be defined by (1.17), (1.18). Then, we have
ω(λ, µ) = i(λp − µp)
−1up(µ)ûp(λ) (p = 1, 2), (2.13)
where
u1(µ) = v1(µ)− i
(
1∗m2(A
∗
2 − µ2Im2)
−1 ⊗ Im3
) [
Im2m3 0
]
, (2.14)
û1(λ) = v̂1(λ) + i
[
0
Im2m3
] (
(A2 − λ2Im2)
−11m2 ⊗ Im3
)
; (2.15)
and
u2(µ) = v2(µ)− i
(
1∗m1(A
∗
1 − µ1Im1)
−1 ⊗ Im3
) [
Im1m3 0
]
, (2.16)
û2(λ) = v̂2(λ) + i
[
0
Im1m3
] (
(A1 − λ1Im1)
−11m1 ⊗ Im3
)
, (2.17)
vp(µ) := L
∗
( 2∏
i=1
(A∗i − µiI)
−1
)
Γp, v̂p(λ) := Γ̂p
( 2∏
i=1
(Ai − λiI)
−1
)
L.
(2.18)
P r o o f. In view of (2.12), we have
(µp − λp)R = R(Ap − λpI)− (A
∗
p − µpI)R− iΓpΓ̂p, (2.19)
or, equivalently,
(A∗p − µpI)
−1R(Ap − λpI)
−1 =(µp − λp)
−1
(
(A∗p − µpI)
−1R −R(Ap − λpI)
−1
− i(A∗p − µpI)
−1ΓpΓ̂p(Ap − λpI)
−1
)
. (2.20)
Next, we set
Lp := 1mp ⊗ Im3 , (2.21)
and easily obtain (for L given in (1.18)) the equalities
L∗2M21 = L
∗
1M22 = L
∗. (2.22)
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In view of (1.9), (1.10) and (2.2), (2.4), using again the mixed-product prop-
erty of the Kronecker product we derive
M21(A
∗
1 − zI)
−1 = 1∗m1(A
∗
1 − zIm1)
−1 ⊗ Im2 ⊗ Im3 , (2.23)
M22(A
∗
2 − zI)
−1 = Im1 ⊗ 1
∗
m2
(A∗2 − zIm2)
−1 ⊗ Im3 . (2.24)
Moreover, we have representations
M21 =
[
Im2m3 . . . Im2m3
]
, M22 = diag{L
∗
2,L
∗
2, . . . ,L
∗
2}. (2.25)
It follows from (2.21)–(2.23) and from (2.25) that
L∗(A∗1 − zI)
−1 = L∗2
((
1∗m1(A
∗
1 − zIm1)
−1 ⊗ Im2
)
⊗ Im3
)
=
(
1∗m2
(
1∗m1(A
∗
1 − zIm1)
−1 ⊗ Im2
))
⊗ Im3
= 1∗m1(A
∗
1 − zIm1)
−1 ⊗ 1∗m2 ⊗ Im3 = 1
∗
m1
(A∗1 − zIm1)
−1 ⊗ L∗2
=
(
1∗m1(A
∗
1 − zIm1)
−1 ⊗ Im3
)
M22. (2.26)
In a similar way, relations (2.21), (2.22) and (2.24), (2.25) yield
L∗(A∗2 − zI)
−1 = L∗1
((
Im1 ⊗ 1
∗
m2(A
∗
2 − zIm2)
−1
)
⊗ Im3
)
=
(
1∗m1
(
Im1 ⊗ 1
∗
m2
(A∗2 − zIm2)
−1
))
⊗ Im3
= 1∗m1 ⊗ 1
∗
m2(A
∗
2 − zIm2)
−1 ⊗ Im3
=
(
1∗m2(A
∗
2 − zIm2)
−1 ⊗ Im3
)(
1∗m1 ⊗ Im2m3
)
=
(
1∗m2(A
∗
2 − zIm2)
−1 ⊗ Im3
)
M21. (2.27)
Setting in (2.20) p = 2, multiplying both parts of (2.20) by L∗(A∗1 − µ1I)
−1
from the left and by (A∗1 − λ1I)
−1L from the right, and using (2.26), we
obtain
ω(λ, µ) =i(λ2 − µ2)
−1
(
L∗
( 2∏
i=1
(A∗i − µiIm)
−1
)
Γ2Γ̂2
( 2∏
i=1
(Ai − λiIm)
−1
)
L
− i
(
1∗m1(A
∗
1 − µ1Im1)
−1 ⊗ Im3
) [
Im1m3 0
]
Γ̂2
( 2∏
i=1
(Ai − λiIm)
−1
)
L
+ iL∗
( 2∏
i=1
(A∗i − µiIm)
−1
)
Γ2
[
0
Im1m3
] (
(A1 − λ1Im1)
−11m1 ⊗ Im3
))
.
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Here, we took into account the equality M32 =M
∗
22 and the definitions (2.8),
(2.9). The formula for ω above shows that (2.13) holds for p = 2 and for
u2, û2 given by (2.16), (2.17) and (2.18). In the same way (using (2.20) and
(2.27)) one can show that (2.13) is valid for p = 1. 
Proposition 2.1 is an analog of the celebrated 1-D result for convolution op-
erators [2, 56] (see also [51] for the corresponding 1-D formula in a general
case and further discussion). Next, we generalise the main result from [44].
3 Block TBT-matrices: main results
1. The basic role in our considerations is played by the square
2(m1 +m2)m3 × 2(m1 +m2)m3 matrix function G(λ):
G(λ) :=
[
G11(λ2) G12
G21 G22(λ1)
]
, (3.1)
G22(λ1) =
[
(A1 − λ1Im1)⊗ Im3 0
0 (A1 − λ1Im1)⊗ Im3
]
, (3.2)
G11(λ2) =
[
(A2 − λ2Im2)⊗ Im3 0
0 (A2 − λ2Im2)⊗ Im3
]
, (3.3)
G21 = i
(
Π̂2Γ1 −
[
L1L
∗
2 0
K11 0
])
, G12 = i
(
Π̂1Γ2 −
[
L2L
∗
1 0
K12 0
])
, (3.4)
where Π̂iΓp = Π̂iT
−1Πp; G21 and G12, respectively, are 2m1m3× 2m2m3 and
2m2m3×2m1m3 constant matrices; the matrices Lp are given by (2.21), and
K1p are given by
K11 = col
[
1
2
M
(0)
42
1
2
M
(0)
42 +M
(1)
42 . . .
1
2
M
(0)
42 +
∑m1−1
j=1 M
(j)
42
]
, (3.5)
K12 =
[
1
2
M
(0)
12
1
2
M
(0)
12 +M
(−1)
12 . . .
1
2
M
(0)
12 +
∑m1−1
j=1 M
(−j)
12
]
. (3.6)
We note that G22 depends on λ1 (and A1) and G11 depends on λ2 (and A2).
The matrices K1p appear in the matrix identities (3.18) for M4p.
We set
u(µ) =
[
u1(µ) u2(µ)
]
, û(λ) =
[
û1(λ)
û2(λ)
]
. (3.7)
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Theorem 3.1 Let the block TBT-matrix T be invertible. Then, the matrix
function û(λ) of the form (3.7), where ûp (p = 1, 2) are defined in Propo-
sition 2.1 and appear in the formulas (2.13) for ω(λ, µ), is given by the
relations
û(λ) = G(λ)−1col
[
0 1m2 ⊗ Im3 0 1m1 ⊗ Im3
]
θ(λ), (3.8)
θ(λ) := i
(
Im3 +KR
( 2∏
i=1
(Ai − λiI)
−1
)
L
)
, (3.9)
K :=
[
1
2
M
(0)
42
1
2
M
(0)
42 +M
(−1)
42 . . .
1
2
M
(0)
42 +
∑m1−1
j=1 M
(−j)
42
]
. (3.10)
Remark 3.2 The matrix function G(λ) is determined by its constant blocks
G12 and G21. In the case of TBT-matrices, G21 is easily expressed via G12
and vice versa. The function u in (2.13) is easily expressed via û in that case
as well. These interrelations between G21 and G12 and between u and û are
caused by the interrelations of the (4.3) type between T and its transpose T τ .
Such interrelations do not hold in the general block TBT-case. The situation
is in some respects similar to the differences between 1-D Toeplitz and block
Toeplitz cases. In particular, one cannot effectively simplify the equalities
(λ2 − µ2)u1(µ)û1(µ) = (λ1 − µ1)u2(µ)û2(µ),
implied by (2.13). However, simple interrelations between G21 and G12 and
between u and û appear again, when one considers the self-adjoint or DSTU
subclasses.
Remark 3.3 Note that although θ(λ) is expressed in terms of G in the TBT-
case [44], the situation in the block TBT-case is more complicated even for
the self-adjoint or DSTU subclasses.
Open Problem I. Find the cases of block TBT-matrices, where θ(λ) is
uniquely determined by G(λ).
P r o o f of Theorem 3.1. In addition to the formulas (2.23) and (2.24) for the
matrices M21 and M22, taking into account (1.9) and (1.10)) we derive the
11
following relations, which we write (for convenience) for the adjoint matrices
M31 and M32:
M31
(
(A2 − λ2Im2)
−1 ⊗ Im3
)
= 1m1 ⊗ (A2 − λ2Im2)
−1 ⊗ Im3
= (A2 − λ2I)
−1M31, (3.11)
M32
(
(A1 − λ1Im1)
−1 ⊗ Im3
)
= (A1 − λ1I)
−1M32. (3.12)
Next, we substitute µp = λp into (2.19) and (in view of the obtained identity
and of the definitions of Γp, ûp and Lp) we have
(A∗p − λpI)
−1Γpûp(λ) =(A
∗
p − λpI)
−1ΓpΓ̂p
( 2∏
i=1
(Ai − λiIm)
−1
)
L (3.13)
+ i(A∗p − λpI)
−1RM3p
(
(Ak − λkImk)
−11mk ⊗ Im3
)
=iR
( 2∏
i=1
(Ai − λiIm)
−1
)
L
− i(A∗p − λpI)
−1R(Ak − λkI)
−1L
+ i(A∗p − λpI)
−1RM3p
(
(Ak − λkImk)
−1 ⊗ Im3
)
Lk,
where k, p ∈ {1, 2}, k 6= p (i.e., the equalities hold for p = 1, k = 2 and for
p = 2, k = 1).
Using the equalities M31L2 = M32L1 = L (which are immediate from
(2.22)) and relations (3.11), (3.12), we simplify the right-hand side of (3.13):
(A∗p − λpI)
−1Γpûp(λ) = iR
( 2∏
i=1
(Ai − λiIm)
−1
)
L. (3.14)
Introduce the matrix functions Ap(λp) by the equalities
Ap(λp) =
[
(A∗p − λpImp)⊗ Im3 0
0 (Ap − λpImp)⊗ Im3
]
(p = 1, 2), (3.15)
and the matrix function F (λ) by the equality
F (λ) =
[
A2(λ2) iA2(λ2)Π̂1(A
∗
2 − λ2I)
−1Γ2
iA1(λ1)Π̂2(A
∗
1 − λ1I)
−1Γ1 A1(λ1)
]
. (3.16)
12
In view of the second equalities in (2.18) and (3.7), and relations (3.14) and
(3.16), we have
F (λ)û(λ) =
[
A2(λ2)
(
− v̂1(λ) + û1(λ)
)
A1(λ1)
(
û2(λ)− v̂2(λ)
) ] ,
which, taking into account (2.15), (2.17) and (3.15), reduces to the equality
F (λ)û(λ) = i col
[
0 1m2 ⊗ Im3 0 1m1 ⊗ Im3
]
. (3.17)
Besides commutation properties (3.11), (3.12) for the matrices M3p, we
will need matrix identities for M4p. Indeed, according to (1.2), (2.3) and
(2.4) (for k, p ∈ {1, 2}, k 6= p) we have
(Ak ⊗ Im3)M4p −M4pA
∗
k = iQk = i(K1kK2k +K3kK4k), (3.18)
where
K11 = col
[
1
2
M
(0)
42
1
2
M
(0)
42 +M
(1)
42 . . .
1
2
M
(0)
42 +
∑m1−1
j=1 M
(j)
42
]
, (3.19)
K21 = 1
∗
m1 ⊗ Im2m3 =M21, K31 = 1m1 ⊗ Im3 , K41 = K, (3.20)
K =
[
1
2
M
(0)
42
1
2
M
(0)
42 +M
(−1)
42 . . .
1
2
M
(0)
42 +
∑m1−1
j=1 M
(−j)
42
]
; (3.21)
K12 =
[
1
2
M
(0)
12
1
2
M
(0)
12 +M
(−1)
12 . . .
1
2
M
(0)
12 +
∑m1−1
j=1 M
(−j)
12
]
, (3.22)
K22 = Im1 ⊗ 1
∗
m2
⊗ Im3 = M22, K32 = 1m2 ⊗ Im3 , K42 = K. (3.23)
Recall that K11 and K12 were already introduced in (3.5) and (3.6), and K
was given in (3.10). It easily follows from (3.18), (3.20) and (3.23) that
Qp = K1pM2p + LpK. (3.24)
Taking adjoints of the both parts in the equalities (3.11) and (3.12), we obtain
M2p(A
∗
k − λkI)
−1 =
(
(A∗k − λkImk)
−1 ⊗ Im3
)
M2p. (3.25)
Relations (3.15), (3.18) and (3.25), and the block representation of Π̂ in (2.9)
yield an important equality
Π̂p(A
∗
k − λkI)
−1 = Ak(λk)
−1
(
Π̂p + i
[
0
Qk
]
(A∗k − λkI)
−1
)
(3.26)
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for k, p ∈ {1, 2}, k 6= p. Clearly, the indices k and p may change places
above. Next, multiplying (3.14) by Qp we have
Qp(A
∗
p − λpI)
−1Γpûp(λ) = iQpR
( 2∏
i=1
(Ai − λiI)
−1
)
L. (3.27)
Using the definitions (2.15) and (2.17) of ûp and formula (3.24), we rewrite
the right-hand side of (3.27):
iQpR
( 2∏
i=1
(Ai − λiIm)
−1
)
L = i
[
K1p 0
]
ûp(λ) + iLpα(λ), (3.28)
α(λ) := KR
( 2∏
i=1
(Ai − λiI)
−1
)
L. (3.29)
For k, p ∈ {1, 2}, k 6= p, formulas (3.26)–(3.28) yield
Π̂k(A
∗
p − λpI)
−1Γpûp(λ) =Ap(λp)
−1
(
Π̂kΓp −
[
0 0
K1p 0
])
ûp(λ)
− Ap(λp)
−1
[
0
Lp
]
α(λ). (3.30)
Taking into account (3.30), we rewrite (3.16) and (3.17) in the form
F˜ (λ)û(λ) = col
[
0 L2 0 L1
]
θ(λ); (3.31)
θ(λ) = i
(
Im3 + α(λ)
)
, F˜ (λ) =
[
A2(λ2) F˜12,
F˜21 A1(λ1)
]
, (3.32)
F˜21 == i
(
Π̂2Γ1 −
[
0 0
K11 0
])
, F˜12 = i
(
Π̂1Γ2 −
[
0 0
K12 0
])
, (3.33)
where Lp are given by (2.21). In view of (3.1)–(3.4) and (3.32), (3.33), we
have
G(λ) = F˜ (λ) + iL̂L̂∗, L̂ := col
[
L2 0 −L1 0
]
. (3.34)
It follows from the definitions (2.8)–(2.10) and equalities (2.22) that
L̂∗Γ̂ = (L∗2M21 − L
∗
1M22)R = 0. (3.35)
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Now, the definitions (2.15), (2.17), (2.18), and (3.7) of ûp and û together
with the equalities (3.35) yield
L̂∗û(λ) = 0. (3.36)
Using (3.34) and (3.36), we rewrite (3.31) in the form
G(λ)û(λ) = col
[
0 L2 0 L1
]
θ(λ), (3.37)
where θ(λ) coincides with θ(λ) in (3.9). Hence, (3.8) is immediate. 
2. In order to construct u(µ), we introduce matrix function
E(µ) :=
[
E11(µ2) E12
E21 E22(µ1)
]
, (3.38)
E22(µ1) =
[
(A∗1 − µ1Im1)⊗ Im3 0
0 (A∗1 − µ1Im1)⊗ Im3
]
, (3.39)
E11(µ2) =
[
(A∗2 − µ2Im2)⊗ Im3 0
0 (A∗2 − µ2Im2)⊗ Im3
]
, (3.40)
E21 = −i
(
Π̂2Γ1 −
[
0 0
K11 L1L
∗
2
])
, E12 = −i
(
Π̂1Γ2 −
[
0 0
K12 L2L
∗
1
])
.
(3.41)
Theorem 3.4 Let the block TBT-matrix T be invertible. Then, the matrix
function u(µ) =
[
u1(µ) u2(µ)
]
where up (p = 1, 2) are defined in Propo-
sition 2.1 and appear in the formulas (2.13) for ω(λ, µ), is given by the
relations
u(µ) = ϑ(µ)
[
L∗2 0 L
∗
1 0
]
E(µ)−1, (3.42)
ϑ(µ) := −i
(
Im3 + L
∗
( 2∏
i=1
(A∗i − µiIm)
−1
)
RN
)
, (3.43)
N := col
[
1
2
M
(0)
12
1
2
M
(0)
12 +M
(1)
12 . . .
1
2
M
(0)
12 +
∑m1−1
j=1 M
(j)
12
]
. (3.44)
P r o o f. Similar to the proof of (3.14), we take into account (2.19) (with
µp = λp), (2.26), (2.27) and, using this time the definitions of Γ̂p and up
15
(instead of the definitions of Γp and ûp), derive
upΓ̂p(Ap − µpI)
−1 =− iL∗
( 2∏
i=1
(A∗i − µiIm)
−1
)
R
+ iL∗(A∗k − µkIm)
−1R(Ap − µpI)
−1
− i
(
1∗mk(Amk − µkImk)
−1 ⊗ Im3
)
M2pR(Ap − µpI)
−1
=− iL∗
( 2∏
i=1
(A∗i − µiIm)
−1
)
R, (3.45)
where k, p ∈ {1, 2}, k 6= p. From (3.45) we obtain an analog of the equality
(3.17), namely, we have
u(µ)
[
A2(µ2) −iΓ̂1(A1 − µ1I)
−1Π2A1(µ1)
−iΓ̂2(A2 − µ2I)
−1Π1A2(µ2) A1(µ1)
]
= −i
[
1∗m2 ⊗ Im3 0 1
∗
m1 ⊗ Im3 0
]
. (3.46)
In view of (3.11) and (3.12), an analog of (3.26) takes the form
(Ap − µpI)
−1Πk =
(
Πk − i(Ap − µpI)
−1
[
Vp 0
])
Ap(µp)
−1, (3.47)
where iVp is the right-hand side of the identity
ApM1k −M1k
(
A∗p ⊗ Im3
)
= iVp. (3.48)
Similar to (3.24), we derive
Vp = NL
∗
p +M3pK1k, (3.49)
where k, p ∈ {1, 2} and k 6= p; Lp are defined in (2.22),M3p are given in (2.2)
and (2.5), K1k are introduced in (3.5) and (3.6), and N has the form (3.44).
Next, in view of (2.18), (3.45) and (3.49), we note that
up(µ)Γ̂p(Ap − µpI)
−1Vp = −iL
∗
( 2∏
i=1
(A∗i − µiIm)
−1
)
RΠp
[
0
K1k
]
− iβ(µ)L∗p
= −iup(µ)
[
0
K1k
]
− iβ(µ)L∗p, (3.50)
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where
β(µ) = L∗
( 2∏
i=1
(A∗i − µiIm)
−1
)
RN. (3.51)
Using (3.47) and (3.50), we rewrite (3.46) in the form
u(µ)F˘ (µ) = −i
(
Im3 + β(µ)
) [
L∗2 0 L
∗
1 0
]
, (3.52)
F˘ (µ) :=
[
A2(µ2) F˘12
F˘21 A1(µ1)
]
, (3.53)
F˘21 = −i
(
Γ̂2Π1 −
[
0 0
K11 0
])
, F˘12 = −i
(
Γ̂1Π2 −
[
0 0
K12 0
])
. (3.54)
According to (3.38)–(3.41) and to the equalities Γ̂pΠk = Π̂pΓk = Π̂pRΠk, we
have
E(µ) = F˘ (µ)− iL˘L˘∗, L˘ := col
[
0 L2 0 −L1
]
. (3.55)
Taking adjoints to the expressions in (2.22), we derive ΓL˘ = 0. Hence,
relations (2.14), (2.16) and (2.18) yield u(µ)L˘ ≡ 0. Thus, taking into account
(3.55), we rewrite (3.52) in the form
u(µ)E(µ) = −i
(
Im3 + β(µ)
) [
L∗2 0 L
∗
1 0
]
, (3.56)
and the theorem’s statement follows. 
Remark 3.5 Proposition 2.1 and Theorems 3.1 and 3.4 enable us to con-
struct ω(λ, µ) and so the reflection coefficient ρ(λ, µ) using essentially less
“information” than before. In particular, it is easy to see that E12 is easily
expressed via G12, E21 is easily expressed via G21, and vice versa.
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4 The DSTU and self-adjoint subclasses of
the block TBT-matrices, and 3-D Toeplitz
matrices
4.1 DSTU matrices
1. Introduce the matrices
Up := {δmp−i−k+1}
mp
i,k=1 (p = 1, 2, 3), U := U1 ⊗ U2 ⊗ U3, (4.1)
where δs is the Kronecker delta. Recall that by the acronym DSTU (double
structured Toeplitz matrices with the property “U”) we denote the subclass
of the block TBT-matrices such that the equality
U3t
(r)
j U3 = (t
(r)
j )
τ (4.2)
is valid. In particular, (4.2) holds for the 3-D Toeplitz matrices. It is easy to
see that the TBT-structure and the property (4.2) also yield the important
equalities
T τr = (U2 ⊗ U3)Tr(U2 ⊗ U3), T
τ = UTU. (4.3)
(Recall Remark 3.2 where such relations are discussed.) We also have
M τ2p = M3p, UM3p(Uk ⊗ U3) = M3p, (4.4)
where k, p ∈ {1, 2}, k 6= p. Now, we express uk via ûk.
2. Definitions (2.1)–(2.7) and relations (4.2)–(4.4) imply that
M1p + UM
τ
4p(Uk ⊗ U3) = TM3p, M4p + (Uk ⊗ U3)M
τ
1pU =M2pT. (4.5)
From the second equality in (4.3), it follows that
Rτ = URU, (4.6)
where R = T−1. Now, we are ready to prove the relations
Γ̂τp = UΓpU˜k +
[
0 M3p
]
, U˜k :=
[
0 −Uk ⊗ U3
Uk ⊗ U3 0
]
. (4.7)
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Indeed, in view of (2.8) and (4.4)–(4.6) we have
Γ̂τp = URU
[
M τ2p M
τ
4p
]
= URU
[
−M τ4p(Uk ⊗ U3) M
τ
2p(Uk ⊗ U3)
]
U˜k
= UR
[
M1p − TM3p M3p
]
U˜k = UΓpU˜k +
[
0 UM3p(Uk ⊗ U3)
]
, (4.8)
and (4.7) follows.
Recall equality (1.12) which yields
−
(
µp +
i
2
µp −
i
2
)mp
1∗mp
(
A∗p − µpImp
)
−1
= 1∗mp
(
A∗p + µpImp
)
−1
Up. (4.9)
Hence, we derive
L∗
(
A∗1 − µ1I
)
−1(
A∗2 − µ2I
)
−1
= 1∗m1
(
A∗1 − µ1Im1
)
−1
⊗ 1∗m2
(
A∗2 − µ2Im2
)
−1
⊗ Im3
= q(µ)
(
1∗m1
(
A∗1 + µ1Im1
)
−1
U1 ⊗ 1
∗
m2
(
A∗2 + µ2Im2
)
−1
U2 ⊗ Im3
)
= q(µ)L∗
(
A∗1 + µ1I
)
−1(
A∗2 + µ2I
)
−1(
U1 ⊗ U2 ⊗ Im3
)
, (4.10)
where
q(µ) :=
(
µ1 −
i
2
µ1 +
i
2
)m1 (µ2 − i2
µ2 +
i
2
)m2
. (4.11)
Theorem 4.1 Let a block TBT-matrix T satisfy (4.2) (i.e., let it belong to
the DSTU subclass) and be invertible. Then, the matrix functions up are
expressed via ûp by the formulas
up(µ) = −q(µ)U3ûp(µ)
τ U˜k (k, p ∈ {1, 2}, k 6= p), (4.12)
where up and ûp are defined by (2.14)–(2.18), and U˜k are introduced in (4.7).
Moreover, for G(λ) given by (3.1)–(3.4) (and used in order to construct û)
we have
G21 = U˜1G
τ
12U˜2. (4.13)
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P r o o f. From (2.18), (4.7) and (4.10) we derive
v̂p(µ)
τ =L∗
( 2∏
i=1
(A∗i + µiI)
−1
)
Γ̂τp = L
∗
( 2∏
i=1
(A∗i + µiI)
−1
)
UΓpU˜k
+ L∗
( 2∏
i=1
(A∗i + µiI)
−1
) [
0 M3p
]
=U3L
∗
( 2∏
i=1
(A∗i − µiI)
−1
)
ΓpU˜k
/
q(µ1, µ2) + 1
∗
mp(A
∗
p + µpImp)
−11mp
×
(
1∗mk(A
∗
k + µkImk)
−1 ⊗ Im3
) [
0 Imkm3
]
. (4.14)
In view of (1.12), we have 1∗mp(A
∗
p + µp)
−11mp = i
(
1−
(
µp+
i
2
µp−
i
2
)mp)
. Hence,
taking into account (4.9) we rewrite the second term in (4.14) in the form
1∗mp(A
∗
p + µpImp)
−11mp
(
1∗mk(A
∗
k + µkImk)
−1 ⊗ Im3
) [
0 Imkm3
]
= i
(
1∗mk(A
∗
k + µkImk)
−1 ⊗ Im3
) [
0 Imkm3
]
+ i
(
1∗mk(A
∗
k − µkImk)
−1Uk ⊗ Im3
) [
0 Imkm3
] /
q(µ). (4.15)
The definitions (2.15), (2.17) and (2.18) of ûp and vp as well as equalities
(4.14) and (4.15) yield
ûp(µ)
τ =
1
q(µ)
(
U3vp(µ)U˜k + i
(
1∗mk(A
∗
k − µkImk)
−1Uk ⊗ Im3
) [
0 Imkm3
] )
=
U3
q(µ)
(
vp(µ)U˜k + i
(
1∗mk(A
∗
k − µkImk)
−1 ⊗ Im3
) [
0 Uk ⊗ U3
] )
=
U3
q(µ)
(
vp(µ)− i
(
1∗mk(A
∗
k − µkImk)
−1 ⊗ Im3
) [
Imkm3 0
] )
U˜k.
Now, (4.12) is immediate from the definitions of up.
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3. Next, we will prove (4.13). Using (2.8) and (4.4)–(4.6), we derive
(
Π̂1Γ2
)τ
= Πτ2URUΠ̂
τ
1 =
[
M τ12
M22
]
URU
[
M31 M
τ
41
]
= U˜1
(
Π̂2RΠ1 −
[
0
M22T
]
RΠ1 − Π̂2R
[
TM31 0
]
+
[
0 0
M22TM31 0
])
U˜2 (4.16)
= U˜1
(
Π̂2Γ1 −
[
M22M31 0
M22M11 +M42M31 −M22TM31 M22M31
])
U˜2.
According to (2.2) and (2.4), we have
M22M31 = 1m1 ⊗ 1
∗
m2 ⊗ I3 = (1m11
∗
m2)⊗ I3 = L1L
∗
2
= (U1 ⊗ U3)L1L
∗
2(U2 ⊗ U3) (4.17)
Taking into account the first equality in (4.5), we obtain
M22M11 +M42M31 −M22TM31 = M42M31 −M22UM
τ
41(U2 ⊗ U3). (4.18)
We also note that
(U1 ⊗ U3)K
τ
12(U2 ⊗ U3) =

1
2
M˜
(0)
12 +
∑m1−1
j=1 M˜
(−j)
12
1
2
M˜
(0)
12 +
∑m1−2
j=1 M˜
(−j)
12
. . .
1
2
M˜
(0)
12
 , (4.19)
where K12 has the form (3.6) and
M˜
(r)
12 =
[
1
2
t
(r)
0 +
∑m2−1
j=1 t
(r)
j
1
2
t
(r)
0 +
∑m2−2
j=1 t
(r)
j . . .
1
2
t
(r)
0
]
. (4.20)
In view of (4.20), we have
M˜
(r)
12 +M
(r)
42 =
(
1m∗
2
⊗ I3
)
Tr. (4.21)
Formulas (4.2) and (4.19)–(4.21) imply that
(U1 ⊗ U3)K
τ
12(U2 ⊗ U3) +M42M31 = K11 +M22UM
τ
41(U2 ⊗ U3). (4.22)
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By virtue of (4.18) and (4.22) we obtain
M22M11 +M42M31 −M22TM31 + (U1 ⊗ U3)K
τ
12(U2 ⊗ U3) = K11. (4.23)
Formulas (3.4), (4.16), (4.17) and (4.23) yield
U˜1G
τ
12U˜2 =i
(
Π̂2Γ1 −
[
M22M31 0
M22M11 +M42M31 −M22TM31 M22M31
]
−U˜1
[
L1L
∗
2 K
τ
12
0 0
]
U˜2
)
=i
(
Π̂2Γ1 −
[
L1L
∗
2 0
K11 0
])
= G21. (4.24)

Remark 4.2 In the process of obtaining ω or, equivalently, the reflection
coefficient ρ (for T ∈ DSTU), we can recover G from G21 instead of G12 and
we can recover û from u in the same way as we recover u from û.
4.2 Self-adjoint block TBT-matrices
Self-adjoint matrices T = T ∗ present the most important subclass of the
block TBT-matrices. For this subclass we have
T = T ∗, R = R∗, T ∗r = T−r,
(
t(r)
)
∗
= t
(−r)
−j , (4.25)
where the second equality is immediate from the first one, the third equality
follows from the first one and from (1.2), and the last equality is implied
by the third one and by (1.2). Using (4.25) and definitions (2.1), (2.3), we
derive (
M
(r)
11
)
∗
= M
(r)
41 , M
∗
11 = M41. (4.26)
Taking into account (4.25) and definitions (2.4)–(2.7), we obtain(
M
(r)
12
)
∗
=M
(−r)
42 , M
∗
12 =M42. (4.27)
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Relations (4.25)–(4.27) yield(
Π̂1RΠ2
)
∗
= Π∗2RΠ̂
∗
1 =
[
M42
M22
]
R
[
M31 M22
]
= J2Π̂2RΠ1J1, (4.28)
where
J1 =
[
0 Im2m3
Im2m3 0
]
, J2 =
[
0 Im1m3
Im1m3 0
]
. (4.29)
Now, we are ready to formulate and prove a theorem for the self-adjoint case.
Theorem 4.3 Let a block TBT-matrix T = T ∗ be invertible. Then, the
matrix functions up are expressed via ûp by the formulas
up(µ) = ûp(µ)
∗Jp (p = 1, 2; µ = (µ1, µ2), (4.30)
where up and ûp are defined by (2.14)–(2.18) and the matrices Jp are intro-
duced in (4.29). Moreover, for G(λ) given by (3.1)–(3.4) (and used in order
to construct û) we have
G21 = −J2
(
G∗12 − i
[
L1L
∗
2 0
0 −L1L
∗
2
])
J1. (4.31)
P r o o f. The second equalities in (4.26) and (4.27) imply that
Πp = Π̂
∗
pJp (p = 1, 2). (4.32)
Hence, using the definitions (2.8) and (2.18), and the equality R = R∗, we
easily derive
vp(µ) = v̂p(µ)
∗Jp, (4.33)
and (4.30) follows.
According to (3.4) and (4.28) we have
−J2G
∗
12J1 = i
(
Π̂2RΠ1 −
[
0 0
K∗12 L1L
∗
2
])
. (4.34)
Relations (3.5), (3.6) and (4.27) yield K∗12 = K11, and so (4.34) may be
rewritten in the form
G21 = −J2G
∗
12J1 + i
[
−L1L
∗
2 0
0 L1L
∗
2
]
. (4.35)
Formula (4.31) immediately follows from (4.35). 
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4.3 3-D Toeplitz matrices
It is known (see, e.g., [41]) that Toeplitz matrices have the property-U . Thus,
3-D Toeplitz matrices described by the relations (1.3) satisfy (4.2) and belong
to the subclass DSTU.
Corollary 4.4 Let a 3-D Toeplitz matrix T be invertible. Then, the matrix
functions up are expressed via ûp by the formulas (4.12). The matrix function
G(λ), which is used for the construction of û, is determined by G12 and (4.13)
holds.
The third matrix identity for the 3-D Toeplitz matrices has the form
A3T − TA
∗
3 = i
(
M13M23 +M33M43
)
, A3 = Im1m2 ⊗A3, (4.36)
where
M13 = {M
(i−k)
13 }
m1
i,k=1, M
(r)
13 = {M
(r,i−k)
13 }
m2
i,k=1, M23 = Im1m2 ⊗ 1
∗
m3
,
(4.37)
M33 = M
∗
23, M43 = {M
(i−k)
43 }
m1
i,k=1, M
(r)
43 = {M
(r,i−k)
43 }
m2
i,k=1, (4.38)
M
(r,s)
13 = col
[
τ
(r,s)
0 /2 (τ
(r,s)
0 /2) + τ
(r,s)
1 . . . (τ
(r,s)
0 /2) +
m3−1∑
j=1
τ
(r,s)
j
]
, (4.39)
M
(r,s)
43 =
[
τ
(r,s)
0 /2 (τ
(r,s)
0 /2) + τ
(r,s)
−1 . . . (τ
(r,s)
0 /2) +
m3−1∑
ℓ=1
τ
(r,s)
−ℓ
]
. (4.40)
Remark 4.5 We note that a 3-D Toeplitz matrix is determined by
(2m1 − 1)(2m2 − 1)(2m3 − 1) ≈ 8m1m2m3 entries. The entries of G12 (or
G21), which we need to recover G, and the entries of K (required to recover θ
in (3.8)) present together 5m1m2m
2
3 “information” entries. Here, the power
m23 is caused by the fact that the identity (4.36) is not used sufficiently well.
Open problem II. Is there a way to use three matrix identities (1.5) si-
multaneously and thus further reduce the number of “information” entries,
which are necessary in order to recover T−1?
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