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1. Introduction
We consider the nonlinear programs with the form
minimize (min) f(x) (1.1)
subject to (s.t.) h(x) = 0, x ≥ 0, (1.2)
where x ∈ ℜn, f : ℜn → ℜ and h : ℜn → ℜm are twice continuously differentiable real-valued
functions defined on ℜn. If all functions f and hi(i = 1, . . . ,m) are linear functions, problem
(1.1)–(1.2) is a standard form linear programming problem (for examples, see [29, 36, 37]). In
this paper, we mainly focus on the nonlinear programs that at least one of functions f and
hi(i = 1, . . . ,m) is a nonlinear (and possibly nonconvex) function in problem (1.1)–(1.2). Our
method can be easily extended to cope with nonlinear programs with general nonlinear inequality
constraints (see section 6 for details).
There are already many efficient algorithms and several efficient solvers for nonlinear pro-
gramming problem (1.1)–(1.2), among them well known is the state-of-the-art solver LANCELOT
(see [13]). Using the augmented Lagrangian function on equality constraints, Conn, Gould and
Toint [13] solves the relaxed subproblem
min
x
LA(x, λ; ρ) ≡ f(x)− λ
Th(x) +
1
2
ρ‖h(x)‖2 s.t. x ≥ 0, (1.3)
where λ ∈ ℜm is an estimate of the multiplier vector, ρ > 0 is a penalty parameter. Both λ and
ρ are held fixed during the solution of each subproblem and are updated adaptively in virtue of
the convergence and feasibility of the approximate solution of the subproblem. Problem (1.3)
is a nonlinear program with nonnegative constraints, many algorithms in the literature can be
used to solve this problem (see [12]).
Primal-dual interior-point methods have been demonstrated to be a class of very efficient
methods for solving problem (1.1)–(1.2). For example, for nonlinear programs, the readers can
consult [7, 8, 11, 14, 15, 19, 20, 21, 25, 26, 28, 30, 32, 33, 35] and the references there in.
Generally, by requiring x to be an interior-point, primal-dual interior-point methods solve the
logarithmic-barrier subproblem
min
x
f(x)− µ
n∑
j=1
lnxj s.t. h(x) = 0 (1.4)
or its corresponding parametric Karush-Kuhn-Tucker (KKT) system, where µ > 0 is a barrier
parameter which is held fixed when solving the subproblem (1.4) or its parametric KKT system.
Different from subproblem (1.3) in the form, problem (1.4) is an equality constrained nonlinear
program with logarithmic-barrier terms. Although all those effective algorithms for equality
constrained nonlinear programming seem to be applicable to the subproblem, their convergence
to a KKT point of the original problem may be jammed by the interior-point requirement (see
[3, 34]).
Relieving the interior-point affect on the convergence, the numerical performance and the
jamming difficulty of line-search interior-point methods has been one of topics of the optimization
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research in recent years. For example, some warm-starting interior-point methods for linear
programming have focused on relaxing the primal and dual interior-point limitations (see [1, 18]).
These methods were also extended to solve nonlinear programming in [2]. Numerical results in
[2, 18] have shown that the warm-starting technique could improve the performance of interior-
point methods for linear and nonlinear programming.
With the help of a logarithmic barrier augmented Lagrangian function, [16] proposed a bi-
parametric primal-dual nonlinear system which corresponds to a KKT point and an infeasible
stationary point of the original problem, respectively, as one of two parameters is zero. The
method in [16] always generated interior-point iterates without any truncation of the step.
Based on the equivalence of a positive relaxation problem to the logarithmic-barrier subproblem,
Liu and Dai [24] presented a globally convergent primal-dual interior-point relaxation method
for nonlinear programs, which did not require any primal or dual iterate to be an interior
point. However, the preliminary numerical results reported in [24] seem to be out of the initial
expectation and does not show the superiority of the algorithm in comparing to IPOPT, a well
known and very popular interior-point solver for nonlinear programming in recent almost two
decades (see [35]).
In the interior point methods for nonlinear programming, how to select a suitable initial
value of the barrier parameter is one of the important topics which worths to be concerned
but has been overlooking so far in the literature. Since the update for the barrier parameter is
required to be monotonically nonincreasing and going to zero, the unappropriate initial selection
of the barrier parameter can bring up difficulties for the efficient solution of the logarithmic-
barrier subproblems, and finally affect the efficiency of the interior point methods for the original
problem. Although this is not an issue in the interior point methods for linear programming, the
update of the barrier parameter is not autonomous and it has been shown that some correction
technique is essential for improving the performance of the interior point methods.
In this paper, we first prove that, under suitable conditions, any solution of a parametric
equality constrained mini-max problem is a KKT point of the logarithmic-barrier subproblem.
Based on this observation, we present a novel primal-dual interior-point relaxation method with
adaptively updating barrier for nonlinear programs. Our method is established on solving a
sequence of KKT systems of the parametric equality constrained mini-max subproblems, and
the barrier parameter is updated adaptively in each iteration as we did for linear programming.
This feature is remarkably different from the classic primal-dual interior-point methods and the
newly proposed primal-dual interior-point relaxation method (see [24]) for nonlinear program-
ming, in which the parameter is only updated in outer iterations when, for a fixed barrier, the
inner iterations have found some approximate solutions of the logarithmic-barrier subproblems
satisfying the given accuracy. In particular, our update for the barrier parameter is autonomous
and adaptive, which makes our method to be potential of avoiding the possible difficulties caused
by the unappropriate initial selection of the barrier parameter and speeding up the convergence
to the solution.
Alike that in [24], our primal-dual interior-point relaxation method in this paper does not
require any primal or dual iterate to be an interior point. Thus, our method is expected to be able
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to circumvent some difficulties including the jamming phenomenon (see [3, 34]) caused by the
interior-point restriction for nonlinear programs and improve the ill conditioning of primal-dual
interior-point methods as the barrier parameter is small (see [29]). Under suitable assumptions,
we proved that our method can be globally convergent to the KKT point and is of locally
quadratic convergence. Some preliminary numerical results on a well-posed problem for which
many line-search infeasible interior-point methods fail to find the minimizer and a set of test
problems from CUTE collection show that our method is efficient.
Our paper is organized as follows. In section 2, we prove that the classic logarithmic-
barrier subproblem can be equivalently converted into an equality constrained mini-max prob-
lem. Based on this equivalence, we present the framework of our primal-dual interior-point
relaxation method for nonlinear programs in section 3. In this section, we also figure out why
our method can be expected to be efficient in improving the classic interior-point methods. We
analyze and prove the global and local convergence results of our method for nonlinear programs
in sections 4 and 5, respectively. Some preliminary numerical results on nonlinear programming
test problems are reported in section 6. We conclude our paper in the last section.
Throughout the paper, we use standard notations from the literature. A letter with subscript
k is related to the kth iteration, the subscript j indicates the jth component of a vector, and
the subscript kj is the jth component of a vector at the kth iteration. All vectors are column
vectors, and z = (x, u) means z = [xT , uT ]T . The expression θk = O(tk) means that there exists
a constant M independent of k such that |θk| ≤ M |tk| for all k large enough, and θk = o(tk)
indicates that |θk| ≤ ǫk|tk| for all k large enough with limk→0 ǫk = 0. If it is not specified, I is
an identity matrix whose order is either marked in the subscript or is clear in the context, ‖ · ‖
is the Euclidean norm. Some unspecified notations may be identified from the context.
2. An equality constrained mini-max problem
Before presenting our main results, we review an equivalent problem of the logarithmic-
barrier subproblem proposed in [24].
For any given parameters µ ≥ 0 and ρ > 0, and any x ∈ ℜn and s ∈ ℜn, Liu and Dai [24]
defined z : ℜ2n → ℜn, z = z(x, s;µ, ρ) and y : ℜ2n → ℜn, y = y(x, s;µ, ρ) by components to be
functions on (x, s) as follows,
zj(xj , sj ;µ, ρ) ≡
1
2ρ
(
√
(sj − ρxj)2 + 4ρµ − (sj − ρxj)), (2.1)
yj(xj , sj ;µ, ρ) ≡
1
2ρ
(
√
(sj − ρxj)2 + 4ρµ+ (sj − ρxj)), (2.2)
where j = 1, . . . , n, x ∈ ℜn and s ∈ ℜn are variables1. Based on definitions (2.1) and (2.2),
Liu and Dai [24] proposed to solve an equivalent positive relaxation problem to the logarithmic-
1A little change is that both z and y are divided by ρ in this paper.
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barrier subproblem (1.4) (see Theorem 2.3 of [24]) in the form
min
x,s
f(x)− µ
n∑
j=1
ln zj(x, s;µ, ρ) (2.3)
s.t. h(x) = 0, (2.4)
z(x, s;µ, ρ) − x = 0. (2.5)
For convenience of readers and our subsequent discussions, we list some preliminary results
in the following lemmas. These results have some similarity to Lemmas 2.1 and 2.2 and Theorem
2.3 of [24].
Lemma 2.1 For given µ ≥ 0 and ρ > 0, zj and yj are defined by (2.1) and (2.2). Then
(1) zj ≥ 0, yj ≥ 0, zj − xj = yj − (sj/ρ), and zjyj = µ/ρ;
(2) xj ≥ 0, sj ≥ 0, xjsj = µ if and only if zj − xj = 0;
(3) zj − xj =
µ−xjsj
ρ(yj+xj)
and ρ(zj + yj) =
√
(sj − ρxj)2 + 4ρµ.
Proof. Results (1) and (2) can be proved in the same way as Lemma 2.1 of Liu and Dai [24].
We are left to prove the result (3). Note that
zj − xj =
1
2ρ
(
√
(sj − ρxj)2 + 4ρµ− (sj + ρxj))
=
2µ− 2xjsj√
(sj − ρxj)2 + 4ρµ+ (sj + ρxj)
=
µ− xjsj
ρ(yj + xj)
,
and the last equality in Lemma 2.1 (3) follows from the definitions (2.1) and (2.2). All results
are derived.
By Lemma 2.1, there always have ρ(yj + xj − zj) = sj and µ = ρzjyj. Moreover, it follows
from Lemma 2.1 (3), ρ(z − x)T (y + z) = (nµ− xT s) + ρ‖z − x‖2.
Lemma 2.2 Given µ > 0 and ρ > 0. Let zj and yj be defined by (2.1) and (2.2). Then
(1) zj and yj are differentiable, respectively, on x and s, and
∇xzj =
zj
zj + yj
ej , ∇xyj = −
yj
zj + yj
ej , (2.6)
∇szj = −
1
ρ
zj
zj + yj
ej , ∇syj =
1
ρ
yj
zj + yj
ej , (2.7)
where ej ∈ ℜ
n is the j-th coordinate vector;
(2) zj and yj are differentiable on µ, and
∂zj
∂µ
=
∂yj
∂µ
=
1
ρ
1
zj + yj
; (2.8)
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(3) zj and yj are differentiable on ρ, and
∂zj
∂ρ
=
1
ρ
zj
zj + yj
(xj − zj),
∂yj
∂ρ
= −
1
ρ
yj
zj + yj
(yj + xj).
Thus,
∂(zj − xj)
2
∂ρ
= −
2
ρ
zj
zj + yj
(zj − xj)
2. (2.9)
Proof. By the result (1) of Lemma 2.2 of Liu and Dai [24], one has
∇x(ρzj) = ρ
ρzj
ρzj + ρyj
ej, ∇x(ρyj) = −ρ
ρyj
ρzj + ρyj
ej ,
∇s(ρzj) = −
ρzj
ρzj + ρyj
ej , ∇s(ρyj) =
ρyj
ρzj + ρyj
ej .
Thus, (2.6) and (2.7) follow immediately.
Due to
∂(ρzj)
∂µ
=
∂(ρyj)
∂µ
=
1
2
4ρ
2
√
(sj − ρxj)2 + 4ρµ
,
the result (2.8) is derived from Lemma 2.1 (3).
Since ρ(zj + yj) =
√
(sj − ρxj)2 + 4ρµ and ρ(zj − yj) = ρxj − sj, one has
∂ρ(zj + yj)
∂ρ
=
1
ρ
(ρxj − sj)xj + 2µ
zj + yj
,
∂ρ(zj − yj)
∂ρ
= xj .
Thus,
∂zj
∂ρ
=
1
ρ
(
∂ρzj
∂ρ
− zj
)
=
1
ρ
(
1
2
(
∂ρ(zj + yj)
∂ρ
+
∂ρ(zj − yj)
∂ρ
)− zj
)
=
1
ρ
(
1
2
(
2µ− xj(sj − ρxj)
ρ(zj + yj)
+ xj)− zj
)
=
1
ρ
zj
zj + yj
(xj − zj),
∂yj
∂ρ
=
∂zj
∂ρ
+
1
ρ
(zj − yj − xj)
= −
1
ρ
yj
zj + yj
(yj + xj),
∂(zj − xj)
2
∂ρ
= 2(zj − xj)
∂zj
∂ρ
= −
2
ρ
zj
zj + yj
(zj − xj)
2.
This result implies that ‖z − x‖2 is a monotonically nonincreasing function on ρ.
The following result is the foundation of development of the primal-dual interior-point re-
laxation method in [24].
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Lemma 2.3 Given µ > 0 and ρ > 0. Let (x∗, λ∗) be a KKT pair of the logarithmic-barrier
subproblem (1.4) and (x∗, λ∗, s∗) satisfies its KKT system
∇f(x∗)−∇h(x∗)λ∗ − s∗ = 0, (2.10)
h(x∗) = 0, (2.11)
x∗j > 0, s
∗
j > 0, x
∗
js
∗
j = µ, j = 1, . . . , n, (2.12)
where λ∗ ∈ ℜm is the Lagrange multiplier vector. Then ((x∗, s∗), (λ∗, s∗)) is a KKT pair of the
relaxation problem (2.3)–(2.5).
Conversely, if µ > 0 and ρ > 0, ((x∗, s∗), (λ∗, ν∗)) is a KKT pair of problem (2.3)–(2.5),
where λ∗ ∈ ℜm and ν∗ ∈ ℜn are, respectively, the associated Lagrange multipliers of constraints
(2.4) and (2.5), then ν∗ = s∗ and (x∗, λ∗, s∗) satisfies the system (2.10)–(2.12). Thus, (x∗, λ∗)
is a KKT pair of the logarithmic-barrier subproblem (1.4).
Proof. Please refer to the proof of Theorem 2.3 of [24].
Throughout the paper, we take z and y to be functions on (x, s) dependent on parameters
(µ, ρ). Sometimes, we may ignore the variables and parameters in writing functions z and y for
simplicity.
Now we consider the relaxation problem (2.3)–(2.5). By incorporating the “similar” aug-
mented Lagrangian terms on constraints of (2.5) into the objective function, and taking the
maximum with respect to s, we obtain a particular minimax problem
min
x∈{x∈ℜn|h(x)=0}

f(x) +
n∑
j=1
max
sj∈ℜn
G(xj , sj;µ, ρ)

 , (2.13)
or its equivalent form
min
x∈{x∈ℜn|h(x)=0}
max
s∈ℜn
F (x, s;µ, ρ),
where F : ℜ2n → ℜ, F (x, s;µ, ρ) ≡ f(x) +
∑n
j=1G(xj , sj;µ, ρ) and G : ℜ → ℜ,
G(xj , sj;µ, ρ) ≡ −µ ln zj(xj , sj;µ, ρ) + sj(zj(xj , sj ;µ, ρ)− xj) +
1
2
ρ|zj(xj , sj ;µ, ρ)− xj|
2.
It should be noticed that the extra two terms sT (z(x, s;µ, ρ) − x) + 12ρ‖z(x, s;µ, ρ) − x‖
2 in
F (x, s;µ, ρ) (comparing to (2.3)) are not the usual augmented Lagrangian terms, since they
definitely use the variables of s of the function z as the estimates of Lagrange multipliers, and
take the parameter ρ in z as the penalty parameter. Moreover, the barrier parameter µ exists
not only in the logarithmic-barrier terms but also in the other terms.
Using the previous preliminary results, we can derive some properties on F (x, s;µ, ρ).
Lemma 2.4 Given µ > 0 and ρ > 0. Let z = z(x, s;µ, ρ) and y = y(x, s;µ, ρ) be defined by
(2.1) and (2.2).
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(1) If f is twice differentiable, then F is twice differentiable on x and s. Moreover,
∇xF (x, s;µ, ρ) = ∇f(x)− ρy, ∇
2
xF (x, s;µ, ρ) = ∇
2f(x) + ρ(Z + Y )−1Y,
∇sF (x, s;µ, ρ) = z − x, ∇
2
sF (x, s;µ, ρ) = −
1
ρ
(Z + Y )−1Z.
(2) Function F (x, s;µ, ρ) is a strictly concave function on s, and F (x, s;µ, ρ)− f(x) is a strictly
convex function on x.
(3) For all j = 1, . . . , n, there holds
∂F (x, s;µ, ρ)
∂ρ
=
(ρ− 1)
ρ
(z − x)T (Z + Y )−1Z(z − x).
Proof. Due to Lemmas 2.1 and 2.2, one has the derivatives
∂G(xj , sj ;µ, ρ)
∂xj
=
−µ− yj(sj + ρzj − ρxj)
zj + yj
= −ρyj,
∂G(xj , sj ;µ, ρ)
∂sj
= zj − xj +
µ− zjsj − ρzj(zj − xj)
ρ(zj + yj)
= zj − xj .
Again by Lemma 2.2, the second-order derivatives in (1) follow immediately.
The results in (2) are straightforward since ∇2sF (x, s;µ, ρ) is always negative definite and
∇2x(F (x, s;µ, ρ) − f(x)) is always positive definite.
Note that µ = ρzjyj, Lemma 2.2 (3), (2.9), and ∂ ln zj/∂ρ = z
−1
j ∂zj/∂ρ, ∂sj(zj − xj)/∂ρ =
sj∂zj/∂ρ, the result (3) follows immediately due to ρ(zj − xj) = ρyj − sj and
∂G(xj , sj;µ, ρ)
∂ρ
=
ρ− 1
ρ
zj
zj + yj
(zj − xj)
2.
In the following, we prove our main result of this section, which is the foundation of our
novel primal-dual interior-point relaxation method in this paper.
Theorem 2.5 Let µ > 0 and ρ > 0. The following two results can be obtained.
(1) The pair (x∗, s∗) ∈ ℜn × ℜn is a local solution of the mini-max problem (2.13) if and only
if x∗ > 0 is a local solution of the logarithmic-barrier subproblem (1.4) and s∗j = µ/x
∗
j for all
j = 1, · · · , n.
(2) If (x∗, s∗) ∈ ℜn × ℜn is a local solution of the mini-max problem (2.13) and ∇h(x∗) is of
full column rank, then there exists a λ∗ ∈ ℜm such that
∇f(x∗)−∇h(x∗)λ− s∗ = 0, (2.14)
h(x∗) = 0, (2.15)
z∗ − x∗ = 0, (2.16)
where z∗ = z(x∗, s∗;µ, ρ). Thus, (x∗, λ∗) is a KKT pair of the logarithmic-barrier subproblem
(1.4).
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Proof. (1) In light of Lemma 2.4, for any xj > 0, G(xj , sj;µ, ρ) reaches its maximum at s
∗
j = µ/xj
since zj(xj , s
∗
j ;µ, ρ) − xj = 0. If xj ≤ 0, then
∂G(xj ,sj ;µ,ρ)
∂sj
> 0, which means that G(xj , sj ;µ, ρ)
is strictly monotonically increasing to ∞ as sj →∞. Thus,
max
sj∈ℜn
G(xj , sj ;µ, ρ) =
{
−µ lnxj, if xj > 0;
∞, otherwise,
(2.17)
and
argmaxsj∈ℜnG(xj , sj ;µ, ρ) =
{
µ/xj , if xj > 0;
∞, otherwise.
(2.18)
The result follows immediately from the above two equations.
(2) If (x∗, s∗) is a solution of the mini-max problem (2.13), then z∗ − x∗ = 0 by (1) and x∗
is a local solution of the subproblem
min
x
F (x, s∗;µ, ρ) (2.19)
s.t. h(x) = 0. (2.20)
Thus, if ∇h(x∗) is of full column rank, by the first-order necessary conditions of optimality (for
example, see [29, 31]), there exists a λ∗ ∈ ℜm such that (x∗, λ∗) is a KKT pair of subproblem
(2.19)–(2.20), i.e., there exists a λ∗ ∈ ℜm such that
∇f(x∗)−∇h(x∗)λ∗ − ρy∗ = 0,
h(x∗) = 0,
z∗ − x∗ = 0,
where y∗ = y(x∗, s∗;µ, ρ) and z∗ = z(x∗, s∗;µ, ρ). Then the equations (2.14)–(2.16) are attained
immediately since z∗ − x∗ = 0 implies ρy∗ − s∗ = 0 and x∗js
∗
j = µ for all j = 1, . . . , n.
Although the logarithmic-barrier subproblem (1.4), its relaxation subproblem (2.3)–(2.5),
and the mini-max subproblem (2.13) are equivalent in some sense, they provide us insightful
views on the existing methods and possibilities for developing different and possibly robust
methods for the original problem (1.1)–(1.2). For example, by using the relaxation subproblem
(2.3)–(2.5), we can remove the interior-point restrictions on primal and dual variables in [24]. In
this paper, we note that, (x∗, s∗) is a solution of a mini-max subproblem if x∗ is a local solution
of the logarithmic-barrier subproblem. Thus, the residual function on the system (2.14)–(2.16) is
reasonable to be chosen as the merit function. In addition, by solving the system (2.14)–(2.16),
we are capable of improving the ill conditioning often observed during the final stages of the
classic primal-dual algorithms based on solving the subproblem (1.4) or its corresponding KKT
system (please refer to Section 3 for details).
As a special example, when f and h are linear functions, that is, program (1.1)–(1.2) is a
linear programming problem, the mini-max problem is a particular saddle-point problem. The
next result is a corollary of Theorem 2.5.
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Corollary 2.6 Assume µ > 0 and ρ > 0, f and hi (i = 1, . . . ,m) are linear functions on ℜ
n.
The primal-dual pair (x∗, s∗) is a solution of the mini-max problem (2.13) if and only if there
exists a λ∗ ∈ ℜm such that (x∗, λ∗) is a KKT pair of the logarithmic-barrier subproblem (1.4).
3. A novel primal-dual interior-point relaxation method
Based on solving the mini-max subproblem (2.13), we develop a novel primal-dual interior-
point relaxation method for solving the nonlinear constrained optimization problem (1.1)–(1.2).
Since problem (2.13) is originated from the logarithmic-barrier subproblem, our method can
be thought of as a variant of classic primal-dual interior-point methods. The method updates
the barrier parameter µ in every iteration, which shares a similar algorithmic framework to
the interior-point methods for linear programming, and is remarkably different from those for
nonlinear programming in which they often attempt to find an approximate solution for a fixed
parameter µ in an inner algorithm and then reduce the barrier parameter µ by the residual
of the solution in an outer algorithm. In particular, our update for the barrier parameter is
autonomous and adaptive, which makes our method capable of avoiding the possible difficulties
caused by unappropriate initial selection of the barrier parameter and have the potential of
speeding up the convergence to the solution.
Instead of solving the subproblem (2.13) directly, we solve the associated system (2.14)–(2.16)
and consider the extended system of equations of (2.14)–(2.16) in the form
µ = 0, (3.1)
∇f(x)−∇h(x)λ− s = 0, (3.2)
h(x) = 0, (3.3)
z − x = 0, (3.4)
where z = z(x, s;µ, ρ) and y = y(x, s;µ, ρ) are functions on x and s defined by (2.1) and (2.2).
Distinct from our recent work [16, 24] and the existing interior-point methods for nonlinear
programs, we take µ as a variable in the system (3.1)–(3.4) instead of a parameter in that of
(2.14)–(2.16). Note that, for j = 1, . . . , n,
zj(xj , sj; 0, ρ) =
1
2ρ
(|sj − ρxj | − (sj − ρxj)) = max{0, xj − sj/ρ},
yj(xj , sj; 0, ρ) =
1
2ρ
(|sj − ρxj |+ (sj − ρxj)) = max{0, sj/ρ− xj}.
Thus, for any j = 1, . . . , n,, the equality zj = xj implies that one has either xj = 0, sj ≥ 0,
ρyj = sj, or xj ≥ 0, sj = 0, ρyj = 0. Therefore, any (x
∗, λ∗, s∗) ∈ ℜn × ℜn satisfying the
extended system of equations (3.1)–(3.4) is a KKT triple of the original problem (1.1)–(1.2).
Denote the residual function of the system (2.14)–(2.16) as follows,
φ(µ,ρ)(x, λ, s) =
1
2
‖∇f(x)−∇h(x)λ− s‖2 +
1
2
‖h(x)‖2 +
1
2
‖z − x‖2. (3.5)
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Using this notation, the system (3.1)–(3.4) can be further reformulated as
µ+ γφ(µ,ρ)(x, λ, s) = 0, (3.6)
∇f(x)−∇h(x)λ− s = 0, (3.7)
h(x) = 0, (3.8)
z − x = 0, (3.9)
where µ is supposed to be nonnegative, φ(µ,ρ)(x, λ, s) is defined by (3.5), γ ∈ (0, 1] is a given
parameter.
Suppose that (xk, λk, sk) is the current primal and dual iterates, µ = µk and ρ = ρk are
current values of the barrier and penalty parameters. Let rdk = ∇f(xk) − ∇h(xk)λk − sk,
rek = zk − xk, and r
h
k = h(xk) be the residuals of equations in (3.7)–(3.9) at iterate k. Our
proposed method generates the new value of parameter µk+1 by
µk+1 = (1− αk)µk + γαkφ(µk ,ρk)(xk, λk, sk)
and the new primal and dual iterates by a line search procedure
xk+1 = xk + αkdxk, λk+1 = λk + αkdλk, sk+1 = xk + αkdsk,
where (dxk, dλk, dsk) is the search direction derived from the Newton’s equations of system (3.7)–
(3.9), αk ∈ (0, 1] is the step-size. At iterate (xk, λk, sk) with µ = µk and ρ = ρk, (dxk, dλk, dsk)
is derived from solving the linearized system with the form


Bk −∇hk −I
∇hTk 0 0
(Zk + Yk)
−1Yk 0
1
ρk
(Zk + Yk)
−1Zk




dx
dλ
ds


=


−rdk
−rhk
rek +
1
ρk
∆µk(Zk + Yk)
−1e

 , (3.10)
which can also be equivalently written as the linear system with a symmetric coefficient matrix
in the form 

Bk + ρk(Zk + Yk)
−1Yk −∇hk −(Zk + Yk)
−1Yk
−∇hTk 0 0
−(Zk + Yk)
−1Yk 0 −
1
ρk
(Zk + Yk)
−1Zk




dx
dλ
ds


= −


rˆdk −∆µk(Zk + Yk)
−1e
−rhk
rek +
1
ρk
∆µk(Zk + Yk)
−1e

 ,
where Bk is the Hessian of the Lagrangian L(x, λ, s) = f(x)−λ
Th(x)−sTx or its approximation
at (xk, λk, sk), zk = z(xk, sk;µk, ρk), yk = y(xk, sk;µk, ρk), Zk = diag (zk), Yk = diag (yk),
∆µk = −µk + γφ(µk ,ρk)(xk, λk, sk), rˆ
d
k = ∇f(xk)−∇h(xk)λk − ρkyk.
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Since we are facing a mini-max subproblem, taking the residual function φ(µ,ρ)(x, λ, s) defined
by (3.5) as the merit function is a natural and reasonable selection. The step-size αk is selected
such that the value of φ(µ,ρ)(x, λ, s) is sufficiently decreased when the iterate moves from point
(xk, λk, sk) to (xk+1, λk+1, sk+1) and the barrier parameter varies from µk to µk+1, while the
penalty parameter ρk holds fixed. Then ρk is updated adaptively to ρk+1 such that ρk+1 ≥ ρk.
In the following, we describe our algorithm for problem (1.1)–(1.2), in which the parameter
µ is updated adaptively in every iteration.
Algorithm 1 A novel primal-dual interior-point relaxation method for problem (1.1)–(1.2)
Given (x0, λ0, s0) ∈ ℜ
n × ℜm × ℜn, B0 ∈ ℜ
n×n, µ0 > 0, ρ0 > 0, η > 1, γ0, δ, τ, σ ∈ (0, 1). Evaluate z0
and y0 by (2.1) and (2.2), compute φ(µ0,ρ0)(x0, λ0, s0). Given ǫ ∈ (0, µ0), set k := 0.
Set ℓ := 0, µk,ℓ = µk.
Step 0.1 While µk,ℓ > max{ηφ(µk,ℓ,ρk)(xk, λk, sk), ǫ}, set µk,ℓ+1 = µk,ℓ/η;
evaluate zk and yk by (2.1) and (2.2) with µ = µk,ℓ+1, compute φ(µk,ℓ+1,ρk)(xk, λk, sk),
set ℓ = ℓ+ 1, end.
Set µk = µk,ℓ, γ = min{γ0, µk/φ(µk,ρk)(xk, λk, sk)}.
While µk ≤ ǫ and φ(µk,ρk)(xk, λk, sk) ≤ ǫ, stop the algorithm.
Step 1. Calculate ∆µk by ∆µk = −µk + γφ(µk,ρk)(xk, λk, sk).
Step 2. Solve the linear system (3.10) to obtain dk ≡ (dxk, dλk, dsk).
Step 3. Select the step-size αk ∈ (0, 1] to be the maximal in {1, δ, δ
2, . . .} such that the inequality
φ(µk+αk∆µk,ρk)(xk + αkdxk, λk + αkdλk, sk + αkdsk) ≤ (1− 2ταk)φ(µk ,ρk)(xk, λk, sk) (3.11)
is satisfied.
Step 4. Set µk+1 = µk + αk∆µk, xk+1 = xk + αkdxk, sk+1 = sk + αkdsk, and λk+1 = λk + αkdλk.
Step 5. Update ρk to ρk+1 = max{ρk, σ‖sk+1‖∞/max(‖xk+1‖, 1)}. Evaluate by (2.1) and (2.2)
zk+1 = z(xk+1, sk+1;µk+1, ρk+1) and yk+1 = y(xk+1, sk+1;µk+1, ρk+1),
compute φ(µk+1,ρk+1)(xk+1, λk+1, sk+1).
Set ℓ := 0, µk+1,ℓ = µk+1.
Step 5.1 While µk+1,ℓ > max{ηφ(µk+1,ℓ,ρk+1)(xk+1, λk+1, sk+1), ǫ}, set µk+1,ℓ+1 = µk+1,ℓ/η;
evaluate zk+1 and yk+1 by (2.1) and (2.2) with µ = µk+1,ℓ+1,
compute φ(µk+1,ℓ+1,ρk+1)(xk+1, λk+1, sk+1), set ℓ = ℓ+ 1, end.
Set µk+1 = µk+1,ℓ, γ = min{γ0, µk+1/φ(µk+1,ρk+1)(xk+1, λk+1, sk+1)}.
Step 6. Update Bk to Bk+1, set k := k + 1.
End (while)
In Algorithm 1, the initial point can be an arbitrary point. Our algorithm does not also
require any primal or dual iterate to be interior during the iterative process, which is prominently
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distinct from the existing interior-point methods. Furthermore, we do not reduce the barrier
parameter coercively as we have done in the interior-point methods for nonlinear programs. In
those methods, the barrier parameter is reduced as the approximate solution of the logarithmic-
barrier subproblem or its KKT residuals satisfied the given accuracy.
Steps 0.1 and 5.1 are used to prevent µ0 and µk+1 from being too large in comparison with
the residuals of KKT system φ(µ0,ρ0)(x0, λ0, s0) and φ(µk+1,ρk+1)(xk+1, λk+1, sk+1), respectively.
If µk+1 ≤ max{ηφ(µk+1,ρk+1)(xk+1, λk+1, sk+1), ǫ}, then one of the following three kinds of results
will arise:
(1) ǫ < µk+1 ≤ ηφ(µk+1,ρk+1)(xk+1, λk+1, sk+1);
(2) µk+1 ≤ ǫ ≤ ηφ(µk+1,ρk+1)(xk+1, λk+1, sk+1);
(3) µk+1 ≤ ǫ and φ(µk+1,ρk+1)(xk+1, λk+1, sk+1) ≤ ǫ/η < ǫ.
Note that, if the case (3) happens, Algorithm 1 will be terminated; otherwise, one will have
either case (1) or case (2), and in both cases,
φ(µk+1,ρk+1)(xk+1, λk+1, sk+1) ≥ ǫ/η. (3.12)
Moreover, for cases (1) and (2), the parameter γ is selected such that either γ = γ0 and µk+1 >
γ0φ(µk+1,ρk+1)(xk+1, λk+1, sk+1) or ∆µk+1 = 0. If µk+1 > γ0φ(µk+1,ρk+1)(xk+1, λk+1, sk+1), then
µk+2,0 = (1− αk+1)µk+1 + αk+1γ0φ(µk+1,ρk+1)(xk+1, λk+1, sk+1) < µk+1 (3.13)
and
µk+2,0 > γ0φ(µk+1,ρk+1)(xk+1, λk+1, sk+1) ≥ (γ0/η)ǫ; (3.14)
otherwise, µk+1 = γφ(µk+1,ρk+1)(xk+1, λk+1, sk+1) < γ0φ(µk+1,ρk+1)(xk+1, λk+1, sk+1), µk+1 is
viewed as to be too small in comparison with φ(µk+1,ρk+1)(xk+1, λk+1, sk+1) and set µk+2,0 = µk+1.
Thus, there is always (γ0/η)ǫ ≤ µk+1,0 ≤ µk for all k ≥ 0.
In order to have a deep understanding on the significance of Algorithm 1, let us consider its
application to the linear programs with the standard form
min cTx s.t. Ax = b, x ≥ 0. (3.15)
That is, f(x) = cTx, h(x) = Ax− b. In this case, ∇f(x) = c and ∇h(x) = AT . Without loss of
generality, we suppose that A has full row rank. Since the Lagrangian Hessian is null, (3.10) is
reduced to the following system


0 AT I
A 0 0
(Zk + Yk)
−1Yk 0
1
ρk
(Zk + Yk)
−1Zk




dx
dλ
ds


= −


(ATλk + sk − c)
(Axk − b)
(xk − zk)−
1
ρk
∆µk(Zk + Yk)
−1e

 ,
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which, due to Lemma 2.1 (3), can be further written as

0 AT I
A 0 0
ρkYk 0 Zk




dx
dλ
ds

 =


c−ATλk − sk
b−Axk
µke−XkSke

+


0
0
ρk(Zk −Xk)(zk − xk) + ∆µke

 . (3.16)
Comparing with the system for search direction in classic primal-dual interior-point methods
for linear programming (for example, see (14.12) of Nocedal and Wright [29]), our system (3.16)
is different in that both Sk and Xk in the last row of the Jacobian have been substituted with
ρYk and Zk and the associated right-hand-side term has also been changed (i.e., some additional
correction terms have been incorporated). As we will note from what follows, these changes make
our method capable of improving the ill conditioning of primal-dual interior-point methods for
linear programming.
Note that (3.16) can be formalized as
(AY −1k ZkA
T )dλ = ρk(b−Axk) +AY
−1
k Zk(c−A
Tλk − sk)
−ρkA(I + Y
−1
k Zk)(zk − xk)−∆µkAY
−1
k e,
ds = (c−A
Tλk − sk)−A
Tdλ,
dx = (I + Y
−1
k Zk)(zk − xk) +
1
ρk
(∆µkY
−1
k e− Y
−1
k Zkds).
Due to ρkYkZk = µkI, one has Y
−1
k = (ρk/µk)Zk, and
(AZ2kA
T )dλ = µk(b−Axk) +AZ
2
k(c−A
Tλk − sk)−A(µkI + ρkZ
2
k)(zk − xk)
−∆µkAZke, (3.17)
ds = (c−A
Tλk − sk)−A
Tdλ, (3.18)
dx = (I +
ρk
µk
Z2k)(zk − xk) +
1
µk
(∆µkZke− Z
2
kds). (3.19)
If zk → x
∗ and µk → 0 as k → ∞, where x
∗ is an optimal solution of the nondegenerate
linear program, then AZk should be of full rank and (3.17) is capable of escaping from the ill
conditioning trap often observed during the final stages of the existing primal-dual algorithms
for linear programming (see, for example, page 409 of [29]). One may note that (3.19) can be
numerically difficult as µk → 0. However, in contrast to the implicit trap of the existing primal-
dual algorithms, this difficulty of (3.19) is explicit and singlet. Theoretically, under suitable
conditions, we have proved that, for all j = 1, . . . , n, 1
µk
zkj is bounded away from zero (see
Lemma 4.2 for details).
Subsequently, we will show that Algorithm 1 is well-defined. Firstly, it is easy to note that
Steps 0.1 and 5.1 will always be terminated finitely for any given ǫ > 0.
Lemma 3.1 There always holds µk ≥ (γ0/η)ǫ for all k ≥ 0.
Proof. We firstly prove that, if µk+1,0 > max{ηφ(µk+1,0 ,ρk+1)(xk+1, λk+1, sk+1), ǫ}, then
µk+1 ≥ ǫ/η. (3.20)
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By Step 5.1, µk+1 = µk+1,ℓ for some ℓ ≥ 1. Thus, µk+1,ℓ−1 > ǫ and µk+1,ℓ = µk+1,ℓ−1/η, which
implies µk+1,ℓ > ǫ/η. If µk+1,0 ≤ max{ηφ(µk+1,0,ρk+1)(xk+1, λk+1, sk+1), ǫ}, µk+1 = µk+1,0.
We have already known that µk+1,0 ≥ (γ0/η)ǫ. Note that µ0 > ǫ, the result follows immedi-
ately from (3.20).
In view of (2.1) and (2.2), µk > 0 implies yk > 0 and zk > 0. The following result asserts
that the linear system (3.10) has a unique solution.
Lemma 3.2 If Algorithm 1 does not terminate at xk, ∇hk has full column rank and v
TBkv ≥
0 for all v ∈ ℜn with ∇hTk v = 0, then the coefficient matrix of the linear system (3.10) is
nonsingular.
Proof. In order to obtain our desired result, we need prove that the system of equations
Bkdx −∇hkdλ − ds = 0, (3.21)
∇hTk dx = 0, (3.22)
ρkYkdx + Zkds = 0 (3.23)
has only zero solution. Left-multiplying dTx on the two-sides of (3.21), one has d
T
xBkdx = d
T
x ds
due to (3.22). Thus, by (3.23),
dTxBkdx = −ρkd
T
xZ
−1
k Ykdx ≤ 0. (3.24)
Note that the conditions of the lemma suggest dTxBkdx ≥ 0 for all dx satisfying (3.22). Hence,
ρkd
T
xZ
−1
k Ykdx = 0,
which implies dx = 0. Therefore, ds = 0 and ∇hkdλ = 0 due to the last and the first equations of
the preceding system. Since ∇hk has full column rank, the equation ∇hkdλ = 0 implies dλ = 0.
Hence, our proof is completed.
If Algorithm 1 does not terminate at xk, then φ(µk ,ρk)(xk, λk, sk) ≥ ǫ/η > 0 due to (3.12).
This fact shows that there will be (∆µk, dk) 6= 0 for all k ≥ 0. Otherwise, by Lemma 3.2, the
right-hand-side of (3.10) will be zero for some integer k, which implies φ(µk ,ρk)(xk, λk, sk) = 0, a
contradiction to (3.12). The next result shows that, at the k-th iteration, a new iterate can be
generated, thus Algorithm 1 is well-defined.
Lemma 3.3 Suppose that f : ℜn → ℜ and h : ℜn → ℜm are twice continuously differentiable
on ℜn. There always exists an αk ∈ (0, 1] such that (3.11) holds.
Proof. The supposition implies that φ(µ,ρk)(x, λ, s) is differentiable on (µ, x, λ, s), thus it is direc-
tionally differentiable and, due to (3.10), its directional derivative along (∆µk, dk) at (xk, λk, sk)
with µ = µk is
φ
′
(µk ,ρk)
(xk, λk, sk;∆µk, dk)
=
(
Dφ(µ,ρk)(x, λ, s)
Dµ
∇(x,λ,s)φ(µ,ρk)(x, λ, s)
T
)
|(µ,x,λ,s)=(µk,xk,λk,sk)
(
∆µk
dk
)
= −2φ(µk ,ρk)(xk, λk, sk). (3.25)
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The Taylor’s expansion of φ(µk+α∆µk,ρ)(xk+αdxk, sk+αdλk, λk+αdsk) regarding α at α = 0
shows that
φ(µk+α∆µk ,ρ)(xk + αdxk, sk + αdλk, λk + αdsk)− φ(µk ,ρk)(xk, λk, sk)
= αφ
′
(µk ,ρk)
(xk, λk, sk;∆µk, dk) + o(α)
= −2ταφ(µk ,ρk)(xk, λk, sk)− 2(1− τ)αφ(µk ,ρk)(xk, λk, sk) + o(α). (3.26)
Thus, (3.11) holds for all sufficiently small α > 0 since τ < 1 and φ(µk ,ρk)(xk, λk, sk) > 0.
The preceding result suggests that sequences {(xk, λk, sk)} and {µk}, {ρk} will be derived
from Algorithm 1 before the terminating condition is satisfied. Moreover, (3.13) has shown that
the barrier sequence {µk} is monotonically nonincreasing. It will be proved that the sequence
of merit function values {φ(µk ,ρk)(xk, λk, sk)} is monotonically decreasing.
Lemma 3.4 Let zk+1(ρ) = z(xk+1, sk+1;µk+1, ρ) and zˆk+1 = zk+1(ρk). Suppose that ‖zˆk+1 −
xk+1‖ 6= 0 and φ(µk+1,ρk)(xk+1, λk+1, sk+1) ≤ φ(µk ,ρk)(xk, λk, sk). If ρk+1 ≥ ρk > 0, one has
φ(µk+1,ρk+1)(xk+1, λk+1, sk+1) ≤ φ(µk ,ρk)(xk, λk, sk).
Proof. Note that
Dφ(µk+1,ρ)(xk+1, λk+1, sk+1)
Dρ
|ρ=ρk
= −
1
ρk
(zˆk+1 − xk+1)
T (Zˆk+1 + Yˆk+1)
−1Zˆk+1(zˆk+1 − xk+1)
< 0,
where Zˆk+1 = diag (zˆk+1), Yˆk+1 = diag (yˆk+1) with yˆk+1 = z(xk+1, sk+1;µk+1, ρk). The above
equation shows that φ(µk+1,ρ)(xk+1, λk+1, sk+1) is a monotonically decreasing function on ρ over
ρ > 0, which implies the desired result.
By Algorithm 1, the sequence {ρk} of penalty parameters is a monotonically nondecreasing
sequence. The following result follows from Steps 0.1 and 5.1 immediately.
Lemma 3.5 There hold
0 < µk+1 ≤ µk ≤ µ0 and µk ≤ ηφ(µk ,ρk)(xk, λk, sk)
for all k > 0.
Proof. The result follows from (3.13) and µk+2 ≤ µk+2,0 immediately.
4. Global convergence
For doing global and local convergence analysis, we set ǫ = 0. In this situation, Algorithm
1 may have infinite loop in either Step 0.1 for the initial iteration k = 0 or in Step 5.1 for some
15
iteration k > 0. In any of these two trivial cases, one will have ℓ → ∞, limℓ→∞ µk,ℓ = 0 and
limℓ→∞ φ(µk,ℓ,ρℓ)(xk, λk, sk) = 0, thus (xk, λk, sk) is a KKT triple of the problem (1.1)–(1.2).
Otherwise, Algorithm 1 will generate an infinite sequence of vectors {(xk, λk, sk)}. We consider
this nontrivial case and prove in this section that, under suitable assumptions, there are some
cluster points of the iterative sequence {(xk, λk, sk)} which will be KKT triples of the problem
(1.1)–(1.2), i.e., the cluster points together with µ∗ = 0 are solutions of the system of equations
(3.1)–(3.4).
We need the following blanket assumptions for our global convergence analysis.
Assumption 4.1
(1) The functions f and hi(i ∈ I) are twice continuously differentiable on ℜ
n;
(2) The iterative sequence {xk} is in an open bounded set of ℜ
n;
(3) The sequence {Bk} is bounded, and for all k ≥ 0 and dx ∈ ℜ
n, dTxBkdx ≥ χ‖dx‖
2, where
χ > 0 is a constant;
(4) For all k ≥ 0, ∇h(xk) has full column rank.
The above assumptions are commonly used in global convergence analysis for nonlinear
programs. Some milder assumptions can be used by incorporating some additional optimization
techniques, such as the null-space technology (see [5, 6, 7, 26]) for weakening Assumption 4.1 (3)
and (4), and the line search procedure without using a penalty function or a filter (see [22, 27])
for replacing Assumption 4.1 (2) on the requirement of the boundedness of the iterative sequence
by some assumptions on bounded level sets. For simplicity of statement, we leave these concerns
outside our scope. The following lemma shows that some related sequences are bounded.
Lemma 4.2 Under Assumption 4.1, {zk} is bounded and {sk} is bounded below. Furthermore,
if ρk keeps constant after a finite number of iterations, then {yk}, {sk} and {λk} are bounded,
and there exists a scalar τˆ > 0 such that, for j = 1, . . . , n,
ykj ≥ τˆµk, zkj ≥ τˆµk.
Proof. Note that zk ≥ 0 for all k ≥ 0 and
φ(µk+1,ρk+1)(xk+1, λk+1, sk+1) ≤ φ(µk ,ρk)(xk, λk, sk) ≤ . . . ≤ φ(µ0,ρ0)(x0, λ0, s0).
By the definition (3.5) of φ(µ,ρ)(x, λ, s), one has
1
2
‖zk − xk‖
2 ≤ φ(µ0,ρ0)(x0, λ0, s0),
which together with Assumption 4.1 (2) implies that {zk} is bounded. Thus, due to (2.1), for
every j = 1, . . . , n,
√
(skj/ρk − xkj)2 + 4µk/ρk − (skj/ρk − xkj) is bounded. That is, skj/ρk 6→
−∞ as k →∞, which implies that {sk} is bounded below.
If ρk is bounded above, then {sk} is bounded since ‖sk‖∞ ≤ ρkmax{‖xk‖, 1}/σ for all k ≥ 0.
Thus, by (2.2), {yk} is bounded. Due to
1
2
‖∇f(xk)−∇h(xk)λk − sk‖
2 ≤ φ(µ0,ρ0)(x0, s0, λ0),
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and note that ∇h(xk) has full column rank, one can deduce that {λk} is bounded.
The relation ρkykjzkj = µk together with that facts that both {yk} and {zk} are bounded
implies the desired inequalities.
The preceding results show that, if ρk keeps constant after a finite number of iterations,
the sequence {φ(µk ,ρk)(xk, λk, sk)} and the second derivatives of φ(µ,ρ)(x, λ, s) for all iterates are
bounded. In the following, we prove that there holds µk → 0 and φ(µk ,ρk)(xk, λk, sk)→ 0.
Lemma 4.3 Under Assumption 4.1, suppose that ρk = ρ
∗ for all sufficiently large k, where
ρ∗ > 0 is a scalar. If µk ≤ ηφ(µk ,ρk)(xk, λk, sk) for all sufficiently large k, then
lim
k→∞
φ(µk ,ρk)(xk, λk, sk) = 0, and limk→∞
µk = 0.
Proof. Note that {φ(µk ,ρk)(xk, λk, sk)} is a monotonically nonincreasing sequence. Thus, by the
boundedness of {φ(µk ,ρk)(xk, λk, sk)}, there is a scalar φ
∗ ≥ 0 such that
lim
k→∞
φ(µk ,ρk)(xk, λk, sk) = φ
∗, lim
k→∞
αkφ(µk ,ρk)(xk, λk, sk) = 0.
We prove the result by contradiction. Assume that φ∗ > 0. Then the preceding equa-
tions imply limk→∞ αk = 0 and lim infk→∞ µk > 0 since µk keeps constant provided µk ≤
γ0φ(µk ,ρk)(xk, λk, sk). Hence, by Lemma 4.2, zk and yk are bounded away from zero. Similar to
Lemma 3.2, we can prove that the matrix


Bk −A
T
k −I
Ak 0 0
ρkYk 0 Zk


is nonsingular for all k, where Ak = ∇h(xk)
T . Therefore, ‖dk‖ is bounded. In this case As-
sumption 4.1 asserts that αk is bounded away from zero since, by (3.26),
φ(µk+α∆µk,ρk)(xk + αdxk, λk + αdλk, sk + αdsk)− (1− 2τα)φ(µk ,ρk)(xk, λk, sk)
= −2(1− τ)αφ(µk ,ρk)(xk, λk, sk) + o(α)
≤ −2(1− τ)σα + o(α),
which suggests that there exists an α∗ ∈ (0, 1) such that (3.11) holds for all α ∈ (0, α∗]. It is
contrary to limk→∞ αk = 0. This contradiction shows φ
∗ = 0. The desired results are obtained
accordingly.
Now we are ready for presenting our global convergence results on Algorithm 1.
Theorem 4.4 Under Assumption 4.1, suppose that ρk = ρ
∗ for all sufficiently large k, where
ρ∗ > 0 is a scalar. Then one of the following three cases will arise.
(1) For all sufficiently large k, µk ≤ ηφ(µk ,ρk)(xk, λk, sk). In this case, φ(µk ,ρk)(xk, λk, sk) → 0
and µk → 0 as k → ∞. That is, every cluster point of sequence {(xk, λk, sk)} is a KKT triple
of the original problem.
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(2) For some iteration k ≥ 0, µk > ηφ(µk ,ρk)(xk, λk, sk), either Step 0.1 or Step 5.1 of Algorithm
1 has an infinite loop, limℓ→0 µk,ℓ = 0 and limℓ→0 φ(µk,ℓ,ρk)(xk, λk, sk) = 0, i.e., (xk, λk, sk) is a
KKT triple of the original problem.
(3) Both Step 0.1 and Step 5.1 of Algorithm 1 have finite loops and Step 5.1 of Algorithm 1 is
started over infinitely many times. Then
lim
k→∞
µk = 0, lim
k→∞
φ(µk ,ρk)(xk, λk, sk) = 0.
That is, any cluster point of sequence {(xk, λk, sk)} is a KKT triple of the original problem.
Proof. The result in case (1) has been obtained in the preceding Lemma 4.3. In case (2), let
µk,0 = µk and µk,ℓ = µk,ℓ−1/η, where ℓ = 1, 2, . . . is the number of the cycle of while in Step
5.1 of Algorithm 1. Thus, limℓ→∞ µk,ℓ = 0 and limℓ→∞ µk,ℓ ≥ limℓ→∞ ηφ(µk,ℓ,ρk)(xk, λk, sk) ≥ 0
which implies limℓ→∞ φ(µk,ℓ,ρk)(xk, λk, sk) = 0.
Now we prove the result in case (3). Suppose that ki and ki+1 are the indices of two adjoining
iterations such that
µki > ηφ(µki ,ρki)
(xki , λki , ski), µki+1 > ηφ(µki+1 ,ρki+1)
(xki+1 , λki+1 , ski+1), (4.1)
ℓi is the number of loops in Step 5.1 of Algorithm 1 such that
µki,ℓi ≤ ηφ(µki,ℓi ,ρki)
(xki , λki , ski).
Since µki,ℓi ≥ γφ(µki,ℓi ,ρki)
(xki , λki , ski), one has
µki+1 = (1− αki)µki,ℓi + αkiγφ(µki,ℓi ,ρki)
(xki , λki , ski) ≤ µki,ℓi ≤ µki/η,
and µki+1 ≤ µki+1 ≤ µki/η. Thus, a strictly monotonically decreasing infinite subsequence {µki}
satisfying (4.1) is derived. Therefore,
lim
i→∞
µki = 0, lim
i→∞
φ(µki ,ρki)
(xki , λki , ski) = 0.
Note that both {µk} and {φ(µk ,ρk)(xk, λk, sk)} are monotonically nonincreasing sequences. The
desired result is straightforward by the preceding equations.
5. Local convergence
In this section, we prove that, under suitable conditions, our algorithm with global con-
vergence results (1) and (3) of Theorem 4.4 can be quadratically convergent to the KKT
point of the original problem. For convenience of statement, we denote w∗ = (x∗, λ∗, s∗) and
wk = (xk, λk, sk) ∈ ℜ
2n+m for all k ≥ 0. The following blanket assumptions are requested for
local convergence analysis.
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Assumption 5.1
(1) wk → w
∗ and µk → 0 as k →∞;
(2) The functions f and hi (i = 1, . . . ,m) are twice differentiable on ℜ
n, and their second
derivatives are Lipschitz continuous at some neighborhood of x∗;
(3) The gradients ∇hi(x
∗) (i = 1, . . . ,m) are linearly independent;
(4) There holds x∗ + s∗ > 0;
(5) dTB∗d > 0 for all d 6= 0 such that ∇h(x∗)Td = 0, where B∗ = ∇2f(x∗) +
∑m
i=1 λ
∗
i∇
2hi(x
∗)
and λ∗ ∈ ℜm is the Lagrange multiplier vector associated with at x∗ for all equality constraints.
Under Assumption 5.1, {sk} is bounded, thus ρk will keep constant after a finite number of
iterations. By Theorem 4.4, (x∗, λ∗, s∗) is a KKT triple of the original problem. Without loss
of generality, let ρk = ρ
∗ for all k ≥ 0, and, correspondingly, yk → y
∗ and zk → z
∗ as k →∞. It
follows from (2.1) and (2.2) that z∗ = x∗ and y∗ = s∗/ρ∗. Thus, z∗j + y
∗
j > 0 for all j = 1, . . . , n.
Lemma 5.2 Suppose that Assumption 5.1 hold. Let Y ∗ = diag (y∗) and Z∗ = diag (z∗). Then
the matrix
G∗ =


1 + γ
Dφ(0,ρ∗)(w
∗)
Dµ
γ(∇wφ(0,ρ∗)(w
∗))T

0
0
− 1
ρ∗
(Z∗ + Y ∗)−1e

 H∗


is nonsingular, where
Dφ(0,ρ∗)(w
∗)
Dµ
=
Dφ(µ,ρ)(w)
Dµ
|(µ,ρ)=(0,ρ∗),w=w∗,
∇wφ(0,ρ∗)(w
∗) = ∇wφ(µ,ρ)(w)|(µ,ρ)=(0,ρ∗),w=w∗, and
H∗ =


B∗ −∇h(x∗) −I
∇h(x∗)T 0 0
(Z∗ + Y ∗)−1Y ∗ 0 1
ρ∗
(Z∗ + Y ∗)−1Z∗

 .
Proof. In order to derive the result, we need only to prove that the system
G∗d = 0
has a unique solution d∗ = 0. Corresponding to the partition of G∗, d ∈ ℜ2n+m+1 has a partition
d = (dµ, dw), where dµ ∈ ℜ, dw = (dx, dλ, ds) with dx ∈ ℜ
n, dλ ∈ ℜ
m, and ds ∈ ℜ
n. Thus,
(1 +
Dφ(0,ρ∗)(w
∗)
Dµ
)dµ + (∇wφ(0,ρ∗)(w
∗))T dw = 0, (5.1)
B∗dx −∇h(x
∗)dλ − ds = 0, (5.2)
∇h(x∗)T dx = 0, (5.3)
− 1
ρ∗
(Z∗ + Y ∗)−1edµ + (Z
∗ + Y ∗)−1Y ∗dx +
1
ρ∗
(Z∗ + Y ∗)−1Z∗ds = 0. (5.4)
Note that, by (5.2)–(5.4),
Dφ(0,ρ∗)(w
∗)
Dµ
d∗µ + (∇wφ(0,ρ∗)(w
∗))T d∗w = 0.
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Thus, due to (5.1), d∗µ = 0. Furthermore, since y
∗
j z
∗
j = 0 for all j = 1, . . . , n, (5.4) implies
(d∗x)
Td∗s = 0. Hence,
(d∗x)
TB∗d∗x = 0, ∇h(x
∗)Td∗x = 0,
which, due to Assumption 5.1 (5), implies d∗x = 0. Finally, d
∗
λ = 0 follows from Assumption 5.1
(3) since ∇h(x∗)dλ = 0.
The preceding proof also shows that H∗p = 0 implies p = 0. Thus, H∗ is also nonsingular.
Let w = (x, λ, s) and
Φ(µ,w) =


µ+ γφ(µ,ρ∗)(w)
∇f(x)−∇h(x)λ− s
h(x)
z − x

 .
Then Φ(0, w∗) = 0. The following lemma can be obtained in a way similar to Lemma 2.1 in [9].
We will not give its proof for brevity.
Lemma 5.3 Suppose that Assumption 5.1 holds. Then there are sufficiently small scalar ǫ > 0
and positive constants M0 and L0, such that, for all (µ,w) ∈ {(µ,w) ∈ ℜ++ ×ℜ
2n+m|‖(µ,w) −
(0, w∗)‖ < ǫ}, ∇(µ,w)Φ(µ,w) is invertible, ‖[∇(µ,w)Φ(µ,w)]
−1‖ ≤M0, and
‖(∇(µ,w)Φ(µ,w))
T ((µ,w) − (0, w∗))− Φ(µ,w)‖ ≤ L0‖(µ,w) − (0, w
∗)‖2, (5.5)
where ∇(µ,w)Φ(0, w
∗) = ∇(µ,w)Φ(µ,w)|µ=0,w=w∗ .
Using Lemma 5.3, the following result shows that the step (∆µk, dk) can be a quadratically
or superlinearly convergent step.
Theorem 5.4 Suppose that Assumption 5.1 holds.
(1) If ‖(Bk −B
∗)dx‖ = O(‖dx‖
2) for every dx ∈ ℜ
n, then
‖(µk, wk) + (∆µk, dk)− (0, w
∗)‖ = O(‖(µk, wk)− (0, w
∗)‖2). (5.6)
That is, (∆µk, dk) is a quadratically convergent step.
(2) If ‖(Bk −B
∗)dx‖ = o(‖dx‖) for every dx ∈ ℜ
n, then
‖(µk, wk) + (∆µk, dk)− (0, w
∗)‖ = o(‖(µk, wk)− (0, w
∗)‖), (5.7)
i.e., (∆µk, dk) is a superlinearly convergent step.
Proof. In order to prove the result (1), we show
lim sup
k→∞
‖(µk, wk) + (∆µk, dk)− (0, w
∗)‖/‖(µk, wk)− (0, w
∗)‖2 ≤ ξ, (5.8)
where ξ > 0 is a constant.
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Let Φk = Φ(µk, wk), Jk = ∇(µ,w)Φ(µk, wk)
T , Gk is a matrix which has the same components
as Jk except that the Lagrangian Hessian ∇
2
xxL(wk) = ∇
2f(xk) −
∑m
i=1 λki∇
2hi(xk) in Jk is
replaced by Bk. Then Gk(∆µk, dk) = −Φk. By Lemma 5.3, Jk is invertible. Note that
Gk = Jk +Gk − Jk = Jk +


0 0 0
0 Bk −B
∗ 0
0 0 0

−


0 0 0
0 ∇2xxL(wk)−B
∗ 0
0 0 0

 ,
it follows from the condition ‖(Bk − B
∗)dx‖ = O(‖dx‖
2) and Assumption 5.1 (2) that Gk is
invertible and ‖G−1k ‖ ≤ M0 for some scalar M0 > 0 and for all sufficiently large k. Thus,
‖(∆µk, dk)‖ = O(‖(µk, wk)− (0, w
∗)‖). Moreover,
Gk(∆µk, dk) = Jk(∆µk, dk) + (Bk −B
∗)dxk − (∇
2
xxL(wk)−B
∗)dxk = −Φk.
Therefore,
‖(µk, wk) + (∆µk, dk)− (0, w
∗)‖
= ‖J−1k (Jk((µk, wk)− (0, w
∗))−Φk − (Bk −B
∗)dxk + (∇
2
xxL(wk)−B
∗)dxk)‖
≤M0[L0‖(µk, wk)− (0, w
∗)‖2 +O(‖(µk, wk)− (0, w
∗)‖2)], (5.9)
where the last inequality follows from (5.5) of Lemma 5.3. Thus, (5.8) follows immediately from
(5.9).
If ‖(Bk −B
∗)dx‖ = o(‖dx‖), then the last inequality (5.9) should be
‖(µk, wk) + (∆µk, dk)− (0, w
∗)‖
≤M0[L0‖(µk, wk)− (0, w
∗)‖2 + o(‖(µk, wk)− (0, w
∗)‖)]. (5.10)
Hence, the result (2) follows immediately.
Now we prove that, under suitable conditions, our algorithm can be quadratically convergent
to the KKT triple of the original problem.
Theorem 5.5 Suppose that Assumption 5.1 holds. If ‖(Bk−B
∗)dx‖ = O(‖dx‖
2) for every dx ∈
ℜn, σ < 1/2, then either µk+1 = µk or µk+1 = γ0φ(µk ,ρ∗)(wk), xk+1 = xk+dxk, sk+1 = sk+dsk,
and λk+1 = λk + dλk for all sufficiently large k. Moreover, ‖wk+1 − w
∗‖ = O(‖wk − w
∗‖2).
Proof. We need to prove that, for all sufficiently large k, αk = 1 will be accepted by the line
search procedure (3.11). By Theorem 5.4,
φ(µk+∆µk,ρ∗)(wk + dk)
= φ(µk+∆µk,ρ∗)(wk + dk)− φ(0,ρ∗)(w
∗)
= (∇(µ,w)φ(µk+∆µk ,ρ∗)(wk + dk))
T ((µk, wk) + (∆µk, dk)− (0, w
∗))
+O(‖(µk, wk) + (∆µk, dk)− (0, w
∗)‖2)
= O(‖(µk, wk)− (0, w
∗)‖2).
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Note that φ(µk ,ρ∗)(wk) = φ(µk ,ρ∗)(wk)− φ(0,ρ∗)(w
∗) = O(‖(µk, wk)− (0, w
∗)‖) and τ < 12 . Thus,
(1− 2τ)φ(µk ,ρ∗)(wk) = O(‖(µk, wk)− (0, w
∗)‖),
and the full step will be accepted by (3.11).
By Theorem 5.4 (1),
‖(µk+1, wk+1)− (0, w
∗)‖ = O(‖(µk, wk)− (0, w
∗)‖2). (5.11)
Due to µk ≤ ηφ(µk ,ρ∗)(wk), µk = O(‖wk − w
∗‖). The desired result follows from (5.11) immedi-
ately.
6. Numerical experiments
Our method can be easily extended to solve the nonlinear programs with general equality
and inequality constraints
min f(x)
s.t. h(x) = 0, g(x) ≥ 0,
by substituting (2.1) and (2.2), respectively, with
zj(x, s;µ, ρ) ≡
1
2ρ
(
√
(sj − ρgj(x))2 + 4ρµ− (sj − ρgj(x))),
yj(x, s;µ, ρ) ≡
1
2ρ
(
√
(sj − ρgj(x))2 + 4ρµ + (sj − ρgj(x))),
where g : ℜn → ℜmI is a twice continuously differentiable real-valued function on ℜn, j =
1, . . . ,mI . Our numerical experiments are conducted on a Lenovo laptop with the LINUX
operating system (Fedora 11). Algorithm 1 is implemented in MATLAB (version R2008a).
The algorithm is firstly used to solve a well-posed nonlinear program from the literature.
The test problem was presented by Wa¨chter and Biegler [34] and further discussed by Byrd,
Marazzi and Nocedal [10]:
min x (6.1)
s.t. x2 − 1 ≥ 0, x− 2 ≥ 0. (6.2)
This problem is well-posed since it has a unique global minimizer x∗ = 2, at which both LICQ
and MFCQ hold. However, starting from x0 = −4, [34] showed that many line-search infeasible
interior-point methods may be jammed and fail to find the solution.
Algorithm 1 is then used to find the solutions for a set of nonlinear programming test
problems of the CUTE collection [4]. Since the code is very elementary, we restricted our test
problems to the 126 HS problems. These test problems include not only the problems with
general equality and inequality constraints, but also the problems with bound constraints and
the problems with only equality constraints [23].
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In our implementation, the initial parameters are selected as follows: µ0 = 0.1, ρ0 = 1,
η = 10, γ0 = 0.001, δ = 0.5, τ = 0.01, σ = 0.01, and ǫ = 10
−8. For all k ≥ 0, we take Bk to be
the exact Lagrangian Hessian provided that it is positive semi-definite. Otherwise, we modify
Bk to Bk + ξI with ξ > 0 being as small as possible so that the modified Hessian is positive
semi-definite.
For comparison, these test problems are also solved by the well regarded and recognized
interior-point solver IPOPT [35] (Version 3.0.0). In implementation, Algorithm 1 can use the
KKT residuals of the original problem directly as the measure of our terminating conditions:
E(xk, λk, sk) ≤ ǫ, (6.3)
whereE(xk, λk, sk) = max{‖∇f(xk)−∇h(xk)λk−sk‖∞, ‖h(xk)‖∞, ‖max{−(xk+sk), 0}‖∞, ‖xk◦
sk‖∞}, xk ◦ sk is the Hadamard product of xk and sk. If one has the scaling parameters sd = 1
and sc = 1 in the terminating conditions of [35], then the accuracy differences between Algorithm
1 and IPOPT should be in the range of the tolerance.
For test problem (6.1)–(6.2), we use the standard initial point x0 as the starting point, and set
s0 to be the all-one vector. the implementation of our algorithm terminates at x
∗ = 2 together
with s∗1 = −1.1972e−16, s
∗
2 = 1.0000 in 4 iterations. Both the numbers of function and gradient
evaluations are 5. See Table 1 for more details on iterations. From there one can observe the
rapid convergence of µk, φ(µk ,ρk)(xk, λk, sk) and E(xk, λk, sk), where µk is the current value of the
parameter, xk and sk are the estimates of the primal and dual variables, respectively, fk = f(xk),
vk is the ℓ∞ norm of violations of constraints, φk = φ(µk ,ρk)(xk, λk, sk), Ek = E(xk, λk, sk). As
a comparison, IPOPT fails to find the solution and terminates at x∗ = −1.0000 in 13 iterations.
In interior-point framework, this problem has been solved by the recently developed methods of
[16] and [24] in totally 16 and 19 iterations, respectively.
Table 1: Output of Algorithm 1 for test problem (6.1)–(6.2)
k µk xk sk fk vk φk Ek
0 0.1 -4 (1, 1) -4 6 50.5785 15
1 0.0506 2.0190 (0.0276, 1.2212) 2.0190 0 0.0557 0.3328
2 5.5681e-05 2.0080 (0.0002, 0.9992) 2.0080 0 3.1754e-05 0.0080
3 3.1754e-13 2.0000 (0.0000, 1.0000) 2.0000 4.6437e-07 1.2875e-13 6.1372e-07
4 1.2875e-16 2 (−0.0000, 1.0000) 2 0 6.1630e-33 3.5916e-16
When solving the HS test problems of the CUTE collection, Algorithm 1 was terminated
as either E(xk, λk, sk) ≤ ǫ, or the number of iterations is larger than 500 (which is the default
setting of IPOPT), the step-size is too small (αk ≤ δ
40), the coefficient matrix of the system
(3.10) is degenerate. The latter three cases of termination can be resulted from that the Hessian
does not satisfy Assumption 4.1 (3) and the condition (4) of Assumption 4.1 does not hold.
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Since we do not require the iterates to be interior points, our algorithm has the freedom
to use the standard initial points for all HS test problems. However, for the purpose of com-
parison, we have modified the initial points in line with the initialization of IPOPT [35]. In
our implementation, Algorithm 1 successfully solved 79 problems and terminated with (6.3),
while IPOPT found the approximate solutions of 125 problems satisfying its default terminating
conditions, where only for problem HS87 IPOPT reached its restriction of the maximum of the
total number of iterations.
In order to further observe how Algorithm 1 performs in solving nonlinear programming test
problems, we provide 4 figures Figures 1–4 to show log scaling performance profiles (see Dolan
and Mor´e [17]) of our algorithm in comparison with IPOPT on both solved 79 problems with
respect to iteration count, function evaluations, gradient evaluations, and the CPU time, where
IPRM represents our primal-dual interior-point relaxation method (Algorithm 1), respectively.
Figures 1–3 show that, under the measures on the former three items, IPRM performs approxi-
mate but inferior to IPOPT obviously. However, Figure 4 shows that IPRM needs less CPU time
than IPOPT, which may be partially resulted from that the system (3.10) in IPRM is solved
by the MATLAB’s built-in “backslash” command and that our algorithm does not incorporate
any sophisticated techniques such as inertia correction, feasibility restoration, and so on.
Since our method is currently at a very early stage of development, it is not surprising that
our implementation of Algorithm 1 is not very convincing in comparison to the very regarded and
recognized IPOPT. However, it is still encouraging by the numerical experiments since Algorithm
1 has still much space for improvement such as incorporating some scaling and inertial control
techniques and using some robust subroutine and solver for solving the system (3.10) more
efficiently.
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IPRM
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Figure 1: Performance plot for iteration count
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Figure 2: Performance plot for function evaluations
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Figure 3: Performance plot for gradient evaluations
7. Conclusion
We present a novel primal-dual interior-point relaxation method with adaptively updating
barrier for nonlinear programs in this paper. The method is based on solving a parametric
equality constrained mini-max subproblem. It is of the interior-point variety, but does not require
any primal or dual iterates to be interior, thus can circumvent the jamming difficulty resulted
from the interior-point limitations. Since the update for barrier parameter is autonomous and
adaptive, our method is capable of improving the ill conditioning of the classic primal-dual
interior-point methods and averting the affect of the unappropriate initial selection of the barrier
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Figure 4: Performance plot for the CPU time
parameter. Under suitable conditions, our method is proved to be globally convergent and locally
quadratically convergent to the KKT triple of the original problem. Preliminary numerical
results on a well-posed problem for which many line-search interior-point methods fail to find
the minimizer and a set of test problems from CUTE collection show that our method is efficient.
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