Introduction
Safety statistics data from the US Federal Railroad Administration (1) indicate that train accidents caused by track failures including rail, joint bars and anchoring resulted in 2700 derailments and $441M in direct costs during the decade 1992-2002. The associated indirect costs due to disruptions of service are considered to be at least equally significant. The primary cause of these accidents is the ʻtransverse defectʼ type that was found responsible for 541 derailments and $91M in cost during the same time period ($17M in year 2001 alone). Transverse defects are cracks developing in a direction perpendicular to the rail running direction, and include transverse fissures (initiating in a location internal to the rail head) and detail fractures (initiating at the head surface as Rolling Contact Fatigue defects).
The most common methods of rail inspection are magnetic methods and contact ultrasonics (2) . The first method may be affected by environmental magnetic noise and it requires a small lift-off distance for the sensors in order to produce adequate sensitivity. Successful applications were recently reported (3, 4) . Ultrasonic testing is conventionally performed from the top of the rail head in a pulse-echo configuration. In this system, ultrasonic transducers are located inside a water-filled wheel and are oriented at 0º from the surface of the rail head to detect horizontal cracks, and at 70º to detect transverse cracks. Such an approach suffers from a limited inspection speed and from other drawbacks associated with the requirement for contact between the rail and the inspection wheel. More importantly, horizontal surface cracks such as shelling and head checks can prevent the ultrasonic beams from reaching the internal defects resulting in false negative readings. The problem of surface shelling was highlighted in the June 1992 train derailment in Superior, Wisconsin; the accident was caused by the presence of a transverse crack missed during a previous inspection.
The need to develop more reliable defect detection systems for rails has produced promising results in recent years based on the use of guided ultrasonic waves (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) . Guided waves propagate along, rather than across the rail, and are thus ideal for detecting the critical transverse defects. The guided waves are also potentially not sensitive to surface shelling since they can run underneath this discontinuity. Finally, the fact that guided waves propagate long distances at a few kilometres per second relaxes the requirement for scanning and thus results in the potential for extremely high inspection speeds.
Techniques that do not require contact with the rail are being investigated to generate and detect guided waves. Non-contact rail testing has been demonstrated by the use of pulsed lasers and air-coupled transducers (8, (14) (15) (16) (17) as well as electro-mechanicalacoustic transducers (8, 18) . However, the drawback of any noncontact ultrasonic testing is a reduced signal-to-noise ratio of the defect detection procedure when compared to conventional contact testing. The use of signal processing based on the Discrete Wavelet Transform (DWT) may overcome this drawback, as recently demonstrated (14, 19) . The last piece of an effective defect detection system is an automatic defect classification tool. Support Vector Machines (SVMs) were recently used successfully for the classification of two different size classes and three different orientations of transverse head defects by using vertical and lateral guided waves in the 10 kHz -40 kHz frequency range (12) . The present work refines the rail inspection technique based on ultrasonic guided waves and non-contact probing. The refinements are demonstrated for the quantitative detection of small (<20% head area reduction, % HA) surface-breaking transverse cracks by highfrequency waves, between 100 kHz and 900 kHz. A pulsed laser is used to generate the waves and an array of air-coupled sensors is used to detect the waves. The air-coupled sensors stay beyond the generally-recommended clearance envelope of 64 mm (2.5") from the top of the rail head. The cracks are detected by monitoring both reflected and transmitted waves. This dual detection scheme provides robustness and redundancy to the inspection. The raw ultrasonic signals are processed by the DWT that allows for pseudo-real-time analysis and for increasing the defect detection reliability, the inspection range and the inspection speed. high-frequency nondispersive waves, surface waves, propagate at cp = 3,000 m/s, eq. (1) gives θ = 6.3º. The convention here is positive angle towards the defect (ie away from the generating laser light). Thus θ = 6.3º is the optimum orientation to detect crack reflections (Figure 1(b) ). Similarly, θ = -6.3º is the optimum orientation to detect the first arrival of the wave propagating from the laser source (Figure 1(c) ).
In an effort to examine the use of both reflection and transmission measurements for crack detection, three different tests were carried out on two 2100 mm (7 ft) long, 115-lb A.R.E.M.A. rail sections donated by San Diego Trolley, Inc. The test set-ups are summarised in Table 1 . In the first test (Test #1), a transverse crack located at the centre of the rail head top surface (centre crack) was monitored by reflection measurements with a single sensor oriented towards the notch, Figure 1(b) . The same sensor orientation was used to monitor a transverse crack located in the gauge-side corner of the rail head, again by reflection measurements (Test #2). Finally, in Test # 3, a pair of air-coupled sensors oriented towards the laser source was used to monitor the centre surface crack by transmission measurements, Figure 1(c) .
The cracks were simulated by narrow notches that were machined at depths ranging from a minimum depth of 0.5 mm to a maximum depth of 10 mm, s in Figures 1(b) and (c). The relation between the depth s and the corresponding cross-sectional area reduction of the rail head (% HA reduction) is illustrated in Figure 2 for both the centre crack and the corner crack. The largest crack depth of 9 mm for the centre crack resulted in a 20% HA reduction.
Signal processing
A high-speed data acquisition unit based on National Instruments PXI technology and running under LabVIEW © was developed in the UCSD NDE&SHM Laboratory for signal acquisition and processing. The ultrasonic signals were acquired at a 5 MHz sampling rate from ten laser pulse generations at each damage condition. The general approach for quantitative defect detection used in this study is schematised in the flowchart of Figure 3 . The approach consists of three main steps: the discrete wavelet transform processing, the feature extraction and the neural network algorithm.
The discrete wavelet transform
The wavelet transforms decompose the original time-domain signal by computing its correlation with a short-duration wave called the mother wavelet that is flexible in time and in frequency. The DWT extracted after DWT processing. Based on these features a Damage Index (DI) vector, which is directly related to the reduction of the cross-sectional area of the rail head, is proposed. The DI vector is coupled to an automatic classification algorithm based on Artificial Neural Networks (ANNs) for the determination of the size of the cracks.
Problem definition and experimental set-up
The essential elements of the laser/air-coupled non-contact set-up built in the laboratory for rail inspection are shown in Figure 1(a) . The light source was a Q-switched, Nd:YAG pulsed laser operating at 1064 nm with an ~ 8 ns pulse duration. Through conventional optics the laser beam was focused on the rail head to a 20 mmlong line to excite high-frequency surface waves travelling along the rail running (longitudinal) direction (z-axis). The present investigation was focused to detecting small cracks on the order of few millimetres in depth; thus only high-frequency waves were considered by using a 50 kHz high-pass filter. Micro-machined, aircoupled capacitive transducers were used for signal detection with a 76.2 mm (3") lift-off distance.
As traditionally done with conventional wedge transducers, the alignment angle of the air-coupled detectors was adjusted to maximise the sensitivity to the guided waves. The optimum aircoupled detection angle from the normal to the rail surface, θ, is given by Snellʼs Law of refraction:
where cp is the phase velocity of the guided wave in the rail, cair =330 m/s is the wave velocity in air and θp = 90º for a guided wave propagating parallel to the rail surface. Considering that may be intuitively considered as a decomposition of a function following hierarchical steps (levels) of different resolution. At the first step the function is decomposed into wavelet coefficients; low-frequency components (low-pass filtering) and high-frequency components (high-pass filtering) of the function are retained. The signal is therefore decomposed into separate frequency bands (scales). The filtering outputs are then downsampled. The number of wavelet coefficients for each branch is thus reduced by a factor of 2. Furthering the decomposition means increasing the scale that is zooming into the low-frequency portions of the spectrum.
De-noising and compression of the original signal can be achieved if only a few wavelet coefficients representative of the signal are retained and the remaining coefficients, related to noise, are discarded. This process can be performed by applying a threshold to each decomposition level coefficients. This step assumes that coefficients below the threshold value are mainly associated with noise, and can be safely omitted.
In the reconstruction process, the coefficients are upsampled to regain their original number of points and then passed through reconstruction lowpass and highpass filters which are closely related but not equal to those of the decomposition.
It is important to emphasise that the success of a proper DWT algorithm depends on choosing a mother wavelet that best matches the shape of the processed signal. In the present work the Daubechies mother wavelet of order 10 (db10) was adopted. An example of DWT processing to an ultrasonic signal is illustrated in Figure 4 . The unprocessed signal recorded during Test #1 is shown in Figure 4 (a). Two ultrasonic signatures are visible. The first one is the direct signal propagating from the laser excitation point; the second ultrasonic signature (echo signal) is the surface wave reflected from a 5 mm notch positioned 500 mm away from the sensor.
When a single air-coupled transducer was used, as in Tests #1 and #2, the time interval was divided into two windows containing the direct signal and the echo signal, respectively. For each window, the wavelet coefficients at detail levels 3, 4 and 5 only were considered.
These three levels contained the frequency band of interest in this study. Figures 4(b) and 4(c) show the clustered coefficients for each of the two windows, namely the direct signal and the echo signal, respectively. Most of these coefficients have very low amplitude and thus do not carry any information on the signal of interest. These coefficients can be discarded if not exceeding a given threshold, which is related to the maximum amplitude modulus of each decomposition level. Figures 4(d) and 4(e) are the result of a threshold setting equal to 70%, 50% and 80% of the maximum coefficient modulus of levels 3, 4 and 5, respectively. Signals reconstructed from the thresholded wavelet coefficient vectors are shown in Figures 4(f) and 4(g) and they demonstrate that only a few wavelet coefficients are indeed representative of the ultrasonic signatures of interest. The small waves reconstructed in Figure 4 (g) should be ignored compared to the predominant defect echo.
Feature extraction and damage index vector
An efficient damage index must be robust against noise and must allow for the detection, as well as for the sizing of the defect. These performances were achieved by the appropriate selection of the signal features used for the damage index computation.
For Tests #1 and #2, where defect detection was based on reflection measurements (ʻreflection modeʼ), the proposed Damage Index (DI) uses the ratio between certain features of the echo signal, Freflection, and the same features of the direct signal, Fdirect: Clearly, the DI is expected to increase with increasing defect size or % HA reduction.
Alternatively, for Test # 3 where defect detection was based on transmission measurements (ʻtransmission modeʼ), the proposed As schematised in Figure 3 , a number of signal features were considered to construct the multidimensional damage index vectors for the ʻreflection modeʼ and the ʻtransmission mode.ʼ First appropriate DWT thresholds were selected to maximise the de-noising of the defect signatures. The features of variance, root mean square (RMS), kurtosis, peak amplitude and peak-to-peak amplitude of the thresholded wavelet coefficient vectors were computed. The direct and echo signals were then reconstructed from the corresponding wavelet coefficient vectors and the maximum and the peak-to-peak amplitudes were calculated. Both reconstructions were then processed through the Fast-Fourier Transform (FFT) and the Hilbert Transform (HT). The following additional features were finally extracted: the peak amplitude and the area below the FFT frequency spectrum within the frequency range of 100 kHz -900 kHz, the area below the HT, the maximum amplitude and the corresponding arrival time of the HT. All but one of the selected features were related to the size of the crack; the arrival time computed from the HT maximum amplitude was related to the location of the crack from the sensoring system. The results shown below demonstrate the classification of the crack size. The classification of the crack location is being added to the algorithm. Also, only a subset of all features discussed was used for these results.
Experimental results

Centre crack and corner crack -'reflection mode' DI
Eleven different damage conditions, ranging from no defect up to a 9 mm crack depth, were monitored during Test #1 by using a single sensor optimally oriented to detect the wave reflected from the crack. It was previously demonstrated that this set-up, once aided by the DWT processing, can detect surface-breaking cracks in rails at depths as shallow as 1 mm and located 500 mm away from the sensoring system (14) . The results presented here were obtained using the following threshold values for the wavelet coefficients: 60% for levels 3 and 4, and 100% for level 5. This selection was found adequate to denoise the defect signatures under the test set-up adopted. Figure 5 shows the DI results calculated in Test #1 from the variance of the wavelet coefficient vector, plot (a), from the area below the FFT frequency spectrum of the reconstructed signal, plot (b), and from the maximum amplitude of the HT of the reconstructed signal, plot (c). The plots show the average results of ten acquisitions along with the 2σdev variations, where σdev is the standard deviation of ten measurements. It can be seen that the DI values monotonically increase with increasing crack depth until s = 4 mm, after which the values decrease and then increase again at s = 8 mm. It should be also noted that the DI values calculated for defects larger than 1 mm are clearly above the DI values calculated for the pristine structure and for s = 0.5 mm which corresponds to a head area (HA) reduction below 0.8%. Similar analyses were carried out for the oblique, corner crack (Test #2). The same feature-based indexes are presented in Figure 6 , which illustrates seven different crack sizes between 0 and 10 mm. The general trend is similar to what found for the centre crack, with DI increasing from the no damage baseline and then decreasing for defect depths larger than s = 6 mm. Also, the DI values calculated for the corner crack are generally smaller than those calculated for the centre crack at the same depth. This is an expected result since the % HA reduction is smaller for the corner cracks at the same depth, as previously illustrated in Figure 2 .
It should be noted that for the pristine cases the DI should be equal to zero, since the crack reflection is absent. The non-zero DI values reported at s = 0 in Figures 5 and 6 are the result of the wavelet threshold that is relative to the maximum coefficient modulus. Thus, some wavelet coefficients are always retained. The non-zero values should be considered as baselines against which all DI from potential defect signatures are compared.
In summary, the results in Figure 5 and 6 are encouraging for defect detection and sizing, particularly considering that the cracks being targeted are smaller than 20% HA reduction, the distance at which they are being targeted is as large as 500 mm from the sensoring system, and the fact that air-coupled sensors are being used for non-contact signal detection at 76 mm (3") from the rail head. Nevertheless, it is the combination of multiple features in a DI vector and the use of this vector in a neural network algorithm that results into an effective defect classification as discussed below.
Centre crack -'transmission mode' DI
Nine different damage conditions, ranging from pristine structure to s = 8.5 mm (17% HA reduction) were monitored by using two sensors inclined towards the laser source in Test # 3. In this case the following thresholds were imposed on the DWT decompositions of sensor # 1 and sensor # 2: 80% for level 3, 70% for level 4 and 80% for level 5. Figure 7 shows the ʻtransmissionʼ DI calculated from eq. (3) using the same features as those used for the ʻreflectionʼ DI in the two previous figures. Again, the mean value of ten measurements is plotted as a function of crack depth and the vertical line is equal to 2σdev. The DI value at pristine conditions (s = 0) is not exactly one due to slight differences in alignment/ sensitivity of the two sensors and signal attenuation. It can be seen that the desired monotonic behaviour of the DI with respect to crack depth is more pronounced for the ʻtransmissionʼ DI This suggests that the reliability of sizing the crack is higher with transmission measurements than it is from reflection measurements. This is also due to the fact that the orientation of the single sensor used to detect the defect echo was not optimised for the incoming signal and the resulting reflection DI may thus suffer from increased instabilities. The maximum sensitivity to the crack depth (slope of the DI curves) is given by the wavelet coefficient variance in Figure 7(a) .
The DIs calculated with individual features suggest that the use of two sensors operated in the ʻtransmission modeʼ provides the best determination of the damage severity. The portion of the rail that can be monitored in this case is strictly related to the distance between the two sensors; however, the method signals that a defect is present between the sensors but it does not exactly locate its position. The ʻreflection modeʼ has the advantage to give direct information on the location of a defect ahead of the sensoring system. Thus, the reflection mode is being retained in the inspection prototype under development in addition to the transmission mode.
Automatic pattern recognition
This section reports the results of the automatic classification of crack sizes based on the multi-dimensional DI vector containing a selection of the damage-sensitive features described earlier. Table 2 defines the classes considered in the pattern recognition algorithm. The defect sizes were subdivided into three classes (Classes 1, 2 and 3), corresponding to % HA reduction in the ranges 0% -1.1% (to be considered the pristine condition), 1.5% -9.9%, and 10% -20%. Each class was coded with a 2-digit binary number.
A feed-forward, backpropagation ANN with three layers This function squashes the output values between zero and one for the binary representation. The output layer provides the network outputs and compares the outputs with the targets. The error E is calculated as:
where N is the number of training samples, m is the number of output nodes (number of elements that code the classes, 2 in the present case), y kj is the desired target, and ŷ kj is the network output. If the error is above a certain value, the training process is continued by transmitting the errors backwards from the output layers, and adjusting the weight and biases. If the error is below an established value, the learning process is stopped. The training process is also stopped when a minimum of the error gradient is reached. The automatic classifier was separately applied to the ʻReflection modeʼ (Test # 1 and # 2 combined) and to the ʻTransmission modeʼ (Test # 3). Five of ten acquisitions for each damage condition were used as training data while the remaining data were used to test the network.
A parametric analysis was conducted in order to find the network design that optimise network performance, ie the largest percentage of testing data correctly classified. In order to ensure the same initial conditions, the initial biases and weights of the network were kept constant. Table 3 summarises the features selected and the network parameters considered for the optimisation study.
The learning rate and additional momentum were equal to 0.2 and 0.5, respectively. The number of hidden neurons varied between 6 and 22; all possible combinations of the selected features, varying from one feature only (mono-dimensional input vector) to all seven features together, were considered. The study demonstrated that the network performance is strongly dependent on the network design. For the damage classification in the ʻreflection modeʼ, the percentage of correct classification varied between 76.7% (18 hidden neurons and three features) and 34.4% (12 hidden neurons and one feature only). For the damage classification in the ʻtransmission modeʼ the percentage of correct classification varied between 95.6% (10 hidden neurons and four features) and 8.9% (18 hidden neurons and one feature only).
To visualise the performance of the optimised network design, the histograms in Figure 8 are presented. The percentage of correct classification is plotted as a function of the three defect size classes. The results of the best performance of the classifier for the ʻreflection modeʼ are illustrated in Figure 8 (a). The network is trained by considering the following three features: the variance and the kurtosis of the wavelet coefficient vector and the maximum amplitude of the Hilbert transform. Ninety values from both Test # 1 and Test # 2 data were used to train the network; the remaining data of ninety values from both tests were used to test the network. Testing data belonging to Class 1 were properly classified in the 96% of the cases and the remaining 4% were associated with Class 2, which clusters the % HA reductions between 1.5% and 9.9%. Properly classifying the defect-free case means avoiding false positives. Data in Class 2 were properly classified in 75% of the cases; 20% of the cases were associated with more severe damage (Class 3), while one testing datum provided an undetermined output, which means that the output could not be clearly associated with a binary number. Finally, data from the largest defect Class 3 were properly classified in 66.7% of the cases. In 20% of the cases they were classified as smaller defects belonging to Class 2. One datum was associated with the no defect case. This is a false negative classification which is the most critical since it does not recognise the presence of a defect.
Similarly, Figure 8 (b) illustrates the network performance for the classification problem using the ʻtransmission modeʼ. For Table 3 . Features and network parameters considered for the study of the optimal network design this mode the same design and feature selection discussed for the ʻreflection modeʼ provided an overall classification success of 71.1% considering all three classes. For the ʻtransmission modeʼ the best success rate (95.6%) was accomplished by selecting the following four features: the variance, the root-mean-square and the maximum amplitude of the wavelet coefficient vector, and the area below the FFT of the reconstructed signal. Forty-five values from Test # 3 were used to train the network and the remaining forty-five values were used to test the network. Classes 1, 2 and 3 were properly classified in the 90%, 95% and 100% of the cases, respectively. Thus all defects larger that 10% HA reduction were properly classified. The ʻtransmission modeʼ set-up gave a total of 10% of false positives and only a total 5% of false negatives.
Development of inspection prototype for field use
An inspection prototype is being developed for installation and testing in the T-18 FRA Research Car. The preceding sections of this paper demonstrated the feasibility of the concept, to detect and size surface-breaking cracks below 20% HA reduction from reflection and transmission measurements of surface waves. The prototype under development uses a National Instruments PXI platform running under LabView that controls the laser excitation, the signal acquisition from the air-coupled sensors, the feature extraction and the subsequent classification of defect size. A final sensor configuration may consist of three air-coupled sensors as depicted in Figure 9 (a). Two sensors, oriented towards the laser source, monitor the wave in the ʻtransmission mode.ʼ The third sensor, oriented away from the laser source, monitors the portion of the rail ahead in search of any echo from a defect (ʻreflection modeʼ); however the reflection mode will use one of the transmission sensors to provide the direct signal information to use in eq. (2) for the calculation of the DI This solution is expected to improve the sensitivity to crack size relative to the current results discussed previously in section 4.1.
An intermediate stage of development of the LabVIEW interface is shown in Figures 9(b) and 9(c) . The time waveforms recorded by the three sensors are processed through the DWT processing; the selected features are then computed from the thresholded wavelet coefficient vector and the reconstructed signal. The damage indices relative to three features (variance, RMS and peak-to-peak) are shown in the screen. Only the variance feature is being used in this demonstration to construct a mono-dimensional DI The DI of the ʻreflection modeʼ is computed by considering the ratios between the variance of the direct signal from sensor #1 and that of the defect echo signal from sensor #3. These indices are then compared to a predetermined limit value. If the DI is below the limit value, then the button indicator is set to ʻDEFECT FREE.ʼ If the reflection DI is above the limit value then the indicator is set to ʻDEFECTʼ as shown in Figure 9 (b). In addition, by computing the arrival time of the reconstructed echo signal, the location of the defect is recorded beside the defect indicator (70.87 mm for the case shown in Figure 9 (b) against a ʻtrueʼ distance of 75 mm). A similar procedure is followed to compute the transmission DI, except that a defect is indicated by the value dropping below, rather than above a pre-determined limit. The screens show the time waveforms recorded by the two ʻtransmissionʼ sensors #1 and #2. As shown in Figure 9 (c), the transmission DI indicator is activated once the system moves forward and the two transmission sensors are on either side of the crack. Notice the disappearance of the sensor # 2 signal, past the crack, in the time domain window. In this case the defect location indicator gives a meaningless result of 302.44 mm.
It is around this general platform that the multidimensional DI vectors and the automatic defect classification are being built.
Conclusions
This paper presents improvements to the laser/air-coupled noncontact ultrasonic method for detecting transverse cracks in rails. The work advances the development of a rail inspection prototype based on non-contact probes and ultrasonic guided waves for use in the field at high inspection speeds. Surface waves are used in the range of 100 kHz -900 kHz to detect and size surface-breaking cracks located at the centre of the rail head and at the gauge-side corner of the rail head. The raw ultrasonic signals are processed through discrete wavelet de-noising to extract various features that are related to the crack size. These features are statistical parameters extracted from the wavelet coefficient vectors, and other parameters extracted from the transforms (FFT and HT) of the wavelet reconstructed signals. Based on these features, a multidimensional damage index vector is then constructed and fed to a neural network for classifying the cracks by size into three classes: pristine structure, below 10% HA reduction, and between 10% and 20% HA reduction. The current configuration of the system uses two different inspection strategies, one based on reflection measurements and the other based on transmission measurements. The laboratory results show that the classifier performs well with the proper selection of the defect-sensitive features and of the network design parameters. The best classification was obtained in the transmission mode, with 95.6% total success rate among the three classes considered, and only 5% of false negatives using four features. In the reflection mode, the best total success rate was 76.7% using three features.
The defect location, in addition to the defect size, is being added to the output vector of the classification algorithm in the prototype. A more realistic assessment of the performance of the feature selection and the classification algorithms will be made once the prototype is tested in the field.
