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R esum en
La sensorización visual ha mostrado su utilidad en la navegación de plataformas móviles 
autónomas al conseguir simultáneamente largo alcance y precisión. Sin embargo, como 
desventaja de los métodos de sensorización visuales habituales, se tiene la gran cantidad 
de información a procesar. A este hecho hay que añadir el alto coste computacional 
de muchos algoritmos de visión artificial que serían útiles como ayuda a la navegación, 
más las características de tiempo real típicamente asociadas al control del robot. Todas 
estas restricciones plantean soluciones a medida para el procesamiento de la informa­
ción visual. Por otra parte, es necesario poder seleccionar el algoritmo de procesado 
de la información visual dependiendo de la tarea específica a realizar. La naturaleza 
autónoma de este tipo de vehículos dificulta la posibilidad de que se dispongan de todos 
los recursos hardware necesarios por razones de tamaño y consumo.
Los dispositivos lógicos programables combinan simultáneamente la velocidad del 
hardware con una cierta programabilidad, con lo que se ha planteado la utilización de un 
sistema basado en lógica reconfigurable en la etapa de procesamiento de la información 
visual.
Simultáneamente, se ha planteado la utilización del sensor log-polar CMOS recien­
temente desarrollado como sensor visual, ya que el formalismo log-polar reduce selec­
tivamente la cantidad de información a procesar, proporcionando gran resolución en el 
centro de la imagen y menos en la periferia. De manera adicional, el sistema coordena­
do log-polar simplifica la utilización de diversos algoritmos cuando el centro del sensor 
coincide con el centro de expansión óptica.
Los algoritmos diferenciales de visión artificial son un tipo de algoritmos que se be­
nefician significativamente de la reducción de información. Las características de este 
tipo de algoritmos, particularizadas al formalismo log-polar, han definido las bases de la 
arquitectura del módulo reconfigurable de procesamiento de imágenes log-polares. La 
arquitectura consiste en un cauce segmentado donde cada etapa es implementada por 
un elemento de proceso. Todos los elementos de proceso son idénticos, teniendo una 
única interfase y un mismo protocolo de intercambio de datos. Su funcionalidad está 
definida por el dispositivo lógico programable que es el núcleo del elemento de proce­
so. La reconfiguración de cada etapa permite la programación del algoritmo de visión 
seleccionado por la plataforma autónoma. La especial orientación de la arquitectura a
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los algoritmos diferenciales de visión artificial permite el cálculo eficiente de diferencias 
temporales en secuencias de imágenes.
La arquitectura desarrollada es independiente de la implementación realizada y es 
escalable y ampliable en el futuro. La disponibilidad de dispositivos reconfigurables 
más rápidos o la combinación de más de uno de estos dispositivos en un sólo elemento 
de proceso mejorará las prestaciones del módulo reconfigurable. En función de las 
restricciones de la plataforma móvil y de la necesidad de cálculo de cada algoritmo 
se puede reducir o ampliar el número de elementos de proceso incluidos en el cauce 
reconfigurable.
Partiendo de la arquitectura del módulo reconfigurable se ha definido una meto­
dología genérica de diseño de algoritmos diferenciales. Utilizando esta metodología 
se han implementado dos algoritmos diferenciales de visión artificial que se benefi­
cian especialmente del uso del sistema coordenado log-polar. El primero de ellos, ex­
plícitamente desarrollado para su utilización en el módulo reconfigurable, es capaz de 
descartar automáticamente el desplazamiento de la imagen debido al movimiento pro­
pio del vehículo autónomo. El segundo algoritmo consiste en la aplicación del algoritmo 
de cálculo del tiempo al impacto en coordenadas log-polares desarrollado por Tistarelli 
y Sandini. El pequeño tamaño de las imágenes log-polares, combinado con la segmen­
tación de los algoritmos y el aprovechamiento de la capacidad del cauce reconfigurable 
para calcular diferencias temporales, hace que se consiga procesar una gran cantidad 
de imágenes por segundo.
La alta velocidad de procesamiento (en términos de imágenes por segundo) y la 
naturaleza diferencial de los algoritmos ha obligado a parametrizar, en función de las 
características del sensor y de la escena, el intervalo de adquisición mínimo que garan­
tice diferencias entre imágenes. La posterior experimentación con ambos algoritmos a 
mostrado su utilidad y ha permitido averiguar bajo qué condiciones se obtienen unos 
buenos resultados con las implementaciones realizadas. De la misma manera, en el caso 
en el que los resultados no han sido los esperados se ha encontrado el origen de este 
error.
Los resultados del presente trabajo de investigación plantean aplicaciones futuras en 
diversos campos. La utilización del módulo reconfigurable puede extenderse a otros en­
tornos en los cuales sea necesario un procesamiento de imágenes con alta velocidad. La 
reducción selectiva de información conseguida con el formalismo log-polar ha mostrado 
ser especialmente útil en los problemas abordados. De la misma manera, la utilización 
de arquitecturas reconfigurables dentro de la robótica apunta resultados prometedores.
A bstract
The use of visual sensors has shown to be useful in the navigation of autonomous 
platforms, since they are simultaneously high distance effective and accurate enough. 
Nevertheless, the big quantity of data to be processed appears as a disadvantage of 
the most common visual sensorization methods. In the same way, it should be taken 
into account the high computational cost of many artificial visión algorithms useful 
for robotic navigation, and the real-time restrictions usually associated to the robot 
control. In the other hand, the autonomous platform should be able to choose the 
better image processing algorithm in order to perforan a specific task. The autonomous 
nature of this kind of vehicles makes it difficult for the platform to transport all the 
hardware resources possible due to size and power consumption reasons.
The programmable logic devices combine simultaneously hardware speed and a cer- 
tain degree of programmability. In this way, a system based in reconfigurable logic has 
been proposed for the image processing system.
Simultaneously, the use of the log-polar CMOS sensor recently developed has been 
elected, since the log-polar formalism selectively reduces the amount of data to be 
processed, yielding more resolution at the center of the sensor and less at the periphery. 
Moreover, the log-polar formalism simplifies the utilization of several algorithms when 
the sensor center is at the optical expansión center.
Differential algorithms of image processing are a class of algorithms which can quic- 
kly obtain benefit of the information reduction. The characteristics of these kind of 
algorithms, customized to the log-polar formalism, have been useful for determining 
the basis of the reconfigurable module architecture. The architecture is a pipeline whi­
ch stages h^ive been implemented using a single processing element. All the processing 
elements are identical, having a common interface and data-exchange protocol. The 
processing element functionality is determined by the programmable logic device. The 
reconfiguration of each stage allows the programmability of the image processing al­
gorithm selected by the autonomous platform. The special architecture orientation to 
image processing differential algorithms allows the efficient computation of temporal 
derivatives image sequences.
The developed architecture is independent of the carried out implementation and is 
scalable and extensible. The availability of faster programmable logic devices, or the
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combination of more that one of this kind of devices in a single processing element, will 
improve the reconfigurable module performance. It is possible to reduce, or to extend, 
the number of processing elements included in the reconfigurable module taking into 
account the vehicle constrains and the computation needs of the algorithms.
Starting from the reconfigurable module architecture, a generic differential algo­
rithm s design methodology has been established. Using this methodology two image 
processing differential algorithms have been implemented, which specially obtain be- 
nefit from the use of the log-polar coordinate system. The first algorithm, explicitly 
developed to be implemented into the reconfigurable module, discards automatically 
the image displacement due to the camera ego-motion. The second one consists of 
the implementation of the method developed by Tistarelli and Sandini for the time- 
to-impact computation. The small size of the log-polar images, combined with the 
algorithm pipelining and the exploitation of the reconfigurable pipeline characteristics 
for computing temporal derivatives, makes possible a high throughput.
The high processing speed of the reconfigurable system (in terms of images per 
second) and the differential nature of the algorithms, forcé the parameterization, in 
function of the sensor and scene characteristics, of the minimum interval acquisition 
in order to guarantee differences between images. Several experiments with these two 
algorithms have shown the conditions to obtain good results. In the same way they 
have been found in which cases the results differ from the expected results, founding 
the source of this mismatch.
The conclusions of this research appoint future applications in several fields. The 
utilization of the reconfigurable module can be extended to other environments where a 
high speed image processing system is required. The selective reduction of information 
achieved with the log-polar formalism has shown to be a powerful approach for the 
proposed algorithms. In the same way, the use of reconfigurable architectures in the 
field of robotics is showing promising results.
Prólogo
El origen del presente trabajo de investigación parte de la confluencia de varias líneas 
en el seno del Departament d ’Informática. A mediados de 1995 ya existía una cierta 
experiencia en el uso de dispositivos lógicos programables tras su utilización en diver­
sos proyectos de investigación y desarrollo dentro del laboratorio L IS IT T . Este hecho 
coincidió temporalmente con la disponibilidad del sensor log-polar CMOS desarrollado 
por el Dr. Fernando Pardo, co-director del presente trabajo de investigación, en el 
laboratorio IM E C  de Bélgica. El diseño e implementación del sensor se realizó en el 
marco del proyecto internacional IBIDEM que consistía en el desarrollo de un sistema 
de comunicación visual entre sordomudos. El desarrollo de aplicaciones reales que saca­
ran partido de la reducción de la información se inició tras la disponibilidad del sensor. 
Por otra parte, antes de la disponibilidad de la utilización de un sensor log-polar real se 
han realizado diversos estudios teóricos que muestran las ventajas en ciertos casos de 
este formalismo. Diversos grupos han mostrado la simplificación de varios algoritmos 
de visión artificial. Entre ellos cabe destacar el grupo L IR A  (Laboratorio Integrato di 
Robotica Avanzata) del profesor Giulio Sandini, grupo en el que se inició la colaboración 
del Dr. Fernando Pardo en el proyecto IBIDEM.
Por otra parte, y dentro del Instituí de Robótica de la Universitat de Valéncia, se 
inició el desarrollo de una plataforma autónoma móvil con la financiación del proyecto 
CICYT TAP95-1086-C02-02: Planificación de movimientos para vehículos autónomos 
en entornos industriales basados en percepción sensorial Proyecto dirigido por el Dr. 
Joan Pelechano, co-director del presente trabajo de investigación. Es entonces cuando 
se plantea la posibilidad de utilizar el formalismo log-polar desde un punto de vista 
práctico para sensorizar la plataforma autónoma.
En el M ach ine  V ision Lab. de la Universidad de Virginia se entra en contacto 
con el trabajo del profesor Nandhakumar y se aborda la adaptación de algoritmos 
diferenciales para su utilización con el formalismo log-polar. En este entorno se inician 
los primeros trabajos que van a definir la arquitectura del módulo de sensorización 
log-polar.
Posteriormente se inicia la colaboración con el Departament d’Informática de la 
U n iv e rs ita t J a u m e  I en el desarrollo de algoritmos de visión foveal. Esta colaboración 
se realiza bajo el proyecto de la Generalitat Valenciana GV97-TI-05-27: Seguimiento de
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objetos mediante visión activa foveal. Aplicación al control de vigilancia, que financia 
la implementación física del módulo reconfigurable.
Finalmente, y como continuación al proyecto CICYT que sirvió para desarrollar la 
plataform a autónoma, se inició el proyecto CICYT TIC98-1026: Algoritmos de visión 
para navegación de robots móviles: desarrollo, implantación hardware e integración en 
las arquitecturas de control usando ¡ikernels de reparto variable. Durante este proyecto 
se ha realizado el diseño de los algoritmos en el módulo reconfigurable, su depuración 
y experimentación. Así mismo, se está realizando la integración del módulo reconfi­
gurable en la plataforma móvil. De manera adicional, a partir de los resultados del 
presente trabajo de investigación se ha planteado la extensión del trabajo realizado en 
el proyecto de reciente aprobación GV99-116-1-14: Técnicas y equipos de procesamien­
to de imágenes foveales en tiempo real para el análisis del entorno frontal de vehículos 
circulando a gran velocidad.
El trabajo y estudio realizado en los diversos campos implicados en el presente 
trabajo  de investigación han sido muy enriquecedores para el autor. La intención es 






1.1 Descripción del problema
La navegación de vehículos autónomos en entornos no estructurados es una tarea que 
cobra cada vez mayor importancia. El desarrollo de robots móviles autónomos viene 
justificado por la realización de tareas que o bien son peligrosas o simplemente son 
imposibles para operadores humanos. El desarrollo de nuevas plataformas autónomas o. 
robots para realizar tareas determinadas lleva implícito una mejora de los mecanismos 
de navegación en entornos no estructurados. De esta manera, la plataforma autónoma 
debe ser capaz de detectar obstáculos en su trayectoria para poder evitarlos y detec­
tar otros vehículos móviles tanto estando parada como en movimiento. El objetivo 
será siempre que la plataforma móvil tenga una sensorización que garantice la correcta 
navegación, y por tanto, pueda realizar de forma segura las tareas asignadas.
El amplio rango de sensores útiles para plataforma móviles incluye sensores de ul­
trasonidos e interruptores de contacto, pero sin duda los sensores más útiles por su 
rango de alcance y la cantidad de información que se puede extraer de sus medidas, son 
los sensores visuales.
La forma habitual de realizar esta sensorización visual es mediante la incorporación 
de una o varias cámaras CCD a la plataforma móvil. A la cámara CCD hay que añadir 
una etapa de digitalización y almacenamiento de las imágenes y una etapa que procese 
dichas imágenes e implemente algoritmos visuales útiles para navegación robótica.
La aproximación mediante sensores CCD es muy costosa en términos de utilización 
de recursos hardware dedicados a la sensorización. Las etapas de adquisición y proce­
sado de la imagen implican, si se quiere realizar un procesado con una resolución (y por 
tanto precisión) aceptable, una gran cantidad de información a procesar. Si además 
existen limitaciones de tiempo real, como típicamente pasa en la navegación robótica,
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toda esta información debe de ser procesada muy rápidamente.
Estas restricciones de velocidad de proceso y cantidad de información obligan a una 
implementación de los algoritmos de sensorización visual con hardware hecho a medida. 
Cabe hacer notar que esta solución implica una pérdida de flexibilidad en los módulos 
de sensorización visual. Si la aplicación de un cierto algoritmo requiere una circuitería 
realizada expresamente para implementar dicho algoritmo, entonces se están utilizando 
recursos exclusivamente para una aplicación concreta. Esta circuitería será un peso 
muerto innecesario cuando dichos algoritmos no sean útiles o aplicables.
Se han realizado paralelamente otras aproximaciones interesantes al procesado de 
imágenes poniendo énfasis en otras formas de representar la información. La represen­
tación Cartesiana, heredada de los sensores CCD, puede ser interesante para resolver 
ciertos problemas de visión artificial pero ha mostrado no ser la más adecuada para 
problemas de visión activa. En esta línea de razonamiento ha sido estudiada y utilizada 
la representación log-polar, conocida por que es el sistema de visión que incorporan 
muchos seres vivos, entre ellos el hombre.
La visión log-polar tiene una representación en la que la resolución es función de la 
proximidad al centro de la imagen. De esta manera se tiene una mayor resolución en el 
centro de la imagen manteniendo un amplio campo de visión. Es decir, se mantiene una 
resolución alta en la zona de interés, lo que permite un análisis de esa zona, combinada 
con un amplio campo de visión, lo que permite que se puedan apreciar cambios en la 
periferia de la imagen. Esta interesante forma de representación de la información visual 
consigue reducir de forma significativa la cantidad de información a procesar. Además 
de esta importante característica, el formalismo log-polar tiene otras propiedades que 
se mostrarán en el capítulo 3.
Se ha escogido el sistema de coordenadas log-polar por sus interesantes propiedades 
para la navegación robótica y por la reciente disponibilidad de un sensor log-polar que 
hace posible su utilización real. Algunos algoritmos útiles para navegación robótica se 
simplifican sobremanera al utilizar este formalismo, otros directamente se han desarro­
llado basándose en este sistema coordenado.
Por otra parte es interesante una cierta flexibilidad en la elección del algoritmo 
a implementar mediante visión foveal. Si la plataforma está parada puede ser inte­
resante detectar objetos que se muevan a su alrededor, si se está moviendo detectar 
objetos que se muevan independientemente de ella o incluso hacia ella, o puede ser 
interesante calcular el tiempo hasta que se produzca el impacto con un objeto móvil o 
estático. Realizando un estudio de los diversos algoritmos que pueden ser interesantes 
para navegación robótica se puede realizar una clasificación y observar las características 
comunes de los a lg o ritm o s diferenciales. Estos algoritmos se caracterizan por que
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utilizan básicamente la diferenciación para extraer información relevante. Se utilizan 
tanto derivadas espaciales o gradientes como derivadas temporales de orden n.
En cualquier caso, la necesidad de realizar diversas tareas con objetivos similares, 
(algoritmos de procesamiento de imágenes útiles para la navegación), pero con solu­
ciones distintas (cada algoritmo concreto) plantea de nuevo el problema de que una 
solución hardware para cada caso no es viable por cuestiones de espacio, consumo de 
potencia y coste.
La reciente aparición de lógica programable, récónfigurable en tiempo de ejecución, 
posibilita tener simultáneamente la velocidad del hardware con la flexibilidad del softwa­
re. Este objetivo sería muy deseable para una plataforma móvil que pudiera reconfigurar 
el hardware disponible para realizar la tarea más adecuada en cada momento.
Estos objetivos se hicieron patentes en la colaboración con el In s t i tu to  de R o b ó tica  
de  la  U n iv e rs ita t de V alencia  en el proyecto CICYT TAP95-1086-C02-02 con el 
título: Planificación de Movimientos para Vehículos Autónomos en Entornos Basados 
en Percepción Sensorial dirigido por el Dr. Joan Pelechano. Por otra parte la disponi­
bilidad a mediados de 1995 del sensor log-polar CMOS desarrollado por el Dr. Fernando 
Pardo en el IMEC (Bélgica) ofrecía la posibilidad real de incorporar procesamiento de 
imágenes log-polares en la plataforma móvil. Los recientes avances de la lógica progra­
mable y la experiencia en su utilización sugirió la utilización de estos dispositivos. La 
colaboración en posteriores proyectos de investigación fijó el diseño de la arquitectura 
reconfigurable y financió su implementación.
De la misma manera la colaboración con la D e p a rta m en to  de In fo rm á tica  de 
la  U n iv e rs ita t J a u m e  I en el proyecto Generalitat Valenciana GV97-TI-05-27 con el 
título: Seguimiento de Objetos Mediante Visión Activa Foveal. Aplicación al Control 
de Vigilancia, dirigido por el Dr. Filiberto Pía. Esta colaboración permitió definir 
e implementar la arquitectura reconfigurable. Adicionalmente la colaboración con el 
Instituto de Robótica ha continuado con el diseño de algoritmos de visión dentro de 
la arquitectura reconfigurable, trabajo enmarcado en el proyecto CICYT TIC98-1026 
con el título: Algoritmos de Visión para Navegación de Robots Móviles: Desarrollo, 
implantación hardware e integración en la arquitecturas de control usando pkernels de 
reparto variable. Proyecto dirigido por el Dr. Juan de Mata Domingo
El planteamiento de la necesidad de dotar a una plataforma móvil, con una senso­
rización visual adecuada para la navegación robótica, es el núcleo de los objetivos del 




A partir de la descripción del problema realizada en la sección anterior se pueden 
concluir que el objetivo del presente trabajo de investigación será:
El desarrollo de un módulo reconfigurable de sensorización visual, para navegación 
de robots móviles en tiempo real, que incluya un amplio rango de algoritmos útiles. 
Desarrollo de algoritmos de visión bajo esta arquitectura, con la posibilidad de que 
la plataforma móvil seleccione el algoritmo más adecuado, según la tarea concreta a 
realizar.
Para la realización de este objetivo se han desarrollado las siguientes etapas o fases:
•  Elección del sistema de sensorización visual más adecuado, en este caso el sistema 
log-polar. Esto se ha argumentado en la sección anterior y se justificará de forma 
detallada en el capítulo 3.
•  Estudio y selección inicial de un conjunto de algoritmos útiles para navegación de 
vehículos autónomos. Extracción de las características comunes a todos ellos.
•  Definición y diseño de la arquitectura reconfigurable que implementará los algorit­
mos del rango definido, y los algoritmos diseñados expresamente para esta arquitec­
tura.
• Diseño de una metodología para la realización de los algoritmos que cumplan las 
especificaciones propuestas bajo la arquitectura reconfigurable. Tanto los algoritmos 
iniciales que han servido para definir la arquitectura, los expresamente diseñados 
para ser implementados en la arquitectura, como otros que estén dentro del rango 
cubierto, deben ser implementables en esta arquitectura siguiendo la metodología 
de diseño propuesta.
•  Diseño de algoritmos diferenciales en la arquitectura propuesta útiles para navega­
ción de plataformas autónomas. En particular se diseñaran dos algoritmos diferen­
ciales que se simplifican especialmente en coordenadas log-polares.
1. Diseño de un algoritmo de detección de movimiento que detecte movimiento 
independiente del movimiento de la cámara.
2. Diseño de un algoritmo de cálculo de tiempo al impacto.
•  Implementación física de la arquitectura propuesta y de los algoritmos diseñados 
para navegación robótica.
•  Comprobación experimental del funcionamiento del módulo reconfigurable y de los 
algoritmos propuestos. Parametrizar su funcionamiento y limitaciones.
Cada una de las etapas propuestas se basa en la realización con éxito de la an-
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terior. En la siguiente sección se describe la organización de la presente memoria de 
investigación.
1.3 Contenidos
La presente memoria ha sido dividida en cuatro partes, que recogen el trabajo de inves­
tigación realizado. La primera parte recoge el planteamiento del problema a resolver 
y el estado de la investigación. La segunda parte describe el diseño de la arquitectura 
propuesta y de los algoritmos realizados bajo esta arquitectura. La tercera parte recoge 
las simulaciones y los resultados experimentales obtenidos con el módulo reconfigurable 
ya implementado. La cuarta parte recoge las conclusiones, aportaciones que se han 
realizado y trabajo futuro que se propone realizar.
La quinta parte incluye las citas bibliográficas a las que se hace referencia, más las 
publicaciones que ya se han realizado del presente trabajo de investigación. Por último, 
en la sexta parte, se incluyen los apéndices con el código VHDL diseñado, esquemas, y 
todo el material que se ha considerado oportuno incluir aquí para hacer más ligera la 
lectura de la presente memoria.
Cada parte a su vez ha sido organizada en capítulos que describen los diversos 
objetivos y fases del trabajo de investigación.
En el cap ítu lo  1 se realiza una breve introducción y descripción general del pro­
blema a resolver, así como los objetivos del trabajo de investigación.
En el cap ítu lo  2 se revisan las aproximaciones al procesamiento de imágenes me­
diante componentes estándar. También se revisan las principales máquinas reconfi- 
gurables existentes, para estudiar su posible aplicación como módulo de sensorización 
visual.
En el cap ítu lo  3 se expone el formalismo log-polar, se muestran las propiedades 
que lo hacen tan útil para navegación robótica y se justifica la elección de este sistema 
coordenado.
En el cap ítu lo  4 se hace una revisión del rango de algoritmos que sería intere­
sante cubrir con el módulo reconfigurable. A partir de este estudio, se extraen las 
limitaciones y posibilidades que tendrá la arquitectura a implementar. Basándose en 
las características anteriores, se diseña la arquitectura segmentada con los elementos 
de proceso que van a realizar cada etapa del cauce, se muestra la escalabilidad de la 
arquitectura, y se diseña el flujo de información entre los módulos de proceso.
En el cap ítu lo  5 Se propone una metodología genérica de diseño de algoritmos en la 
arquitectura propuesta. Se muestra la similitud de la plataforma móvil con un sistema
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empotrado y se propone la utilización de técnicas de codiseño binario.
En el cap ítu lo  6 se diseña de forma teórica un algoritmo de detección de movimiento 
independiente del movimiento de la plataforma móvil en coordenadas log-polares. Pos­
teriormente se particulariza su diseño a la arquitectura propuesta con la metodología 
expuesta en el capítulo 5.
En el cap ítu lo  7 se expone un algoritmo de detección de tiempo al impacto desa­
rrollado en coordenadas log-polares, y se muestra su diseño mediante la metodología 
propuesta.
En el cap ítu lo  8 se parametrizan los algoritmos desarrollados, se obtienen ecuacio­
nes analíticas que expresan la magnitud de los errores en los algoritmos , y se proponen 
estrategias para reducirlo. Así mismo se estudia la relación entre la geometría del sensor 
y su respuesta a cambios dinámicos de la escena.
En el c a p ítu lo  9 se comprueba experimentalmente el correcto funcionamiento del 
módulo reconfigurable programado con el algoritmo diseñado en el capítulo 6. Adicio­
nalmente, se automatiza la elección de los dos parámetros del algoritmo (intervalo de 
adquisición y umbral) en función de las características de la escena.
En el c a p ítu lo  10 se comprueba experimentalmente el correcto funcionamiento del 
módulo reconfigurable programado con el algoritmo diseñado en el capítulo 7. Se evalúa 
en qué casos el comportamiento es bueno y en que casos no lo es.
En el cap ítu lo  11 se resumen los resultados, las conclusiones del trabajo de in­
vestigación y las aportaciones realizadas. Así mismo se exponen las posibles líneas de 
extensión de la investigación y el trabajo futuro a realizar basándose en las conclusiones 
de esta tesis.
Finalmente se adjuntan referencias bibliográficas del presente trabajo. Adicional­
mente se incluyen las publicaciones ya realizadas. Los apéndices recogen listados de 
las fuentes de VHDL de los diversas etapas de los algoritmos implementados y otros 
elementos que han sido ubicados ahí para hacer más ligera la lectura de esta tesis.
Capítulo 2
Arquitecturas de adquisición y  
procesam iento de imágenes
2.1 Introducción: La aproximación clásica
El procesamiento de imágenes es un campo de investigación ampliamente estudiado. 
Son muchas las aplicaciones que utilizan la visión artificial como mecanismo de sensori­
zación de entrada de información a los actuadores. Para realizar el procesado de estas 
imágenes, extraer la información que se considera relevante, e interpretar esta informa­
ción son necesarias dos etapas: el sistema de adquisición y el sistema de procesamiento.
El sistema de adquisición se encarga de transformar la información visual externa, 
en una representación comprensible por un sistema digital. De esta manera un sistema 
de adquisición consta de un sensor visual, una etapa de digitalización (si es necesaria) 
de la señal del sensor y un dispositivo de almacenamiento de las imágenes.
Dentro del rango de sensores, los más habituales, por la calidad de la imagen sumi­
nistrada, son los sensores CCD [Sch87]. Estos sensores suministran una señal analógica 
que debe ser digitalizada. Adicionalmente, debido a la estructura particular de la tecno­
logía CCD, debe leerse toda la imagen aunque sólo haya interés en analizar una parte. 
Estas características, de alta resolución y acceso secuencial, obligan a que la etapa de 
adquisición deba tener suficiente memoria para almacenar las imágenes.
La etapa de procesamiento clásica suele ser un computador de propósito general 
con tarjetas aceleradoras. Estos módulos implementan, mediante procesadores de señal 
digital (DSPs), funciones que serían muy costosas en tiempo de ejecución para un proce­
sador secuencial. El problema de esta aproximación es la gran cantidad de información 
que debe ser procesada típicamente con restricciones de tiempo real. Las tarjetas acele­
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radoras con procesadores de señal digital aumentan la velocidad de proceso (comparado 
con un procesador secuencial de propósito general) pero pueden no ser suficiente para 
tareas complejas [BFBB92].
Otro problema de la aproximación clásica es la gran cantidad de información que 
puede ser necesario almacenar temporalmente. Muchos algoritmos se dividen en etapas 
que producen resultados (imágenes) parciales que a su vez son entradas a otras etapas. 
Si además se quiere tener una precisión aceptable en el análisis de la zona de interés, las 
imágenes deben tener una resolución suficiente. Esto implicará que se debe almacenar 
una gran cantidad de información que además debe fluir muy rápidamente en la etapa 
de procesamiento.
La aproximación clásica ha sido superada tanto desde el punto de vista de la adqui­
sición como desde el punto de vista del procesado [Col95]. En las siguientes secciones se 
muestran algunos desarrollos novedosos, tanto para la etapa de adquisición como para 
la etapa de procesamiento.
2.2 Sensores avanzados
Se han desarrollado sensores de visión que superan en determinadas prestaciones las del 
CCD para procesamiento de imágenes. La tecnología CCD sigue siendo la que ofrece 
una mejor calidad de imagen desde el punto de vista humano de la palabra. La alta 
relación señal/ ruido y otros parámetros como el contraste y los niveles de gris de dicha 
tecnología, ofrecen la mejor calidad visual hasta la fecha [Hyn97], [SNO+97].
Para aplicaciones robóticas se tendrá una buena calidad de imagen cuando la imagen 
sea lo suficientemente buena para realizar la tarea destinada. De esta manera no es tan 
importante para un robot la calidad de la imagen, siendo importantes otros parámetros 
como pueden ser: acceso aleatorio a cualquier zona de la imagen, mayor resolución 
en zonas de interés de la imagen, preprocesado interno en el sensor, o que el sensor 
directamente suministre un valor digital en una escala de grises.
La tecnología CMOS no ofrece tan ta calidad de imagen desde el punto de vista 
humano, pero se han desarrollado una serie de sensores que incorporan características 
que los hacen muy interesantes desde el punto de vista de la visión artificial. Una de 
estas características tiene relación con una de las fotocélulas diseñada con tecnología 
CMOS. Se pueden realizar elementos fotosensibles de conversión de la luz incidente en 
corriente eléctrica, en lugar de integrar la luz, consiguiéndose de esta manera un control 
más sencillo del sensor y un acceso aleatorio a las celdas [DSM+96]. De esta manera 
se puede acceder solamente a la parte de la imagen que se quiera analizar, no siendo 
necesaria la adquisición y almacenamiento de toda la imagen.
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O tra característica de algunas celdas visuales CMOS es que las fotocélulas tienen 
una respuesta logarítmica a la luz [RD92], como en el ojo humano, lo cual las puede 
hacer interesantes para trabajar en entornos naturales y con alto contraste [RD93b].
Finalmente, otra característica que está haciendo que la tecnología CMOS se vaya 
utilizando cada vez más en visión artificial, es que se puede incorporar dentro del mis­
mo circuito fotosensible, una etapa de procesado de la imagen. Este procesado interno 
puede ser la aplicación de algoritmos sencillos como detección de esquinas [HKL95a], 
detección simple de movimiento [KMB+95], o incluso llegar a implementar un m icro- 
s is tem a  sencillo de forma completa [BCM+96]. Se han llegado a completar sensores 
visuales CMOS que incluyen un etapa de procesado que implementa algún algoritmo 
útil para navegación robótica como es el cálculo del flujo óptico [RP98].
Recientemente se han desarrollado sensores CMOS con matrices analógicas que pue­
den realizar un procesamiento continuo sencillo de la información visual de entrada 
[LFE+99]. La incorporación de procesado dentro del sensor visual consigue liberar gran 
cantidad de espacio y hacer un sistema de proceso más rápido. Como desventaja de 
esta aproximación, se tiene la falta de configurabilidad del circuito hecho a medida para 
resolver una tarea concreta.
La tecnología CMOS ha sido la elegida para sensorizar el módulo reconfigurable, 
debido al reciente desarrollo de sensores CMOS con las ventajéis anteriormente descritas 
(acceso aleatorio y respuesta logarítmica a la luz). Se justificará en el capítulo 3 la 
elección del sistema coordenado log-polar y se revisará el sensor log-polar CMOS que 
se ha escogido.
2.3 Arquitecturas especiales para procesamiento de 
imágenes
Se puede realizar una división de los algoritmos de visión artificial en función del nivel 
de complejidad del procesamiento [Hir93], tal como se muestra en la figura 2.1. El nivel 
bajo en el procesamiento de imágenes transforma imágenes en imágenes, típicamente 
realizando alguna operación sencilla de filtrado. El nivel medio extrae características 
interesantes de la imagen, como son bordes, circularidades o texturas. Esta etapa 
transforma imágenes en características. El nivel más alto de procesado tiene como 
entrada las características extraídas en la etapa anterior y como salida otra función 
característica más compleja. Esta es la etapa que suministra la información necesaria 
a un sistema de toma de decisiones que controle unos actuadores.
Algunas tareas típicas del nivel alto de procesado son la segmentación y reconoci­
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miento de patrones. Un algoritmo de visión artificial general puede tener etapas en 
los tres niveles descritos, y una arquitectura genérica debe ser capaz de cubrir los tres 
niveles.
Bajo Nivel Alto NivelAdquisición Nivel Medio
_ /v
\











de la imagen 
-Segmentación
Figura 2.1: Niveles de procesamiento para una aplicación típica de visión artificial
La aproximación para la etapa de procesamiento de un solo procesador realizando 
tareas de forma secuencial ha sido ampliamente superada por las técnicas de proce­
samiento paralelo [Pit93] [GHHS96]. Máquinas para el procesamiento de imágenes 
basadas en arquitecturas SIMD y MIMD con buses estándar han sido desarrolladas con 
prestaciones de tiempo real.
A rq u ite c tu ra s  p ara le la s  con com ponentes e s tá n d a r
Dentro del programa Esprit long term research, un consorcio Europeo ha desarrollado 
una arquitectura heterogénea MIMD-SIMD llamada CC /IPP [JV97].
La filosofía de esta plataforma de procesado de imágenes ha sido utilizar tarjetas 
comerciales en una arquitectura escalable. Cada nodo de proceso MIMD es una tarjeta 
madre con un procesador comercial (PowerPC o Pentium) conectado mediante un enlace 
rápido de red a un encaminador. Estas tarjetas tienen a su vez una interfase PCI que 
permiten su conexión con matrices comerciales SIMD y con otros elementos para la 
adquisición y almacenamiento de imágenes. En la figura 2.2 se puede observar un 
esquema de la arquitectura CC/IPP.
Esta plataforma se está utilizando en la actualidad para la realización de tareas 
complejas en tiempo real con éxito. La ventaja de esta aproximación es la utilización 
de tarjetas y circuitos comerciales de forma escalable, beneficiándose de las rápidas 
mejoras que se producen en el mercado. Otra ventaja es la flexibilidad de este enfoque 
conseguida con su programabilidad. Utilizando las tarjetas SIMD y MIMD con sus 
correspondientes librerías de programación, el rango de aplicaciones de esta arquitectura
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_ Bus PCI
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E = Nodo de Entrada
P = Componente MIMD
PIO = Componente MIMD de I/O
R = Encaminador
S = Matriz SIMD
Figura 2.2: Arquitectura CC/IPP
es muy grande.
Siguiendo la misma política de utilización de tarjetas comerciales PCI se ha de­
sarrollado la máquina GFLOPS [HFB97]. Esta máquina explota el paralelismo de los 
algoritmos de visión mediante el uso de utilidades software como PVM (Parallel Virtual 
Machine) y una red especial de interconexión entre los diversos módulos de proceso. 
De nuevo se tienen las ventajas del software, es decir, flexibilidad y reconfigurabilidad.
Las desventajas de estas aproximaciones son el alto coste y el tamaño físico que 
ocuparía una configuración medianamente potente. Si se desea incorporar un sistema 
realizado con componentes estándar como módulo de sensorización visual sensorial, las 
prestaciones serán proporcionales a los recursos utilizados. En el caso de una plataforma 
móvil, la utilización masiva de tarjetas de proceso y buses de interconexión entre ellas 
es prohibitiva. No es posible dedicar tanto espacio, peso y potencia para una tarea de 
sensorización.
R edes neu ronales  y tra n sp u te rs
Existen otros enfoques distintos al problema del procesamiento de imágenes: las redes 
neuronales y los Transputers.
Las redes neuronales han sido ampliamente estudiadas y aplicadas al campo del 
procesamiento de imágenes [JMM96], [Sme95], y más concretamente al procesamiento 
de medio [RD93a] y alto nivel [XIM91], [IXAM92a].
La aplicación de las redes neuronales a problemas concretos de segmentación da 
buenos resultados en ciertos casos [PP93]. Desafortunadamente la solución de los pro­
blemas de la navegación robótica no consiste en un simple problema de segmentación. 
Tal como se argumentará en el capítulo 3, no es posible reducir el problema a computar 
un mapa de vectores de flujo óptico y segmentar la imagen a partir de estos vectores. 
Las redes neuronales sólo cubrirían la parte de alto nivel del algoritmo, y otras dificul­
Frame Grabber | [~S~[ |~S~| [~S~| [~S~j | Almacenamiento masivo
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tades como son el aprendizaje, y su costosa implementación hardware, desaconsejan su 
uso.
Los transputers también se han utilizado en tareas de visión artificial y procesa­
miento de imágenes [CMRU93], [BUR96b]. La posibilidad de explotar la concurrencia 
y el paralelismo de un algoritmo en una red de transputers es algo que se realiza con 
éxito en tareas concretas [MWD91]. De nuevo, al igual que con las redes neuronales, 
tenemos que se han realizado implementaciones de algoritmos específicos, pero no se ha 
utilizado una red de transputers que pueda implementar simultáneamente varios algo­
ritmos útiles para navegación de plataformas móviles autónomas. Estos procesadores 
tienen el problema del alto coste, lo cual dificulta su introducción como parte de un 
sistema de sensorización.
Lo más deseable para un sistema digital es que tenga la reconfigurabilidad del soft­
ware y la rapidez del hardware. La aparición en los años 80 de los primeros dispositivos 
lógicos programables ha hecho posible optimizar el silicio utilizado en un sistema digital. 
Hasta la aparición de los primeros dispositivos lógicos programables las únicas opciones 
para diseñar hardware digital eran, o bien el diseño de circuitos integrados hechos a 
medida, o bien la utilización de componentes estándar LSI-MSI conectados entre si.
En el apéndice A se resumen las características básicas de los diferentes tipos de 
dispositivos lógicos programables. De este análisis y de las particularidades del módulo 
reprogramable se obtienen las características de los dispositivos lógicos programables 
que van a implementar el módulo reconfigurable.
En el caso del módulo reconfigurable, la tecnología debe ser la SRAM para permitir 
simultáneamente la programabilidad en el sistema y una razonable escala de integración.
Tras realizar en el apéndice A un análisis de las diferentes clases de dispositivos se 
puede concluir que los dispositivos con arquitecturas híbridas son los más adecuados. 
En estos dispositivos se intenta mantener la velocidad de las CPLDs, manteniendo 
simultáneamente la granularidad de las FPGAs.
2.4 Arquitecturas reconfigurables
Las primeras máquinas reconfigurables se desarrollan a principios de los 90, cuando 
ya se dispone de FPGAs suficientemente complejas. Es entonces cuando se empieza 
a plantear la posibilidad de realizar máquinas totalmente reconfigurables basadas en 
FPGAs. La lista de este tipo de máquinas es muy grande, (más de 70 a la escritura de 
este capítulo), y va incrementándose rápidamente [Guc99].
Existe una gran variedad de máquinas reconfigurables, con arquitecturas específicas
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diseñadas para ellas. A partir de la cantidad de recursos hardware reconfigurables de 
que disponen se puede realizar una clasificación en tres grandes grupos:
1. Sistemas modulares multitarjeta.
2. Redes de FPGAs monotarjeta.
3. Tarjetas coprocesador.
La mayoría de estas máquinas son de propósito general y de arquitecturas muy 
abiertas. Su utilización para visión por computador en tiempo real se plantea debido a 
que se consigue la velocidad del hardware para los algoritmos de visión hechos a medida. 
A continuación se analizan algunos ejemplos significativos de cada grupo, sopesando su 
posible utilización para el módulo de sensorización visual reconfigurable. Finalmente se 
introducirá la aparición del hardware que puede evolucionar como una de las últimas 
líneas de investigación en máquinas reconfigurables.
2.4.1 Sistemas modulares multitarjeta
Han sido desarrollados distintos sistemas modulares reconfigurables multitarjeta, todos 
ellos con arquitecturas a medida escalables y modulares. La gran potencia de cálculo 
obtenida combinando la configurabilidad del hardware y la modularidad, tiene como 
desventaja el tamaño de estos sistemas. Estos grandes sistemas pueden trabajar como 
maestros, aunque existe siempre la comunicación con una estación de trabajo para 
programar las FPGAs y realizar tareas de control menores.
Para una plataforma móvil, con las limitaciones habituales de espacio, peso y con­
sumo de potencia de este tipo de vehículos, no es posible cargar con todo un rack de 
tarjetas con múltiples FPGAs. La máquina reconfigurable de propósito general modu­
lar más potente y popular de la actualidad es Splash-2, desarrollada en el Institute for 
Defense Analyses. Supercomputing Research Center. La tecnología desarrollada a par­
tir del proyecto Splash, y su secuela Splash-2, ha generado a su vez múltiples sistemas 
reconfigurables.
Splash-2: Una máquina reconfigurable de propósito general
Una de las máquinas reconfigurables más potentes y utilizadas es Splash-2 [BAK96]. Es­
ta  máquina no tiene una arquitectura específica orientada al procesamiento de imágenes. 
De hecho se ha utilizado con éxito en aplicaciones distintas el cálculo numérico [PA96]. 
En cualquier caso va a ser analizada porque se han realizado un gran número de apli­
caciones de visión artificial sobre ella [AA95], consiguiéndose procesar flujos de decenas 
de imágenes por segundo.
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La arquitectura de Splash-2 puede observarse en la figura 2.3. La máquina consta 
de hasta 16 tarjetas conectadas a una tarjeta especial que hace de interfase con una 
estación de trabajo Sparc. La interfase proporciona un ancho de banda de hasta 50 
Mbytes/sec sobre 3 canales bidireccionales de DMA.









































Figura 2.3: Arquitectura del sistema Splash-2
Cada una de las 16 tarjetas tienen a su vez 16 elementos de proceso (EPs) ordena­
dos en una red lineal y totalmente conectados mediante una red de interconexión de 
16x16. Cada EP es una FPGA XilinX 4010 y tiene 1/2 Mbyte de memoria directamente 
accesible por el host.
La red de interconexión y el flujo de datos puede configurarse como un cauce segmen­
tado, como una matriz sistólica, o como una matriz SIMD (Single Instruction Múltiple 
Data) con múltiples redes de interconexión. Los algoritmos de procesado de imágenes 
pueden implementarse en Splash-2 siguiendo dos aproximaciones distintas:
• Aproximación SIMD con la imagen distribuida en los EPs, con cada EP responsable 
de una porción de la imagen.
• Aproximación en la que se construye un cauce segmentado con los EPs. La imagen 
fluye a través del cauce y el procesado se divide en diversas etapas.
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La ventaja de esta arquitectura es la potencia y la flexibilidad que se consigue con 
la red de interconexión reconfigurable y los múltiples EPs. La desventaja, al igual que 
otras arquitecturas basadas en componentes estándar, va a ser la cantidad de recursos 
y tarjetas necesarias para conseguir tiempo real. De nuevo la complejidad de diversos 
algoritmos interesantes y el tamaño de las imágenes imponen muchos recursos hardware, 
aunque estos sean reconfigurables.
Otro gran sistema reconfigurable es el DFFC, Data Flow Functional Computer, 
desarrollado al LIMSI-CNRS de Francia.
D F F C : U na p la ta fo rm a  p a ra  el ráp ido  p ro to tip ad o  del hardw are
El propósito de esta arquitectura reconfigurable es el rápido desarrollo de hardware 
para visión en tiempo real [QKSZ94].
El sistema consiste en una matriz regular 3D de FPGAs especialmente desarrolladas 
para este sistema llamadas FPOAs, (Field-Programmable Operator Arrays). Las FPO- 
As tienen una arquitectura similar a la de las FPGAs híbridas descritas en la sección 
A.3 y sus características se resumen en la tabla 2.1.
En la figura 2.4 se observa la arquitectura de matriz 3D de la máquina DFFC. El 
sistema puede contener desde 1 hasta 8 tarjetas de 8x8 FPOAs. Directamente a la 
red de FPOAs se pueden conectar las entradas y salidas de vídeo digitalizadas. Una 













Figura 2.4: Arquitectura del sistema DFFC
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Encapsulado 144 pines PGA
Tecnología 1 pm  CMOS
Area 8.9 mm x  9.6 mm
Frecuencia de funcionamiento 25 MHz
Pines de Entrada/Salida 100 (distribuidos en 10 puertos)
Tecnología de programación SRAM
Bits de configuración 10.294
Puertas lógicas equivalentes 33.000
Memoria interna 8.5 Kbits
Tabla 2.1: Características de las FPOAs
Se han desarrollado herramientas y librerías específicas de programación de los algo­
ritmos. A partir de la prueba de la eficiencia de un algoritmo hardware programado en el 
DFFC se puede derivar de forma automática la implementación en circuitos integrados 
hechos a medida.
Con esta máquina se han desarrollado con éxito diversas aplicaciones de filtrado, 
detección de esquinas y algoritmos no muy complejos. La principal ventaja de esta 
arquitectura es el rápido diseño de los algoritmos de visión artificial, su verificación 
experimental, y su translación a circuitos hechos a medida. La principal desventaja de 
esta arquitectura viene a ser de nuevo el excesivo tamaño. Además su no optimización 
para tareas de navegación robótica, hace que no sea posible su utilización como módulo 
de sensorización visual de una plataforma autónoma.
Se han estudiado otras arquitecturas modulares m ultitarjeta reconfigurables. Todas 
tienen una gran capacidad de cálculo pero todas tienen las mismas desventajas en 
cuanto a dimensiones y utilidad para una plataforma móvil.
Como ejemplos más interesantes cabe citar la plataforma ArMen desarrollada en 
el Laboratoire d ’Informatique de Brest [CPP+94]. Esta plataforma, conectada a una 
estación de trabajo mediante SBUS, combina FPGAs y transputers T805 siguiendo la 
filosofía de conectividad de los transputers.
Análogamente se ha desarrollado en la Universidad de Mannheim un sistema mul- 
tiprocesador basado en FPGAs con una filosofía similar al DFFC [HKL+95b]. En este 
caso las tarjetas con FPGAs contienen 16 XC4013 +  11XC5005H, además de memoria 
SRAM y conectores para transputers. Este sistema se está utilizando para procesado 
en tiempo real de los datos suministrados por el acelerador de partículas ATLAS del 
CERN.
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2.4.2 Redes de FPG A s monotarjeta
La siguiente categoría de máquinas reconfigurables serían máquinas de tamaño medio, 
implementadas en una sola tarjeta. Habitualmente no son escalables ni modulares, salvo 
pequeñas ampliaciones internas de memoria o cambio/adición de unas pocas FPGAs. 
Estas tarjetas siempre actúan como esclavos de un sistema maestro para el que realizan 
alguna tarea específica.
Suelen tener un buen rendimiento para aplicaciones de poca complejidad como fil­
trado, y convoluciones. El principal problema de esta categoría de sistemas es su falta 
de escalabilidad y capacidad de proceso para implementar algoritmos complejos de vi­
sión. Se gana en ligereza del sistema, con respecto a los sistemas escalables, pero se 
pierden prestaciones. La utilización de estas tarjetas es adecuada para aplicaciones 
muy concretas, pero no cubre las necesidades de los algoritmos de visión útiles para 
una plataforma móvil.
WILDFORCE: Una tarjeta reconfigurable para bus PCI
Recientemente, a partir de la tecnología transferida desde el proyecto Splash2, la em­
presa Annapolis Micro Systems ha desarrollado una tarjeta reconfigurable para bus PCI 
llamada WILDFIRE [FDP96]. La arquitectura WILDFIRE es similar a las tarjetas de 
Splash-2, incorporando cinco EPs, colas FIFO, y conectores especiales de entrada salida 
para matrices SIMD, tal como se muestra en la figura 2.5.
Existen diversos modelos de la tarjeta WILDFIRE, en función del tamaño de las 
FPGAs que sirven como elementos de proceso. La FPGA más pequeña que se utiliza 
en la familia WILDFIRE es la XC4013E con 1536 flip-flops y la mayor es la XC4036EX 
con 3168 flip-flops. Con esta tarjeta se han desarrollado con éxito diversos algoritmos 
de procesado de imágenes en tiempo real como convoluciones, filtros, y otros algoritmos 
de bajo nivel.
Las prestaciones conseguidas para estas aplicaciones son realmente buenas, llegando 
a las 30 imágenes por segundo y frecuencias de reloj de hasta 40 MHz. De nuevo se 
centra la solución del problema en intentar procesar las imágenes lo más rápidamente 
posible, pero siempre con la representación Cartesiana de gran tamaño. No se tiene 
constancia de que se haya podido utilizar esta tarjeta para implementar algoritmos de 
nivel medio o alto, como cálculo de flujo óptico, o segmentación de imágenes. Para la 
solución de estos algoritmos más complejos sería necesario una arquitectura con mayor 
cantidad de recursos, como por ejemplo Splash-2.
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PE: Elemento de proceso (FPGA)
M: Memoria Local
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Figura 2.5: Diagram,a de la arquitectura WILDFIRE
S p e c tru m  RC : U na p la ta fo rm a  reconfigurab le  p a ra  el p rocesado  de vídeo
Otro ejemplo de una reciente máquina de tamaño medio, reconfigurable y orientada al 
procesado de imágenes de vídeo es el reciente sistema Spectrum RC  de Giga Operations 
Corporation [Tay96].
El sistema Spectrum puede soportar hasta 16 pequeños módulos de proceso llamados 
XMODS conectados a la placa madre. Cada XMOD contiene 2 FPGAs XC4010E y 
2 bancos de 1 M x 16-bit DRAM (8 MB), aunque se están desarrollando XMODs 
con diferentes FPGAs y diferentes configuraciones de memoria. El sistema ha sido 
desarrollado para implementar filtrado digital complejo y aplicaciones de procesado de 
imágenes en tiempo real con múltiples fuentes de vídeo (hasta 16 NTCS/SVGA).
' Y
En esta plataforma se han implementado múltiples aplicaciones de filtrado de vídeo, 
convoluciones y filtrado no lineal. Por su naturaleza esta plataforma es en realidad una 
máquina de procesado de vídeo en tiempo real. No se tiene noticia de aplicaciones 
de más alto nivel implementadas en la plataforma y, por su arquitectura específica, la 
resolución de un problema más complejo desbordaría la capacidad de la tarjeta, limitada 
por el número y capacidad de XMODs.
Otras tarjetas de redes de FPGAs reconfigurables son de aplicación más específica 
si cabe. Así por ejemplo el sistema GANGLION es una tarjeta que implementa redes 
neuronales utilizando 24 FPGAs 3090 de Xilinx [CB92].
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Otro ejemplo de arquitectura de matrices de FPGAs de utilización específica en una 
sola tarjeta se puede encontrar en [Box94]. En este caso se tra ta  de una red matricial de 
4x4 FPGAs 4013 de Xilinx. Este sistema se utiliza para realizar prototipado hardware 
de sistemas previamente a su implementación física.
2.4.3 Tarjetas coprocesador
Este grupo de máquinas reconfigurables tienen de arquitecturas más sencillas y menor 
número de FPGAs, típicamente en el rango 1-3.
Estos sistemas siempre son esclavos de un maestro central que los programa, y 
para el que realizan alguna tarea hardware, liberando al procesador central de trabajo. 
Es por esto que el nombre adoptado para estos sistemas reconfigurables sencillos sea 
de tarjetas coprocesador. Aplicaciones típicas de estos sistemas son algoritmos muy 
sencillos, como filtrados simples, operaciones sistemáticas de las que liberar al maestro, 
y utilización en docencia.
Estas tarjetas sencillas no son escalables internamente. Siempre se puede conectar 
más de una de estas tarjetas al maestro mediante un bus estándar, pero no son escalables 
internamente. Claramente este tipo de sistemas reconfigurables quedan descartados por 
no poder implementar algoritmos suficientemente complejos, como son los útiles para 
navegación robótica.
Ejemplos de estas tarjetas sencillas son la APS-X208 [AD98], BORG y BORG-II, 
con 2 FPGAs de la familia Xilinx 4000 [CSM92]. en estos 3 casos una de las 2 FPGAs 
sirve como interfaz con el maestro y la otra FPGA implementa la funcionalidad de la 
tarjeta.
Otras tarjetas son interesantes plataformas en las que se experimentan técnicas de 
codiseño binario. Una plataforma que combina técnicas de codiseño para diseñar algo­
ritmos combinando el DSP TMS320C40 con 2 FPGAs X4013E, es el sistema desarro­
llada en el LIRMM (Laboratoire d ’Informatique, de Robotique et de Micro-électronique 
de Montpellier) [PTRC96].
Las técnicas de codiseño binario también se utilizan de forma experimental en la 
tarjeta HARP, pero esta vez como procesador se tiene un transputer T805 [Pag94], 
combinado con una FPGA Xilinx 3195.
Todas estas aproximaciones son útiles sólo para aplicaciones muy sencillas o para 
docencia o experimentación básica de codiseño. En cualquier caso estas tarjetas no 
parecen útiles para sensorizar una plataforma autónoma.
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2.4.4 Futuras tendencias: E v o l v a b l e  H a r d w a r e
El hardware que evoluciona (traducción de la expresión inglesa Evolvable Hardware), 
se refiere a un tipo particular de máquina reconfigurable cuya arquitectura, estructu­
ra y función cambia dinámicamente y autónomamente con el objetivo de mejorar su 
rendimiento en ciertas tareas [Yao99] [SMS99]. La combinación de los principios de 
los algoritmos genéticos, la computación adaptativa y las FPGAs reconfigurables están 
originando nuevos horizontes en el desarrollo del hardware digital.
Aunque los conceptos implicados son prometedores y las primeras investigaciones 
están dando resultados alentadores, este tipo de máquinas siguen siendo un proyecto de 
futuro. El desarrollo de aplicaciones eficientes basadas en estos principios se reducen 
a casos muy concretos de hardware adaptativo (filtrado digital, redes neuronales, etc.) 
[Hig99].
2.5 Conclusiones
La sensorización clásica con un sensor CCD puede quedar descartada porque no es 
necesaria una alta calidad de la imagen desde el punto de vista humano. Una calidad 
suficiente para un robot autónomo será aquella que le permita realizar con éxito las 
tareas encomendadas. La tecnología CCD, al ser de integración, obliga a un control 
complejo del sensor y a una adquisición completa de la imagen aunque sólo se pretenda 
analizar una parte de ella. Esto implica un tiempo adicional innecesario y memoria de 
almacenamiento para las imágenes.
Los recientes desarrollos de la tecnología CMOS, han mostrado que es posible realizar 
sensores de visión que combinen las dos propiedades interesantes para un sensor visual 
robótico. Por una parte suficiente calidad para realizar tareas de visión artificial y por 
otra parte acceso aleatorio, conseguido gracias a celdas fotosensibles de conducción.
La ventaja adicional de la tecnología CMOS de poder incorporar procesamiento 
interno al sensor, podría ser interesante si éste fuera reconfigurable. No es deseable 
una etapa de preproceso que sistemáticamente aplique un algoritmo sobre las imágenes 
ya que puede no ser interesante para ciertas aplicaciones. Por tanto, esta flexibilidad 
deberá conseguirse fuera del sensor.
Esta flexibilidad se puede conseguir mediante la utilización de una aproximación 
con módulos estándar combinada con software. El problema es que ninguna de estas 
aproximaciones reconfigurables vía software parece que pueda resolver el problema del 
procesamiento en tiempo real en una plataforma móvil.
Existen máquinas con arquitecturas orientadas a la visión artificial que consiguen
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prestaciones de tiempo real, pero a costa de una gran cantidad de procesadores in- 
terconectados en buses y redes especiales de interconexión. Esto hace que un sistema 
completo de procesamiento de imágenes pueda llegar a ser una máquina realmente 
grande y costosa, cosa que no es deseable para una plataforma móvil.
El problema de la gran cantidad de hardware necesario aparece debido a la gran 
cantidad de datos a procesar en tiempo real. Esta restricción combinada con la ne­
cesidad de flexibilidad impone sistemas con estaciones de trabajo y tarjetas especiales 
basadas en DSPs. Un enfoque no posible para un módulo de sensorización visual de 
una plataforma móvil por cuestiones de espacio y peso. De esta manera queda descar­
tada la utilización de módulos estándar programables vía software. La flexibilidad para 
implementar múltiples algoritmos de visión no se puede conseguir a través de recursos 
que hacen que la plataforma deje de ser autónoma.
La utilización de silicio hecho a medida queda descartada por la falta de flexibilidad 
y el alto coste de esta solución. La rapidez de proceso tiene el coste de la pérdida de 
programabilidad, con lo que de nuevo para implementar cada algoritmo, harían falta 
circuitos hechos a medida que sólo serian útiles en ese caso.
La reconfigurabilidad del software con la rapidez del hardware se puede conseguir 
con la lógica programable. El estado actual de estos dispositivos hace recomendable la 
utilización de una arquitectura mixta entre CPLDs y FPGAs.
Los dispositivos lógicos programables que van a implementar los algoritmos de visión 
artificial deben soportar una cierta complejidad. Esto descarta las CPLDs, que a pesar 
de sus prestaciones, tienen un número de puertas lógicas equivalentes relativamente 
reducido. Dentro de las familias con gran número de puertas y flip-flops, se escogerá 
una que perm ita tener contadores y punteros (generadores de direcciones de memoria), 
sin grandes retrasos. Esto se justificará en la definición y diseño de la arquitectura 
reconfigurable (secciones 4.2 y 4.3).
La tecnología de programación del dispositivo debe permitir la programación en el 
sistema (ISP o In System Programability) . La reprogramación la realizará la plataforma 
móvil escogiendo el algoritmo de visión artificial a aplicar. Es decir, la flexibilidad del 
software combinada con la rapidez del hardware, lo cual obliga a la utilización de 
tecnología SRAM o FLASH.
La posibilidad de utilización de arquitecturas reconfigurables para procesado de 
imágenes existe desde principio de los 90. Haciendo una revisión del estado del arte 
actual de máquinas reconfigurables no se ha encontrado ninguna máquina que cum­
pla los requisitos de flexibilidad, modularidad, escalabilidad y pequeñas dimensiones, 
necesarios para una plataforma móvil autónoma.
La representación con imágenes Cartesianas hace que la aproximación reconfigurable
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sea otra vez muy costosa en recursos y tiempo de proceso. En el capítulo 3 se planteará 
la representación log-polar que reduce la cantidad de datos a ser procesados y simplifica 
de forma significativa varios algoritmos interesantes para navegación robótica.
Capítulo 3
V isión foveal y navegación robótica
3.1 Visión foveal
3.1.1 La representación log-polar
El sistema de visión humano, y el de muchos otros seres vivos, tiene unas características 
bastante diferentes a los sistemas de visión artificial o robótica usuales. Debido a las 
características de los sensores visuales, generalmente CCD, y por facilidad tecnológica, 
la representación de la información visual suele ser Cartesiana.
A cada par de valores (x,y)  se le asocia un valor f {x , y )  discreto que, en el caso 
de imágenes en blanco y negro, corresponde a un valor en una escala de grises. En 
realidad se suele hablar de funciones de 3 variables añadiendo la dependencia con el 
tiempo, obteniendo de esta manera funciones f ( x , y , t ) .  En esta representación con 
coordenadas Cartesianas la información está distribuida uniformemente a través de la 
imagen, teniendo siempre la misma resolución en todas las zonas de la imagen.
Esta propiedad puede ser considerada como una ventaja, si se quieren tra tar pro­
blemas con cámaras estáticas donde no se sabe a priori qué zona de la imagen va a ser 
interesante. También puede ser interesante cuando el formalismo Cartesiano facilite la 
aplicación de ciertos algoritmos de visión, cosa que ocurre cuando se pretende la ex­
tracción de información Cartesiana u ortogonal (como detección de bordes o esquinas).
Sin embargo, este método de representación de la información visual no es el que el 
paso del tiempo ha elegido para los seres vivos más evolucionados, incluyendo al hombre. 
En la figura 3.1 se muestra la representación cartesiana frente a la representación log- 
polar donde cada celda sería una fotocélula.
La representación log-polar tiene una distribución no uniforme de elementos foto-
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Representación Cartesiana Representación Log-Polar
Figura 3.1: Representación de imágenes Cartesiana y log-polar con igual número de 
celdas y área
sensibles en la superficie del sensor. La concentración de células fotosensibles crece con 
la cercanía al centro del sensor, consiguiéndose una mayor resolución en la zona cen­
tral. Simultáneamente se obtiene un amplio campo de visión en la periferia con poca 
resolución.
Con este razonamiento se puede observar la propiedad más interesante e importante 
de este método de representación de la información visual, la reducción  selectiva de 
in fo rm ación .
Se puede observar en la figura 3.1 cómo en el centro del sensor log-polar hay una 
menor distancia entre las fotocélulas, éstas son más pequeñas y por tanto hay más 
celdas (mayor resolución). Si se quisiera tener la misma resolución que hay en el centro 
del sensor log-polar en toda la imagen cartesiana, la imagen tendría una cantidad total 
de celdas mucho mayor, por lo tanto, el tamaño de la imagen sería mucho mayor.
La figura 3.2 muestra las ecuaciones de conversión entre la representación log-polar 
y la cartesiana, o equivalentemente la relación entre el plano retínico y el cortical. 
Cabe hacer notar la singularidad del origen, es decir cuando r =  0 la resolución será 
infinita. Posteriormente en la sección en la que se presenta el sensor log-polar CMOS 
se comentará la solución tecnológica a este problema matemático.
Las propiedades de esta representación han sido ampliamente estudiadas [TS92], 
[F.JPG95] encontrándose, además de la reducción selectiva de la información, las si­
guientes interesantes propiedades básicas:
• R o taciones: Las rotaciones en el plano retínico se convierten en simples tran­
slaciones en el plano cortical, cuando el eje óptico coincide con el eje del sensor. 
Esta interesante propiedad ha sido explotada para realizar clasificación de patrones 
invariante a rotaciones [IXAM92b].
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Figura 3.2: Plano retínico y cortical: Equivalencia entre representaciones
• Escalados: De nuevo, si el eje óptico coincide con el centro del sensor una operación 
de escalado se convierte en una simple traslación a través del plano cortical. En la 
sección 6 se utilizará esta propiedad para asimilar el escalado en el plano imagen 
debido al movimiento propio del robot.
En la sección 3.2.2 se hace una revisión de la simplificación de algunos algoritmos de 
visión al utilizar el sistema coordenado log-polar. Muchos de estos algoritmos son espe­
cialmente interesantes para la navegación de plataformas móviles, como son el cálculo 
de flujo óptico y el cálculo del tiempo al impacto.
En la sección 6 se rediseñará, usando el formalismo log-polar, un algoritmo de detec­
ción de movimiento desarrollado en coordenadas Cartesianas. Se justificará de nuevo de 
esta manera, la idoneidad de este sistema coordenado para la navegación de vehículos 
autónomos.
3.1.2 El sensor log-polar C M O S  
Sensores log-polares previos
La utilidad del formalismo log-polar ha justificado, desde bastante antes de la existencia 
de un sensor físico, la utilización teórica de sensores que realizaban la transformación 
log-polar [WC79], [IMHM86] y [IMH+86].
El primer sensor log-polar CCD documentado fue construido en IMEC (Bélgica) fru­
to de la colaboración entre varios institutos de Estados Unidos y de Europa [VKC+89], 
[KVB+90]. Este sensor presenta algunos problemas en cuanto a continuidad de la ima­
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gen por la existencia de una zona ciega. Esta zona con forma de cuña viene impuesta 
por la necesidad de extraer las cargas en la tecnología CCD, lo cual impone una dis­
continuidad de la imagen y una pérdida de información.
Otra discontinuidad de la imagen viene impuesta por la discontinuidad en la zona 
cercana al origen o fóvea. Esta zona no puede seguir la ley logarítmica de decrecimiento 
del área de los pixels, ya que estos deben tener un tamaño mínimo, impuesto por la 
tecnología de fabricación. La zona exterior del sensor que sí que sigue la ley log-polar 
se denomina re tin a . Estos nombres, fóvea y retina, se toman por la similitud de estos 
sensores de estado sólido con los sensores visuales biológicos.
La retina del sensor de IMEC tiene una resolución de 30 circunferencias concéntricas 
de 64 puntos cada una, lo que da una resolución de 64x30=1.920 puntos. La solución al 
problema de la fóvea adoptada en el sensor de IMEC fue realizar una matriz cuadrada de 
102 celdas CCD en el centro del sensor. Esto resuelve el problema de la singularidad pero 
de nuevo plantea dificultades en la continuidad de las imágenes y, por tanto, complica 
la utilización de este sensor para aplicar algoritmos de visión artificial. Finalmente, la 
fóvea del sensor CCD de IMEC no funcionó correctamente, lo cual la convertía en una 
zona ciega.
A los problemas estructurales de este sensor hay que añadir las desventajas de la 
tecnología CCD utilizada. Se debe adquirir necesariamente toda la imagen de forma 
secuencial, aunque sólo se desee procesar una zona concreta. En la parte izquierda de 
la figura 3.3 se puede observar una micro-fotografía de este sensor.
Figura 3.3: Micro fotografías de los sensores log-polares CCD de IMEC y CMOS de la 
Universidad McGill
Otro sensor log-polar, desarrollado en la Universidad McGill de Canadá con tec-
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nología CMOS, se muestra también en la parte derecha de la figura 3.3 [WRL95]. La 
resolución en la retina de este sensor es de 16 anillos con 64 celdas cada anillo, ob­
teniéndose de esta manera 1.024 puntos de resolución retínica. De nuevo aparece la 
discontinuidad en la fóvea, que es una matriz de 40 filas por 52 columnas. El pro­
blema tecnológico de las celdas demasiado pequeñas se resuelve mediante una matriz 
rectangular, lo que complica la utilización de algoritmos de visión artificial.
Además de los problemas comentados anteriormente, este sensor tampoco tiene 
acceso aleatorio porque utiliza una celda visual de integración, igual que las fotocélulas 
CCD.
Un problema común en ambos sensores es que en ellos la resolución no muy alta en la 
zona retínica, que es donde se van a explotar las ventajas del formalismo log-polar. Otro 
problema común a ambos sensores aparece debido al diferente tamaño de las fotocélulas. 
Diferente tamaño implica diferente respuesta, siendo necesario un escalado de la señal 
de cada celda, ralentizando de esta manera el proceso de adquisición y complicando el 
control del sensor.
Como respuesta a este déficit tecnológico en cuanto a sensores log-polares se diseño 
y construyó en IMEC (Bélgica) el sensor que a continuación se describe.
El sensor log-po lar CM O S
El sensor log-polar CMOS de IMEC [Par97] resuelve muchos de los problemas que 
presentaban los anteriores sensores log-polares. En la tabla 3.1 se compara el sensor log- 
polar utilizado frente a los sensores log-polares anteriormente descritos. Las principales 
características del sensor log-polar son:
• M ayor resolución: La retina tiene una resolución de 56 anillos con 128 celdas por 
anillo, es decir 7.168 puntos de resolución para la retina, la mayor resolución de los 
sensores log-polares existentes [PBP+96a].
•  C o n tin u id ad  de la  fóvea con la  re tin a : La fóvea no es es una matriz cuadrada 
sino que hay continuidad en la estructura de la retina. Después del anillo más interno 
de la retina de 128 celdas está el anillo más externo de la fóvea con 64 celdas, justo 
la mitad de 128. Hay un total de 10 anillos de 64 celdas, después 5 anillos de 32, 2 
de 16 celdas, 1 de 8, 1 de 4 y un pixel central. Esta aproximación sigue la estructura 
polar de la retina dando una continuidad a la imagen, útil para el procesamiento de 
imágenes, y una resolución de 845 puntos para la fóvea [PDS98].
• C elda de conversión logarítm ica: La célula fotosensible que se utiliza es de 
conducción en vez de integración, al contrario que en los otros 2 sensores precedentes. 
Esto permite un acceso aleatorio a la información visual, no siendo necesaria una
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Tabla 3.1: Comparativa entre los últimos sensores foveal es desarrollados
lectura de toda la imagen si solamente se quiere analizar una zona concreta de ésta. 
Adicionalmente la celda utilizada tiene una relación de conversión de la luz incidente 
logarítmica, lo cual minimiza el problema del escalado debido al distinto tamaño de 
las celdas en función de su distancia al radio [PBP+96b], [PDS97].
Estas características hacen que el sensor CMOS log-polar de IMEC sea el elegido 
como sensor del módulo reconfigurable. También ha sido importante el hecho de que uno 
de los directores del presente trabajo de investigación perteneciese al grupo de diseño del 
sensor en IMEC. Adicionalmente, el grupo de arquitecturas para la percepción visual, 
al que el doctorando pertenece, ha desarrollado hardware adicional de soporte para este 
sensor [BPK+96], [Bla98].
Fovea Retina
En la figura 3.4 puede observarse la estructura de la retina y de la fóvea del sensor 
log-polar CMOS. La retina sigue la distribución log-polar y la fóvea sigue una escala 
lineal, disminuyendo el número de celdas por anillo de forma gradual, para así poder 
mantener la continuidad de la imagen. La ecuación (3.1) muestra la equivalencia entre 
el plano cortical y el plano retínico para ambas zonas del sensor.
£ = lo g  r
-=»-
Figura 3.4: El sensor log-polar CMOS de IMEC
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3.2 Navegación robótica
3.2.1 Aproximación clásica
La rápida evolución de la tecnología está incrementando la utilización de plataformas 
móviles en múltiples tareas, que van desde la utilización de éstas en misiones espacia­
les [CK97], hasta la exploración de fondos marinos [AAV97], requiriendo cada tarea 
específica una sensorización adecuada.
La tareas elementales que debe de realizar una plataforma móvil en un en to rn o  no 
e s tru c tu ra d o  son:
•  N avegación  y  E xploración : La plataforma debe ser capaz de moverse en su 
medio, adquiriendo información útil para realizar la tarea encomendada.
•  M odelado  Espacial: La información obtenida del entorno debe combinarse para 
realizar un modelo espacial que facilite la navegación del robot.
• A uto-localización : Basándose en el modelo espacial, la plataforma debe tener 
control sobre su posición, y así tomar decisiones que le permitan completar la tarea 
encomendada.
El presente trabajo de investigación se centra en conseguir un módulo de sensori­
zación reconfigurable que sea útil para la navegación de vehículos autónomos. De una 
sensorización adecuada dependerá la precisión y el éxito de estas tareas.
La sensorización de una plataforma móvil es necesaria no sólo para la navegación 
en entornos no estructurados, donde es preciso detectar colisiones con objetos estáticos 
y móviles, sino también en entornos estructurados debido al inevitable error de los 
sistemas odométricos de medida [Bor96].
Una de las metodologías de sensorización más habituales para plataformas móviles es 
la utilización de sensores de ultrasonidos. La desventaja de este método de sensorización 
es la pobre información que se puede extraer de ellos (sólo detección de obstáculos), 
el rango limitado de distancia operativa, y los errores frente a cuerpos con superficies 
absorbentes u oblicuas [GT94].
Estas desventajas recomiendan la utilización de sensores visuales que extraerán una 
información más precisa del medio. Un ejemplo de una aproximación que combina 
ambos tipos de sensores y realizan una fusión de los datos sensoriales se puede encontrar 
en [IMRS94]. De nuevo aparece el problema de la gran cantidad de datos a procesar y 
el coste computacional de los algoritmos necesarios. Esto hace que esta aproximación 
tenga separada la plataforma móvil del módulo de procesamiento y control, una estación 
de trabajo con múltiples tarjetas de adquisición, y tarjetas de procesamiento MIMD. Es
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entonces cuando aparece el problema del cordón umbilical o conexión entre el módulo 
móvil sensorial y el módulo estático de procesamiento y control, haciendo que estas 
plataformas no sean estrictamente hablando autónomas.
El mismo problema aparece en otros experimentos de robots guiados sólo por visión 
[FGS+92]. Se ha evitado el cordón umbilical en algunos casos mediante una conexión 
por radio a una red de workstations, consiguiéndose de esta manera movilidad a costa 
de un gran dedicación de recursos hardware [Jar97], y perdiéndose el significado estricto 
de la palabra autónomo.
Otras aproximaciones de guiado visual más novedosas han conseguido realizar una 
navegación realmente autónoma en entornos débilmente estructurados. En [FCS98] se 
presenta una plataforma móvil en la que se reducen la cantidad de datos visuales a 
procesar teniendo en cuenta la cantidad de información externa que representan los 
pixels en una imagen. De esta manera se tiene en cuenta que los pixels de la zona 
inferior de la imagen representan el suelo más cercano, y si el pixel está en una zona 
superior se corresponde con una zona más alejada y que representa una mayor área 
externa.
La plataforma móvil presentada en [PH94] incorpora una tarjeta con 4 transputers 
T800 para calcular el campo de flujo óptico. En este caso el movimiento de la plata­
forma debe ser conocido y constante y el escenario debe ser estático. Otro problema 
de esta aproximación es que la técnica utilizada para el cálculo del flujo óptico se basa 
en la detección y encaje de esquinas y bordes, limitando de esta manera la navegación 
a entornos con la presencia adecuada en la imagen de estas características. La expe­
rimentación con esta aproximación ha sido realizada en entornos interiores preparados 
de la manera adecuada, es decir en entornos semi-estructurados. La utilización de una 
método de cálculo de campo de flujo óptico más general, ha probado ser muy costoso 
computacionalmente si se quieren resultados suficientemente precisos [BB95].
Otros experimentos de navegación visual no basados en el cálculo del flujo óptico se 
basan también en la navegación en entornos estructurados de alguna manera. Así por 
ejemplo, en [MOY97] se presenta una plataforma autónoma capaz de navegar totalmente 
guiada por visión, aunque incorpora odometría y sensores de ultrasonidos como ayuda 
para la navegación. La plataforma detecta marcas especiales en árboles y en el suelo 
para recorrer un camino en un parque. En este caso la plataforma incorpora un sistema 
con múltiples CPUs una de las cuales está dedicada al procesamiento de imágenes.
Se puede observar como la aproximación clásica o con sensorización visual carte­
siana impone equipos muy grandes para realizar la navegación en tiempo real, que 
habitualmente no pueden ser llevados en la plataforma móvil. La otra posibilidad para 
realizar navegación visual es imponer restricciones en la escena y estructurar de cierta
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manera el entorno con puntos de referencia. De nuevo se plantea la necesidad de reducir 
los datos a procesar desde los sensores visuales y simplificar los algoritmos utilizados 
para la navegación. En la siguiente sección se presente el estado de la investigación 
en la visión log-polar y los algoritmos interesantes para la navegación basada en esta 
representación.
3.2.2 Visión y navegación Log-Polar
Las propiedades de la visión log-polar han sido ampliamente utilizadas en visión ac­
tiva . El término activo tiene que ver con la interacción dinámica del observador con 
el medio. La visión activa intenta resolver el problema de donde mirar a continuación, 
intentando mantener la atención del observador sobre la zona de interés. La represen­
tación espacio variante puede ser muy útil en este problema por tener mayor cantidad 
de información en el centro de la imagen, donde estará la zona de interés.
La interesante propiedad de reducción selectiva de la información, combinada con 
la distribución radial y el crecimiento logarítmico, han sido ampliamente estudiadas en 
algoritmos útiles para navegación robótica.
C álcu lo  del flujo ó p tico  y  detección  de m ovim iento
El flujo óptico es una poderosa aproximación para la detección de movimiento y análisis 
dinámico de imágenes. La aproximación clásica, desarrollada en coordenadas cartesia­
nas, parte de la constancia de la intensidad de un punto en una imagen en un instante 
t y del mismo punto desplazado en un instante t +  Ai. Partiendo de esta base, si las
coordenadas iniciales del punto eran (x , y) y el punto desplazado en la imagen tiene
unas coordenadas (x +  Ax, y +  A y) se puede plantear la ecuación (3.2).
7(x, y, t) — I(x  -1- Ax, y -I- Ay, t +  Ai) (3.2)
Diferenciando la ecuación y desarrollándola por series de Taylor, se obtiene la ecua­
ción diferencial (3.3) conocida como la ecuación de H orn.
d i  dx d i  dy d i  n .
dx ~dt +  d^ dt +  dt ~  ^
La representación log-polar no presenta especiales ventajas para el cómputo del flujo 
óptico, en el caso más general, salvo la reducción selectiva de información. Esto se debe 
a que se plantea la resolución de la ecuación de Horn equivalentemente en una matriz 
cuadrada de puntos, que en este caso seria el plano cortical. A partir de la ecuación
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(3.3) y utilizando la transformación log-polar (3.1) se puede obtener la ecuación de 
Horn equivalente en coordenadas log-polares (3.4).
d i  d i d i  dO d i
d i  dt +  86 dt +  dt ~   ^ ^
En [Dan95a], [Dan95b] y [Dan96] se muestran las propiedades interesantes que puede 
tener el cálculo de flujo óptico para determinar parámetros relacionados con el movi­
miento propio del observador. De esta manera se simplifica la determinación del foco 
de expansión, en el caso de translación pura, y se simplifica el cómputo de la distancia 
de los objetos de la escena. Como conclusión se tiene que es interesante la represen­
tación log-polar, no solamente por la reducción de la información para el cálculo del
flujo óptico y parámetros dinámicos relacionados con él, sino por la simplificación de los
extensos cálculos en algunos algoritmos útiles para navegación de plataformas móviles.
Los métodos para la detección de movimiento se pueden agrupar en tres grandes 
bloques [HZM93]:
•  C álculo  del flujo óp tico : Cabe hacer notar que la ecuación (3.3) tiene dos 
incógnitas que corresponden a las dos componentes de la velocidad en el plano 
bidimensional de la imagen. La resolución de la ecuación de Horn necesita de algún 
supuesto adicional, que impone en definitiva limitaciones y hace que sea tan comple­
jo este cálculo como preciso se desee hacer [BFB93], [BB95]. A partir del campo de 
vectores de flujo óptico se puede realizar una segmentación de la imagen y agrupar 
estos vectores para detectar objetos en distintas profundidades.
•  E x tracc ió n  de ca rac te rís tica s  y  encaje de p u n to s  re levan tes: Estas técnicas 
se basan en dos etapas. En la primera de ellas se realiza una extracción de puntos 
relevantes, como esquinas, circularidades o bordes. En la segunda fase se realiza un 
encaje entre estas características en dos imágenes consecutivas de la misma escena, 
de esta manera y realizando una posterior segmentación de los puntos relevantes, 
se puede realizar la estimación del movimiento en objetos [Sha95]. Esta técnica es 
también muy costosa computacionalmente y además es menos general que la de flujo 
óptico. Se deben conocer las características de la escena para saber qué información 
a extraer va a ser relevante.
Un ejemplo de la utilidad de estas técnicas se puede ver en [Día96] y [DAD97], donde 
se detectan y siguen vehículos desde cámaras estáticas en curvas de carreteras.
• M étodos diferenciales: Se parte de la base de que ha habido movimiento si dos 
imágenes consecutivas de una misma escena no son iguales. De esta manera se puede 
realizar una diferenciación y detectar los cambios. La ventaja de los algoritmos 
diferenciales es claramente la simplicidad de los cálculos.
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La arquitectura del módulo reconfigurable estará orientada, pero no limitada, a la 
realización de algoritmos diferenciales de forma segmentada, tal como se justificará en 
el capítulo 4.2.
Como parte del presente trabajo de investigación se ha desarrollado en el sistema log- 
polar, un algoritmo de detección de movimiento propio independiente del movimiento 
de la cámara pero con ciertas restricciones. Un análisis inicial sólo para la retina puede 
encontrarse en [BDPP97bj y el trabajo completo, desarrollado tanto para la fóvea como 
para la retina, se puede encontrar en [BDPP97a]. En el capítulo 6 se realiza el diseño 
del algoritmo diferencial bajo la arquitectura reconfigurable propuesta.
C álculo  del tiem p o  al im pacto
La utilización del formalismo log-polar simplifica el cálculo del tiempo al impacto, 
algoritmo especialmente interesante para navegación robótica. En la figura 3.5 puede 
observarse de forma simplificada la relación entre el tamaño real de un objeto r ', la 
distancia focal / ,  la distancia del objeto hasta la focal z, y el tamaño del objeto en el 
plano imagen r.
Figura 3.5: Crecimiento de un objeto en el plano imagen
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Donde V (t ) es la velocidad radial en el plano de la imagen y W (t ) es la velocidad 
de aproximación del objeto al sensor.
Combinando ambas ecuaciones se puede obtener la relación entre la distancia del 
objeto al foco y su velocidad que se conoce como tiem p o  al im p ac to  representada en 
la ecuación (3.7) como r.
_ _z(t)_ _ r(t)_ n
W(t) V{t)  ^ ^
Realizar los cálculos de la ecuación (3.7) en el plano cartesiano no es sencillo. Se debe
calcular la velocidad de cada punto en el plano imagen, (es decir el flujo óptico) cuya
determinación es tan costosa como precisa. Además aparece la dependencia con el radio, 
lo que implica la aparición de raíces cuadradas y operaciones costosas temporalmente.
Si se utiliza la ecuación de transformación log-polar (3.1) y la ecuación del flujo 
óptico en coordenadas log-polares (3.4) se obtendrá el tiempo al impacto en coordenadas 
log-polares. Para la retina se expresa en la ecuación (3.8) y para la fóvea en la ecuación 
(3.9).
o¿
r  =  (3-8)
dt
t  =  -g P -  (3.9)
dt
Puede observarse en ambas ecuaciones cómo se simplifica el cálculo del tiempo al 
impacto. En el caso de la retina basta con calcular el gradiente en la dirección radial y 
realizar el cociente con la derivada temporal. Es decir, sólo mediante la diferenciación 
espacial y temporal se puede realizar el cálculo del tiempo al impacto, tarea muy costosa 
computacionalmente en coordenadas cartesianas. La constante B es el coeficiente de 
crecimiento del sensor log-polar y depende de la geometría del sensor. En [TS91b] 
y [TS91a] se puede encontrar un rigurosa justificación de las ventajas del formalismo 
log-polar para el cálculo del tiempo al impacto.
V is ió n  b in o cu la r y  segu im ien to  de  objetos
Dentro de la visión activa aparece la necesidad de redireccionar el centro de la imagen 
hacia la zona de interés. Esta tarea realizada en cabezas de robots móviles ha mostrado 
ser especialmente sencilla utilizando visión log-polar. En [BSV96a], [BSV96b] y en 
[CPS97] se muestran algoritmos de control de convergencia y correlación con visión
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log-polar. Adicionalmente, es posible el planteamiento de tareas más complejas como 
son la detección de formas y su posterior seguimiento con visión log-polar [Jur99].
Existe una relación de utilidad mutua entre la representación log-polar y el segui­
miento de objetos. La representación polar hace que sea más sencillo buscar el centro 
de atención y redirigir la cámara móvil de un robot. De la misma manera la posibilidad 
de mover la cámara y buscar el centro de atención hace que la representación log-polar 
sea más útil porque se puede tener la máxima resolución en la zona de interés.
Esta interesante relación de la visión log-polar con la visión activa hace de nuevo re­
comendable la utilización de la visión log-polar como etapa de sensorización del módulo 
reconfigurable.
3.3 Conclusiones
La representación log-polar tiene diversas ventajas muy interesantes para la navegación 
robótica. La más importante sin duda es la reducción selectiva de la información.
La distribución log-polar proporciona mayor resolución en la zona a analizar mante­
niendo un campo de visión suficiente para apercibirnos de los cambios. Este es el modo 
de sensorización con el que la naturaleza ha dotado a los seres vivos más evolucionados. 
Esta reducción de información implica una disminución del tiempo de proceso y, por 
tanto, un menor tiempo de respuesta.
Además de la reducción selectiva de información se tiene una simplificación signifi­
cativa en varios algoritmos de visión interesantes para navegación robótica. Adicional­
mente, si la cámara está montada sobre una cabeza móvil, y se puede orientar hacia la 
dirección del movimiento, se elimina la componente polar, quedando sólo la dependencia 
radial del flujo óptico.
La distribución log-polar hace que se simplifique también el cálculo del tiempo al 
impacto cuando, de nuevo, coincide el foco de expansión con el centro del sensor. Esta 
simplificación evita la realización de costosos cálculos y elimina el cálculo indirecto del 
flujo óptico en cada punto.
Como parte del presente trabajo de investigación, se ha realizado el estudio de di­
versos algoritmos que serían interesantes que implementase el módulo reconfigurable. 
Las conclusiones preliminares muestran que los algoritmos diferenciales tienen un bajo 
coste computacional. De manera adicional, muchos de los algoritmos útiles para nave­
gación robótica que se simplifican quedan reducidos a cálculos de derivadas espaciales 
y temporales.
Los sistemas que utilizan guiado visual, o bien navegan en entornos semi-estructurados
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(marcas o limitaciones en el movimiento), o bien el equipo para procesar los datos vi­
suales no reside localmente en el módulo que navega. Es decir, hay una conexión por 
radio o cable desde la plataforma móvil hasta los módulos de proceso y control. Esto 
se debe a que la mayoría de veces la plataforma móvil no puede transportar los recur­
sos hardware necesarios para realizar la navegación visual robótica en tiempo real. El 
tamaño de estos equipos limita la movilidad de las plataformas autónomas.
La simplificación de los algoritmos interesantes para navegación, debido a la utili­
zación de coordenadas log-polares, reduce la complejidad de las operaciones a realizar. 
La reducción selectiva de la información a procesar también se hace interesante para 
mejorar el tiempo de respuesta del sistema. El dotar a una plataforma au tó n o m a 
(estrictamente hablando) de un sistema de guiado visual basado en cámaras CCD no 
es posible en entornos no estructurados. La complejidad de los algoritmos, añadida a 
la cantidad de información a procesar, requieren unos equipos que pueden ser dema­
siado voluminosos para una plataforma móvil. Los ejemplos que se han encontrado en 
la bibliografía de guiado visual de plataformas móviles, son o bien en entornos semi- 
estructurados, (lo que reduce la complejidad de los algoritmos de navegación, o bien la 
plataforma móvil simplemente contiene los sensores visuales y el procesado se realiza 
en una estación remota, conectada a la plataforma móvil por cable o radio.
Otro hecho decisivo para la elección del sistema coordenado log-polar ha sido la 
existencia de un sensor CMOS útil para implementaciones reales. Este sensor, basado 
en celdas de conversión, permite además un acceso aleatorio a cualquier zona de la 
imagen.
La combinación de la velocidad del hardware y la programabilidad del software, 
(conseguida con la lógica programable), con la reducción del tamaño de las imágenes y 
la simplificación de los algoritmos de navegación, (conseguida con el sensor log-polar), 
van a ser el punto de partida para el diseño del módulo de sensorización reconfigurable.
yParte II





D iseño del módulo reconfigurable
4.1 Introducción
En el capítulo 1 se ha descrito el problema que se quiere abordar: el diseño de un módulo 
de sensorización visual útil para navegación robótica. Posteriormente, en los capítulos 
2 y 3, se han revisado las arquitecturas y estrategias existentes para la navegación con 
sensorización visual. Las aproximaciones estudiadas han mostrado ser mejorables para 
la navegación de vehículos autónomos. La gran cantidad de recursos hardware, necesa­
rios para procesar en tiempo real gran cantidad de datos visuales, limita la movilidad 
de la plataforma autónoma.
Se ha presentado, de la misma manera, la visión log-polar como una solución parcial 
al problema de la gran cantidad de información que debe ser procesada. Así mismo se ha 
justificado la utilización de la visión log-polar por la simplificación de varios algoritmos 
útiles para la navegación de plataformas móviles.
Desde otro punto de vista se ha planteado la necesidad de obtener una velocidad 
hardware para cumplir restricciones de tiempo real, pero simultáneamente es desea­
ble tener la flexibilidad software para cubrir distintos algoritmos útiles para navega­
ción robótica. Estas ideas han orientado la investigación hacia la utilización de lógica 
reconfigurable para conseguir ambos objetivos. En esta línea se han revisado los di­
versos dispositivos lógicos programables y las máquinas reconfigurables existentes en 
la actualidad, sin encontrar una máquina que se ajuste a las necesidades del módulo 
reconfigurable.
En este capítulo se van a plantear los requisitos que debe cumplir el módulo re­
configurable y, en función de ellos, las soluciones propuestas para dicho módulo. Con 
estas soluciones se afrontará el diseño de la arquitectura propuesta. Adicionalmente se 
propondrá la metodología a seguir para diseñar un algoritmo de visión artificial en el
41
42 Diseño del módulo reconfigurable
módulo reconfigurable.
4.2 Objetivos del módulo reconfigurable
4.2.1 Requisitos tecnológicos
En primer lugar para conseguir el requisito de la reconfigurabilidad del hardware, y la 
flexibilidad del software, se utilizan dispositivos lógicos programables. De las diversos 
dispositivos existentes en la actualidad se seleccionan los que:
•  P e rm ita n  la  recon figu rab ilidad  en el s istem a. Este requisito es conocido como 
IS P  (In System Programmability) . Esto implica tecnología SRAM o FLASH.
• P e rm ita n  la  im p lem en tac ió n  de  a lgoritm os com plejos. Este requisito elimina 
a las CPLDs complejas y selecciona las FPGAs.
• T engan  p restac io n es  de a l ta  velocidad. La utilización de FPGAs clásicas im­
pondrá grandes retrasos cuando el sistema, y por tanto el conexionado, sea muy com­
plejo. Esto impone la selección de una familia de FPGAs de arquitectura híbrida.
Entre las disponibles en el mercado, al inicio de la implementación física de este tra ­
bajo de investigación, la familia FLEX8000 de Altera cumple los requisitos tecnológicos 
anteriormente descritos.
4.2.2 R equisitos a nivel de sistema
Es también un requisito para el módulo reconfigurable que cubra un amplio margen de 
algoritmos de diferente complejidad, incluso algoritmos de visión artificial que no han 
sido previstos inicialmente en el módulo. Es por tanto aconsejable una a rq u ite c tu ra  
escalable, pero teniendo en cuenta las restricciones de espacio, peso, bajo coste y 
consumo deseables para una una plataforma móvil.
Adicionalmente, con el objetivo de conseguir alta velocidad de proceso (decenas de 
imágenes por segundo sin pérdida de información relevante), se utilizan imágenes log- 
polares para reducir la cantidad de datos a procesar, y se utiliza el paralelismo inherente 
en los algoritmos de visión artificial [Pit93]. La arquitectura debe incorporar para le lis­
m o te m p o ra l y para le lism o  espacial. Esto implica dividir los algoritmos en etapas 
que puedan formar un cauce segm entado  de datos, permitiendo simultáneamente 
la paralelización en cada etapa. El diseño de una red de elementos de proceso escalable 
con una topología determinada implicaría un alto coste, no deseable para el módulo de 
sensorización reconfigurable. Se asume entonces la realización de un cauce segmentado
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que implementa los algoritmos de visión artificial en el módulo reconfigurable.
La combinación de la división de cada algoritmo en etapas, y la escalabilidad de la 
arquitectura sugieren una a rq u ite c tu ra  m o d u lar. Cada etapa de proceso del módulo 
reconfigurable, que se denomina E lem en to  de p roceso  (E P  en adelante), realiza una 
etapa del algoritmo segmentado. Como el algoritmo que implementa el módulo recon­
figurable va a cambiar, el número de etapas del cauce segmentado puede cambiar, con 
lo que el número de etapas es variable y, además cada etapa o EP debe ser totalmente 
reconfigurable.
A estas condiciones hay que añadir que, cada EP debe tener externamente la misma 
interfase de conexión con los EPs vecinos del cauce (EP anterior y posterior). Así se 
evita tener que diseñar un EP específico para cada etapa. De esta manera, se realiza 
una sola interfase externa de intercambio de datos, permaneciendo la reconfigurabilidad 
dentro de la FPGA de cada EP. Es decir, cada EP es totalmente reconfigurable man­
teniendo la misma interfaz externa. La reconfigurabilidad se realiza incorporando la 
funcionalidad del EP en una FPGA. La interfaz externa de transmisión de datos entre 
EPs, (las diversas etapas del cauce segmentado), se consiguen definiendo:
•  Un protocolo de intercambio de datos entre EPs independiente del algoritmo y de 
la etapa.
•  Una sola asignación de pines para el módulo que incorpora la funcionalidad (la 
FPGA).
•  Un solo pequeño circuito impreso que implemente un EP y cuya funcionalidad se 
define programando la FPGA con el código adecuado.
Con estos principios y diseñando un solo circuito impreso que incorpore la funcio­
nalidad de un EP, añadiendo más EPs se consigue aumentar la complejidad de los 
algoritmos y, por tanto, la profundidad de la segmentación. Estos EPs son idénticos 
externamente estando su funcionalidad definida con la programación de las FPGAs.
Es deseable que el EP tenga una sola interfaz externa que permita el diseño de 
cada etapa independientemente del resto. Lo único a tener en cuenta debe ser el tipo 
de entradas del EP, (que vienen del EP anterior), la tarea a realizar con estos datos, 
y la salida del EP, (que es la entrada del EP siguiente). El protocolo de intercambio 
de datos debe ser el mismo para todos los EPs y está íntimamente relacionado con la 
interfase externa del EP.
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4.2.3 Requisitos de los algoritmos de visión
Un requisito del módulo reconfigurable es que sea capaz de operar como una función 
cuyas entradas sean imágenes, y cuya salida sea una estructura compleja de datos. 
Un caso particular de estructura compleja de datos puede ser una imagen log-polar 
procesada, pero la salida podría ser un solo byte expresando un valor medio, o un 
conjunto de bytes como coordenadas de objetos detectados. De esta manera, el módulo 
reconfigurable debe ser capaz de obtener imágenes de un módulo de adquisición de 
imágenes y suministrar al robot el resultado del análisis realizado.
El algoritmo completo de visión puede no estar completamente implementado en 
el módulo reconfigurable de sensorización visual, y estar dividido en dos etapas: Una 
hardware (implementada en el cauce segmentado), y una software que realizará el pro­
cesador del sistema. En el capítulo 5 se analiza esta interacción hardware-software.
Globalmente el módulo reconfigurable tiene como entrada imágenes log-polares, y 
como salida unos datos estructurados. Para diseñar cada etapa del algoritmo hay que 
tener en cuenta los recursos hardware disponibles en cada EP, el tipo de datos de entrada 
que provienen del EP anterior, y la salida que es la entrada del EP siguiente.
A las señales necesarias para implementar una transmisión de bytes independiente 
del algoritmo, hay que añadir señales para indicar que se ha finalizado la transmisión 
de una estructura de datos. La salida de un EP puede ser una secuencia de bytes de 
longitud no determinada a priori. De esta manera, un EP puede transmitir o bien 
imágenes completas, o bien una simple colección de bytes.
Finalmente cabe hacer notar que el balance de entrada/salida del cauce no tiene 
por que ser siempre de uno a uno. Es decir, por cada imagen que entre en el cauce 
el resultado no tiene porque salir una imagen o estructura de datos. Para obtener 
cada resultado se pueden consumir varias imágenes log-polares, con una latencia no 
despreciable.
En la sección 3.2.2 se agrupan los diversos algoritmos de estimación de movimiento 
en tres grandes bloques: Cálculo de flujo óptico, extracción y encaje de puntos relevantes 
y algoritmos diferenciales. De estos tres distintos enfoques, se ha razonado en 3.2.2, que 
los algoritmos diferenciales son los de implementación más sencilla y funcionamiento 
más rápido.
Para implementar algoritmos diferenciales en el tiempo es necesario el almacena­
miento de imágenes de distintos instantes en las etapas. De esta manera, una etapa del 
cauce que calcule la primera derivada temporal debe tener acceso a la imagen grabada 
en los instantes t — 1 y t  simultáneamente. Esto implica la utilización de memoria 
de almacenamiento de imágenes parciales en un EP accesible por el siguiente EP. Al
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Requisitos del módulo reconfigurable Soluciones propuestas
Flexibilidad del software y velocidad del hardware 
Reconfigurabilidad en el sistema 
Complejidad de los circuitos +  prestaciones 
Complejidad de los algoritmos 
Alta velocidad de proceso
Facilidad de diseño de los algoritmos






Reducción de datos log-polar 
Paralelismo temporal 
Paralelismo espacial 
Interfase única para los EPs 
Protocolo único 
Memoria entre los EPs 
Memoria local a cada EP
Tabla 4.1: Requisitos y soluciones propuestas al módulo reconfigurable
utilizar imágenes log-polares, cada imagen ocupa sólo 9.728 bytes, lo que hace posi­
ble almacenar una imagen entera en un circuito de memoria de 16 Kbytes, quedando 
incluso espacio de memoria libre.
La diferenciación espacial también requiere de una memoria local a cada EP, para 
almacenar los datos de filas o columnas con los que se va a operar. También esta 
memoria local se utiliza para almacenar resultados intermedios del EP que no se puedan 
almacenar en la FPGA. De nuevo, el pequeño tamaño de las imágenes log-polares, 
permite reducir la necesidad de memoria local del EP a un solo circuito integrado.
En la tabla 4.1 se muestra un resumen de los objetivos o requisitos para el módulo 
reconfigurable y las soluciones propuestas. En las siguientes secciones se describirá el 
cauce segmentado en EPs, la estructura de los EPs y el flujo de datos entre ellos.
4.3 El cauce segm entado
En el módulo reconfigurable se implementa un cauce segmentado (paralelismo tempo­
ral) , donde cada etapa del cauce es un EP que puede implementar paralelismo espacial 
[BPP98]. Para diseñar la interfase externa de los EPs hay primero que definir el proto­
colo de flujo de datos dentro del cauce segmentado.
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4.3.1 Flujo de datos
En un cauce segmentado la velocidad del flujo de datos viene determinada por la etapa 
más lenta del cauce [HP90]. En el caso del módulo reconfigurable cada etapa se imple- 
menta en un EP, con lo cual el EP cuya tarea sea más costosa ralentiza el flujo de datos 
a través del cauce. Por tanto la división de un algoritmo en etapas debe ser equilibrada 
en coste temporal para evitar cuellos de botella.
Un algoritmo de visión artificial se divide en varias etapas, en función de su com­
plejidad. De esta manera varios algoritmos pueden tener varias etapas y las etapas, 
implementadas cada una en un EP, pueden tener diversos costes temporales. Además, 
estos costes temporales pueden ser variables en función de los datos suministrados y 
el resultado de operar con estos. Como conclusión, se tiene que la temporización del 
intercambio de datos no puede estar fijada, sino que se debe adaptar a la complejidad 
de las operaciones de cada EP y la dependencia temporal con el resultado de estas 
operaciones.
La principal idea va a ser definir un protocolo de intercambio de datos, y por tanto 
unas señales, que sean independientes de un algoritmo concreto. Un requisito básico 
de los EPs es que el tiempo de proceso en cada etapa puede no estar fijado a priori 
y depender de los datos que se estén procesando. Esto sugiere un protocolo asincrono 
de intercambio de datos con señales de envío /  reconocimiento de datos. Por otra 
el diseño de máquinas síncronas dentro de las FPGAs de cada EP tiene ventajas en 
cuanto a facilidad de diseño, comprobación y automatización en el proceso de diseño. 
En [Boe95] se puede encontrar un análisis detallado de las ventajas y desventajas de 
circuitos síncronos versus autotemporizados. En el caso del EP se ha optado por realizar 
un cauce segmentado síncrono, con un protocolo de intercambio de datos con señales 
de envío /  reconocimiento que también evolucionan síncronamente.
Cada EP evoluciona síncronamente con el reloj global del sistema. Idealmente, para 
que no haya una etapa que ralentice a las demás y evitar cuellos de botella, las diversas 
etapas de un algoritmo deben tener el mismo tiempo de proceso. Esto no es siempre 
posible debido a la diferente complejidad de cada etapa y los recursos necesarios para 
implementarla. La figura 4.1 muestra el flujo de datos a través de la arquitectura 
segmentada que se realiza con la máquina básica de estados que se muestra en la figura 
4.3.
La solución a estos requisitos de flexibilidad es utilizar un protocolo simple de inter­
cambio de datos basado en señales de envío/reconocimiento de dato. En el cronograma 
que aparece en la figura 4.2 se muestra la comunicación del elemento de proceso i-ésimo 
con la etapa anterior y posterior. En la figura, el EP i +  1 es el cuello de botella en el 
cauce de datos ya que a pesar de tener el EP i-ésimo el dato listo, el EP siguiente en el
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Cámara Log-polar Tarjeta de adquisición
Figura 4.1: Flujo de datos a través del cauce segmentado
cauce no lo acepta hasta procesar y entregar el dato anterior.
c l k  _
D ato_Iisto_i-l (I) _ 




Dato listo_i (O) 
Dato_recibido_i+I (IX-
O O O O O
El EP i+1 ralentiza el cauce t
Figura 4.2: Transmisión de datos a través del cauce segmentado
Para indicar el fin de una estructura de datos, que puede ser una imagen, y el inicio 
de la siguiente, el EP i-ésimo tiene una señal de entrada im gJ — 1 y una señal de salida 
im gji. Así por ejemplo, si im gd  — 1 vale 0 y en la siguiente validación de dato con 
Dato l is to  J  — 1 pasa a valer 1, esto indica que este nuevo dato es el primero de una 
nueva estructura de datos. El EP i-ésimo empieza a procesar esta nueva estructura de 
datos (o imagen) que como resultado dará una nueva estructura de datos (o imagen). 
Cuando se empiece a transmitir el primer byte de esta nueva estructura, se validará de 
nuevo con la señal D atoJistoJ  a la vez que cambiará el valor de la señal im gJ
Para la adquisición de las imágenes y transmisión de éstas al primer EP, se utiliza 
una tarjeta de adquisición de imágenes para bus PCI [Bla98]. Dicha tarjeta ha sido
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Dato_listo_i-l /  Dato_recibido_i
Procesado
listo_i
Figura 4.3: Máquina de estados para el intercambio de datos
CLK
Im g_i-1 (I)
D a to_ listo_ i-l (I)
D ato_recibido_i (O )
D ato_listo_i (O )
Figura 4.4: Transmisión de datos con cambio de estructura de datos
desarrollada en paralelo al módulo reconfigurable y tiene, además de la funcionalidad 
normal de una tarjeta de adquisición de imágenes, un conector con la misma interfase 
que los EPs para el flujo de datos. Finalmente la tarjeta también dispone de un conector 
por donde se reciben los datos resultado del procesado a través del cauce. La tarjeta 
de adquisición de imágenes se encarga de almacenar las imágenes o datos resultado en 
una zona de memoria accesible por el control de la plataforma móvil. El EP i-ésimo 
tiene la señales de intercambio de datos que se indican en la tabla 4.2.
Un esquema del funcionamiento de una máquina de estados, que implementa este 
protocolo de envío /  reconocimiento de datos para el EP i-ésimo, puede observarse en 
el grafo de la figura 4.3. El funcionamiento de esta máquina viene descrito en los pasos:
•  El EP i-ésimo espera que el EP anterior tenga un dato válido para procesar.
Dato_recibido_i
|ato_recibido_i
Dato_recibido \+\ /  Dato_fisto_i
Dato_recibido_i+l/ Dato














Dato válido en la salida del EP i-ésimo 
Dato capturado en la entrada del EP i-ésimo 
Indica cambio de estructura de salida 
Dato válido en la entrada del EP i-ésimo 
Dato capturado en la entrada del EP i+1 
Indica cambio de estructura de entrada
Tabla 4.2: Señales para intercambio de datos del EP i-ésimo
• El EP i — 1 ya ha terminado, tiene un dato listo, y activa la señal D atoJistoJ — 1.
•  El EP i-ésimo lo captura y advierte al EP i — 1 que ya lo ha capturado activando 
Dato .recibido jí
•  El EP i-ésimo procesa este dato junto con la información almacenada de otras 
imágenes previas y la imagen actual.
•  Cuando el EP i-ésimo termina de procesar este dato lo pone en su salida de datos, 
que es la entrada del EP i +  1, y la valida activando la señal D atoJistoJ.
•  Se mantiene el dato en el bus hasta que el EP i +  1 lo ha capturado, indicándolo 
activando la señal DatojrecibidoJ+1. Una vez ha ocurrido esto se vuelve al principio 
del ciclo.
En el caso en que sea preciso realizar una petición de más de un byte al EP i — 1 
simplemente se repite el proceso de espera de dato hasta tener los datos necesarios. 
Pueden haber casos en los cuales sea más eficiente transmitir sin el protocolo de envío 
/  reconocimiento un grupo de bytes ya procesados entre etapas del cauce, y una vez 
residan completamente en el EP, iniciar el procesado. Las señales de la tabla 4.2 también 
son útiles en este caso. Se diseñará el EP i-ésimo de manera que cuando se active la 
señal D atoJistoJ — 1 se reciban de forma síncrona el conjunto de bytes desde el EP i — 1. 
Esta imagen se almacena en memoria local, pudiéndose acceder de forma completa a 
toda la imagen.
4.3.2 El elem ento de proceso
A partir del protocolo que marca el flujo de datos en la arquitectura segmentada, y 
teniendo en cuenta la orientación (que no limitación) de la arquitectura a algoritmos 
diferenciales, es posible definir los requisitos del elemento de proceso.
• Los pixels de las imágenes log-polares están codificados en una escala de grises de 0 
a 255. El tamaño del bus de datos será por tanto de 8 bits.
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•  El EP tiene una FPGA que evolucionará síncronamente con el reloj global del sis­
tema.
•  El EP tiene una memoria local para poder almacenar una imagen log-polar completa 
y los resultados intermedios de las computaciones.
•  Para acelerar el cálculo de derivadas temporales, cada EP tiene una memoria de 
almacenamiento intermedio accesible por el EP siguiente. En esta memoria se al­
macena una imagen log-polar completa.
•  Para evitar conflictos de lectura y escritura simultáneas en el mismo banco, se tienen 
2 bancos de memoria. En uno la FPGA del EP i-ésimo está escribiendo la imagen 
actual (instante t) que le está suministrando al EP i +  1. En el otro banco está la 
imagen que se escribió en el instante t — 1 y que puede leer simultáneamente el EP 
i +  1.
• Para evitar contenciones de bus y, teniendo en cuenta que los datos fluyen en una 
sola dirección, las memorias de almacenamiento de imágenes intermedias son de 
doble puerto. En el puerto de la izquierda escribe la FPGA del EP i-ésimo y en el 
de la derecha lee el EP i +  1.
•  Para facilitar la programación de la FPGA del EP hay un bus de programación 
común a todos los EPs. A cada EP se le asigna una dirección física mediante 
interruptores que una pequeña PAL decodifica.
Para posibilitar que el EP i-ésimo acceda a la imagen almacenada en la memoria de 
doble puerto del EP i — 1, genera la dirección del dato al que quiere acceder median­
te la señal direcciónÁzdaJi\ 13..0]. Este bus de direcciones es compartido por ambas 
memorias. El EP selecciona la memoria de la que se quiere leer activando la señal de 
habilitación de salida O E JzdaJ[  1..0]. Para evitar que simultáneamente ambas memo­
rias vuelquen sus datos en el bus, provocando un cortocircuito, se ha tenido el cuidado 
de diseñar estas dos señales de habilitación de salida siendo una complementaria de la 
otra. De esta manera, incluso cuando se esté realizando un reset, siempre una salida de 
las dos memorias está en modo triestado. En estas memorias, el puerto de la derecha 
está siempre seleccionado en modo lectura, ya que en ese puerto sólo se va a leer.
Análogamente, en un EP, cuando la FPGA quiera escribir en su memoria de doble 
puerto, debe generar la dirección de escritura en el puerto de la izquierda. Activando 
la señal interna al EP C E  adecuada se selecciona la memoria donde se va a escribir. 
En este puerto solamente se va a escribir, por lo que está siempre seleccionado en modo 
escritura.
En la figura 4.5 se puede observar la estructura interna del EP i-ésimo. Se ha utiliza­
do una FPGA de la familia FLEX 8000 de Altera con 820 registros. Esta familia cum-
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pie con los requisitos de arquitectura híbrida y programación en el sistema (tecnología 
SRAM). Para realizar la programación se ha implementado un bus de programación 
con todas las señales en paralelo a todas las FPGAs. El proceso de programación se 































Figura 4.5: Elemento de proceso (EP) i-ésimo
Las memorias de doble puerto son de 16 Kbytes. De esta manera cabe una imagen 
log-polar completa en cada una de ellas. El puerto de la izquierda de las memorias de 
doble puerto está siempre en modo escritura con la señal R /W  siempre a nivel bajo. El 
bus de direcciones que entra en el puerto de la izquierda lo comparten ambas memorias. 
Mediante un flanco ascendente en la señal C E  se graba el dato de salida en la memoria 
adecuada. De esta manera, el EP siguiente tiene acceso a la imagen presente que le 
esté suministrando el EP previo del cauce, y a la imagen anterior almacenada en este 
mismo EP. Con esta sencillo cauce de datos se puede acceder en paralelo a la imagen 
del instante t y a la imagen del instante t — 1, facilitando el computo de diferencias 
temporales.
Para poder realizar este acceso, el puerto de la derecha de las memorias de doble 
puerto está siempre en modo lectura. El EP puede acceder a la memoria de doble 
puerto del EP de su izquierda para leer una imagen generando la dirección de 14 bits y 
activando la señal OE  adecuada.
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Esquema de configuración Acrónimo Fuente del programa
Serie activo AS EPROM de configuración serie de Altera
Paralelo activo AP EPROM paralela
Serie pasivo PS Fuente de datos serie
Paralelo pasivo síncrono PPS Controlador inteligente
Paralelo pasivo asincrono PPA Controlador inteligente
Tabla 4.3: Esquemas de configuración de la familia FLEX8000
La memoria local es de 32 Kbytes, siendo necesario el control de todas sus señales 
por parte de la FPGA para poder realizar accesos de lectura y escritura de datos 
intermedios.
Con este esquema se ha realizado un pequeño PCB que implementa un EP. El 
circuito impreso, para el que se han utilizado 2 planos de alimentación y 2 capas de 
trazado, se muestra a tamaño real en la figura 4.6.
Figura 4.6: Circuito impreso del elemento de proceso
4.3.3 P rogram ación  de las F P G A s
Hay diversos métodos de programación de las FPGAs de la familia FLEX8000 de Altera 
que se resumen en la tabla 4.3
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El requisito de que el propio robot sea capaz de seleccionar el algoritmo en el 
módulo reconfigurable, sin intervención humana, elimina los esquemas que necesitan 
una EPROM. Es necesario que un controlador inteligente (en este caso la tarjeta de 
adquisición de imágenes log-polares) genere las señales de programación de la FPGA. 
El robot indica a la tarjeta de adquisición el programa que debe suministrar a cada EP, 
para configurar de forma completa un algoritmo. Por cuestiones de flexibilidad se ha 
escogido el esquema asincrono PPA.
Para evitar realizar un conector de programación por EP se ha diseñado un bus 
común de programación de las FPGAs de los EPs. A cada EP se le asigna una dirección 
física mediante tres interruptores. Con esta opción de diseño se limita a 8 el número 
de etapas del cauce para poder realizar una implementación física de la arquitectura 
propuesta. La metodología expuesta en la presente tesis no tiene una limitación teórica 
en cuanto al número de etapas, pero por razones tecnológicas de propagación de las 
señales globales (fundamentalmente reloj), espacio y complejidad de los algoritmos, se 
ha considerado que 8 son un número máximo razonable de etapas. Los algoritmos 
diseñados en los capítulos 6 y 7 hacen uso de 3 etapas cada uno de ellos.
Al realizar la programación se pone la dirección del EP que se va a programar en las 
lineas A[2..0]. La PALCE16V8H simplemente hace de interfase entre el bus y la FPGA, 
habilitando la programación cuando la dirección del bus se corresponda con la direc­
ción fijada por los interruptores. Este circuito es una mera función combinacional de 
decodificación que ha sido diseñado utilizando PALASM, un lenguaje de programación 
de PALs. La figura 4.7 describe el conexionado de las señales del bus de programación 
con la PALCE16V8 y la FPGA.
Para programar la FPGA del EP en primer lugar la tarjeta de adquisición y pro­
gramación seleccionará en el bus A[2..0] la dirección del EP que se va a programar. La 
PAL comparará la dirección del bus con su propia dirección de la tarjeta. Si coincide 
pondrá la señal C S  a uno, habilitando el chip para programación.
Estando la dirección estable, la señal n W S  pasará a cero para hacer un reset de la 
FPGA. Cuando esta señal pase a uno se inicia el proceso de programación, indicándolo 
la FPGA poniendo la señal n S T A T U S  a uno y C O N FJD O N E  a cero. Con la señal 
n W S  se activan pulsos bajos de una amplitud mínima de 500 ns. En el flanco de subida 
de la señal n W S  se captura el dato presente en el bus de datos y la señal R D Y n B S Y  
cae indicando que la FPGA está ocupada señalizando el byte, (durando este pulso un 
máximo de 4//s). Cuando de nuevo la señal R D Y n B S Y  sube ya se puede activar otro 
pulso negativo en la señal n W S  y otro dato en el bus. Cuando el proceso acaba la 
FPGA activa la señal C O N FJD O N E  a uno. En la figura 4.8 se describe mediante un 
cronograma este proceso de programación. Los tiempos asociados a este cronograma se






















Figura 4.7: Esquema del bus de programación del EP
muestran en la tabla 4.4.
El tamaño del fichero describiendo las conexiones de la programación de la FPGA 
EPF8820 es de 16 Kbytes. La FPGA necesita como máximo 4 fis para señalizar los 
datos por byte. Teniendo en cuenta este tiempo y el resto de tiempos de establecimiento 
y mantenimiento necesarios en el protocolo de programación se obtiene que el tiempo 
de programación será de 75 m s como máximo por EP.
Es posible incluso realizar una programación parcial de una sola etapa manteniendo 
el resto de etapas del cauce funcionando. Es por esto que se ha utilizado el adjetivo
Símbolo Parámetro Min Max Unidades
tCF2WS nCONFIG alto hasta 1er flanco de nWS 5 / iS
tDSU SETUP del dato antes del flanco de nWS 50 ns
tDH Mantenimiento del dato después de nWS 0 ns
tCCSU Selección de circuito antes de nWS 50 ns
tWSP Ancho de pulso de nWS 500 ns
t\V2SB Tiempo desde nWS hasta RDYnBSY bajo 50 ns
tBUSY Ancho de pulso RDYnBSY bajo 4 f l S
tRDY2WS tiempo de flanco de RDYnBSY a nWS 50 ns
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Figura 4.8: Cronograma de programación pasivo paralelo asincrono del EP
reconfigurab le  para el módulo en lugar de p ro g ram ab le  a pesar de utilizarse lógica 
programable y no lo que se entiende comúnmente por lógica reconfigurable (dispositivos 
reprogramables parcialmente). El hecho de que se pueda reprograrnar cada etapa del 
cauce por separado emula la reprogramación parcial que se consigue en los dispositi­
vos reconfigurables. Sin embargo si una etapa del cauce está siendo reprogramada no 
atenderá al protocolo de intercambio de datos, paralizando de esta manera el cauce 
segmentado. En cualquier caso la ventaja que se obtendrá será la de que si hay etapas 
que son iguales en dos algoritmos, éstas no se tendrán que reprograrnar, acelerando 
la programación de un algoritmo. Un interesante análisis de de la reconfiguración en 
tiempo de ejecución RTR (Run-time reconfiguration) puede encontrarse en [Sch97].
4.4  C onclus iones
A partir de la definición del problema planteada en el capítulo 1, y del estado de la 
investigación revisada en los capítulos 2 y 3, se han planteado los requisitos que debe 
cumplir el módulo reconfigurable.
Para cumplir con los requisitos de tipo tecnológico, (reconfigurabilidad en el siste­
ma, complejidad de los EPs y prestaciones), se han utilizado FPGAs de arquitectura 
híbrida de la familia FLEX8000. Estos dispositivos lógicos programables son de tec­
nología SRAM, configurables en el sistema, y tienen una gran cantidad de registros y
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una arquitectura híbrida entre FPGAs y CPLDs. Dentro de la familia FLEX8000 se 
ha escogido el dispositivo FLEX8820QFP de 820 registros. Esta FPGA presenta un 
compromiso razonable entre prestaciones y precio.
Los requisitos a nivel de sistema, (alta velocidad en términos de imágenes por se­
gundo y sencillez de diseño de los algoritmos), se han abordado mediante la utilización 
de paralelismo temporal y espacial y mediante la utilización de imágenes log-polares. El 
paralelismo temporal se ha planteado mediante el diseño de un cauce segmentado donde 
cada etapa del algoritmo la realiza un EP. Dentro de cada EP existe la posibilidad de 
realizar paralelismo espacial, en función de la complejidad de la etapa y de los recursos 
disponibles en la FPGA.
El hecho de utilizar imágenes log-polares reduce la cantidad de datos a transmitir 
y procesar, permitiendo la utilización de pocos circuitos de almacenamiento y proce­
samiento. Además este formalismo simplifica algunos algoritmos de visión interesantes 
para la plataforma móvil.
La facilidad de diseño se ha planteado con la realización de un sólo protocolo de in­
tercambio de datos, junto con Una interfase de comunicación común a todas las etapas. 
El intercambio de datos no tiene fijada una temporización y permite un tiempo de pro­
ceso variable en cada etapa. La transmisión entre EPs puede ser de imágenes completas 
log-polares, o bien de estructuras de datos. Es necesaria una señal, que permutará cada 
vez que el dato que se esté transmitiendo pertenezca a una nueva estructura de datos.
Finalmente los requisitos a nivel de algoritmos de visión, (optimización del cauce 
para algoritmos diferenciales), se consiguen mediante la utilización de memoria en los 
EPs. Dos bancos de memoria de doble puerto en cada EP permiten la escritura de 
una imagen en uno de los circuitos mientras se esta leyendo la imagen anterior del otro 
circuito de memoria. La utilización del doble puerto acelera la transmisión de datos 
al ser el flujo de datos en una sola dirección, fijando el puerto izquierdo como de sólo 
escritura y el puerto derecho como de sólo lectura. Esta estructura permite un cálculo 
eficiente de derivadas temporales.
La diferenciación espacial se facilita mediante un almacenamiento local de la imagen, 
permitiendo de esta manera el calculo de derivadas espaciales (gradientes). Un ejemplo 
de esta capacidad se muestra en el capítulo 7, donde en una de las etapas se calcula el 
gradiente radial de las imágenes log-polares.
La señal de reloj global de los EPs vendrá limitada por la implementación física 
concreta. El hecho de utilizar FPGAs de grado 3 ha limitado el periodo de reloj global de 
las FPGAs a cerca de 28 MHz. De manera adicional se pretende automatizar del proceso 
de diseño de algoritmos en el módulo reconfigurable con lo que se ha evitado editar el 
emplazado y realizar el conexionado manualmente para mejorar caminos críticos. En
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cualquier caso el retraso más importante viene impuesto por las memorias cuyo tiempo 
acceso es de 25 ns para el caso de la memoria local, y de 35 ns para la memoria de 
doble puerto. De esta manera el reloj global del sistema se ha fijado a 60 ns.
A partir del diseño del cauce segmentado con los elementos de proceso reconfigu- 
rables, se ha de definir una metodología de diseño a modo de manual del usuario. 
Con esta metodología se facilitará el diseño de algoritmos dentro de la arquitectura 
reconfigurable.
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Capítulo 5
M etodología de diseño para el 
m ódulo reconfigurable
5.1 Introducción
El módulo reconfigurable ha quedado definido en el capítulo 4 como un cauce segmen­
tado en el que cada EP realiza una etapa del cauce. La utilización de las memorias 
de doble puerto como memorias de almacenamiento intermedio facilita la diferencia­
ción temporal. De la misma manera, la utilización de una memoria local que almacena 
una imagen completa, permite la realización de la diferenciación espacial y operaciones 
globales.
La visión del módulo reconfigurable como un módulo acelerador hardware de los 
algoritmos de visión es restringida, y limita la potencialidad de la arquitectura desarro­
llada. En realidad, el módulo reconfigurable está conectado a un host, en el cual hay un 
procesador ejecutando el software de control de los sensores y actuadores que componen 
la plataforma móvil. El estudio de la arquitectura de capas del robot móvil no es objeto 
del presente trabajo de investigación, pero la interacción del software con el hardware 
específico si que puede ayudar a optimizar los algoritmos de visión a implementar.
En las siguientes secciones se presenta la plataforma móvil como un sistema empo­
trado. De esta manera pueden aplicarse en el diseño de algoritmos de visión artificial, 
técnicas de codiseño y cosíntesis que optimicen la utilización de recursos, y aceleren 
la generación del código de programación de las FPGAs. A partir de esta abstracción 
se sugiere la utilización de una metodología global de codiseño binario en plataformas 
móviles, línea de trabajo que será retomada en el futuro.
Finalmente, y basándose en la arquitectura propuesta, se definirá una metodología
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de diseño para implementar algoritmos de procesado de imágenes diferenciales para 
navegación de plataformas móviles Esta metodología será utilizada en las secciones 6 y 
7 para diseñar dos algoritmos, interesantes para la plataforma móvil, en la arquitectura 
propuesta.
5.2 L a  p la ta fo rm a  m óvil com o u n  s is te m a  e m p o tra ­
do
Un sistema em p o tra d o  o embedded system es un sistema que tiene como tarea enco­
mendada el control de algún tipo de máquina. El término empotrado hace referencia 
a que este sistema es a su vez una parte de una sistema mayor, donde realiza alguna 
tarea de control [Mic94].
Un sistema empotrado mixto es aquel en el que, además de un procesador de 
propósito general, se tiene un hardware específicamente diseñado. Un ejemplo de un 





Figura 5.1: Esquema básico de un sistema empotrado mixto
Los sensores, que en el caso de la plataforma móvil son el sensor foveal y sensores de 
ultrasonidos, extraen información del entorno. El sistema compuesto por el hardware 
específico y el software accionará los actuadores, que en este caso serán los motores de 
ambas ruedas. Un sistema empotrado como el de la figura 5.1 es un típico ejemplo donde 
puede ser útil la aplicación de técnicas de codiseño, cosim ulación y cosíntesis.
Una definición de codiseño puede ser la siguiente [Knu95]:
Codiseño es la metodología mediante la cual, a partir de la funcionalidad requerida 
para un sistema, se derivan las tareas que el sistema debe realizar, se definen las diversas 
partes de las cuales constará el sistema, y se asignan las tareas a las diferentes partes 
del sistema de manera simultánea.
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A partir de la definición anterior se puede deducir el significado de cosimulación 
y cosíntesis. Por cosimulación se entenderá el proceso en el cual se simula de forma 
conjunta el sistema previamente a la asignación software-hardware, y la cosíntesis será 
la generación simultánea del hardware y del software del sistema.
Definir un sistema basado en computador de la manera habitual, es un proceso con 
lazos de rediseño que lo pueden hacer muy lento y costoso para sistemas complejos, 
tal como se muestra en la figura 5.2. A partir de las especificaciones que debe cumplir 
el sistema, el ingeniero decide qué partes se implementarán por software y qué otras 
partes por hardware. Es entonces cuando se escogen los componentes hardware y/o se 
diseña el hardware específico necesario. Una vez realizado esto se diseña el software y 
sólo entonces se puede simular y comprobar si el diseño cumple con la funcionalidad 
propuesta. De hecho puede ocurrir que los resultados no sean los previstos, obligando 
a un rediseño del sistema, que puede llegar a ser total.
Descripción del sistema Implementación del sistemaSelección de componentes 
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Figura 5.2: El ciclo de diseño clásico
La aproximación de codiseño estructurado intenta posponer la decisión sobre la dis­
tribución de tareas en el sistema hasta la fase de implementación [IJ95]. Esto se puede 
realizar describiendo la funcionalidad del sistema con un lenguaje de alto nivel indepen­
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diente del sistema como puede ser VHDL o ADA. De hecho a partir de aproximaciones 
al codiseño desde ambos lenguajes se están desarrollando metodologías que ponen al 
descubierto su similitud [MP98].
Se puede verificar la correcta funcionalidad del sistema usando métodos formales de 
cosimulación en esta etapa inicial. Una vez comprobado que la descripción verbal se 
ajusta a la descripción formal se utilizan técnicas de transformación formales de síntesis 
que mantienen la correcta funcionalidad del sistema (cosíntesis). De esta manera se 
evitan muchos lazos de rediseño.
Resolver este problema para un sistema genérico es hoy por hoy inabordable a pesar 
de que se restrinjan las arquitecturas y se optimice por ejemplo sólo el coste. Sin 
embargo, en algún caso particular, como el de los sistemas reactivos empotrados1, se 
han desarrollado herramientas de codiseño, cosimulación [KL92] y cosíntesis [BCE+97].
Con el entorno POLIS se aborda la cosíntesis binaria de sistemas reactivos descri­
tos en el lenguaje ESTEREL [Ber97]. La cosíntesis binaria reduce la complejidad del 
problema genérico de cosíntesis mediante una arquitectura más simple, con un módulo 
de hardware específico comunicado con un procesador estándar mediante un interfase, 
tal como muestra la figura 5.3.
Procesador Hardware específicoCanal de comunicación
Figura 5.3: Arquitectura del codiseño binario clásico
Observando la arquitectura binaria de la figura 5.3 se pueden observar las similitudes 
con la arquitectura de la plataforma móvil. El hardware específico sería el módulo 
reconfigurable, y el canal de comunicación con el procesador que gobierna el robot sería 
la memoria compartida.
Desde este punto de vista es posible afrontar el diseño de un algoritmo de visión 
artificial como un problema de codiseño binario. En este caso, y ya con la arquitectura 
del módulo de proceso definida, hay que estudiar para cada algoritmo particular, qué 
tareas realizará el módulo reconfigurable, y qué tareas realizará la etapa software.
1Un sistema reactivo es aquel cuyo comportamiento viene unívoca y directamente determinada por 
los estímulos externos
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5.3 Descripción y diseño de los algoritmos
Tal como se ha indicado anteriormente, sería deseable realizar una descripción global 
de los algoritmos propuestos con un lenguaje independiente del sistema. VHDL es un 
lenguaje que soporta concurrencia y paralelismo de forma natural [IEE93], pudiendo 
ser utilizado para la descripción de los algoritmos de visión artificial.
El diseño de las herramientas de codiseño y cosíntesis binaria que, a partir de la des­
cripción de los algoritmos en VHDL, generen el código de programación de las FPGAs 
y el código del procesador estándar, queda para un trabajo futuro de investigación. En 
este trabajo se indica qué tareas deberá realizar el módulo reconfigurable y que tareas 
quedan para el procesador. A partir de aquí se indican las líneas a seguir para generar 
el código VHDL para las FPGAs.
Un algoritmo de visión artificial F , implementable en diversas etapas sin realimen­
taciones, puede abstraerse como una función que opera con elementos de L, donde L  es 
el conjunto de las imágenes log-polares posibles. Como resultado se puede obtener una 
nueva imagen log-polar transformada o una estructura de datos del conjunto D. Esta 
función F  se puede a su vez descomponer en funciones más simples, que operarán de 
manera encadenada sobre las imágenes resultado de las funciones anteriores, tal como 
se muestra en la figura 5.4.
F
F ~ F  F
L  l— L  2- ~ L   D
< Diferenciales
Salida imagen No diferenciales
-p /  Operadores globales
i X
Salida datos complejos
Figura 5.4: Descomposición y clasificación de los algoritmos por etapas de visión arti­
ficial
A partir de esta estructura se pueden clasificar las subfunciones Ft- teniendo en cuen­
ta  en primer lugar si el resultado es una imagen o un conjunto de datos. Las funciones 
cuya salida es una imagen pueden a su vez clasificarse en función de la localidad de las 
operaciones. Si para obtener un punto resultado solamente intervienen puntos vecinos 
(en el espacio y en el tiempo) la función se considerará local. Si por el contrario, para 
un punto resultado intervienen cantidades extraídas globalmente de toda la imagen, la
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función se considerará global. Dentro de las funciones con operadores locales aparecen 
las funciones diferenciales, tanto en el espacio como en el tiempo.
El módulo reconfigurable puede realizar a priori cualquier algoritmo de visión arti­
ficial de la clasificación propuesta. La escalabilidad de la arquitectura, combinada con 
la comunicación con el procesador estándar, suministran flexibilidad y capacidad de 
computación para abordar los algoritmos de visión artificial propuestos.
La comunicación y procesado byte a byte es eficiente cuando existe alguna etapa 
diferencial. Es entonces cuando se obtiene el máximo rendimiento del cauce segmentado 
ya que simultáneamente se produce la transmisión y cálculo en los EPs. Esto se verá 
con más detalle en los algoritmos ejemplo que se han diseñado en los capítulos 6 y 
7. En este tipo de algoritmos cada subfunción diferencial será implementada por un 
EP o etapa del cauce segmentado. Quedará para el procesador estándar una última 
posible etapa de cálculos globales a partir de la última imagen procesada. De esta 
manera quedan asignadas al módulo reconfigurable (partición hardware) las funciones 
locales diferenciales y al procesador estándar (partición software) la última etapa de 
operaciones globales (si la hay).
Cuando se tra ta  de operadores locales no diferenciales, dependerá del problema 
concreto y de la implementación concreta la optimización de la partición hardware- 
software.
Con estas consideraciones, y dejando como línea abierta para trabajo futuro el 
codiseño binario en la arquitectura reconfigurable en el caso más global, se plantea la 
metodología de diseño en las etapas del cauce reconfigurable.
5.3.1 Descripción de las etapas y  flujo de información
Un algoritmo genérico se descompondrá en funciones simples, de manera que cada fun­
ción se podrá implementar en un EP. La descripción de la funcionalidad de los EPs se 
realizará mediante el lenguaje VHDL. El lenguaje VHDL es un lenguaje estándar de 
descripción del hardware orientado a modelado y simulación. La ventaja de utilizar un 
lenguaje de descripción del hardware es la portabilidad entre herramientas de síntesis 
lógica. A pesar de ser un lenguaje de gran complejidad, es posible utilizar un subcon- 
junto bastante grande de instrucciones y estructuras con el fin de sintetizar hardware 
en lógica programable [Ska96] [GS95] [Sca97].
Cada etapa del cauce implementará la máquina de estados de la figura 4.3 para 
realizar la transmisión/recepción de datos. Las operaciones incluidas en el procesado 
de los datos no deben ser excesivamente complejas, para no incluir caminos de datos 
que ralenticen la frecuencia de reloj de la máquina. La velocidad de las memorias de
5.3 Descripción y  diseño de los algoritmos 65
doble puerto de los EPs (35 ns de tiempo de acceso), el reloj de la tarjeta de adquisición 
(30 ns), y pruebas de compilación en las FPGAs que generaban máquinas de estados 
con 40ns de ciclo de reloj, han hecho elegir la frecuencia de reloj como la mitad de 
la frecuencia de la tarjeta de adquisición, fijando un periodo de 60 ns. Sería posible 
realizar una edición del emplazado y del rutado para intentar optimizar el conexionado 
y por tanto la velocidad de las FPGAs. Esta edición a bajo nivel del código generado 
por el compilador podría aumentar las prestaciones del sistema, pero iría en contra 
del objetivo final de automatización del proceso de diseño de algoritmos en el módulo 
reconfigurable
El código VHDL, básicamente comportamental, de los dos algoritmos que se han 
diseñado en los capítulos 6 y 7, se muestra en el apéndice B.
La máquina de estados de las etapas vendría a ser un P R O C E S S  de las señales 
R E  S E T  y C L K  con un estado inicial donde se entraría al realizar el R E  S E T  y del que 
no se saldría hasta que el EP anterior suministre el primer dato. Esta funcionalidad se 




IF reset=,l> THEN estado<=Sini;
ELSIF (clk’event AND clk=,l,> THEN 
CASE estado IS
WHEN Sini => — Inicializaciones previas.
IF data_readyO=’1’ THEN data_receivedl<=’1’; estado<=S0;
ELSE data_receivedl<=,0 ’; estado<=Sini;
Cuando el EP anterior valida el anterior dato éste se captura y se pasa al siguiente 
estado donde se inicia el procesado. Al terminar el procesado se suministra el dato 
al siguiente EP del cauce y la máquina queda paralizada hasta que el siguiente EP 
reconoce haberlo recibido. Es entonces cuando se pasa a esperar el siguiente dato y se 
cierra el bucle.
WHEN Si => — Se ha terminado de procesar el dato.
— Se espera a que el siguiente EP lo capture.
IF data_received2=J1’ THEN estado<=Si+l; data_readyl<=,0 ’;
ELSE estado<=Si; data_readyl<=>1’;
END IF;
WHEN Si+1 => — Se espera siguiente dato listo.
IF data_ready=’1’ THEN estado<=S0; data_receivedl<=’1’;
ELSE estado<=Si+l; data_receivedl<=’0 ’;
END IF;
El número de ciclos de cada etapa del cauce debe estar equilibrado ya que la etapa 
más lenta será la que marque la velocidad de salida de datos en el cauce segmentado.
Siguiendo esta sencilla metodología y tratando de realizar el mayor número de ac­
ciones en paralelo para disminuir el número de ciclos, se han diseñado dos algoritmos 
útiles para navegación robótica que se describen en los siguientes capítulos.
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5.3 .2  C álculo  diferencial tem poral y  espacial
Cuando la entrada y la salida de un EP son imágenes log-polares, se puede sistematizar 
de una manera sencilla el cálculo de de derivadas temporales. Sea /  una función parte 
de un algoritmo de procesamiento de imágenes. Dicha función tiene como entradas las 
imágenes log-polares l{t) y l{t — 1), imágenes tomadas en los respectivos instantes de 
tiempo. Sea Sij(t) el punto resultado de aplicar dicha función para obtener el punto de 
las coordenadas (i,j) .
Sij(t) será función de los puntos de un entorno de a¿j (t) y de un entorno de a¿j(í — 1). 
Cuando aparece una dependencia temporal y Slj (t) es función de al3 {t — 1) hay que 
realizar una diferenciación temporal de las imágenes. Se utilizan las memorias de doble 
puerto para almacenar de forma completa una imagen. En la figura 5.5 se puede 
observar como el EP n-ésimo accede a la imagen t — 1 almacenada en el banco inferior 
del EP n — 1. Simultáneamente el EP n — 1 almacena la imagen que está procesando 
en el banco de arriba y se la suministra directamente al EP n-ésimo.
Con la transmisión de datos a nivel de byte se utilizará, además de las señales 
datoJisto  y dato-recibido, la señal img para señalar el cambio de imagen. De esta 
manera, si para la imagen que se esta transmitiendo img vale 0, cuando se transmita 
la siguiente imagen img valdrá 1. El valor de la señal img debe ser el correcto cuando 













EPn-1 EP n EPn+I
Figura 5.5: Ejemplo en el que el EP n-ésimo calcula la primera derivada temporal
Si el elemento Sij(t) depende de n puntos de la imagen presente, entonces con la 
transmisión/procesado a nivel de byte, a la vez que un EP recibe los datos del EP 
anterior los almacena en memoria local. De esta manera cuando ya ha recibido la parte 
de la imagen necesaria, puede calcular el elemento Sij(t) y transmitirlo al EP siguiente.
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Esta metodología es especialmente útil si se quiere realizar una diferenciación espa­
cial sobre la imagen que se esta recibiendo. Un ejemplo es el cálculo de gradientes, caso 
que se ejemplifica en el capítulo 7.
5.4 Conclusiones
A partir del diseño del módulo reconfigurable se hace necesario establecer una guía 
de diseño de algoritmos de visión artificial bajo la arquitectura propuesta. La combi­
nación del hardware específico del módulo reconfigurable, con el procesador estándar 
que gobierna la plataforma móvil, hace plantearse de qué manera se pueden dividir las 
tareas de los algoritmos de visión de manera eficiente entre ambas partes. Este es un 
típico problema de codiseño binario del sistema empotrado en el que se pueden aplicar 
técnicas de codiseño para optimizar la parte que implementará la partición hardware, 
y la parte que implementará la partición software.
El problema del codiseño, cosimulación y cosíntesis es un problema extremadamente 
complejo. Aún acotándolo a la síntesis binaria de un elemento hardware y un elemento 
software, sólo con grandes restricciones se puede plantear un codiseño binario práctico. 
En el caso del problema abordado por el presente trabajo de investigación, los aspectos 
de codiseño ligados a la implementación de algoritmos genéricos útiles para navegación 
robótica, se han dejado para posteriores trabajos de investigación.
La definición de la arquitectura realizada en el capítulo 4 y las restricciones a los 
algoritmos de visión artificial que van a ser útiles, plantean la realización de la parti­
ción hardware/software a priori, sin temor a una gran pérdida de eficiencia. Se han 
implementado en el módulo reconfigurable (partición hardware) las etapas con opera­
dores locales, tanto espaciales como temporales. Queda para el procesador estándar 
(partición software) el análisis global de las imágenes ya procesadas por el cauce seg­
mentado, y la posterior extracción de parámetros globales de relieve en la navegación 
de la plataforma.
En las siguientes secciones se plantea el diseño de dos algoritmos, útiles para nave­
gación robótica, siguiendo esta metodología de trabajo.
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Capítulo 6
Diseño del algoritmo de detección  
de m ovim iento
6.1 Introducción
Dentro del amplio rango de algoritmos interesantes para una plataforma autónoma 
móvil es interesante la detección de objetos en movimiento. Una plataforma móvil 
debe ser capaz de detectar el movimiento de otros objetos de su entorno para planificar 
su trayectoria y evitar choques.
Este problema, que se reduce al problema clásico de detección de objetos móviles si 
la plataforma permanece estática y con la posición de la cámara fijada, es un problema 
complejo cuando el vehículo tiene movimiento propio. Descartar el desplazamiento en 
las imágenes debido al movimiento propio, y aislar el desplazamiento de las imágenes 
debido a movimientos externos, es una tarea con un gran coste computacional. Una 
manera de afrontar este problema consiste en calcular el flujo óptico de las imágenes y 
posteriormente, a partir del mapa de vectores obtenido, realizar una segmentación de 
la imagen. De esta manera, y eliminando de la imagen la componente debida al movi­
miento propio, se pueden identificar grupos de vectores paralelos e identificar objetos.
La elegante aproximación de cálculo de flujo óptico y posterior segmentación de la 
imagen, es muy costosa computacionalmente y requiere una gran cantidad de recursos 
para poder implementarla en tiempo real [BB95]. De la misma manera, la opción de 
extracción de puntos relevantes y posterior encaje de éstos también tiene los problemas 
de alto coste computacional y dependencia del problema, tal como se ha justificado en 
el capítulo 3.
Como opción alternativa se han estudiado algoritmos diferenciales de detección de
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movimiento, que una vez adaptados al formalismo log-polar, ofrezcan unas buenas pres­
taciones. Siguiendo la metodología de diseño expuesta en el capítulo 5 se ha diseñado 
el algoritmo en el módulo reconfigurable que se expone a continuación.
6.2 El algoritmo original en coordenadas cartesia­
nas
Chen y Nandhakumar demuestran en [CN93] unas interesantes propiedades que cum­
plen los bordes de los objetos en movimiento en las secuencias de imágenes que cumplen 
una serie de condiciones. El planteamiento dice así:
Sea E (x ,y ,t )  una secuencia de imágenes que varían con el tiempo, T(E) la proyec­
ción de la superficie E en el plano de proyección II, y 6T(E) los puntos del borde de
T(E). Los supuestos para el algoritmo son:
1. E  és lineal a tramos respecto a x e y en cualquier punto que pertenezca a la
proyección de una superficie en el plano imagen. Esto significa que:
d2E  d2E  ■
dx2 ~ dy2 ( )
en todos los puntos de T(E) — d T (E).
2. El movimiento de la escena es suave respecto al tiempo, lo cual significa que Vx, y G
T(E)
—  =  ^ = 0  (62)
di2 di2 K ’
Con estos supuestos y cumpliéndose la ecuación del flujo óptico para la secuencia 
E (x ,y ,t )
dE  dE  dE  
Vx^  + Vy^  + ~ d i ~  (l )
Se demuestra que Vx, y G  T(E) — dT (E)
d2E
dt2
=  0 (6.4)
Es decir, la derivada segunda temporal será nula en los puntos de la imagen que 
pertenecen a la superficie del objeto, siendo distinta de cero en los puntos de los bordes.
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Cabe hacer notar que siempre que se cumpla la suavidad en el movimiento y en los tonos 
de gris de la imagen la derivada segunda será distinta de cero sólo en los bordes de la 
imagen. La variación de la imagen debida a que la cámara se mueve queda totalmente 
eliminada detectándose sólo el movimiento propio del objeto.
El supuesto de suavidad en la imagen no es tan restrictivo como pudiera parecer. De 
hecho, en imágenes de entornos interiores, compuestos fundamentalmente por objetos 
hechos por el hombre, y bajo iluminación difusa, es un modelo razonable. En cualquier 
caso, puede conseguirse de forma aproximada aplicando un filtro pasa-baja. El supuesto 
de linealidad en el movimiento de la cámara se puede conseguir también de forma 
aproximada en tres imágenes consecutivas, si las imágenes se toman muy rápidamente. 
Esta aproximación ha mostrado ser muy útil por la simplicidad de las computaciones a 
realizar y ha sido aplicada a la detección de vehículos móviles desde imágenes aéreas.
6.3 Adaptación al formalismo log-polar
Partiendo de estos resultados, y como parte de este trabajo de investigación, se ha 
desarrollado el algoritmo log-polar de detección de movimiento que a continuación se 
describe y cuyos resultados teóricos han sido publicados. En [BDPP97b] se plantea el 
desarrollo en el formalismo log-polar puro, y en [BDPP97a] se adapta al sensor log-polar 
CMOS, con la transformación particularizada a la fóvea y a la retina.
En este caso la secuencia de imágenes que varían con el tiempo sería E(£, 0, £), y las 
condiciones en el plano retínico equivalentes a las cartesianas serán:
1. Suavidad con respecto a £ y 9 en cualquier punto que pertenezca a la proyección 
de una superficie en el plano imagen. Es decir:
d2E  d2E  n x
a f2 ~  de2  ^ ^
2. El movimiento debe cumplir la condición de suavidad V (£,8) € T(£):
d2? <PS *
di2 “  di2 “   ^ ^
Utilizando la ecuación de transformación del sensor log-polar (3.1) tanto para la 
fóvea como para la retina y la ecuación de Horn (6.3), se puede calcular la ecuación 
equivalente log-polar:
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Bajo estas condiciones, se cumple que V£, 9 G T(E) — d T (E)
d2E
dt2 =  0 (6.8)
La equivalencia es total al ser el plano cortical equivalente al plano cartesiano. Sim­
plemente queda interpretar la equivalencia de las condiciones del teorema a supuestos 
log-polares. La condición de suavidad en la imagen se resolverá de nuevo aplicando un 
suavizado, en este caso en el plano log-polar.
La condición más interesante es la que se refleja en el movimiento descrito en la 
ecuación (6.6). Si se quiere averiguar qué tipo de movimiento puede realizar la cámara, 
de tal modo que quede automáticamente descartado por el algoritmo, no hay mas que 
resolver la ecuación 6.6. Para ello utilizaremos la ecuación de transformación del sensor 
log-polar 3.1, obteniendo las ecuaciones diferenciales:
(x x  +  y y)2 = (x 2 +  y2) (x 2 +  y2 +  xx  -I- y y) para la fóvea
< (x x  +  yy) (2xx +  2yy) — (x 2 +  y2) (x 2 +  y2 +  xx  +  yy) para la retina (6.9)
(x y  — yx) (2xx +  2yy) = (x 2 +  y2) (xy — yx) para ambas zonas
Se puede comprobar que las soluciones generales a (6.9) para la retina y la fóvea
son respectivamente:
x  =  Aeb+Vt eos (6 o +  ut) 
y = Aeb+Vt sin(0o -1- ut)
Estas ecuaciones representan espirales exponenciales y lineales donde A , 6, v, 0o,u  y 
rQ son constantes. La constante u  se interpreta como una velocidad angular constante. 
La otra velocidad se puede interpretar como una velocidad de translación de la cámara. 
f'o y son constantes relacionadas con la posición inicial
En el caso de la componente angular se concluye que un movimiento de auto-rotación 
sobre el eje óptico, con una velocidad angular constante se incluye como un movimiento 
automáticamente no detectable por el algoritmo. Sin embargo, relacionar el movimiento 
de traslación que aparece en la fóvea y en la retina, con un movimiento de la cámara 
que sea útil que no detecte el robot no es tan inmediato.
En la figura 3.5 se observa como crece la imagen de un objeto que se aproxima a la 
cámara, r =  /  j  donde r ' es el tamaño del objeto, /  es la distancia focal de la cámara, 
z es la distancia desde el objeto al punto focal y r  es la imagen en el plano focal.
x = (ro + vt) cos(0o +  wt) 
V =  (rQ +  vt) sin (0O +  ut)
(6.10)
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Si se asume una translación lineal de la cámara a lo largo de la dirección del eje 
óptico, el parámetro z decrecerá linealmente como 2: =  — vtt. Del modelo de la figura
3.5 se obtiene:
r'
r =  / --------   (6.11)
2 o  -  Vt t
Donde vt es la velocidad de traslación a lo largo de la dirección del eje óptico. 
En el capítulo 8 se analiza el error introducido en este algoritmo cuando el eje óptico 
no coincide exactamente con la dirección de movimiento. La dependencia radial es 
exponencial para la solución de la retina y lineal para la fóvea. Si se compara este 
resultado con la aproximación lineal de un objeto expresada en la ecuación (6.11), se 
observa que estas cantidades son muy similares. De hecho, normalizando y desarrollando 
la solución para la retina (6.10) en serie de Taylor alrededor del origen, los polinomios 
son muy similares.
i i ;  = £ ” on!z" = l +  * + 2z2 + 
e1 =  £ “=0 *" =  1 + 1  +  i 2 +  .. (6-12)
Para la fóvea esta aproximación es correcta inicialmente. La diferencia aparece 
en la retina el término de tercer orden. El supuesto realizado por la transformación 
log-polar propuesta consiste en considerar que el crecimiento del objeto en el plano 
retínico (o plano imagen), corresponde a la solución de (6.9), para la retina y la fóvea. 
Esta aproximación es suficientemente válida tal como se muestra teóricamente en el 
capítulo 8, y se comprueba en los resultados experimentales del capítulo 9. En cualquier 
caso, esta aproximación se podría anular forzando un movimiento del robot que siga la
ecuación (6.10). Planificar la realización de movimientos particulares para que el robot
tenga una percepción del entorno más precisa es una tarea que se abordará en otros 
trabajos de investigación.
Como conclusión, la adaptación del algoritmo diferencial cartesiano a coordenadas 
log-polares permite descartar, de manera automática, el desplazamiento en la imagen 
debido a:
1. Auto-rotaciones de la imagen alrededor del eje óptico.
2. Desplazamiento de la cámara en la dirección del eje óptico.
El segundo caso es realmente muy útil, ya que simplemente orientando la cámara log- 
polar en la dirección de movimiento, se podrá detectar movimiento independientemente 
del movimiento propio de la plataforma móvil. El desplazamiento de los objetos en 
la imagen (crecimiento/decrecimiento) debido a la traslación de la cámara quedará 
automáticamente descartado. Esta orientación se podrá conseguir sin problemas de
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modo aproximado al tener la plataforma móvil una la cámara montada en una cabeza 
orientable.
Cabe finalmente hacer notar que en realidad no bastará con comprobar aquellos 
puntos de la imagen log-polar en los que la segunda derivada temporal es distinta de 
cero. El hecho de que no se cumplan de forma absoluta ambas condiciones de suavidad 
expresadas en (6.5) y (6.6) y la aproximación (6.12) , hacen que la condición (6.8) no 
se cumpla de forma exacta. Habrá que aplicar un margen umbral, de manera que si la 
derivada segunda temporal sale fuera de este margen, el punto será seleccionado como 
poseedor de movimiento propio independiente del movimiento de la cámara.
El supuesto de linealidad en el movimiento de la cámara se podrá conseguir con 3 
imágenes consecutivas suficientemente próximas en un desplazamiento lineal. En las 
experiencias del capítulo 9 la plataforma móvil se ha fijado con una velocidad constante 
rectilínea para que este supuesto sea cierto.
Ya sólo queda encajar este algoritmo diferencial de visión artificial dentro de la 
arquitectura del módulo reconfigurable mediante la metodología propuesta. Para ello 
se han diseñado las etapas del cauce que se presentan a continuación.
6.4 Etapas en el cauce reconfigurable
El algoritmo anteriormente descrito presenta una gran utilidad a priori para una pla­
taforma móvil. Simplemente orientando la cámara en la dirección de movimiento se 
descarta el desplazamiento en las imágenes debido a la auto-translación. En este caso 
el formalismo log-polar, además de reducir la cantidad de datos a procesar, plantea una 
interesante aplicación del algoritmo. La geometría radial del sensor permite que, en el 
caso de que él movimiento sea a través del eje óptico, se simplifiquen los cálculos. La 
escala exponencial y lineal se puede aproximar a la solución del crecimiento en plano 
imagen debido al desplazamiento a lo largo de el eje óptico.
El algoritmo de detección de movimiento se puede desglosar en las siguientes etapas:
1. Adquisición de las imágenes E (f, 0 ,í).
2. Filtrado de la imagen para realizar un suavizado.
3. Cálculo de la primera derivada temporal.
4. Cálculo de la segunda derivada temporal a partir de la etapa anterior y binarización.
Todas las etapas tienen como entrada y salida una imagen log-polar. Además, este 
algoritmo es totalmente implementable en la partición hardware, dejando el procesador 
dedicado a otras tareas de la plataforma móvil. No hay ninguna operación global, las
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etapas realizan operaciones locales (convolución), o diferenciales (derivadas temporales). 
Quedaría para el procesador la interpretación de la imagen binarizada agrupando puntos 
cercanos en objetos, y tras un seguimiento de varias imágenes y conociendo la posición 
propia, planificar las modificaciones a la trayectoria.
Nótese que se efectuará el cálculo de la segunda derivada temporal a partir del cálculo 
de la primera derivada. De esta manera se realiza un mejor ajuste en la arquitectura 
propuesta y se aprovecha al máximo el paralelismo temporal del cauce segmentado.
6.4.1 Etapa de suavizado de la imagen
En esta etapa la entrada al EP será un byte de la imagen log-polar tomada por la tarjeta 
de adquisición y la salida una imagen log-polar suavizada. Existen diversos métodos 
para realizar un suavizado de la imagen y eliminar picos o funciones escalón. Por 
simplicidad de las computaciones se ha escogido la aplicación de una simple máscara 
unitaria de convolución.
Es una elección comúnmente aceptada tomar una máscara cuadrada, con un tamaño 
mínimo de 3x3 y con coeficientes gaussianos [Can96]. Para simplificar las computaciones 
y acelerar el cálculo se va a realizar una convolución con coeficientes unitarios. De esta 
manera sólo se tendrá que sumar el valor de gris de 6 pixels vecinos. Así se evita la 
implementación de multiplicadores, que ocuparían una gran cantidad de celdas lógicas 
y habría que segmentar entre varios EPs para aumentar su rapidez.
En la figura 6.1 se muestra la solución adoptada. Se ha implementado un registro 
de desplazamiento de 128 bytes (el tamaño de una fila log-polar) con la memoria local. 
Dentro de la FPGA se realiza un desplazamiento a lo largo de 3 bytes, de manera que 
cuando llega un nuevo byte suministrado por la cámara el que sale de la FPGA se guarda 
en memoria local. Análogamente hay otra secuencia de 3 registros que recuperan los 3 
bytes correspondientes de la fila anterior, simplemente accediendo a memoria local. Este 
acceso a la fila que se ha recibido con anterioridad es posible, porque con la memoria 
local se ha implementado un registro de desplazamiento de 125 bytes, que sumado a los 
3 de la FPGA completan una fila.
Teniendo en cuenta que el valor máximo de un byte suministrados por la cámara es 
de 255 en la escala de grises (punto totalmente blanco), el valor máximo que se puede 
alcanzar como resultado de la suma es de 255 * 6 =  1.530. Para almacenar este valor 
binario son necesarios 11 bits, con los que se puede codificar hasta 2.048 valores en la 
escala de gris.
Para evitar tener que dividir por 6 el valor resultado de la suma y tener que imple- 
mentar un divisor, circuito que ocuparía muchas celdas lógicas, se trunca el resultado
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Figura 6.1: Esquema del flujo de datos en el EP que realiza el suavizado
de 11 bits seleccionando los 7 bits más significativos y desechando los 4 menos signi­
ficativos. Esto es equivalente a realizar una división entera por 16 en lugar de dividir 
por 6 que sería el valor exacto.
Se han seleccionado los 7 bits más significativos, en vez de seleccionar 8 y realizar 
una división por 8 que sería más aproximado a 6, porque se pretende que el resultado 
de 7 bits sea una representación en complemento a 2. Este resultado, al tener el bit 
más significativo siempre a cero, será siempre positivo.
Este re-escalado para dejar el resultado de la convolucióri como un número positivo 
de 7 bits, es necesario porque la siguiente etapa operará con estos valores y el resultado 
podrá ser negativo, obteniendo un número de 8 bits en complemento a 2.
Si como resultado de la suma de los bytes de la máscara se obtiene el valor más alto 
(1.530) y se seleccionan los 7 bits más significativos se obtiene el nivel 95 en una escala 
de 127 valores de gris. El nivel 16 daría un valor una vez re-escalado de 1 y cualquier 
valor resultado de la suma menor que 16 dará un valor 0.
Es posible concluir que mediante esta aproximación para realizar el suavizado de la 
imagen se gana en rapidez al no tener que realizar multiplicaciones ni divisiones, pero 
se pierde en precisión en la escala de grises. Básicamente se oscurecen las imágenes
al quedar con valores menores en la escala de grises. Es pues recomendable tomar
imágenes iniciales con una iluminación correcta. Los resultados experimentales de la 
sección 9 justificarán las aproximaciones realizadas.
De esta manera, y solamente sumando el valor de los 6 bytes de la máscara de
dentro de la FPGA, se realiza un suavizado del punto atj obteniéndose el punto StJ
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cuyo resultado expresado analíticamente sería:
+  « i-g  +  «a-1 +  ai-u-iai-itf-1^ 128 >  i > 1, 76 >  J > 1 (6.13)
Cuando i = 1 claramente el resultado será incorrecto porque se estará realizando la 
media con unos valores que se leerán de memoria de la fila anterior, que no existe (por 
simplicidad de la máquina no se han tenido en cuenta estos casos límite). Esto es poco 
importante porque la primera fila corresponde sólo al pixel central del sensor, con lo 
que toda la fila incorrecta no es mas que el pixel central incorrecto.
Con i > 1 y j  =  1 la máscara estará un poco desplazada, pero realizándose la 
convolución con valores cercanos al elemento o¿j-. El formalismo log-polar tiene como 
ventaja adicional que elimina los bordes laterales de la imagen, siendo la columna 1 del 
plano cortical consecutiva a la columna 128.
La máquina de estados de esta etapa básicamente se comunicará con la tarjeta de 
adquisición, para obtener las imágenes, siguiendo el protocolo de intercambio de datos 
descrito en el capítulo 4. Accederá a memoria local para ir almacenando las filas para 
realizar la convolución, tal como se ha descrito en esta sección, y generará las señales 
adecuadas para guardar la imagen suavizada en memoria de doble puerto intermedia. 
La etapa siguiente accederá la imagen almacenada en esta memoria simultáneamente a 
la nueva imagen generada por este módulo para calcular la derivada primera temporal.
Paralelizando estas acciones al máximo (petición de datos, acceso a memoria local 
y escritura en memoria de doble puerto) se obtiene una máquina con un ciclo de 4 
estados. El código VHDL de esta etapa se muestra en el apéndice B.
6.4.2 Etapa de cálculo de la primera derivada temporal
La entrada de esta etapa serán los bytes de la imagen suavizada de la etapa anterior. 
La salida será la primera derivada temporal calculada realizando la resta de la imagen 
que en un instante le suministre el EP anterior Im g(t), menos la imagen almacenada 
anteriormente en la memoria de doble puerto Im g (t — 1).
En la figura 6.2 se muestra la situación de los datos con varias imágenes al realizarse 
la primera diferenciación. La imagen C  se ha tomado en el instante í, la imagen B  en 
t  — 1 y la A  en el instante t — 2. El primer EP está realizando el suavizado de la imagen 
C  mientras la escribe y se la suministra al EP que calcula la derivada temporal. En 
el banco donde se está escribiendo la imagen C estaba con anterioridad la imagen A  
suavizada.
78 Diseno del algoritmo de detección de movimiento
Taijeta de adquisiciónC-B
B-A
Im g d -l)
FPGAFPGA C+A-2B
EP suavizado EP derivada primera EP derivada segunda
Figura 6.2: Flujo de imágenes entre la etapa de calculo de la primera derivada y la 
etapa siguiente
La etapa que realiza la resta de imágenes está calculando y escribiendo en su memoria 
de doble puerto la imagen C  — B. Esta imagen, a la vez que se escribe en memoria 
de doble puerto, se suministra al EP siguiente del cauce para que calcule la derivada 
segunda. En el otro banco permanece almacenada la imagen B  — A, con la que está 
operando el siguiente EP (cálculo de la derivada segunda).
El resultado de realizar la resta puede ser un número negativo, sin desbordamiento, 
que se representará como complemento a 2. La expresión analítica del byte resultado 
Sij en función de los bytes de las imágenes en los instantes t y t  — 1 será la expresada 
en la ecuación (6.14).
Sij = aij(t) -  Oij(t -  1) 128 > * >  1, 76 > j  > 1 (6.14)
El bucle de esta máquina de estados es de nuevo de 4 estados. En B se muestra el 
código VHDL de esta etapa, que es la más sencilla de este algoritmo.
6 .4 .3  E ta p a  de cálculo de la segunda derivada tem poral y bi- 
narización
En esta etapa del algoritmo la entrada serán bytes de la imagen derivada primera y la 
salida serán los puntos marcados como poseedores de movimiento propio independien­
temente de la plataforma móvil. La entrada vendrá del EP descrito anteriormente y 
la salida tendrá como destino la tarjeta de adquisición, que la almacenará en memoria 
accesible por el robot. La plataforma móvil extraerá de los puntos, marcados como po­
seedores de movimiento propio, la información estadística necesaria (medias temporales
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y espaciales) para planificar su trayectoria. En posteriores trabajos de investigación se 
estudiará la integración sensorial y la planificación dinámica de trayectorias utilizando 
estos datos. En el capítulo 9 se evaluarán las prestaciones de este algoritmo.
Como se ha justificado en la sección 6.3, no se puede cumplir exactamente la exi­
gencia de la ecuación (6.8). La no perfección en el suavizado (ecuación (6.5)) y las 
aproximaciones en el movimiento (expresadas en las ecuaciones (6.6) y (6.12)) hacen 
que, en vez de exigir que la derivada temporal de la imagen sea simplemente distinta 
de cero, su valor absoluto supere un cierto margen umbral.
El valor de este margen umbral viene determinado por las condiciones de ilumina­
ción, las características de la escena y la calidad de las aproximaciones. La experimenta­
ción del capítulo 9 ha sido realizada con diversos márgenes umbral, automatizándose la 
elección del umbral en función de la velocidad de la plataforma móvil. La ecuación 6.15 
expresa de forma analítica el resultado Sij en función de los bytes de las imágenes 
en los instantes t y t — 1.
í Sy =  255 si | a¡j(t) -  a y ( í  -  1) |>  umbral 128 > , > !, 76 > ,  > :  (6.15) 
1 Sij =  0 en otro caso
En la figura 6.2 se muestra el flujo de información para calcular la derivada segunda 
sobre la secuencia de imágenes A, B  y C, tomadas en los instantes t — 2, t — 1, y t. Esta 
imagen binarizada se guarda en la tarjeta de adquisición siguiendo el protocolo descrito 
en la sección 4.3. Si el resultado de calcular la derivada segunda no supera la ventana 
marcada por el valor umbral se marca como 0. Si lo supera, el byte pasa a valer un 
valor de gris (200), con lo que los puntos negros sobre fondo gris marcarán los puntos 
con movimiento independiente de la plataforma móvil.
La máquina de estados que realiza estas operaciones tiene un ciclo de 4 estados y el 
código VHDL que la describe se puede observar en el apéndice B
6.5 Simulación y  estimación de prestaciones
A partir de los ficheros S C F  con los retrasos de las señales generados por el compilador 
de VHDL de ALTERA se ha realizado la simulación de la temporización del algoritmo. 
Las FPGAs de los tres EPs de los que consta el algoritmo pueden funcionar con un 
periodo de reloj de 30 ns, pero debido al tiempo de acceso de las memorias de doble 
puerto (35 ns) y la velocidad del reloj de la tarjeta de adquisición PCI (30 ns), se ha 
optado por dividir la frecuencia de la tarjeta PCI por 2 y fijar un periodo de 60 ns. Estas 
velocidades no son muy altas ya que se han utilizado FPGAS de grado 3, memorias no
80 Diseño del algoritmo de detección de movimiento
muy rápidas y el emplazado y rutado se ha realizado de manera totalmente automática 
con la herramienta MAX+PLUSII. Se ha evitado una optimización manual de la síntesis 
ya que se ha pretendido que el proceso de generación del código de las FPGAs sea lo 
más automático posible con la intención de integrarlo en un marco más amplio con 
técnicas de codiseño. En cualquier caso, es interesante realizar una estimación de las 
prestaciones evaluada en ciclos de reloj necesarios por byte de la imagen log-polar.
En la figura 6.3 se realiza una simulación con imágenes de una longitud hipotética 
de 2 bits para poder observar el intercambio en el flujo de imágenes. El primer EP 
realiza la convolución de los datos que le suministra la tarjeta de adquisición a través 
de D atoJnJ). En el fragmento simulado estos datos, una vez realizada la convolución 
con la fila anterior, transmite un valor de 25 y 26 en la escala de grises al módulo que 
calcula la derivada primera.
Se puede observar como en el cambio de imagen se intercambia el origen de la imagen 
de la memoria de doble puerto cambiando las señales O E .2. Análogamente cambiando 
las señales C E A  se permuta la escritura por parte del EP que realiza el suavizado a 
su memoria de doble puerto. Se puede comprobar como no se efectúa una lectura y 
escritura simultánea en el mismo circuito de memoria.
De la misma manera opera la etapa que calcula la derivada segunda y luego realiza 
la binarización de la imagen. De nuevo se realiza un acceso a la memoria de doble 
puerto del módulo anterior con las señales O E A  y generando la dirección adecuada.
En este caso la máquina de estados de esta etapa permanece paralizada en Sini 
(estado de configuración inicial) hasta que el módulo anterior activa por primera vez 
D atoJistoA . Esto ocurre cuando se tiene disponible el primer byte de la segunda 
imagen, ya que el módulo siguiente para calcular la derivada segunda, necesitará que 
ya esté una imagen previamente almacenada en memoria. A partir de esta segunda 
imagen que pasa por el módulo RESTA, sale una imagen binarizada por cada imagen 
que entra en el cauce.
La figura 6.4 muestra esta latencia inicial de dos imágenes log-polares completas 
para que el cauce empiece a suministrar imágenes binarizadas correctas al empezar a 
procesar la tercera imagen. En la simulación se comprueba cómo se produce un dato 
correcto cada 7 ciclos de reloj, ya que la tarjeta de adquisición lo suministra cada 7 
ciclos de reloj. La tarje ta de adquisición de imágenes es capaz de suministrar un dato 
nuevo cada 4 ciclos de reloj de 30 ns, lo que supone un dato nuevo cada 2 ciclos de los 
EPs. Las etapas de este algoritmo tienen un bucle de 4 ciclos de reloj, que sumado a los 
dos ciclos de la comunicación/reconocimiento de dato, suponen un velocidad máxima 
de 6 ciclos de reloj.
En este algoritmo de detección de movimiento el cauce suministrará un punto de la
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Operación por byte Coste en ciclos
Acceso a dato imagen nueva 
Suavizado (máscara de 3x2)
Suma entera nueva 
Accesos a caché 
Desplazamiento 
Acceso a imágenes de caché (Resta)
Restas enteras 




1 * 5  =  5 ciclos 
1 ciclo
1 * 2  =  2 ciclos 




Tabla 6.1: Costes estimados del algoritmo de detección de movimiento en un PENTIUM  
PRO
imagen cada 6 ciclos de 60ns. Teniendo en cuenta que una imagen log-polar completa 
son 9.728 puntos, lo que da un tiempo de proceso de 3.5 m s  por imagen, se podrán 
procesar hasta 285 imágenes por segundo.
En realidad, la limitación de la velocidad de proceso vendrá marcada por la tarjeta 
de adquisición, que puede adquirir hasta un máximo de 200 imágenes por segundo, pero 
por cuestiones de calidad de la imagen se limitará a 100 imágenes por segundo.
La latencia del algoritmo es de 2 imágenes, con lo que teóricamente la limitación 
impuesta por la velocidad del cauce seria de 7 ms. Al ser la tarjeta de adquisición la 
que limita la velocidad de procesado, la latencia será de 20 ms.
Realizar el mismo algoritmo con un procesador escalar es posible, con un mayor 
número de ciclos. La tabla 6.1 da cuenta del coste aproximado en número de ciclos que 
serian necesarios para realizar las mismas operaciones con un procesador Pentium Pro.
De la tabla se desprende que el número de ciclos es 4 veces mayor, con lo que 
teniendo un procesador que funcione con una frecuencia de reloj 4 veces más rápida 
que la del cauce segmentado, las prestaciones serían las mismas.
El cauce segmentado, en este algoritmo concreto y con la implementación realizada 
se podría hacer funcionar a 33 MHz cambiando las memorias de doble puerto de 35 
ns por otras equivalentes más rápidas. De la misma manera, la utilización de FPGAs 
más rápidas incrementaría significativamente el rendimiento. En cualquier caso en 
la actualidad se dispone de procesadores que funcionan a frecuencias mucho mayores 
de 4x33 MHz=133 MHz. La justificación del uso de esta arquitectura reconfigurable 
para la realización de este algoritmo viene en la escalabilidad de la arquitectura y su
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reconfigurabilidad. Solamente añadiendo EPs se puede aumentar la profundidad del 
cauce, disminuir los ciclos de reloj por etapa, y aumentar la velocidad de proceso. De 
hecho se pueden diseñar EPs con FPGAs más rápidas y memorias más rápidas que 
mejoren las prestaciones del cauce sin cambios en la arquitectura.
6.6 Conclusiones
Se ha diseñado, siguiendo la metodología propuesta en el capítulo 5 un algoritmo de 
detección de movimiento independientemente del movimiento de la cámara en el cauce 
reconfigurable. La localidad de todas las operaciones hace que este algoritmo sea to­
talmente implementable mediante la partición hardware. Queda a la partición software 
la interpretación del mapa binario con los puntos en movimiento marcados en negro, 
su agrupamiento y posterior modificación de la trayectoria. Esta última tarea está 
íntimamente relacionada con la programación de tareas del robot y la organización de 
su comportamiento por capas.
La conversión a coordenadas log-polares, junto con la aproximación de la ecuación 
(6.12) hace que el movimiento descartado sea el producido en la imagen cuando la 
cámara se mueve en el sentido del eje óptico. De esta manera se puede aislar el movi­
miento propio de los objetos del desplazamiento de la imagen inducido por la translación 
de la cámara.
El formalismo log-polar, además de auto-descartar este movimiento, reduce signifi­
cativamente la cantidad de datos a procesar. De una imagen típica de 256*256 =  65.536 
puntos se pasa a sólo 9.728 puntos, con una resolución similar en el centro de la imagen.
El algoritmo segmentado, adaptado al formalismo log-polar, se ha diseñado en un 
cauce de 3 etapas. Las 3 etapas tienen como entrada y salida una imagen log-polar. La 
primera etapa realiza una convolución con una ventana de 6 puntos y unos coeficientes 
unitarios para evitar la utilización de multiplicadores. La división para calcular el valor 
medio se hace de nuevo de forma aproximada al truncar el resultado manteniendo sólo 
los 7 bits más significativos. De esta manera la etapa de suavizado es una sencilla 
máquina con un ciclo de 4 estados. Para realizar la convolución de manera eficiente 
se ha implementado, con la memoria local al EP, un registro de desplazamiento del 
tam año de una fila (128 puntos).
Las etapas siguientes, (que calculan la derivada primera y la derivada segunda +  
binarización), no utilizan la memoria local, pero sí que acceden a la memoria de doble 
puerto del EP anterior. De esta manera se calcula de forma rápida la derivada primera, 
y a partir de ésta, la derivada segunda. Ambas etapas de nuevo tienen un bucle de 4 
ciclos por byte, quedando un cauce segmentado con etapas muy equilibradas.
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Simulando de forma exhaustiva la temporización del algoritmo, se pueden obtener 
imágenes procesadas con un ratio teórico de 285 imágenes por segundo. Esta velocidad 
está limitada por la velocidad a la que la tarjeta de adquisición suministre imágenes al 
cauce que será de 100 imágenes por segundo.
Comparando el número de ciclos (6) necesarios para procesar un punto de la imagen 
en el cauce reconfigurable, con el número de ciclos de un procesador escalar, se obtiene 
un mayor número de ciclos para este último. Puede ser más favorable utilizar para este 
caso concreto un procesador con una frecuencia al menos 4 veces más rápida, pero se 
pierden todas las ventajas de la arquitectura propuesta. La escalabilidad y la velocidad 
no viene limitada por la arquitectura. Siempre se puede aumentar el número de EPs 
o etapas, aumentando la velocidad. Así mismo siempre se puede realizar un diseño 
de un EP con una FPGA y con memorias más rápidas. Además, mientras el módulo 
reconfigurable realiza este algoritmo, libera al procesador central de una tarea muy 
costosa computacionalmente.
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[OJAddr local 1 [1 3 .0] 126 1 0 K 125 X 1 l  ’ 23 i  3 i 125
[1] MemJocaM [7. 0] 2  l  78 X Z X 73 1  . z  ...X 7 3  X z  X 7 3
[0]Mem local 1(7 0] 53 í  78 X 56 X 73 I  59 I 73 x 32 I  78
[OJRW1 1............ 1  1 "1 1 1 I "  '
[0] CE_1 [2. .0] 7 1 ..3 H 7 X 3 X ’ X  _ 7 X 3 X 2 X  7 X 3
[OJOE 1[2..0J 6 X 2 X 6 X 2 X 6 X 2 X 3 X 2
|0] Addr_dcha_1 0 X 1 X 0
[B]ata_out_1 = Data ¡n 1 25 I  2 3 1 26
|B] Dato_l¡sto_1 1  _ _ _ _ J L _ _ _ 1 "  1_ _ _ _ _ 1 1
[B] Dato_recibido_2 1 " 1 _ _ _ _  J 1 I I 1 ' 1 . . . . . . . .
[B] RESTA(ESTADO) M I p M Z S2 X s s X s o X  SI X S 2 X S 3 X S 0 X  SI X S 2 X S 3 X S 0 X  SI X
[B] Img1 1 1
|0]Addr izda 2 0 X _ _ _ X X 1 ~ x
[I] Mem_dato_1 [7 0] ü x : 16 X ■ 5 X 250
[0] OE_2[2..0J 5 X 6 X 5
(0] CE 2(2.. 0] 7 IH 7 M 7 M 7 X * X  7
[OJAddr dcha 2[ 13. 0] z n X X 1 X
[BJ Data out 2 i 254_i 9 X 2° l 21
[B] Data ready 2 i i r  i r
[B] Data_received_3 n I i r~
[B] UMBRAL(ESTADO) Sini XsoX Si x S2 üssj’so)' SI S2 'fs-i
[B] Img2 r |
[OJAddr izda 3 0 x  1 . . X
|l] Mem dato_2[7 0] 60 X 90
[OJOE 3[2 0J 5 X 3
[O] Data out3 0
. . . 0 1 2 55
[O] Data ready3 i i i i
[1] Data_received4 . n __ n  . .





Figura 6.4: Orden en el que se van procesando y generando las imágenes
Capítulo 7
D iseño del algoritm o de cálculo de 
tiem po al im pacto
7.1 Introducción
La estimación del tiempo al impacto del observador con un objeto, es de vital impor­
tancia para los seres vivos y lo puede ser también para una plataforma móvil navegando 
en entornos no estructurados. Es interesante dotar a un robot de la capacidad de prever 
colisiones y modificar la trayectoria para poder evitarlas, mediante el cálculo del tiempo 
al impacto de los diversos objetos de la escena, a partir de imágenes tomadas desde el 
mismo robot.
Las ventajas del cálculo del tiempo al impacto mediante el formalismo log-polar han 
sido estudiadas y desarrolladas por Tistarelli y Sandini en [TS91a] y [TS91b]. Además 
de la reducción selectiva de información, el formalismo log-polar simplifica el cálculo 
del tiempo al impacto cuando el centro de expansión coincide con el centro del sensor 
log-polar. Esta condición es bastante restrictiva, pero puede conseguirse si la cámara 
log-polar está fijada en la parte frontal del vehículo y se realiza un movimiento rectilíneo 
uniforme para poder aplicar este algoritmo.
En el presente capítulo se desarrolla el cálculo del tiempo al impacto log-polar en 
la arquitectura propuesta. Se diseña en el módulo reconfigurable o partición hardware 
las etapas necesarias, siguiendo la metodología propuesta en el capítulo 5. La partición 
software interpretará y analizará el mapa de tiempos al impacto.
La posterior simulación de prestaciones del algoritmo muestra cómo se pueden pro­
cesar imágenes en la etapa hardware a una velocidad media del orden de 100 imágenes 
por segundo. La velocidad de producción de mapas de tiempo al impacto dependerá
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del número de divisiones que haya que realizar, y esto dependerá de la calidad de las 
aproximaciones realizadas (suavizado y movimiento centrado).
7.2 El algoritmo en coordenadas log-polares
En la sección 3.2.2 se describe, a partir de la figura 3.5 cual es la expresión del cre­
cimiento de un objeto en el plano imagen si el movimiento es a lo largo del eje focal. 
Derivando y reescribiendo la ecuación (3.5) de manera adecuada se obtiene la expresión 
del tiempo al impacto r , que se expresa en la ecuación (7.1). En el capítulo 8 se analiza 
el error que se introduce en esta expresión cuando el eje óptico no coincide exactamente 
con la dirección de movimiento. Este error se parametriza en función del ángulo /?, y 
de los parámetros de la escena.
„  = _fW_ = rííi í7 n
W (t) V{t) y 1
Tal como se ha justificado en la sección 3.2.2, Realizar los cálculos de la ecuación 
(7.1) en el plano cartesiano no es sencillo. Se debe calcular la velocidad de cada punto 
en el plano imagen, es decir se debe calcular el flujo óptico en cada punto, cuyos 
costes ralentizan este método. Sin embargo la utilización de las coordenadas log-polares 
simplifica la expresión, obteniéndose para la retina la ecuación:
_di_
r  =  K - § -  (7.2)
dt
Donde K es una constante que depende de los parámetros concretos de la transfor­
mación log-polar que realiza el sensor. En el caso del sensor log-polar utilizado esta 
constante tiene un valor de K  = 1 /B  20. La expresión para la fóvea es algo más
compleja, incluyendo la dependencia radial:
.t§L
T — T T  (7-3)
dt
Estas expresiones son más sencillas de calcular que sus equivalentes en coordenadas 
cartesianas al desaparecer el calculo del flujo óptico en dos coordenadas. A partir de 
estas expresiones se puede diseñar un algoritmo de cálculo de tiempo al impacto que, 
por simplicidad, se va a realizar sólo en la retina.
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El calculo del tiempo al impacto, a partir de la ecuación log-polar (7.2), puede ser 
dividido en las siguientes etapas [BPBP98]:
•  A dquisición  de las im ágenes E (£ ,6 ,t). E tapa que realizará la tarjeta de adqui­
sición de imágenes en los instantes indicados por el procesador del robot.
•  Suavizado de la  im agen. La eliminación de picos en la imagen (funciones escalón), 
mejora el cálculo de las etapas posteriores al cumplirse la condición de continuidad.
• C álculo de la  d eriv ad a  espacial. El cálculo de ^  se va a realizar restando valores 
de gris de los puntos de filas consecutivas.
•  C álculo  de la  p r im e ra  derivada  te m p o ra l. El cálculo de ^  se realizará siguien­
do la técnica habitual ya descrita para el cálculo de derivadas temporales.
•  C álculo  de r .  Para ello hay que realizar la división del gradiente entre la derivada 
temporal.
En este algoritmo la entrada de la primera etapa son imágenes log-polares. La salida 
de la primera etapa también es una imagen log-polar suavizada. Sin embargo, la salida 
de la segunda etapa es un mapa log-polar con 2 cantidades por punto de entrada: la 
derivada temporal y la derivada espacial. La última etapa produce un mapa de valores 
proporcionales a r  que tampoco es una imagen estrictamente hablando. De esta manera 
se genera un mapa de tiempos al impacto, cuya interpretación y extracción de valores 
estadísticos (operaciones globales) se dejan a la partición software.
Cabe hacer notar que la etapa de suavizado, diseñada con anterioridad en la sección 
6.4.1, va a ser utilizada de nuevo sin ningún cambio adicional. De esta manera se prueba 
la validez de la modularidad de la arquitectura. Una vez diseñado un EP, éste se puede 
reutilizar para diferentes algoritmos, simplemente conociendo las estructuras de datos 
de la entrada y salida de la etapa.
Las etapas de cálculo de la derivada espacial y temporal pueden agruparse en una 
sola etapa dentro de un solo EP. Esto es posible al no haber conflicto entre los recursos 
utilizados (memoria local y de doble puerto), y no existir dependencia de datos entre 
estos valores.
Una vez obtenida la derivada espacial y temporal, se debe realizar una división entre 
estos valores. Esta etapa, al ser muy costosa computacionalmente, también se realiza 
mediante un EP en el cauce segmentado. De nuevo por simplicidad, y para tra tar de 
encajar toda esta etapa en un solo EP, se ha realizado un algoritmo de división entera. 
De esta manera se obtendrá un mapa de bytes proporcionales al tiempo al impacto.
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Finalmente, como tarea para el software, se escalarán adecuadamente los valores 
numéricos en función de las características del sensor, se realizarán medias entre los 
puntos del mapa, se agruparán puntos para formar objetos y, en definitiva, se interpre­
tará el mapa de bytes extrayendo la información adecuada.
Las etapas que han sido diseñadas como EPs en el cauce reconfigurable son las que 
a continuación se describen con mayor detalle.
7.3.1 Etapa de cálculo del gradiente radial y primera derivada
El cálculo de la derivada espacial o gradiente radial, y el cálculo de la primera deri­
vada puede realizarse en paralelo en un solo EP al no haber conflicto en los recursos 
necesarios.
De nuevo la estructura de entrada será una imagen log-polar suavizada, y la estruc­
tura de salida serán 2 bytes consecutivos por punto de la imagen log-polar. Primero 
se transm itirá la derivada temporal y después el gradiente correspondiente al punto 
presente de la imagen procesada.
La derivada temporal se calcula de la manera habitual, ya descrita en el capítulo 6. 
El módulo de suavizado de la imagen guardará una imagen inicial en la memoria inter­
media de doble puerto. Al realizar el suavizado de la segunda imagen, se validará cada 
dato con el protocolo de transmisión de datos habitual, accediendo simultáneamente a 
esta segunda imagen presente y a la primera imagen guardada en memoria intermedia. 
El cambio entre imágenes se realiza de la misma manera.
El cálculo de la derivada espacial o gradiente radial se realiza restando 2 bytes de 
la misma columna, pero de líneas consecutivas. Para ello es necesario almacenar en 
memoria local la última línea transmitida, y restar a cada pixel presente el pixel del 
anillo inmediatamente inferior, ya recuperado de la memoria local. Posteriormente 
se almacenará este valor en memoria local para que esté disponible este dato para el 
cálculo del gradiente de la siguiente línea. En realidad es como si se implementa una 
cola FIFO de 128 registros para realizar el desplazamiento de una línea. La utilización 
de recursos en el algoritmo de cálculo de tiempo al impacto se muestra en la figura 7.1. 
Una vez se recibe un pixel éste se almacena en una dirección llevada por un contador. 
Posteriormente, se recupera el pixel apuntado por la dirección a la que apunta el puntero 
menos 128. De esta manera se recupera el pixel de la misma columna, pero de la fila 
inmediatamente inferior, y se puede calcular el gradiente radial.
El gradiente de la primera linea resulta una cantidad absurda ya que se efectúa 
la resta con un valor de memoria que no corresponde a la línea anterior. Este efecto 
de borde, al igual que en el EP de suavizado, es despreciable al corresponder toda la
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EP suavizado EP gradiente + derivada temporal EP división
Figura 7.1: Utilización de recursos de los EPs en el calculo del tiempo al impacto
primera línea a un solo punto.
Con estas expresiones la derivada temporal del punto sería Sjj y la derivada 
espacial sería , cuyas expresiones analíticas vendrán dadas por la ecuación (7.4).
í Sb = a{j(t) -  aió{t -  1) 128 > i > 1, 76 > j  > 1
1 Sij = ~ 128 > i > 1, 76 > j  > 1
Al ser los números suministrados por el módulo anterior de 7 bits, el resultado es 
8 bits en complemento a 2 sin desbordamiento. Después, en la etapa siguiente, se 
tendrá en cuenta el signo del gradiente y de la derivada temporal para efectuar o no la 
operación de división.
Las operaciones de comunicación con el EP anterior, comunicación con el EP si­
guiente, acceso a memoria local y memoria de doble puerto se han realizado con una
máquina de estados con un bucle de 4 ciclos. En el apéndice B se adjunta el código
VHDL del EP que realiza estas operaciones.
7.3.2 E tap a  de cálculo de la d ivisión  entera
A partir de la derivada espacial y temporal es posible obtener una valor proporcional 
al tiempo al impacto r dividiendo ambos valores, tal como indica la ecuación 7.3. Para 
realizar este cálculo se ha implementado en un EP el algoritmo de división entera sin 
restauración.
Han sido estudiadas otras arquitecturas de división entera más rápidas, como divi­
siones enteras de radix o base mayor que 2 o matrices de división enteras. Sin embargo,
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la complejidad de la lógica necesaria para realizar las conversiones de base, o para imple- 
mentar las matrices de elementos de proceso, han hecho desestimar la implementación 
de una algoritmo más rápido ya que se ha intentado encajar toda la etapa de división 
en un solo EP.
El algoritmo de división entera sin restauración, ofrece una velocidad de procesado 
suficiente, tal como se mostrará en la sección 7.4. Se puede encontrar un estado del 
arte actualizado de la aritmética digital de división en [OF97].
El EP recibe en primer lugar la derivada temporal y a continuación la derivada 
espacial del módulo anterior, siguiendo el protocolo de intercambio de datos habitual. 
Después se realizan una serie de operaciones para comprobar que es posible realizar 
la división. Si el divisor o el numerador son cero, o el denominador es mayor que el 
numerador no se realiza la división y el resultado será un número que marcará como 
incorrecto el valor de tau calculado para ese punto. De la misma manera, si ambos 
números son de signo contrario el resultado sería negativo, lo cual no tiene sentido 
para objetos que se están acercando, por tanto tampoco se realiza la división, siendo el 
resultado cero de nuevo. El resultado de esta división entera será siempre un número 
positivo entre 0 y 127 y la expresión analítica del resultado de esta etapa para el punto 
S ( i , j )viene expresado en la ecuación 7.5 en función de la correspondiente derivada 
espacial a¿j, y de la derivada temporal a - .
{£*»' =  rS 4 l ah 7^  0 y signo(d¿7) signo(af7)I oI 13 ^  J 6 v l3> ^  6 v tJJ 128 > i > 1, 76 >  j  > 1 (7.5)= 0  en otro caso
Una vez obtenido el mapa de tiempos al impacto, se realizará por software el escalado 
y agrupamiento de estos datos, obteniendo de esta manera una segmentación de la 
imagen en objetos con diferentes r . Resultados experimentales de la evaluación de este 
algoritmo se muestran en la sección 10.
7.4 Simulación y estimación de prestaciones
Se han simulado separadamente las etapas del cauce segmentado que implementan el 
algoritmo de cálculo del tiempo al impacto. En la figura 7.2 se muestra una simulación 
global del flujo de datos a través del cauce segmentado en este algoritmo.
En la figura 7.2 se observa como el segundo EP del cauce suministra los valores 
numéricos 243 y 123 validándolos mediante la señal datoJistoJ2. El primer valor (nega­
tivo en complemento a 2) sería la representación del 13, correspondiente al denominador. 
El siguiente valor es positivo y corresponderá al numerador.
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Ñame: 1.2us 1 4US 1.6us 1 Sus 2.0us 2 2 us Z4us 2.6us
[1] Clk i r m j u m r i r L n T U ^ ^
[1] ImgO _ l
[1] Dato listo 0 i ~ i _ r_ l _ r
[0]Dato_rocibido_1 n _n_
[B] CONVOL|estado SI XS2XS3XS0X SI XS2XS3XS0X SI X
[1] Dato in 0(7 0] -X 74 X S4
[1] em Jo ca M  [7. 0] z L l i _ ) L _ z y ™  r ~ Z X
[0]em  Jo ca M  [7. 0] 44 44 i ‘ ; . 64 X
[0]dr local 1(14 0] 126 125 1 1  t 126 X
[B] Img1 1
[0]r dcha 1 [13 .0] 1 X 0 T ~ 1 X
(0]RW1 1 ' 1 1 1
|0]OE 1(2. 0] 6 1  2 X 6 X '2  X 6 X
[O] CE 1(2.0] 7 X 8 X IX 7 O
J
X X 7 X
[B] Data out 1(7 .0] 23 i 25 K 28 X
[B] Datojisto_1 i  r i _____ r -
(B] Dato_recibido_2 J i r n
[B] Img2 _ r
[B]AD DER|estado - M SO X SI \ S 2 P 4 SO XS' X
(I] em local_2[7 0] z  X 156 X 2  ' X 1 56 XX
[G]em local 2(7 0] 21 X 156 I 23 I 156 XX
[0]dr local 2(14 0] 1281 1 X 129 l 0 X
(0]RW2 ¡ ' I  I
[0]OE 2(2 0] 1 X 2
|0]CE 2(2. O] 3 3 X
[0]dr Izda 2(1 3. 0] °  X 1 r 0 X
[I] em izda_l[7 0] -X 10
|B] Dato listo 2 J  L T n _ r I
|B] Dato recibido 3 _ _ n ____ n n
[B] Data out 2 121 I . 243 X 123 i  :  . . . 241 X
[B] IVISION|estado S5 X SO X S 1 X S 2 X S 3 X S 4 X S 3 X S 4 'X S 3 X S 4 X S 3 X S 4 X S 3 X S 4 X S 3 X S 4 X S 3 X S 4 X S 3 X S 4 X S 5 X  SO XX
[OJDato listo 3 I I I
[1] Dato_recibido_4 n I I
[0]Data out 3(7 0] 0 X 9  X
*
Figura 7.2: Simulación del cauce en el algoritmo de cálculo de tiempo al impacto
Al cumplirse que ambos valores son de signo contrario, el módulo del numerador 
es mayor que el módulo del denominador, y que el denominador es distinto de cero, 
entonces se efectúa la división sin restauración. El número de ciclos de este algoritmo 
es de 2 * n donde n es el número de bits utilizado en la representación.
Tras 2 * 8 = 16 ciclos ya se dispone del resultado correcto de la división y se valida 
mediante datoJisto-3. En este caso el resultado será de = 9. Posteriormente se 
realizará un escalado de este valor, se agrupará con los valores vecinos similares, y se 
realizará una media, cuyo resultado estadístico será más preciso que realizar un cálculo 
en un solo punto mediante una división entera.
En este caso la división sí que se realiza, pero en otros casos, debido a que el resultado 
no tendría sentido, no se realiza, siendo el tiempo de proceso del EP que realiza la
92 Diseño del algoritmo de cálculo de tiempo al impacto
división variable. La flexibilidad en la transmisión/recepción de datos permite evitar 
retrasos inútiles. De esta manera, sólo quedan los bloqueos inherentes a los cauces 
segmentados, debidos a la disponibilidad de los datos en cada etapa.
Con el cauce configurado para realizar el algoritmo de cálculo de r ,  en el peor caso, 
se puede producir un byte del mapa del tiempo al impacto cada 21 ciclos de reloj. En 
el caso en que no haya que realizar la división se produce un dato procesado cada 8 
ciclos de reloj.
Al ser las imágenes de 9.728 puntos, un mapa de tiempos al impacto tardará, en el 
peor caso, 0.012 segundos (siendo el periodo del reloj de 60 ns). Esto da un resultado 
de 81 imágenes por segundo.
En el caso que no se realice la división de ningún punto se pueden obtener más 
de 200 imágenes por segundo. Suponiendo que mayoritariamente sí que se realiza la 
etapa más lenta de división en el último EP, se prevé una velocidad de proceso de 
unas 100 imágenes por segundo, al igual que la velocidad de suministro de las imágenes 
por la etapa de adquisición. En el capítulo 10 se evalúan, de forma experimental, las 
prestaciones de este algoritmo.
De nuevo hay que comparar el coste temporal de implementar este algoritmo me­
diante un procesador escalar de propósito general. En la tabla 7.1 se estiman los costes 
de las mismas operaciones que realiza el cauce reconfigurable para calcular el valor pro­
porcional a t . Para tener en cuenta el coste de la división se ha considerado la más 
rápida (simple precisión) al no existir una unidad de división entera.
El coste es el doble en número de ciclos, por tanto de nuevo un procesador que fun­
cione a  más del doble de frecuencia que el cauce reconfigurable efectuará las operaciones 
más rápidamente.
La justificación del uso de esta arquitectura reconfigurable para la realización de 
este algoritmo viene de nuevo por la escalabilidad de la arquitectura. Añadiendo más 
EPs se puede aumentar la profundidad del cauce, disminuyendo los ciclos de reloj por 
etapa, y aumentando la velocidad de proceso.
En este algoritmo claramente el cuello de botella es la etapa de división entera. 
Se puede evitar este cuello de botella mediante el diseño de un EP que realice esta 
misma funcionalidad con menos ciclos de reloj. Este diseño se realizaría con una FPGA 
con más celdas lógicas, pero siguiendo la arquitectura del módulo reconfigurable. El 
cauce reconfigurable permite esta ampliabilidad y mejora de los EPs, en función del 
abaratam iento y mejora de prestaciones de la lógica reconfigurable.
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Operación por byte Coste en ciclos
Acceso a dato imagen nueva 5 ciclos
Suavizado (máscara de 3x2)
Suma entera nueva 1 ciclo
Accesos a caché 1 * 5  =  5 ciclos
Desplazamiento 1 ciclo
Acceso a imágenes de caché 1 * 2  =  2 ciclos
Restas enteras 1 * 2  =  2 ciclos
División (Simple precisión) 17 ciclos
Escritura 5 ciclos
Total 38 ciclos
Tabla 7.1: Costes estimados del algoritmo de cálculo de tiempo al impacto en un PEN­
TIUM PRO
7.5 Conclusiones
La capacidad de calcular el tiempo al impacto es una funcionalidad que puede resulta 
interesante para un vehículo autónomo. El formalismo log-polar, además de reducir 
la cantidad de datos a procesar, presenta una serie de importantes ventajas para el 
cálculo del tiempo al impacto. La reducción de dos variables de la velocidad a la sola 
velocidad radial, en el caso de movimiento a lo largo del eje óptico, permite evitar todos 
los problemas de aproximaciones y cálculos complejos que lleva implícito el cálculo del 
flujo óptico.
El cálculo del tiempo al impacto es de nuevo un algoritmo diferencial que puede 
ser implementado de forma ventajosa en la arquitectura reconfigurable. Se reutiliza el 
diseño de la etapa de suavizado de la imagen de la sección 6. Se utilizan las memorias 
de doble puerto intermedias para realizar el cálculo de las derivadas temporales, y la 
memoria local para calcular el gradiente radial en la siguiente etapa. Este EP suministra 
al EP siguiente 2 bytes por cada pixel recibido: la derivada espacial y la derivada 
temporal. Posteriormente ambos valores se dividen de forma entera, siendo esta última 
etapa el cuello de botella de la partición hardware de este algoritmo.
A partir del mapa de cantidades proporcionales a r  suministrado por el cauce re­
configurable, se deja a la etapa software el agrupamiento de estos puntos en objetos 
que se mueven, y la extracción de medias y otros parámetros estadísticos.
Las prestaciones de la implementación realizadas son claramente mejorables utili­
zando un EP con más recursos, en el que sea posible implementar una matriz de división 
entera que acelere el algoritmo. Queda para el trabajo futuro, en función de la reía-
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ción precio/prestaciones de las FPGAs futuras, el desarrollo de EPs más potentes que 
muestren de manera más directa las ventajas de la arquitectura propuesta.
En cualquier caso, y tal como se mostrará en el capítulo 10, unos resultados precisos 
en este algoritmo requerirán de un análisis estadístico de los datos que ralentizará el 
cálculo del tiempo al impacto, siendo el cuello de botella del algoritmo la partición 
software.
Capítulo 8
Param etrización y lim itaciones de 
los algoritm os
8.1 Introducción
En los capítulos 6 y 7, se han diseñado dos algoritmos distintos interesantes para nave­
gación robótica. Estos algoritmos prueban la utilidad y reconfigurabilidad de la arqui­
tectura propuesta en el capítulo 4, y la metodología de diseño propuesta en el capítulo 
5.
En ambos algoritmos se hacen una serie de supuestos que cabe analizar para prever 
los errores que se producirán en caso de que no se cumplan. Las aproximaciones rea­
lizadas en estos algoritmos introducen una diferencia o error entre el valor teórico y el 
valor real obtenido.
En el algoritmo de detección de movimiento, diseñado expresamente en el capítulo 
6 para su utilización en el módulo reconfigurable, se realizan varias aproximaciones y 
supuestos. La aproximación de la similitud entre la ecuación (6.10), solución de la 
ecuación diferencial (6.9), con el crecimiento en el plano imagen debido al acercamiento 
de un cuerpo expresado en la ecuación (6.11), introduce un error que debe ser evalua­
do. Para ello es interesante encontrar expresiones analíticas que, en función de ciertos 
parámetros, permitan evaluar la magnitud del error y minimizarlo.
De la misma manera, tanto en este algoritmo como en el algoritmo de cálculo de 
tiempo al impacto, se parte de la base de que el eje óptico coincide con la dirección 
de movimiento. Esta condición, combinada con la estructura polar del sensor, hace 
que se simplifiquen los algoritmos implementados. Condición que se puede conseguir 
debido a que el vehículo autónomo posee una cabeza móvil orientable. De nuevo cabe
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la posibilidad de que este alineamiento no sea perfecto y haya una divergencia entre 
ambos ejes de un cierto ángulo ¡3. Es también interesante por tanto estudiar cual será 
el error introducido en los algoritmos cuando el alineamiento no es perfecto.
Finalmente se ha planteado la cuestión de cuáles deben ser las condiciones dinámicas 
de la escena para que un cambio externo produzca un cambio detectable en el sensor. La 
relación entre la velocidad externa de los objetos, la distancia inicial, y las características 
geométricas del sensor deben ser tenidas en cuenta para capturar las imágenes con un 
intervalo de tiempo mínimo. Estos conceptos se relacionan y se analizan en la parte 
final de este capítulo.
8.2 Errores en el algoritmo de detección de movi­
m iento
En el capítulo 6 se diseña un algoritmo de detección de movimiento, independiente del 
movimiento propio de la cámara, siempre que se cumplan una serie de condiciones que 
a continuación se resumen.
1. El eje óptico debe coincidir con la dirección de movimiento.
2. El movimiento debe ser suave, es decir V (£, 6) € T(E):
^  = ^  = 0 Í811
dt2 dt2  ^ ^
3. La imagen no debe tener picos en sus niveles de gris, es decir V (£,&) £ T(E):
d2E  d2E
a£2 oe2 =  0 (8 .2)
La tercera condición exigiría la construcción de un filtro óptimo para que se cumplie­
se en todos los puntos de la imagen [CN93]. Este complicado proceso se puede evitar 
mediante un suavizado que, aunque no haga que se cumpla la ecuación (8.2) total­
mente, experimentalmente funciona tras el ajuste del valor umbral para la binarización 
[BDPP97a].
La primera aproximación requiere un estudio un poco más detallado para determinar 
la influencia de un posible ángulo (3 entre el eje de movimiento y el eje óptico. La 
no coincidencia de la ecuación que expresa el crecimiento de un objeto en el plano 
imagen, con la solución de la ecuación diferencial (8.1) requiere también un análisis 
más cuidadoso.
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8 .2 .1  D ivergen cia  entre el eje óp tico  y el vector de m ovim ien to
De la figura 8.1 se puede extraer la ecuación (8.3), que expresa el crecimiento en módulo 
de un objeto r' con unas coordenadas (x \ y \ z ') en el plano imagen (x,y). Adicional­
mente, el movimiento relativo entre el objeto y el sensor es un vector v de módulo 
constante Vo que, estando contenido en el plano (x, z), forma un ángulo constante ¡3 
con el eje óptico.
Se ha considerado este caso particular teniendo en cuenta que la plataforma móvil 
se mueve sobre el plano horizontal, al igual que el resto de objetos. En este caso se 
cumple que
r'F\/ ( 4  +  w°ísen/?)2 +  j/J,2
r =  —---------- — =  t  — —  —  (8.3)
Z  — F  zQ — F — votcos/3
donde la posición inicial del extremo del vector es (x'0,y'0, zq). Claramente las di­
mensiones en el plano imagen (x,y) dependen de la posición inicial, del módulo de la 
velocidad u0, y del ángulo /3 entre ambos ejes. Cuando (3 = 0 la expresión se simplifica y
se obtiene la ecuación (6.11), ecuación que se ha aproximado a la solución de la ecuación
( 8 . 1) .
(x,y)
Z-F
= z - z
Figura 8.1: Crecimiento de un objeto, con movimiento no paralelo, en el plano imagen
Se puede expresar la diferencia A r entre el nuevo valor de r' calculado en la ecuación 
(8.3) que tiene en cuenta el posible ángulo (3, y la ecuación (6.11) que no lo tiene en
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cuenta. Esta diferencia A r será función del tiempo la distancia del objeto al sensor 
Zq, la velocidad v0, y el ángulo /3. A partir de este valor Ar, se puede calcular la 
variación porcentual ÍOO^1 debido a que el vector de movimiento y el eje óptico ya no 
son paralelos.
En las figuras 8.2 y 8.3 se muestra la variación porcentual -1()(-^Ar o error del módulo 
de r  en función de /3: v0 y zo. En cada una de las tres gráficas se han fijado dos de estos 
tres parámetros y se ha estudiado la variación del error en función del otro parámetro 
y del tiempo. El tiempo t es el que transcurre entre la primera imagen {t =  0), y la 
siguiente imagen capturada por la tarjeta de adquisición.
En las tres gráficas se ha supuesto un objeto de dimensiones originales r' =  0.5 m  y 
una focal F  =  50 mm.
0 .8 -.




0 0Ángulo (rad) Tiempo (s)
Figura 8.2: Evolución del error porcentual de r en el plano imagen en función del ángulo 
y el tiempo
En la figura 8.2 se han fijado los valores de la velocidad v0 = 0.25 m /s, y la distancia 
inicial zQ = 5 ra, representándose la variación del error en función del ángulo (ó y del 
tiempo. En esta gráfica se obtiene el comportamiento esperado. Para /3 =  0 rad el 
error es 0 y no varía con t. Dado un cierto ángulo /3 el error crece con el tiempo, y 
dado un cierto instante fijo t el error crece con el ángulo, llegando a ser máximo con 
/3 =  7r/2 rad. Con un ángulo de unos pocos grados el error, debido a esta divergencia, 
es tolerable no llegando a valores del 1%.
En la figura 8.3(a), se ha supuesto un ángulo de desviación constante ¡3 =  7r/8 rad , 
y se ha representado la variación del error en función del módulo de la velocidad v0 y el 
tiempo. De nuevo los resultados son los esperados. Para velocidades pequeñas el error




V elocidad (m /s) Tiem po (s)D istancia  inicial Z  (m)
(a) (b)
Figura 8.3: Influencia de la velocidad (a) y la distancia (b) en el error
en las dimensiones crece linealmente de forma lenta con el tiempo. Para velocidades 
relativas más altas el crecimiento del error empieza a ser cuadrático con el tiempo.
Por último en la figura 8.3(b), se han fijado los valores de (3 = 7t/8 rad, y de v0 = 0.25 
m /s , dejando el error en función de la distancia inicial z. En este caso se observa como 
el error es menor cuanto más alejado está el cuerpo, tal como se podía prever. Si un 
cuerpo está muy alejado de la cámara apenas se apreciarán las variaciones de su imagen 
en el sensor.
Como regla general se observa como el error crece con el intervalo de captura entre 
las imágenes. Es interesante entonces, reducir este intervalo y adquirir imágenes a la 
máxima velocidad posible. En la sección 8.4 se relacionará además este concepto con 
la granularidad del sensor.
8.2 .2  T ip o  de m ovim ien tos no d etectad os
La ecuación diferencial (8.1) describe el tipo de movimiento que será automáticamente 
descartado en el plano imagen. Las funciones solución de esta ecuación son espirales 
exponenciales que, expresadas en coordenadas cartesianas, tienen la forma ya expresada 
en la ecuación (6.10). Si se agrupa este resultado y se expresa en función de r en vez 
de (rr, y), se obtiene la ecuación (8.4) que no tiene dependencia angular.
r  =  Aeb+Vt (8.4)
Siendo A  y b constantes, que pueden ser substituidas al cumplirse que en t =  0 
r =  r0 =  r'^F/^ZQ — F), con lo que la ecuación (8.4) se puede expresar como:
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(8.5)
En la sección 6.3 se ha realizado la aproximación de la ecuación (6.10), al crecimiento 
de un objeto en el plano imagen, cuando el eje óptico coincide con la dirección de
movimiento. Cabe evaluar la influencia de la no coincidencia del eje óptico con la 
dirección de movimiento en esta aproximación, y en qué condiciones será válida. Para 
ello de nuevo, y utilizando la ecuación (8.3), se puede computar la diferencia Ar o 
error entre el crecimiento en el plano imagen solución a la ecuación diferencial, y el 
crecimiento real. Esta diferencia se expresa en la ecuación (8.6) y es función de /?, uo, 
zq y el tiempo t.
Análogamente a la representación realizada en las figuras 8.2 y 8.3, se ha represen-
con el tiempo y un parámetro.
La figura 8.4 es análoga a la figura 8.2 y se pueden extraer las mismas conclusiones 
que antes. La diferencia estriba en que ahora a pesar de que el ángulo (3 sea 0, existe un 
error. Este error crece con el tiempo y en el ejemplo mostrado, con los mismos valores 
numéricos para F  y r' que antes, no supera el 1.5% con 2 segundos de intervalo temporal 
entre imágenes. De nuevo la mayor divergencia se produce cuando el movimiento es más 
ortogonal al eje, pero produciéndose un crecimiento más suave que en el caso anterior.
En la figura 8.5 se estudia la dependencia de este error en función de la velocidad en 
la gráfica (a), y la posición inicial en la gráfica (b). En el caso de la dependencia con la 
velocidad se observa como crece este error para velocidades altas y bajas, siendo posible 
encontrar una velocidad (función del experimento) que hace que este error apenas crezca 
con el tiempo. Este resultado puede resultar interesante en el caso de entornos semi- 
estructurados en los que se sabe, si aparece un cuerpo con movimiento propio, las 
características de éste. En cualquier caso los errores previstos son admisibles al no 
superar el 0.5%.
La dependencia del error con la posición es también similar al resultado de la figura 
8.3. En este caso de nuevo el error se neutraliza bastante con la distancia, siendo 
posible encontrar una distancia inicial, también dependiente del experimento, con la 
que el error apenas crece con el tiempo.
+  v0tsen/3)2 +  yg
Zq — F  — VqÍCOS/3
(8.6)
tado la variación porcentual o ÍOO^1 fijando dos parámetros y viendo la dependencia
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Ángulo (rad) 0 0
Figura 8.4: Error en el algoritmo de detección de movimiento en Junción del ángulo
8.3 E rro re s  en  el a lg o r itm o  de  cálculo  de t ie m p o  al 
im p a c to
En el algoritmo de cálculo de tiempo al impacto desarrollado en la sección 7 se ha 
realizado el supuesto de que el eje de movimiento coincidía con el eje óptico del sensor. 
En el caso, mostrado en la figura 8.1, de que esto 110 sea así, el algoritmo dará resultados 
erróneos.
La aparición de la dependencia angular hace que en el plano imagen el crecimiento 
del objeto ya no sea radial, no cumpliéndose que d6/dt = 0, con lo que no se puede 
utilizar la ecuación de Horn (3.4) para simplificar la ecuación (3.7). En este caso 
aparecen ambas velocidades, la radial d j/d t  y la angular d6/dt, con lo que aparece el 
problema del cálculo del flujo óptico, con sus aproximaciones y costes prohibitivos.
No se puede obtener una ecuación analítica sencilla, como la ecuación (3.8), que 
permita el cálculo del tiempo al impacto a partir de las derivadas temporales y espaciales 
del mapa de puntos E (J ,9 ,t).
Sin embargo, sí que se puede evaluar, mediante la simulación con sencillos experi­
mentos, la dependencia del error porcentual en el cálculo de r. Para ello, si se reescribe 
la ecuación original de r  en función de ¡3, u0, z y el tiempo t entre imágenes, se obtiene 
la ecuación:
'  =  I  =  ¿o -  VptcosP 
V  (t ) v0tcos/3
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Figura 8.5: Error en el algoritmo de detección de movimiento en función de la velocidad 
(a) y la distancia (b)
Si se calcula la variación porcentual ÍOO^1 debida a la aparición de un ángulo /?, se 
obtiene que:
^ A r  ^ zq{\ — cosB)
100  =  100—  ---
T Zq — Votcosp (8 .8)
En la figura 8.6 se representa la variación del error porcentual expresado en la 
ecuación (8.8) en función de (5 y con z0 = 5 m  y v0 = 0.25 m /s . En esta figura se 
puede observar como el error crece fuertemente con el ángulo /?, tal como cabía esperar. 
En este caso para un ángulo (d dado, el crecimiento del error con el tiempo es suave y 
casi lineal. La mayor dependencia aparece con el ángulo.
La figura 8.7 muestra la dependencia del error que se produce en el cálculo de r  en 
función de la velocidad y la distancia del objeto. En este caso el error introducido en 
función de v0 y z0, es de nuevo mayor que en el algoritmo de detección de movimiento. 
La evolución de las figuras es similar, es decir, a mayor velocidad y menor distancia 
inicial mayor error en r , que crece con el intervalo entre imágenes.
En ambas gráficas aparece un error fijo, aunque la velocidad sea muy pequeña o la 
distancia muy grande, debido al ángulo ¡3.









Figura 8.6: Error en el cálculo del tiempo al impacto función del ángulo
8.4 L im itac io nes  re lac io n ad as  con  la e s t r u c tu r a  del 
sen so r
El análisis de los errores debido al ángulo (3 y a las aproximaciones, muestran en que 
condiciones los algoritmos implementados en el módulo reconfigurable son fiables. Como 
regla general, el error crece conforme el intervalo de adquisición entre dos imágenes es 
mayor. Es por tanto interesante adquirir las imágenes muy rápidamente, para reducir 
este error.
La alta velocidad de adquisición de imágenes de la tarjeta de adquisición log-polar 
[Bla98], combinada con el rápido procesado conseguido en el cauce reconfigurable pue­
den no ser siempre una ventaja. Estas características plantean la posibilidad de que, 
si dos imágenes se adquieren en un intervalo de tiempo muy pequeño, y la evolución 
dinámica de la escena no es muy rápida, quizás no se produzca ningún cambio apreciable 
en los puntos de la imagen.
Esta cuestión obliga a un análisis en el que se relacione las características geométricas 
del sensor, con la velocidad de adquisición, la velocidad relativa robot-objetos y la 
distancia de la plataforma a éstos.
Ángulo (rad) Tiempo (s)
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V elocidad  (m /s) T iem po (s)
(a )
Distancia inicial (m) Tiempo (s)
(b)
Figura 8.7: Error en el cálculo del tiempo al impacto función de la velocidad (a) y la 
distancia (b)
8.4 .1  C aracterísticas geom étricas del sensor log-polar CM O S
La retina ocupa cerca del 99% de la superficie del sensor log-polar CMOS [Par97], 
por ello (además de porque es la zona donde se cumple la ley log-polar), el análisis se 
realizará sólo en la retina.
La transformación en la zona retínica viene dada por las ecuaciones:
rad = AeBcir
4  _  M I N S I Z E X - L I M R
2n
B  = log (l + -
(8.9)
M I N S I Z E Y \  
A )
siendo rad la distancia al centro del pixel y cir es el número del anillo, cantidad ésta 
que varía entre 0 y 55 para generar los 56 anillos. El valor de las cantidades constantes 
tienen que ver con el proceso tecnológico utilizado, y las características del sensor, y se 
definen en la tabla 8.1.
Con las ecuaciones (8.9) y los parámetros de la tabla 8.1, se puede obtener el creci­
miento radial de la retina. Para ello sólo hay que hacer variar el parámetro cir entre 0 
y 55 para generar, de forma completa los 56 anillos del sensor.
8.4 .2  R elación  en tre  el sensor y los parám etros de la escena
Existen dos posibles análisis relacionando la geometría del sensor y los parámetros de 
la escena. Por una parte, se puede considerar que no se modifica el plano imagen, hasta
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Constante Descripción Valor
M IN S IZ E X






Anchura del pixel más pequeño 
Altura del pixel más pequeño 
Número de pixels por circunferencia 
Número de circunferencias 
Radio de la retina 
Radio de la fóvea 
Coeficiente de crecimiento
13.8 pm  
14.0 jim  
128 
56
4274.12 jim  
281.13 jim  
0.048598523
Tabla 8.1: Parámetros de la retina
que el movimiento del objeto hace que se alcance un pixel vecino en el plano imagen. 
Este análisis puede considerarse como modificación entre pixels.
Por otra parte, la evolución del perfil de un objeto dentro de un pixel en el plano 
imagen, hace que su porcentaje de participación en el tono de gris de este pixel varíe. Si 
hay una diferencia apreciable entre el tono de gris del objeto, y el tono de gris del fondo, 
esto puede producir un cambio de intensidad suficiente para ser detectado como cambio 
en el pixel. En este caso se producirá un cambio en la imagen sin haberse alcanzado el 
pixel siguiente. Este análisis puede considerarse como modificación interna a un pixel.
Detección de modificación entre pixels
A partir de la figura 8.8 se puede obtener la relación entre el crecimiento en el plano 
imagen del vector de módulo r y los parámetros dinámicos de la escena, que se expresan 
con la siguiente igualdad:
F r ' F r '
r =  A e = ---  = ----------- (8.10)z — F  z0 — vqÍ — F
En t = 0 el extremo del vector r en el plano imagen estará situado sobre el anillo 
ci, de manera que particularizando la ecuación (8.10) a este caso, se obtiene:
Fr'
Ti — A e 1 =   ------   (8.11)
Z q —  r
La condición para tomar la siguiente imagen es que el extremo del vector r en el
plano del sensor haya avanzado al menos hasta el siguiente anillo ci +  1. Es entonces
cuando se apreciará un cambio en la imagen, y se podrán aplicar los algoritmos descritos 
en los capítulos 6 y 7.
El tamaño del vector r(A t) = r2 en el plano imagen expresado en función del anillo
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Z-F
_ ^ v _
Figura 8.8: Influencia de la resolución en el crecimiento de un objeto en el plano imagen
C\ +  1, deberá ser superado (o al menos ser igual), que el crecimiento del vector debido 
a su acercamiento. Es decir,
=  A e B - ( C .  +  I )  < Fr'
zq — v0A t — F  
Utilizando la ecuación (8.11) se obtiene la relación
(8. 12)
Ai > ( e B - l )  ( z o
Vo
(8.13)
que expresa el tiempo mínimo que debería transcurrir para tomar dos imágenes 
consecutivas, en función de los parámetros dinámicos de la escena y las características 
del sensor. Esta ecuación relaciona el coeficiente de crecimiento del sensor, la velocidad 
relativa entre el sensor y el objeto, (u0 supuesta constante), y la distancia inicial del
O b j e t o  Z q .
Para interpretar mejor esta dependencia se ha representado en la figura 8.9 la varia­
ción de A t expresada en la ecuación (8.13). La constante B  es la del sensor log-polar, 
expresada en la tabla 8.1, y la distancia focal de nuevo es 50 ram, aunque la influencia 
de este último parámetro es despreciable frente a z q .
Los resultados obtenidos son los esperados. Este intervalo mínimo, para que se 
aprecien los cambios en la imagen, crece con la distancia y con la lentitud relativa de 
aproximación del objeto, siendo infinito para velocidad 0.
De la ecuación (8.13) se puede extraer una regla general para obtener la velocidad 
de programación máxima de adquisición de imágenes. El coeficiente (eB — l ) /e B tiene 
un valor fijado para el sensor log-polar CMOS de 0.04743726012. El cociente z0 — F /v0
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Figura 8.9: Intervalo mínimo de adquisición entre imágenes consecutivas en función de 
la velocidad y la distancia
expresa, (si z0 F), el tiempo al impacto r o el tiempo que se tarda en recorrer la 
distancia que separa al sensor del objeto de interés. Por tanto se puede concluir que el 
intervalo temporal de adquisición de dos imágenes consecutivas deberá ser mayor que 
aproximadamente la veinteava parte de r. Este resultado sirve para prever, teniendo 
acotado el rango de velocidades relativas y distancias entre los objetos de un entorno, 
cual deberá ser la velocidad de adquisición.
D etección  de la m odificación en un p ixe l
Los resultados anteriores muestran la evolución de un borde entre pixels distintos, en 
función de la geometría del sensor, y los parámetros dinámicos de la escena.
Este análisis puede considerarse el peor de los casos, para limitar la velocidad de 
adquisición de imágenes log-polares. El posible cambio de intensidad de un pixel, debido 
a la evolución de la ocupación de un pixel debe ser tenida en cuenta.
En la figura 8.10 se muestra la ocupación de un pixel por parte de la imagen de un 
objeto en un instante inicial t = 0, y tras un intervalo de tiempo At. En este modelo, 
por simplicidad, se ha evitado tener en cuenta que el lado L en realidad debería ser un 
arco. Esta aproximación simplificará las expresiones, mostrando de la misma manera, 
la dependencia radial del crecimiento.
El valor de la intensidad de gris Tqp del pixel de la figura 8.10, se puede expresar 
en función de la superficie de ocupación del pixel por parte de la imagen del objeto So, 
de la intensidad del tono de gris del objeto Too, del superficie del fondo Sp, y del tono
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Figura 8.10: Evolución de la imagen de un objeto en un pixel
de gris de este fondo T q f -
T g p  —
SqTgo +  SfTqf U (Too ~ Tqf) + HTqf (8.14)
So “h Sf H
Donde r¿ es la longitud radial de ocupación del pixel por parte de la imagen del 
objeto.
Por otra parte, la altura H  del pixel se puede expresar a partir de la ecuación (8.9), 
en función del número del anillo ci, y de las constantes del sensor A y B , como
H = AeBci(eB -  1) (8.15)
Particularizando la ecuación (8.14) para los instantes t = 0 y t = Ai, utilizando 
la ecuación (8.3) con /3 = 0 y la ecuación (8.15), se puede obtener la ecuación (8.16) 
que expresa la diferencia de tono de gris A Tgp en un pixel entre los instantes t — 0 y 
t =  A t.
A TGp — vAt(TGo ~ Tgf) > U (8.16)(■eB — l)(zo — vA t — F)
Donde U es el umbral a partir del cual se considerará que se ha producido un cambio 
en el pixel. Este umbral es necesario para evitar que pequeños cambios de iluminación 
en la escena, afecten a la detección de cambio en un pixel.
La ecuación (8.16) tiene la forma que cabría esperar. Por una parte hay un de­
pendencia lineal con la diferencia de tono de gris entre el fondo y el objeto. A mayor
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contraste entre el objeto y el fondo, el tono de gris del pixel variará más rápidamente. 
De hecho la ecuación (8.16) se puede expresar como un coeficiente que multiplica la 
diferencia de tono de gris entre el objeto y el fondo, tal como se indica en la ecuación 
(8.17). Si esta diferencia es mayor que el umbral U, cuanto más cercano a 1 sea este 
coeficiente, mejor se detectará la variación de gris en el pixel.
ATgp = Co e f f ( z 0, At, v)A TG > U (8-17)
Por el contrario, cuanto menor sea este coeficiente, menor será la variación del tono 
de gris del pixel aunque el objeto tenga un gran contraste con el fondo.
En la figura 8.11 se representa la variación de este coeficiente para un valor fijo de 
Zq =  5 m, una focal F = 50 mm y con la constante D del sensor log-polar CMOS. 
Se puede observar como el coeficiente, tal como cabe esperar, crece con el intervalo de 
tiempo entre imágenes y la velocidad. Para valores de la velocidad de más de 1 m /s, e 
intervalos de tiempo entre imágenes de más de 0.4 s, se empiezan a obtener valores del 
coeficiente del orden de 0.5. Esto permite detectar cambios la imagen, suponiendo un 










Figura 8.11: Dependencia con el tiempo y la velocidad del coeficiente C oef f  de multi­
plicación del contraste objeto-fondo
Como ejemplo numérico un objeto situado a 5 m, acercándose a una velocidad 
relativa de 0.25 m /s, tiene un tiempo al impacto de 20 s. Según la regla deducida en la 
sección anterior, para que se produzca un crecimiento en la imagen que afecte al pixel 
vecino, debería de transcurrir al menos la veinteava parte de r , es decir un segundo.
Velocidad (m/s) Intervalo de tiempo (s)
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Aplicando la ecuación (8.17) a este mismo ejemplo numérico, con intervalos tempo­
rales de A t se obtienen coeficientes de aproximadamente el mismo valor numérico que 
Ai. De esta manera, si la escena tiene un alto contraste, se pueden tomar imágenes con 
un intervalo temporal menor que un segundo.
8.5 Conclusiones
Los algoritmos implementados en el cauce reconfigurable utilizan la distribución polar 
de las celdas del sensor para simplificar su cálculo. Para ello es necesario que el vector 
de movimiento relativo entre la plataforma móvil, y el objeto de interés, coincida con 
el eje óptico.
En este capítulo se ha estudiado la influencia de la existencia de un cierto ángulo 
/? en el error porcentual entre ambos algoritmos. Los resultados obtenidos muestran, 
como cabía esperar, que para distancias grandes y velocidades pequeñas este error es 
menor.
Se han establecido ecuaciones analíticas sólo para la retina ya que esta ocupa el 
99% del sensor. Estas ecuaciones permiten establecer una estimación previa del error. 
De esta manera, se podrá dar fiabilidad o no a la aplicación de los dos algoritmos 
desarrollados, en función de los parámetros de la escena.
Por regla general estos errores crecen con el intervalo de tiempo entre la adquisición 
de las imágenes, con lo que es interesante adquirir las imágenes a la mayor velocidad 
posible.
La tarje ta de adquisición permite la adquisición a velocidades cercanas a 200 imágenes 
por segundo, aunque se limite a un máximo de 100 para conservar la calidad de la ima­
gen. Se ha planteado que una velocidad de adquisición excesivamente alta, podría hacer 
que no se produjeran cambios apreciables en la imagen formada en el sensor. A partir 
de un modelo sencillo de crecimiento radial, se han planteado dos modelos analíticos 
que indican en que condiciones dinámicas se producirán cambios en la escena.
El primer modelo atiende al cambio entre pixels, llegándose a la conclusión de que la 
velocidad máxima de adquisición es del orden de t/2 0 , siendo r  el tiempo al impacto.
Este resultado no es definitivo, puesto que el crecimiento de la imagen de un objeto 
tiende a cambiar el nivel de gris de un pixel sin llegar necesariamente a invadir el 
siguiente. Se ha concluido que la velocidad de adquisición puede ser más rápida, si la 
diferencia de tono de gris entre el objeto y el fondo es apreciable.
Se ha llegado a una ecuación que permite calcular el límite máximo en la velocidad 
de adquisición, en función de los parámetros de la escena, y del umbral de cambio U.
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Estos resultados permiten ajustar al máximo la velocidad de adquisición de la tarje­
ta, suponiendo un cierto margen de velocidades relativas entre los objetos y la platafor­
ma móvil, de distancias relativas iniciales, y un margen mínimo de contraste entre tonos 
de gris de los objetos con el fondo. Reduciendo este intervalo temporal entre imágenes 
se reducirán los errores debidos a la existencia de un ángulo /?, y a las aproximaciones 
realizadas en los algoritmos utilizados.
En los siguientes capítulos se evaluarán de manera experimental estos algoritmos y 
la parametrización de estos errores.






Algoritm o de detección de 
m ovim iento
9.1 Introducción
En el capítulo 6 se ha diseñado un algoritmo diferencial para la detección de mo­
vimiento en coordenadas log-polares. Este algoritmo tiene la particularidad de que 
automáticamente descarta el desplazamiento en la imagen debido al movimiento de la 
cámara cuando este movimiento es a lo largo del eje óptico.
En el capítulo 8 se ha estudiado bajo qué condiciones se debe esperar un correcto 
funcionamiento del algoritmo. Una conclusión esperada del capítulo ha sido que el 
ángulo de desviación entre la dirección de movimiento y el eje óptico debe ser lo menor 
posible. Análogamente se ha concluido que habrá un error inevitable debido a:
1. la diferencia entre el cumplimiento ideal de las condiciones de linealidad expresadas 
en las ecuaciones (6.5) y el que se consigue con el suavizado de la imagen log-polar 
implementado.
2. la diferencia entre el cumplimiento de las condiciones de movimiento en el plano 
log polar expresada en las ecuaciones (6.6), y el movimiento en el plano log-polar 
expresado en la ecuación (6.11).
Estas conclusiones implican que los puntos de la imagen sin movimiento propio no 
cumplirán de forma exacta que su segunda derivada temporal sea cero, aunque tendrán 
un valor absoluto pequeño. Es por tanto necesario determinar un umbral no nulo a 
partir del cual se considerará que la segunda derivada es nula. El umbral dependerá 
de la escena y del movimiento relativo entre el vehículo que soporta la cámara y los 
objetos. En el caso límite de que el vehículo esté quieto no habrá variación en las
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imágenes debida al movimiento del vehículo. La variación se deberá exclusivamente a 
móviles externos, siendo en este caso de aplicación inmediata el algoritmo.
El caso en el que los móviles externos tengan una velocidad del orden de magnitud 
de la velocidad de la plataforma móvil respecto al fondo estático será usado para tes- 
tear el algoritmo. En este caso la variación de la imagen debida al movimiento de la 
cámara debe quedar totalmente descartada y sólo debe detectarse el movimiento del 
objeto. Es también interesante realizar experiencias con diversas direcciones relativas 
de movimiento del objeto respecto a la dirección de avance del robot. El caso en el 
que el movimiento del objeto sea totalmente perpendicular a la dirección de avance del 
robot, que coincide con el eje óptico, la variación en el plano imagen será mayor que si 
este movimiento es oblicuo o totalmente paralelo. Este último caso será la prueba más 
complicada de las que se usaran para validar el algoritmo.
De manera adicional en el capítulo 8 se ha planteado cuál ha de ser el intervalo 
mínimo de adquisición de imágenes para apreciar variación en ellas en función de las 
características de movimiento de la cámara. La ecuación (8.13) muestra este intervalo 
mínimo en el caso de modificación entre pixels, aunque como se razona en el capítulo 
anterior y se muestra en este capítulo experimentalmente, un intervalo más pequeño 
también muestra variaciones en la imagen debido a la modificación del nivel de gris en 
un pixel. Esta diferencia en las imágenes debida al movimiento de avance del robot 
sobre el eje óptico de la cámara quedará eliminada con la aplicación del algoritmo tras 
la deducción del umbral que se realizará en la sección 9.4.3. En las siguientes secciones 
se describirán los experimentos realizados con el cauce reconfigurable y los resultados 
obtenidos para determinar la validez del algoritmo de detección de movimiento propio.
9.2 Depuración del cauce reconfigurable
Previamente a la fase de experimentación ha sido necesario realizar una depuración 
de los EPs, comprobando que el conexionado y funcionamiento de cada uno de los 
componentes era correcto. En primer lugar ha sido necesario garantizar que las señales 
globales de reloj y reset eran correctas y carecían de ruido. Posteriormente se ha 
verificado que el proceso de programación de las FPGAs era correcto y que si el cauce 
no funcionaba no se debía a una mala programación de las FPGAs. Con esta intención 
ha sido de utilidad usar y reservar el pin de la FPGA C0NF_D0NE que pasa a valer 1 si 
la programación se ha realizado con éxito. Este pin se ha conectado a un LED con lo 
que una mera inspección visual es suficiente para comprobar la correcta programación 
de cada etapa del cauce.
Una vez se ha garantizado que la programación de los EPs se realiza de manera
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correcta se ha pasado a comprobar la funcionalidad de los componentes de los EPs 
que intervendrán en ambos algoritmos. Con esta intención se han diseñado en VHDL 
numerosas etapas que, siguiendo el protocolo de intercambio de datos descrito en la 
sección 4.3, acceden a los recursos de los EPs.
De esta manera en primer lugar se ha comprobado la conectividad del cauce pro­
gramando todas las etapas con un algoritmo que simplemente transmite los datos. 
Posteriormente se ha realizado código VHDL para escribir una imagen log-polar com­
pletamente en la memoria local y en las memorias de doble puerto de cada EP. Este 
acceso a los recursos de los EPs se ha realizado de manera aislada inicialmente (acce­
diendo a cada recurso por separado y de forma secuencial), y con un cauce inicialmente 
formado por un solo EP y aumentando el número de EPs del cauce posteriormente. 
Esta metodología ha sido muy costosa temporalmente pero ha sido útil para garantizar 
el correcto funcionamiento de la totalidad de cada EP previamente a la experimentación 
con los algoritmos.
9.3 Descripción de los experim entos
Se han realizado varios experimentos con secuencias reales tomadas desde el robot 
móvil desarrollado en el Institut de Robótica de la Universitat de Valencia [Veg99]. 
Esta plataforma se muestra en la figura 9.1 y en todas las experiencias se ha mantenido 
en lo posible el eje óptico de la cámara coincidente con la dirección de movimiento. Se 
han obtenido secuencias de 190 imágenes, a 12 imágenes por segundo, con una velocidad 
constante del robot de avance a lo largo del eje óptico de 0.05 m /s , para de esta manera 
poder determinar el intervalo A t de adquisición en función de la velocidad del robot.
Claramente hay una relación entre A t y las velocidades de la cámara y de los objetos 
para garantizar que se produzcan diferencias. De esta manera, procesando imágenes a 
intervalos constantes de entre todas la imágenes adquiridas, se puede analizar la relación 
entre la velocidad de la plataforma y el intervalo mínimo de adquisición temporal Ai.
Con la intención de parametrizar en función de la velocidad el intervalo de tiempo 
para procesar imágenes y la elección del umbral en función de este intervalo, se ha 
realizado el procesamiento en el cauce reconfigurable conectado al puerto paralelo del 
PC mediante una tarjeta especialmente diseñada para estos experimentos. Esta tarjeta 
incluye el bus de programación de los EPs, la fuente de datos del primer EP y la conexión 
de recepción del último EP. De esta manera es posible programar los EPs a partir del 
fichero rb f  generado para las FPGAs, enviar imágenes log-polares al inicio del cauce 
y recibir las estructuras de datos resultado de este procesamiento. Simultáneamente 
se han desarrollado funciones en C que permiten la gestión del puerto paralelo en
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Figura 9.1: Plataforma móvil desde la que se han tomado las imágenes
modo EPP para la programación del cauce reconfigurable y el envío/recepción de las 
imágenes log-polares. La tarjeta suministra de manera adicional la alimentación al 
cauce reconfigurable y las señales globales de reset y de reloj de 16MHz. La figura 
9.2 muestra el banco de pruebas conectado al cauce reconfigurable en el que se han 
realizado los experimentos.
Con las secuencias de imágenes log-polares almacenadas en el disco duro es posi­
ble estudiar el comportamiento del algoritmo en función de la velocidad sin más que 
procesar imágenes a intervalos constantes.
Si se adquieren imágenes muy rápidamente y la velocidad de los objetos y del ro­
bot no es muy alta puede ocurrir que no se produzca variación apreciable entre dos 
imágenes. De esta manera en el capítulo 8 se ha deducido una primera relación que 
define el intervalo mínimo para la adquisición de imágenes log-polares en función de los 
parámetros de la escena. El intervalo de adquisición mínimo A t depende de la constante 
de crecimiento del sensor B , la distancia del objeto zq, la focal de la cámara F  y de la 
velocidad relativa entre cámara y objeto vq.
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Para la deducción de esta ecuación se ha impuesto que la variación de la imagen
9.3 Descripción de los experimentos 119
Figura 9.2: Cauce reconfigurable con 3 EPs y la tarjeta de programación y entra­
da/salida de imágenes
en el plano log-polar se deba a que la imagen de un objeto pase de un anillo polar al 
anillo inmediatamente siguiente. Este intervalo temporal puede ser incluso menor para 
que se aprecien cambios en la imagen, ya que el avance en el plano imagen log-polar 
dentro de un pixel sin invadir el siguiente puede ser suficiente para que se produzcan 
cambios, tal como se expresa con la ecuación (8.16). A partir de esta ecuación se obtiene 
la expresión de A t, en función de los mismos parámetros descritos anteriormente, el 
tiempo al impacto r , y la diferencia entre el tono de gris del objeto y el tono de gris del 
fondo TGo ~  Tg f .
A t > ~rp 7r  (9.2)— rGO-r GF , i v /
e B — 1 ^  1
En la sección 9.4.2 se analizará esta relación entre los parámetros de la escena y la 
velocidad de adquisición que garantice variación entre imágenes. Se observará como la 
velocidad fija el intervalo A t mínimo de adquisición de imágenes.
Con el objeto de determinar el valor del umbral en función de A t se ha realizado una 
primera secuencia en la que no hay objetos móviles y la variación en las imágenes se 
debe exclusivamente al movimiento de la cámara, tal como se muestra en la figura 9.3. 
El algoritmo debe garantizar la no aparición de falsos positivos, o lo que es lo mismo, 
no debe detectar puntos con movimiento propio ya que en este caso sólo se mueve la 
cámara. En la sección 9.4.3 se propone una metodología para que la plataforma móvil 
determine de manera unívoca y automática el umbral a aplicar.
A partir de la determinación del umbral se han realizado experiencias con un objeto 
con una velocidad lineal constante de aproximadamente 0.055 m /s  respecto al fondo
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Figura 9.3: Imágenes de la secuencia 1: sólo hay movimiento del robot
estático y con diversos ángulos de avance respecto a la dirección de movimiento del 
robot. En la secuencia 2 que se muestra en la figura 9.4, el pequeño coche móvil 
avanza en diagonal formando un ángulo de 45° con la dirección de avance del robot. La 
secuencia 3 que se muestra en la figura 9.5, es el caso más favorable ya que la dirección 
del vehículo móvil es totalmente perpendicular a la dirección de movimiento del robot. 
Finalmente la secuencia 4 es el caso más desfavorable, ya que el vehículo móvil avanza 
frontalmente hacia el robot.
Figura 9.4: Imágenes 10, 50 y 90 de la secuencia 2: la dirección de movimiento del 
objeto forma un ángulo de 45° con la dirección del robot
9.4 R e su lta d o s
Con la intención de observar el resultado de cada etapa del algoritmo de detección 
de movimiento, se ha implementado una etapa que únicamente transmite los datos, sin 
transformarlos. De esta manera, se puede analizar el resultado parcial del procesamiento 
en cada etapa experimentando con imágenes log-polares en el banco de pruebas descrito.
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Figura 9.5: Imágenes 10, 50 y 90 de la secuencia 3: la dirección de movimiento del 
objeto es perpendicular a la del robot
Figura 9.6: Imágenes 10, 50 y 90 de la secuencia j:  el objeto avanza frontalmente hacia 
el robot
9.4.1 E tapa de suavizado de la im agen
En la sección 6.4.1 se ha descrito cómo se ha implementado la etapa de suavizado de la 
imagen, necesaria para cumplir la condición de suavizado expresada en la ecuación (6.5). 
Con intención de acelerar el suavizado se ha utilizado una máscara unitaria de convo- 
lución de 6 puntos, seleccionando para cada punto 3 puntos del anillo anterior y los 2 
puntos inmediatamente anteriores del anillo presente. Se realiza una suma de estos 6 
puntos, escogiendo los bits más significativos para, de esta manera, realizar un división 
por una potencia de 2 en lugar de por 6 que sería el valor más correcto. De esta manera 
la etapa de suavizado procesa un punto cada 4 ciclos.
Al realizarse una división por una potencia de dos se puede realizar ésta por 8 
que sería la potencia más próxima. Si cada pixel toma su valor máximo (255 que 
correspondería a totalmente blanco), el valor máximo de la suma sería 255 • 6 =  1.530, 
resultado almacenado en un registro de 11 bits. Si se escogen los 8 bits más significativos 
se obtiene que el tono de gris más alto que se obtendrá será el de la división entera
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de 1.530 entre 8, que es 191. Esto implica que las imágenes suavizadas se oscurecerán 
ligeramente, tal como se muestra en la secuencia de la figura 9.8, que es el resultado de 
suavizar la secuencia original de la figura 9.7.
Figura 9.7: Imágenes originales de la secuencia que muestra el suavizado
Figura 9.8: Imágenes suavizadas y almacenadas en 8 bits
La figura 9.8 muestra un suavizado de la imagen a la vez que un cierto oscurecimiento 
de la misma. En el caso de que fuera necesario un suavizado más perfecto, o que no fuera 
tolerable el oscurecimiento de la imagen, se podría ampliar el tamaño de la máscara y/o 
dividir exactamente por el tamaño de la máscara. Esto implicaría un mayor número 
de registros (EPs más grandes) y/o un número de ciclos mayor para esta etapa, lo cual 
ralentizaría el funcionamiento del cauce en el algoritmo de detección de movimiento.
De manera adicional se ha de tener en cuenta que las etapas siguientes realizan una 
diferenciación y, por tanto, cabe la posibilidad de que el resultado sea negativo. Si se 
realiza la diferenciación de números originalmente de 8 bits, almacenando el resultado en 
complemento a 2, serían necesarios 9 bits para evitar un desbordamiento y por tanto un 
resultado incorrecto en la diferenciación. Con intención de evitar un desbordamiento 
en las etapas posteriores se ha fijado la salida de la etapa de suavizado en 7 bits, o 
equivalentemente dividir por 16 el resultado de la suma de la máscara de 6 bits en
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Figura 9.9: Imágenes suavizadas y almacenadas en 7 bits
Claramente el resultado de la figura 9.9 sería inaceptable en el caso de que la inten­
ción de estas imágenes fuera mostrar la secuencia original simplemente suavizada. La 
aproximación produce una pérdida de información la imagen visualmente intolerable 
al reducir los niveles de gris. Al ser el objetivo final de la aplicación del algoritmo la 
detección de movimiento esta aproximación será válida si los resultado experimentales 
son correctos. En el caso de los experimentos realizados con una iluminación normal 
la aproximación ha demostrado ser suficientemente buena, evitándose de esta manera 
una etapa lenta que ralentizase el cauce en este algoritmo.
lugar de la división por 8 propuesta inicialmente. Esta aproximación oscurece más las 
imágenes ya que al dividir por 16 el valor más alto representable será 95, quedando 
el bit más alto del resultado siempre a cero. La figura 9.9 muestra el suavizado de la 
secuencia de la figura 9.7 realizado con 7 bits para evitar el desbordamiento en etapas 
posteriores.
9.4.2 E tapas de diferenciación  de la im agen
La velocidad de adquisición y procesado de las imágenes log-polares es relativamente 
alta comparada con la velocidad del robot y de los objetos móviles en los experimentos. 
Es interesante que las imágenes a procesar estén relativamente próximas temporalmente. 
De esta manera se puede asumir como mínimo el error producido al discretizar las 
derivadas temporales pasando de dt a A t. Por otra parte, puede ocurrir que si las 
velocidades de la escena son comparativamente mucho menores que la velocidad de 
adquisición no se produzca ninguna variación apreciable en la imagen, con lo que la 
derivada sería nula. Es por tanto interesante fijar el intervalo temporal mínimo que 
garantice diferencia entre imágenes.
La ecuación (9.1) muestra el intervalo temporal mínimo entre imágenes en el caso 
de que la variación en la imagen se deba a que la imagen del objeto haya cambiado
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de pixel En el caso del experimento 1, en el que la plataforma móvil avanza a una 
velocidad de 0.05 m /s  y los objetos de la escena están a una distancia aproximada 
de 1.5 m , este intervalo temporal llega a ser de 1.4 segundos. Claramente este es 
el peor caso y no es necesario este gran intervalo temporal. El avance de la imagen 
del objeto en el plano del sensor hace que el movimiento dentro de un solo pixel sea 
suficiente para modificar el nivel de gris del pixel, y por tanto producir variación en el 
pixel La expresión (9.2) muestra este intervalo mínimo en función de las características 
geométricas del sensor y los parámetros de la escena. Este valor depende de la diferencia 
entre el tono de gris del objeto y del fondo Too — Tqf- Para una diferencia mínima 
(valor 1) de tono de gris entre el objeto y el fondo y para los valores de la escena 
indicados anteriormente el intervalo temporal es de nuevo del orden de 1.4 segundos. 
Si esta diferencia entre tonos de gris es algo mayor, el intervalo temporal para producir 
variación en el plano imagen será menor, y por tanto se podrán tomar imágenes más 
próximas. Esta diferencia supuesta de tonos de grises entre los objetos y el fondo se 
puede generalizar a un valor distinto de la unidad pero suficientemente pequeño. En el 
caso de los experimentos realizados la diferencia mínima entre el tono de gris del objeto 
Tgo — Tqf se ha supuesto de un valor de al menos 5 unidades. Si la diferencia de tono 
de gris entre objeto y fondo es mayor entonces la diferencia entre los niveles de gris de 
imágenes consecutivas en el plano imagen también será mayor. Con este valor y los 
parámetros de la escena apuntados anteriormente se obtiene que A i «  0.33 segundos. 
En el caso de los experimentos realizados tomando 12 imágenes por segundo esto indica 
que una de cada cuatro imágenes tiene que ser procesada, con lo que A t = 0.3.
Si la diferencia de tonos de gris es mayor que el valor mínimo de 5, supuesto el 
intervalo de tiempo mínimo será menor, con lo que el intervalo temporal de 0.3 segundos 
garantizará en cualquier caso diferencias mayores en el plano imagen. De esta manera 
se pretende que la plataforma autónoma escoja de manera automática el intervalo Ai 
de las imágenes que va a procesar en función de su velocidad lineal y de la velocidad de 
procesamiento del cauce reconfigurable. Este intervalo se podrá cumplir siempre que 
no se supere la velocidad a la que se pueden suministrar las imágenes desde la etapa de 
adquisición del sistema (del orden 100 imágenes/segundo). En el caso del algoritmo de 
detección de movimiento se ha realizado de manera adicional un estudio de la influencia 
del intervalo A t en la elección del umbral.
Las figuras 9.10 y 9.11 muestran parte de la secuencia original del experimento 2 
tomando 3 imágenes por segundo. En la secuencia el robot avanza frontalmente y el 
objeto avanza en una dirección que forma un ángulo de 45° con la del robot. De esta 
manera se produce un desplazamiento radial de los objetos estáticos en la escena y un 
desplazamiento del objeto de izquierda a derecha. En la secuencia aparece como más 
apreciable la variación en la imagen producida por el objeto con movimiento propio
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que la debida al avance de la plataforma móvil a pesar de ser del mismo orden (0.05 
m /s  de la plataforma y 0.055 m /s  del objeto). Este efecto producido al coincidir la 
dirección de movimiento con el eje óptico se puede deducir de la ecuación (9.1) ya que 
el movimiento se aprecia en la imagen cuando un pixel avanza hasta el siguiente. En 
el caso de los objetos estáticos, este desplazamiento se debe al avance de la plataforma 
móvil y tal como se ha indicado en el caso de este experimento será necesario más de 1 
segundo. Este movimiento se aprecia al ver las diferencias entre la primera imagen de 
la secuencia y la quinta (1.333 segundos más tarde).
Figura 9.10: Imágenes originales para diferenciar tomadas cada 0.333 segundos. Parte I
Figura 9.11: Imágenes originales para diferenciar tomadas cada 0.333 segundos. Par­
te II
La figura 6.2 muestra el resultado de calcular la derivada primera de la secuencia 
formada por las figuras 9.10 y 9.11 y después de atravesar la etapa de suavizado. A 
partir de las 6 imágenes originales se obtendrán 5 imágenes resta o primera derivada 
temporal, ya que hay una latencia inicial de una imagen en la salida de la segunda 
etapa del algoritmo. En la figura 9.12 se muestran las 4 últimas imágenes de la serie 
de las 5 derivadas primeras.
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Figura 9.12: Primera derivada temporal de la secuencia de imágenes de las figuras 9.10 
y 9.11
Las imágenes muestran el comportamiento esperado. Mayoritariamente los puntos 
tienen valores muy oscuros o casi blancos. El tono de gris totalmente negro correspon­
de al valor 0 y los valores muy oscuros a valores positivos muy cercanos a 0. Estas 
diferencias indican que, o bien no se ha producido variación, o bien la variación ha 
sido mínima. Análogamente el blanco absoluto corresponderá al máximo valor del pixel 
(255) que corresponde en complemento a 2 al valor -1. Los valores muy claros corres­
ponderán a valores cercanos a 255 e inferiores. Estos niveles de gris en complemento a 
2 expresan valores negativos cercanos a cero. Las zonas donde se observan tonalidades 
grises intermedias corresponden a valores positivos o negativos más alejados de cero, lo 
que indica que se ha producido una variación más brusca.
La última etapa del algoritmo de detección a su vez diferencia las imágenes que son 
la derivada primera para obtener la derivada segunda. Las imágenes correspondientes 
a la secuencia ejemplo se muestran en la figura 9.13. En este caso la secuencia original 
de 6 imágenes se reduce a sólo 4 imágenes al tener una latencia inicial de dos imágenes 
el cómputo de la derivada segunda.
Figura 9.13: Segunda derivada temporal de la secuencia de imágenes de las figuras 9.10 
y 9.11
El objetivo de realizar un segunda diferenciación consiste en eliminar los gradientes 
o diferencias constantes que hayan aparecido tras la primera derivada. De esta manera
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la segunda derivada eliminará la aparición de diferencias debido al avance de superficies 
con un gradiente constante (imágenes suavizadas), permaneciendo preferentemente los 
bordes de los objetos. Tras esta segunda diferenciación será necesario determinar el um­
bral que va a ser útil para detectar los puntos que pertenecen a objetos con movimiento 
propio. Idealmente la secuencia de la figura 9.13 debería mostrar solamente con tonos 
de gris los puntos con movimiento propio, siendo el resto de puntos totalmente negros 
(sin diferencias). Al no cumplirse de manera exacta las condiciones del algoritmo es 
necesario determinar un umbral que fijará a partir de qué valor se considerará que un 
punto ha variado y por tanto tiene movimiento propio.
9.4.3 Determ inación del umbral
Para la determinación del umbral es necesario tener en cuenta la velocidad de la plata­
forma autónoma y la velocidad de adquisición de imágenes. En la sección 9.4.2 se ha 
analizado como elegir la velocidad de adquisición de las imágenes para garantizar que 
se produzca variación entre imágenes consecutivas y de esta manera tenga sentido la 
diferenciación. La ecuación (9.2) expresa el valor mínimo de este intervalo en función de 
los parámetros dinámicos de la escena y de la diferencia de tono de grises entre el objeto 
y el fondo de la imagen (T g o  — T q f )- Se ha supuesto una diferencia mínima de tono de 
gris de 5, para fijar automáticamente el intervalo A i en función de la velocidad v. Una 
vez la plataforma móvil fija esta velocidad de adquisición debe automáticamente fijarse 
el umbral que descarte el desplazamiento en la imagen debido al movimiento propio.
Para observar la evolución del umbral en función del intervalo temporal de adqui­
sición se ha realizado el experimento 1 en el que la cámara avanza en la dirección del 
eje óptico sin objetos móviles, tal como se muestra en la secuencia de la figura 9.3. Al 
aplicar el suavizado, calcular la primera derivada y segunda derivada de las imágenes 
log-polares, el algoritmo tiene que garantizar que no habrá puntos con movimiento pro­
pio en las imágenes procesadas. Claramente habrá una relación entre la elección de la 
velocidad de adquisición Ai, el umbral escogido y los falsos positivos.
La tabla 9.1 muestra el valor-medio del número de falsos positivos obtenidos en el 
experimento 1 en el que se han adquirido 190 imágenes en intervalos de 0.083 segun­
dos. El número de falsos positivos se muestra en función del intervalo de imágenes 
seleccionadas para procesar, IV, y del valor del umbral aumentado cada 5 unidades.
El número medio de falsos positivos crece generalmente con el intervalo entre imágenes 
y decrece aumentando el umbral. La figura 9.14 muestra de forma gráfica los falsos po­
sitivos de la tabla 9.1. El objetivo final es automatizar la elección del umbral en función 
de la velocidad, que a su vez ha fijado el rango de intervalos de adquisición de imágenes.
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In te rv a lo  de im ágenes N
1 2 3 4 5 6 7 8 9 10
5 57 206 385 376 450 534 785 1.253 1.431 1.879
10 0 7 76 29 58 59 189 449 664 845
15 0 0 0 0 1 1 26 189 177 380
U m b ra l 20 0 0 0 0 0 0 2 46 9 194
25 0 0 0 0 0 0 0 1 1 65
30 0 0 0 0 0 0 0 0 0 3
35 0 0 0 0 0 0 0 0 0 0
40 0 0 0 0 0 0 0 0 0 0
Tabla 9.1: Número medio de falsos positivos en el experimento 1 en función del intervalo 
de imágenes (columnas) y del umbral (filas)
A partir de la tabla 9.1 es posible representar el umbral mínimo para que no se 
produzcan falsos positivos en función del intervalo de imágenes seleccionadas para enviar 
al cauce reconfigurable. La figura 9.15 muestra estos puntos y la recta, obtenida por 
mínimos cuadrados, que mejor se ajusta a estos puntos experimentales. Cabe hacer 
notar que es equivalente la representación del umbral en función del intervalo temporal 
de adquisición sin más que multiplicar N  por 0.083 para obtener el valor en segundos. 
De esta manera se ha obtenido una regla para que de manera automática la plataforma 
móvil fije el umbral del algoritmo en función del intervalo de adquisición. A su vez el 
intervalo de adquisición viene fijado por la velocidad propia de la plataforma, con lo 
que queda automatizado el proceso de selección de imágenes para procesar y de elección 
del umbral en función de la velocidad de la plataforma.
La recta que expresa el nivel de gris umbral obtenida tras la regresión lineal que se 
muestra en la figura 9.15 es:
umbral = 2.6364 • N  +  7.0000 (9.3)
En el caso del experimento 1 la velocidad de la plataforma es de 0.05 m /s, velocidad 
que fija un intervalo de adquisición equivalente a procesar una de cada 4 imágenes 
adquiridas fijando N  =  4. De esta manera el umbral fijado tras aplicar la ecuación 
(9.3) será (truncando la parte entera) igual a 17. Este umbral garantizará para una 
velocidad de 0.05 m /s  y un intervalo temporal de adquisición de 0.3 segundos la no 
aparición de falsos positivos siempre que se mantengan las condiciones de iluminación, 
requisito no muy restrictivo y de aplicabilidad en entornos interiores.
Es posible aplicar el umbral fijado por la velocidad del vehículo a la secuencia 
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Figura 9.14: Número medio de falsos ■positivos en función del intervalos de imágenes 
tomadas y del umbral para el experimento 1
muestra los puntos detectados con movimiento propio obtenidos con un umbral de 17 
para la secuencia de las figuras 9.10 y 9.11. Cabe hacer notar cómo se han eliminado 
los falsos positivos y los puntos detectados sólo pertenecen a los bordes del vehículo en 
movimiento.
Para observar de qué manera el umbral elimina de forma efectiva los falsos positivos 
es interesante representar un histograma de las derivadas segundas conjuntamente con 
el umbral. La figura 9.17 muestra los histogramas de las 2 primeras imágenes corres­
pondientes a las derivadas segundas temporales que se muestran en la figura 9.13. El 
eje Y ha sido cortado para que la escala permita ver con detalle las zonas interesantes 
de la gráfica. En esta figura se muestra la frecuencia de aparición de los niveles de 
gris de la derivada segunda obteniéndose cantidades muy grandes para diferencias pe­
queñas, tanto positivas (valores cercanos a 0), como negativas (valores cercanos a 255). 
El umbral es la línea vertical que aparece en el valor 17 y -17 (239 en complemento a 
2). Los puntos a la izquierda del 17 y a la derecha del 239 son los descartados por el 
algoritmo como falsos positivos y los situados a la derecha del 17 y a la izquierda del 
239 son los marcados como positivos en las 2 primeras imágenes de la figura 9.16. Los 
falsos positivos, debidos a la no idealidad de las condiciones de suavizado y de solución 
de la ecuación diferencial impuestas por el algoritmo, se eliminan con la aplicación del 
umbral, permaneciendo los picos debidos a los bordes del objeto con movimiento propio.





Intervalo entre imágenes N
Figura 9.15: Umbral mínimo para evitar los falsos positivos en función del intervalo de 
imágenes procesadas N
9.4 .4  D etec c ió n  de m ovim iento  propio
Se ha justificado la elección del intervalo de adquisición de imágenes y del umbral en 
función de la velocidad. A partir de estos resultados se ha aplicado el algoritmo de 
detección de movimiento a las secuencias de los experimentos descritos en la sección 
9.3. Se han eliminado las primeras imágenes y las últimas de las secuencias de 190 
imágenes en los experimentos para dejar secuencias en las que aparezca el móvil de una 
manera efectiva.
De la misma manera se muestra una imagen del inicio de la secuencia, una imagen 
del final de la secuencia y una imagen intermedia, para no hacer muy extensa la des-
Figura 9.16: Positivos obtenidos con un umbral de 17 de la secuencia de las figuras 9.10 
y 9.11
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Figura 9.17: Iíistogramas ejemplos de la la segunda derivada temporal para el experi­
mento 2
cripción de los resultados experimentales. Sí que se ha considerado interesante incluir 
la evolución de la cantidad de positivos en función de la imagen. Estos datos, conjun­
tamente con las imágenes iniciales intermedias y finales, muestran el resultado de los 
experimentos.
E x p e rim en to  2
En esta secuencia la dirección de movimiento del móvil forma un ángulo de 45° con el eje 
óptico de la cámara, que marca a su vez la dirección de avance de la plataforma móvil. 
El pequeño objeto móvil (el coche con la caja que se puede observar en la figura 9.18) 
avanza con una velocidad de 0.055 m /s, avanzando la plataforma con una velocidad de 
0.05 m /s.
La tabla 9.2 muestra los puntos detectados con movimiento propio para la secuencia 
del experimento 2. Al haberse procesado una de cada 4 imágenes aparecen en intervalos 
de 4. Inicialmente se detectan pocos puntos al estar el objeto parcialmente oculto y 
algo alejado, con lo que el movimiento refleja un menor desplazamiento en la imagen. 
Posteriormente van aumentando de forma gradual los puntos detectados al acercarse el 
objeto a la cámara hasta que empieza de nuevo a desaparecer. La figura 9.18 muestra 
las imágenes correspondientes a las imágenes 22, 62 y 102.
Nótese que si los puntos detectados están en la fóvea o en la parte central de la 
retina apenas ocupan superficie en el plano retínico a pesar de ser una gran cantidad de 
puntos en el plano cortical. Esto se ve con claridad en las imágenes centrales de la figura 
9.18. Para la imagen 62 se han detectado casi 5.000 puntos con movimiento propio, lo
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Im agen Positivos Im agen Positivos Im agen Positivos
10 70 14 61 18 63
22 83 26 167 30 306
34 204 38 289 42 350
46 473 50 887 54 1.518
58 3.393 62 4.923 66 3.911
70 3.390 74 1.871 78 1.227
82 907 86 975 90 711
94 991 98 618 102 621
106 796 110 577 114 263
Tabla 9.2: Puntos detectados en la secuencia 2
Im ag en Positivos Im agen Positivos Im agen Positivos
58 121 62 155 66 114
70 2.037 74 2.702 78 1.650
82 959 86 583 90 538
94 541 98 1.869 102 2.780
106 2.263 110 1.070 114 690
118 628 122 457 132 549
Tabla 9.3: Puntos detectados en la secuencia 3
cual corresponde a más del 50% de la cantidad de puntos de la imagen foveal. Estos 
puntos al estar mayoritariamente en el centro de la imagen pertenecen a la fóvea y a 
la parte central de la retina, y por tanto ocupan una superficie relativamente pequeña 
(que en ningún caso llega a ser el 50% de la imagen).
E x p e rim e n to  3
En este experimento la dirección de movimiento del móvil forma un ángulo de 90° con 
el eje óptico de la cámara, que marca a su vez la dirección de avance de la plataforma 
móvil. El objeto móvil avanza con una velocidad de aproximadamente 0.055 m /s , y la 
plataforma con una velocidad constante de 0.05 m /s . Éste es el caso más sencillo para el 
algoritmo, ya que el desplazamiento en la imagen debido al movimiento perpendicular 
del coche será mayor que el desplazamiento en la imagen debido al movimiento del 
vehículo.
La tabla 9.3 muestra parte de los puntos detectados con movimiento propio en el 
experimento 3, observándose el resultado del algoritmo en la figura 9.19 .
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Figura 9.18: Imágenes 22, 62 y 102 del experimento 2
E x p e rim en to  4
Este último experimento será la prueba más difícil del algoritmo de detección de mo­
vimiento propio ya que en este caso el objeto avanza hacia la plataforma móvil, super­
poniéndose este movimiento al propio del robot que avanza hacia el objeto. En este 
caso cabe pensar que el algoritmo eliminará totalmente el movimiento del objeto sin 
detectarlo, ya que la dirección de movimiento relativo entre el objeto y la plataforma 
coincide con el eje óptico.
La eliminación de la componente transversal reduce en gran medida los puntos 
detectados, pero se siguen detectando puntos con movimiento propio. Estos puntos se 
detectan ya que el umbral está ajustado para eliminar el desplazamiento en la imagen 
cuando la velocidad es a lo largo del eje y de 0.05 m/4. Sin embargo la velocidad relativa 
entre objeto y plataforma móvil es mayor (de 0.103 m/s) ,  por lo que el desplazamiento 
radial en la imagen será mayor que el que elimina el algoritmo de forma automática.
La tabla 9.4 muestra la cantidad de positivos obtenidos, que es mucho menor que 
los positivos obtenidos en los casos anteriores, pero siguen mostrando la presencia de 
un objeto con movimiento propio. En cualquier caso solamente en el caso de que la 
velocidad no tenga componente perpendicular a la dirección de avance del robot se 
producirá esta reducción de puntos detectados.
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Figura 9.19: Imágenes 66, 90 y 114 del experimento 3
9.5 C onclu siones
El algoritmo diferencial en coordenadas log-polares desarrollado teóricamente en el 
capítulo 6 realiza varias aproximaciones cuya validez es necesario comprobar experi­
mentalmente. El hecho de que el suavizado no sea lo suficientemente bueno (máscara 
de 6 bits de valor unitario) y de que se haya realizado la aproximación de la solución 
de movimiento suave en la ecuación (6.12) hace necesaria la aparición de un umbral en 
el algoritmo.
Se han mostrado los resultados parciales de la etapa de suavizado con 8 bits y 7 
bits. Esta etapa de forma colateral oscurece la imagen, ya que utiliza una máscara de 
6 bits y sin embargo se divide la suma entre 16 para almacenar el resultado en 7 bits.
Por otra parte, el hecho de que se puedan adquirir y procesar imágenes con muy 
altas velocidades debe ser tenido en cuenta al utilizar etapas diferenciales. Si el intervalo 
de adquisición entre imágenes es relativamente pequeño comparado con la velocidad del 
vehículo puede ocurrir que dos imágenes consecutivas sean casi iguales, con lo que la 
diferenciación no tiene sentido. De manera adicional la especial geometría log-polar 
con tamaño de pixel espacio-variante requiere el análisis realizado en la sección 8.4. A 
partir de las ecuaciones (9.1) y (9.2) se ha caracterizado cual es la relación entre la
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Im agen Positivos Im agen Positivos Im agen Positivos
82 6 86 235 90 150
94 61 98 43 102 161
106 439 110 340 114 250
118 465 122 1.132 126 1.102
130 356 134 237 138 225
142 177 146 266 150 295
154 364 158 438 162 473
Tabla 9.4: Puntos detectados en la secuencia 4
velocidad de la plataforma móvil y el intervalo de adquisición de imágenes.
Con la intención de parametrizar la validez del algoritmo en función de la velocidad 
se han tomado secuencias de imágenes desde la plataforma móvil con velocidad cons­
tante. De esta manera a una velocidad de la plataforma de 0.05 m /s  se han tomado 12 
imágenes por segundo con lo que A t =0.083 segundos. Procesar una imagen de cada 
2 es equivalente a procesar todas las imágenes pero con el vehículo avanzando al doble 
de velocidad. La relación es por tanto biunívoca.
La ecuación (9.1) indica el intervalo de adquisición en el caso más estricto en el que 
la imagen de un objeto avance entre pixels. No es necesario este tiempo para que se 
produzca variación entre imágenes. La ecuación (9.2) indica el intervalo temporal de 
adquisición en función del nivel de grises del objeto y del fondo T qo  —T q f - Según esta 
ecuación este intervalo temporal depende de cada experimento concreto, siendo el caso 
en el que la diferencia de tono de grises entre el objeto y el fondo sea mínima (valor 
1) el caso en el que será necesario más tiempo para que se produzca la variación en la 
imagen log-polar. Es por tanto interesante realizar un supuesto genérico de diferencia 
de tono de grises y a partir de este supuesto obtener un A t. Esta diferencia será mayor 
que 1, pero no muy grande para no imponer que el contraste entre objeto y fondo 
en los experimentos sea muy grande. En cualquier caso la ecuación (9.2) muestra la 
relación que se tiene que cumplir entre la velocidad del objeto v, la diferencia del nivel 
de grises T qo  — T g f  Y AL Cabe hacer notar que esta ecuación ha sido deducida para 
que produzca una diferencia de nivel de gris mayor que 1 en el plano imagen. Si la 
diferencia real de nivel de gris entre el objeto y el fondo es mayor que la diferencia 
supuesta, entonces la diferencia producida en el nivel de gris de la imagen será mayor 
que 1 y por tanto también detectada por el algoritmo diferencial.
Con estas consideraciones y teniendo en cuenta el resto de parámetros de la escena se 
ha escogido un valor mínimo de Tq o—Tgf de 5 unidades. Este valor es suficientemente 
pequeño (el objeto muestra una diferencia mayor de tono de gris con el fondo) y hace
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Figura 9.20: Imágenes 86, 122 y 158 del experimento 4
que deba procesarse una imagen cada 0’3 segundos, es decir, se procese una de cada 4 
imágenes. El intervalo temporal entre imágenes queda de esta manera automáticamente 
fijado en función de la velocidad de la plataforma móvil si se supone esta diferencia 
mínima entre tonos de gris. De esta manera se ha mostrado el resultado parcial de la 
segunda y tercera etapa (prescindiendo de la binarización).
El algoritmo tiene que eliminar de forma automática el desplazamiento en la imagen 
debido al avance de la plataforma. Esto se consigue mediante la fijación de un umbral 
de manera que si las diferencias son menores que dicho umbral se elimine ese despla­
zamiento. La magnitud del desplazamiento en la imagen debido al movimiento propio 
del robot dependerá de la velocidad de éste. De esta manera al haber fijado el intervalo 
temporal de adquisición en función de la velocidad del robot se podrá parametrizar el 
umbral en función de dicho intervalo.
La forma de fijar el umbral ha sido mediante el experimento 1 en el que no había 
objetos con movimiento propio y solamente avanza la plataforma móvil con veloci­
dad constante. En ese caso el algoritmo tiene que eliminar este desplazamiento en 
las imágenes procesadas, estando fijado el intervalo de adquisición de manera que se 
garantice una variación en las imágenes originales. Se ha encontrado una manera de 
sistematizar la elección del umbral y se ha aplicado a diversos experimentos.
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Si la velocidad del objeto es similar a la del vehículo autónomo, y ambos se mueven 
perpendicularmente, el objeto será detectado con claridad sin detección de falsos po­
sitivos. En el caso de que las direcciones de movimiento sean paralelas la cantidad de 
puntos detectados es menor, aunque el algoritmo sigue evitando la aparición de falsos 
positivos.
El algoritmo será capaz de detectar objetos en movimiento propio independiente del 
movimiento del vehículo autónomo siempre que se oriente el eje óptico de la cámara 
hacia la dirección de avance. Se ha estudiado la elección del intervalo de adquisición y 
del umbral a partir de la velocidad de la plataforma móvil, llegando a ecuaciones que 
sistematizan esta elección.
En trabajos posteriores se integrará la información suministrada por el algoritmo de 
detección con la información suministrada por otros sensores. A partir de esta infor­
mación se estudiará la planificación de trayectorias en entornos no estructurados. Es 
entonces cuando se valorará el peso real de la información suministrada por el algorit­
mo de detección de movimiento. En cualquier caso los resultados obtenidos apuntan a 
que esta información puede ser muy valiosa para que la plataforma móvil pueda detec­
tar objetos en movimiento estando ésta moviéndose. De esta manera sería posible la 
utilización de estos datos para planificar la trayectoria y evitar choques.
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Capítulo 10
A lgoritm o de cálculo del tiem po al 
im pacto
10.1 Introducción
En el capítulo 7 se ha propuesto una implementación del algoritmo diseñado por Tista- 
relli y Sandini para el cálculo del tiempo al impacto en coordenadas log-polares [TS91b]. 
La coincidencia del centro del sensor con el centro de expansión óptica debido al avance 
de la plataforma móvil permite la eliminación de la componente angular del campo de 
velocidades en el sensor óptico. De esta manera sólo es necesario computar la com­
ponente radial de la velocidad o equivalentemente, utilizando la ecuación del flujo 
óptico, calcular el cociente entre el gradiente radial de la imagen d l/d £  y la derivada 
temporal d i/d t.
Esta aproximación se ha implementado en el cauce reconfigurable utilizando tres 
EPs que realizan respectivamente: el suavizado de la imagen, el cálculo del gradiente 
radial y de la derivada temporal, y por último la división entera de estos valores.
Diversos experimentos han mostrado las limitaciones del presente algoritmo así como 
bajo qué condiciones se pueden esperar resultados suficientemente precisos como para 
ser utilizados en situaciones reales. En la sección 10.2 se describen las correcciones del 
algoritmo que han sido realizadas para obtener resultados más fiables. En la sección 10.3 
se muestran los resultados obtenidos realizando estos ajustes y se realiza un análisis 
detallado de estos datos.
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10.2 Ajuste del algoritmo y descripción de los ex­
perimentos
Previamente al diseño e implementación del algoritmo en el cauce reconfigurable se 
han realizado diversas experiencias con imágenes sintéticas simulando los resultados. 
Estos experimentos han mostrado la necesidad de realizar un suavizado que elimine 
de forma casi total la presencia de picos en la imagen log-polar. La utilización de la 
ecuación del flujo óptico para reducir el cálculo de r  (tiempo al impacto) a una división 
entre derivadas hace necesario que estas parciales estén bien definidas en cada punto de 
la imagen log-polar. Esto implica la no existencia de funciones escalón en la imagen. 
Análogamente es necesario garantizar que exista una cierta variación en la imagen, 
tanto espacial como temporal, para de esta manera poder calcular ambas derivadas. 
Experiencias con imágenes sintéticas utilizando el cauce reconfigurable han mostrado 
una gran precisión con objetos con un gradiente radial constante.
Una fuente de error es que el algoritmo realiza por simplicidad una división entera 
de dos derivadas, estando de esta manera discretizados los valores posibles de r . Por 
otra parte, la propia expresión de r  hace que errores pequeños en la derivada temporal, 
al estar ésta en el denominador, puedan producir errores grandes en r.
El cálculo de un valor numérico más preciso de r  puede ser abordado realizando la 
media de los valores obtenidos de una superficie. Este promedio lo realizará la partición 
software, sumando el tiempo al impacto de cada punto en el que ha sido calculado, y 
dividiendo (división con números reales) esta cantidad entre el número de puntos que 
han contribuido.
Los valores de r  se calculan internamente en el último EP mediante la división 
del gradiente espacial entre la derivada temporal. El hecho de que esta división sea 
entera hace que se pierda precisión en los valores de r  calculados por el último EP. 
Para evitar este efecto y ganar precisión es necesario multiplicar la derivada temporal 
por un factor constante. Después, en la partición software se tendrá en cuenta este 
factor de escalado en los valores de r  y se realizará la división (en este caso con la 
precisión de los números reales). Sin embargo esta constante de multiplicación previa 
a la división no debe desbordar el resultado en el numerador. Una inspección de los 
valores del gradiente obtenidos y diversas pruebas han mostrado que valores adecuados 
para la constante de multiplicación están entre 10 y 20. Para acelerar la multiplicación 
la constante se ha elegido como 16. De esta manera esta multiplicación se realiza en 
el mismo EP que calcula la división sin más que desplazar 4 bits a la izquierda el 
gradiente. De manera adicional, la expresión de r  para la retina no consiste solamente 
en el cociente del gradiente radial entre la derivada temporal. También aparece como
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constante de división el coeficiente de crecimiento del sensor log-polar B  «  0'05, o 
equivalentemente una constante de multiplicación B ~l ~  20. De esta manera el mapa 
de los valores de r  que se obtendrán del tercer EP tendrán un valor no muy lejano al 
valor correcto. Posteriormente se realiza por software el ajuste multiplicando por 1 ’25 
(20/16).
Se han realizado diversas experiencias con el robot aproximándose hacia objetos y 
superficies irregulares en el laboratorio obteniéndose resultados poco precisos para r. 
El hecho de que el suavizado que realiza el primer EP no sea excesivamente bueno tiene 
una gran influencia en la dispersión de los valores calculados para r , resultando unos 
valores generalmente decrecientes pero de un valor numérico incorrecto. Un suavizado 
mayor, realizado con más EPs o con una etapa más lenta, generaría mapas de r  con 
menor dispersión y resultados más correctos, tal como han mostrado los experimentos 
con imágenes sintéticas.
En cualquier caso, y con la intención de probar la validez del algoritmo, se ha 
diseñado un experimento en el que la plataforma móvil se aproxima hacia una superficie 
con un cierto gradiente especialmente preparado para la experiencia. Se ha medido la 
velocidad del robot, la distancia inicial cuando se empezó a tomar imágenes, adquiriendo 
una imagen cada 0.08 segundos, para de esta manera poder probar la exactitud del valor 
numérico obtenido para r . La figura 10.1 muestra de forma esquemática los parámetros 
del experimento realizado.
t = 0  s .  
i m g = 0  
T t ^ 3 4  s .
t = 1 4 . 4  s .  
i m g = 1 7 9  
x ^ 2 0  s .
L _ rJ
l _  / - i  
i 1
d  1  =  1 5 0  c m .  
d 2 = 8 6 . 6  c m .
V 7 — V 7' r
^ > 
v = 4 . 4  c m / s
Figura 10.1: Esquema del experimento del cálculo del tiempo al impacto
La plataforma móvil avanza hacia la pared con una velocidad constante de apro­
ximadamente 4.4 cm/s. En el instante en el cual la distancia hasta la pared es de 
1.5 metros se inicia la adquisición de imágenes, a razón de 12.5 imágenes por segundo
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(o lo que es lo mismo una imagen cada 0.08 segundos). Esta adquisición finaliza tras 
haber almacenado un total de 180 imágenes, estando éstas numeradas desde la imagen 
000 hasta la 179. La figura 10.2 muestra 3 imágenes de la secuencia en las que se puede 
observar el aspecto de esta superficie. En las siguientes secciones se presentan los re­
sultados parciales tras el procesado de cada etapa, y los resultados globales del cálculo 
del tiempo al impacto en este experimento.
Figura 10.2: Secuencia original del experimento del cálculo del tiempo al impacto. 
Imágenes 8, 92 y 176 de la secuencia
10.3 R e su lta d o s
10.3.1 E tap a  de suavizado
La imagen original está suficientemente suavizada, ya que la superficie hacia la que 
se acerca la plataforma móvil ha sido especialmente diseñada para el experimento. La 
superficie original muestra un gradiente horizontal de manera que la imagen es más clara 
en el centro de la imagen que en los extremos. Se ha mantenido la etapa del suavizado 
radial descrita en la sección 6.4.1, utilizándose en este caso un suavizado seleccionando 
8 bits para la salida, ya que no se va a producir desbordamiento al calcular el gradiente 
y la derivada temporal (imagen original muy suavizada). Adicionalmente se ha repetido 
el experimento de avance hacia esta superficie eliminando la etapa de suavizado y los 
resultados han sido muy similares. En cualquier caso se ha mantenido esta etapa, ya 
que la aplicación de este algoritmo requiere de un fuerte suavizado y no ralentiza la 
obtención de resultados. La figura 10.3 muestra la salida de esta primera etapa.
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Figura 10.3: Resultado de realizar un suavizado de 8 bits de la secuencia de la figura
10.2
10.3.2 C álculo de la derivada espacial y  tem p ora l
De nuevo se plantea cuál ha de ser el intervalo de adquisición mínimo que garantice 
la variación entre imágenes. En este caso las ecuaciones (9.1) y (9.2) que definen el 
intervalo mínimo de adquisición de imágenes para que se produzca variación no son 
aplicables, ya que no hay un borde de un objeto distinto del fondo que invada el pixel 
del anillo siguiente o avance dentro del propio pixel. En cualquier caso se ha utilizado 
inicialmente el mismo intervalo de adquisición de imágenes que en el experimento del 
capítulo 9 (una de cada cuatro imágenes o equivalentemente una imagen cada 0.32 
segundos). Este intervalo produce una variación temporal en una cantidad suficiente de 
puntos para calcular r. Intervalos temporales ligeramente mayores (hasta una de cada 
10 imágenes o equivalentemente una cada 0.8 segundos) no han producido variación 
apreciable en los resultados experimentales, ya que se garantiza que la variación se 
produce entre pixels vecinos. Un intervalo mayor de adquisición suministra resultados 
incorrectos al no corresponder el cálculo del gradiente (entre pixels de anillos vecinos) 
con el de la derivada (entre pixels que habrán avanzado más de un pixel). Intervalos de 
adquisición menores han suministrado una pequeña cantidad de puntos con variación 
temporal, con lo que el cálculo de r  se reduce a unos pocos puntos cuyo valor medio no 
es muy correcto.
El segundo EP calcula simultáneamente la derivada espacial y temporal a partir 
de la imagen suavizada y se la suministra al EP que va a realizar la división. Se han 
diseñado especialmente etapas que calculan sólo el gradiente radial y sólo la derivada 
temporal con el objeto de mostrar el resultado parcial de cada operación a partir de 
la secuencia del experimento. En la figura 10.4 se muestra el gradiente radial de la 
secuencia original de la figura 10.2. En esta figura se puede observar como las diferen­
cias son pequeñas entre los diversos puntos, al obtenerse casi únicamente puntos negros
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(diferencia nula), casi negros (diferencia positiva pequeña) o puntos blancos (diferencia 
negativa pequeña). Claramente la zona central se corresponde con una zona con pe­
queñas variaciones positivas radiales del nivel de gris (puntos mayoritariamente negros). 
Sin embargo, la zona más externa se corresponde con pequeñas variaciones radiales ne­
gativas del nivel de gris, ya que la secuencia original presenta un oscurecimiento gradual 
en la periferia. En esta zona, al realizar la resta del valor de gris de un pixel con el 
del anillo inmediatamente inferior (más claro y por tanto con un nivel de gris mayor), 
el resultado es negativo con lo que en complemento a 2 se obtienen valores cercanos a 
255 (casi blancos). La derivada temporal tiene un aspecto similar al ser las diferencias 
entre imágenes pequeñas. Todos los pixels presentan un nivel de gris cercano a cero, o 
bien positivo, o bien negativo.
Figura 10.4: Resultado de calcular el gradiente radial de la secuencia de la figura 10.2
10.3.3 M apas de t iem p o  al im pacto
La salida del último EP genera los mapas de los valores calculados para el tiempo al 
impacto. Valores enteros calculados en los puntos en los que se ha podido calcular, 
ya que se han considerado como puntos no válidos aquellos cuyo valor del tiempo al 
impacto fuese negativo o no estuviese bien definido (gradiente o derivada nula). Cabría 
esperar que los mapas de tiempo al impacto de las imágenes iniciales fueran más claros, 
ya que el tiempo al impacto es mayor, y que los mapas de tiempo al impacto de las 
imágenes finales fueran más oscuros. De hecho, debido a la gran dispersión de valores 
obtenidos, con una mera inspección visual de los mapas de tiempo al impacto no se 
muestra este comportamiento. Posteriormente, en la sección 10.3.4, se realizará un 
análisis más detallado de los mapas del tiempo al impacto mostrando los histogramas 
obtenidos.
La figura 10.5 muestra los mapas de tiempo al impacto correspondientes a la se­
cuencia de la figura 10.2. Cabe hacer notar que el tono de gris constante que se puede
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apreciar en el fondo corresponde a los puntos en los que t  no ha sido calculado y que, 
por tanto, no han contribuido al valor medio de r  para cada imagen. Los puntos de 
la fóvea igualmente han sido eliminados, ya que en ellos no se sigue la distribución 
log-polar y, por tanto, el resultado del valor de r  calculado por el último EP para estos 
puntos no es correcto.
Figura 10.5: Mapas de tiempo al impacto correspondientes a la secuencia de la figura
10.2
A partir de los mapas de tiempo al impacto suministrados por el cauce reconfigura­
ble, se ha realizado por software el escalado correcto, y se ha calculado el valor medio 
para cada imagen. La figura 10.6 muestra los resultados experimentales al calcular la 
media de todos los puntos en los que se ha calculado r . La línea discontinua correspon­
de al resultado teórico y la línea continua muestra el ajuste de los datos experimentales 
a una recta mediante regresión lineal.
La recta que se muestra en la figura 10.6 muestra los valores medios de r  calculados 
con cerca de 2000 puntos para cada imagen. De hecho, los mapas de tiempo al impacto 
que se muestran en la figura 10.5 corresponden a las imágenes 8, 92 y 176. Los valores 
medios de r  en estos casos han sido calculados con 2007, 1669 y 1643 puntos. La tabla 
10.1 muestra el número de puntos que han contribuido para el valor medio de r  en 
función del número de la imagen.
Se puede observar como el error relativo es inicialmente pequeño, ya que cuando el 
tiempo al impacto es grande la divergencia entre el valor teórico y el valor experimental 
obtenido es pequeña (menor del 6%). Sin embargo se observa como la diferencia (y por 
tanto el error relativo) crece cuando r  disminuye, llegando al final de la secuencia a ser 
del 25%. Es necesario por tanto un estudio más detallado de los mapas de tiempo al 
impacto para poder analizar el origen de este error.
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Figura 10.6: Resultados experimentales y teóricos (linea discontinua) del tiempo al 
impacto en función del número de imagen
10.3.4 A nálisis  de los resu ltados
Los valores de r  experimentales que se muestran en la figura 10.6 han sido calculados 
con la contribución de cerca de 2000 puntos para cada uno de ellos. Cabría por tanto 
suponer que el valor obtenido debería ser bastante correcto. Si se analiza el histograma 
de los valores obtenidos se podrá entender el comportamiento del valor medio de t . En 
la figura 10.7 se muestran los histogramas correspondientes a los mapas del tiempo al 
impacto de la imagen 8, y de la imagen 176.
Cabe hacer notar cómo la dispersión de los valores es bastante grande, presentándose 
un decrecimiento exponencial en la frecuencia de aparición de valores altos. Los picos 
en los valores múltiplos de 10 (especialmente en el valor máximo 20) se corresponde con 
valores de t  calculados con gradientes de 1, 2, 3 etc, y valores de la derivada temporal 
unitarios multiplicados por la constante B ~ l . El hecho de que, internamente ya se haya 
realizado una multiplicación por 16 previa a la división del gradiente entre la derivada 
temporal, permite que se obtengan valores intermedios a los múltiplos de 16. Posterior­
mente, y ya fuera del cauce reconfigurable, se reajusta el escalado multiplicando por ~  
para que el resultado sea correcto.
Si se realiza un análisis comparativo de los dos histogramas que se muestran en la
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Im g N -  de ptos Im g N -  de ptos Im g N -  de ptos Im g N -  de ptos
4 2319 8 2007 12 2285 16 2079
20 1963 24 1878 28 1970 32 1980
36 1840 40 2085 44 1848 48 1791
52 1653 56 2169 60 1708 64 1943
68 1762 72 1773 76 2167 80 1810
84 1682 88 2399 92 1669 96 1720
100 2016 104 1847 108 1812 112 I 7 2 4
116 1781 120 1968 124 1695 128 1707
132 1799 136 1666 140 1689 144 1798
148 1703 152 1673 156 1757 160 1677
164 1688 168 1649 172 1641 176 1643
Tabla 10.1: Número de puntos de los mapas de tiempo al impacto que contribuyen a la 
media experimental de los valores de r  que se muestra en la figura 10.6
figura 10.7 se puede observar como la disminución del valor medio de r  se debe a que 
aumenta la cantidad de puntos que contribuyen con valores pequeños. Sin embargo se 
sigue manteniendo una cantidad de puntos no despreciable que contribuyen con valores 
altos al cálculo de t . Estos valores pueden considerarse como erróneos y se deben a 
que valores grandes del gradiente han sido divididos por valores muy pequeños de la 
derivada temporal.
Adicionalmente es posible observar como en el segundo histograma, al aumentar 
la frecuencia de aparición de valores pequeños, la contribución de la parte baja de la 
curva se ve cortada al llegar al valor cero. De hecho, cabe pensar que si la distribución 
estuviera desplazada más hacia la derecha (multiplicados los valores por un valor mayor 
que 20) los valores más bajos de r  compensarían los valores más altos debidos a las 
derivadas temporales pequeñas.
A partir de los histogramas de la figura 10.7 y tras haber encontrado que el origen de 
la dispersión de los valores se debe a valores de la derivada temporal que son incorrec­
tamente pequeños, se puede plantear limitar la contribución de los puntos con derivada 
temporal pequeña. De esta manera se reducirá el número de puntos que contribuyen 
con gran peso, cortándose el decrecimiento exponencial de la distribución.
Se ha modificado el último EP del cauce para que realice la división solamente si 
el módulo de la derivada temporal (M) es mayor que una cierta cantidad. En la figura 
10.8 se muestran las diversas rectas obtenidas para r  tras la regresión lineal si M  > 2, 
M  > 4 y M  > 6. No se han mostrado las rectas obtenidas con valores intermedios 
M  > 3 y M  > 5 con la intención de poder mostrar los datos experimentales con mayor
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Figura 10.7: Histogramas de tiempo al impacto de las imágenes 8 y 176
claridad.
En la figura 10.8 la línea discontinua muestra el comportamiento teórico esperado 
para el tiempo al impacto, y las líneas continuas muestran los resultados experimentales 
del tiempo al impacto en función del número de imagen y, de abajo a arriba para M  > 2, 
M  > 4 y M  > 6. El comportamiento de los datos experimentales en los que se ha 
dividido si M  > 2 muestra una recta con una pendiente similar a la línea teórica, con 
un error relativo inicial del 6% que llega a ser del 15% al final de la secuencia. Cabe 
hacer notar como el error absoluto se mantiene casi invariable para cada recta, siendo 
los valores experimentales menores que el valor teórico.
La recta en la que se tienen en cuenta los puntos sólo si M  > 2 muestra unos 
errores relativos inicialmente iguales que en la recta que se muestra en la figura 10.6, 
pero cuando avanza la secuencia los errores relativos son apreciablemente mejores que 
en el caso de ésta. Cabría esperar unos resultados mejores si sólo se divide cuando el 
módulo de la derivada temporal es aun mayor. El resto de rectas experimentales de la 
figura 10.8 muestran como la pendiente apenas varía, pero los valores experimentales 
son más pequeños que los teóricos. De esta manera, conforme disminuye el valor de M  
los valores experimentales difieren más de los teóricos. Este comportamiento se puede 
analizar observando los histogramas de la figura 10.9. En esta figura se muestra como 
el decrecimiento exponencial en la distribución de los valores de r  ha sido eliminado. 
Sin embargo se tiene el efecto negativo de que disminuye significativamente la cantidad 
de puntos que contribuyen al cálculo de r, y no se compensan suficientemente los 
valores bajos de la distribución al haberse eliminado los valores altos. De hecho, se ha 
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Figura 10.8: Resultados teóricos y experimentales del tiempo al impacto en función del 
número de imagen. Módulo de la derivada temporal > 2, >  4 y >  6 (respectivamente 
y de arriba a abajo)
10.4 C o n c lu sio n es
Los diversos experimentos previos han sido útiles para evaluar la sensibilidad del al­
goritmo ante imágenes no suficientemente suavizadas. Experiencias con secuencias de 
imágenes en las que la plataforma móvil se aproxima a superficies irregulares, han mos­
trado que el suavizado realizado por el primer EP no genera valores numéricos para t 
suficientemente correctos. Sin embargo, experiencias con imágenes log-polares sintéticas 
(muy suavizadas) probadas con el cauce reconfigurable han mostrado que el algoritmo 
suministra valores numéricos bastante exactos de r.
Es posible diseñar una etapa que realice un suavizado mayor de la imagen que el 
realizado por el EP que se utiliza en el algoritmo de detección de movimiento. A pesar 
de esto, y con la intención de probar la validez del algoritmo de cálculo de tiempo al 
impacto con la etapa de suavizado ya diseñada, se ha realizado un experimento en el 
que la plataforma móvil se acerca hacia una superficie con un gradiente horizontal. La 
secuencia total de imágenes es de 14.4 segundos, habiéndose tomado un total de 180 
imágenes.
Los resultados obtenidos con la mera aplicación del algoritmo para obtener los mapas
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Figura 10.9: Histogramas de tiempo al impacto de las imágenes 8 y 176. Módulo de la 
derivada temporal > 2
de tiempo al impacto, y la posterior media de los puntos calculados, presenta un error 
absoluto de cerca de 2 segundos (error relativo del 6%) al inicio de la secuencia y de 
cerca de 5 segundos (error relativo del 25%) al final de la secuencia.
Un análisis detallado de los histogramas de los mapas del tiempo al impacto obte­
nidos muestran el origen de este error. La disminución exponencial de la distribución 
de los valores hace que exista una cantidad no despreciable de valores de r  grandes. 
Cuando la plataforma avanza y el tiempo al impacto debe disminuir, el peso de estos 
valores incorrectos hace que r  no decrezca de manera adecuada. Si se analiza la forma 
de la ecuación del tiempo al impacto, se observa que si la derivada temporal tiene un 
valor incorrectamente pequeño para valores grandes del gradiente, el valor de r  será 
anormalmente grande. Esta contribución errónea se puede eliminar si se obliga a que el 
error relativo de la derivada temporal sea pequeño, o equivalentemente, el valor absolu­
to de la derivada temporal sea mayor que un cierto valor. De esta manera los resultados 
experimentales han mostrado ser más correctos si sólo se realiza el cálculo de r  en los 
puntos en los que la derivada temporal sea mayor que 2. Sin embargo, si se aumenta 
aun más el valor mínimo de la derivada temporal para realizar el cálculo de r , se reduce 
el número de puntos que contribuyen a este cálculo a unos pocos cientos. El error en la 
derivada espacial tiene un un menor peso al estar en el numerador en la expresión de r .
El algoritmo de tiempo al impacto, implementado en el cauce reconfigurable, mues­
tra  resultados correctos en un entorno en el que las paredes tengan un cierto gradiente, 
sin presentar irregularidades en la imagen. La corrección en la que se calculan los pun­
tos solamente en el caso en el que el módulo de la derivada temporal sea mayor o igual 
que 2, ha planteado unos resultados con errores relativos aceptables si la plataforma
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móvil está lejos de la superficie.
Como conclusión global el algoritmo implementado en el cauce reconfigurable ha 
mostrado ser útil en ciertos casos. La mejora del comportamiento genérico del algoritmo 
se puede plantear desde diversos frentes: por una parte realizar un suavizado más 
perfecto de las imágenes log-polares; por otra parte un estudio estadístico más detallado 
de los mapas de tiempo al impacto puede suministrar un valor de r  más correcto que la 
simple media de los puntos calculados. Este análisis, a realizar por la partición software, 
podría requerir un tiempo de CPU no despreciable que ralentizaría la atención a otros 
procesos del robot. En cualquier caso un análisis complejo de los datos podría disminuir 
el vatio de imágenes procesadas por segundo.
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Conclusiones y trabajo futuro
En este capítulo se resume el trabajo de investigación ya realizado, se enumeran las 
aportaciones que se han realizado al estado de la investigación, y se plantean las futuras 
líneas de trabajo como continuación de la investigación presentada.
11.1 Sumario
11.1.1 Origen y planteamiento del trabajo de investigación
El presente trabajo de investigación parte de la confluencia de varias líneas de trabajo 
en el seno del Departamento de Informática de la Universitat de Valencia. Por una 
parte la experiencia en dispositivos lógicos programables y lenguajes de descripción del 
hardware. Por otra parte la línea de visión log-polar introducida por el Dr. Fernando 
Pardo tras el desarrollo del sensor log-polar CMOS en el IMEC (Bélgica). El contacto 
en el seno de la misma universidad con el grupo emergente de navegación de vehículos 
autónomos, ha planteado el desarrollo de sistemas útiles para navegación de plataformas 
móviles.
Dentro de los posibles métodos de sensorización de una plataforma autónoma des­
taca la sensorización visual, ya que con este tipo de sensorización se puede conseguir si­
multáneamente largo alcance y precisión. Sin embargo, como desventaja de los métodos 
de sensorización visuales habituales, se tiene la gran cantidad de información a procesar. 
Si a esto se le añade la complejidad y el coste computacional de algunos algoritmos de 
visión artificial más (en muchos casos) la necesaria respuesta en tiempo real, se obtiene 
que es deseable una solución con hardware específico.
Por otra parte, es deseable una cierta flexibilidad software en los módulos de sensori­
zación visual, combinada simultáneamente con una velocidad de proceso hardware. Los
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dispositivos lógicos programables combinan simultáneamente la velocidad del hardware 
con una cierta programabilidad, con lo que se ha planteado la utilización de un sistema 
basado en lógica programable en la etapa de procesamiento de la información visual. 
El módulo de procesamiento de la información visual ha tomado el nombre de m ódulo 
reco n fig u rab le  debido a que es posible programar cada etapa del cauce segmentado 
por separado, análogamente a los dispositivos programables reconfigurables que son 
reprogramables parcialmente.
Se ha realizado una revisión de los dispositivos lógicos programables existentes al 
inicio de la investigación, encontrando unas características comunes deseables para el 
módulo reconfigurable. Por una parte es necesaria una tecnología de programación 
que perm ita la programabilidad y reconfigurabilidad en el sistema. Por otra parte son 
deseables características de las FPGAs clásicas (alta densidad) y de las CPLDs clásicas 
(altas prestaciones). Los dispositivos con arquitecturas híbridas han mostrado tener 
una combinación adecuada de ambas características.
Existen una gran variedad de máquinas reconfigurables, algunas de ellas orientadas 
al procesamiento de imágenes. Una revisión del estado de la investigación en estas 
máquinas no ha servido para encontrar una máquina que se ajustara a las necesidades 
de capacidad de procesamiento y de consumo de recursos de un vehículo autónomo. En 
el caso de máquinas reconfigurables orientadas al procesamiento de imágenes, la gran 
cantidad de información suministrada por las cámaras CCD cartesianas normales, uni­
da a la complejidad de los algoritmos útiles para navegación de plataformas autónomas, 
dificulta la construcción de sistemas reconfigurables que puedan incorporarse a un sis­
tem a autónomo. De la necesidad de reducir la cantidad de información a procesar, 
seleccionando la información relevante y útil para la plataforma autónoma, surge la 
utilización de la visión log-polar.
La representación espacio-variante ha sido utilizada en estudios teóricos que han 
mostrado su utilidad en ciertos algoritmos de visión artificial, especialmente de visión 
activa. Sin embargo, la reciente disponibilidad de un sensor log-polar ha planteado su 
utilización para realizar la sensorización visual de un vehículo autónomo. La reducción 
selectiva de la información, conjuntamente con la simplificación de varios algoritmos 
de visión artificial útiles en robots, han determinado la utilización del sensor log-polar 
CMOS como entrada del módulo reconfigurable.
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11.1.2 Diseño teórico del cauce reconfigurable y de los algo­
ritm os
Un estudio de qué tipo de algoritmos sería interesante implementar en el módulo re­
configurable ha definido las características de la arquitectura del módulo. Los algo­
ritmos diferenciales extraen de manera sencilla información relevante de secuencias de 
imágenes. De manera adicional suelen ser algoritmos en los cuales se aplica de forma 
sistemática una serie de operaciones sobre toda la imagen. Esta característica hace 
que sean algoritmos altamente paralelizables y que se beneficien rápidamente de la re­
ducción en el tamaño de la imagen. En la misma línea, la segmentación del flujo de 
datos y la provisión de memorias que almacenen imágenes log-polares entre las etapas 
intermedias, permite el cálculo diferencial de manera eficiente. De esta forma se ha 
diseñado el módulo reconfigurable como un cauce segmentado síncrono, en el que cada 
etapa esta formada por un Elemento de Proceso (EP). Se ha diseñado un solo tipo de 
EP realizando varias copias del mismo. Todos los EPs tienen una interfase externa de 
conexión idéntica y disponen de 2 memorias de doble puerto (útiles para la diferen­
ciación temporal), además de memoria local útil para la diferenciación espacial. La 
programación de los EPs se realiza a través de un bus común de programación. Cada 
EP tiene una dirección física distinta asignada con interruptores y circuitería adicional 
para facilitar la programación. En cualquier caso las dimensiones y consumo de los EPs 
son reducidas cumpliendo los requisitos de portabilidad de las plataformas autónomas.
A partir de la arquitectura del módulo reconfigurable se ha definido una metodología 
genérica para implementar algoritmos diferenciales de manera eficiente. El algoritmo 
se divide en etapas en función de la utilización de recursos. Cada etapa se implemen- 
ta en un EP, configurando todos los EPs la plataforma autónoma para la ejecución 
completa del algoritmo. De hecho el diseño de algoritmos en el conjunto módulo re- 
configurable/procesador de propósito general, puede ser planteado como un problema 
de codiseño binario. Por una parte, el módulo reconfigurable es útil para implementar 
las etapas que incluyen operaciones sistemáticas sobre las imágenes log-polares. Por la 
otra, el procesador de propósito general extrae información global útil para la toma de 
decisiones y la activación de los actuadores.
Siguiendo la metodología de programación en el módulo reconfigurable se han di­
señado dos algoritmos diferenciales distintos útiles para la navegación de vehículos 
autónomos. El primero de ellos parte del trabajo originalmente desarrollado en coorde­
nadas cartesianas por Chen y Nandhakumar y ha sido desarrollado por el doctorando 
para ser implementado en el cauce reconfigurable usando imágenes log-polares. En este 
primer algoritmo se detecta movimiento independiente del movimiento de la cámara. 
Para ello es necesario que tanto la imagen log-polar como el movimiento del robot sean
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suaves. La primera condición se consigue cuando el movimiento de la plataforma es rec­
tilíneo y uniforme con una velocidad de adquisición suficientemente rápida. La segunda 
condición se puede conseguir mediante un suavizado de la imagen log-polar. En este 
caso, si el centro del sensor coincide con el centro de expansión óptica debido al movi­
miento del robot, el desplazamiento de la imagen debido al movimiento del robot queda 
eliminado, detectándose solamente el borde de los objetos que se mueven respecto del 
fondo estático. Este algoritmo ha sido implementado con tres EPs: el primero realiza 
un suavizado, posteriormente el segundo EP calcula la primera derivada temporal y 
finalmente el último EP calcula la segunda derivada temporal y umbraliza el resultado. 
Simulaciones detalladas han mostrado que la implementación concreta realizada en el 
cauce reconfigurable de este algoritmo puede procesar hasta 285 imágenes por segundo.
El segundo algoritmo implementado ha sido la aplicación del método desarrollado 
por Tistarelli y Sandini para el cálculo del tiempo al impacto con coordenadas log- 
polares. De nuevo se supone que el centro del sensor coincide con el centro de expansión 
óptica debido al movimiento del robot. Se han utilizado igualmente en este caso tres 
EPs siendo el primer EP el mismo EP que realiza el suavizado en el algoritmo anterior; 
el siguiente EP calcula el gradiente espacial y la derivada temporal, siendo el último 
EP el encargado de realizar una división de estos valores. En este caso las simulaciones 
han mostrado un procesamiento de aproximadamente 80 imágenes por segundo.
11.1.3 Im plem entación física, experim entación y metodología  
de trabajo
Se ha diseñado y fabricado el circuito impreso del EP construyendo 3 EPs, que es 
el número de EPs que se usan en ambos algoritmos, y una tarjeta de programación 
del cauce reconfigurable. La señal de reloj global de los EPs vendrá limitada por la 
implementación física concreta. El hecho de utilizar FPGAs de grado 3 ha limitado 
el periodo de reloj global de las FPGAs a cerca de 33 MHz tras sintetizar el código 
VHDL de todas las etapas de los dos algoritmos implementados. De manera adicional 
se pretende automatizar del proceso de diseño de algoritmos en el módulo reconfigurable 
con lo que se ha evitado editar el emplazado y realizar el conexionado manualmente para 
mejorar el retraso en los caminos críticos. En cualquier caso el retraso más importante 
viene impuesto por las memorias cuyo tiempo acceso es de 25 ns para el caso de la 
memoria local, y de 35 ns para la memoria de doble puerto. De esta manera el reloj 
global del sistema se ha fijado a 60 ns. Posteriores implementaciones con FPGAs y 
memorias más rápidas mejorarán la frecuencia de la señal global de reloj.
Se han diseñado etapas en VHDL para comprobar por separado el funcionamiento
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correcto de los recursos de cada EP. El trabajo de depuración de cada EP y del cauce en 
su conjunto ha sido costoso temporalmente pero el haber abordado de manera secuencial 
el funcionamiento de cada recurso a permitido aislar los errores físicos en el cauce. De 
hecho se ha elaborado una librería de etapas en VHDL útiles para la depuración de más 
EPs en el cauce reconfigurable.
Una vez se ha depurado la implementación física del cauce reconfigurable han apa­
recido más problemas, éstos no relacionados con el funcionamiento correcto de los EPs. 
La naturaleza diferencial de los algoritmos combinada con la rápida velocidad de ad­
quisición/procesamiento y la estructura particular del sensor, plantea cuál debe ser el 
intervalo mínimo entre dos imágenes consecutivas para garantizar que las diferencias no 
sean nulas. De esta manera ha sido necesario garantizar en los dos algoritmos diseñados 
(ambos utilizan diferencias temporales) que se producen diferencias entre imágenes.
La experimentación se ha realizado en condiciones controladas para de esta manera 
determinar la bondad de ambos algoritmos. Se han tomado secuencias con muchas más 
imágenes de las que se han procesado para de esta manera simular diferentes velocidades 
de la plataforma móvil.
En el caso del algoritmo de detección de movimiento se ha llegado a establecer una 
relación para determinar de forma automática los parámetros del algoritmo: intervalo de 
adquisición y umbral. Diversos experimentos han mostrado la habilidad del algoritmo 
para descartar el desplazamiento de la imagen debido al movimiento del robot cuando 
la velocidad del objeto externo era del orden de magnitud de la velocidad del robot. 
De hecho, y tal como cabía esperar, la cantidad de puntos detectados es mayor cuando 
el movimiento del objeto externo es más transversal al movimiento de la plataforma 
móvil.
La implementación del algoritmo de Tistarelli y Sandini no ha mostrado unos re­
sultados tan interesantes como los del algoritmo anterior. Se ha constatado la fuerte 
dependencia de la precisión del tiempo al impacto con el suavizado de la imagen. Los 
bordes y picos en las imágenes presentan derivadas mal definidas, con lo que no se puede 
calcular el tiempo al impacto. Experimentos con entornos no-preparados en el labo­
ratorio no han suministrado valores correctos. Por contra, experimentos con imágenes 
sintéticas con gradientes constantes y sin bordes han mostrado un resultado muy preciso 
para r  (tiempo al impacto). Las opciones de aplicación del algoritmo en entornos reales 
no estructurados pasan por la realización de un mejor acondicionamiento de la imagen, 
que puede consistir en un suavizado más perfecto, lo cual implica o bien aumentar la 
complejidad y el número de ciclos de esta etapa si se mantiene en un sólo EP, o bien 
dividirla en varias etapas implementadas por más de 1 EP. Se ha comprobado como 
en los casos en los que la derivada no esté bien definida aparece un error que puede
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generar una dispersión grande en los valores finales obtenidos. Es por tanto impor­
tante garantizar que las derivadas calculadas como simples diferencias tengan valores 
correctos.
En cualquier caso, y con la intención de probar la utilidad del algoritmo, se ha 
realizado un experimento en el cual se ha estructurado el entorno al preparar una pared 
con un cierto gradiente y sin bordes. Los resultados de la aplicación del algoritmo 
muestran ser adecuados si sólo se tienen en cuenta los puntos en los cuales el error 
relativo de la derivada temporal no es grande. Esto se consigue al haber rediseñado el 
último EP para que efectúe la división entera sólo si la derivada temporal es mayor que 
un cierto umbral. En estos casos se consiguen estimaciones del tiempo al impacto que 
no difieren demasiado del valor esperado. Estimaciones más precisas requerirán de un 
análisis estadístico más sofisticado de los mapas del tiempo al impacto que el simple 
cálculo de la media.
Toda la fase de experimentación ha permitido establecer una metodología experi­
mental que acelerará la implementación futura de más algoritmos en el cauce reconfi­
gurable. En primer lugar la fase de depuración de la implementación física de los EPs 
se ha automatizado mediante el diseño de etapas VHDL que acceden a los recursos de 
cada EP por separado. Por otra parte, la implementación de un algoritmo diferencial en 
el cauce reconfigurable se realizará siguiendo la metodología desarrollada en el presente 
trabajo de investigación. Una simulación previa de cada etapa del cauce que implemen- 
ta  el algoritmo no es suficiente para garantizar el funcionamiento final correcto de un 
determinado algoritmo. A la simulación comportamental y post-síntesis de las etapas 
del cauce en la herramienta de diseño de PLDs hay que añadir una simulación previa 
con imágenes log-polares sintéticas y reales. Posteriormente en el cauce reconfigurable 
se experimentará con imágenes sintéticas que serán útiles para acotar y parametrizar 
las fuentes de error en el resultado final de los algoritmos.
En definitiva y como conclusión global, se ha diseñado e implementado un módulo de 
procesamiento de imágenes log-polares útil para la navegación de vehículos autónomos. 
La combinación de visión log-polar y la adecuación de la arquitectura segmentada a 
los algoritmos diferenciales, consigue una alta tasa de imágenes procesadas por segun­
do. Los dos algoritmos diseñados prueban la flexibilidad de la arquitectura propuesta, 
así como la adecuación de la utilización de dispositivos lógicos reconfigurables en pro­
blemas de visión autónoma. El trabajo de investigación presentado ha realizado una 
serie de aportaciones que se resumen en la siguiente sección. De la misma manera, la 
investigación realizada ha planteado varias líneas de trabajo futuras en los campos de 




La naturaleza multidisciplinar del presente trabajo de investigación aborda diversos 
aspectos del procesamiento de imágenes, de la arquitectura y tecnología de computa­
dores y de la robótica. Las aportaciones realizadas se enumeran de forma resumida a 
continuación.
• Se ha realizado un arquitectura reconfigurable específica para la navegación de 
vehículos autónomos. Los resultados obtenidos, que combinan flexibilidad software 
y prestaciones hardware, apuntan a que éste es un buen campo de aplicación de las 
máquinas reconfigurables.
•  Se ha diseñado una arquitectura orientada al procesamiento de algoritmos diferen­
ciales de visión artificial basados en visión espacio-variante. La utilización de la 
visión log-polar, junto con la orientación de la arquitectura reconfigurable al cálculo 
diferencial, permiten una gran capacidad de proceso. De manera adicional, al formar 
los elementos de proceso un cauce segmentado se acelera más aun la capacidad de 
cálculo. La arquitectura definida es independiente de la implementación realizada. 
De hecho, al ser todos los elementos de proceso idénticos, la conectividad viene defi­
nida por el protocolo de intercambio de datos y por la interfase común. La posterior 
disponibilidad de componentes más rápidos permitirá aumentar las prestaciones de 
los elementos de proceso de forma significativa, pudiendo utilizar simultáneamente 
las etapas anteriormente diseñadas.
• Se ha definido una metodología de diseño de algoritmos diferenciales en el cauce 
reconfigurable. La sencillez de la arquitectura permite sistematizar el diseño de las 
etapas que forman un algoritmo completo. De hecho, se ha ejemplificado la utilidad 
de la metodología con el diseño de dos algoritmos diferenciales distintos.
• Se ha diseñado, para su utilización en la arquitectura reconfigurable, un algorit­
mo de detección de movimiento independiente del movimiento de la cámara. La 
aplicación del trabajo de Chen y Nandhakumar a las coordenadas log-polares, ha 
mostrado ser útil para descartar la variación de las imágenes debida al movimiento 
de la cámara cuando el centro del sensor coincide con el centro de expansión óptica. 
Se han diseñado en VHDL, utilizando la metodología genérica de diseño en el cauce 
reconfigurable, las etapas que implementan el algoritmo de detección de movimien­
to. La posterior experimentación con este algoritmo ha permitido automatizar la 
elección de los parámetros más importantes del algoritmo.
• Se ha implementado en el cauce reconfigurable el algoritmo de cálculo del tiempo 
al impacto en coordenadas log-polares desarrollado por Tistarelli y Sandini. La 
posterior experimentación con la implementación de este algoritmo ha mostrado la
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poca precisión de los valores numéricos del tiempo al impacto si no se realiza un 
fuerte suavizado de las imágenes. A pesar de estos resultados, la implementación del 
algoritmo en el cauce reconfigurable ha mostrado ser útil en entornos estructurados 
especialmente (paredes con gradiente).
• Se han deducido ecuaciones que parametrizan el intervalo temporal necesario para 
producir variaciones en los pixels del sensor en función de la geometría del sensor y 
los parámetros de la escena. La naturaleza diferencial de los algoritmos implementa- 
dos en el cauce reconfigurable obliga a garantizar que estas diferencias se produzcan 
y estén bien definidas. La alta velocidad de proceso del cauce reconfigurable (en 
términos de imágenes por segundo) ha tenido que ser limitada con estas ecuaciones 
que definen el intervalo mínimo temporal que debe transcurrir entre dos imágenes 
consecutivas.
•  Se ha implementado el cauce reconfigurable con la intención de validar de forma 
experimental el diseño realizado. Se ha diseñado un solo circuito impreso con el que 
se han construido los 3 elementos de proceso que implementan las 3 etapas de los 
dos algoritmos que se han diseñado posteriormente.
11.3 Trabajo futuro
La presente investigación plantea numerosas líneas de trabajo futuras en diversos cam­
pos. Algunas de estas líneas serán abordadas directamente por el doctorando y por 
el grupo de trabajo al cual pertenece. Otras continuaciones serán realizadas conjun­
tamente con otros grupos de investigación, tanto de la Universitat de Valencia como 
externos, con los que se ha colaborado en los proyectos que han financiado la presente 
investigación.
La continuación más inmediata consiste en la integración del módulo reconfigurable 
como etapa de sensorización en el robot móvil recientemente desarrollado en el In s t i tu t  
de R o b ó tic a  de la Universitat de Valencia. La integración de los datos suministrados 
por el módulo reconfigurable en un robot autónomo, y la fusión de datos con datos 
procedentes de otros métodos de sensorización plantean la extensión más cercana.
El desarrollo e implementación en el cauce reconfigurable de otros algoritmos útiles 
para la navegación de plataformas móviles autónomas es también una línea de tra­
bajo a tom ar de manera inmediata. Posteriormente, y con una librería más extensa 
de algoritmos para el cauce reconfigurable, se evaluará realmente la eficiencia de la 
reconfigurabilidad de la arquitectura.
La arquitectura reconfigurable ha sido especialmente desarrollada para su integra-
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ción en una plataforma autónoma, pero puede ser utilizada en otros ámbitos de aplica­
ción. Dentro de la colaboración con el Departament d’Informática de la U n iv e rs ita t 
J a u m e  I de Castellón se planteará el desarrollo de algoritmos de visión log-polar útiles 
para vigilancia, siendo el paso siguiente su implementación en el cauce reconfigurable:
Otro uso que se va a realizar del módulo reconfigurable es su utilización para el pro­
cesado de imágenes log-polares obtenidas desde vehículos en carretera. La posibilidad 
de la arquitectura desarrollada de procesar cerca del centenar de imágenes log-polares 
por segundo será totalmente utilizada en este caso. El diseño y aplicación de algo­
ritmos diferenciales basados en visión log-polar, útiles para el control de vehículos, se 
va a desarrollar bajo el proyecto recientemente concedido de la Generalitat Valenciana 
GV99-116-1-14. En este proyecto se colaborará con el IN T R A S  (Instituto de Tráfico 
y Seguridad Vial de la Universitat de Valencia).
Por otra parte, la interacción del módulo reconfigurable con el procesador de propósito 
general de la plataforma autónoma, ha planteado la similitud de este problema con el 
problema del codiseño binario. La partición hardware correspondería al módulo recon­
figurable y la partición software al procesador que adicionalmente ejecuta el resto de 
tareas de la plataforma autónoma. Cuanto mayor sea el porcentaje del algoritmo total 
que se encargue de realizar el módulo reconfigurable más liberada estará la CPU del 
robot, por tanto será posible una atención mayor a otros subsistemas y se tendrá un 
funcionamiento más óptimo. Por el contrario, el coste y consumo de potencia será ma­
yor al utilizar una mayor cantidad de elementos de proceso y componentes. Existirán 
casos en los que será absolutamente necesario utilizar la total potencialidad del cauce 
reconfigurable para computar algoritmos diferenciales de visión log-polar por cuestiones 
de velocidad y porque la CPU no pueda abordarlos por si misma. En los casos en los 
que no sea así habrá que llegar a un compromiso entre el tiempo de CPU que se puede 
dedicar a procesar las imágenes log-polares y el coste/consumo que se puede asumir 
para la plataforma móvil.
De manera adicional, se planteará el diseño de un conjunto de herramientas que 
automaticen la generación del código de programación de las FPGAs de los elementos 
de proceso, y el código del procesador de propósito general. Se planteará la descrip­
ción mediante VHDL de algoritmos diferenciales y la generación del código de ambas 
particiones en función de las restricciones de tiempo real y de las limitaciones de la 
plataforma móvil.
En paralelo, y como un ejercicio de mejora tecnológica, se ha planteado el desarrollo 
de elementos de proceso con una mayor capacidad de cálculo. La utilización de FPGAs 
más rápidas, con una mayor cantidad de puertas lógicas equivalentes, o la integración 
de varias FPGAs en un sólo elemento de proceso plantea mejoras que serán función de
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las necesidades de las etapas de los algoritmos y de la evolución tecnológica.
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A péndice A  
Lógica programable
A .l  Introducción: Tecnologías de programación
Hasta la aparición de los primeros dispositivos lógicos programables las únicas opciones 
para diseñar hardware digital eran, o bien el diseño de circuitos integrados hechos a 
medida, o bien la utilización de componentes estándar LSI-MSI conectados entre si. La 
solución del circuito integrado hecho a medida es la preferible en cuanto a optimización 
de silicio, velocidad, tamaño y consumo de potencia. Los problemas de esta opción son 
la falta de flexibilidad y el alto coste de la fabricación de los circuitos fullcustom (a 
medida). La opción de la utilización de circuitos digitales estándar tiene el problema 
de la falta de flexibilidad para un diseño hardware y el excesivo silicio no utilizado que 
ocupa espacio y consume potencia.
Los dispositivos lógicos programables, o PLDs, son programables en el sentido de 
que en el circuito se tienen difundidos de forma fija los dispositivos lógicos, puertas 
lógicas y flip-flops. Lo que se programa son las interconexiones entre estos dispositivos 
lógicos. De esta manera se puede tener la velocidad del hardware sin haber hecho un 
costoso circuito a medida. Basta con programar las conexiones internas de manera 
adecuada para que la PLD realice la función deseada.
Hay diversas formas de programar una PLD. Las diversas tecnologías de programa­
ción están íntimamente relacionadas con la arquitectura del dispositivo lógico programa- 
ble. En la tabla A .l se resumen las principales características, ventajas y desventajas de 
cada tecnología. Cabe hacer notar que una misma característica, por ejemplo la volatili­
dad, puede ser una ventaja o desventaja dependiendo de la aplicación. La característica 
ISP es la programabilidad en el sistema o In System Programability, característica fun­
damental si se desea que el sistema sea programable de forma automática. De manera 



















Tabla A.l: Tecnologías de programación ventajas y desventajas
esta últim a se entiende que engloba a los dispositivos lógicos que permiten una recon­
figuración parcial. En el caso del módulo de procesado de imágenes diseñado se ha 
optado mayoritariamente por el adjetivo reconfigurable ya que las etapas del cauce son 
programables por separado. En el caso del módulo reconfigurable, la tecnología debe 
ser la SRAM para permitir simultáneamente la programabilidad en el sistema y una 
razonable escala de integración.
Se debe realizar un análisis de las diferentes clases de dispositivos para tener un 
criterio de selección del más adecuado [PBMP94].
A .2 PALs, CPLDs y FPG As clásicas
Los dispositivos programables más simples son las matrices lógicas programables, co­
nocidas como PALs (Programmable And Logic). La arquitectura de una PAL genérica 
se muestra en la figura A.l.
Las salidas no son más que una función OR de varias líneas AND cableadas. Las 
lineas horizontales cruzan completamente la PAL posibilitando una conexión en cada 
cruce con una línea vertical. Las salidas a su vez se realimentan para hacer posible 
funciones más complejas que el número de minitérminos que caben en la función OR. En 
las salidas pueden haber biestables, útiles para realizar sistemas secuenciales sencillos.
A partir de esta simple arquitectura se definen las PALs universales. La arquitectura 
de la matriz de ANDs cableadas y interconexiones con realimentación apenas cambia, 
la única diferencia estriba que en las salidas en vez de tener flip-flops simples se tienen 
macroceldas. Las macroceldas a su vez incluyen un biestable (de tipo D generalmente) 
y lógica para multiplexar la salida y la entrada a él. El ejemplo más popular de PAL 
universal es la PAL 221/10, en la que se pueden implementar máquinas de estados y 
sistemas secuenciales sencillos.
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Figura A .l: Arquitectura de una PAL genérica
A .2.1 D isp o sitiv o s  program ables lógicos com plejos: C P L D s
A partir de las PALs, que son las PLDs más sencillas, se construyeron las PLDs comple­
jas o CPLDs. En la figura A.2 se puede observar la arquitectura genérica de las CPLDs 
de la familia Max7000 de Altera, siendo todas las arquitecturas de CPLDs actuales muy 
similares [BR96].
Las CPLDs tienen unos bloques internos, llamados bloques de matrices lógicas o 
LABs (logic array blocks), con una estructura similar a la arquitectura PAL mostrada 
en la figura A .l. Además de estas pequeñas PALs, las CPLDs tienen una matriz de 
interconexión programable, que permite el conexionado de los LABs entre si y, por 
tanto, la realización de sistemas más complejos que con las PALs. Junto con los LABs, 
las CPLDs tienen unos bloques especiales de entrada/salida que incorporan salidas 
triestado y también útiles para suministrar corriente.
Las CPLDs son dispositivos realmente complejos que pueden llegar a incorporar 
más de 20.000 puertas lógicas equivalentes con más de 50 LABs. El mercado de CPLDs 
cambia muy rápidamente, ofreciendo los fabricantes cada vez CPLDs más complejas y 
con mayores prestaciones de velocidad, integración y menor consumo de potencia. Cual­
quier análisis del estado de la tecnología a la escritura de este capítulo sería superado 




















Figura A.2: Arquitectura de las CPLDS de la familia Max 7000 de ALTERA
La principal característica de las CPLDs son sus prestaciones. La arquitectura de 
las CPLDs hace que se puedan implementar funciones lógicas complejas con pocos 
niveles de realimentación, y por tanto, pocos retrasos [BR96]. La arquitectura de las 
CPLDs también hace que se puedan predecir los retrasos de una manera sencilla y así 
el diseñador puede prever las prestaciones de su diseño (velocidad de funcionamiento) 
incluso antes de implementarlo.
A .2.2 R ed es de p u ertas lógicas program ables: F P G A s
Paralelamente al desarrollo de las CPLDs se han desarrollado las redes de puertas 
lógicas programables o FPGAs (Field Programmable Gate Arrays). En la figura A.3 
puede observarse la arquitectura genérica de una FPGA clásica
Al contrario de las CPLDs, aquí no se tienen varios bloques complejos como los LABs 
y una matriz de interconexión localizada. En las FPGAs se tienen muchas pequeñas 
celdas lógicas distribuidas regularmente por su superficie. Cada celda lógica incluye uno 
o dos fiip-flops y unas pocas pequeñas LUTs (lookup tables) que pueden implementar 
funciones combinacionales sencillas. Las celdas lógicas suelen incorporar también algún 
multiplexor para interconectar las LUTs con los flip-flops. Una buena revisión de los 
principios generales de la arquitectura genérica de las FPGAs clásicas puede encontrarse 
en [Bro96] y [Bur96a].
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Figura A.3: Arquitectura de una FPGA genérica
El conexionado entre las diversas celdas lógicas no se centraliza en una matriz de 
interconexión sino que se realiza mediante canales de interconexión. Estos canales están 
distribuidos uniformemente entre las celdas lógicas y cruzan la superficie de la FPGA 
horizontal y verticalmente.
La ventaja de esta arquitectura regular es que, aprovechando la alta escala de inte­
gración de la tecnología VLSI, se pueden realizar dispositivos muy complejos, bastante 
más que las CPLDs más avanzadas. A la fecha de la escritura del presente capítulo las 
FPGAs más grandes podían tener una complejidad de hasta 250.000 puertas equiva­
lentes con más de 10.000 flip-flops y celdas lógicas.
La desventaja de la arquitectura FPGA parece clara a la vista de la figura A.3; 
para realizar un sistema complejo se deben realizar muchas conexiones entre las celdas 
lógicas, generando caminos realmente largos y realimentaciones profundas, por tanto 
grandes retrasos impredecibles a priori [BKV96].
Como conclusión a la revisión de la arquitectura genérica de las FPGAs y las CPLDs 
se tiene que a mayor complejidad (FPGAs) se obtiene una mayor perdida de velocidad 
de funcionamiento.
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A .3 A rq u i te c tu ra s  h íb r id a s
El problema de la pérdida de prestaciones con las FPGAs al implementar sistemas 
complejos ha sido abordado por los diferentes fabricantes de PLDs. La nueva filosofía de 
diseño consiste en realizar arquitecturas híbridas que intentan combinar los beneficios 
de ambas arquitecturas. Se intenta mantener la velocidad de las CPLDs mediante 
una nueva arquitectura de conexionado, agrupando las celdas lógicas elementales en 
estructuras más grandes. Por otra parte se intenta mantener la granularidad de las 
FPGAs difundiendo un gran número de estos bloques más grandes entre las líneas de 
interconexión [FGP+97].
En la figura A.4 se muestra, como ejemplo, la arquitectura híbrida de la familia 
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Figura A.4: Arquitectura de la familia FLEX 8000 de Altera
Se puede observar que en esta arquitectura las celdas lógicas están agrupadas en 
bloques, que en el caso de la figura, son de 8 elementos lógicos. Esta agrupación por 
bloques facilita el agrupamiento de las señales y la aparición de buses durante la síntesis. 
En el caso de que se traten señales de 8 bits, un solo bloque cubriría una señal, evitando 
la aparición de retrasos distintos en los diferentes bits de la señal.
Además, la estructura de los elementos lógicos incluye líneas especiales de acarreo 
adelantado y de encadenamiento. De esta manera se mejora la velocidad de contadores
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y otros dispositivos lógicos con realimentaciones y acarreo. La interconexión de los 
bloques de matrices lógicas se realiza mediante pistas rápidas de interconexión similares 
a las matrices de interconexión de las CPLDs.
Se puede concluir que las arquitecturas híbridas combinan cierta granularidad y 
flexibilidad, al igual que las FPGAs, con la agrupación por bloques, y por tanto rapidez, 
de las CPLDs.
De nuevo el mercado de los circuitos híbridos o FPGAs avanzadas, cambia con gran 
rapidez. Cabe hacer notar que de nuevo se está hablando de una escala de integración, 
a la escritura de esta tesis, de 250.000 puertas equivalentes.
A .4 M ega-estructuras
A partir de las nuevas arquitecturas híbridas, y como consecuencia de la alta escala 
de integración que es está consiguiendo con la tecnología SRAM, se han desarrollado 
recientemente (principios de 1999) dispositivos programables más complejos [APE99].
Las mega-estructuras desarrolladas por Altera con su familia APEX20k y Xilinx 
con su familia VIRTEX XCV00 son un paso más en la complejidad de los dispositivos 
programables. Tal como se muestra en la figura A.5, la alta escala de integración 
consigue agrupar los bloques lógicos de las arquitecturas híbridas en un nivel jerárquico 
superior llamado megabloques. La interconexión de los bloques lógicos en megabloques 
se realiza por pistas rápidas de conexión, de la misma manera que la interconexión entre 
megabloques.
Esta agrupación de bloques lógicos (16 en la familia APEX) con pistas rápidas 
permite la aparición de buses con unas altas prestaciones. La alta escala de integra­
ción permite en estas familias llegar a 200 megabloques, más de 2 millones de puertas 
equivalentes, más de 40.000 elementos lógicos y medio millón de bits de RAM, con 
encapsulados de más de 700 pines de entrada/salida de usuario.
Estas cifras de integración, junto con las altas prestaciones conseguidas (del orden 
de 100 MHz), provocarían una disipación de potencia inaceptable, lo que ha obligado 
a desarrollar estas familias como lógica programable de baja tensión (desde 1’8V hasta 
3*3 V).
El principal problema de estas familias a la escritura del presente capítulo es su 
elevado precio, lo cual desaconseja su utilización para el módulo reconfigurable.
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Figura A.5: Arquitectura de la familia APEX20K de Altera
A péndice B  
Código VHDL
El código VHDL que se muestra en este apéndice corresponde a la versión final de las 
etapas de los dos algoritmos de programación del módulo reconfigurable que se han 
descrito en el presente trabajo de investigación. Se ha realizado mucho más código con 
el objeto de depurar los EPs y el correcto funcionamiento de cada etapa del algoritmo.
Los programas VHDL que se muestran en las siguientes secciones son básicamente 
una máquina de estados implementada utilizando la metodología descrita en el capítulo 
5. La interfase descrita en la entidad del código VHDL de todas las etapas no cambia ya 
que se ha realizado un solo circuito impreso para los EPs. De esta manera la compilación 
en el dispositivo programable se ha realizado con la misma asignación de pines en todas 
las etapas.
Entre las diversas etapas en la entidad sólo varía en la nomenclatura el número que 
indica el número de etapa en el cauce en el caso de que sea una salida (o bidireccional), 
y el número del EP del que proviene en el caso de que sea una entrada. De esta 
manera para la primera etapa las salidas de la FPGA (y por extensión del EP) tienen 
asociadas el número 1 al final de la etiqueta correspondiente al pin. Como ejemplo en 
la primera etapa la señal de salida que indica al EP siguiente que el dato ya está listo 
tiene la etiqueta d a ta jread y l. La señal de entrada proveniente del siguiente EP que 
indica que el dato ya ha sido capturado tiene la etiqueta data_received2. Solamente 




B .l  Código VHDL de la etapa de suavizado
Tanto el algoritmo de detección de movimiento independiente del movimiento de la 
cámara, como el algoritmo de cálculo de tiempo al impacto, tienen como primera etapa 
un EP que realiza el suavizado de la imagen log-polar. En esta sección se muestra el 
código VHDL que realiza este suavizado en ambas etapas, tal como se describe en la 
sección 6.4.1.
El código implementa básicamente en un PROCESS una máquina con un ciclo de 
4 estados, correspondiendo el estado S in i al estado de inicialización o reset activo a 
nivel bajo. El byte transmitido de la imagen log-polar se almacena en el registros d i, 
produciéndose un desplazamiento de manera que dl<=data_inO; cl<=dl; il< = c l; y 
mem_local_out<=il;. El dato almacenado en mem_local_out se almacenará en memoria 
local en la posición apuntada por puntero. Simultáneamente a la recepción del byte 
de la imagen log-polar proveniente de la tarjeta de adquisición, se lee de la posición 
apuntada por puntero  +  125, para de esta manera completar una fila log-polar de 128 
bytes. Este dato se almacena en d2, produciéndose un desplazamiento de manera que 
d2<=mem_local_in; c2<=d2; y i2<=c2;. La figura 6.1 muestra el desplazamiento de 
los bytes para realizar la convolución con la máscara unitaria de 6 bytes. Claramente 
la convolución de la primera fila será incorrecta, pero esto tiene poca importancia ya 
que la primera fila corresponde a un solo pixel
Simultáneamente a la escritura en memoria local se escribe en memoria de doble 
puerto para que el siguiente EP pueda calcular la derivada primera. Se tiene en cuenta 
si el byte que se va a escribir corresponde a un cambio de imagen verificando si ha 
variado el valor del pin imgO. Este control de cambio de imagen es útil para seleccionar 
la memoria de doble puerto en la que se escribe la imagen mediante CE1. Cabe hacer 
notar como está previsto en la máquina de la etapa de suavizado no activar la señal 
data_ ready l hasta que se haya procesado completamente una imagen (la señal prim era 
pasa a valer 0).
Fuera del PROCESS permanece la parte meramente combinacional de suma de los 
valores de la máscara de convolución. El valor sumado se guarda en la señal suma de 
11 bits, seleccionándose los 7 bits más significativos para el byte de salida y escritura 
en la memoria de doble puerto.
B .l Código VHDL de la etapa de suavizado 193




ENTITY convoluc IS P0RT(
clk, reset, data_received2, data_readyO, imgO : IN std_logic;
data_inO, mem_izdaO : IN unsigned(7 DOWNTO 0);
mem_locall : INOUT unsigned(7 DOWNTO 0);
addr_dchal : BUFFER unsigned( 13 DOWNTO 0);
addr_izdal : OUT unsigned( 13 DOWNTO 0);
addr_locall : OUT unsigned( 14 DOWNTO 0);
data_outl : OUT unsigned(7 DOWNTO 0);
data_readyl, data_receivedl, RW1 : OUT std_logic;
CE1 : OUT std_logic_vector(2 DOWNTO 0); — Activas a nivel bajo
0E1 : BUFFER std_logic_vector(2 DOWNTO 0); — Activas a nivel bajo 
imgl : BUFFER std_logic);
END convoluc;
ARCHITECTURE transferencias OF convoluc IS 
TYPE tipo_estados IS (Sini, S3, S2, SI, SO);
SIGNAL estado : tipo_estados;
SIGNAL d2, di, c2, el, il, i2, mem_local_in, mem_local_out : unsigned(7 DOWNTO 0); 
SIGNAL suma : unsigned(10 DOWNTO 0);
SIGNAL primera, 0E_mem, img_anterior : std_logic;
SIGNAL puntero : unsigned(14 DOWNTO 0);




IF reset=,0 ’ THEN estado<=Sini;
ELSIF (clk7 event AND clk=’l’) THEN 
CASE estado IS
WHEN Sini => — Inicializaciones previas.
— Si data_readyO=’1’ se lee de la mem local y del frame-grabber 
CE1<="011"; 0E1(2)<=’0 ’; 0E1(1)<=’1’; RW1<=,1’; imgl<=’0 ’; 
d a t a ^ e a d y ^ ^ O ’ ; data_receivedl<= ’ 0 ’ ; addr_izdal<=(OTHERS=>’0 ’ ) ; 
puntero<=(0THERS=>’ 0 ’) ; addr_dchal<=(OTHERS=>’0»); 
img_anterior<=’0 ’; 0E_mem<=’0 ’; 
addr_locall<=(OTHERS=>’0 ’); primera<=’1’;
IF data_readyO=’1’ THEN dl<=data_inO; d2<=mem_local_in;




WHEN SO => — Se prepara escritura en mem_local y mem_derecha
0E_mem<=,l’; mem_local_out<=il; RW1<=,0 ’; 0E1(2)<=’1’; 
addr_locall<=puntero+desplazamiento; data_receivedl<=,0 ’;




WHEN SI => — Se escribe
IF primera=,l’ THEN d a t a ^ e a d y ! ^ ’© ’ ; ELSE data_readyl<= ’ 1 ’ ; END IF; 
CE1<="111"; mem_local_out<=il;
IF data_received2=’1’ OR primera=’1’ THEN estado<=S2;
ELSE estado<=Sl;
END IF;
WHEN S2 => — Se cierra el bloque preparando lectura 
0E_mem<=’0 ’; 0E1(2)<=,0 ,; 0E1(1)<=’1’;
CE1<="011" ; RW1<=,1’; data_readyl<=’0 ’;




addr_dchal<=(OTHERS=>’O ’) ; 
pTintero<=(OTHERS=>,0 ’);












WHEN S3 => — Saco la espera de data_ready del estado anterior 
— para evitar incremento de punteros
IF (primera= ’ 1’ AND imgO-’l’) THEN primera<=’0 ’; END IF; 
dl<=data_inO; d2<=mem_local_in; i2<=c2; 






data_outl(6 DOWNTO 0)<=suma(10 DOWNTO 4); data_outl(7)<=,0 , ; — Dejo 7 bits 
mem_local_in<=mem_locall; — Datos mem local puerto bidireccional 
mem_locall<=mem_local_out WHEN 0E_mem=,l, ELSE (0THERS=>5Z ’);
0El(O)<=N0T(0El(l)); — Así evito que 0E2 sea 000 durante el reset
END transferencias;
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B.2 Código VHDL de la etapa del cálculo de la pri­
mera derivada temporal
La etapa de cálculo de la segunda derivada temporal accede simultáneamente a los 
datos suministrados por la FPGA y a los datos almacenados en la memoria de doble 
puerto del EP anterior. Para ello selecciona mediante la señal (E2 la memoria de la cual 
debe leer la imagen anterior. Cuando la señal imgl cambia su valor respecto al valor 
que tenía en el byte anterior se entiende que se ha producido un cambio de imagen y 
se perm uta la selección de la memoria de lectura.
Una vez se ha capturado el byte de la imagen presente suministrada por la FPGA y 
el byte de la imagen almacenada en la memoria de doble puerto se valida como buena la 
resta de ambos. Cabe hacer notar que la resta es totalmente combinacional y se realiza 
fuera del PROCESS, almacenándose en el registro intermedio interm edia. El valor de 
esta diferencia se expresa en complemento a 2 y no tiene desbordamiento al tener los 
datos originales 7 bits y almacenarse el resultado en 8 bits.
Una vez la diferencia es correcta y se valida como tal se escribe simultáneamente en 
memoria de doble puerto para que el tercer y último EP calcule la derivada segunda. La 
selección de la memoria en la que se va a escribir se realiza tras verificar que la imagen ha 
cambiado comprobando la señal de entrada imgl. Si esto ocurre se permuta la memoria 
en la que se va a escribir (y leer) y se indica este cambio al EP siguiente invirtiendo 
la señal de salida img2. De nuevo se tiene en cuenta que debe haber procesado una 
imagen log-polar completa antes de activar la señal data_ready2 ya que el último EP 
necesitará de ésta para calcular la derivada segunda.
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—  Calculo de la Primera derivada temporal. Resto la imagen producida por el modulo




ENTITY restal IS P0RT(
clk, reset, data_received3, data_readyl, imgl : IN std_logic; 
data_inl, mem_izdal : IN unsigned(7 DOWNTO 0); 
mem_local2 : IN unsigned(7 DOWNTO 0);
addr_dcha2, addr_izda2 : BUFFER unsigned( 13 DOWNTO 0); 
addr_local2 : OUT unsigned( 14 DOWNTO 0); 
data_out2 : OUT signed(7 DOWNTO 0);
RW2, data_ready2, data_received2 : OUT std_logic;
CE2 : OUT std_logic_vector(2 DOWNTO 0);
0E2 : BUFFER std_logic_vector(2 DOWNTO 0); 
img2 : BUFFER std_logic);
END restal;
ARCHITECTURE maquina OF restal IS 
TYPE tipo_estados IS (Sini, S3, S2, SI, SO);
SIGNAL estado : tipo_estados;
SIGNAL intermedia, data_in_aux, mem_izda_aux : unsigned(7 DOWNTO 0);




IF reset=’0 ’ THEN estado<=Sini;
ELSIF (clk’event AND clk=’l’) THEN 
CASE estado IS
WHEN Sini => — Inicializaciones previas
data_ready2<=’0 ’; img2<=,0 ’; addr_dcha2<=(0THERS=>’O »); 
addr_izda2<=(OTHERS=>,0 ’); addr_local2<=(0THERS=>»0’); 
addr_local2<=(0THERS=>’0 ’); RW2<=}0 ’; img_anterior<=’1’; 
OE2(1)<=,0 ,; 0E2(2)<=>1*;




WHEN SO => — Cojo el Dato de mem_izda y preparo escritura.
data_received2<=’0 ’; mem_izda_aux<=mem_izdal;




WHEN SI => — La resta es buena. Escribo.
CE2<="111";
IF primera=’l’ THEN data_ready2<=,0 ’;
ELSE data_ready2<=’1’;
END IF;
IF (primera=,l > OR data_received3=’1*) THEN estado<=S2;
ELSE estado<=Sl;
END IF;
WHEN S2 => — Espero siguiente dato 
data_ready2<=’0 ’;




WHEN S3 => — He cambiado de imagen? Actualizo punteros.
IF img_aux/=img_anterior THEN addr_dcha2<=(0THERS=>’0 ’);
addr_izda2<=(0THERS=>’0»);
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img_anterior<=NOT(img_anterior); 
primera^’O ’;















0E2(O)<=N0T(0E2(l)) ; — Así evito que 0E2 sea OOO durante el reset 
END maquina;
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B .3  C ódigo  V H D L  d e  la  e ta p a  del cálculo  de la se­
g u n d a  d e r iv a d a  y  b in arizac ión
E sta etap a es la últim a del algoritm o de detección de m ovim iento y accede a las imágenes 
sum inistradas por la FPG A  y a las imágenes alm acenadas en las memorias de doble 
puerto del EP anterior de la manera descrita anteriormente. De nuevo el código es 
una m áquina VHDL con un ciclo de 4 estados, permaneciendo fuera del PROCESS la 
etapa com binacional. En esta etapa combinacional se evalúa que el valor de la segunda 
derivada sea mayor que el m ódulo del umbral definido por la variable t r e s h o ld . Si es así 
se m arca el punto con valor negro m ediante la instrucción data_out3<= (0THERS=> * 1}).
—Calculo de la  segunda derivada temporal restando a la  imagen que viene de resta l  
—y le  ap lico  un umbral.
LIBRARY ieee ;
USE ie e e . std_logic_1164. a l l ;
USE ie e e .s td _ lo g ic _ a r ith .a ll;
ENTITY umbral IS P0RT(
c lk , r e se t , data_received4, data_ready2, img2 : IN std _logic;  
data_in2, mem_izda2, mem_local3 : IN signed(7 DOWNTO 0); 
addr_dcha3, addr_izda3 : BUFFER signed( 13 DOWNTO 0); 
addr_local3 : OUT signed(14 DOWNTO 0); 
data_out3 : OUT signed(7 DOWNTO 0); 
data_ready3, data_received3, RW3 : OUT std_logic;
CE3 : OUT std _ log ic_vector(2 DOWNTO 0);
0E3 : BUFFER std _ log ic_vector(2 DOWNTO 0); 
img3 : BUFFER s td _ lo g ic ) ;
END umbral;
ARCHITECTURE maquina 0F umbral IS
TYPE tipo_estados IS (S in i, S3, S2, SI, SO);
SIGNAL estado : tip o_estad os;
SIGNAL interm edia, data_in_aux, mem_izda_aux : signed(7 DOWNTO 0);
SIGNAL im g_anterior, img_aux : std_logic;
C0NSTANT treshold  : integer := 17;
BEGIN 
PROCESS (c lk , reset)
BEGIN
IF r e se t= , 0 > THEN estado<=Sini;
ELSIF (c lk ’event AND c lk = » l’) THEN 
CASE estado IS
WHEN S in i => —In ic ia liza c io n es previas
data_received3<=’0 ’ ; data_ready3<=’0*; img3<=’0 ’ ; 
addr_izda3<=(0THERS=>’0 ’); img_anterior<=’1’ ;
0E3(2)<=’1} ; 0E3(1)<=’0 ’ ; RW3<=’0 ’ ; CE3<="111"; 
addr_dcha3<=(0THERS=>’0 ’); addr_local3<=(0THERS=>’0 ’);
IF data_ready2=’ 1’ THEN data_in_aux<=data_in2;




WHEN SO => —Cojo data memoria Izda.
data_received3<=,0 ’ ; mem_izda_aux<=mem_izda2; 
estado<=sl;
WHEN SI => —Valido dato
data_ready3<=’ 1’ ;
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IF img2=313 THEN 0E3(1)<=30 3;
ELSE 0E3(1)<=313;
END IF; — Si imgl=l Leo de abajo.
WHEN S3 => — Compruebo el cambio de imagen;
IF img_aux/=img_anterior THEN addr_izda3<=(0THERS=>30 3);
img_ajiterior<=NOT(img_cinterior) ;





IF img_aux=’1’ THEN 0E3(1)<=’0 3;
ELSE 0E3(1)<=’1’;






data_out3<=(0THERS=>31’) WHEN (intermedia>treshold OR intermedia<-treshold) ELSE (0THERS=>30 
0E3( 0 ) <=N0T(0E3(1 ) ) ;
END maquina;
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B.4 C ód igo  V H D L  de  la  e ta p a  del cálculo  del g ra ­
d ie n te  y de  la  p r im e ra  d e r iv a d a  te m p o ra l
La implementación del algoritmo de cálculo del tiempo al impacto se utilizan tres eta­
pas implementadas en otros tantos EPs. La primera etapa corresponde exactamente 
a la misma etapa de suavizado descrita al inicio de este apéndice. La estrategia de 
almacenamiento de imágenes seguida es igual de válida ya que la etapa siguiente debe 
de calcular igualmente la derivada primera temporal.
A continuación se muestra el código VHDL correspondiente a la segunda etapa del 
algoritmo de cálculo de tiempo al impacto. Tal como se ha descrito en el capítulo 
7 esta segunda etapa calcula la derivada primera temporal y el gradiente radial de las 
imágenes log-polares suavizadas. La máquina de estados implementada tiene un ciclo de 
4 estados, accediendo a la memoria de doble puerto del EP anterior de la misma manera 
que la segunda etapa del algoritmo de detección de movimiento. De manera adicional 
simultáneamente se accede a memoria local para acceder al dato correspondiente a la 
fila anterior y calcular el gradiente radial.
En primer lugar se hace la diferencia entre la imagen suministrada por la FPGA del 
EP anterior y la imagen log-polar almacenada en memoria de doble puerto. El cambio 
de imagen se indica mediante un cambio en la señal imgl. Una vez se ha validado por 
parte del siguiente EP la recepción de la derivada temporal se suministra la diferencia 
radial al siguiente EP.




ENTITY grad.der IS P0RT(
clk, reset, data_received3, data_readyl, imgl : IN std_logic;
data_inl, mem_izdal : IN unsigned(7 DOWNTO 0);
mem_local2 : INOUT unsigned(7 DOWNTO 0);
addr_izda2 : BUFFER unsigned(13 DOWNTO 0);
addr_dcha2 : OUT unsigned(13 DOWNTO 0);
addr_local2 : BUFFER unsigned(14 DOWNTO 0);
data_out2 : OUT unsigned(7 DOWNTO 0);
data_ready2, data_received2, RW2 : OUT std_logic;
CE2 : OUT std_logic_vector(2 DOWNTO 0);
0E2 : BUFFER std_logic_vector(2 DOWNTO 0); 
img2 : BUFFER std_logic);
END grad_der;
ARCHITECTURE maquina 0F grad_der IS 
TYPE tipo_estados IS (Sini, SO, SI, S2, S3) ;
SIGNAL estado : tipo_estados;
SIGNAL img_anterior, img_aux, 0E_mem : std_logic;
SIGNAL data_inl_aux, mem_local2_in_aux, mem_local2_in, mem_local2_out : unsigned(7 DOWNTO 0); 
SIGNAL puntero : unsigned(14 DOWNTO 0);
CONSTANT desplazamiento : unsigned(14 DOWNTO 0):="000000010000000"; —  Mide cada fila 128 
BEGIN
PROCESS (clk, reset)
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BEGIN
IF reset=,0 > THEN estado<=Sini;
ELSIF (clk’event AND clk=’l’) THEN 
CASE estado IS
WHEN Sini => — Inicializaciones previas. Cojo 1er dato.
data.readj^^’O ’ ; addr_izda2<=(0THERS=> *0’ ) ; img2<=’0 ’; 
i n ^ anterior^’ 1 ’ ; 0E_mem<=,0 ,; 0E2(2)<=,0 ’; 0E2(1)<=,0 ’; 
RW2<=’1’; CE2<="011"; addr_local2<=(0THERS=>’O*); 
puntero<=(0THERS->?0 ’); addr_dcha2<=(0THERS->’O ’);
IF data_readyl=’1’ THEN data_inl_aux<=data_inl;
data_received2<=’1’; img_aux<=imgl; 
estado<=S0;
ELSE estado<=Sini; data_received2<=’0 ’;
END IF;
WHEN SO => — Cojo el Dato de mem_izda y mem local.
— Pongo la derivada temporal y la valido 
data_out2<=mem_izdal-data_inl_aux ; 
mem_local2_in_aux<=mem_local2_in;
0E_mem<=’0 ’; data_received2<=’0 ’;
IF img_aux/=img_anterior THEN img_anterior<=NOT(img_anterior);
img2<=N0T(img2);
END IF;
IF data_received3=’1’ THEN data_ready2<=’0 ’; estado<=Sl;
ELSE data_ready2<=’1’; estado<=S0;
END IF;
WHEN SI => — Preparo escritura en mem local pongo el gradiente y lo valido 
O E ^ e m ^ ’!’; RW2<=’0 ’; addr_local2<=puntero+desplazamiento; 
mem_local2_out<=data_inl_aux; 
data_out2<=data_inl_aux-mem_local2_in_aux;
IF data_received3=’1’ THEN data_ready2<=,0 ’; estado<=S2;
ELSE data_ready2<=’1’; estado<=Sl;
END IF;
WHEN S2 => — Escribo en mem local y espero nuevo dato 
CE2<="111";
IF data_readyl=’1’ THEN data_inl_aux<=data_inl;
data_received2<=’1’; 
img_aux<=imgl; estado<=S3;
ELSE estado<=S2; data_received2<=’0 ’;
END IF;
WHEN S3 => —  Preparo la nueva lectura de mem_local, mem_izda 
CE2<="011"; RW2<=’1’; OE2(2)<=,0 ,j 0E_mem<=,0 ,;
IF img_aux=511 THEN 0E2(1)<=’0 ’;
ELSE 0E2(1)<=,1’;
END IF;
















B.5 C ódigo  V H D L  del a lg o ritm o  de  d iv isión  e n te ra
El código que se muestra a continuación corresponde a la implementación del algorit­
mo clásico de división entera sin restauración. La máquina de estados tiene un bucle 
de 2*8=16 ciclos de reloj por byte. En primer lugar se recibe el divisor (la derivada 
temporal) que se almacena en el registro M. Posteriormente se recibe la derivada espa­
cial que se almacena en el registro SRQ. Cabe hacer notar que este valor se almacena 
directamente desplazado 4 bits, con lo que se realiza una multiplicación del dividendo 
por 16.
Previamente al inicio del bucle se comprueba que se obtendrá un valor no negativo y 
bien definido con sentido para r. Con esta intención se verifica que la derivada temporal 
y espacial tengan signos opuestos comparando los bits de signo. De manera adicional 
se comprueba que el divisor no sea cero y que su valor en módulo sea mayor que una 
cierta cantidad, tal como se ha justificado en la sección 10.3.4. Esto se realiza mediante 
la condición IF (SRQ(11)=M(7) OR (SRQ(11 D0WNT0 4)=0) OR (M<2) OR (M>254)). 
Si no se cumple la condición la salida será un valor de gris prefijado (en este caso el 
valor 11110000) que la partición software interpretará como valor de r  no válido y no 
lo utilizará para calcular la media del tiempo al impacto. Una vez se ha comprobado 
que los signos de divisor y dividendo son distintos se transforma la cantidad negativa en 
positiva, ya que el algoritmo de división sin restauración divide solamente cantidades 
positivas.
—  Coge la derivada y el gradiente del módulo 2 y los divide.
—  Uso el algoritmo de non-restoring división radix-2.




ENTITY división IS P0RT(
clk, reset, data_received4, data_ready2, img2 : IN std_logic;
data_in2, mem_izda2, mem_local3 : IN unsigned(7 DGWNT0 0);
addr_dcha3, addr_izda3 : BUFFER unsigned( 13 D0WNT0 0);
addr_local3 : 0UT unsigned(14 D0WNT0 0);
data_out3 : OUT unsigned(7 D0WNT0 0);
data_ready3, data_received3, RW3 : OUT std_logic;
img3 : BUFFER std_logic;
CE3 : OUT std_logic_vector(2 D0WNT0 0) ;
0E3 : BUFFER std_logic_vector(2 D0WNT0 0));
END división;
ARCHITECTURE algoritmo 0F división IS 
TYPE tipo_estados IS (Sini, SO, SI, S2, S3, S4, S5);
SIGNAL estado : tipo_estados;
SIGNAL M : unsigned(7 D0WNT0 0);
SIGNAL SRQ : unsigned(16 D0WNT0 0);
SIGNAL img_aux : std_logic;
SIGNAL count : integer RANGE 0 T0 8;




IF reset=,0 > THEN estado<=Sini;
ELSIF (clk’event AND c l k ^ l ’) THEN 
CASE estado IS
WHEN Sirxi => — Inicializaciones previas.
— Se carga la derivada temporal (divisor). 
addr_local3<=(0THERS=>’0 :) ; 0E3(2)<=J1>; 0E3(1)<=>!’;
CE3<="111"; RW3<=’1’; addr_izda3<=(0THERS=>’0 ’) ;
img3<=’0 ’; count<=0; add^dchaS^ÍOTHERS^’O ’); data_ready3<=’0 ’; 
IF data_ready2=’1’ THEN data_received3<=’1’; M<=data_in2;
img_aux<=img2; estado<=S0;
ELSE data_received3<=,0 ’; estado<=Sini;
END IF;
WHEN SO => — Estado necesario para transmitir el gradiente 
data_received3<=’0 ’;
IF data_received4=>1’ THEN data_ready3<=’0 ’;
END IF;
IF data_ready2=,0 ’ THEN estado<=Sl;
ELSE estado<=S0;
END IF;
WHEN SI => — Se carga el gradiente multiplicado por 16!!!.
SRQ(15 DOWNTO 12)<="0000"; SRQ(3 DOWNTO 0)<="0000";




WHEN S2 => — Si el divisor es cero, si son del mismo signo,
— si el divisor es más grande que el numerador, o si son valores 
— pequeños acabo la división. Paso el numero negativo a positivo. 
data_received3<=’0 >;
IF (SRQ(11)=M(7) 0R (SRQ(11 DOWNTO 4)=0) 0R (M<2) 0R (M>254))
THEN data_out3<="11110000"; data_ready3<=’1’; 
img3<=img_aux; estado<=S5;
ELSIF (M(7)=’1’ AND (256-M<=SRQ(ll DOWNTO 0)))
THEN M<=256-M; estado<=S3;
ELSIF (M(7)=,0 > AND (M<=(256-SRQ(11 DOWNTO 4))&"0000"))
THEN SRQ(11 DOWNTO 4)<=256-SRQ(11 DOWNTO 4); 
estado<=S3;
ELSE data_out3<=(0THERS=>’0 ’); data_ready3<=’1’; 
estado<=S5; img3<=img_aux;
END IF;
WHEN S3 => — Hago el desplazamiento a la Izda.




SRQ(3)<=SRQ(2); SRQ(2)<=SRQ(1); SRQ(1)<=SRQ(0); 
estado<=S4;
WHEN S4 => — Pongo el bit bajo a lo que toca y resto si toca. 
count<=count+l;
IF count<7 THEN estado<=S3;
IF SRQ(15 DOWNTO 8)>=M THEN SRQ(0)<=,1’;
SRQ(15 DOWNTO 8)<=SRQ(15 DOWNTO 8)-M; 
ELSE SRQ(0)<=’0 ’;
END IF;
ELSE estado<=S5; data_ready3<=’1’; img3<=img_aux; 
data_out3(7 DOWNTO 1)<=SRQ(7 DOWNTO 1);





WHEN S5 => — Verifico que se ha recibido el dato 
count<=0;
IF data_received4=>1’ THEN data_ready3<=’0 ’; END IF;
IF data_ready2=*1 ’ THEN data_received3<=’1’;
M<=data_in2; img_aux<=img2; 
estado<=S0;





0E3(O)<=N0T(0E3(l) ) ; 
END algoritmo;
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