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Abstract
In this work, we introduce a new concept of (A, η)-accretive mappings, study some properties of (A, η)-accretive mappings
and define resolvent operators associated with (A, η)-accretive mappings which include the existing resolvent operators as special
cases. By using the new resolvent operator technique, we also construct a new class of iterative algorithms for a class of relaxed
cocoercive variational inclusions involving non-accretive set-valued mappings and study applications of (A, η)-accretive mappings
to the approximation-solvability of the relaxed cocoercive variational inclusions in q-uniformly smooth Banach spaces. Our results
generalize and improve the corresponding results of recent works.
c© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction
In [6], Fang and Huang first introduced the concept of H -accretive operators in Banach spaces. For other related
works, we refer the reader to [8] and the references therein. Very recently, motivated and inspired by the results
in [6], Peng [16] studied a class of set-valued variational inclusions involving T -accretive operators in Banach spaces
and proved the convergence result for iterative sequences generated by the algorithm under the assumption that the
set-valued mappings V,G are Lipschitz continuous and strongly accretive. Further, Peng pointed out “the results
in [16] can be further generalized to the case of A-accretivity based on the references [18,19]”. On the other hand, we
note that in [14], Liu and Li introduced and studied a class of generalized set-valued variational inclusions involving
non-monotone set-valued mappings with noncompact values in Hilbert spaces.
Motivated and inspired by the recent works, in this work we introduce a new concept of (A, η)-accretive
mappings, which provides a unifying framework for maximal monotone operators [21], m-accretive operators,
η-subdifferential operators [3], maximal η-monotone operators [11], H -monotone operators [4], generalized
m-accretive mappings [12], H -accretive operators [6,7], (H, η)-monotone operators [5,9], A-monotone mappings [18,
19] and (H, η)-accretive operators [8]. We study some properties of (A, η)-accretive mappings and define the
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resolvent operators associated with (A, η)-accretive mappings which include the existing resolvent operators as
special cases. By using the new resolvent operator technique, we develop a new class of iterative algorithms to solve
a class of relaxed cocoercive variational inclusions associated with (A, η)-accretive mappings in q-uniformly smooth
Banach spaces. Our results improve and extend the corresponding results of recent works.
2. Preliminaries
Throughout this work, we always let B be a real Banach space with dual space B∗, 〈·, ·〉 be the dual pair between
B and B∗, CB(B) denote the family of all nonempty closed bounded subsets of B and 2B denote the family of all the
nonempty subsets of B.
Let F : B×B→ B be a single-valued mapping, S, V : B→ CB(B) be set-valued mappings and M : B→ 2B be
a nonlinear mapping such that g(B)
⋂
dom(M) 6= ∅. For any given a ∈ B, we consider the problem of finding x ∈ B,
u ∈ S(x), ω ∈ V (x) such that
a ∈ F(u, ω)+ M(g(x)). (2.1)
The problem (2.1) is considered by Peng [16], which includes a number of variational inclusions and nonlinear
variational inequalities as special cases; for more details, see [1–6,10,11,13,14,16–19] and the references therein.
If S, V : B→ B is a single-valued, then the problem (2.1) can be replaced by finding x ∈ B such that
a ∈ F(S(x), V (x))+ M(g(x)). (2.2)
The generalized duality mapping Jq : B→ 2B∗ is defined by
Jq(x) = { f ∗ ∈ B∗ : 〈x, f ∗〉 = ‖x‖q , ‖ f ∗‖ = ‖x‖q−1}, ∀x ∈ B,
where q > 1 is a constant. In particular, J2 is the usual normalized duality mapping. It is known that, in general,
Jq(x) = ‖x‖q−2 J2(x) for all x 6= 0, and Jq is single-valued if B∗ is strictly convex. If B = H is a Hilbert space,
then J2 becomes the identity mapping on H. In what follows we shall denote the single-valued generalized duality
mapping by jq .
The modulus of smoothness of B is the function ρB : [0,∞) → [0,∞) defined by ρB(t) = sup{ 12 (‖x + y‖ +
‖x − y‖) − 1 : ‖x‖ ≤ 1, ‖y‖ ≤ t}. A Banach space B is called uniformly smooth if limt→0 ρB(t)t = 0. B is called
q-uniformly smooth if there exists a constant c > 0 such that
ρB(t) ≤ ctq , q > 1.
Lemma 2.1 ([20]). Let B be a real uniformly smooth Banach space. Then B is q-uniformly smooth if and only if there
exists a constant cq > 0 such that for all x, y ∈ B,
‖x + y‖q ≤ ‖x‖q + q〈y, jq(x)〉 + cq‖y‖q .
Definition 2.1. Let B be a q-uniformly smooth Banach space and T, A : B → B be two single-valued mappings.
Then T is said to be (α, ξ)-relaxed cocoercive with respect to A if there exist constants α, ξ > 0 such that
〈T (x)− T (y), jq(A(x)− A(y))〉 ≥ −α‖T (x)− T (y)‖q + ξ‖x − y‖q , ∀x, y ∈ B.
Definition 2.2. Let B be a q-uniformly smooth Banach space and η : B× B→ B be a single-valued mapping. Then
(i) the single-valued mapping A : B→ B is called r -strongly η-accretive if there exists a constant r > 0 such that
〈A(x)− A(y), jq(η(x, y))〉 ≥ r‖x − y‖q , ∀x, y ∈ B;
(ii) the set-valued mapping M : B→ 2B is said to be m-relaxed η-accretive if there exists a constant m > 0 such that
〈u − v, jq(η(x, y))〉 ≥ −m‖x − y‖q , ∀x, y ∈ B, u ∈ M(x), v ∈ M(y).
Remark 2.1. (1) If r = 0 and equality holds if and only if x = y, then (i) of Definition 2.2 reduces to the definition of
strictly η-accretive mappings. (2) If η(x, y) = x − y, then (i) of Definition 2.2 reduces to the definition of r -strongly
accretive mappings.
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3. (A, η)-Accretive mappings and resolvent operators
In this section we introduce a new concept of (A, η)-accretive mappings and study some properties of (A, η)-
accretive mappings and define the resolvent operators associated with (A, η)-accretive mappings. We also establish
the Lipschitz continuity of the new resolvent operators associated with (A, η)-accretive mappings under suitable
conditions.
Definition 3.1. Let A : B → B, η : B × B → B be two single-valued operators. Then a set-valued mapping
M : B→ 2B is called (A, η)-accretive if M is m-relaxed η-accretive and (A + ρM)(B) = B for every ρ > 0.
Remark 3.1. (i) If m = 0, then Definition 3.1 reduces to the definition of (H, η)-accretive operators [8], which
includes that of generalized m-accretive operators [12], H -accretive operators [6,7] and classical m-accretive
operators.
(ii) When B = H, Definition 3.1 reduces to the definition of (A, η)-monotone operators, which is a new concept
and includes the definition of A-monotone operators [18,19].
(iii) When m = 0 and B = H, Definition 3.1 reduces to the definition of (H, η)-monotone operators [5,9], which
includes that of maximal η-monotone operators [11] and classical maximal monotone operators [21].
Like in [4–6,8,11,19], now we have some general properties on (A, η)-accretive mappings as regards the
generalized resolvent operator technique.
Proposition 3.1. Let A : B→ B be an r-strongly η-accretive mapping, M : B→ 2B be an (A, η)-accretive mapping.
Then
(1) (x, u) ∈ Graph (M) if 〈u−v, jq(η(x, y))〉 ≥ 0 holds for all (y, v) ∈ Graph (M), whereGraph(M) = {(a, b) ∈
B× B : b ∈ M(a)};
(2) the operator (A + ρM)−1 is single-valued.
Definition 3.2. Let A : B → B be a strictly η-accretive mapping and M : B → 2B be an (A, η)-accretive mapping.
The resolvent operator Jρ,Aη,M : B→ B is defined by
Jρ,Aη,M (x) = (A + ρM)−1(x), ∀x ∈ B.
Remark 3.2. Resolvent operators associated with (A, η)-accretive mappings include as special cases the
corresponding resolvent operators associated with (H, η)-accretive operators [8], (H, η)-monotone operators
[5,9], H -accretive operators [6,7], generalized m-accretive operators [12], maximal η-monotone operators [11],
H -monotone operators [4], A-monotone operators [18], η-subdifferential operators [3], the classical m-accretive and
maximal monotone operators [21].
Proposition 3.2. Let B be a q-uniformly smooth Banach space and η : B × B → B be τ -Lipschitz continuous,
A : B → B be an r-strongly η-accretive mapping and M : B → 2B be an (A, η)-accretive mapping. Then the
resolvent operator Jρ,Aη,M : B→ B is τ
q−1
r−ρm -Lipschitz continuous, i.e.,
‖Jρ,Aη,M (x)− Jρ,Aη,M (y)‖ ≤
τ q−1
r − ρm ‖x − y‖, ∀x, y ∈ B,
where ρ ∈ (0, rm ) is a constant.
4. Iterative algorithms and convergence
In this section, by using the resolvent operator technique associated with (A, η)-accretive mappings, we shall
develop a new iterative algorithm for solving the class of set-valued variational inclusion problems (2.1) in Banach
spaces.
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Lemma 4.1. Let A : B → B be r-strongly η-accretive, M : B → 2B is (A, η)-accretive and F : B × B → B and
S, V : B→ CB(B) be any nonlinear mappings. Then for any given a ∈ B, a given element (x, u, ω) is a solution to
the problem (2.1) if and only if (x, u, ω) satisfies
g(x) = Jρ,Aη,M (A(g(x))− ρ(F(u, ω)− a)), (4.1)
where Jρ,Aη,M = (A + ρM)−1 and ρ > 0 is a constant.
Proof. The conclusion follows directly from Definition 3.2 and so it is omitted. 
Remark 4.1. The equality (4.1) can be written as
z = A(g(x))− ρ(F(u, ω)− a), g(x) = Jρ,Aη,M (z),
where a ∈ B is an any given element and ρ > 0 is a constant. By Nadler [15], we know that this fixed point formulation
enables us to suggest the following iterative algorithm.
Algorithm 4.1. For any given z0 ∈ B, we can choose x0 ∈ B such that sequences {xn}, {un} and {ωn} satisfy
g(xn) = Jρ,Aη,M (zn),
un ∈ S(xn), ‖un − un+1‖ ≤
(
1+ 1
n + 1
)
Hˆ(S(xn), S(xn+1)),
ωn ∈ V (xn), ‖ωn − ωn+1‖ ≤
(
1+ 1
n + 1
)
Hˆ(V (xn), V (xn+1)),
zn+1 = A(g(xn))− ρ(F(un, ωn)− a)+ en,
(4.2)
where ρ > 0 is a constant, a ∈ B is any given element and en ∈ B is an error to take into account a possible inexact
computation of the resolvent operator point for all n ≥ 0, and Hˆ(·, ·) is the Hausdorff metric on CB(B).
From Algorithm 4.1, we have the following algorithm for solving problem (2.2).
Algorithm 4.2. For any given z0 ∈ B, we can choose x0 ∈ B and obtain a sequence {xn} satisfying
g(xn) = Jρ,Aη,M (zn), zn+1 = A(g(xn))− ρ(F(S(xn), V (xn))− a)+ en,
where ρ > 0, a ∈ B and en ∈ B are the same as in Algorithm 4.1.
Now we prove the existence of a solution of problem (2.1) and the convergence of Algorithm 4.1.
Theorem 4.1. Let B be a q-uniformly smooth Banach space and A : B→ B be r-strongly η-accretive and σ -Lipschitz
continuous. Let S, V : B → CB(B) be ξ–Hˆ-Lipschitz continuous and ζ–Hˆ-Lipschitz continuous, respectively.
Suppose that η : B × B → B is τ -Lipschitz continuous and M : B → 2B is (A, η)-accretive. Let g : B → B
be (d, α)-relaxed cocoercive and β-Lipschitz continuous, and F : B × B → B be Lipschitz continuous with respect
to both arguments with constants δ > 0 and  > 0, respectively. If there exists constant ρ > 0 such that
h = 1− q
√
1− qα + (cq + dq)βq > βσr−1τ q−1,
ρ < max
{
rh − βστ q−1
mh + τ q−1(δξ + ζ ) ,
r
m
}
,
∞∑
i=1
‖ei − ei−1‖ k−i < ∞, ∀k ∈ (0, 1), lim
n→∞ en = 0,
(4.3)
where cq is the constant as in Lemma 2.1, then the iterative sequences {xn}, {un} and {wn} generated by Algorithm 4.1
converge strongly to x∗, u∗ and w∗, respectively, and (x∗, u∗, w∗) is a solution of problem (2.1).
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Proof. From (4.2), the assumptions for S, V and A, we can get
‖zn+1 − zn‖ ≤ ‖A(g(xn))− A(g(xn−1))‖ + ρ‖F(un, ωn)− F(un−1, ωn)‖
+ ρ‖F(un−1, ωn)− F(un−1, ωn−1)‖ + ‖en − en−1‖
≤ σ‖g(xn)− g(xn−1)‖ + ρδ‖un − un−1‖ + ρ‖ωn − ωn−1‖ + ‖en − en−1‖
≤ [σβ + ρ(1+ n−1)(δξ + ζ )]‖xn − xn−1‖ + ‖en − en−1‖. (4.4)
Also, using the (d, α)-relaxed cocoercivity and Lipschitz continuity of g, Lemma 2.1 and Proposition 3.2, we find that
‖xn − xn−1‖ ≤ ‖xn − xn−1 − (g(xn)− g(xn−1))‖ + ‖Jρ,Aη,M (zn)− Jρ,Aη,M (zn−1)‖
≤ q
√
1− qα + (cq + dq)βq‖xn − xn−1‖ + τ
q−1
r − ρm ‖zn − zn−1‖,
which implies that
‖xn − xn−1‖ ≤ 1
1− q√1− qα + (cq + dq)βq · τ
q−1
r − ρm ‖zn − zn−1‖. (4.5)
Combining (4.4) and (4.5), we have
‖zn+1 − zn‖ ≤ θn‖zn − zn−1‖ + ‖en − en−1‖, (4.6)
where
θn = τ
q−1
r − ρm ·
σβ + ρ(1+ n−1)(δξ + ζ )
1− q√1− qα + (cq + dq)βq .
Let θ = τq−1r−ρm · [ σβ+ρ(δξ+ζ )1− q√1−qα+(cq+dq)βq ]. Then we know that θn ↓ θ as n →∞.
From condition (4.3), we know that 0 < θ < 1 and hence there exist n0 > 0 and θ0 ∈ (θ, 1) such that θn ≤ θ0 for
all n ≥ n0. Therefore, by (4.6), we have
‖zn+1 − zn‖ ≤ θ0‖zn − zn−1‖ + ‖en − en−1‖, ∀n ≥ n0,
which implies that ‖zn+1− zn‖ ≤ θn−n00 ‖zn0+1− zn0‖+
∑n−n0
j=1 θ
j−1
0 tn−( j−1), where tn = ‖en−en−1‖ for all n ≥ n0.
Hence, for any m ≥ n > n0, we have
‖zm − zn‖ ≤
m−1∑
i=n
‖zi+1 − zi‖ ≤
m−1∑
i=n
θ
i−n0
0 ‖zn0+1 − zn0‖ +
m−1∑
i=n
θ i0
[
i−n0∑
j=1
ti−( j−1)
θ
i−( j−1)
0
]
. (4.7)
Since
∑∞
i=1 ti k−i < ∞, ∀k ∈ (0, 1) and θ0 < 1, it follows from (4.7) that ‖zm − zn‖ → 0 as n → ∞, and so {zn}
is a Cauchy sequence in B. Thus, there exists z∗ ∈ B such that zn → z∗ as n →∞. From (4.5), we know that {xn} is
a Cauchy sequence in B, that is, there exists x∗ ∈ B such that xn → x∗.
Now we prove that un → u∗ ∈ S(x∗) and ωn → ω∗ ∈ V (x∗). In fact, it follows from the Hˆ-Lipschitz continuity
of S and V that
‖un − un−1‖ ≤ ξ(1+ n−1)‖xn − xn−1‖, ‖ωn − ωn−1‖ ≤ ζ(1+ n−1)‖xn − xn−1‖,
which imply that {un} and {ωn} are also Cauchy sequences in B. Let un → u∗ and ωn → ω∗. In the sequel, we will
show that u∗ ∈ S(x∗) and ω∗ ∈ V (x∗). Noting un ∈ S(xn), we have
d(u∗, S(x∗)) = inf{‖un − y‖ : y ∈ S(x∗)} ≤ ‖u∗ − un‖ + d(un, S(x∗))
≤ ‖u∗ − un‖ + Hˆ(S(xn), S(x∗)) ≤ ‖u∗ − un‖ + ξ‖xn − x∗‖ → 0.
Hence d(u∗, S(x∗)) = 0 and therefore u∗ ∈ S(x∗). Similarly, we can prove that ω∗ ∈ V (x∗).
By continuity, we know that x∗, u∗, w∗ satisfy
g(x∗) = Jρ,Aη,M (A(g(x∗))− ρ(F(u∗, ω∗)− a)).
It follows from Lemma 4.1 that (x∗, u∗, w∗) is a solution of problem (2.1). This completes the proof. 
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From Theorem 4.1, we have the following result.
Theorem 4.2. Suppose that B, A, S, V, η, F and M are the same as in Theorem 4.1. Let g : B → B be α-strongly
accretive and β-Lipschitz continuous. If there exists constant ρ > 0 such that
h = 1− q√1− qα + cqβq > βσr−1τ q−1,
ρ < max
{
rh − βστ q−1
mh + τ q−1(δξ + ζ ) ,
r
m
}
,
∞∑
i=1
‖ei − ei−1‖ k−i < ∞, ∀k ∈ (0, 1), lim
n→∞ en = 0,
where cq is the constant as in Lemma 2.1, then the iterative sequences {xn}, {un} and {wn} generated by Algorithm 4.1
converge strongly to x∗, u∗ and w∗, respectively, and (x∗, u∗, w∗) is a solution of problem (2.1).
Remark 4.2. Theorem 4.2 is a correction and improvement of Theorem 4.1 in [16].
Theorem 4.3. Let B, A, η, M and g be the same as in Theorem 4.2. Let S, V : B → B be ξ -Lipschitz continuous
and ζ -Lipschitz continuous, respectively, and F : B × B → B be (s, ι)-relaxed cocoercive with respect to A and
g1 in the first argument, (d, %)-relaxed cocoercive with respect to A and g1 in the second argument and Lipschitz
continuous with respect to both arguments with constants δ > 0 and  > 0, respectively, where g1 : B→ B is defined
by g1(x) = A ◦ g(x) = A(g(x)) for all x ∈ B. If there exists constant ρ > 0 such that
h = 1− q√1− qα + cqβq > 0, r > ρm,
σ qβq − qρ(ι+ % − sδqξq − dqζ q)+ 2qcqρq(δqξq + qζ q) < hqτ q(1−q)(r − ρm)q∞∑
i=1
‖ei − ei−1‖ k−i < ∞, ∀k ∈ (0, 1), lim
n→∞ en = 0,
where cq is the constant as in Lemma 2.1, then the iterative sequence {xn} generated by Algorithm 4.2 converges
strongly to the unique solution x∗ of problem (2.2).
Proof. It is well known that for all q > 1, f (x) = xq is a convex function on [0,+∞), and so (r + s)q ≤ 2q(rq + sq)
for both nonnegative real numbers r and s. Therefore, by the assumptions, Lemma 2.1,
‖A(g(xn))− A(g(xn−1))− ρ[F(S(xn), V (xn))− F(S(xn−1), V (xn−1))]‖q
≤ ‖A(g(xn))− A(g(xn−1))‖q + 2qcqρq‖F(S(xn), V (xn))− F(S(xn−1), V (xn))‖q
+ 2qcqρq‖F(S(xn−1), V (xn))− F(S(xn−1), V (xn−1))‖q
− qρ〈F(S(xn), V (xn))− F(S(xn−1), V (xn)), jq(A(g(xn))− A(g(xn−1)))〉
− qρ〈F(S(xn−1), V (xn))− F(S(xn−1), V (xn−1)), jq(A(g(xn))− A(g(xn−1)))〉
≤ [σ qβq + 2qcqρq(δqξq + qζ q)− qρ(ι+ % − sδqξq − dqζ q)]‖xn − xn−1‖q ,
and the proof of Theorem 4.1 and Theorem 3.2 of Lan et al. [13], we can get the conclusions of Theorem 4.3, and so
this is omitted. 
Remark 4.3. If M is a (H, η)-accretive operator or (A, η)-monotone operator, then we can obtain the corresponding
results of Theorems 4.1–4.3. Our results improve and generalize the corresponding results in [2–6,10,11,13,14,16–19].
Remark 4.4. We can construct a new perturbed iterative algorithm for solving the generalized nonlinear variational
inclusion (2.2) and prove the convergence and stability of the iterative sequence generated by the perturbed iterative
algorithm. For more details, we refer the reader to [13] and the references therein.
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