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Abstract
Starting with an initial function φ0, the cascade algorithm generates a sequence {Qnaφ0}∞n=1 by
cascade operator Qa defined by
Qaf =
∑
α∈Zd
a(α)f (M · −α).
A function φ is refinable if it satisfies Qaφ = φ. The refinable functions play an important role in
wavelet analysis and computer graphics. The cascade algorithm is the main approach to approximate
the refinable functions and to study their properties. This note establishes a sufficient condition, in
terms of Fourier transforms of the initial function φ0 and the refinable function φ, for the convergence
of cascade algorithm. Our results apply to the case where neither the initial function is compactly
supported nor the refinement mask is finitely supported. As a byproduct, we prove that any compactly
supported refinable function has a positive Sobolev regularity exponent provided it is in L2.
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We say that a distribution (or function) φ is refinable if it satisfies a refinement equation
φ =
∑
α∈Zd
a(α)φ(M · −α), (1)
where the sequence a = (a(α))α∈Zd is called the refinement mask and M is a d × d inte-
ger matrix such that limn→∞ M−n = 0. The refinable functions play an important role in
wavelet analysis and computer graphics.
Let the Fourier transform fˆ of a function f ∈ L1(Rd) be defined by
fˆ (ω) :=
∫
Rd
f (x)e−ix·ω dx, ω ∈ Rd ,
where x ·ω denotes the inner product of two vectors x and ω in Rd . The Fourier transform is
naturally extended to the space of all compactly supported distributions as well as functions
in L2(Rd). We can rewrite the refinement equation (1) in time domain as an equation in
frequency domain
φˆ(ω) = Ha(Nω)φˆ(Nω), ω ∈ Rd , (2)
where Ha is defined by
Ha(ω) = 1
m
∑
α∈Zd
a(α)e−iω·α, ω ∈ Rd,
m = |detM| and N = (MT )−1 with MT being the transpose of M .
Throughout this paper we assume that the refinement mask a satisfies the following
conditions:
(i) ∑α∈Zd |a(α)| < ∞.
(ii) |Ha(ω) − 1| c|ω|γ for some c > 0 and γ > 0.
It is well known that, in this case, there exists a unique distribution φ, called normalized
solution, satisfying (2) with φˆ(0) = 1. In fact φˆ is given by
φˆ(ω) =
∞∏
j=1
Ha(N
jω), ω ∈ Rd .
For any φ0 ∈ L2(Rd), the cascade algorithm generates a sequence {φn}∞n=1 ⊆ L2(Rd)
by iteration φn = Qaφn−1, n = 1,2, . . . , where the cascade operator Qa is defined in time
domain by
Qaf =
∑
α∈Zd
a(α)f (M · −α),
or equivalently in frequency domain by
Q̂af (ω) = Ha(Nω)fˆ (Nω), ω ∈ Rd .
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Q̂naf (ω) = fˆ (Nnω)
n∏
j=1
Ha(N
jω). (3)
The cascade algorithm is the main approach to approximate the refinable function and
to study their properties. There are a lot of papers considering the convergence of cascade
algorithms, or essentially equivalently, that of stationary subdivision schemes. A compre-
hensive study of stationary subdivision schemes was given in [1]. By methods in time
domain, the convergence of the cascade algorithm in L2 norm was first done in [16] for the
univariate case, [9] for the multivariate case. In [5,6,17], the p-norm joint spectral radius
was employed to give a characterization of the Lp convergence of subdivision schemes.
Independently, some results for the convergence of cascade algorithms in L2 norm were
given in [12] by using a different approach involving the frequency domain. It is this ap-
proach that makes it possible to apply the characterization of convergence to the case where
neither the initial functions is compactly supported nor the refinement mask is finitely sup-
ported. In fact, in addition to the Strang–Fix condition φˆ0(α) = δα , ∀α ∈ Zd, the initial
functions φ0 are chosen from the set
Y = {f : f ∈ L2(Rd), fˆ and [f,f ] are continuous at ω = 0},
where the bracket product [f,g] of two functions f,g ∈ L2(Rd) is defined by
[f,g](ω) =
∑
α∈Zd
fˆ (ω + 2απ) ¯ˆg(ω + 2απ) a.e. ω ∈ Rd .
The notion of bracket product was first introduced by Jia and Micchelli [8] with some decay
conditions on f and g. It is easily seen that the series converges absolutely for almost every
ω ∈ Rd . Moreover, by the definition of [f,f ] it follows∫
Rd
∣∣fˆ (ω)∣∣2 dω = ∫
Td
[f,f ](ω)dω, (4)
where Td = [−π,π]d .
Besides other results, Long and Mo [12] proved that, for any φ0 ∈ Y such that
φˆ0(α) = δα , ∀α ∈ Zd , the sequence {Qnaφ0}∞n=1 converges to φ in L2 norm if the shifts{φ(· − α)}α∈Zd of φ are stable. We know from [8] that the stability condition is equivalent
to
[φ,φ] and 1[φ,φ] ∈ L∞.
It was also established in other papers that the stability of the normalized solution im-
plies the convergence of cascade algorithm for compactly supported initial functions. We
refer the readers to [3,5,6,9], etc.
In this note, we generalize the result of [12] about convergence to the case where the
shifts {φ(· − α)}α∈Zd of φ are not necessarily stable. We prove in Section 2 the following
result.
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L2(Rd). Suppose that a function φ0 ∈ Y satisfies [φ0, φ0] c[ψ0,ψ0] a.e. for some posi-
tive constant c. Then the sequence {Qnφ0}∞n=1 converges to φ in L2(Rd).
By Theorem 1, we give a sufficient condition, in terms of Fourier transforms of φ0
and φ, for the convergence of {φn}∞n=1.
Corollary 2. Assume that the normalized solution φ ∈ Y . Then, for any φ0 ∈ Y satisfying
[φ0, φ0]  c[φ,φ] a.e. for some positive constant c, the sequence {Qnaφ0}∞n=1 converges
to φ in L2(Rd). Consequently, if the refinement mask a is finitely supported and the
normalized solution φ ∈ L2(Rd) is compactly supported, then for any φ0 ∈ Y satisfying
[φ0, φ0] c[φ,φ] a.e. for some positive constant c, the sequence {Qnaφ0}∞n=1 converges to
φ in L2(Rd).
A useful tool for the discussion of convergence of cascade algorithms and the properties
of refinable functions is the transition operator. Let E be a complete set of representatives
of the coset Zd/MT Zd . The transition operator is a mapping defined on the space of 2πZd
periodic functions p as follows:
Tap(ω) =
∑
ν∈E
∣∣Ha(N(ω + 2νπ))∣∣2p(N(ω + 2νπ)).
Let φ0 be given by φˆ0(ω) =∏dj=1 sinπωjπωj . In the proof of [10, Theorem 4.5] we actually
proved that if the sequence {Qnaφ0}∞n=1 converges in L2(Rd), then for any eigenvalue λ of
Ta corresponding to an eigenfunction in the subspace
C0(T
d) = {p ∈ C(Td): p(0) = 0},
we have |λ| < 1. It is worth to note that the result was established without the condition
that refinement mask a is finitely supported. We generalize this result as follows.
Theorem 3. For any φ0 ∈ Y , let Cφ00 (Td) denote the set of functions p ∈ C0(Td) such
that |p|  c[φ0, φ0] a.e. for some constant c. If the sequence {Qnaφ0}∞n=1 converges in
L2(Rd), then for any eigenvalue λ of Ta corresponding to an eigenfunction in the subspace
C
φ0
0 (T
d), we have |λ| < 1.
We make use of Theorem 3 to discuss the smoothness of refinable functions. Recall that
the Sobolev regularity exponent of a distribution f is defined by
α(f ) = sup
{
s ∈ R:
∫
Rd
(
1 + |ω|2)s∣∣fˆ (ω)∣∣2 dω < ∞
}
.
In [14] and [15], the Sobolev regularity exponent of a compactly supported refinable
function is expressed in terms of the spectral radius of the restriction of the transition
operator Ta to a specific invariant subspace. With the help of this result we conclude easily
in the following theorem that any compactly supported refinable function has a positive
Sobolev regularity exponent whenever it is in L2.
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φ ∈ L2(Rd) and compactly supported, then α(φ) > 0.
2. Proofs
We define functions ξn, n = 1,2, . . . , on Rd by
ξn(ω) =
{∏n
j=1 Ha(Njω) if ω ∈ (MT )nTd ,
0 otherwise.
Clearly,
lim
n→∞ ξn(ω) = φˆ(ω), ω ∈ R
d .
For any 2πZd periodic function p, an iteration of Ta gives the following formula [10]:
T na p(ω) =
∑
ν∈E
∣∣ξn(ω + 2νπ)∣∣2p(Nn(ω + 2νπ)).
Furthermore, let q be also a continuous 2πZd function. Multiplying by q and integrating
both sides and changing variables we conclude∫
Td
q(ω)T na p(ω)dω =
∫
(MT )nTd
q(ω)p(Nnω)
∣∣ξn(ω)∣∣2 dω. (5)
There is a close relation between the cascade operator and transition operator. In fact, it
is easily seen for any function φ0 ∈ L2(Rd),
[φn,φn] = Ta[φn−1, φn−1], (6)
where φn = Qnaφ0. In particular, if the refinable distribution φ ∈ L2(Rd), the following
equality holds:
[φ,φ] = Ta[φ,φ].
We have seen in [10] that the notion of the so-called uniform integrability is effi-
cient for the study of convergence of cascade algorithm. It is developed in [11] and [12].
Let (X,M,µ) be a σ -finite and nonnegative measure space. A sequence {fn}∞n=1 ⊆
L1(X,M,µ) has uniform integrability if for any ε > 0 there exists a measurable set K
with measure µ(K) < ∞ and δ > 0 satisfying∫
Kc
|fn|dµ ε and
∫
Eδ
|fn|dµ ε, n = 1,2, . . . ,
where Kc is the complementary set of K in X and Eδ is any measurable set with µ(Eδ)
< δ. The following lemma is elementary and efficient to our study.
Lemma 5 (see [10]). Let (X,M,µ) be a σ -finite measure space and fn  0, n = 1,2, . . . ,
be integrable functions. Suppose that there exists an integrable function f  0 such that
lim inffn  f a.e.
n→∞
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(i) limn→∞‖fn‖L1(X,M,µ) = ‖f ‖L1(X,M,µ).
(ii) fn → f in L1(X,M,µ) as n → ∞.
(iii) {fn}∞n=1 has uniform integrability.
In view of Lemma 5 we prove the following characterization for the convergence of
cascade algorithm.
Lemma 6. Suppose that φ0 ∈ Y . Then the sequence {Qnaφ0}∞n=1 converges to φ in L2(Rd)
if and only if the following conditions are satisfied:
(i) The sequence {[φ0, φ0](Nnω)|ξn(ω)|2}∞n=1 has uniform integrability.
(ii) φ0 satisfies the Strang–Fix condition φˆ0(α) = δα , ∀α ∈ Zd .
Proof. Suppose that the sequence {Qnaφ0}∞n=1 converges to φ in L2(Rd). As before, let
φn = Qnaφ0. It follows from (3) that limn→∞ φˆ0(Nnω) = 1 a.e. Then φˆ0(0) = 1 is true by
the continuity of φˆ0 at ω = 0 and limn→∞ Nn = 0.
Let functions fn be defined by fn(ω) = [φ0, φ0](Nnω)|ξn(ω)|2. By setting q = 1 in (5)
we get∫
Rd
fn(ω)dω =
∫
Td
T na [φ0, φ0](ω)dω.
It together with (4) and (6) implies∫
Rd
fn(ω)dω =
∫
Rd
∣∣φˆn(ω)∣∣2 dω.
Furthermore, we define functions gn by gn(ω) = |φˆ0(Nnω)|2|ξn(ω)|2. Clearly, gn 
fn(ω) and limn→∞ gn = |φˆ|2. Therefore we have
lim inf
n→∞ fn(ω)
∣∣φˆ(ω)∣∣2, ω ∈ Rd .
By the assumption of the convergence, the sequence {φˆn}∞n=1 converges to φˆ in L2(Rd).
Consequently, ‖fn‖1 = ‖φˆn‖22 → ‖φˆ‖22, n → ∞. An application of Lemma 5 yields the
uniform integrability of {fn}∞n=1, thereby proving (i).
It remains to verify the condition φˆ0(α) = 0, ∀α = 0. Since {fn}∞n=1 has uniform in-
tegrability, {gn}∞n=1 has also uniform integrability by gn  fn and limn→∞ gn = |φˆ|2. We
obtain by Lemma 5, ‖gn‖1 → ‖φˆ‖22, n → ∞. Consequently,
‖fn − gn‖1 = ‖fn‖1 − ‖gn‖1 → ‖φˆ‖22 − ‖φˆ‖22 = 0, n → ∞.
Note that there are neighborhood U of the original and a positive constant γ , independent
of n, such that |ξn(ω)|2  γ , ∀ω ∈ U , and for all n. Therefore
fn(ω) − gn(ω) γ
∑∣∣φˆ0(Nnω + 2απ)∣∣2, ∀ω ∈ U.
α =0
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lim inf
n→∞
∑
α =0
∣∣φˆ0(Nnω + 2απ)∣∣2 = 0 a.e. U.
It implies condition φˆ0(α) = 0, ∀α = 0, due to the continuity of function∑
α =0
∣∣φˆ0(ω + 2απ)∣∣2 = [φ0, φ0](ω) − ∣∣φˆ0(ω)∣∣2
at ω = 0 and limn→∞ Nn = 0. This completes the proof of necessity.
Let us establish the sufficiency. Recall that fn and gn are defined as above. It follows
from the condition (ii) that
lim
n→∞fn = limn→∞gn = |φˆ|
2.
Since the sequence {fn}∞n=1 has uniform integrability, Lemma 5 tells, as n → ∞, ‖fn‖1 →
‖φˆ2‖1, or equivalently, ‖φˆ2n‖1 → ‖φˆ2‖1 by ‖φˆ2n‖1 = ‖fn‖1. But, as known, limn→∞ |φˆn|2
= |φˆ|2. Appealing to Lemma 5 again we get the uniform integrability of {|φˆn|2}∞n=1. Fi-
nally, by the inequality
|φˆn − φˆ|2  2
(|φˆn|2 + |φˆ|2)
the sequence {|φˆn − φˆ|2}∞n=1 has uniform integrability. Therefore, the sequence {|φˆn −
φˆ|2}∞n=1 converges to 0 in L1. This is just the result we desire. The proof is complete. 
Proof of Theorem 1. For φ0 ∈ Y, recall that the functions fn, n = 1,2, . . . , are defined in
the proof of Lemma 6. Let hn be defined as fn by replacing φ0 with ψ0. Then we have by
the assumption
fn(ω) chn(ω) a.e. ω ∈ Rd .
Since the sequence {Qnaφ0}∞n=1 converges in L2(Rd), appealing to Lemma 6 twice we get
the desired result. The proof is complete. 
Proof of Corollary 2. Let φ be the normalized solution. Setting φ0 = φ, the generating
sequence {Qnaφ0}∞n=1 converges to φ in L2(Rd). Moreover, by assumption, φ ∈ Y , the first
part of the corollary follows from Theorem 1.
Suppose that the refinement mask a is finitely supported and the normalized solution
φ ∈ L2(Rd) is compactly supported. It is known that both φˆ and [φ,φ] are continuous
on Rd . We obtain the second part of the corollary by the first part. The proof is com-
plete. 
Proof of Theorem 3. As in the proof of Lemma 6, we set fn(ω) = [φ0, φ0](Nnω)|ξn(ω)|2
for n = 1,2, . . . . Suppose that p ∈ Cφ00 , there is a positive number c such that
p(Nnω)
n
 c a.e.[φ0, φ0](N ω)
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p(Nnω)
[φ0, φ0](Nnω)fn(ω)p¯(ω)
}∞
n=1
has also uniform integrability. Meanwhile
lim
n→∞
p(Nnω)
[φ0, φ0](Nnω)fn(ω)p¯(ω) = 0, ∀ω ∈ R
d .
It follows from Lemma 5 that
lim
n→∞
∫
Rd
p(Nnω)
[φ0, φ0](Nnω)fn(ω)p¯(ω)dω = 0.
Taking q = p¯, the complex conjugate of p, in (5), we obtain∫
Td
p¯(ω)T na p(ω)dω =
∫
Rd
p(Nnω)
[φ0, φ0](Nnω)fn(ω)p¯(ω)dω.
Therefore,
lim
n→∞
∫
Td
p¯(ω)T na p(ω)dω = 0.
On the other hand, suppose that λ is an eigenvalue of Ta corresponding to an eigen-
function p ∈ Cφ00 (Td). Then T na p = λnp for all n = 1,2, . . . . Substituting it into the last
equality we conclude limn→∞ λn = 0. Therefore, |λ| < 1. The proof is complete. 
Proof of Theorem 4. Let Cφ0 be defined as in Theorem 3. For a compactly supported
refinable function φ, it is established in [14] and [15] that
α(φ) = − logm ρ
4
,
where ρ = |λ| with λ being an eigenvalue of Ta corresponding to an eigenfunction in the
subspace Cφ0 . We conclude from Theorem 3 that α(φ) > 0 and, therefore, complete the
proof. 
3. Remarks
1. The motivation of this note is a result in [7] concerning the convergence of cascade
algorithm. In [7], a sufficient condition for the convergence of cascade algorithm, in terms
of the kernel spaces is given. For a compactly supported distribution f , the kernel space
K(f ) is the set of all sequences c = {c(α)}α∈Zd on Zd such that∑
d
c(α)f (· − α) = 0.
α∈Z
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be the Sobolev space consisting of all functions f such that f and Dµf , |µ|  r, are
in Lp(Rd). If the normalized solution φ ∈ Wrp(Rd) and a compactly supported function
φ0 ∈ Wrp(Rd) satisfies the Strang–Fix condition of order r + 1 and K(φ) ⊆ K(φ0), it was
established in [7] that
lim
n→∞
∥∥Qnaφ0 − φ∥∥Wrp(Rd ) = 0, 1 p < ∞.
For p = ∞, similar result is true by replacing L∞(Rd) with the space of bounded and
uniformly continuous functions on Rd . The result confirms a conjecture of A. Ron [13].
We would like to point out that the main approach in [7] is the joint spectral radius. We
refer to [2] for the results of vector subdivision schemes in Sobolev spaces.
2. Comparing our result with Jia’s stated as above, we find it interesting, for two
compactly supported functions f and g in L2(Rd), to consider the relation between the
inclusion relation K(f ) ⊆ K(g) on one hand, and the inequality [g,g]  c[f,f ] on the
other hand. It can be established that in univariate case, i.e., d = 1, the following equiva-
lence:
K(f ) ∩ ∞(Zd) ⊆ K(g) ∩ ∞(Zd) ⇔ [g,g] c[f,f ],
where, as usual, ∞(Zd) is the space of all bounded sequences on Zd .
3. After completion of the paper, the author was aware of [4], in which Theorem 4 was
established when the refinement mask a is finitely supported, so that the corresponding
refinable function is compactly supported. Our approach is quite different from that of [4].
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