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Abstract 
A class of Monte Carlo algorithms for probability propagation i belief networks is 
given. The simulation isbased on a two steps procedure. The first one is a node deletion 
technique to calculate the 'a posteriori' distribution on a variable, with the particularity 
that when exact computations are too costly, they are carried out in an approximate 
way. In the second step, the computations done in the first one are used to obtain ran- 
dom configurations for the variables of interest. These configurations are weighted fol- 
lowing importance sampling methodology. Different particular algorithms are obtained 
depending on the approximation procedure used in the first step and the way of obtain- 
ing the random configurations. In this last case, a stratified sampling technique is used, 
which has been adapted for application to very large networks without round-off error 
problems. © 1998 Elsevier Science Inc. 
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1. Introduction 
The problem of probability propagation is defined as the process for calcu- 
lating the probability values of some variables in a dependence graph, given a 
set of observed variables. Many algorithms have been proposed in the last few 
years to solve this problem in an exact way [13,14,17,19-21,24]. These methods 
take advantage of conditional independence among the variables given by the 
network structure, to perform the propagation by local computations. Al- 
though they give exact results, all these algorithms are NP-hard [5] in the worst 
case. So, if the network is complicated enough, other types of algorithms 
should be considered. 
This has motivated the development of approximate algorithms. Most of 
them try to obtain a good estimation of the probabilities in the network by 
using Monte Carlo techniques. Although approximate inference is NP-hard 
too [6], the class of resolvable problems is wider. 
Monte Carlo algorithms for belief networks can be classified into two differ- 
ent groups: those based on importance sampling and those based on Markov 
chains. In both cases, the problem of probability propagation may be viewed as 
obtaining samples from a difficulty to manage probability distribution. Impor- 
tance sampling algorithms are based on the use of a modified distribution in 
order to obtain independent samples, that are weighted to resemble the original 
distribution. The first algorithm in this group, called Probabilistic Logic Sam- 
piing, was developed by Henrion [9]. It provides good results when no evidence 
is given. One improved algorithm, called Likelihood Weighting, was proposed 
by Fung and Chang [8] and Shachter and Peot [22]. It performs well, but in 
some cases, the same problem as in Logic Sampling may arise [3]: all the 
weights are 0 or 1. A more sophisticated method was proposed by Cano, 
Hern~indez and Moral, based on entropy criteria [3]. Given the conditional dis- 
tributions in the network, they use the ones with less entropy (the most infor- 
mative ones) to obtain the samples, and the ones with more entropy to 
compute the weights. In this way they try to solve the problem of 0-1 weights. 
In the case of Markov Chain-Monte Carlo algorithms, the samples are not 
independent, but they verify the Markov property. The best known algorithm 
using this technique is Pearl's stochastic simulation [16]. This method was gen- 
eralized by Jensen et al. [12], allowing samples to be generated with a greater 
degree of independence, but with a higher computational cost. 
In this paper we study a general class of importance sampling algorithms, 
presented in [11]. They make a first approximate propagation based on the con- 
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cept of node removal [24], similar to D'Ambrosio's ymbolic propagation [21]. 
The results obtained from this first propagation are improved by sampling the 
functions obtained. 
Bouckaert [1] and Bouckaert et al. [2] developed a stratified sampling scheme 
for probability propagation. It performs well, but when the network is too 
complex, precision problems make this method infeasible. In this paper, a 
way is considered for modifying that algorithm to use the same sampling dis- 
tributions as in importance sampling. A method to avoid rounding errors when 
simulating is also presented. 
In Section 2, the basic notation is established and the general problem is for- 
mulated. In Section 3, importance sampling is introduced. The new algorithms 
are treated in detail, studying several variations over the main scheme, in Sec: 
tion 4. Section 5 is devoted to the application of stratified sampling to the new 
algorithms. A new way of performing stratified sampling, avoiding numerical 
errors, is presented in Section 6 and experimental results are discussed in Sec- 
tion 7. The paper ends with conclusions and suggestions for further esearch in 
Section 8. 
2. Notation and problem formulation 
A belief network is a directed acyclic graph where each node represents a 
random variable, and the topology of the graph shows the independence r la- 
tions among the variables, according to the d-separation criterion [17]. Given 
the independences attached to the graph, the joint distribution is determined 
giving a probability distribution for each node conditioned to its parents. 
Let X = {Xl,... ,X,} be the set of variables in the network. Assume each 
variable X~ takes values on a finite set U~. We will denote by Ut the cartesian 
product 1-Ira U,.. Given x E UI and J c I, x ~J shall denote the element of Us ob- 
tained from x dropping the coordinates not in J. Given a function f defined 
over UI, s(f) will denote the set of indices of the variables for which f is defined 
(i.e. s0 c) --- I). Under these conditions, the conditional distribution of X~ given 
its parents in the network, F(i), is denoted by 
fi(x) = fi(x'Li, x "LF(i)) V i  E N Vx E Us~), (1) 
where N = {1,...,n}, and 
Zf t (x , ,x )  = 1 Vx E UF(i). (2) 
xiEUi 
Then, the joint probability distribution for the n-dimensional random vari- 
able X can be expressed as 
p(x) = I I f . (x  ~1)  Vx E UN. (3) 
iEN 
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An observation is the knowledge about the exact value X,. = ei of a variable. 
The set of observations will be denoted by e, and called the evidence set. E will 
be the set of indices of the variables observed. 
Every observation, Xi = ei, is attached to a Dirac function defined on U, as 
follows: 
1 ifei =x ,  (4) 
fiei (X) = 0 if ei # X.  
The goal of probability propagation is to calculate the posterior probability 
function p(xle ), for every x E UI, where I c_ N. This probability could be ob- 
tained from the joint distribution (3), but we assume that it is difficult to man- 
age. Notice that it is equal to p(x fq e)/p(e), and as p(e) is constant, it is 
proportional to p(x n e). So, we can know the posterior probability if we com- 
pute the value p(x N e) for every x E Ut, normalizing afterwards, p(x N e) may 
be expressed in the following way: 
p(x n e) = Z I I f i (Y~) )  
y~E--e icN 
yll x 
=kl~i=x(gfi(y.[sOCi)))Qj~EE~eJQy-[J)) " (5) 
= Zs(y /  
yt1=x 
The following concepts are used throughout the paper. 
Definition 1 (Marginalization). Given a function f defined over a set of 
variables X~ and J c_ I, we define the marginalization o f f  over a variable Xj (or 
the deletion of variables in I - J) as a new function, f l J ,  defined over the set J 
given by the expression 
f~J(x) = Z f (y  ) Vx E Vj. (6) 
yEU/ 
Definition 2 (Combination). Given r-functions f l , . . .  ,fr each one defined over 
the sets I1, . . . ,  L, a new function, called the combination of them, is defined 
over the set I = Ui~l Ii as 
r 
f(x) = I I f (x  +1') Vx C U,. (7) 
i=l 
Notice that the product above can be done in any order. Thus, combination 
is a commutative operator. 
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Definition 3 (Restriction). Let f be a function defined over a set I of indices, and 
assume a set of variables Xj,  J c I whose values x +J are fixed (x ~J = x0). The 
restriction o f f  to the values x0 is a new function f '  defined on I - J according 
to the following expression: 
f ' (x)  = f (y )  (8) 
such that y E Uz,y ~I J = x l~-J and ylJ = Xo. 
Restriction can simplify the problem when observations are provided. No- 
tice that formula (5) is still valid if we replace ach function f by its restriction 
to the evidence . This way we can work with simpler functions. 
3. Importance sampling 
One method to estimate the addition in Eq. (5) is the so-called importance 
sampling technique (this technique is described in detail in [18]). It is a Monte 
Carlo procedure that uses an auxiliary probability distribution P* (x), instead of 
f (x) ,  to obtain a sample from the space Us. 
Afterwards, a weight is assigned to each configuration obtained, x(il E UN. 
This weight is, 
( IIiE N f i ( x lS(fi ) ) ) ( ]-lj. I.jEE (~ ej ~,{ xlJ ) ] 
Wi 7__. P*(x) (9) 
It is necessary that P* (x) > 0 whenever p(x A e) > O. 
Under these conditions, if (x(ll,..., x (")) is the sample obtained, an unbiased 
estimator of p(x ~I N e) is given by 
-- Ex(i)~l=xWi.~ (10) 
m 
where m is the size of the sample. 
It can be shown that the variance of ~ is minimized when P* (x) is propor- 
tional to p(x n e) (see [3,10,18,22]). However, selecting a probability propor- 
tional to p is not always possible, because p is difficult to handle. Notice that 
the variance of ( is minimal when the weights are constant, so, the best we 
can do is to select P* as close as possible to p(.le). 
Once P* is selected, we can estimate p(x A e) as follows (see [3,22] for more 
details) 
1. For i=  1 tom 
(a) Generate a configuration x(O according to P*. 
(b) Do 
l-liEN f i  ( X~i, X ~F(i) 
× 1-I  ej(X% (ll/ wi = P*(x)  j~E 
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2. For every x E UI 
(c) Estimate p(x n e) by using formula (10). 
3. Normalize values p(x N e). 
4. Importance sampling based on approximate computation 
The most important decision when designing an importance sampling algo- 
rithm is the selection of the sampling distribution: it should be as similar as 
possible to the original distribution. In the particular case of a belief net- 
work, the original distribution is given as a product of conditional proba- 
bility distributions. Known importance sampling algorithms [3,8,22] use 
sampling distributions close to the original conditional ones. In this way they 
try to obtain a sampling joint distribution close to the original joint distri- 
bution in order to achieve uniform weights for the configurations of the 
variables. 
Here we propose a new approach to obtain the sampling distributions. The 
idea is not to use only the conditionals and likelihoods, but all the available in- 
formation about a given variable. This means using all the functions associated 
with the variable when we simulate it. This is the ideal case, but if the network 
is complicated enough, this process is infeasible; more precisely, the complexity 
of this process would be the same as in exact probability propagation, and this 
is what we are trying to avoid. In short, the problem is that the cost of the com- 
bination of the functions defined for a variable may be too high. 
The solution we propose is to perform approximate computations when the 
exact ones are too difficult. As we are not using the original p(xie) distribution, 
but rather an approximation P*, we use the importance sampling technique 
and compute a weight for each configuration. The key point in this procedure 
is to determine when and how to perform approximate calculations in such a 
way that the computations are fast and the sampling distribution P* as close 
as possible to p(x[e). 
The algorithm starts with a family of functions composed by the conditional 
distributions and the observations, 
H = {fi, . . .  ,f,} tO {6e,},e~. (12) 
The true p(.le) is proportional to the product of all the functions in H (see 
Eq. (5)). 
Then, an order of the variables in the network is considered, given by a per- 
mutation tr over the set { 1,... ,  n}. The next step is to delete the variables in 
sequence, following the order imposed by a. There are two ways of deleting 
a variable X~(i): exact and approximate. 
Exact 
1. Combine all the functions in H which are defined for variable X,(~), obtaining 
a function h~. 
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2. Delete X,(i) from the combination, hi, by marginalizing the result to 
s(hi) - {a(i)}. 
3. Add the result to H. Remove from H all the functions which were combined 
to obtain hi. 
If we are able to repeat this process for all the variables in each step we 
obtain a sampling distribution proportional to p(x M e). In fact, it performs 
like an exact propagation algorithm [24], and the following proposition holds: 
Proposition 1. Assume the conditions for exact deletion." 
• Ifh, is the function obtained before deleting X~(,) then for all x E U,(,), hn (x) is 
proportional to p(xle ). 
• If  hi is the function obtained before deleting Set(i)(i < n), ~-~(i) 
= {,r(i + 1), . . . ,  a(n)}, and Xo ~ U=lo~{h, I, then the restriction of hi to xo,h I 
(see Eq. (8)) is proportional to the probability p(.le, xo):VxC U,(il, 
h'i(x) c~p(xle, xo). 
Proof. First we show that if H/is the set of functions obtained before deleting 
Xo(i)(i = 1, . . . ,  n) then 
VX ~ U{o-(i)}UE(i), p(x,e) = I I  h(x~S(h))" (13) 
hEHi 
This is trivially true for i = 1. 
From Eq. (5) we obtain 
n 
VX ~ g{ l  ...... }, p(x,e) = I i  f (x  **~)) H ~ej(X~J) = H h(xls(h))" 
i=l jEE hEHi 
Now if ilk is the set of functions obtained before deleting X~(~} and H i the set 
after the deletion, we are going to show that if (13) is true for i = k and Hk, then 
it is also true for i = k + 1 and H i. 
If Eq. (13) is true for i = k then 
gx E U{,(k)}uz(k), p(x,e) = H h(x**(h)). 
heHk 
If y C U{,(k+l)}ur(k+l) = Uz(k), then 
xt~:(k) =y x,,'r(k) =y 
Let H(k) = {h E Hk]a(k) C s(h)}, then 
p(y,e,: Z (H  h(x~*(h))l( H h(xl*(h))) " 
x,~£(k) =y \ hEH(k) ,] hE&--H(k) 
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Now, if h c Ilk --H(k),x ts(h) = yl,(h) and h(x ~(h)) = h(y t'(hl) this value being 
independent on x, for fixed y. Then 
[ H h(y+S(h)) Z H h(x;S(h))] "p(y,e) = 
hc,,,~-,, (k) x]~(k)=y hCH ( k ) J 
Taking into account that H i = [Hk - H(k)] U {h~ x(k) } and that 
xlI;(k) =y h 
then, 
P(Y, e) = [ h~HkI~_H(k) h (y~S(h) ) ] h~Z(k) Y " 
So, we obtain the desired result: 
Vy C U{~(k+l)}ux(k+U, p(y,e)= H h(Yt~(h))" 
heH~ 
NOW, we can use the form (13) to show the proposit ion for every 
i = 1 , . . . ,  n. In fact, we have 
Vx e U{g(i)}uz(i), p(x,e) = H h(xt'(n)) 
hEN 
L heH(i) he (i) 
= 1-I 
heHi-H(i) 
Let x = (y, xo,z), where y E U{,~(i)}, z E Uz(i)-4h,), Xo E Uz(i)ns(h,), Xo constant. 
Then, 
P(x'e)=p(y'x°'z'e)=h'((y'x°)+'(h')) H h((x°'z)lS(hl)" 
heHi-H(i) 
Taking the sum on z c UX(~)-4h,), we have 
p(y, )Co, e) = Z p(y' Xo, z, e) 
zEUx(i) .~(hi) 
For  x0 constant he second factor is constant and therefore, 
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= 
From this expression we obtain the desired result 
k 
- e)  h i (y )  Vy c U~lil, p(ylxo, e) p(xo, = k'hi(Y) ~ hi(y) [] 
The two properties in the proposition above, allow us to simulate a value 
x E UN with a probability equal to p(xie ). What we have to do is to simulate 
values for the variables in the order X,(,),... ,Xo(1). To obtain a value for a vari- 
able X,(i), we sample from the function h~, restricting it to the values x0 already 
obtained for the preceding variables, X~(i), and normalizing afterwards. 
In some cases, the size 4 of hi is so large that its computation would be in- 
feasible. Then we have to perform the deletion of the variables in an approxi- 
mate way. Several approximate criteria may be defined, but always according 
to the following scheme: 
Approximate 
1. Let H(i) = {h E H ia(i ) E s(h)} be the set of functions which are defined for 
variable X,//). Remove H(i) from H. 
2. Transform H(i) by combination. To do this, we repeat several times the fol- 
lowing process: take R Q H(i). Combine all the functions in R. Add the com- 
bination to H(i). Remove R from H(i). 
3. Calculate H + (i) from H(i) by deleting X,(~) in all the functions belonging to 
H(i). 
4. Add H +(i) to H. 
This procedure coincides with the exact one if, in the second step, all the 
functions in H(i) are combined. The idea of the approximate approach is to 
combine functions while a fixed size threshold is not surpassed. One important 
property of the approximate step is that no new 0 values are added. That is, if 
x E UN is such that h(x +s(h)) 7£ 0 for every h E H, before deleting X,(i/, this prop- 
erty is verified after the deletion of the variable. 
The goal of the algorithm is to obtain configurations of the variables XN. The 
process for simulating a value for a variable X~ti ) in the approximate approach 
is as follows: If x0 is the configuration obtained for the variables X~(i/, then: 
1. Let H(i) be the set calculated in step 2 of the approximate deletion proce- 
dure. 
2. Restrict each function in H(i) to x0. Combine all the functions in H(i), ob- 
taining a new function h'j defined over U~(i/. 
3. IfN(h~) is the normalization ofh~, obtain a value for X~(i) following the prob- 
ability distribution N(hl). 
4 The size of a function his defined as the product of the number of cases of all the variables for 
which h is defined. 
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At this point we are able to formulate a general importance sampling algo- 
rithm for probability propagation: 
The main algorithm (ALG IS) 
1. Let H = {J~[i = 1,. . . ,n}. 
2. Select an order a for the variables in G. 
3. Incorporate observations: 
(a) Restrict all the functions in H to the evidence {et}lee according to 
Eq. (8). 
(b) For every observed variable At, l E E do H = H U {6e~}. 
4. For i= l  tondo  
(a) Delete X~(i) by the approximate procedure 5
5. For j= l  tomdo 
(a) wj = 1.0 
(b) for i = n downto 1 do 
i. Obtain a value for X~(i), x~ ), according to N(hli). 
ii. Do 
ws 
(c) Do 
n 
Wi(x ,) × 
i=1  iEE 
6. Estimate the desired probabilities according to Eq. (10). 
At the end of loop 5(b), the weight wj takes the value 
wj-= 
where P* is the sampling distribution we use, given by: 
n 
P*(x(]))=HN(hl)(x(])~' ). (14) 
i=1  
After step 5(c) the resulting weight is the correct one for importance sampling 
(Eq. (11)). 
Observe that the efficiency of the algorithm depends on the order of the vari- 
ables in step 2. 
Example 1. Consider the network in Fig. 1, in which all the variables take the 
values 0 and 1. Assume that we have the following probability tables. 
1. 'a priori' probability of X1 : 
5 Remember that the exact computation is a particular case of this step; so the exact deletion is 
also possible. 
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Fig. 1. The belief network in Example 1. 
f l  (xl) = P(X1 = xl), 
f l (0)  = 0.3, f~(1) -- 0.7. 
2. Conditional probability o f  X2 given Xi : 
f2(xz,xl) = P(X2 --- x2 lXl =xl ) ,  
f2(O,O) = 0.2, f2(1,O) = 0.8, 
f2(O, 1)---0.6, f2(1, 1) = 0.4. 
3. Conditional probability o f  X3 given Xl: 
f3(x3,xl) = P(X3 = x3 [Xl = xl), 
/3(0,0) --- 0.1, /3(1,0) = 0.9, 
/3(0, 1) = 0.2, f3(1, 1) = 0.8. 
4. Conditional probability o f  X4 given X2, X3: 
f4(x4,x2,x3) = e (x ,  = x 4 IX 2 = x2,X 3 = x3), 
f4(0,0,0) = 0.3, f4(1,0,0) = 0.7, f4(0, 1,0) = 0.2, f4(l ,  1,0) = 0.8, 
f4(0,0, 1) = 0.5, f4(1,0, 1) = 0.5, j~(0, 1, 1) = 0.4, f4( l ,  1, 1) -- 0.6. 
Assume also that we have observed that X4 = 1, which is encoded by the po- 
tential 
64(0) = O, 64(1) = 1. 
We have H = {fl, f2, J3, f4, ~4 }. 
The exact deletion algorithm applied to H proceeds as follows. 
1. Deletion o f  X4: Compute h4(x2,x3,x4 ) = f4(x4,x2,x3)(~4(x4 ). 
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h4(0,0,0) = 0, h4(1,0,0)= 0, h4(0, 1 ,0 )= 0, h4(1, 1,0) = 0, 
h4(0,0, I )=  0.7, h4(1,0, 1 )= 0.8, h4(0, 1, 1 )= 0.5, h4(1, 1, 1) = 0.6. 
Now, remove f4 and 34 from H and add h*a(X2,X3 ) = ha(x2,x3,x4) 1{2'3}, 
ha(0,0) = 0.7, ha(0, 1) = 0.5, 
hi( l ,0)  = 0.8, hi( l ,  1) = 0.6. 
After this step, H = {fl,f2,f3,h*4}. 
2. Deletion of)(3: Compute h3 (xl, x2, x3) = f3 (x3, xl )h~ (x2, x3). 
h3(0,0,0) = 0.07, h3(1,0,0) = 0.14, h3(0, 1,0) = 0.08, h3(1, 1,0) = 0.16, 
h3(0,0, 1) = 0.45, h3(1,0, 1) = 0.4, h3(0, 1, 1) = 0.54, h3(1, 1, 1) = 0.48. 
Now remove f3, h~ from H and add h~(xl,x2) = h3(xl,x2,x3) ~{1'2}, where 
h;(0,0) = 0.52, h~(0, 1) = 0.62, 
h~(1,0) = 0.54, h~(1, 1) = 0.64. 
After this step, H = {f l , fz ,h~}.  
3. Deletion o f  X2: Calculate he (xl, x2) = f2 (x2, xl )h i (xl, x2). 
h2(0,0) = 0.104, h2(0, 1) = 0.496, 
h2(1,0) = 0.324, h2(1, 1) = 0.256. 
Remove f2, hl from H and add hi(x1 ) = hz(xl,x2) ~{1}, where 
h~(0) = 0.6, h~(1) = 0.58. 
After this step, H = {fl, hl}. 
4. Deletion o fX l :  Compute h l (xl) = f l  (xl)h i(xl). 
h~(0) = 0.18, h,(1) = 0.406. 
Remove f l ,  hl from H and add h~(xl) = hl(xt) +° = 0.586. After this step, 
H = 
According to Proposition 1, we have 
h'l(x, ) = hi(x,) oc P(X, = xite). 
So, Sampling a value for )(1 with a probability distribution, P~, proportional 
to hi we are sampling with P(XI = xele) exactly. 
0.18 0.406 
P~ (X~ = 0) - 0.58----6 - 0.31, P~ (XI = 1) - 0.58----6 - 0.69. 
For a given value X1 = x °, 
h'2(xi) = h2 (x°,xi) cx P(Xz = xi l e, Xl = x°). 
So, an exact sampling distribution for )(2 given )(1 = x ° is 
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Pff2 (X2 =0IX  1 =0)  = 0.17, Pff2 (X2 = 11)(i =0)  =0.83,  
P~2 (X2 = 01)(1 = 1) = 0.56, P~2 (X2 = l[Xl = 1) = 0.44. 
For two values Xj = x °, X: = x °, 
h;(xi) = h3(x~,x°,x,) oc P(X3 = xile, X, = x~,Xz = x°). 
So, an exact sampling distribution for X3 given Xl = X°l, X2 = x ° is 
~(X3 =0[X~ = 0, X2 = 0)=0.1346,  P~3 (X3 = lIX1 = 0, X2 = 0) 
= 0.8654, 
U3(X3 =0IX ,  =0,  Xz = 1) =0.1290, U3(X3 = 11)(1 =0,  X2 = 1) 
= 0.8710, 
U3(X3 =0[X~ = 1,X2 =0)=0.2593,  U3(X3 = I[X~ = 1,X: =0)  
= 0.7407, 
U3(X3 =01)(1 = 1,X2 = 1)=0.2500,  /~3 (X3 = 11)(1 = I,X2 = 1) 
= 0.7500. 
Finally, for three values X1 = x °, X2 = x °, X3 = x °, 
h4(x,) = h4 (x~,x°,x,) ~, P(X4 = x, l e, X~ = x~, X2 = x °, X3 = x~) 
o = P(X4 = x~le, X2 = xz, X3 = x°). 
So we can calculate an exact sampling distribution for X4 which is equal to: 
P~4(X4 = 0IX 1 =x~,X 2 =x~,X  3 =x~) = P~4(X4 = 0IX 2 =x~,X3 =x~) = 0, 
P~4 (X4 = l lX  l =x1, Xa=x~,X3=x~)= P~4 (X4 = l lXa=x~,X3=x~)= 1. 
Now imagine that not every deletion step has been exact. For example, assume 
that the deletion of  X4 is as above, but )(3, X2 and Xl are deleted as follows. 
2'. Deletion of X3 (Approximate," we marginalize without combining before- 
hand). Calculate f3* = f3 ~{1}, h~* = h; ;{2}. Remove f3 and hi from H and 
add f~*, h~*. Now we have H = {fl,f2,Q,h*4* }, where: 
f3(0) = 1, f3*(1) = 1, 
h;*(O) = 1.2, h4*(1 ) = 1.1. 
3'. Deletion of X2 (Exact). Calculate h~*(xl,x2) = f2(x2,x1)h*4*(x2 ). 
h2*(O,O ) = 0.24, h2*(1,O ) = 0.72, 
h2*(0, 1) = 0.88, h~*(1, 1) = 0.44. 
Remove f2, h~* from H and add h~** = h; *;{1}, obtaining 
H = {fl, f3*, h~** }, where 
h2**(0 ) = 1.12, h2**(1 ) = 1.16. 
4'. Deletion of X1 (Exact). Calculate hT* (Xl) = fl  (xl)Q (xl)h;* (Xl). 
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h~*(0) =0.336,  h~*(1) = 0.812. 
Calculate hi** = h~ *~° = 1.148. At  the end, H = {h~**}. 
Now, the approximate sampling distributions can be calculated in the fol- 
lowing way: 
• l~l(Xl = xi) C(h~*(xi), that is, 
P~ (X~ = 0) = 0.2927, P~ (X1 = 1) = 0.7073. 
t,**: 0 x;). •  (X2 = x, IX1 = x °) "2 Calculating: 
P~2 (X2 = 0[Xl = 0) = 0.2143, /~2 (X2 --- l lX~ -- 0) = 0.7857, 
P~2 (X2 = 0 IX  1 = 1) = 0.6207, P~2 (X2 = I IX~ = 1) = 0.3793. 
0 • 0 • t~3(X3=xi[Xl =x°,X2=x°z)  OCf3(x, xl)h4(xvxi ). I t  can be verified that 
• Analogously, P~4 = ~.  
This example shows how it is possible to obtain approximate sampling distri- 
butions (PT~) very close to the exact ones (~) ,  carrying out an approximate 
(and faster) deletion algorithm. The exact and approximate sampling probabil- 
ities for all the configurations of the variables in the network above, are dis- 
played in Table 1. 
4.1. Particular cases of the main algorithm 
In this section we shall consider several variations from the main algorithm. 
The particular algorithms will be determined by the way in which H + (i) is cal- 
Table 1 
Sampling distributions for Example 1 
Xi X2 )(3 X4 Exact Approximate 
0 0 0 0 0.0 0.0 
0 0 0 1 0.007093 0.008443 
0 0 1 0 0.0 0.0 
0 0 1 1 0.04561 0.054283 
0 1 0 0 0.0 0.0 
0 1 0 1 0.033192 0.029667 
0 1 1 0 0.0 0.0 
0 1 1 1 0.224108 0.200308 
1 0 0 0 0.0 0.0 
l 0 0 1 O. 100194 0.113838 
1 0 1 0 0.0 0.0 
1 0 1 1 0.286206 0.325183 
1 1 0 0 0.0 0.0 
1 1 0 1 0.0759 0.06707 
1 1 1 0 0.0 0.0 
1 1 1 1 O. 2277 0.201209 
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culated; that is, we must define some criteria for selecting the subsets R from 
H(i) of functions that will be combined before marginalizing, when a variable 
X,(il is to be deleted. 
The first criterion which comes to mind is to take R = H(i). This coincides 
with the exact deletion algorithm. We shall not take this criterion into account, 
because if we have been able to delete all the variables in an exact way, in a 
similar amount of time, the exact probabilities can be computed with no need 
to simulate. 
Alternatively, one may decide not to combine any function, that is, H(i) 
does not change in the second step of the approximate scheme. This is the fast- 
est procedure we can consider, because no time is spent on computing the com- 
binations. However, simulation time may grow if many functions are 
associated with the variables. In this case, when a variable is being simulated, 
all its attached functions have to be evaluated for the current configuration of 
the variables. Moreover, the estimations obtained through this method should 
be the worst, because we lose information in each deletion (remember that the 
correct way is first to combine and then marginalize). 
Now we shall study three groups of methods for combining the functions. 
4.1.1. Size criteria 
In this section we define three criteria regarding the size of the functions re- 
suiting from the combinations. 
The first idea is to combine all the functions concerning a variable if the size 
of the resulting function does not exceed a given threshold. That is, if the fixed 
size is not surpassed, the exact deletion is done; otherwise, no functions are 
combined. This threshold can be fixed taking into account he amount of mem- 
ory available in the system. 
This method can be improved if we realize that perhaps we cannot combine 
all the functions, but only some of them. The procedure would be to select R in 
the approximate deletion by including functions while the resulting combina- 
tion does not surpass the established limit. Notice that, in this case, the order 
in which the functions are selected is important. Two approaches can be con- 
sidered here: 
• combine functions in an arbitrary sequence while maximum size is not ex- 
ceeded (criterion 1), or 
• combine first those that maximize the size of the common variables (criterion 
2). Notice that functions defined over a single variable can be combined 
without adding complexity. Thus, unitary functions should be the first to 
be combined. 
Example 2. Assume variable X1 is going to be deleted, and it is associated with 
the following functions: 
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f~(X, ,X2,X3),  f2(X, ,X4) ,  f3(XI ,Xs) ,  
f4 (X , ,Xz ,Xs) ,  fs(X1), f6(X, ,Xz ,X4,X6)  
every variable with three possible values, and suppose the threshold size is 81. 
Following criterion 1, the functions are examined in sequence and combined if 
possible. We start up with fl and fz; the size of the product of both functions is 
81, which is below the threshold, and so, both functions can be combined. 
Now, we look for another function to combine with the result of the last com- 
bination. That function should be such that the result does not surpass the limit 
of 81 values, f5 is the only one verifying this. Now we continue with f3 and f4. 
The combination of them both can be done since the size of the result is 27. 
However, f6 cannot be combined without resulting in a size greater than 81. 
Thus, after the combination process we have three functions: 
h l=f l ' f2" f s ,  h2=f3" f4 ,  h3=f6  • 
Following criterion 2, we start off with f l  and combine it with fs, since the 
latter is a unitary function and does not add any complexity. Now we search 
for those functions able to be combined and for which the common size is larger. 
These functions are the result o f f  if5 and f4. For that reason, f3 can be combined 
with the result of the last operation. The remaining functions, f2 and f6 can also 
be combined. Thus, after applying criterion 2, the resulting functions are 
hi = f l  " fs " f4" f3, h2 = f2 " f6. 
Experimental evaluation shows criterion 2 to be the best in this group. 
4.1.2. Entropy criteria 
We are interested in improving the results given by criterion 2. The solution 
could be to make a greater effort in the combination process. The approach we 
propose here is the following: suppose after applying criterion 2, not all the 
functions have been combined. One way to refine the process could be to select 
the most "suitable" remaining function, and combine it with that one with a 
higher common size (as in criterion 2). However, notice that in this case we al- 
low the size threshold considered in the preceding section to be surpassed, but 
this happens at most once for each variable. In many cases, the increment in 
the computational cost can be assumed. 
The key point here is what we mean by the most suitable function. One ap- 
proach can be considering the quality of the remaining functions. Namely, the 
function providing the largest amount of information should be the most likely 
to be combined. That amount of information can be measured through Shan- 
non entropy, which is defined as follows: 
Definition 4. Given a probability mass function f ,  defined over a finite set f2, its 
entropy is defined as 
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E(f) = - Z f (x ) log  f(x). (15) 
xEl2 
The higher the entropy of a function f is, the less informative f is. The max- 
imum (log ]f2l) is reached when f is the uniform distribution. So, the criterion 
we may consider is to combine the function whose entropy is minimum. This 
function should be combined with that one whose domain is more similar. 
We refer to this as criterion 3. The detailed algorithm is as follows: 
1. Let X~(i) be the variable being deleted. 
2. Let H(i) be the set of functions resulting from the combination process ac- 
cording to criterion 2. 
3. Select h E H(i) such that E(h) = maxfc<i)E(f) 
4. Remove h from H(i). 
5. Select h* E H(i) such that IIs(h) As(h*)l I = maxr~H(illls(h ) ns( f ) l  1, where 
II~rll is the product of the number of cases of the variables whose indices 
are in I. 
6. Remove h* from H(i). 
7. H(i) = H(i) U {h @ h*} 
4.2. Dealing with observations 
Another important question to be established about the main algorithm is 
the treatment of the variables observed. In this work, we have decided to incor- 
porate them before calculating the sampling distributions. In this way, the 
functions are restricted to the values observed. Thus, the size of some functions 
will be reduced. Moreover, there is no need to distinguish between observed 
and unobserved variables during the simulation process. This fact reduces 
the possibility of obtaining null weights. Notice that if the functions are re- 
duced to the values observed, any configuration obtained in the simulation will 
be consistent with the evidence. One of the causes of null weights in existing 
simulation algorithms is the discordance between the simulated values and 
the observations. The bond is that the dynamic inclusion of new evidence re- 
quires a new computation of the sampling distributions. 
Another option is not to restrict he functions to the evidence. In this case, 
the variables observed are not simulated; they take directly the observed value. 
Then, the probability of the evidence is used to weight the simulation. This is 
the way Likelihood Weighting performs. The advantage is that the inclusion of 
new evidence is easy, but the counterpart is that in some cases all the weights 
turn out to be zero. 
4.3. Selecting an elimination order 
The order in which variables are eliminated when computing the sampling 
distributions determines the efficiency of the propagation algorithm. This prob- 
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lem is similar to the construction of optimal cluster trees in exact propagation 
algorithms. These algorithms require a previous triangulation of the moral 
graph associated with the causal network. Triangulation is done by deleting 
the variables in the network and connecting all the nodes adjacent to the node 
being deleted. An appropriate selection of the deletion order should lead to the 
obtainment of cliques with a lower size. 
In the case of importance sampling algorithm, an appropriate order may re- 
sult in functions with a lower size, and this way, more exact computations 
could be done without exceeding the size threshold. 
We think that orders resulting from triangulation processes would produce 
good results in our algorithms. Alternatively, the variable producing the small- 
est function can be removed, at each step. In the experimentation carried out in 
this paper, we have considered a deletion order from leaves to roots. So, the 
variables will be simulated from roots to leaves. This is the simulation order 
used in the Likelihood Weighting algorithm. The following proposition estab- 
lishes when our algorithms and Likelihood Weighting are equivalent. 
Proposition 2. Let X = {Xl,.. • ,Xn} be the set of variables in a causal network, 
and H = {fi, • • •, f ,  } the conditional probabilities for each variable. Assume there 
are no observations. Then, if a is an ancestral order 6 o f  the vertices in the 
network, and the deletion sequence is from a(n) to a(1), importance sampling 
algorithm is equivalent to likelihood weighting. 
Proof. It is sufficient o prove that for each variable X~, 1 ~< i ~< n, its sampling 
distribution isjust fi, i.e. the conditional distribution for X,. given its parents in 
the network. It is clear that no variable X~(;) ever appears in functions 
f~(j), j < i, since a is an ancestral order. 
Also, given that a is an ancestral order, the first variables to be removed are 
those which are leaves in the network. Now, assume X,. is a leaf. Its only at- 
tached distribution isf~(x~i,x+F(i)), Vx C U~). After removing X~, the remaining 
function is 
f, (x,, x) w c UF(i) 
xi~U, 
and, from Eq. (2) it is equal to 1. 
Now assume that all the leaves have been removed. At this point, the next 
variables to be removed are those whose only descendants were leaves. Thus, 
they themselves are leaves now, and their associated istributions are the con- 
ditionals combined with those resulting from the deletion of the previous vari- 
6 An order of  the nodes in a graph is said to be ancestral if any descendant of any given node 
appears after it in the order sequence. 
L.D. Hern&ndez et at. 1 lnternat. J. Approx. Reason. 18 (1998) 53-91 71 
ables, but we have seen that the result of the deletion is 1. So, the sampling dis- 
tribution for each variable is the conditional distribution of that variable given 
its parents. [] 
5. Applying stratified sampling to the new algorithms 
In this section, we apply the stratified sampling technique [2,18] to the new 
algorithms proposed in this paper. Stratified sampling is a well known simula- 
tion technique in statistics. The basic idea is to divide the sample space into sev- 
eral regions (also called strata) and then choose an optimum number of 
configurations from each region. In this way, rare samples may be avoided. 
The theoretical basis for stratified sampling can be found in [18]. 
5.1. Stratif ied sampling in bel ief networks 
First propagation algorithms based on stratified sampling were proposed by 
Bouckaert [1] and Bouckaert et al. [2]. The idea is to consider the space of all 
possible configurations of the variables in the network, so that most probable 
configurations are assigned to a larger region. Then, configurations are selected 
searching across the whole region. The procedure is as follows: 
Let X = {X1,... ,X,} be a set of discrete random variables, each variable X~ 
taking values on a set {0, 1, . . . ,  ri - 1}. Letfi(xli,x~F(i)), i = 1, . . . ,  n be the con- 
ditional distributions for each variable given its parents in the network. Under 
these conditions we can generate all the possible configurations from the vari- 
ables and compute their associated probabilities. The following order of the 
configurations i  defined [2]: 
Definition 5. Let It - -  (x1 ,x2 , . . .  ,Xn) and 12 = CYI ,Y2, . . .  ,Yn) be two configura- 
tions of X. I1 precedes 12(11 < 12) if and only if: 
11 <12 ¢=~ 3k suchthatV j<k  x j=y j  and xk<y~.  (16) 
Based on the order in Eq. (16), a table is constructed representing the sam- 
ple space. This table is used to search for the configurations. For example, let 
X = (X1 ,X2,X3) be a set of variables, each one with two possible values. Fig. 2 
shows the network associated to X and Table 2 shows the a priori probabilities 
1 
Fig. 2. A belief network. 
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Table 2 
Probability values for the sample net 
f~ (0) = P(X~ = O) = 0.6 
f~(1) =P(X~ = 1) = 0.4 
f2(O,O) = P(X2 - OIX~ = O) = 0.2 
f2(O, 1) = P(X2 = OIX~ = 1) = 0.5 
A(1 ,0)  = P(X2 = l lX~ = 0) - 0.8 
/2 (1 ,  1) =P(X2 = l Ix ,  = 1) = 0.5 
f3(0,0)  = P(X3 = 0IX2 = 0) = 0.2 
f3(0, 1) = P(X3 = 0IX2 = 1)  = 0.3 
f3(1,0)  = P(X3 = l IX2 = 0) = 0.8 
f3( l ,  1) =P(X3  = 11)(2 = 1) = 0.7 
Table 3 
Probabilities and intervals for the sorted configurations 
Configuration Probability Cumulative prob. Associated interval 
(0,0,0) 0.024 0.024 (0.000,0.024) 
(0,0,1) 0.096 0.120 (0.024,0.120) 
(0,1,0) 0.144 0.264 (0.120,0.264) 
(0,1,1) 0.336 0.600 (0.264,0.600) 
(1,0,0) 0.040 0.640 (0.600,0.640) 
( 1,0,1 ) O. 160 O. 800 (0.640,0.800) 
(1,1,0) 0.060 0.860 (0.800,0.860) 
(1,1,1) 0.140 1.000 (0.860,1.000) 
for the variables in X. In Table 3 we can find the sorted configurations with 
their probability of occurrence, cumulative probability and associate interval. 
Each configuration is attached to an interval [/(i), h(i)) c_ [0, 1] for which limits 
are computed according to the following expressions: 
n 
, ,jr l ( i )=  ~-~Hf; ( I j  ), 
j<i r=]  (17) 
n 
h(i) = l(i) + Hf*(Iilr), 
r= l  
where Ij is the jth configuration and fr*, r = 1 . . . .  , n, are the sampling distribu- 
tions. Fig. 3 shows the partition for the network in Fig. 2 over the interval 
[0,1]. 
To obtain a sample of size m, it generates m numbers into [0,1], and retrieve 
the configuration corresponding to each number according to the region par- 
tition (Fig. 3). Then, each configuration is scored according to the distribution 
used to compute the intervals (f*) and the original distribution. The m numbers 
are not random, but they are calculated in a deterministic way as [2], 
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X1 X2 X3 
1 
111 
11 0.860 
1 110 
0.8 
101 
lo 0 .640  
ioo " 0 .6  
011 
OI 
0 
0.2614 
010 
0.12 001 
oo 0.024 
0 
Fig. 3. Configurations and their cumulative probabilities. 
i - 0.5 
k i - - - ,  i :  1 ,2, . . . ,m.  
m 
Example 3. Consider the network in Fig. 2. Generating four numbers 
ki = (i - 0.5)/4, i = 1, . . . ,  4, we obtain the sequence, 
(0.125, 0.375, 0.625, 0.875) 
Now, for each number, we look at the diagram displayed in Fig. 3 to find 
the corresponding configurations. These configurations are: 
Number Configuration (xl, x2, x3) 
0.125 (0,1,0) 
0.375 (0,1,l) 
0.625 (1,0,0) 
0.875 (1,1,l) 
Notice that as m grows, the relative frequency for each configuration con- 
verges to its probability value. Several sampling distributions can be used. 
Bouckaert et al. [2] use the same functions as in Likelihood Weighting algo- 
rithm. We use the functions developed in Section 4. 
5.2. The stratified sampling algorithm 
In this section, we formalize the method explained in the previous ection. The 
question to solve is how to obtain the configuration associated to a given number 
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ki e [0, 1]. One procedure consists of computing the cumulative probabilities for 
all the configurations in sequence until ki is reached. However, this is the same as 
computing the exact probabilities, which is precisely what we are trying to avoid. 
The method proposed by Bouckaert et al. starts with a configuration of the 
variables, and, for a given ki, determines what variables must change their val- 
ue to reach ki. For this purpose, associated with each variable there is an inter- 
val [l(i), h(i)) representing the "zones" of the region in which the variable X~ 
changes its value (see Fig. 3). Then, it searches for the first variable Xj such that 
kj C [l(j), h0")), starting from j -- n. When j is found, the intervals correspond- 
ing to the variables Xj+I,... ,X, are updated for them to contain ki. 
One important advantage of stratified sampling is that it is possible to find 
how many values from the sequence kg correspond to the same configuration. 
For a given k E [0, 1], this is achieved by [2], 
A = L(h(n) - k~)mJ + 1, (18) 
where [xJ is the integer part of x for all x E R. 
The general algorithm is as follows: 
The stratified algorithm (ALG SS) 
1. Select an order a for the set of indices N = { 1, . . . ,  n}. 
2. Compute the sampling distributions f{, l E N according to the deletion se- 
quence imposed by a (as in importance sampling). 
3. Initialization. 
4. For j=  1 tomdo 
(a) Generate configuration x 0) 
(b) Compute 
A -- L(h(n)- kj)mJ + 1 
(c) Compute 
Wj ~-" A [ ~icNfi(x(J)~s(fi))] [1-IrEE (~er(X(/)~r)] 
1-I, N 
(d ) j= j+A 
5. Estimate the probabilities p(x M e) according to Eq. (10). 
This algorithm is very similar to importance sampling. The differences re- 
main in initialization and configuration generation procedures. These proce- 
dures are as follows [2]: 
Initialization 
1. /(0) = 0.0; h(0) = 1.0 
2. For i=  1 tondo  
(a) l(i) = 0.0 
(b) If X.(i) E X~ then 
• val(a(i)) = ea(i) 
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• h(i) = h ( i -  1) 
Else 
• val(a( i ))  = 0 
1 * • h(i) = h ( i -  )f•(i)(0) 
This procedure computes the first configuration and its probability. The 
configuration is stored in array val(.). Also, intervals [l(i), h(i)) are initialized 
according to the probability of the first value of each variable X,.. 
The procedure to generate configurations i , 
Generate configuration x (i) 
1. ki = i-o.5 
m 
2. If l(n) <~ ki <~ h(n) then j -- n 
Else select j < n such that h(j - 1)/> ki >>- h(j)  
3. While j ~< n do 
If Xo(j) E ArE then 
• l(j) = l ( j -  1) 
• h j) : hO-  1) 
Else 
• t=O 
• l( j) : z ( j -  1) 
• h(j) = l(j) + (h ( j -  1) - l ( j -  1))f;L/)(t ) 
• While ki > h(j) do 
- t=t+l  
- l ( j )  = h(j) 
-h( j)  = l(j) + (h(j - 1) - l ( j -  1))f;*~)(t) 
• val(a(J')) = t 
j : j+ l  
4. Return configuration x l0 stored in array val(.). 
ki is the point in interval [0,1] for which we want to know the associated con- 
figuration of the variables. In step (2), the position from which the configura- 
tion of the variables have to be updated is computed. This position 
corresponds to the first variable for which its associated interval [l, h) contains 
k~. In step (3) the configuration is obtained and intervals are updated. Notice 
that observed variables do not influence the construction of the intervals. 
For a detailed explanation of stratified algorithms, see [1,2]. 
5. 3. Problems o f  stratif ied sampling 
Although stratified sampling is a very efficient algorithm, in practice a very 
serious problem arises when we deal with large networks. The problem is due 
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to the limited precision of the real numbers in computers. Notice that when 
computing the intervals [l, h), we use the following expression: 
1 * h(j) = l(j) + (h(j - 1) - l ( j  - ))f~o.)(t). 
So, we are performing two additions and one product with numbers very close 
to zero. In general, the larger the network is, the smaller the numbers are. The 
result is that if we use single floating point numbers to represent the limits of 
the intervals, they are all rounded to zero, because of the loss of significant dig- 
its. Hence, the algorithm is unable to find any configuration for the variables. 
The solution might be to increase the number of bits used to represent float- 
ing point numbers in the computer, but we can always find a large enough net- 
work so that all the intervals are rounded to zero. 
In Section 6 we propose an alternative method for carrying out stratified 
sampling avoiding precision problems. 
6. Recursive stratified sampling 
Whether stratified sampling works or not, depends heavily on the size of the 
network. It would be interesting to find a way in which this method could be 
applied to any network regardless of its size. Here we propose a propagation 
scheme where stratified sampling is applied to each variable separately. In each 
step, the intervals are scaled to [0,1]; hence, no rounding errors appear. We will 
start with a first rough approach to the algorithm, an example of how it works 
and finally the detailed algorithm, which can be implemented in a recursive 
way. A first approach may be like this: 
1. Select an order {X1,... ,An} for the variables in the network and compute 
the sampling distributions. 
2. Take m numbers ki E [0, 1] as in the original stratified sampling. 
3. For t = 1 to n - 1 do 
(a) Consider Xt. (Initially t -- 1). 
(b) For each possible value of Xt do 
i. Let r be the amount of numbers ki laying in the interval corre- 
sponding to the current value of Xt. 
ii. Generate the r configurations of the variable Xt+l. 
When the procedure is finished, each variable has been simulated m times. 
Example 4 illustrates the method. 
Example 4. Consider the network in Fig. 2, and the sequence of numbers 
ki = 0.125, 0.375, 0.625, 0.875. When we generate the four numbers, ki, we can 
know how many numbers ki are in the interval associated with the first case of 
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the variable X1. In this case, in interval [0,0.6) there are two numbers: 
kl = 0.125 and k2 = 0.375. So, we know that in the final sample there will be 
two configurations (Xl,X2,X3) with xl = 0. 
I f  we use Bouckaert's stratified sampling, then we should work on the inter- 
val [0,0.6) in order to obtain the configurations of X2 for the values kl and k2. 
That is, we should apply (17). But, we want to solve the problem of rounding. 
For this purpose, we scale the interval [0,0.6) in the interval [0,1), and the val- 
ues kl and k2 are changed to k' 1 = 0.2083 and k~_ = 0.625 (see Fig. 4). 
Then, we repeat he process for X2, for which we have to generate two val- 
ues, but now working in the interval [0,1]. In this case, in the new interval [0, 
0.2) there are no k~ for the first configuration of X2. And for the second config- 
uration of X2, and in the new interval [0.2,1), there are two k;. So, we obtain 
two configurations (xl,x2,x3) with x2 = 1, the ones associated with k' l and k~. 
Now we repeat he same process for variable X3. That is, we transform the 
interval [0.2,1) to the [0,1), and the values ~ and k~ are changed to k' 1' = 0.2604 
and k~' = 0.7813. The following step is to see what values of X3 correspond to 
the values of k'( and k~' (see Fig. 4). These values are X3 = 0 for k'( = 0.2604 and 
X3 = 1 for k'~' = 0.7813. Thus, we obtain two configurations (xi,x2,x3), one 
with x3 = 0 and another one with x3 - 1. 
Since we have no more variables, then we return to the first variable in order 
to achieve the complete configurations. Then we can finish off saying that the 
first two configurations of the final sample are (0,1,0) and (0,1,1). 
So we obtain the same result as in the usual stratified sampling but avoiding 
rounding errors. 
At this point, we can give a detailed version of the algorithm, expressed as a 
recursive procedure. 
Recursive stratified algorithm (ALG RSS) 
1. Select an order a for the set of indices N = {1,.. .  
XI X2IXI=O X3IX2=I,XI =0 
I 
0.781~ 
0.6 1 
0.2083 0.2604__ 0.3 
0 
0.125 
0 0 0 
Fig. 4. Recursive stratified sampling. 
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2. Compute the sampling distributions ft*, l E N according to the deletion se- 
quence imposed by a (as in importance sampling). 
3. Let m be the sample size. 
4. Increment: inc = 1/m. 
5. First number: k = 0.5/m. 
6. Interval imits: l = 0.0, h = 1.0. 
7. Variable to be simulated: i = 1 (the first one). 
8. SIMULATE(i, l, h, k, inc, m). 
9. Estimate probabilities p(x N e) according to Eq. (10), using the weights com- 
puted in procedure SIMULATE. 
where SIMULATE is a procedure performing like a classical stratified sam- 
pling just for one variable at a time, and then calling itself recursively to sim- 
ulate remaining variables. 
SIMULATE(i, l, h, k (i-1) , inc,  A)  
1. I f i  > n Then 
• Assign a weight to the configuration stored in array val as in ALG SS 
step 4(c). 
• return. 
2. If X~(O E Xe Then 
(a) val[a(i)] = e,(i) 
(b)  k (i) : k (i-1) 
(c) SIMULATE(i + 1, l, h, k (i), inc, A) 
(d) return. 
3. k (i) kO-tl-l" i nc -  inc 
: h-I ' --  ~-I 
4. l=0 .0 ;  h=O.O 
5. v=O 
6. While k (i) < 1.0 do 
(a) l = h 
(b) h = h + f*(n (v) 
(c) While h < "/~(i) do 
,v=v+l  
• l=h 
• h = h + f*( i)(v) 
(d) val[a(i)] = v 
(e) i,c ~ + 1 
(f) SIMULATE (i + 1, l, h, k (i), ine, A) 
(g) k (i) = k (i) + Ainc 
(h) v = v + 1 
We briefly explain the SIMULATE procedure. When this procedure is called, 
it checks whether all the variables have been simulated. If the answer is 
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affirmative then we have a whole configuration, whose weight can be computed 
as in ALG SS step 4(c). 
Otherwise, we check whether the input variable X~(il is an observation or 
not. In the first case we do not simulate: the algorithm takes the observed value 
directly, the parameters emain unchanged and then the next variable X,(i+l / is 
simulated. This task is done in step 2. 
But if the input variable is not an observation, we have to select a value v for 
it. The third step scales the values of k(0 and inc to the interval [0,I]. That is, we 
must divide the values by the amplitude of the interval for the former variable. 
Remember that k (~) is the number that will determine which value of the vari- 
able will be selected, according to the cumulative probabilities of such values, 
and inc is the increment to reach the next value of k (~I. 
The interval imits have to be scaled to [0,1] too, and this is determined im- 
plicitly by the condition k(~t < 1 in step 6. In this step, we pick the lower k (il and 
choose a value v for the variable X~(~), later we pick the next k/~/and the process 
is repeated, and so on, until we take all the values k (~1 for the interval [0,1] as- 
sociated to the variable X~Ii ). 
In order to select a value v for the variable we must fix the intervals 
" 
[1 = h = l 
U<V 
which contain the values k (i). So, given k (~), we must establish its associated in- 
terval [l, h] to obtain a value v. This is the aim of the steps 6(a)-(d). 
When an interval is fixed then we obtain, in step 6(e), the number of con- 
figurations, A, that contain the current case v for X,(~). Then, in the step 
6(g), we choose the next value k (0 and the process is repeated. Moreover, 
we must establish the configurations for the selected cases v and, as we 
know there are A, then A configurations of the following variables should 
be obtained. This is done by calling again to procedure SIMULATE in step 
6(1"). 
Notice that all the variables are simulated in the interval [0,1], regardless of 
the size of the network, which makes this stratified algorithm valid for any ar- 
bitrary network. 
Another advantage of this procedure with respect to classical stratified sam- 
pling, is that looking for the current configuration (step 2 in the Generate con- 
figuration procedure of the stratified algorithm (Section 5.2)) is not necessary. 
The following results show RSS as being equivalent to SS. 
Lemma 1. Let X = {X~o),... ,Xa(,)} be the set of variables in the network, each 
variable X~(i) taking values on a set U~(i). Let be N = {1,.. .  ,n}, and xo E UN a 
configuration of the variables in X. I f  f~(j),j = 1, . . . ,  n are the sampling 
distributions for each variable, then, for all i = 1, . . . ,  n we have 
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ZI ' I f J * ( 'Y ' [ J )=(~ f j * (X~Oj ) l l l l  jEI Z fJ*(Y)/ -~" Z IIWJ*(Y'~J)' (19)  
y<x 0 jE' "1 ~ Y<Xoa(i) 1 v<xll' jell 
YEUI \ yEUa(i) /I ),EuOI ! 
where I = {a(1), . . . ,  a(i)} and I' = I - {a(i)}. 
Proof. If we define the following events: 
+1 A a configuration y E UI is less than x 0 
B a configuration y E U/_{~(0 } is equal to x~ t-{~(i/} 
C a configuration y E U~¢i~ is less than xf  i) 
. . . . .  i D a configuration y E UI-{~(O} is less than x~ t-(~()) 
then A = (B A C) V D and, since A = (B A C) and D are disjoint events, and 
P*(B A C) = P*(B)P*(CIB), we have 
P*(A) = P*(B)P*(ClS) + P*(D), 
Where P* is the sampling probability distribution. This equality is trivially true 
and equivalent to Eq. (19). [] 
Proposition 3. Assume k E [0, 1]. Let k(i) be the transformed value of  k when 
simulating variable X,(i) in algorithm RSS. Let I={a( l ) , . . . ,a ( i )} ,  
I '=  I -  {a(i)} and xo E UN be a configuration for all the variables in the 
network. Then, 
k :  S_, I I#o; ')  + k(,, 1-I g<o'l. 
>,<x~l' jet' jet' 
YEUIt 
Proof. Notice that observed variables are not simulated, and thus, they do not 
change the interval imits l and h. 
We prove this by induction. 
Initially, in the first run of the SIMULATE procedure, l = 0.0 and h = 1.0, 
hence k (1) = (k -  l ) /(h - l) = k, and by step 3 in the next call to the SIMU- 
LATE procedure, with parameters (2, l, h, k 0), ine, A), 
k O) v,  ~, , ~(1)~ -- ~...~y<x~a(l)Ja(1)~2 ) 
k(2) _ k O) - I _ y~uo/~ ~ 
h - l Q*(,)(x~ "(')) ' 
which follows from the fact that, for any variable X~(0, the values of l and h are 
those computed before calling the SIMULATE procedure when simulating the 
former variable: 
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l=  Z f~*(i-l) (yI~(/-I))' 
y<x~a(i 1} 
Y6Ucr(i 1) 
h= Z S:~, - ,>(y+°/ " ' / )  • 
ler(i 1) Y<~X 0 
YEUcr(i I) 
Hence 
tA2) ~., (,.~G(1)~ k = ~ S:~,)(y> l)) +,..+(1),+o , -  
la(l) 
Y<X 0 
YEUa(I) 
Thus, the proposit ion holds for i = 1 and i = 2. 
Now we will prove that if the proposition holds for any i, then it also holds 
for i+  1 
'<= E 1-Is;cv+,) +k~,) IIk,(xg). 
1l' jEI' jEI' Y<X 0
YEUlP 
From procedure S IMULATE (i + 1, l, h, k (i+l/, inc, d), step 3, it follows that 
k (i) - Y~.,<.~oI+I f<~(i)(y>(i)) 
k (i+l) = Y~V'ti) 
f ,  (..>(0~ (i) t~o ) 
Thus, 
,.~,+,),+. .+°< v" ,+. .,>,),] I-ID.(xg) k= Y<X~ FZjEltH D* (YlJ) 2i- ,. J a(i) t 'a°  ] "i- Y<x~a(i> I jEI' 
YEUlt yEU~(i) / /  
= E 1]s;c ~') + +(,+l, IIk:(xg) + 1-[k,(xg) E s:,,Cv~<) 
y<x~l'~ jEF jEI jEI' y<x Ola(i) 
y~q, yEU~(O 
and according to Lemma 1, 
k= El-Ik~cy+,)+k~,+,,IID.(xg) [] 
~1 jEI jeI Y<X 0
yEU1 
Theorem 1. Let kj, j  E {1, . . . ,m} be a sequence of numbers in [0, 1]. Let 
{x(l),... ,x (m)} be the set of configurations obtained by algorithm SS for the 
sequence above, and {y(1),... ,y(")} those obtained by algorithm RSS. Then, 
gi E {1,. . .  ,m}, X (i) wy (i). 
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Proof. Let I and I' be as in Proposition 3. For a given k E [0, 1], the 
configuration obtained by algorithm SS is that configuration x0 verifying 
y<x~l jE1 y~x~l jEI 
yEU 1 yrU 1 
while algorithm RSS returns that configuration x0 verifying that, for all 
iE  {1,. . . ,n}, 
E f';(i)(Y) < k(i) ~ E f](i)(Y)" 
y<x~(i) y<.x~(~) 
yE Ua(i) yE Ua(i) 
So, to show that the theorem is true, it is sufficient o prove the following 
equivalence: 
• iJ jEI y<x~O(,) y.< ~t~) y<x °
YeUtr(O YE U6(i) yEUI 
-< E II *cv ,) 
y~<xil jEI 
0 y~Ul 
From Proposition 3, the latter inequality is true if and only if 
EH4,u ,) < E H4,<) 
y<x~l jEI y<x~l' jEF 
y~v~ ye½, 
E 
jEI' y.<xll jEI 
o 
y¢Ul 
and by Lemma 1, this is equivalent to 
E f~*(,)(Y) < k(i) <<" E ff;(i)(Y) [] 
y<x~ a(i) y N X~ a(i, 
yEUa(i) YeUa(i) 
7. Experimental evaluation 
This section presents the results of the empirical analysis carried out to test 
the performance of the new algorithms. They have been used to propagate in 
a 50 variables network, with both dense and sparse zones. We have performed 
three different experiments. In the first one, the probability distributions have 
been generated following a uniform distribution °//(0, 1), and no observations 
have been considered. In the second one, the only difference is that seven vari- 
ables have been instantiated to their first value. In the third experiment, he 
same seven variables have been observed, and the conditional distributions have 
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0.22 'SS2_error' - ...... 
0.2 
0.18 
0.16 
0.14 
UJ 
0.12 
0.1 
0.08 
0.06 "" ............ 
0.04 ' ' . . . .  ' , 
2 3 4 5 6 7 8 9 10 
Iterations (thousands) 
Fig. 5. Exper iment  1, IS2 vs. SS2. 
0.24 
'LW_error' 
0.22 ' 'LSS_error' - ...... 
0.2 
0.18 
c~ 0.16 
0) 0.14 
0.12 
0.1 
0.08 
0.06 ' ' ' . . . . .  
2 3 4 5 6 7 8 9 10 
Iterations (thousands) 
Fig. 6. Experiment l, LW vs. LSS. 
been modified in this way: the probability of obtaining the observed value has 
been set to 0 except for one configuration of the parents, for which it is 1. This 
is to make likelihood weighting and likelihood stratified sampling fail (see [11]). 
The following algorithms have been tested: 
LW Likelihood Weighting 
IS2 Importance Sampling, criterion 2 
IS3 Importance Sampling, criterion 3 
LSS Likelihood Stratified Sampling 
SS2 Recursive Stratified Sampling, criterion 2 
In the step for combining the functions to obtain the sampling distributions, 
the threshold has been set to 512 values, that is, combinations can be done 
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0.16 
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0.1 
0.08 ......................... 
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Fig. 7. Experiment 1, IS3 vs. SS3. 
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0.22 'LW error' - ...... 
'lS3._error' * 
0.2 
0.18 
0.16 
LU 0.14 
0.12 
0.1 
0.08 
0.06 . . . . . . . .  
2 3 4 5 6 7 8 9 10 
Iterations (thousands) 
Fig. 8. Experiment I, importance sampling. 
while the resulting function has no more than 512 values. The sampling order 
considered is from roots to leaves. Each algorithm has been run 100 times, ex- 
cept the stratified ones, given their deterministic character. Mean time and er- 
ror have been computed. The number of simulations has been set from 1000 to 
10,000, in increments of 1000. 
For one variable Xt, the goodness of the estimation is measured as [7] 
I 1 ~ (/¢(atle) - p(a, le)) 2 
GCX,) = IUt la ,~u,p(a, ]e)(1 - p(ai[e))' 
(20) 
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0.2 ",, 'LSS-error ........ 
0.18 
0.16 
0.14 
' "  0.12 
0.1 
0.08 
0.06 
0.04 . . . . . . . .  
2 3 4 5 6 7 8 9 10 
Iterations (thousands) 
Fig. 9. Experiment 1, stratified sampling. 
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'lS2_error' 
'SS2._error' - ...... 
0.14 
0.12 
¢~ 0.1 
Ul 
0.08 
0.06 
0.04 . . . . . . . .  
2 3 4 5 6 7 8 9 10 
Iterations (thousands) 
Fig. 10. Experiment 2, IS2 vs. SS2. 
where p(at[e) is the true a posteriori probability, p'(alle) is the estimated value 
and lUll is the number of cases of variable XI. For a set of variables (X,.)icl, the 
goodness of the estimation is 
G( (Xi)i~/) = ~/ i~l G(Si)2. (21) 
The experiments have been carried out using an Intel Pentium 75 MHz com- 
puter, with 16 MB of RAM. The operating system was Linux 1.2.13, and the 
programs were implemented in C++ language. 
Figs. 5-18 show the results of the experiments. Each figure displays the error 
of the estimations versus the number of simulation iterations. There is one 
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~. 0.25 
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0.1 . . . . . . . .  
2 3 4 5 6 7 8 9 10 
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Fig. 11. Experiment 2, LW vs. LSS. 
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Fig. 12. Experiment 2, IS3 vs. SS3. 
figure for each importance sampling algorithm compared to its stratified ver- 
sion, and also, for each experiment, he performance of the importance and 
stratified sampling algorithms i displayed in separate figures. 
With regards to the obtained results, the following can be said: 
• There are no important differences either among importance sampling algo- 
rithms or among stratified algorithms when no evidence isgiven (experiment 
1). It can be observed that, in general, applying stratified sampling is always 
advantageous. 
• In experiment 2, importance sampling algorithms perform clearly better 
than likelihood weighting, due to the observed variables. Also, new stratified 
algorithms improve the likelihood stratified scheme. 
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Fig. 13. Experiment 2, importance sampling. 
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Fig. 14. Experiment 2, stratified sampling. 
• The extreme case is experiment 3. Here, likelihood weighting and likelihood 
stratified are not able to give any estimation of the probabilities, because all 
weights turn out to be zero. However, the new algorithms proposed in this 
paper perform well even in this extreme case. This good performance is due 
to a better use of information in the new algorithms; note that Likelihood 
Weighting only use the conditional distributions to simulate, but our algo- 
rithms try to use functions closer to the exact sampling distribution for each 
variable. 
• There are no major differences between criteria 2 and 3 for combining func- 
tions. We think that in more complicated networks these differences should 
be greater. 
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Fig. 15. Experiment 3, IS2 vs. SS2. 
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Fig. 16. Experiment 3, IS3 vs. SS3. 
• Error curves for stratified algorithms are not as uniform as those for impor- 
tance sampling algorithms. This is due to the way in which samples are se- 
lected. In the stratified methods, samples are selected in a deterministic way, 
whereas in importance sampling methods the samples are selected at random 
and the error is computed as the average of the errors in each run. 
8. Conclusions 
In this paper, we have revisited and expanded the class of importance sam- 
piing algorithms presented in [11], applying them to stratified schemes. An 
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Fig. 18. Experiment 3, stratified sampling. 
important feature is that it can be detected when exact computation is feasible, 
namely, when all functions can be combined in an exact way. Experimental re- 
sults show the new algorithms to be less sensitive to close to zero probabilities 
than Likelihood Weighting and classical Stratified Sampling. However, since 
we are dealing with an NP- hard problem, several examples can be found where 
our algorithms do not work. Nevertheless, we think that the methodology pro- 
posed here will lead to solving a wide range of problems. 
As regards to recursive stratified sampling, it is able to work with arbitrary 
large networks. This is an important step forward. Also it is shown to be equiv- 
alent to classical stratified sampling, thus, verifying the same theoretical con- 
vergence results as does [2]. 
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We are now developing a new way for approx imat ing the sampling distr ibu- 
tions, using decision trees to represent them. We expect his will lead to a better 
representat ion of  difficult problems, namely, those in which we have many 
close-to-zero probabil i t ies. 
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