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RADO’S THEOREM FOR RINGS AND MODULES
JAKUB BYSZEWSKI AND ELŻBIETA KRAWCZYK
Abstract. We extend classical results of Rado on partition regularity of systems of linear equations
with integer coefficients to the case when the coefficient ring is either an arbitrary domain or a
noetherian ring. The crucial idea is to study partition regularity for general modules rather than
only for rings. Contrary to previous techniques, our approach is independent of the characteristic
of the coefficient ring.
Introduction
We say that a system of equations with variables taking values in a set S is partition regular
over S if for every finite partition of S one cell of the partition contains a solution to the system.
Many famous results in Ramsey theory (including Schur’s theorem and van der Waerden’s theorem)
can be stated as saying that a certain system of equations is partition regular. The problem of
whether a given system of equations is partition regular or not has been widely studied (see, e.g.,
[1, 2, 3, 4, 5, 11, 12, 13]). The first general result which concerns partition regularity of a system
of linear equations with integer coefficients over the set of positive integers is due to Rado [12, 13].
For a single equation, it says that an equation
a1x1 + a2x2 + · · ·+ anxn = 0
with nonzero integer coefficients is partition regular if and only if
∑
i∈I ai = 0 for some nonempty
I ⊂ {1, . . . , n}. In general, Rado’s theorem states that a system of linear equations of the form
Ax = 0, where A is a matrix with integer entries, is partition regular if and only if the matrix A
satisfies the so-called columns condition, stated below for an arbitrary domain.
Definition 0.1. Let A be a k× l matrix with entries in a domain R with fraction field K. Denote
the columns of A by c1, . . . , cl ∈ R
k. We say that A satisfies the columns condition if there
exists an integer m > 0 and a partition of the set of columns {1, . . . , l} = I0 ∪ I1 ∪ · · · ∪ Im such
that
∑
i∈I0
ci = 0 and such that for t ∈ {1, . . . ,m} the vector
∑
i∈It
ci lies in the K-vector space
generated by the columns cj with j ∈ I0 ∪ · · · ∪ It−1.
Several authors have studied partition regularity in more general contexts. Our study is inspired
by a paper of Bergelson, Deuber, Hindman, and Lefmann [2], where the authors studied equations
with coefficients in arbitrary (commutative) rings. To this end, they generalised the columns con-
dition. The following property is called the columns condition in [2], but in order to distinguish it
from the simpler condition considered above, we will refer to it as the generalised columns condition.
Definition 0.2. Let A be a k × l matrix with entries in a ring R. Denote the columns of A
by c1, . . . , cl ∈ R
k. We say that A satisfies the generalised columns condition if there exists an
integer m > 0, a partition of the set of columns {1, . . . , l} = I0 ∪ I1 ∪ · · · ∪ Im, and elements
d0, d1, . . . , dm ∈ R \ {0} such that the following conditions hold:
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(i) d0 ·
∑
i∈I0
ci = 0.
(ii) For t ∈ {1, . . . ,m} the vector dt ·
∑
i∈It
ci lies in the R-module generated by the columns
cj with j ∈ I0 ∪ · · · ∪ It−1.
(iii) If m > 0, then for each n > 0 the ideal d0(d1 · · · dm)
nR is infinite.
The generalised columns condition is easily seen to be equivalent to the columns condition when
R is an infinite domain.
When considering partition regularity of systems of linear equations, it is convenient to exclude
the trivial solution consisting only of zeros. In [2, Theorem 2.4] it is shown that if a matrix
over an arbitrary ring satisfies the generalised columns condition, then the system of equations
Ax = 0 is partition regular over R. However, this condition is in general not necessary, e.g., when
R =
∏
∞
i=1Z/4Z. Our aim is to find a condition that is both necessary and sufficient.
The main idea of the paper is to consider partition regularity for modules rather than just for rings.
Let R be a ring, let A be a matrix with entries in R, and let M be an R-module. It is meaningful
to ask whether the system of equations Am = 0 is partition regular over M in the sense that for
every finite partition of M one cell of the partition contains a (nontrivial) solution to the system
Am = 0. The special case of abelian groups (corresponding to the choice R = Z) was previously
studied by Deuber [4]. Studying partition regularity for modules rather than just for rings gives
us extra technical flexibility and allows us to use notions and methods from commutative algebra.
This enables us to generalise the results in [2]. In particular, we solve completely the problem of
whether the system Ax = 0 is partition regular over a ring R if R is either noetherian or a domain.
In order to state the first main result, we recall the notion of an associated prime. A prime ideal
p of a ring R is an associated prime of an R-module M if there exists an element m ∈ M with
ann(m) = p, where ann(m) = {r ∈ R | rm = 0}. A finitely generated module over a noetherian
ring has only finitely many associated primes. The following result reduces the study of partition
regularity for finitely generated modules over noetherian rings to the study of partition regularity
over noetherian domains.
Theorem A. Let M be a finitely generated module over a noetherian ring R and let A be a matrix
with entries in R. Then the system Am = 0 is partition regular over M if and only if there exists
an associated prime p of M such that the system Ax = 0 is partition regular over R/p.
In the case when R is an (infinite) domain, the statement of the result simplifies considerably.
Theorem B. Let R be an infinite domain and let A be a matrix with entries in R. Then the system
Ax = 0 is partition regular over R if and only if A satisfies the columns condition.
This result has been proved by Rado when R is a subring of the complex numbers, and the case
when R is of characteristic zero can be obtained from it by a compactness argument (using, e.g.,
Lemma 3.6). Thus the main interest of Theorem B is when the ring R has positive characteristic.
The advantage of our method is that it provides a uniform approach which works regardless of the
characteristic.
The crucial argument is to show that a matrix that does not satisfy the columns condition is not
partition regular. To this end, Rado introduced the notion of cp colourings, defined as follows: For
a prime number p, the colouring cp assigns to a positive integer n the least nonzero digit of n in base
p. Rado proved that if a system of equations Ax = 0 with integer coefficients is partition regular
over the set of positive integers with respect to all the colourings cp, then the matrix A satisfies
the columns condition. In order to prove Theorem B, we first reduce the problem to the case when
R is a finitely generated Z-algebra. We then construct a family of colourings cm, where the role of
a prime p in Rado’s argument is played by an arbitrary maximal ideal m of R such that the local
ring Rm is regular. We prove that if a system of equations Ax = 0 is partition regular over R with
respect to all the colourings cm, then the matrix A satisfies the columns condition.
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In order to study partition regularity over more general rings, in [2] the following definition was
introduced. A ring R is called a Rado ring if the generalised columns condition is equivalent to
partition regularity for all matrices A with entries in R. It follows from Theorem B that any
domain is a Rado ring. Non-examples of Rado rings have been scarce. In fact, the only previously
known example of a non-Rado ring comes from [2, Theorem 3.5], where it is shown that the ring
R =
∏
∞
i=1 Z/nZ is a Rado ring if and only if n is squarefree. This example is a bit unsatisfactory
since the ring in question is not noetherian. In Theorem 4.3 we classify all noetherian Rado rings
and in particular prove that all reduced (i.e., without nonzero nilpotents) noetherian rings are Rado.
We also show that the ring R = (Z/p2Z)[X] is not a Rado ring.
We also study partition regularity of nonhomogenous equations over arbitrary modules. In this
case a system of equations Am = b with 0 6= b ∈Mk is called partition regular over M if for any
finite colouring of M one cell of the partition contains a solution m. One way for a nonhomogenous
equation to be partition regular is to admit a constant solution m = (m, . . . ,m) with all the
coordinates equal. In [12], Rado showed that this is the only possibility if R = M = Z. In Theorem
5.2 we rather easily extend this result to the case of an arbitrary module M and a single equation
a1m1 + · · · + alml = b using a colouring result of Straus [14]. For systems of equations, we can
only prove such a result under certain quite weak assumptions. We state below a slightly simplified
version of the result.
Theorem C. Let R be a ring and let M be an R-module. Let A be a k × l matrix with entries in
R and let b ∈Mk be nonzero. Assume that one of the following assumptions holds:
(a) either k = 1; or
(b) R is a domain and M is a torsion-free module; or
(c) R is a Dedekind domain; or
(d) R is a reduced noetherian ring and M = R.
Then the system Am = b is partition regular over M if and only if it has a constant solution in M .
We do not know if the assumptions of Theorem C are necessary. In fact, we do not know
any examples of modules over which nonhomogenous equations would be partition regular without
admitting constant solutions.
It might be argued that the definition of partition regularity for nonhomogenous equations is
rather artificial, and that we should insist that the monochromatic solution to the equation Am = b
be nonconstant. Note, however, that if Am = b admits a constant solution, the set of solutions of
Am = b is simply a translate of the set of solutions of the homogenous equation Am = 0. Thus
the question of existence of a nonconstant monochromatic solution of Am = b (or even a solution
with all the variables different) is reduced to the corresponding problem for homogenous equations.
While we do not study these questions in this paper, we refer the interested reader to [8] for the
case when M = Z or M = Q.
We briefly discuss the contents of the paper.
In Section 1 we introduce some basic properties of partition regularity over modules. In particular,
we show that partition regularity behaves well with respect to short exact sequences of modules,
which allows us to perform dévissage arguments. Several properties here generalise those proved by
Deuber for abelian groups [4].
In Section 2, we apply these methods to finitely generated modules over noetherian rings and
prove Theorem A.
In Section 3, we introduce m-colourings (defined on fields that are finitely generated over Fp or
Q) and use them to prove Theorem B.
The aim of Section 4 is twofold. We first classify noetherian Rado rings, and then characterise
partition regularity over the infinite product ring
∏
i∈I Z/nZ. Using module-theoretic techniques
we are able to generalise some results and answer some questions from [2].
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Finally, in Section 5 we study nonhomogenous equations. We use here a classical method to
deduce the existence of a constant solution of a system of equations from the existence of such a
solution for linear combinations of individual equations. For general modules this method does not
always work, and we introduce certain modules that measure obstruction to its applicability. We
then show that this obstruction vanishes in the cases considered in Theorem C.
We hope that the paper will also be of interest to readers with little or no background in com-
mutative algebra. For this reason, we have tried to recall all the notions and to include precise
references for the results that we need. Our general reference in commutative algebra is the book
of Eisenbud [6].
Notations. All rings are assumed to be commutative and with a unit. By N = {0, 1, . . . } we
denote the set of natural numbers, and by Fp the finite field with p elements. We denote by R
∗ the
group of invertible elements of a ring R. Given a quotient map R → R/I, we denote the image of
x ∈ R in R/I by x¯ (the choice of I will always be clear from the context). We use boldface letters
to denote matrices and vectors. For a module M , we (somewhat unusually) regard elements of Mk
as k × 1 matrices with entries in M . We denote the transpose of a matrix A by A⊺.
1. Basic notions
Let R be a ring, A a k × l matrix with entries in R, M an R-module, and r > 1 an integer.
Definition 1.1. We say that A is partition regular over M for r colours if for every colouring
χ : M → {1, . . . , r} of M with r colours there exists a nontrivial monochromatic solution of the
equation Am = 0 with m = (m1, . . . ,ml)
⊺ ∈M l, i.e., a solution with
χ(m1) = · · · = χ(ml) and m 6= 0.
We say that A is partition regular over M if A is partition regular over M for any (finite) number
of colours.
We begin by developing some basic properties of these notions that will often be used in later
chapters. For the rest of this section we will assume that R is a ring and A is a matrix with entries
in R.
Let M be an R-module and let N be its submodule. Since every colouring of M induces a
colouring of N , we see that if A is partition regular over N for r colours, then it is also partition
regular over M for r colours. We will use this fact repeatedly without explicitly referring to it.
Partition regularity is preserved by homomorphisms, in the following sense: let ϕ : R → S be a
ring homomorphism and let M be an S-module. The module M can be regarded as an R-module
via restriction of scalars (with multiplication by r ∈ R given by rm = ϕ(r)m). We denote this
R-module by ϕ∗M .
Lemma 1.2. Let ϕ : R→ S be a ring homomorphism, M an S-module, A a matrix with entries in
R, and r > 1 an integer. Let ϕ∗A be the image of A by ϕ. Then ϕ∗A is partition regular over M
for r colours if and only if A is partition regular over ϕ∗M for r colours.
Proof. Obvious. 
The next result is a variant of the usual finiteness property of partition regularity. The proof uses
a rather standard compactness argument.
Proposition 1.3. Let M be an R-module, A a matrix with entries in R, and r > 1 an integer. If
A is partition regular over M for r colours, then there exists a finite subset F of M such that for
every colouring of F with r colours there exists a nontrivial monochromatic vector m with entries
in F such that Am = 0.
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Proof. Let C = {1, . . . , r}M be the space of all colourings of M with r colours considered as a
topological space with product topology, using the discrete topology on the set {1, . . . , r}. For
a finite set F ⊂ M , denote by CF the set of all colourings in C that do not admit nontrivial
monochromatic solutions to the equation Am = 0 with entries in F . We will prove that CF = ∅ for
some F . Suppose the contrary. The sets CF are then closed and nonempty, and the family {CF } is
closed under finite intersections. By compactness of C, the set
⋂
CF is nonempty, the intersection
being taken over all the finite subsets of M . Any element of
⋂
CF is a colouring of M that does not
admit any nontrivial monochromatic solution to the equation Am = 0 with entries in any finite set
F ⊂M , hence neither in all of M . This gives a contradition. 
We will mainly use Proposition 1.3 in the following form.
Corollary 1.4. Let M be an R-module, A a matrix with entries in R, and r > 1 an integer.
(i) If A is partition regular over M for r colours, then it is partition regular for r colours over
some finitely generated submodule of M .
(ii) If A is partition regular over M , then it is partition regular over some countably generated
submodule of M .
Proof. For the proof of (i), take the submodule generated by a finite set F given by Proposition
1.3. Property (ii) follows from (i). 
Proposition 1.5. Let M be an R-module, A a matrix with entries in R, and r > 1 an integer.
(i) Let S be a multiplicative subset of R. Assume that S does not contain zero divisors on M .
Then A is partition regular over M for r colours if and only if it is partition regular over
S−1M for r colours.
(ii) Assume that R is a domain with fraction field K. Then A is partition regular over R for
r colours if and only if it is partition regular over K for r colours.
Proof. For the proof of (i), assume that A is partition regular overM for r colours. Since S does not
contain zero divisors on M , the canonical map M → S−1M is injective and A is partition regular
over S−1M for r colours. For the opposite implication, assume that A is partition regular over
S−1M for r colours. By Corollary 1.4 there exists a finitely generated R-submodule N of S−1M
such that A is partition regular over N for r colours. Choosing a finite set {m1/s1, . . . ,mt/st} of
generators of N , we see that N is isomorphic with a submodule of M via the map n 7→ s1 · · · stn.
Hence A is partition regular over M for r colours.
Property (ii) follows immediately from (i). 
We end this section with a property that allows us to perform dévissage arguments for partition
regularity.
Proposition 1.6. Let M be an R-module, N its submodule, A a matrix with entries in R, and
r, s > 1 integers.
(i) If A is partition regular over M for r + s colours, then either A is partition regular over
N for r colours or A is partition regular over M/N for s colours.
(ii) If M =
⊕t
i=1Mi is a direct sum of finitely many R-modules Mi, then A is partition regular
over M if and only if A is partition regular over some Mi.
Proof. For the proof of (i), suppose that there exist a colouring χN : N → {1, . . . , r} of N and a
colouring χM/N : M/N → {1, . . . , s} of M/N , both not admitting any nontrivial monochromatic
solutions to the equation Am = 0 in N (resp., in M/N). Denote by m¯ the image of m ∈ M in
M/N . Consider the colouring χ : M → {1, . . . , r + s} given by
χ(m) =
{
χN (m) if m ∈ N,
r + χM/N (m¯) if m /∈ N.
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It is then easy to see that the colouring χ does not admit any nontrivial monochromatic solutions
to the equation Am = 0 in M .
Property (ii) follows immediately from (i). 
2. Partition regularity over modules
In this section we characterise partition regularity for finitely generated modules over noetherian
rings. We use the notion of an associated prime. We recall that a prime ideal p of R is an
associated prime of an R-moduleM if there exists an injective R-module homomorphism R/p →֒M ;
equivalently, there exists m ∈ M with p = ann(m). If M is a finitely generated module over a
noetherian ring R, then the set AssM of associated prime ideals of M is finite (see [6, Theorem
3.10]). We say that a submodule N of M is p-primary if AssM/N = {p}.
Theorem 2.1. Let M be a finitely generated module over a noetherian ring R and let A be a matrix
with entries in R. The following conditions are equivalent:
(i) The matrix A is partition regular over M .
(ii) There exists an associated prime p of M such that A is partition regular over R/p.
Proof. If p is an associated prime of M such that A is partition regular over R/p, then R/p embeds
into M and hence A is partition regular over M .
Assume now that A is partition regular over M and let p1, . . . , pt be the associated primes of
M . By primary decomposition (see [6, Theorem 3.10]), there exist pi-primary submodules Qi of
M such that
⋂t
i=1Qi = 0. Hence M embeds via the diagonal embedding into
⊕t
i=1M/Qi and by
Proposition 1.6.(ii), A is partition regular over M/Qi for some i ∈ {1, . . . , t}. All zero divisors of
the R-moduleM/Qi are in pi (see [6, Theorem 3.1]), and hence by Proposition 1.5.(i), A is partition
regular over the localised module (M/Qi)pi .
Since m = piRpi is the only associated prime of (M/Qi)pi , some power m
h of m annihilates
(M/Qi)pi (see [6, Proposition 3.9]) and
0 = mh(M/Qi)pi ⊂ m
h−1(M/Qi)pi ⊂ · · · ⊂ m(M/Qi)pi ⊂ (M/Qi)pi
is a finite filtration of (M/Qi)pi . Every quotient m
i(M/Qi)pi/m
i+1(M/Qi)pi is a finitely dimensional
vector space over the field Rpi/piRpi and the above filtration can be refined so that all the quotients
are isomorphic with the residue field Rpi/piRpi . By repeated use of Proposition 1.6, we get that
A is partition regular over Rpi/piRpi . Since Rpi/piRpi is the fraction field of R/pi, it follows from
Proposition 1.5.(ii) that A is partition regular over R/pi. 
3. Partition regularity over integral domains and m-colourings
The aim of this section is to study partition regularity over integral domains R. In this case the
columns condition (Definition 0.1) and the generalised columns condition (Definition 0.2) coincide
as long as the integral domain R is infinite. If R is finite (meaning that R is a finite field), the
generalised columns condition is more restrictive and says that the sum of all the columns is zero.
We begin with a simple lemma saying that the columns condition does not depend on the base
ring, in the following sense.
Lemma 3.1. Let R ⊂ S be domains and let A be a matrix with entries in R. Then A satisfies the
columns condition as a matrix with entries in R if and only if it satisfies the columns condition as
a matrix with entries in S.
Proof. It is immediate that if the columns condition holds for R, then it also holds for S, and that
the converse holds if S is the fraction field of R. Thus we may assume that R and S are both
fields and that the columns condition holds over S. In this case, the columns condition means that
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a certain system of linear equations with coefficients in R has a nontrivial solution in S. It then
follows from basic linear algebra that this system also has a nontrivial solution in R. 
We will generalise the construction of the colourings cp that play a crucial role in the proof of
Rado’s theorem. Let p be a prime number. Recall that the colouring cp : Z→ {0, . . . , p−1} is given
by the formula cp(n) = j if n is of the form n = p
k(pm + j) for some integers k > 0, m ∈ Z, and
j ∈ {0, . . . , p − 1}.
We recall that for a local noetherian ring S with maximal ideal m, Krull’s theorem states that m
cannot be generated by fewer than t = dimS elements (see [6, Corollary 10.7]); S is called a regular
local ring if m can be generated by exactly t elements. If t = 1, then S is a discrete valuation ring
and any element π that generates m induces a π-adic discrete valuation v : K → Z on the fraction
field K of S (see [6, 11.1]). Every regular local ring is a domain (see [6, Corollary 10.14]).
Let R be a finitely generated Z-algebra. Let m be a maximal ideal of R such that Rm is a regular
local ring. We will now construct a finite colouring of the fraction field K of Rm.
Choose generators π1, . . . , πt of mRm with t = dimRm. Let
Si = Rm/(π1, . . . , πi)Rm for i ∈ {0, . . . , t}.
The rings Si are regular local rings and hence are domains. Let Ki denote the fraction field of Si
(note that K = K0). We have St ∼= Rm/mRm ∼= R/m. Since Z is a Jacobson ring (i.e., every prime
ideal is an intersection of maximal ideals), we conclude from a general form of Nullstellensatz (see
[6, Theorem 4.19]) that R/m is a finite field.
For i ∈ {0, . . . , t− 1}, the element πi+1 is a prime element of Si, and hence the ring (Si)(pii+1) is
a discrete valuation ring with fraction field Ki. Consider the induced πi+1-adic discrete valuation
vi+1 : Ki → Z. Every element z ∈ Ki can be written as
z = π
vi+1(z)
i+1 z
′ for some z′ ∈ ((Si)(pii+1))
∗.
Note that the residue field of (Si)(pii+1) is
(Si)(pii+1)/πi+1(Si)(pii+1)
∼= Ki+1.
We now construct a colouring cm : K → R/m. Let x ∈ K. If x = 0, we put cm(x) = 0. If
x 6= 0, we put x0 = x and we construct inductively the elements x1, . . . , xt with xi ∈ Ki such
that for i ∈ {0, . . . , t − 1} the element xi+1 ∈ K
∗
i+1 is the image of xiπ
−vi+1(xi)
i+1 in the residue field
of (Si)(pii+1) under the isomorphism (Si)(pii+1)/πi+1(Si)(pii+1)
∼= Ki+1. The element xt is a nonzero
element of Kt = R/m. We put cm(x) = xt.
Note that the definition of the colouring cm depends not only on m, but also on the choice
of generators π1, . . . , πt of mRm. By abuse of terminology, we refer to any such colouring as an
m-colouring.
Remark 3.2. We briefly present an alternative description of the colouring cm. Any nonzero
element x ∈ K can be (non-uniquely) written in the form
x = πa1+11 y1 + π
a1
1 π
a2+1
2 y2 + · · ·+ π
a1
1 · · · π
at−2
t−2 π
at−1+1
t−1 yt−1 + π
a1
1 · · · π
at−1
t−1 π
at
t yt
with a1, . . . , at ∈ Z, yi ∈ (Rm)(pi1,...,pii) for i ∈ {1, . . . , t− 1}, and yt ∈ R
∗
m. (The existence of such a
representation is proved by an induction on t.) Let z denote the image of yt in Rm/mRm ∼= R/m.
Then cm(x) = z.
Example 3.3.
(i) Let R = Z and let p be a prime number. The ring R(p) is a regular local ring (actually, a
discrete valuation ring), and we recover Rado’s colouring cp as an example of an m-colouring
for m = (p).
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(ii) Let R = Z[x, y], let p be a prime, and let m = (p, x, y). For f ∈ R, write
f =
∑
(i,j)∈N2
fijx
iyj.
The m-colouring associated to the choice of generators π1 = x, π2 = y, π3 = p is given by
cm(f) = cp(fi0j0),
where (i0, j0) is the lexicographically smallest element of N
2 with fi0j0 6= 0.
(iii) In the previous example, take instead π1 = p, π2 = x, π3 = y. Then
cm(f) = cp(fi1j1),
where (i1, j1) is the lexicographically smallest element of N
2 among all the elements fi1j1
with minimal p-valuation.
Lemma 3.4. Let R be a finitely generated Z-algebra, m a maximal ideal of R such that Rm is a
regular local ring, and K the fraction field of Rm. Let a1, . . . , al ∈ R. If the equation
∑l
i=1 aimi = 0
has a nontrivial monochromatic solution (m1, . . . ,ml)
⊺ ∈ K l with respect to an m-colouring, then
there exists a nonempty I ⊂ {1, . . . , l} such that∑
i∈I
ai ∈ m.
Proof. We will prove the claim by induction on t = dimRm. If t = 0, then by Nullstellensatz R = K
is a finite field, and the fact that (m1, . . . ,ml) is monochromatic means that m1, . . . ,ml are all equal
and nonzero. It follows that
∑l
i=1 ai = 0.
If t > 0, write mRm = (π1, . . . , πt)Rm with t = dimRm, let cm be the associated m-colouring,
and as before denote the π1-adic valuation on K by v1. Let S = R/(π1) and n = m/(π1). For
x ∈ (Rm)(pi1), denote by x¯ the image of x in the fraction field of Sn by the quotient map. Then n is
a maximal ideal of S, nSn = (π¯2, . . . , π¯t), and Sn ∼= Rm/(π1) is a regular local ring. Directly from
the definition, we see that if cn is the n-colouring (with the choice of generators π¯2, . . . , π¯t of nSn),
then for x ∈ K∗ we have
cm(x) = cn(π
−v1(x)
1 x).
Let now (m1, . . . ,ml)
⊺ ∈ K l be a nontrivial monochromatic solution of the equation
∑l
i=1 aimi =
0 with respect to the colouring cm. Then all mi are nonzero (since cm(mi) = 0 only for mi = 0).
Put ν = min16i6l v1(mi) and let
J = {i ∈ {1, . . . , l} | v1(mi) = ν}.
Multiplying the equation
∑l
i=1 aimi = 0 by π
−ν
1 and passing to the fraction field of Sn, we get∑
i∈J
a¯iπ
−ν
1 mi = 0.
Furthermore, we have cn(π
−ν
1 mi) = cm(mi) for i ∈ J , and hence the elements π
−ν
1 mi are monochro-
matic for i ∈ J . By the induction hypothesis, there exists a nonempty subset I ⊂ J such that∑
i∈I a¯i lies in n. Hence
∑
i∈I ai lies in m. 
In order to proceed, we need the following fundamental fact.
Lemma 3.5. Let R be a domain that is a finitely generated Z-algebra. Then there exists a maximal
ideal m of R such that Rm is a regular local ring.
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This is a well-known result that is usually proven in a much more general context of excellent
rings, introduced by Grothendieck. The ring Z is an example of an excellent ring, as is any Dedekind
domain of characteristic zero. For the proof of Lemma 3.5, see, e.g., [7, Corollaire 6.12.6] or [10,
(32.B)].
Lemma 3.6. Let R be a domain with fraction field K and let A be a matrix with entries in R. Let
R′ be a subring of K containing all the entries of A and let K ′ denote its fraction field. If A is
partition regular over R, then it is also partition regular over K ′(t).
Proof. Since A is partition regular over R, it is also partition regular over K. We may regard K
as a K ′-module. Fix a number of colours r. By Corollary 1.4.(i), there exists a finitely dimensional
K ′-vector space V such that A is partition regular over V for r colours. Since V is isomorphic with
a K ′-vector subspace of K ′(t), we conclude that A is partition regular over K ′(t) for r colours. This
gives the claim since the number of colours r was chosen arbitrarily. 
Theorem 3.7. Let R be an infinite domain and let A be a k × l matrix with entries in R. The
following conditions are equivalent:
(i) The matrix A is partition regular over R.
(ii) The matrix A satisfies the columns condition.
Proof. The fact that matrices satisfying the columns condition over an infinite domain are partition
regular follows from [2, Theorem 2.4].
For the opposite implication, assume that A is partition regular over R. We will prove that
A satisfies the columns condition. Let K be the fraction field of R. For two vectors v,w ∈ Rk,
we denote their standard inner product by (v,w). Let c1, . . . , cl ∈ R
k denote the columns of A.
Consider the set
S = {J ⊂ {1, . . . , l} |
∑
j∈J
cj 6= 0}.
We claim that we can find a vector v ∈ Rk such that for all J ∈ S we have
(
∑
j∈J
cj ,v) 6= 0.
In fact, for all J ∈ S the set of vectors in Kk orthogonal to
∑
j∈J cj is a proper vector subspace of
Kk. Since a vector space over an infinite field is not a finite union of its proper subspaces, we can
find a vector in Kk that is not orthogonal to
∑
j∈J cj for all J ∈ S. Multiplying this vector by an
appropriate element of R, we obtain a vector in Rk that has the desired property.
For I ⊂ {1, . . . , l}, let VI be the K-vector subspace of K
k spanned by ci with i ∈ I and let
SI = {J ⊂ {1, . . . , l} | J ∩ I = ∅ and
∑
j∈J
cj 6∈ VI}.
A similar argument shows that there exists a vector vI ∈ R
k (which depends on I, but not on J)
such that
(ci,vI) = 0 for all i ∈ I and (
∑
j∈J
cj ,vI) 6= 0 for all J ∈ SI . (1)
Let R′ be the subring of K generated by all the entries of A, v, and vI for I ⊂ {1, . . . , l}, as
well as the inverses of the elements (
∑
j∈J cj ,v) for J ∈ S and (
∑
j∈J cj ,vI) for I ⊂ {1, . . . , l} and
J ∈ SI . Denote the fraction field of R
′ by K ′. We will now prove that the matrix A satisfies the
columns condition.
Consider the polynomial ring R′′ = R′[t] in one variable over R′. The ring R′′ is a domain that is
finitely generated as a Z-algebra. By Lemma 3.5, there exists a maximal ideal m of R′′ such that R′′m
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is a regular local ring. Let cm be an m-colouring of the fraction field K
′′ = K ′(t) of R′′m. By Lemma
3.6, A is partition regular over K ′′ and so the equation Am = 0 has a nontrivial monochromatic
solution m ∈ (K ′′)l.
We first claim that there exists I0 ⊂ {1, . . . , l} such that
∑
i∈I0
ci = 0. Taking the inner product
of Am = 0 with the vector v, we get
l∑
i=1
(ci,v)mi = 0.
By Lemma 3.4, there exists a nonempty subset I0 ⊂ {1, . . . , l} such that
∑
i∈I0
(ci,v) ∈ m. This
means that ∑
i∈I0
ci = 0,
since otherwise we would have I0 ∈ S, and hence (
∑
i∈I0
ci,v) would be invertible in R
′ ⊂ R′′.
We will now construct inductively nonempty subsets I1, . . . , Im such that {1, . . . , l} = I0∪· · ·∪Im
and for t ∈ {1, . . . ,m} we have
It ⊂ {1, . . . , l} \ (I0 ∪ · · · ∪ It−1) and
∑
i∈It
ci ∈ Vt−1,
where Vt−1 denotes the K-vector space spanned by columns ci with i ∈ I0 ∪ · · · ∪ It−1.
Assume that the subsets I1, . . . , It−1 have already been constructed, but I0∪· · ·∪It−1  {1, . . . , l}.
We will construct the set It. Let vt−1 = vI0∪···∪It−1 be the vector considered in (1). Taking the
inner product of Am = 0 with the vector vt−1, we get
l∑
i=1
(ci,vt−1)mi = 0.
Since (ci,vt−1) = 0 for all i ∈ I0 ∪ · · · ∪ It−1, using once more Lemma 3.4 we get that there exists a
nonempty subset It ⊂ {1, . . . , l} \ (I0 ∪ · · · ∪ It−1) such that
∑
i∈It
(ci,vt−1) ∈ m. This means that∑
i∈It
(ci,vt−1) is not invertible in R
′ ⊂ R′′ and hence∑
i∈It
ci ∈ Vt−1.
This ends the inductive construction and shows that A satisfies the columns condition with the
corresponding partition {1, . . . , l} = I0 ∪ · · · ∪ Im. 
Remark 3.8. In [9] it was pointed out that while in the classical version of Rado’s Theorem there
are several known proofs of the claim that matrices satisfying the columns condition are partition
regular, there is essentially only one known proof of the opposite implication, and it uses colourings
cp. As a corollary of the proof, one obtains the slightly unusual statement that a matrix with
integer entries is partition regular over Z if and only if it is partition regular with respect to all the
colourings cp. The proof of Theorem 3.7 establishes the following generalisation: A matrix with
entries in a domain R that is a finitely generated Z-algebra is partition regular if and only if it is
partition regular with respect to all the m-colourings of R.
4. Rado rings
In this section we study Rado rings. We recall that each matrix A with entries in a ring R that
satisfies the generalised columns condition is partition regular over R. A ring R is called a Rado ring
if the converse holds for all matrices A with entries in R. If R is an infinite domain, the columns
condition and the generalised columns condition coincide. If R is a finite field, the generalised
columns condition over R is stronger. Nevertheless, in both cases we obtain the following result.
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Corollary 4.1. Every domain is a Rado ring.
Proof. If R is infinite, this follows from Theorem 3.7. If R is finite, we may give each element of R
a different colour; we then easily see that a matrix A with entries in R is partition regular over R
if and only if the sum of all the columns is zero, which in this case is equivalent to the generalised
columns condition. 
In [2], the only given example of a non-Rado ring was the infinite product ring R =
∏
∞
i=1Z/nZ
for a non-squarefree integer n. This example is somewhat unsatisfactory, since the ring in question
is not noetherian.
In the next subsection we will classify noetherian rings that are Rado. As a by-product, we obtain
many examples of noetherian non-Rado rings.
Noetherian Rado rings. We begin with the following lemma that will be used to show that
certain rings are not Rado.
Lemma 4.2. Let R be a ring and let b be an element of R. Consider the 3× 3 matrix
B =

 1 1 −10 b 0
0 0 b

 .
(i) The matrix B is partition regular over R if and only if ann(b) is infinite.
(ii) The matrix B satisfies the generalised columns condition over R if and only if there exists
d ∈ R such that db = 0 and dnR is infinite for all n > 0.
Proof. We see from the form of the matrix that B is partition regular over R if and only if the
equation x+y−z = 0 is partition regular over ann(b). By the main result of [4] this is equivalent to
the fact that ann(b) is infinite. For the convenience of the reader, we give a sketch of an alternative
direct proof. If ann(b) is finite, the equation is clearly not partition regular. If ann(b) contains (as
an abelian group) elements of arbitrarily high order, then the equation is partition regular by the
finite form of Schur’s Theorem. Otherwise, if ann(b) is infinite, but all the elements have bounded
order, then ann(b) contains for some prime p a subgroup V that is an Fp-vector space of countable
infinite dimension. Since the coefficients of the equation x+ y − z = 0 are in Fp, the group V can
also be identified with Fp[X] regarded as an Fp[X]-module. The conclusion follows from Theorem
3.7.
For the proof of (ii), suppose first that there exists d ∈ R such that db = 0 and dnR is infinite for
all n > 0. Denote the columns of B by c1, c2, c3. We claim that (using the notation of Definition
0.2) the matrix B satisfies the generalised columns condition with m = 1, I0 = {2, 3}, I1 = {1},
and d0 = d1 = d. In fact, we only need to note that d(c2 + c3) = 0 and dc1 = dc2 ∈ Rc2 +Rc3.
Conversely, suppose that B satisfies the generalised columns condition with some choice of m,
partition {1, 2, 3} = I0 ∪ · · · ∪ Im, and elements d0, . . . , dm satisfying the conditions of Definition
0.2. By looking at the top entry, we see that I0 has exactly two elements (otherwise, the top entry
in
∑
i∈I0
ci would be a unit, and hence could not be annihilated by d0 6= 0). Hence m = 1. The
column cj with j ∈ I1 satisfies d1cj ∈
∑
i∈I0
Rci. Considering the three possible choices of I0, we
easily compute that d1b = 0. (For example, if I0 = {2, 3}, then
d1

 10
0

 = a1

 1b
0

 + a2

 −10
b


for some a1, a2 ∈ R. Then d1 = a1 − a2, a1b = a2b = 0, and hence d1b = (a1 − a2)b = 0. The
reasoning is analogous in the remaining two cases.) By the generalised columns condition, d0d
n
1R
is infinite for all n > 0. Thus d = d1 satisfies the conditions in (ii). 
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Theorem 4.3. Let R be a noetherian ring. The following conditions are equivalent:
(i) R is a Rado ring.
(ii) For every p ∈ AssR either R/p is a finite field or the ring Rp is a field.
Proof. Assume first that R is a Rado ring and suppose that there exists a prime ideal p ∈ AssR
such that R/p is infinite and Rp is not a field. The latter means that pRp 6= 0. The ideal p might or
might not be a minimal prime ideal; let Q denote the set of minimal prime ideals of R other than p.
Since R is noetherian, Q is finite. Let I = {x ∈ p | x/1 = 0 in Rp}. Since pRp 6= 0, we have I  p.
By prime avoidance (see [6, Lemma 3.3]), there exists b ∈ p such that b /∈ I and b /∈ q for all q ∈ Q.
(We use here a variant of prime avoidance that allows for one ideal not to be prime.) We will prove
that for this choice of b, the matrix B considered in Lemma 4.2 is partition regular over R, but does
not satisfy the generalised columns condition, which contradicts the fact that R is a Rado ring.
Since p ∈ AssR, there exists c ∈ R such that p = ann(c). Note that ann(b) contains Rc which as
an R-module is isomorphic to R/p. Hence ann(b) is infinite, and thus by Lemma 4.2.(i) the matrix
B is partition regular over R.
Suppose now that d ∈ R is such that db = 0. Since b /∈ q for all q ∈ Q, we have d ∈ q for all
q ∈ Q. Furthermore, in the ring Rp we have db/1 = 0 and b/1 6= 0, and hence d ∈ p. Thus, d is
contained in all the minimal prime ideals of R, and hence is nilpotent (see [6, Corollary 2.12]). By
Lemma 4.2.(ii), B does not satisfy the generalised columns condition. This ends the proof of the
implication (i)⇒ (ii).
For the proof of the opposite implication, assume that for every p ∈ AssR either R/p is a finite
field or the ring Rp is a field, and choose a matrix A with entries in R that is partition regular over
R. We need to prove that A satisfies the generalised columns condition. By Theorem 2.1, there
exists p ∈ AssR such that A is partition regular over R/p. Write p = ann(d) for d ∈ R. Denote
the columns of A by c1, . . . , cl. We need to consider two cases.
Case 1 : R/p is a finite field. Since A is partition regular over the finite field R/p, which is
only possible if c1+ · · ·+cl = 0 in R/p, we have d(c1+ · · ·+cl) = 0 in R. Hence A satisfies
the generalised columns condition over R.
Case 2 : Rp is a field and R/p is infinite. By Theorem 3.7, since A is partition regular over
R/p, there exists an integer m > 0, a partition {1, . . . , l} = I0 ∪ · · · ∪ Im and elements
d′1, . . . , d
′
m ∈ R \ p such that
∑
i∈I0
ci ∈ pR
k and
d′t
∑
i∈It
ci ∈
∑
j∈I0∪···∪It−1
Rcj + pR
k for t ∈ {1, . . . ,m}.
Put d0 = d and dt = dd
′
t for t ∈ {1, . . . ,m}. Since p = ann(d), in order to prove that
A satisfies the generalised columns condition with the choice of m, partition {1, . . . , l} =
I0 ∪ · · · ∪ Im, and elements d0, . . . , dm, it is enough to note that Rd0(d1 · · · dm)
n is infinite
for all n > 0. We claim that d /∈ p. Indeed, since Rp is a field, we would otherwise have
d/1 = 0 in Rp, which contradicts ann(d) = p. Thus dt /∈ p for t ∈ {0, . . . ,m}, which implies
that ann(d0(d1 · · · dm)
n) ⊂ p for all n > 0. Thus d0(d1 · · · dm)
nR surjects onto R/p, and
hence is infinite. This ends the proof. 
Corollary 4.4. Every reduced noetherian ring is Rado.
Proof. If R is a reduced noetherian ring, then AssR consists exactly of the minimal prime ideals of
R (this follows from [6, Corollary 2.12 and Theorem 3.10]). Thus, for every p ∈ AssR, the ring Rp
is a reduced local artinian ring, hence a field. The claim follows from Theorem 4.3. 
We can now give an example of a noetherian ring that is not a Rado ring.
Example 4.5. Let p be a prime number. The ring R = (Z/p2Z)[X] is not a Rado ring.
Proof. The only associated prime ideal of R is p = pR. The claim follows from Theorem 4.3. 
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Partition regularity over the ring R =
∏
i∈I Z/nZ. In [2] the authors considered the problem
of partition regularity of linear equations over the product ring R =
∏
∞
i=1 Z/nZ. In particular, they
showed that R is not a Rado ring if and only if the ring Z/nZ contains a nilpotent element. They
also characterised partition regularity of single equations over the ring R =
∏
∞
i=1 Z/4Z.
We will give a general characterisation of partition regularity for matrices over the ring R =∏
i∈I Z/nZ. We first treat the case when n = p is a prime, and then deduce from it the general
case.
Proposition 4.6. Let I be any set, n a positive integer, and R =
∏
i∈I Z/nZ. Let A be a k × l
matrix with entries in R and write A =
∏
i∈I Ai with matrices Ai having entries in Z/nZ. The
following conditions are equivalent:
(i) The matrix A is partition regular over R.
(ii) There is a prime p dividing n such that either for some i ∈ I the matrix Ai mod p satisfies
the generalised columns condition or for infinitely many i ∈ I the matrix Ai mod p satisfies
the columns condition.
Proof. We begin by treating the case when n = p is a prime number. Each matrix Ai lies in the
set Mk×l(Fp) of k× l matrices over Fp, and hence may take only finitely many possible values. For
B ∈Mk×l(Fp), let IB ⊂ I denote the set of i ∈ I such that Ai = B. We decompose the ring R as a
finite product R =
∏
B∈Mk×l(Fp)
RB of rings RB =
∏
i∈IB
Fp. We see from Proposition 1.6.(ii) that
A is partition regular over R if and only if B (regarded as a matrix with the same entries on each
coordinate) is partition regular over RB for some B ∈ Mk×l(Fp). Since B has entries in Fp ⊂ RB,
we may forget about the ring structure on RB, and regard it instead as an Fp-vector space.
If RB is finite, then B is partition regular over RB if and only it satisfies the generalised columns
condition (i.e., its columns add up to zero). Now assume that RB is infinite. We will show that B
is partition regular over RB if and only if it satisfies the columns condition over Fp. By Corollary
1.4.(ii), partition regularity over RB is equivalent to partition regularity over an Fp-vector space of
countable infinite dimension that can be chosen to be the ring of polynomials Fp[X]. Regarding
now B as a matrix with coefficients in Fp[X], we conclude from Theorem 3.7 that B is partition
regular over Fp[X] if and only if it satisfies the columns condition over Fp[X]. By Lemma 3.1 this
is equivalent to B satisifying the columns condition over Fp. This ends the proof in the case when
n = p is a prime number.
In the general case, consider the prime decompostion n = pα11 · · · p
αt
t of n, and write R as
R =
∏
i∈I
Z/pα11 Z× · · · ×
∏
i∈I
Z/pαtt Z.
By Proposition 1.6.(ii) the matrix A is partition regular over R if and only if A is partition regular
over the ring
∏
i∈I Z/p
αj
j Z for some j ∈ {1, . . . , t}. Consider the filtration
0 ⊂ p
αj−1
j Z/p
αj
j Z ⊂ · · · ⊂ pjZ/p
αj
j Z ⊂ Z/p
αj
j Z
of Z/p
αj
j Z with quotients isomorphic to Fpj . Using Proposition 1.6.(i), we reduce the problem to
partition regularity over the ring
∏
i∈I Fpj . This ends the proof. 
As an easy corollary of Proposition 4.6, we can prove that for single equations over the ring∏
i∈I Z/nZ partition regularity is equivalent to the generalised columns condition. This was already
proven in [2] for n = 4 and I countable.
Corollary 4.7. Let n be an integer, R =
∏
i∈I Z/nZ, and a1, . . . , al ∈ R. The following conditions
are equivalent:
(i) The equation a1x1 + · · ·+ alxl = 0 is partition regular over R.
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(ii) The matrix (a1, . . . , al) satisfies the generalised columns condition.
Proof. It is sufficient to prove that (i) implies (ii). Let A =
∏
i∈I Ai denote the 1 × l matrix
A = (a1, . . . , al) and assume that A is partition regular over R. By Proposition 4.6 there exists a
prime number p dividing n such that one of the following two cases holds.
Case 1 : Ai mod p satisfies the generalised columns condition for some i ∈ I. In this case∑l
j=1 aj = 0 is a zero divisor in R. Then A satisfies the generalised columns condition with
m = 0.
Case 2 : There exists a matrix B such that Ai = B for i ∈ IB with IB ⊂ I infinite and
B mod p satisfies the columns condition. Write the matrix B as (b1, . . . , bl) with bj ∈ Z/nZ.
We may assume thatB mod p does not satisfy the generalised columns condition (otherwise,
we are in Case 1). Thus there exists ∅  J  {1, . . . , l} such that
∑
j∈J bj mod p = 0 and
bj0 mod p 6= 0 for some j0 ∈ J . Write n = p
αn′ with p∤n′ and let e = (ei)i∈I ∈ R be the
element with ei = 1 if i ∈ IB and ei = 0 otherwise. Then it is easy to see that A satisfies
the generalised columns condition with m = 1, I0 = J , I1 = {1, . . . , l} \ J , d0 =
n
p e and
d1 = n
′e. 
In [2] the authors showed that the product
∏
∞
i=1 Z/np
2Z is not Rado by constructing a (p+1)×
(p+1) matrix that is partition regular but does not satisfy the generalised columns condition. They
further asked if the minimal number of rows of such a matrix is p+1 [2, p. 83]. By Corollary 4.7 we
see that we cannnot find such a matrix with only one row. We will show that the minimal number
of rows is always at most three, and is two if p > 5.
Corollary 4.8. Let n be a positive integer, p a prime number, and I an infinite set. Let R =∏
i∈I Z/np
2Z. There exists a 3 × 3 matrix B with entries in R which is partition regular over R,
but does not satisfy the generalised columns condition.
Proof. This follows immediately from Lemma 4.2 by taking the matrix B corresponding to b = p
(identified with the element (p)i∈I with p on each coordinate). 
Corollary 4.9. Let n be a positive integer, p > 5 a prime number, and I an infinite set. Let
R =
∏
i∈I Z/np
2Z. There exists a 2× 3 matrix B with entries in R which is partition regular over
R, but does not satisfy the generalised columns condition.
Proof. The proof is analogous to the proof of Lemma 4.2, using instead the 2× 3 matrix
B =
(
1 p− 1 2
0 0 p
)
. 
It seems that for p ∈ {2, 3} there does not exist a matrix with two rows that is partition regular
over R but does not satisfy the generalised columns condition. A proof of this fact would however
involve a lengthy case-by-case analysis and we will not attempt it.
5. Nonhomogenous equations
In this section we investigate the problem of partition regularity of nonhomogeneous equations
over arbitrary modules. Let R be a ring and let M be an R-module. Let A be a k × l matrix with
entries in R and let b ∈Mk be a vector. We say that the equation Am = b is partition regular over
M if for any finite colouring of M there exists a solution m = (m1, . . . ,ml)
⊺ ∈M l of this equation
with m1, . . . ,ml monochromatic and not all mi zero. (The latter condition is automatic if b 6= 0.)
A complete characterisation of partition regularity of nonhomogeneous equations over the ring
of integers was done by Rado [12]. It states that a nonhomogeneous equation Am = b with A,b
having integer entries and b 6= 0 is partition regular over the integers if and only if it has a constant
solution, i.e., if there exists a vector m = (m, . . . ,m)⊺ ∈ Zl with all entries equal and such that
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Am = b. In [2, Theorem 4.2], this characterisation was extended to a rather restricted class of
domains (more precisely, to integral domains with at least one nonzero nonunit such that R/mR is
finite for each m ∈ R \ {0}).
In this section we will generalise this result to a much wider class of rings. We will also study
the problem more generally for modules. We first study the case of a single equation. Here, we
replace the use of [2, Lemma 4.1] (which is only proved under the above restrictive assumptions)
with Theorem 5.2 below which is obtained using a result of Straus [14]. We then use the case of
a single equation to describe partition regularity for systems of equations. The idea to derive the
general case from the case of a single equation is standard and due to Rado [13]. It allows us to
immediately obtain the desired result if R is a domain. In general, this approach might not work,
and we quantify the obstructions by introducing certain modules HR(I,M) (see Definition 5.3). We
then study conditions under which this obstruction vanishes.
We recall the theorem of Straus.
Theorem 5.1 ([14]). Let G be an abelian group, let f1, . . . , fl : G → G be any mappings (not
necessarily homomorphisms), and let b ∈ G be a nonzero element. Then there exists a finite colouring
χ of G such that the nonhomogeneous equation
l∑
i=1
(fi(xi)− fi(yi)) = b
has no solutions xi, yi with χ(xi) = χ(yi) for i = 1, . . . , l.
A characterisation of partition regularity of a single equation can be easily derived from this
result.
Theorem 5.2. Let R be a ring and let M be an R-module. Let a1, . . . , al ∈ R, let b ∈M be nonzero,
and write a =
∑l
i=1 ai. The following conditions are equivalent:
(i) The equation
∑l
i=1 aimi = b is partition regular over M .
(ii) The equation
∑l
i=1 aimi = b has a constant solution in M .
(iii) b ∈ aM .
Proof. The equivalence of (ii) and (iii) is trivial, and so is the fact that both these conditions imply
(i).
We will now prove that (i) implies (iii). Suppose for the sake of contradiction that the equation∑l
i=1 aimi = b is partition regular over M , but b 6∈ aM . Passing to the quotient module M/aM
over the ring R/aR, we get that the equation
∑l
i=1 a¯imi = b¯ is partition regular over M/aM and
b¯ 6= 0. Consider the maps fi : M/aM → M/aM given by fi(m) = aim. Applying Lemma 5.1, we
obtain a colouring χ of M/aM such that the equation
l∑
i=1
(fi(xi)− fi(yi)) = b¯
has no solutions xi, yi ∈M/aM with χ(xi) = χ(yi) for i ∈ {1, . . . , l}.
Since the equation
∑l
i=1 a¯imi = b¯ is partition regular over M/aM , it has a solution (m1, . . . ,ml)
that is monochromatic with respect to χ. Since a¯ =
∑l
i=1 a¯i = 0, we can rewrite this as
l∑
i=1
(a¯imi − a¯im1) = b¯,
which contradicts Straus’ result. 
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In order to study partition regularity for more general nonhomogenous equations, we need to
consider module homomorphism with very special properties.
Definition 5.3. Let R be a ring, I an ideal of R, and M an R-module. Denote
ZR(I,M) = {ϕ ∈ HomR(I,M) | ϕ(t) ∈ tM for all t ∈ I}.
This is an R-submodule of the module HomR(I,M) of all homomorphisms from I to M . We call
a homomorphism ϕ ∈ ZR(I,M) principal if there exists m ∈ M such that ϕ(t) = tm for all t ∈ I.
We denote the submodule of principal homomorphism by BR(I,M) and the quotient module by
HR(I,M) = ZR(I,M)/BR(I,M).
The construction of HR(I,M) is functorial in M , in the sense that a homomorphism f : M → N
induces by composition with f a homomorphism HR(I,M) → HR(I,N). IfR is noetherian andM is
a finitely generated R-module, then the modules HR(I,M) are finitely generated, being subquotients
of HomR(I,M).
Our aim is to find sufficient conditions for the module HR(I,M) to vanish, or—equivalently—for
every homomorphism ϕ ∈ ZR(I,M) to be principal. This will allow us to conclude that certain
systems of equations are not partition regular.
Theorem 5.4. Let R be a ring and let M be an R-module. Let A = (aij) be a k × l matrix
with entries in R and let b ∈ Mk be nonzero. Write ai =
∑l
j=1 aij and denote by I the ideal
I = (a1, . . . , ak)R. Assume that HR(I,M) = 0. The following conditions are equivalent:
(i) The equation Am = b is partition regular over M .
(ii) The equation Am = b has a constant solution in M .
Proof. It is obvious that (ii) implies (i). For the opposite implication, assume that Am = b is
partition regular over M . For any vector r = (r1, . . . , rk)
⊺ ∈ Rk, the single equation r⊺Am = r⊺b
obtained by taking a linear combination of rows of Am with coefficients from r is still partition
regular. Applying to this equation Theorem 5.2, we conclude that
r⊺b =
k∑
i=1
ribi ∈
(
k∑
i=1
riai
)
M. (2)
(The proposition can only be applied if r⊺b 6= 0, but the conclusion is obvious otherwise.) Define
a map ϕ : I → M by putting ϕ(
∑k
i=1 riai) =
∑k
i=1 ribi. This is well-defined, since if
∑k
i=1 riai =∑k
i=1 r
′
iai for some ri, r
′
i ∈ R, then applying (2) to r = (r1 − r
′
1, . . . , rk − r
′
k)
⊺, we get
∑k
i=1 ribi =∑k
i=1 r
′
ibi. Applying (2) again, we get that ϕ ∈ ZR(I,M). Since HR(I,M) = 0, there exists
m ∈ M with ϕ(t) = tm for all t ∈ I. Taking t ∈ {a1, . . . , ak} shows that the constant vector
m = (m, . . . ,m)⊺ ∈M l is a solution of Am = b. 
We begin our study of HR(I,M) modules with a proposition that gathers a few of their simple
properties.
Proposition 5.5. Let R be a ring, I an ideal of R, and let M and {Mλ}λ∈Λ be R-modules.
(i) HR(I,
∏
λ∈ΛMλ) =
∏
λ∈ΛHR(I,Mλ).
(ii) Assume that I is finitely generated. Then HR(I,
⊕
λ∈ΛMλ) =
⊕
λ∈ΛHR(I,Mλ).
(iii) If J = ann(M), then HR(I,M) = HR/J ((I + J)/J,M).
(iv) Let S ⊂ R be a multiplicative set. If I is finitely generated, then S−1HR(I,M) is a sub-
module of HS−1R(S
−1I, S−1M).
Proof. (i), (ii) Immediate.
(iii) It follows from the definition of ZR(I,M) that every ϕ ∈ ZR(I,M) factors through I/(I∩J) ∼=
(I + J)/J . The equality follows easily from this.
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(iv) Any homomorphism ϕ ∈ HomR(I,M) induces by localisation a homomorphism ϕS ∈
HomS−1R(S
−1I, S−1M), giving rise to a map
S−1HomR(I,M) → HomS−1R(S
−1I, S−1M).
This maps S−1ZR(I,M) to ZS−1R(S
−1I, S−1M) and S−1BR(I,M) to BS−1R(S
−1I, S−1M), thus
inducing a map Φ: S−1HR(I,M) → HS−1R(S
−1I, S−1M). To prove that Φ is injective, we need to
show that if the image of some ϕ ∈ ZR(I,M) is a principal homomorphism ϕS ∈ BS−1R(S
−1I, S−1M),
then there exists some s ∈ S such that sϕ is a principal homomorphism.
Suppose that ϕ is as above. Since ϕS is principal, there exists m/s ∈ S
−1M such that ϕ(t)/1 =
tm/s in S−1M for all t ∈ I. This means that for all t ∈ I there exists st ∈ S such that
st(sϕ(t) − tm) = 0. Since the ideal I is finitely generated, say by t1, . . . , tk, we can assume that st
is independent of t by replacing st with s
′ = st1 · · · stk . This shows that s
′(sϕ(t) − tm) = 0 for all
t ∈ I and hence s′sϕ is a principal homomorphism, finishing the proof. 
The following proposition gives some sufficient conditions for the modules HR(I,M) to vanish.
Proposition 5.6. Let R be a ring, I an ideal of R, and M an R-module.
(i) If I is principal, then HR(I,M) = 0.
(ii) If R is a domain and M is a torsion-free module, then HR(I,M) = 0.
(iii) If R is a Dedekind domain, then HR(I,M) = 0.
(iv) If R is a reduced ring with finitely many minimal prime ideals (so in particular a reduced
noetherian ring), then HR(I,R) = 0.
Proof. (i) Assume that I = sR is a principal ideal and ϕ ∈ ZR(I,M). Write ϕ(s) = sm with
m ∈ M . Since ϕ is an R-module homomorphism, it is clear that ϕ(rs) = rsm for all r ∈ R and
hence ϕ is principal.
(ii) Assume that R is a domain. The claim is clear if I = 0, so assume that I 6= 0. Choose some
nonzero s ∈ I and write ϕ(s) = sm for some m ∈M . For every t ∈ I we have
sϕ(t) = ϕ(st) = tϕ(s) = stm.
Since M is torsion-free, we get ϕ(t) = tm. Therefore ϕ is principal.
(iii) If R is a discrete valuation ring, the claim follows from (i) as every ideal of R is principal. In
general, the proof follows from a standard localisation argument using Proposition 5.5.(iv); indeed,
for every maximal ideal p of R, Rp is a discrete valuation ring, so we get HR(I,M)p ⊂ HRp(Ip,Mp) =
0, and hence HR(I,M) = 0 by [6, Lemma 2.8].
(iv) Choose a map ϕ ∈ ZR(I,R). We will show that ϕ is principal. Let p1, . . . , pn be the minimal
prime ideals of R. By Proposition 5.6.(ii) and Proposition 5.5.(iii), the modules HR(I,R/pi) =
HR/pi((I + pi)/pi, R/pi) vanish for all i. Composing ϕ with the canonical projections R → R/pi
and using the fact that HR(I,R/pi) = 0, we obtain elements ri ∈ R such that
ϕ(t)− tri ∈ pi for all t ∈ I. (3)
After renumbering the prime ideals p1, . . . , pn, we may assume that I is contained precisely in
p1, . . . , pm for some 0 6 m 6 n. By prime avoidance (see [6, Lemma 3.3]), there exists an element
t0 ∈ I \
⋃n
i=m+1 pi. By definition of ϕ, there exists r ∈ R such that ϕ(t0) = t0r. Applying (3) for
t = t0, we get t0r − t0ri ∈ pi for all i, and hence r − ri ∈ pi for m+ 1 6 i 6 n.
We claim that ϕ(t) = tr for all t ∈ I. Since the ring R is reduced, p1 ∩ · · · ∩ pn = nil(R) = 0 (see
[6, Corollary 2.12]), and hence it is enough to check that ϕ(t) − tr ∈ pi for all i. This is true for
i 6 m since in this case both ϕ(t) and tr lie in pi, and for i > m + 1 since in this case ϕ(t) − tri
and r − ri ∈ pi. 
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In the remaining part of this section we give examples when modules HR(I,M) do not vanish.
Such examples are rather easy to construct if M is not assumed to be finitely generated, but are
more involved otherwise. We give three examples of triples (R, I,M) for which HR(I,M) 6= 0:
(a) when R is a noetherian domain and M is a torsion and not finitely generated R-module;
(b) when R is a local artinian ring and M = R;
(c) when R is a noetherian domain and M is a finitely generated (torsion) R-module.
Example 5.7. Let k be a field, R = k[X,Y ], I = (X,Y ), and M = k(X,Y )/k[X,Y ]. Then
HR(I,M) 6= 0.
Proof. For f ∈ k(X,Y ), we denote by f its image by the quotient map k(X,Y )→ k(X,Y )/k[X,Y ].
Consider the unique R-linear map ϕ : I →M such that ϕ(X) = Y −1, ϕ(Y ) = Y X−1. Since tM = M
for all nonzero t ∈ R, it is clear that ϕ ∈ ZR(I,M). We claim that ϕ 6∈ BR(I,M). Indeed, suppose
otherwise and write ϕ(t) = tf for some f ∈ k(X,Y ). Comparing the values of ϕ(X) and ϕ(Y ), we
get Xf − Y −1 = g and Y f − Y X−1 = h for some g, h ∈ k[X,Y ]. Thus Y g −Xh = Y − 1, which
gives a contradiction. 
Example 5.8. Let k be a field and consider the ring
R = k[X,Y,Z,W ]/
(
(X,Y,Z,W )3 + (Z2, ZW,W 2, Y W, Y Z −XW )
)
. (4)
We denote by x, y, z, w ∈ R the images of X,Y,Z,W in R. Let I = (x, y)R. Then HR(I,R) 6= 0.
Proof. The ring R is a 10-dimensional k-algebra with basis 1, x, y, z, w, x2 , xy, y2, xz, xw. The ideal I
is a vector subspace with basis B given by x, y, x2, xy, y2, xz, xw. Define the map ϕ ∈ HomR(I,M)
on the basis B by mapping x to ϕ(x) = xz and mapping the remaining elements of B to 0. It is
easy to check that this is an R-module homorphism. We claim that ϕ ∈ ZR(I,M). Any t ∈ I can
be written as t = λx+ s with λ ∈ k and s ∈ J = (y, x2, xz, xw)R. We claim that ϕ(t) ∈ tR. This
is clear if λ = 0, since then ϕ(t) = 0. On the other hand if λ 6= 0, we may rewrite t in the form
t = ux+ vy for a unit u ∈ R∗ and v ∈ R. Then
ϕ(t) = λxz = (ux+ vy)(z − u−1vw)
lies in the ideal tR.
We now claim that ϕ /∈ BR(I,M). Suppose the contrary. Then there exists r ∈ R such that
ϕ(t) = tr for all t ∈ I. Putting t = x and t = y gives xr = xz and yr = 0. Writing r in the basis of
R and using these equalities gives a contradiction. 
Example 5.9. Let R = k[X,Y,Z,W ], I = (X,Y )R, and let M denote the quotient ring considered
in (4), now regarded as an R-module. Then HR(I,M) 6= 0.
Proof. Follows from Example 5.8 and Proposition 5.5.(iii). 
Theorem 5.10. Let R be a ring and let M be an R-module. Assume that one of the following
assumptions holds:
(a) either R is a domain and M is a torsion-free module; or
(b) R is a Dedekind domain; or
(c) R is a reduced ring with finitely many minimal prime ideals and M = R.
Let A be a k× l matrix with entries in R and let b ∈Mk be nonzero. The following conditions are
equivalent:
(i) The equation Am = b is partition regular over M .
(ii) The equation Am = b has a constant solution in M .
Proof. Follows immediately from Theorem 5.4 and Proposition 5.6. 
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Note that vanishing of the modules HR(I,M) is only needed for the particular method of the
proof, and not necessarily for the claim of Theorem 5.10. For example, if in Example 5.8 the field k
(and hence the ring R) is finite, then the claim of Theorem 5.10 certainly holds (since we may give
each element of R a different colour), even though HR(I,M) does not vanish. We do not know any
example of a ring R and an R-module M for which the conlusion of Theorem 5.10 fails.
Question 5.11. Does there exist a ring R, an R-module M , a k × l matrix A with entries in R,
and a nonzero b ∈Mk such that the equation Am = b is partition regular over M even though it
does not have any constant solutions in M? Can one choose M = R?
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