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We introduce a distributed classical simulation algorithm for general quantum circuits, and present
numerical results for calculating the output probabilities of universal random circuits. We find that
we can simulate more qubits to greater depth than previously reported using the cluster supported
by the Data Infrastructure and Search Technology Division of the Alibaba Group. For example, com-
puting a single amplitude of an 8× 8 qubit circuit with depth 40 was previously beyond the reach of
supercomputers. Our algorithm can compute this within 2 minutes using a small portion (≈ 14% of
the nodes) of the cluster.
Furthermore, by successfully simulating quantum supremacy circuits of size 9×9×40, 10×10×35,
11 × 11 × 31, and 12 × 12 × 27, we give evidence that noisy random circuits with realistic physical
parameters may be simulated classically. This suggests that either harder circuits or error-correction
may be vital for achieving quantum supremacy from random circuit sampling.
PACS numbers: 03.65.Ud
I. INTRODUCTION
Classically simulating quantum systems is a relatively old problem [1]. However, only recently have nascent
quantum computers become competitive in simulating general quantum circuits. Recent announcements of larger
systems with reasonable target fidelities [2, 3] are pushing the boundary of what classical simulations can handle.
With this push, a variety of techniques have been invented in order to keep up with newer quantum processors
[4–11]. Unfortunately, this race is one that us classical beings cannot win in the long-term, but there are many good
reasons to try.
Practically speaking, as we broach the boundary of the unsimulable, it is important to verify that our quantum
computers are behaving as predicted. Classical simulations in the regime of NISQ [12] computers may prove in-
valuable as an experimental testbed for characterizations of noise, for the development of quantum error correction,
and for the verification of quantum systems. Furthermore, classifying the boundary beyond which our quantum
computers are doing something genuinely unattainable classically is of fundamental interest. This landmark, termed
quantum supremacy [13], represents the point beyond which we must trust the theory of quantum mechanics rather
than our limited simulation of it. It is then important to both our capacity for testing our quantum processors, as
well as our pride as classical beings, to push this boundary as far as possible. Only then will quantum supremacy be
meaningful.
Towards this goal, increasing attention has been devoted to general quantum simulation. Already, there are more
than 100 classical simulators for various types of quantum systems available [24] . Several different types of sim-
ulators [4–10] have produced a wide range of results in different contexts. More specifically, for a quantum circuit
with N qubits and depth d, there are two major amplitude-wise simulation approaches. The first approach stores
the entire state vector in memory, while the second calculates the amplitude αx for any N -bit string x ∈ {0, 1}N .
It is not surprising that for the first approach, memory is a major issue. In this context, the largest quantum system
that could be classically simulated one decade ago was a 42-qubit one on the Jülich supercomputer by the Massively
Parallel Quantum Computer Simulator [4]. In [6], Intel’s qHiPSTER was used more specifically to simulate quantum
supremacy circuits of up to 42 qubits [13]. In 2017, quantum supremacy circuits of 45 qubits were simulated on
the Cori II supercomputing system using 0.5 petabytes of memory and 8,192 nodes [5]. Finally, in 2018, quantum
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2Reference General Technique Qubits Depth # of Amplitudes
Intel [6] Full amplitude-vector update 42 High All
ETH [5] Optimized full amplitude-vector update 5× 9 25 All
IBM [7] Tensor-slicing with minimized communication 7× 7 27 All
7× 8 23 237 out of 256
Google [8] Preprocessing using undirected graphical model 7× 8 30 1
USTC [9] Qubit partition with partial vector update 8× 9 22 1
Sunway [10] Dynamic programming qubit partition 7× 7 39 All
7× 7 55 1
Alibaba Undirected graphical model with parallelization 9× 9 40 1
TABLE I: A very broad overview of existing simulators. The final column reports the number of amplitudes that are computed
by that simulator.
supremacy circuits operating on 7 × 7 grids of depth 39 were simulated on the Sunway TaihuLight supercomputer
[10].
In this work, we focus on computing a single amplitude, which may be far less restrictive on our memory re-
quirements. Towards this end, we consider an algorithm introduced by Markov and Shi [14] for tensor network
contraction as a template for simulating quantum circuits. This technique is among the very few that are capable of
simulating circuits operating on more than 50 qubits to a reasonable depth. By combining this technique with the
Feynman path integral, [8] introduced the undirected graphical model to evaluate circuits with diagonal operators
more efficiently. Their work succeeded in simulating 5×9 qubits to depth 40 and 7×8 circuits to depth 30 on a single
workstation.
Ultimately, this is a numbers game, and so we coarsely summarize existing simulation parameters in Table I. A
more detailed presentation of our simulation parameters is shown in Figure 1.
II. OUR CONTRIBUTIONS
In this work, we introduce new techniques for quantum simulation that help us to push this barrier even further.
We implement a single-amplitude simulator that computes 〈x|C|0 · · · 0〉 for an arbitrary quantum circuit C and we
test our simulator for C drawn randomly from a restricted circuit class yielding a plausibly intractable sampling
problem [13].
Our simulation technique is based off of Google’s model for variable elimination in the line graph. This approach
is fundamentally tensor network contraction with built-in methods for preprocessing the tensors to minimize cost.
Their work was performed on a single workstation, which is useful for performing individual simulations at low-
cost.
In this work, we develop heuristics within this framework that lend themselves naturally to parallelization on
a cluster. We find that, with only a fraction of the power of a cluster, we can perform simulations that break new
barriers in the classical simulation of quantum circuits.
Our first contribution is adapting the variable elimination algorithm to the requirements of a typical cluster. Stor-
ing the full amplitude of 50 qubits requires 16 petabytes of memory if one uses double-precision values. Furthermore,
a major restriction is the required inter-node communication. Several attempts have been made to reduce this com-
munication cost, such as global gate optimization [5] and qubit reordering [5, 10]. In particular, the Alibaba cluster
has 10,000 computers, but inter-node communication is very expensive. Thus, the first approach is not suitable for
our cluster.
The algorithm we developed is based on tensor network contraction [8, 14], in which treewidth will be the dom-
inant factor in determining the time- and space-complexity. Both of these grow exponentially with the treewidth.
The Alibaba cluster has 96× 10, 000 CPUs in total, which is just 10% of the CPUs available in the top supercomputer
Sunway Taihulight [15]. However, the 256 Sunway processors share 256 gigabytes of memory, which limits each pro-
cessor to a smaller amount of memory. While there are algorithms that limit memory requirements and could take
advantage of the powerful Sunway CPUs, our algorithm fits the Alibaba cluster by providing a reasonable number
of processors and a reasonable amount of memory for each processor.
Our second contribution is, naturally, to develop techniques that take full advantage of this parallelization. We can
drastically simplify the graph to be evaluated by parallelizing over the values of key nodes. This approach balances
sequential and parallel techniques to optimize the evaluation of a quantum circuit. The particular ideas that help to
achieve our results are the following.
3FIG. 1: The depth vs. runtime plot for our simulator acting on an n × n square of qubits. The different lines represent different
n, and the y-axis is plotted on a log-scale. For reference, two hours of run-time is approximately 103.86 seconds. Although we
request 131072 nodes for some instances, when collecting the data, we run one subtask to calculate the running time. This is
because the subtasks in the same circuit have the same runtime, and are performed in parallel. Each point represents the 80%
percentile runtime among 1000 randomly generated circuits. We emphasize that the largest depth for 10× 10 to 12× 12 grids are
not the limit of our algorithm. We use QuickBB, which implements an anytime tensor network contraction algorithm, to generate
the elimination ordering. We pre-specify a running time of 60 seconds, which may not be sufficient for larger depth circuits. This
can be overcome by allowing QuickBB more time to perform its estimation.
1. Construct a simplified undirected graph.
2. Divide the whole task into many subtasks while keeping the running time of each subtask as short as possible.
We know the running time of each subtask will be exponential in its treewidth. However, calculating treewidth
is in NP-hard. The central idea is to use QuickBB’s algorithm to roughly estimate the treewidth, and then use
the treewidth to estimate the running time.
Our central observation is that we can remove the most costly nodes by parallelizing over their values. In spite of its
simplicity, we observe tremendous gains using this technique for simulation on a cluster.
3. Use this estimation again to determine an efficient order of elimination for the remaining nodes in each subtask.
We present a more detailed accounting of these techniques in Section III, and the performance of our simulator is
summarized in Figure 1.
The final contribution of this work is to apply this powerful simulator in the context of quantum supremacy. In
Section V, we give evidence that quantum supremacy is unachievable in the low-depth random circuit model defined
in [13]. We find that this holds true even under idealized (but plausible) target gate fidelities. This re-emphasizes the
integral role error-correction may play in existing quantum computation technologies.
Our paper is outlined as follows. In Section III we detail our algorithm through a simple example, and then
describe it in full. Then, in Section IV, we present our testing parameters as well as the hardware and software
used by the algorithm. In Section V we address limitations on showing quantum supremacy through random circuit
sampling. Finally, in Section VI, we discuss some of the subtleties of our implementation, and potential future
considerations.
4|0〉 H T √X √Y H
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|0〉 H √X H
|0〉 H √Y √X √Y H
|ψ〉
FIG. 2: The example circuit C that we evaluate using the graphical model.
III. THE ALGORITHM
Our simulator is based on the complex undirected graphical model introduced in [8]. This is essentially a variant
of the tensor network contraction approach proposed by Markov and Shi [14], but which also takes advantage of
diagonal gates. We briefly review the undirected graphical model in Subsection III A. We then describe the full
algorithm in Subsection III B and explain why our parallelization scheme designed to reduce the treewidth, as this
will be the dominant factor in determining the time- and space-complexity.
A. Undirected Graphical Model
In this subsection, we will review the undirected graphical model [8] which is also used in our base algorithm. For
any quantum circuit C, the amplitude of a particular bit-string x, 〈x|C|0 . . . 0〉, is given by
〈x|C|0 . . . 0〉 = 〈x|Cd . . . C2C1|0 . . . 0〉
where C1, C2, . . ., Cd are unitary matrices corresponding to clock cycles 1, 2, . . . , and d, respectively. One may further
expand the formula as
〈x|C|0 . . . 0〉 = 〈x|Cd . . . C2C1|0 . . . 0〉 =
∑
i1,i2,...,id−1∈{0,1}N
〈x|Cd|id−1〉 . . . 〈i2|C2|i1〉〈i1|C1|0 . . . 0〉. (1)
For example, let’s consider a circuit with qubit number N = 4 and depth d = 8 as described in Figure 2. Consider
C = C8 . . . C2C1 defined by
C1 = H1 ⊗H2 ⊗H3 ⊗H4;
C2 = CZ1,2 ⊗
√
X3 ⊗
√
Y4;
C3 = T1 ⊗ T2 ⊗ CZ3,4;
C4 = CZ1,3 ⊗ I2 ⊗
√
X4;
C5 = CZ2,4 ⊗ I3 ⊗
√
X1;
C6 = CZ2,3 ⊗
√
Y1 ⊗
√
Y4;
C7 = CZ1,4 ⊗ I2,3;
C8 = H1 ⊗H2 ⊗H3 ⊗H4.
Then we may expand Equation 1 as,∑
i1,i2,i3,i4,i5,i6,i7∈{0,1}4
〈x|H1 ⊗H2 ⊗H3 ⊗H4|i7〉〈i7|CZ1,4 ⊗ I2,3|i6〉
· 〈i6|CZ2,3 ⊗
√
Y1 ⊗
√
Y4|i5〉〈i5|CZ2,4 ⊗ I3 ⊗
√
X1|i4〉
· 〈i4|CZ1,3 ⊗ I2 ⊗
√
X4|i3〉〈i3|T1 ⊗ T2 ⊗ CZ3,4|i2〉
· 〈i2|CZ1,2 ⊗
√
X3 ⊗
√
Y4|i1〉〈i1|H1 ⊗H2 ⊗H3 ⊗H4|0000〉. (2)
The summation in Equation 2 is carried out over the seven 4-bit strings i1, i2, . . . , i7. BecauseT andCZ are diagonal
matrices, the terms in summation will appear only if i(1,2)1 = i
(1,2)
2 , i2 = i3, i
(123)
3 = i
(123)
4 , i
(234)
4 = i
(234)
5 , i
(2,3)
5 = i
(2,3)
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5and i6 = i7. By considering the diagonal gates in this way, we have drastically reduced the total number of terms
from 228 to 210.
We now formulate the above procedure in the language of undirected graphical models. Given the index se-
quences (i0 = 0 · · · 0, i1, i2, . . . , id−1, id = x) in Equation 1, we construct a graph G, where each distinct variable i(j)k
corresponds to a vertex, and two vertices are connected by an edge if there is an operator acting on both of them.
Each term in the Feynman path integral then corresponds to a complex number associated to labelling all vertices in
the graph by {0, 1}.
Such a graph can be simplified if some tensor operators happen to be diagonal. For example, if node u and
v are connected by a sigle-qubit diagonal gate, then one term in the Feynman path integral can only survive if
the corresponding labelling we choose satisfies u = v. Therefore, the two nodes u and v can be merged together.
Similarly, the tensors on the lefthand side of Figure 3 correspond to the graph gadgets on the right.
Back to our example in Figure 2, let i1 = abcd, i2 = i3 = abef , i4 = abeg, i5 = hbeg, i6 = i7 = ibej. Then the
corresponding undirected graph can be drawn as in Figure 4.
|i〉 U |i〉
U
|i1〉 |i1〉
|i2〉 |i2〉
i
i1
i2
|i〉 U |j〉
U
|i1〉 |j1〉
|i2〉 |j2〉
i j
i1
i2
j1
j2
FIG. 3: Single- and two-qubit diagonal and non-diagonal gates and their corresponding graphical gadgets.
B. Our Algorithm
1. Variable elimination
Our base algorithm for evaluating the sum in Equation 1 is similar to the algorithm in [8], and proceeds by elim-
inating one variable at a time. This process will usually produce tensors of rank greater than 2. To eliminate the
binary variable v = i(j)k from Equation 1:
1. Find the set of tensors Tv = {τ | v appears in τ}, and the set of variables Vv =
⋃
τ∈Tv{v′ | v′ appears in τ}.
a
b
c
d
e
h i
f g j
FIG. 4: The undirected graphical model associated with the circuit in Figure 2.
62. Multiply together all tensors τ ∈ Tv to obtain a new tensor σ of rank |Vv| and indexed by variables in |Vv|.
3. Sum σ over the index corresponding to v to obtain σ′.
4. Remove the variable v and all the tensors in Tv from the summation, and then add the new tensor σ′. Update
the undirected graph by connecting any two neighbors of vertex v, and then removing v.
To evaluate the entire sum, repeat the above steps to eliminate all of the variables in any convenient order. When
all variables are eliminated, we get a tensor of rank 0 (i.e. a complex number) which is exactly the value of the
amplitude.
Steps 2 and 3 constitute the bulk of the computation. Fortunately, they can be computed on Python using the
numpy package with a single call to the function numpy.einsum. This is optimized by first combining the small
input tensors, and then only evaluating large tensors in the final step [25].
If eliminating a variable v incurs a noticeable time cost, then usually the dominant term in that cost comes from
the appearance of a high rank tensor σ′. Therefore, we estimate that the time cost of each step by the size of σ′. Given
the undirected graph at that step, the size of σ′ is 2deg(v). The cost function of a particular contraction ordering is
then the sum of the costs over all steps. We will use this estimation as a guide when simplifying the graph by fixing
the values of certain variables, as we describe next.
2. Parallelization by fixing the values of variables
There is an even more straightforward method to evaluate Equation 1, which is just to split the sum into pieces.
We can simply choose any variable v and evaluate the summation twice, once with the value of v fixed to 0 and once
with the value of v fixed to 1, and then combine the outcomes.
Similar to eliminating a variable, fixing the value of a variable also removes it from the summation. However,
whereas eliminating a variable usually amalgamates several tensors into a higher rank tensor, fixing the value of a
variable does not introduce any new tensor. This can potentially simplify the summation, as illustrated in Figure 5.
In the undirected graph model, fixing the value of a variable translates to removing the corresponding vertex along
with all of its edges.
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FIG. 5: Illustration of parallelizing by fixing the value of a node. The initial undirected graphical model is shown in the leftmost
figure. Fixing the value of node c does not help simplify the graph much, and is displayed in the middle figure. Instead fixing the
value of node e simplifies the graph significantly, and is shown in the rightmost figure.
On the other hand, evaluating an undirected graph using only this strategy would be highly inefficient compared
to our base algorithm. This is because each time we remove a vertex in this manner, we need to recursively evaluate
the resulting graph twice. The number of evaluations blows up exponentially in the number of vertices we remove
this way.
The advantage of this strategy is that all of these evaluations can be done in parallel. Our overall strategy is to remove
t vertices this way, essentially dividing the graph evaluation task into 2t subtasks, and then perform each subtask
7using the base algorithm. Of course, this is only effective if the cost of evaluating the resulting graph is substantially
lower than the cost of evaluating the original graph.
Removing different vertices may have wildly different effects on the cost of the base algorithm. Intuitively, remov-
ing high-degree vertices should simplify the graph further, but even a low-degree vertex can be a “key vertex" that
holds large parts of the graph together. In order to choose which vertices to remove, we use a greedy strategy based
on the estimated time cost of the base algorithm.
Finally, since our goal is only to compute the value of 〈x|C|0 . . . 0〉, the final values of all qubits are fixed to x, and
so all corresponding vertices can be removed for free [26]. Fortunately, for the circuits we consider, we find that this
optimization simplifies the initial graph considerably.
3. The variable elimination ordering
Similar to [8], the variable elimination ordering can heavily affect the time-complexity of our base algorithm (See
Fig. 6 for an example). Additionally, it can also affect the choice of vertices we remove before applying our base
algorithm, as this choice is based on the estimated time cost to evaluate the graph.
In [8], all of the TensorFlow experiments use the "vertical ordering", eliminating variables corresponding to each
qubit in temporal order before moving on to the next qubit. In the same paper, the heuristic algorithm QuickBB
[16] is also used to find a better elimination ordering (and a better upper bound for the treewidth). We observe
that QuickBB usually finds an ordering that improves both the maximum tensor rank and the estimated time cost.
Furthermore, initially using QuickBB makes the greedy vertex removal more efficient in reducing the time cost.
However, QuickBB itself is slow enough that we cannot afford to run it whenever we would like to estimate the
time cost. To compromise, we run QuickBB once initially for each circuit to obtain an elimination ordering, and then
use that ordering throughout to remove vertices. We then run QuickBB a second time after vertex removal to obtain
a new elimination ordering that will evaluate the graph efficiently.
In our experiments, we use an off-the-shelf QuickBB implementation by [16]. We specified the command line
options --min-fill-ordering to perform branching using min-fill ordering, and --time 60 to run QuickBB
for 60 seconds both before and after the greedy vertex removal.
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FIG. 6: Illustration of variable elimination. The initial undirected graphical model is displayed in the leftmost figure. Eliminating
node c in the reduces the number of tensors, as displayed in the middle figure. However, eliminating node e introduces a tensor
of rank 4, as shown in the rightmost figure.
IV. NUMERICAL RESULTS
Although our algorithm can be applied to any quantum circuit, we will use the circuit family proposed for quan-
tum supremacy in [13] as test cases. These circuits were chosen through numerical optimizations to minimize the
convergence time to the Porter-Thomas distribution. For the sake of completeness, we next recall the rules used to
construct these quantum supremacy circuits.
8(Rule 1) Begin with a cycle of all Hadamard gates.
(Rule 2) Place CZ gates alternating between the 8 configurations shown in Figure 7.
(Rule 3) Place single-qubit gates chosen at random from the set {√X,√Y,T} at the remaining positions, con-
ditioned on the following restrictions.
(3.A) Place a gate at a qubit only if that qubit is occupied by a CZ gate in the previous cycle.
(3.B) Place a T-gate at a qubit if there are no single-qubit gates in the previous cycles at that location,
except for the initial cycle of Hadamard gates.
(a) Configuration 1 (b) Configuration 2 (c) Configuration 3 (d) Configuration 4
(e) Configuration 5 (f) Configuration 6 (g) Configuration 7 (h) Configuration 8
FIG. 7: Layouts of CZ gates in the 8 configurations producing supremacy circuits operating on an 8× 7 lattice of 56 qubits [13].
We ran our tests on a small portion of the cluster provided by the Data Infrastructure and Search Technology
Division of the Alibaba Group. It consists of 10,000 machines, each with 96 Intel Skylake Xeon Platinum 8163 vCPUs
@ 2.5 GHz and with 512 GB of memory. We requested 131072 nodes via Docker containers and 8 GB of memory for
each node. We divided the circuit simulation task into 131072 = 217 subtasks as described in Subsection III B. If the
circuit is not that large, or more specifically, if the undirected graph has treewidth less than 28, then each node has
sufficient memory for the subtask. For larger circuits, if these subtasks require more than 8 GB of memory, we further
divide each subtask into sub-subtasks until the memory requirement can be met by each node. In this case, we run
multiple sub-subtasks sequentially on each node and count the total running time of these sequential sub-subtasks
on each node.
We generate 1000 random circuits operating on n × n lattices of depth d according to the rules described above.
We test each circuit on the 131072-node cluster and calculate the running time if it succeeds. If it succeeds for 80%
of these circuits, we count the 80% percentile running time for these instances, and claim that a typical circuit of size
n × n × d can be classically simulated within that time on our cluster [17]. We use double precision since Python’s
built-in float and complex types have double precision.
9FIG. 8: The runtime versus success probability plot for our simulator acting on a 10 × 10 grid of depths 34 and 35. Lines with
different colors represent different numbers of subtasks that we divide our simulation task into. Regular lines and dashed lines
represent depths 34 and 35, respectively. More subtasks always help to increase the success probability, until we reach the limit
of our processors. After that, in order to improve the success probability, we have to tolerate a longer running time.
V. APPLICATION TO RANDOM CIRCUIT SAMPLING
We next apply our simulator in the context of quantum supremacy from random circuit sampling. We argue that,
even for idealized gate fidelities on superconducting circuits, any circuit with a reasonable output fidelity may be
simulated classically.
We study circuit fidelity by using the digital error model where each quantum gate is followed by an error channel
[18]. The circuit fidelity for this model can be coarsely estimated as
α ≈ exp(−1 × g1 − 2 × g2 − init ×N − mes ×N)
where 1, 2  1 are the Pauli error rates for single- and two-qubit gates, init, mes  1 are the initialization and
measurement error rates, g1, g2 are number of single- and two-qubit gates in the circuit, and N is the number of
qubits. In [13], the same technique was adopted to estimate the largest depth of circuits with 7× 7 qubits that can be
demonstrated in state-of-art superconducting quantum computers.
For simplicity, we make the physically-motivated assumption that 2 = init = mes =  and 1 = 10 . For an
m× n× d circuit, the number of two-qubit gates in the configurations specified by Figure 7 can be estimated as
g2 ≈ d
8
((m− 1)n+m(n− 1)) ,
and this is precise whenever d|8. Furthermore, we can approximate
g1 ≈ d
8
(3mn− (m+ n+ 1))− 1
4
mn
when our circuit is drawn from that same family defined in [13]. Then, assuming m ≈ n and taking into account the
initial application of Hadamard gates along with the first layer, we can approximate
α ≈ exp
(
−
[
d
4
(N −
√
N) + 2N +
d
80
(3N − 2
√
N − 1) + 3
40
N
]

)
.
State-of-the-art superconducting technology is expected to achieve two-qubit gate fidelities of at most 99.5% [2, 19],
10
corresponding to  = 0.005. We plot our simulator bounds, given less than two hours of runtime, superimposed on
the two-qubit gate fidelity graph required for a 5% circuit fidelity. We observe that we are well above the supremacy
threshold for a 99.5% two-qubit gate fidelity, drawn as a red dashed line. These results are summarized in Figure 9.
FIG. 9: A scatter plot of the runtime superimposed on a contour graph of the two-qubit gate fidelities required for at least a 5%
circuit fidelity. The y-axis represents the depth while the x-axis represents the side length of a square circuit, so that the total
number of qubits being simulated is n2. The color scale specifies the two-qubit gate fidelity; for example, a 99% two-qubit gate
fidelity can only achieve a 5% circuit fidelity in the bottom-left-most blue region, a 99.1% two-qubit gate fidelity can only achieve
a 5% circuit fidelity up through the first band, and so on. The dashed red curve represents the maximum circuit size achievable
with 99.5% two-qubit gate fidelity and at least a 5% circuit fidelity.
Each black circle represents the 80th percentile runtime for that circuit size and depth over 1000 samples, with the size of the
circle representing the value of the runtime. The circle size is plotted on a log-scale. For reference, the smallest circles represent
approximately one second of runtime and the filled circles represent at most two hours of runtime. The largest circle at 9× 9× 40
represents approximately 13 hours of runtime.
We re-emphasize that we are reporting runtimes for single-amplitude simulation. In order to generate a full
distribution, significant overhead may be required in generating many amplitudes and sufficient trials. However,
these runtimes give evidence that, subject to tolerating this overhead, quantum supremacy will be difficult to achieve
within this particular framework. Generating a large slice of amplitudes, similar to [7], would be an interesting future
direction that could provide more robustness to this simulation model.
VI. DISCUSSION
In summary, we have described a cluster-based algorithm for quantum circuit simulation. By appropriately choos-
ing vertices to eliminate in the undirected graphical model, we can reduce the treewidth significantly compared to
selecting vertices at random. By running our algorithm on the cluster provided by the Data Infrastructure and Search
Technology Division of the Alibaba Group, we simulated quantum supremacy circuits of size 6× 6× 68, 7× 7× 53,
8× 8× 44, 9× 9× 40, 10× 10× 35, 11× 11× 31, and 12× 12× 27. We did this using 131072 processors and 1 petabyte
11
of memory. Finally, we gave evidence that noisy random circuits for realistic physical parameters and circuit fideli-
ties may be simulated classically. This suggests that new approaches or even error-correction may be necessary in
demonstrating quantum supremacy [13, 20]. Fortunately, towards this end, there are already alternative proposals
[21–23].
In terms of the further improving the algorithm, we plan to explore an alternative to the greedy algorithm used
to optimize the vertex elimination ordering. We observe that the vertices chosen for elimination via the greedy
algorithm are always connected by at least two edges corresponding to CZ gates. Although this partially explains
why it is more efficient than simply eliminating a random vertex (since by this choice, two rank-2 tensors will be
replaced by a single rank-2 tensor as CZ12 × CZ13 = |0〉〈0|1 ⊗ I23 + |1〉〈1|1 ⊗ Z2Z3), it is worth further exploring this
choice. More generally, one could also consider an algorithm that is optimized for a particular restricted circuit class.
We should also mention that there are several limitations to our current implementation, which may be improved
in future work.
1. The numpy package cannot handle too many subscripts within the einsum function, which is due to
NPY_MAXDIMS, the maximum number of dimensions allowed in arrays. This is defined as 32 in numpy.
2. If we need to divide the circuit simulation task into many more subtasks than the number of processes we have
access to, our naive algorithm will run many of these subtasks sequentially on each processor. This reduces the
gains obtained through parallelization.
3. For larger circuits, it is very slow to use QuickBB to generate a good elimination ordering. This is not surprising:
choosing an optimal ordering is an NP-hard problem. However, it is worth exploring other avenues towards
generating good orderings according to our cost function. Currently, we only use QuickBB twice. When
running QuickBB in between the removal of each vertex, we can simulate much larger circuits (e.g. of size
7× 7× 60), but with an appreciably longer running time. Potentially, if we could find a faster algorithm, then
we could run that algorithm between the removal of vertices. This may further simplify the subtasks at low
cost.
One final consideration is our measure for characterizing the quality of our quantum devices. Both here and in
[13], we consider the circuit fidelity as a good measure of this quality. However, there may be circuits with poor
fidelity, but which still display quantum power with respect to a different metric.
We hope that the increasing power of classical simulators pushes quantum processors to realize their near-term
physical limits. In the race to simulate quantum systems, we expect that our classical simulators will ultimately lose;
this loss will be a demonstration of the intrinsic potential of quantum processing.
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