In this paper, we study uncertainty in estimating extreme floods of the Dongting Lake basin, China.
INTRODUCTION
The main interest in flood frequency analysis (FFA) is to estimate flood design values, which play an important role in design and management of water resources (Katz et The profile likelihood function (PLF) method is a more robust and an accurate method for determining the uncertainty of quantiles (Coles ) . However, it is a less common method in hydrology due to its absence of a prob- The extreme value theory (EVT) is commonly used to evaluate the characteristics of extreme events, and has been widely used in hydrology and meteorology (Katz et al. ) . The GEV distribution and generalized Pareto distribution (GPD) are two standard distributions used in EVT to describe the behavior of extremes (Coles ) . For a given time series, if a sequence of maximum values is selected from blocks or periods of equal length (e.g., annual maximum), then the probability distribution of the selected values will converge asymptotically to the GEV distribution under the assumption of being independent and identically distributed ( Jenkinson ) .
This approach is called the block maxima method (Coles ) . In this study, the GEV distribution is used to model flood extremes, because it has the ability to capture a wide range of extreme tail behaviors and has been widely used in previous hydrological studies (Katz et al. The Dongting Lake basin is located in the middle and lower reaches of the Yangtze River region of China. This area belongs to the middle part of 'three easily disasteraffected zones' of China, and has become one of the most severe disaster regions especially for flood and drought (Xiong et al. ) . Floods have become one of the greatest obstacles to the sustainable development of agriculture in Dongting Lake basin. The objectives of this study are mainly: (1) to quantify uncertainty in extreme flood estimation of the Dongting Lake basin and (2) to compare the performances of the Delta, PLF, and Bayesian MCMC methods in evaluating parameters and quantiles of the GEV distribution.
STUDY AND DATA

Study area
The Dongting Lake basin includes the whole of Hunan province and part of Hubei, Guizhou, Guangxi province in China, with a total area of 2.63 × 10 5 km 2 ( Figure 1 Figure 1 shows the study area, the main rivers, and the hydrologic stations.
Data
The observed annual maximum flow (AMF) data recorded at Shimen, Taoyuan, Taojiang, and Xiangtan stations were used to conduct an analysis of flood frequency in Dongting
Lake basin. Table 1 shows information of the four selected 
METHODOLOGY Test for stationarity
The Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test is performed on the AMF data to test for stationarity (Kwiatkowski et al. ) . Let x t (t ¼ 1, 2, Á Á Á , T) be an observed time series (i.e., AMF data) for which we wish to test stationarity, and it is assumed to be the sum of a deterministic trend, a random walk, and a stationary error.
where β is a deterministic trend coefficient, ε t is a stationary error, r t ¼ r tÀ1 þ u t is a random walk, and u t is white noise with N(0, σ 2 u ). If a time series is stationary around a deterministic trend, then the null hypothesis is σ 2 u ¼ 0. In another case, if a time series is stationary around a fixed level, then the null hypothesis is β ¼ 0.
Generalized extreme value distribution and its quantile
The GEV distribution was introduced by Jenkinson () as a model for extreme values. The form of the cumulative distribution function is as follows:
where μ, σ, ξ are the location, scale, and shape parameters,
The GEV distribution is equivalent to a Weibull class distribution if ξ < 0, to a Fréchet class distribution if ξ > 0 and to a Gumbel class distribution if ξ ¼ 0.
The quantile x p (0 < p < 1) of the GEV distribution is given by:
where this quantile is an inversion of the GEV distribution.
In flood frequency analysis, x p is the return level of the design flood flow associated with the return period T ¼ 1 p .
Maximum likelihood estimation and Delta-based confidence interval
Suppose X 1 , Á Á Á , X n are independent and identically distributed random variables from a GEV distribution, and
is a sample of n observations. The loglikelihood function of the GEV distribution (when ξ ≠ 0)
is (Coles ):
and it becomes (when ξ ¼ 0):
Maximization of Equations (4) and (5) 
, where
is the parameter vector of the GEV distribution. V is equal to the inverse of I o (θ) when ξ > À0:5,θ is the ML estimator of θ.
However, the GEV distribution has a very short bounded upper tail when ξ < À0:5, which is rarely encountered in applications of extreme value modeling.
2. Calculate the confidence intervals of μ, σ, ξ and the standard errors ofμ,σ,ξ can be obtained by finding the square roots of diagonals of matrix V. Denoting the terms of matrix V byψ i,j , then the approximation of
(1 À α) confidence intervals of μ, σ, ξ can be calculated as follows:
where z 1Àα=2 is the (1 À α=2) quantile of the standard normal distribution.
3. Calculate the variance of ML estimatorx p ,
evaluated at (μ,σ,ξ) and
4. Calculate the approximate (1 À α) confidence interval of the design flood flows x p based on the asymptotic normality of ML estimation,
Confidence interval estimation based on the profile likelihood function
The profile log-likelihood for parameter θ i is first defined as (Coles ):
where θ Ài denotes all components of θ excluding θ i , and
each value θ i , the profile log-likelihood is the maximized log-likelihood with respect to all other components of θ. In order to obtain the profile likelihood estimate for ξ first we fix ξ to a constant (ξ 0 ). Then we maximize Equation confidence interval of ξ can be calculated as:
where c 1Àα is (1 À α) quantile of the Chi-square distribution with 1 degree of freedom.
The PLF method can also be applied to calculate the confidence interval of the quantile x p , which is a combination of parameters μ, σ, and ξ. For this purpose, we can re-parameterize the GEV distribution by introducing x p into the GEV distribution. For example,
By replacement of μ in Equation (4) with Equation (11) we can obtain the log-likelihood function of the GEV distribution for parameters x p , σ, and ξ. Then the profile likelihood estimatorx p and the PLF confidence interval of x p are obtained.
Parameter estimation and credible interval estimation based on Bayesian MCMC
Unlike classical statistical inferences, in the Bayesian framework the parameter θ is treated as a random variable, and its probability density function π(θ) is given based on expert knowledge (i.e., prior experience) or historical data (this is the prior density of θ). The Bayes' theorem is then used to combine this prior information with the sample information. For given observations,
Bayes' theorem states that:
( 1 2 ) where π(θ) and f(θjx) are the prior and posterior probability densities of parameter θ, respectively. The L(xjθ) is the likelihood function of samples x, and Θ is the parameter space of parameter θ. In Bayesian inference, the posterior distribution f(θjx) is applied to make inferences about parameter θ. In this study, the mean of the posterior distribution f(θjx) is used as point estimate of parameter θ, and the credible interval of the posterior distribution f(θjx) is regarded as an interval estimate of θ.
The integral in the denominator of Equation (12) Liang et al. ). All of these are summarized below:
Prediction is straightforward under the Bayesian framework. If z denotes future flood design values, then the predictive density of z, given the observed values x, is given by:
Compared to other predictive approaches, the predictive density has the advantage in reflecting uncertainty in the model by f(θjx) and also uncertainty due to the variability in the future observations by f(zjθ) (Coles ; Yoon et al.
).
For a given return period T ¼ 1 p , the design flood z T is defined by solving:
where Pr(Z z T jθ) is the cumulative distribution function of Z given that θ is the true parameter vector.
RESULTS
Test for stationarity of the AMF data
We used the KPSS test to examine the stationarity of AMF data at Shimen, Taoyuan, Taojiang, and Xiangtan stations. or 'trend' stationarity. Therefore, all the AMF data series can be considered as stationary.
Distribution selection of the AMF data The K-S statistic is represented as:
The A-D statistic is defined as:
where n is the sample size, F n (x) is the empirical distribution function and F(x) is the cumulative distribution function of interest. The distribution with the lowest statistic is considered as the best fitting model. 
Parameter estimation and goodness-of-fit test of the GEV distribution
The ML estimators of GEV parameters in all four stations were obtained by maximization of Equations (4) and (5) with respect to the parameter vector (μ, σ, ξ). Then by substituting these parameters into Equation (3), the design floods for a return period of 10, 50, and 100 years were estimated. Table 3 shows the ML estimators of the GEV parameters for each station. It is clear in Table 3 We also estimated parameters of GEV distribution by the Bayesian MCMC method using the Metropolis-Hastings algorithm, and a random walk proposal transition on parameters μ, Φ and ξ was used. To make the Markov chains converge faster, the maximum likelihood estimates of μ, Φ, and ξ were assigned to their original values. For each parameter, 1 × 10 3 samples were generated from the posterior distribution, and the burn-in periods were selected as 500 although all chains converge near the initial values. Therefore, 9,500 samples were used in the computation of the mean and credible interval of each parameter. Tables 5 and 6 show the parameter estimation results and the design floods for a return period of 10, 50, and 100 years using the Bayesian MCMC method. From Tables 3   and 5 , it can be seen that the estimation results for location and scale parameters by MLE and Bayesian MCMC methods are close, with the largest differences of location and scale parameters as 128 and 51 at Xiangtan station (discrepancies of 1.14% and 1.38%). All shape parameters estimated by Bayesian MCMC method are slightly smaller than MLE. However, selected distributions of the four stations are exactly the same as the ML method. Table 6 shows that the largest design floods for all different return periods are at Taoyuan station and the smallest values are at Taojiang station. These results are similar to those using ML method.
To compare the Bayesian estimation and MLE fitting effects, two methods were employed to test for goodnessof-fit: (1) root-mean-square error (RMSE) and (2) K-S statistic. The RMSE is expressed as:
where n is the number of values, x o denotes the observed value, and x c denotes the computed value. The model is more accurate when RMSE is close to zero. 
Uncertainty analysis based on the Delta method
We calculated standard errors (SE) of the estimatorsμ,σ, andξ obtained by Delta method. Then we calculated the approximate 95% confidence intervals of parametersμ,σ, andξ by Equation (6). Table 3 shows the SE and 95% confidence intervals of GEV parameters. There is a positive correlation between the SE of GEV parameter estimators and the width of confidence intervals. Larger SE can lead to wider confidence interval indicating that the parameter estimation has a high uncertainty. Largest SE and widest confidence interval is at Taoyuan station, while the value in the Taojiang station is the smallest.
The quantiles and corresponding confidence intervals at different return periods were calculated by Equations (3) and (8). Table 4 shows the approximate 95% confidence intervals for a return period of 10, 50, and 100 years. Table 7 shows the 95% confidence intervals of AMF for a return period of 10, 50, and 100 years obtained by the PLF method. Confidence intervals of AMF for the 10-year return period in Table 8 are similar to the Delta method in Table 4 . However, confidence intervals of AMF for the 50-and 100-years' return period are significantly different than those obtained by the Delta method.
Uncertainty analysis based on the Bayesian MCMC method Table 5 shows results of the calculated 95% credible interval (an approximation of confidence interval in classical statistics) for each parameter. These credible intervals are slightly different than those obtained by both Delta and PLF methods. The 95% credible intervals of AMF for a return period of 10, 50, and 100 years obtained using the Bayesian MCMC method are shown in Table 6 . As per Table 6 shows that larger return periods have the larger design values, and the widths of the corresponding credible intervals are wider indicating that the uncertainty increases with return period.
Comparison of the three methods results
To compare the results of the three methods presented above, the ranges of 95% confidence or credible intervals for the 10, 50, and 100 years return levels were used.
From Tables 4, 6 To further analyze the performance of the three methods, we compared the confidence or credible intervals of design floods with measured and simulated data. Some 1 × 10 3 simulated time series of AMF for each station were generated for this purpose by using the Monte Carlo method which followed the GEV distribution with parameters displayed in Table 3 . The record lengths of simulated time series are consistent with that measured data. We counted the average number of times that the simulated time series exceeded the lower limit of confidence or credible interval for the 100-year return level.
Our results are shown in Table 9 , which clearly shows that both measured and simulated time series had exceeded the lower limit of the confidence interval 
CONCLUSIONS
This study focuses on uncertainty assessment in extreme flood estimation using three common methods of flood frequency uncertainty analysis in hydrology (Delta, PLF, and Bayesian MCMC methods). We used these methods to estimate confidence intervals of extreme floods using AMF data recorded at four main stations in Dongting Lake However, all the three methods have similar confidence/credible intervals for short return periods, and the differences increase with the increase in the return periods. The asymmetry of confidence/credible intervals of quantiles for the PLF and Bayesian MCMC methods reflects the characteristic that the uncertainty of the upper limit is higher than that of the lower limit.
In summary, all the three methods can be used to estimate confidence intervals of extreme floods. In addition, both the PLF and Bayesian MCMC methods can generate more accurate results than that of Delta method. However, the Bayesian MCMC method is more suitable for practical use, since the PLF method is burdensome in computation.
In this work, the prior distributions for parameters are the 'vague' priors and only the systematic data used in the Bayesian MCMC method. In future work, other informative prior distributions and flood data with other types of information (e.g., temporal information on historic floods, spatial information on floods in neighboring catchments, and causal information on the flood processes) should be used to further evaluate the differences among the three methods.
