Primate long calls are high-amplitude vocalizations that can be critical in maintaining intragroup contact and intergroup spacing, and can encode abundant information about a call's producer, such as age, sex, and individual identity. Long calls of the wild emperor (Saguinus imperator) and saddleback (Leontocebus weddelli) tamarins were tested for these identity signals using artificial neural networks, machine-learning models that reduce subjectivity in vocalization classification. To assess whether modelling could be streamlined by using only factors which were responsible for the majority of variation within networks, each series of networks was re-trained after implementing two methods of feature selection. First, networks were trained and run using only the subset of variables whose weights accounted for 50% of each original network's variation, as identified by the networks themselves. In the second, only variables implemented by decision trees in predicting outcomes were used. Networks predicted dependent variables above chance (58.7% for sex, 69.2 for age class, and 38.8% for seven to eight individuals), but classification accuracy was not markedly improved by feature selection. Findings are discussed with regard to implications for future studies on identity signaling in vocalizations and streamlining of data analysis.
I. INTRODUCTION
Primate long calls-high amplitude long-distance vocalizations, sometimes also called loud calls or contact callsserve several functions. They can be used to maintain intergroup spacing and territory defense (Waser, 1977; Mitani, 1985; Rasoloharijaona et al., 2006; da Cunha and Jalles-Filho, 2007; Caselli et al., 2014) , and for mate defense and/or assessment (Mitani, 1984; Cowlishaw, 1996; Geissmann, 1999; Bolt, 2013) . They also facilitate the maintenance of intragroup cohesion (New World monkeys: Snowdon and Hodun, 1981; Spehar and Di Fiore, 2013; Dubreuil et al., 2015 ; Old World monkeys and lemurs: Byrne, 1982; Macedonia, 1986; Cheney et al., 1996; Ramanankirahina et al., 2016; apes: Mitani and Nishida, 1993; White et al., 2015) . These functions are made possible by the broad range of information encoded therein: calls can convey information regarding external references, such as location (Snowdon and Hodun, 1981) , but also intrinsic qualities of the producer, such as sex, age, and identity (Miller and Thomas, 2012; Le on et al., 2014; Terleph et al., 2015) .
Callitrichids, a diverse family of Neotropical primates, use species-specific long calls for inter-and intragroup communication (Epple, 1968; Brown et al., 1979; Jorgensen and French, 1998; Ruiz-Miranda et al., 1999; Lazaro-Perea, 2001; Windfelder, 2001; de la Torre and Snowdon, 2009 ). Long calls can be used by an individual seeking to reunite with its group after it has become isolated during ranging and for coordination with fellow group members during agonistic intergroup encounters. For arboreal primates such as callitrichids, visual contact with other group members can be hindered by distance or dense tropical forest. Encoding sex and individual identity in a long call can be important for maintaining intragroup spacing, during ranging, and in intergroup encounters (Arnedo et al., 2010; Lemasson and Hausberger, 2011; Bouchet et al., 2012; Dubreuil et al., 2015) . Similarly, recognizing age class from an individual's long call is particularly relevant for infants and juveniles, who often vocalize to solicit assistance or food from adults, and who are the most vulnerable when separated from the rest of their group (Epple, 1968; Chen et al., 2009) . Transmission of the characteristics of a call's producer in vocalizations therefore have marked effects on behavior and survival, and captive studies have confirmed that sex (Masataka, 1987; Norcross and Newman, 1993, age (Pola and Snowdon, 1975; Pistorio et al., 2006; Chen et al., 2009) , and individual (Jorgensen and French, 1998; Weiss et al., 2001; Miller et al., 2010) can be encoded in the acoustic structure of the long calls of several Callitrichine species.
In the present study we assess whether the long calls of two species of sympatric wild callitrichids, emperor (Saguinus imperator) and saddleback (Leontocebus weddelli) tamarins a) Electronic mail: erobakis@wustl.edu can be discriminated by sex, age class, and individual identity. To our knowledge, neither emperor nor saddleback tamarin vocalizations have been tested for this suite of identity signals in the wild. Both species live in cooperatively breeding social systems, which can have marked effects on the evolution of vocal communication (Burkart and van Schaik, 2009; Freeberg et al., 2012) . This includes the capacity for transmitting identity signals in vocalizations, which are important to adult-juvenile interactions, intergroup encounters, dispersal, and group cohesion (Marten et al., 1977; Freeberg et al., 2012) . We therefore predict that these signals-age, sex, and identity-will be discernable in the vocalizations of both species. A comparison of cooperatively breeding species can control for social factors, shed light on the adaptive pressures shaping signal variation, and in this case, help disentangle more complicated questions regarding how callitrichid behavior affects and is affected by signal variation in the wild.
To test whether vocalizations can be accurately classified according to identity signals, we use artificial neural networks (ANNs), a method of machine learning. ANNs function analogously to the brain's neurons. Inputs, such as bioacoustic measurements, are used to predict outputs, such as signaler characteristics, via a hidden layer of neurons, which are connected to inputs via axons (Fig. 1) . When the network is trained, axons are differentially weighted as the network learns, through an iterative process, which model best predicts outputs (Reby et al., 1997) . After the network is trained, the result is a web of neurons connected by weighted axons, where inputs can be classified as outputs according to the best model using novel datasets. ANNs can accommodate any number and type of independent variables, but function best with numeric variables that have been scaled and centered. ANNs have primarily been used to classify vocal repertoires and dialects (Orcinus orca: Deecke et al., 1999; Balaena mysticetus: Potter et al., 1994; Eulemur macaca: Pozzi et al., 2010) , and here we assess the extension of their applicability to detecting characteristics of signal producers in primates.
An advantage to neural networks is that they run chiefly without supervision. Users set certain parameters that define the space over which the network can explore optimal models, such as the number of neurons in a hidden layer and the number of hidden layers, but the networks themselves identify the best parameters through the iterative process of model training. Though optimal models do not inherently use a subset of the original variable set (i.e., neural networks do not perform feature selection), users can view each variable's weight in the final model. Weights range from 0 to 100, where higher, or "heavier," values indicate higher relative importance in the model, with all variable weights summing to 100. These weights can therefore be used to identify which independent variables are most diagnostic in predicting outcomes in order to optimize models with fewer inputs for future applications. In order to test whether using highly weighted variables improve network classification accuracy, here we re-train each network using only variables that have been identified by the networks themselves as being highly weighted. Choosing input variables from the dataset that minimize statistical noise while preserving important variation is time-consuming but sometimes critical for model optimization (Yang and Pederson, 1997; Guyon and Elisseeff, 2003) ; however, using weights assigned to variables during neural network training is one of many methods of feature selection (Dash and Liu, 1997) . Thus, a second goal of this study is to compare this feature selection method with one that identifies important variables via decision trees (Tirelli and Pessani, 2011; Wu, 2009) . Decision trees are supervised learning algorithms that can be used to predict outcomes using both continuous and categorical independent variables. The heterogenous population is presented as a root node, and the population is split into increasingly homogenous sub-nodes using one independent variable at each "decision point" until outcome variables are isolated (Fig. 2) . To assess whether either method of feature selection results in better classification rates of novel datasets, we compare classification accuracies of networks trained on "heavily weighted" variables and networks trained only on variables used in constructing decision trees. (Watsa, 2013) . Individuals' identities are confirmed across years by the presence of a microchip. Each tamarin is also fitted with a temporary beaded collar, replaced each year, that indicates group, sex, and individual identity, and given unique a bleach pattern on its tail (see Watsa et al., 2015 for a detailed protocol). These visual aids are used to confirm identity during data collection. Data on behavior, including mating and social systems, have been collected on emperor tamarins since 2011, and on saddleback tamarins since 2009 (Watsa, 2013) . Vocalizations from untagged individuals were not included in analyses.
Vocalizations were recorded ad libitum during 15-min focal follows and during mark-recapture events. Focal follows, which were randomized to balance data collection across individuals and groups over the course of each field season (May-August), were conducted by teams of two researchers. Using a Zoom H5 or Zoom H6 Handy Recorder with accompanying shotgun microphone (Zoom North America, Hauppauge, NY) at the highest available sampling rates (44-kHz/24-bit or 96-kHz/24-bit, respectively), one researcher recorded continuously throughout the focal follow in order to capture vocalizations emitted by the focal individual. When a long call occurred, the identity of the producer was confirmed by speaking into the recorder. If a long call was produced by an identified individual outside of a focal follow, or if the focal individual was out of sight and another individual began calling, observers initiated an ad (Watsa, 2013) . There were no infants in the study population. Vocalizations from all groups were also recorded during mark-recapture events except where indicated with an asterisk.
Year
Group AF AM SF SM JF JM Total long call sample size
Total long call sample size 110 51 1 11 0 32 205
Total long call sample size 61 123 0 2 7 6 199 libitum recording of the vocalizer until the individual went out of sight. If an ad libtum follow lasted longer than the duration of the 15-min focal follow, the original follow was not resumed, and the next follow on a different animal was begun. Recordings were also made during 13 group markrecapture events from 2014 to 2016 (Table I) . Observers recorded animal vocalizations from 3 to 6 m away. All data collection was carried out with approval from the Animal Studies Committees of Washington University in St. Louis, the University of Missouri-St. Louis, and the Peruvian Ministry of the Environment (SERFOR), permit number 193-2015-SERFOR-DGGSPFFS.
B. Call measurement
Spectrograms of all long calls were visually inspected in Raven Pro (Hann window, 5.33 mS window size, 1.2 mS hop size, and 2048 DFT to correct for different sampling rates) (Bioacoustics Research Program, 2014) , and we discarded those with low signal-to-noise ratios. The long calls of both species comprise a series of disconnected syllables (Fig. 3 ). As such, we made two sets of measurements for each long call: those based on individual syllables ("syllable set") and those based on the call as a whole ("unit set") (Table II) . We used 31 unique variables, 12 of which were measurements automatically generated by Raven Pro. Raven produces certain "robust" measurements based on signal-toenergy ratios rather than the absolute energy contained within a selection, thus reducing errors introduced by interobserver differences in measurement accuracy and variation in recording conditions (Table II) (Charif et al., 2010) . During measurement, each syllable was assigned a quality score from 0 to 3, with 0 indicating that one or more of the measurements was unreliable (for instance, if a syllable was obscured by a high-amplitude background noise) and 3 indicating full confidence in the measurements. Units were then given corresponding scores from 0 to 3, with 0 indicating that none of the syllables had been reliably measured, and 3 indicating that all syllables had been reliably measured. Only syllables and units that had a score of 3 were included in analyses.
C. Analysis with the full set of variables
We implemented artificial neural networks to predict sex, age class, and individual identity (nnet package: Venables and Ripley, 2002; e1071 package: Meyer et al., 2017) (R Core Team, 2017) . We scaled all numerical data and assigned dummy variables to categorical data using the caret package (Kuhn et al., 2016) before running each ANN. For each ANN, we first trained the model on the complete dataset and ran the best model detected from the training portion on the complete dataset as well. Then, to account for overfitting we trained the model on a randomly selected 66.7% of the data and ran the ANN on the remaining 33.3%. The nnet package automatically implements one hidden layer, which is generally sufficient for most models (de Villiers and Barnard, 1992) . We tuned the parameters of the model by testing two to ten neurons in increments of two, weight decays of 0.001, 0.01, 0.05, and 0.1, and initial random weights of 0.5 and 1. Because outcomes will vary dependent on inputs, we ran the networks on randomized subsets 10 times and took the mean of the results (Pozzi et al., 2010) .
For sex and age class, we trained and ran ANNs using both complete syllable-and unit-sets of measurements, resulting in eight ANNs across both species. For individual identity, we only included individuals for which we had 10 long calls: eight emperor tamarin individuals and seven saddleback individuals. We ran one ANN on each syllable and unit set for each species, resulting in four ANNs. In total, there were 24 networks run with the full variable set: 12 trained and run on 100% of the data, and 12 trained on 67.7% and run on 33.3% to account for overfitting.
D. Analysis with selected features
We ran two additional series of neural networks after implementing each of two methods of feature selection. In the first method, we used the caret package (Kuhn et al., 2016) to identify which variables were assigned the highest weights in each ANN. We re-ran each network using only the variables whose weights accounted for 50% of variation within all ANNs that were trained and run on subset data.
We also used decision trees to identify which variables were most important in predicting dependent variables. Using the rpart package, which automatically uses tenfold crossvalidation, we employed the default Gini index for splitting, which uses the probability of a sample being correctly assigned to a dependent variable to compute binary outcomes at each decision point (Therneau et al., 2015) . We set the minimum bucket, or the smallest number of samples allowed per terminal node, to the smallest sample size of any dependent variable in the dataset. We set the minimum split, or the minimum number of samples that must be in a node before a split is attempted, to the smallest sample size of any dependent variable þ 1. For example, if there were 1428 observations for females and 1292 for males in the dataset, the minimum bucket was set to 1292 and the minimum split was 1293. We re-ran each ANN with only the variables used by the decision trees to categorize dependent variables. For all ANNs attempted after feature selection, we trained and ran each one on two-and one-thirds of the dataset, respectively.
III. RESULTS
We analyzed 205 long calls from 20 Saguinus imperator individuals and 199 long calls from 18 Leontocebus weddelli individuals (Table I) . Emperor tamarin long calls comprise an average of 12 6 2 SD syllables (average total duration: 3.1 s 6 0.7 SD), while saddleback long calls average 6 6 2 SD syllables (average total duration: 2.6 s 6 0.7 SD). Total units with the numbers of introductory and terminal syllables are presented in Table III .
A. Identity signaling
If networks were randomly assigning calls to each category, we would expect them to do so accurately 50% of the Subunits at the beginning and/or end of a unit that were (a) a markedly different shape than the rest of the unit's syllables; and/or (b) had start frequencies that did not follow the overall arc of the unit (Fig. 3) time for sex (based on two categories: male and female), 12.5% for emperor tamarin individual identity (based on eight individuals in the sample) and 14.3% for saddleback tamarin individual identity (based on seven individuals). There were no tamarins in the trapped population that fell into the "infant" category, and so individuals were divided into juvenile, subadult, and adult age classes; age would therefore be accurately categorized 33% of the time by chance alone. For the complete dataset, accuracy ranged from 83% to 100% for all dependent variables. Networks using all independent variables that were trained on a subset of the data reached 57.7% accuracy for sex, 69.1% accuracy for age, and 38.8% accuracy for individual (Table IV) .
B. Feature selection and predictive accuracy
Variable importance for each ANN, or the weight of each independent variable as determined by the network itself, is summarized in Table V . Between five and eight syllable-set variables (average 5.83 6 0.41 SD) and four to five unit-set variables (average 4.67 6 0.52 SD) accounted for the top 50% of variation within each network (approximately 25%-30% of all variables per set). For the syllable set, decision trees used 14 variables for emperor tamarins and 10 variables for saddleback tamarins. For the unit set, decision trees used nine and 10 variables for emperor and saddleback tamarins, respectively (Table VI) . Four variables in the syllable set (aggregate entropy, average entropy, duration 90%, and year) and three in the unit set (duration average, average intersyllable interval, and year) were identified as being important for predictions by both neural networks and decision trees (Table VII) .
Using only the variables that were highly weighted within each species, ANNs predicted dependent variables with 68% accuracy for the syllable set and 58% for the unit set (Table IV) . Using the decision trees' variables within each species, ANNs predicted dependent variables with 61% accuracy for both the syllable and unit sets. While accuracy between networks was generally similar, those Table II . Full set ¼ the network was trained and tested on 100% of the data using all variables; Subset ¼ the network was trained on 66.7% of the data and tested on 33.3% using all independent variables; HWV ¼ the network was trained on 66.7% of the data and tested on 33.3% of the data using only heavily weighted independent variables cumulatively responsible for 50% of the networks' variation, as identified by the neural network itself; DT ¼ the network was trained on 66.7% of the data and tested on 33.3% of the data using only independent variables used for categorization of dependent variables via decision tree; N ¼ number of samples used in each network; N dv ¼ number of potential outcomes of each dependent variable, with the expected accuracy based on chance alone in parentheses. using heavily weighted variables (HWV) were much more accurate in predicting saddleback individual using the unit set of variables (97.4% accuracy) than decision tree (DT) networks (60.2% accuracy). Networks run on the full variable set were not notably different than those using selected features, with the exceptions of emperor tamarin unit set networks and saddleback syllable set networks for predicting individual identity.
Variables

IV. DISCUSSION
A. Identity signaling in callitrichids
In keeping with our predictions that tamarin long calls should be discriminable according to identity signals of their producers, artificial neural networks accurately classified calls according to sex, age, and identity well above what would be predicted by chance alone for both species. Moreover, vocalizations were roughly equally discriminable by identity signals in both species. However, much like prior research on callitrichids, we found that spectrotemporal features responsible for variation were not consistent across emperor and saddleback tamarins. In this study, only seven of 31 features were used by both neural networks and decision trees. The spectrotemporal variables were based on entropy features and various duration features (Tables  VI-VII) . Year was also critical in every network across both species and both measurement sets. The influence of year is a departure from prior studies on call discrimination that have not been able to account for resampling of individuals across years (e.g., Steenbeek and Assink, 1998; Fischer et al., 2002; Ey et al., 2007; Erb et al., 2013) , but supports earlier research on captive callitrichids indicating that there is individual continuity in vocalizations within, though not necessarily across, years (Jorgensen and French, 1998; Takahashi et al., 2015) . Jorgensen and French (1998) tested only dominant adult Wied's marmosets for changes in vocalizations over time, and while all individuals demonstrated a significant difference in at least one spectrotemporal feature across years, it was not always the same feature(s) in each individual. If these differences were the result of development or senescence, we would expect the same features to change in a similar direction across individuals. Pygmy (Elowson et al., 1992) and common (Takahashi et al., 2015; Takahashi et al., 2016) marmosets similarly both demonstrated ontogenetic changes in vocal behavior and production that could not be explained by physiology alone: changes in call structure, such as syllables per second, and calling rates, or the ratio of infant-typical to adult-typical calls, were not equal across individuals or litters, with certain parameters increasing in some while decreasing in others. The magnitude and direction of change in parameters should have been even across litters if call structure and rate were shaped solely by development. Further, the rate of development of adult-like spectrotemporal features and call rates accelerated with increased vocal responses from adults (Takahashi et al., 2015; Takahashi et al., 2017) . Variables diagnostic in predicting sex are also inconsistent across species. For instance, Norcross and Newman (1993) found that male golden lion tamarins produced long calls of higher average frequency and shorter duration than females, though Benz et al. (1990) concluded that males' calls had higher frequencies and demonstrated no significant difference in duration from females' calls. Alternatively, a study on mustached tamarins revealed that average intersyllable intervals in contact calls were longer for females than males (Masataka, 1987) . In a captive study of cottontop tamarins, Scott et al. (2006 Scott et al. ( ) demonstrated that, between 1983 Scott et al. ( and 2002 , sex differences in rates of long call production reversed, with females producing long calls more often than males in the first sample but less often than males in the second sample. A second test on the same population in 2004 revealed further changes, with some females once again producing more long calls than males, which the authors suggest may reflect responses to changes in external conditions, that is housing pairs (Scott et al., 2006) . Variability in group composition and size across years might similarly account for intraindividual changes that are unrelated to development in this population. Regardless of the mechanisms driving vocal change over time, however, the results presented here suggest that, particularly for researchers seeking to classify signaler characteristics from vocalizations, future models should be careful to account for intraindividual changes in vocalizations on the time axis by including a time-based variable in the set of predictors.
B. Predictive accuracy of neural networks
Surprisingly, neither method of feature selection was more effective than simply training them on a subset of the dataset with all variables. This was true for all outcomes except for in cases of predicting individual identity; this may be the result of smaller sample sizes, though even networks run on the full set of variables nevertheless did markedly better than they would have by chance alone. There is currently no consensus on a formula for determining sample size in neural networks; though lower or imbalanced sample sizes can sometimes mean lower predictive accuracy, small or imbalanced datasets do not necessarily preclude the use of ANNs (Deecke et al., 1999; Mazurowski et al., 2008; Pozzi et al., 2010) . Here, for instance, a sample size of 136 saddleback vocalizations from seven individuals was sufficient for 38% classification accuracy (versus the expected 14.3%) by a model using 13 unit-set variables. Though the accuracy of those networks improved with fewer variables, this supports the idea that neural networks can function with small sample sizes, particularly since models run using highly weighted variables reached roughly equal accuracy to those networks run using variables chosen by decision trees despite using about half the number of features. Thus, neural networks appear to be efficient at predicting identity signals despite a high ratio of features to samples.
The results presented here indicate that neural networks are powerful tools for the detection of identity signals in emperor and saddleback tamarins. That predictive accuracy is not meaningfully improved after feature selection might be of particular interest to those attempting to use bioacoustic tools to survey primate populations. Long-distance contact vocalizations can be used for passive acoustic monitoring, wherein microphones are placed in a species' home range and passively detect and record vocalizations without human supervision. This can be effective for surveying species presence, abundance, and health in a variety of ecosystems for populations that are remote, unhabituated, or rare (Campbell et al., 2002; Mennill et al., 2006; Hutto and Stutzman, 2009; Blumstein et al., 2011; Digby et al., 2013; Yack et al., 2013; Heinicke et al., 2015; Bryant et al., 2016; Munger et al., 2016) . Reduced restrictions on sample sizes make neural networks good options for demographic monitoring of cryptic or remote groups of species for whom the collection of large datasets can be challenging. Similarly, omitting feature selection as a step in data preparation can drastically increase the efficiency of data processing and analysis for researchers.
