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Abstract—Automatic prostate segmentation in transrectal ul-
trasound (TRUS) images is of essential importance for image-
guided prostate interventions and treatment planning. However,
developing such automatic solutions remains very challenging
due to the missing/ambiguous boundary and inhomogeneous
intensity distribution of the prostate in TRUS, as well as the
large variability in prostate shapes. This paper develops a novel
3D deep neural network equipped with attention modules for
better prostate segmentation in TRUS by fully exploiting the
complementary information encoded in different layers of the
convolutional neural network (CNN). Our attention module
utilizes the attention mechanism to selectively leverage the multi-
level features integrated from different layers to refine the
features at each individual layer, suppressing the non-prostate
noise at shallow layers of the CNN and increasing more prostate
details into features at deep layers. Experimental results on
challenging 3D TRUS volumes show that our method attains
satisfactory segmentation performance. The proposed attention
mechanism is a general strategy to aggregate multi-level deep
features and has the potential to be used for other medical
image segmentation tasks. The code is publicly available at
https://github.com/wulalago/DAF3D.
Index Terms—Attention mechanisms, deep features, feature
pyramid network, 3D segmentation, transrectal ultrasound.
I. INTRODUCTION
PROSTATE cancer is the most common noncutaneouscancer and the second leading cause of cancer-related
deaths in men [1]. Early detection and interventions is the
crucial key to the cure of progressive prostate cancer [2].
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Fig. 1. Example TRUS images. Red contour denotes the prostate boundary.
There are large prostate shape variations, and the prostate tissues present inho-
mogeneous intensity distributions. Orange arrows indicate missing/ambiguous
boundaries.
Transrectal ultrasound (TRUS) has long been a routine imag-
ing modality for image-guided biopsy and therapy of prostate
cancer [3]. Accurate boundary delineation from TRUS images
is of essential importance for the treatment planning [4],
biopsy needle placement [5], brachytherapy [6], cryotherapy
[7], and can help surface-based registration between TRUS and
preoperative magnetic resonance (MR) images during image-
guided interventions [8], [9]. Currently, prostate boundaries
are routinely outlined manually in a set of transverse cross-
sectional 2D TRUS slices, then the shape and volume of the
prostate can be derived from the boundaries for the subsequent
treatment planning. However, manual outlining is tedious,
time-consuming and often irreproducible, even for experienced
physicians.
Automatic prostate segmentation in TRUS images has be-
come a considerable research area [10], [11]. Nevertheless,
even though there has been a number of methods in this
area, accurate prostate segmentation in TRUS remains very
challenging due to (a) the ambiguous boundary caused by
poor contrast between the prostate and surrounding tissues,
(b) missing boundary segments result from acoustic shadow
and the presence of other structures (e.g. the urethra), (c)
inhomogeneous intensity distribution of the prostate tissue in
TRUS images, and (d) the large shape variations of different
prostates (see Fig. 1).
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Fig. 2. The visual comparisons of TRUS segmentations using conventional multi-level features (rows 1 and 3) and proposed attentive features (rows 2 and
4). (a) is the input TRUS images; (b)-(e) show the output feature maps from layer 1 (shallow layer) to layer 4 (deep layer) of the convolutional networks; (f)
is the segmentation results predicted by corresponding features; (g) is the ground truths. We can observe that directly applying multi-level features without
distinction for TRUS segmentation may suffer from poor localization of prostate boundaries. In contrast, our proposed attentive features are more powerful
for the better representation of prostate characteristics.
A. Relevant Work
The problem of automatic prostate segmentation in TRUS
images has been extensively exploited in the literature [5],
[12]–[30]. One main methodological stream utilizes shape
statistics for the prostate segmentation. Ladak et al. [12]
proposed a semi-automatic segmentation of 2D TRUS images
based on shape-based initialization and the discrete dynamic
contour (DDC) for the refinement. Wang et al. [16] further
employed the DDC method to segment series of contiguous
2D slices from 3D TRUS data, thus obtaining 3D TRUS seg-
mentation. Pathak et al. [13] proposed a edge-guided boundary
delineation algorithm with built-in a priori shape knowledge
to detect the most probable edges describing the prostate.
Shen et al. [15] presented a statistical shape model equipped
with Gabor descriptors for prostate segmentation in ultrasound
images. Inspired by [15], robust active shape model has been
proposed to discard displacement outliers during model fitting
procedure, and further applied to ultrasound segmentation
[25]. Tutar et al. [20] defined the prostate segmentation task as
fitting the best surface to the underlying images under shape
constraints learned from statistical analysis. Yan et al. [5]
developed a partial active shape model to address the missing
boundary issue in ultrasound shadow area. Yan et al. [22]
used both global population-based and patient-specific local
shape statistics as shape constraint for the TRUS segmentation.
All aforementioned methods have incorporated prior shape
information to provide robust segmentation against image
noise and artifacts. However, due to the large variability in
prostate shapes, such methods may lose specificity, which are
generally not sufficient to faithfully delineate boundaries in
some cases [11].
In addition to shape statistics based methods, many other
approaches resolve the prostate segmentation by formulating
it as a foreground classification task. Zhan et al. [21] utilized
a set of Gabor-support vector machines to analyse texture
features for prostate segmentation. Ghose et al. [23] performed
supervised soft classification with random forest to identify
prostate. Yang et al. [28] extracted patch-based features (e.g.,
Gabor wavelet, histogram of gradient, local binary pattern)
and employed the trained kernel support vector machine to
locate prostate tissues. In general, all above methods used
hand-crafted features for segmentations, which are ineffective
to capture the high-level semantic knowledge, and thus tend to
fail in generating high-quality segmentations when there are
ambiguous/missing boundaries in TRUS images.
Recently, deep neural networks are demonstrated to be a
very powerful tool to learn multi-level features for object seg-
mentation [31]–[37]. Guo et al. [38] presented a deep network
for the segmentation of prostate in MR images. Motivated
by [38], Ghavami et al. [39], [40] employed convolutional
neural networks (CNNs) built upon U-net architecture [34] for
automatic prostate segmentation in 2D TRUS slices. To tackle
the missing boundary issue in TRUS images, Yang et al. [41]
proposed to learn the shape prior with the biologically plausi-
ble recurrent neural networks (RNNs) and bridged boundary
incompleteness. Karimi et al. [42] employed an ensemble
of multiple CNN models and a statistical shape model to
segment TRUS images for prostate brachytherapy. Anas et al.
[43] employed a deep residual neural net with an exponential
weight map to delineate the 2D TRUS images for low-dose
prostate brachytherapy treatment. Anas et al. [44] further
developed an RNN-based architecture with gated recurrent unit
as the core of the recurrent connection to segment prostate in
freehand ultrasound guided biopsy.
Compared to traditional machine learning methods with
hand-crafted features, one of the main advantages of deep
neural networks is to generate multi-level features consisting
of abundant semantic and fine information. However, directly
applying multi-level convolutional features without distinction
for TRUS segmentation may suffer from poor localization
of prostate boundaries, due to the distraction from redundant
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Fig. 3. The schematic illustration of our prostate segmentation network equipped with attention modules. FPN: feature pyramid network; SLF: single-layer
features; MLF: multi-layer features; AM: attention module; ASPP: atrous spatial pyramid pooling.
features (see the 1st and 3rd rows of Fig. 2). Because the inte-
grated multi-level features tend to include non-prostate regions
(due to low-level details from shallow layers) or lose details
of prostate boundaries (due to high-level semantics from deep
layers) when generating segmentation results. Our preliminary
study on 2D TRUS images [45] has demonstrated that it is
essential to leverage the complementary advantages of features
at multiple levels and to learn more discriminative features
targeting for accurate and robust segmentation. However, the
work [45] only realizes 2D segmentation which could be very
limiting for its application.
In this study, we develop a novel 3D feature pyramid
network equipped with attention modules to generate deep
attentive features (DAF) for better prostate segmentation in
3D TRUS volumes. The DAF is generated at each individual
layer by learning the complementary information of the low-
level detail and high-level semantics in multi-layer features
(MLF), thus is more powerful for the better representation of
prostate characteristics (see the 2nd and 4th rows of Fig. 2).
Experiments on 3D TRUS volumes demonstrate that our seg-
mentation using deep attentive features achieves satisfactory
performance.
B. Contributions
The main contributions of our work are twofold.
1) We propose to fully exploit the useful complementary
information encoded in the multi-level features to refine
the features at each individual layer. Specifically, we
achieve this by developing an attention module, which
can automatically learn a set of weights to indicate the
importance of the features in MLF for each individual
layer.
2) We develop a 3D attention guided network with a novel
scheme for TRUS prostate segmentation by harnessing
the spatial contexts across deep and shallow layers. To
the best of our knowledge, we are the first to utilize
attention mechanisms to refine multi-layer features for
the better 3D TRUS segmentation. In addition, the
proposed attention mechanism is a general strategy to
aggregate multi-level features and has the potential to
be used in other segmentation applications.
The remainder of this paper is organized as follow. Sec-
tion II presents the details of the attention guided network
which generates attentive features by effectively leveraging the
complementary information encoded in multi-level features.
Section III presents the experimental results of the proposed
method for the application of 3D TRUS segmentation. Sec-
tion IV elaborates the discussion of the proposed attention
guided network, and the conclusion of this study is given in
Section V.
II. DEEP ATTENTIVE FEATURES FOR 3D SEGMENTATION
Segmenting prostate from TRUS images is a challenging
task especially due to the ambiguous/missing boundary and
inhomogeneous intensity distribution of the prostate in TRUS.
Directly using low-level or high-level features, or even their
combinations to conduct prostate segmentation may often fail
to get satisfactory results. Therefore, leveraging various factors
such as multi-scale contextual information, region semantics
and boundary details to learn more discriminative prostate fea-
tures is essential for accurate and robust prostate segmentation.
To address above issues, we present deep attentive features
for the better representation of prostate. The following subsec-
tions present the details of the proposed scheme and elaborate
the novel attention module.
A. Network Architecture
Fig. 3 illustrates the proposed prostate segmentation net-
work with deep attentive features. Our network takes the
TRUS images as the input and outputs the segmentation result
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Fig. 4. The schematic illustration of the atrous spatial pyramid pooling
(ASPP) with dilated convolution and group normalization (GN).
in an end-to-end manner. It first produces a set of feature
maps with different resolutions. The feature maps at shallow
layers have high resolutions but with fruitful detail information
while the feature maps at deep layers have low resolutions
but with high-level semantic information. We implement the
3D ResNeXt [46] as the feature extraction layers (the gray
parts in the left of Fig. 3). Specifically, to alleviate the issue
of large scale variability of prostate shapes in different TRUS
slices (e.g., mid-gland slices show much larger prostate region
than base/apex slices do), we employ dilated convolution [47]
in backbone ResNeXt to systematically aggregate multi-scale
contextual information. We use 3× 3× 3 dilated convolutions
with rate of 2 to substitute the conventional 3 × 3 × 3
convolutions in layer3 and layer4 to increase the receptive field
without loss of resolution. In addition, considering that the
TRUS data is a “thin” volume (slice number (L) is relatively
smaller than slice width (W )/height (H)), we set downsam-
pling of layer0 by stride (2, 2, 2), and set layer1, layer2 by
stride (2, 2, 1) to retain useful information in different slices.
To naturally leverage the feature hierarchy computed by
convolutional network, we further utilize feature pyramid net-
work (FPN) architecture [48] to combine multi-level features
via a top-down pathway and lateral connections (see Fig. 3,
3D-FPN). The top-down pathway upsamples spatially coarser,
but semantically stronger feature maps from higher pyramid
levels. These feature maps are then merged with correspond-
ingly same-sized bottom-up maps via lateral connections.
Each lateral connection merges feature maps by element-
wise addition. The enhanced feature maps at each layer are
obtained by using the deeply supervised mechanism [49]
that imposes the supervision signals to multiple layers. The
deeply supervised mechanism can reinforce the propagation
of gradients flows within the 3D network and hence help to
learn more representative features [50]. Note that the feature
maps at layer0 are ignored in the pyramid due to the memory
limitation.
After obtaining the enhanced feature maps with different
levels of information via FPN, we enlarge these feature
maps with different resolutions to the same size of layer1’s
feature map by trilinear interpolation. The enlarged feature
maps at each individual layer are denoted as “single-layer
features (SLF)”, and the multiple SLFs are combined together,
followed by convolution operations, to generate the “multi-
layer features (MLF)”. Although the MLF encodes the low-
level detail information as well as the high-level semantic
information of the prostate, it also inevitably incorporates
noise from the shallow layers and losses some subtle parts
of the prostate due to the coarse features at deep layers.
In order to refine the features of the prostate ultrasound
image, we present an attention module to generate deep
attentive features at each layer in the principle of the attention
mechanism. The proposed attention module leverages the MLF
and the SLF as the inputs and produces the refined attentive
feature maps; please refer to Section II-B for the details of
our attention module.
Then, instead of directly averaging the obtained multi-scale
attentive feature maps for the prediction of the prostate region,
we employ a 3D atrous spatial pyramid pooling (ASPP) [51]
module to resample attentive features at different scales for
more accurate prostate representation. As shown in Fig. 3, the
multiple attentive feature maps generated by attention modules
are combined together, followed by convolution operations, to
form an attentive feature map. Four parallel convolutions with
different atrous rates are then applied on top of this attentive
feature map to capture multi-scale information. Specifically,
the schematic illustration of our 3D ASPP with dilated convo-
lution and group normalization (GN) [52] is shown in Fig. 4.
Our 3D ASPP consists of (a) one 1 × 1 × 1 convolution and
three 3 × 3 × 3 dilated convolutions with rates of (6, 12, 18),
and (b) group normalization right after the convolutions. We
choose GN instead of batch normalization is due to GN’s
accuracy is considerably stable in a wide range of batch sizes
[52], which will be more suitable for 3D data computation.
Our GN is along the channel direction and the number of
groups is 32.
Finally, we combine multi-scale attentive features together,
and get the prostate segmentation result by using the deeply
supervised mechanism [49].
B. Deep Attentive Features
As presented in Section II-A, the feature maps at shallow
layers contain the detail information of prostate but also
include non-prostate regions, while the feature maps at deep
layers are able to capture the highly semantic information
to indicate the location of the prostate but may lose the
fine details of the prostate’s boundaries. In order to refine
the features at each layer, here we present a deep attentive
module (see Fig. 5) to generate the refined attentive features
by utilizing the proposed attention mechanism.
Attention model is widely used for various tasks, includ-
ing image segmentation. Several attention mechanisms, e.g.,
channel-wise attention [53] and pixel-wise attention [54], have
been proposed to boost the networks representational power.
In this study, we explore layer-wise attention mechanism to
selectively leverage the complementary features across all
scales to refine the features of individual layers.
Specifically, as shown in Fig. 5, we feed the MLF and SLF
at each layer into the proposed attention module and generate
refined SLF through the following three steps. The first step is
SUBMIT TO IEEE TRANS. ON MEDICAL IMAGING, VOL. XX, NO. XX, XX XX 5
Fig. 5. The schematic illustration of the proposed attention module.
to generate an attentive map at each layer, which indicates the
importance of the features in MLF for each specific individual
layer. Given the single-layer feature maps at each layer, we
concatenate them with the multi-layer feature maps as Fx,
and then produce the unnormalized attention weights Wx (see
Fig. 5):
Wx = fa(Fx; θ), (1)
where θ represents the parameters learned by fa which con-
tains three convolutional layers. The first two convolutional
layers use 3 × 3 × 3 kernels, and the last convolutional
layer applies 1 × 1 × 1 kernels. It is worth noting that in
our implementation, each convolutional layer consists of one
convolution, one group normalization, and one parametric rec-
tified linear unit (PRelu) [55]. These convolutional operations
are employed to choose the useful multi-level information
with respect to the features of each individual layer. After
that, our attention module computes the attentive map Ax by
normalizing Wx with a Sigmoid function.
In the second step, we multiply the attentive map Ax
with the MLF in a element-by-element manner to weight the
features in MLF for each SLF. Third, the weighted MLF is
merged with corresponding features of each SLF by applying
two 3 × 3 × 3 and one 1 × 1 × 1 convolutional layers,
which is capable of automatically refining layer-wise SLF and
producing the final attentive features for the given layer (see
Fig. 5).
In general, our attention mechanism leverages the MLF as
a fruitful feature pool to refine the features of each SLF.
Specifically, as the SLF at shallow layers is responsible for dis-
Fig. 6. The learning curve of our attention guided network.
covering detailed information but lack of semantic information
of prostate, the MLF can guide them gradually suppress details
that are not located in the semantic saliency regions while cap-
turing more details in semantic saliency regions. Meanwhile,
as SLF at deep layers are responsible for capturing cues of the
whole prostate and may lack of detailed boundary features,
the MLF can enhance their boundary details. By refining the
features at each layer using the proposed attention mechanism,
our network can learn to select more discriminative features
for accurate and robust TRUS segmentation.
C. Implementation Details
Our proposed framework was implemented on PyTorch and
used the 3D ResNeXt [46] as the backbone network.
a) Loss Function: During the training process, Dice loss
Ldice and binary cross-entropy loss Lbce are used for each
output of this network:
Ldice = 1− 2
∑N
i=1 pigi∑N
i=1 pi
2 +
∑N
i=1 gi
2
, (2)
Lbce =
N∑
i=1
gi log pi +
N∑
i=1
(1− gi) log(1− pi), (3)
where N is the voxel number of the input TRUS volume;
pi ∈ [0.0, 1.0] represents the voxel value of the predicted
probabilities; gi ∈ {0, 1} is the voxel value of the binary
ground truth volume. The binary cross-entropy loss Lbce
is a conventional loss in segmentation task. It is preferred
in preserving boundary details but may cause over-/under-
segmentation due to class-imbalance issue. In order to alleviate
this problem, we combine the Dice loss Ldice with the Lbce.
The Dice loss emphasizes global shape similarity to gener-
ate compact segmentation and its differentiability has been
illustrated in [56]. The combined loss is helpful to consider
both local detail and global shape similarity. We define each
supervised signal Lsignal as the summation of Ldice and Lbce:
Lsignal = Ldice + Lbce. (4)
Therefore the total loss Ltotal is defined as the summation of
loss on all supervised signals:
Ltotal =
n∑
i=1
wiLisignal +
n∑
j=1
wjLjsignal + wfLfsignal, (5)
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Fig. 7. One example to illustrate the effectiveness of the proposed attention module for the feature refinement. (a) is the input TRUS image and its ground
truth; (b)-(e) show the features from layer 1 (shallow layer) to layer 4 (deep layer); rows 1-3 show single-layer features (SLFs), corresponding attentive maps
and attention-refined SLFs, respectively; (f) is the multi-layer features (MLF) and the attention-refined MLF. We can observe that our proposed attention
module provides a feasible solution to effectively incorporate details at low levels and semantics at high levels for better feature representation.
where wi and Lisignal represent the weight and loss of i-
th layer; while wj and Ljsignal represent the weight and
loss of j-th layer after refining features using our attention
modules; n is the number of layers of our network; wf and
Lfsignal are the weight and loss for the output layer. We
empirically set the weights (wi=1,2,3,4, wj=1,2,3,4 and wf ) as
(0.4, 0.5, 0.7, 0.8, 0.4, 0.5, 0.7, 0.8, 1).
b) Training Process: Our framework is trained end-to-
end. We adopt Adam [57] with the initial learning rate of
0.001, a mini-batch size of 1 on a single TITAN Xp GPU, to
train the whole framework. Fig. 6 shows the learning curve of
the proposed framework. It can be observed that the training
converges after 14 epochs. Training the whole framework by
20 epochs takes about 54 hours on our experimental data.
The code is publicly available at https://github.com/
wulalago/DAF3D.
III. EXPERIMENTS AND RESULTS
A. Materials
Experiments were carried on TRUS volumes obtained from
forty patients at the First Affiliate Hospital of Sun Yat-
Sen University, Guangzhou, Guangdong, China. The study
protocol was reviewed and approved by the Ethics Committee
of our institutional review board and informed consent was
obtained from all patients.
We acquired one TRUS volume from each patient. All
TRUS data were obtained using Mindray DC-8 ultrasound
system (Shenzhen, China) with an integrated 3D TRUS probe.
These data were then reconstructed into TRUS volumes. The
3D TRUS volume contains 170 × 132 × 80 voxels with a
voxel size of 0.5 × 0.5 × 0.5 mm3. To insure the ground-
truth segmentation as correct as possible, two experienced
urological clinicians with extensive experience in interpreting
the prostate TRUS images have been involved for annotations.
It took two weeks for one clinician to delineate all boundaries
using a custom interface developed via C++. This clinician
delineated each slice by considering the 3D information of its
neighboring slices. Then all the manually delineated bound-
aries were further refined/confirmed by another clinician for
the correctness assurance. We adopted data augmentation (i.e.,
rotation and flipping) for training.
B. Experimental Methods
To demonstrate the advantages of the proposed method on
TRUS segmentation, we compared our attention guided net-
work with other three state-of-the-art segmentation networks:
3D Fully Convolutional Network (FCN) [33], 3D U-Net 1
[39], and Boundary Completion Recurrent Neural Network
(BCRNN) [41]. It is worth noting that the work [41] and
[39] have been proposed specializing in TRUS segmentation.
For a fair comparison, we re-trained all the three compared
models using the public implementations and adjusted training
parameters to obtain best segmentation results.
In addition to the aforementioned compared methods, we
also performed ablation analysis to directly show numerical
gains of the attention module design. We discarded the atten-
tion modules in our framework, and directly sent the MLF (the
yellow layer in Fig. 3) to go through the ASPP module for the
final prediction. We denote this model as 3D customized FPN
(cFPN). Four-fold cross-validation was conducted to evaluate
the segmentation performance of different models 2.
The metrics employed to quantitatively evaluate segmen-
tation included Dice Similarity Coefficient (Dice), Jaccard
Index, Conformity Coefficient (CC), Average Distance of
1The work [39] adopted a 2D U-Net architecture [34] as backbone network.
Here we extend [39] to 3D architecture for a fair comparison.
2To ensure fair comparison, same hyper-parameter tuning was conducted
for each network in the cross-validation. More specifically, we sampled over
a range over hyper-parameters and trained each network. Each network’s
performance shown in this paper was hyper-parameters that produced on
average the best performance in all four folds.
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TABLE I
METRIC RESULTS OF DIFFERENT METHODS (MEAN±SD, BEST RESULTS ARE HIGHLIGHTED IN BOLD)
Metric 3D FCN [33] 3D U-Net [39] BCRNN [41] 3D cFPN Ours
Dice 0.82± 0.04 0.84± 0.04 0.82± 0.04 0.88± 0.04 0.90±0.03
Jaccard 0.70± 0.06 0.73± 0.06 0.70± 0.05 0.78± 0.06 0.82±0.04
CC 0.56± 0.12 0.63± 0.11 0.56± 0.11 0.72± 0.10 0.78±0.08
ADB 9.58± 2.65 8.27± 2.03 5.13± 1.13 6.12± 1.88 3.32±1.15
95HD 25.11± 7.83 20.39± 4.74 11.57± 2.64 15.11± 5.03 8.37±2.52
Precision 0.81± 0.09 0.83± 0.08 0.87± 0.07 0.85± 0.08 0.90±0.06
Recall 0.85± 0.09 0.88± 0.08 0.79± 0.08 0.92±0.06 0.91± 0.04
TABLE II
P-VALUES FROM WILCOXON RANK-SUM TESTS BETWEEN OUR METHOD
AND OTHER COMPARED METHODS ON DIFFERENT METRICS
Metric
3D FCN
vs.
Ours
3D U-Net
vs.
Ours
BCRNN
vs.
Ours
3D cFPN
vs.
Ours
Dice 10−12 10−10 10−12 10−3
Jaccard 10−12 10−10 10−12 10−3
CC 10−12 10−10 10−12 10−3
ADB 10−14 10−14 10−8 10−10
95HD 10−14 10−14 10−7 10−11
Precision 10−6 10−6 0.03 10−3
Recall 0.01 0.11 10−8 0.08
Boundaries (ADB, in voxel), 95% Hausdorff Distance (95HD,
in voxel), Precision, and Recall [58], [59]. Metrics of Dice,
Jaccard and CC were used to evaluate the similarity between
the segmented volume and ground truth 3. The ADB measured
the average over the shortest voxel distances between the
segmented volume and ground truth. The HD is the longest
distance over the shortest distances between the segmented
volume and ground truth. Because HD is sensitive to outliers,
we used the 95th percentile of the asymmetric HD instead of
the maximum. Precision and Recall evaluated segmentations
from the aspect of voxel-wise classification accuracy. All eval-
uation metrics were calculated in 3D. A better segmentation
shall have smaller ADB and 95HD, and larger values of all
other metrics.
C. Segmentation Performance
We first qualitatively illustrate the effectiveness of the
proposed attention module for the feature refinement. From
Fig. 7, we can observe that our attentive map can indicate how
much attention should be paid to the MLF for each SLF, and
thus is able to select the useful complementary information
from the MLF to refine each SLF correspondingly.
Table I summarizes the numerical results of all compared
methods. It can be observed that our method consistently
outperforms others on almost all the metrics. Specifically,
our method yielded the mean Dice value of 0.90, Jaccard
of 0.82, CC of 0.78, ADB of 3.32 voxels, 95HD of 8.37
3Dice=2(G∩S)/(G+S), Jaccard=(G∩S)/(G∪S), CC=2-(G∪S)/(G∩S),
where S and G denotes the segmented volume and ground truth, respectively.
voxels, and Precision of 0.90. All these results are the best
among all compared methods. Note that our method had
the second best mean Recall value among all methods; our
customized feature pyramid network achieved the best Recall
value. However, except for the mean Recall value, our attention
guided network outperforms the ablation model (i.e., the 3D
cFPN) with regard to all the other metrics. Specifically, as
shown in Table I, the mean Dice, Jaccard, CC, ADB, 95HD,
and Precision values by the proposed attention guided network
are approximately 2.57%, 4.58%, 8.18%, 45.74%, 44.61%,
and 5.85% better than the ablation model without attention
modules, respectively. These comparison results between our
method and the 3D cFPN demonstrate that the proposed
attention module contributes to the improvement of the TRUS
segmentation. Although our customized 3D FPN architec-
ture already consistently outperforms existing state-of-the-art
segmentation methods on most of the metrics by leveraging
the useful multi-level features, the proposed attention module
has the capability to more effectively leverage the useful
complementary information encoded in the multi-level features
to refine themselves for even better segmentation.
To investigate the statistical significance of the proposed
method over compared methods on each of the metrics, a
series of statistical analyses are conducted. First, the one-way
analysis of variance (ANOVA) [60] is performed to evaluate
if the metric results of different methods are statistically
different. The resulting FDice = 34.85, FJaccard = 36.71,
FCC = 32.22, FADB = 71.73, F95HD = 73.83, FPrecision =
7.88, and FRecall = 18.80, respectively; all are larger than the
same Fcritical(= 2.42), indicating that the differences between
each of the metrics from the five methods are statistically
significant. Based on the observations from ANOVA, the
Wilcoxon rank-sum test is further employed to compare the
segmentation performances between our method and other
compared methods. Table II lists the p-values from Wilcoxon
rank-sum tests between our method and other compared meth-
ods on different metrics. By observing Table II, it can be
concluded that the null hypotheses for the four comparing
pairs on the metrics of Dice, Jaccard, CC, ADB, 95HD, and
Precision are not accepted at the 0.05 level. As a result, our
method can be regarded as significantly better than the other
four compared methods on these evaluation metrics. It is worth
noting that the p-values of 3D U-Net-Ours and 3D cFPN-Ours
on metric Recall are beyond the 0.05 level, which indicates
that our method, 3D U-Net and 3D cFPN achieve similar
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Fig. 8. 2D visual comparisons of segmented slices from 3D TRUS volumes.
Left: prostate TRUS slices with orange arrows indicating missing/ambiguous
boundaries; Right: corresponding segmented prostate boundaries using our
method (green), 3D FCN [33] (cyan), 3D U-Net [39] (gray), BCRNN [41]
(purple) and 3D cFPN (red), respectively. Blue contours are ground truths
extracted by an experienced clinician. Our method has the most similar
segmented boundaries to the ground truths. Specifically, compared to our
ablation study (red contours), the proposed attention module is beneficial
to learn more discriminative features indicating real prostate region and
boundary. (We encourage you to zoom in for better visualization.)
performance with regard to the Recall evaluation. In general,
the results shown in Tables I and II prove the effect of our
attention guided network on the accurate TRUS segmentation.
Figs. 8, 9 and 10 visualize some segmentation results in
2D and 3D, respectively. Fig. 8 compares some segmented
boundaries by different methods in 2D TRUS slices. Appar-
ently, our method obtains the most similar segmented bound-
aries (green contours) to the ground truths (blue contours).
Furthermore, as shown in Fig. 8, our method can successfully
infer the missing/ambiguous boundaries, whereas other com-
pared methods including 3D cFPN tend to fail in generating
high-quality segmentations when there are ambiguous/missing
boundaries in TRUS images. These comparisons demonstrate
that the proposed deep attentive features can efficiently ag-
gregate complementary multi-level information for accurate
representation of the prostate tissues. Figs. 9 and 10 visualize
3D segmentation results by different methods on two TRUS
volumes. As shown in Fig. 9, our method has the most similar
segmented surfaces to the ground truths (blue surfaces). Fig. 10
further depicts the corresponding surface distance between
segmented surfaces and ground truths. It can be observed
that our method consistently achieves accurate and robust
segmentation covering the whole prostate region.
Given the 170× 132× 80 voxels input 3D TRUS volume,
the average computational times needed to perform a whole
prostate segmentation for 3D FCN, 3D U-Net, BCRNN, 3D
cFPN and our method are 1.10, 0.34, 31.09, 0.24 and 0.30
seconds, respectively. Our method is faster than the 3D FCN,
3D U-Net and BCRNN.
IV. DISCUSSION
In this paper, an attention guided neural network which
generates attentive features for the segmentation of 3D TRUS
volumes is presented. Accurate and robust prostate segmen-
tation in TRUS images remains very challenging mainly
due to the missing/ambiguous boundary of the prostate in
TRUS. Conventional methods mainly employ prior shape
information to constrain the segmentation, or design hand-
crafted features to identify prostate regions, which generally
tend to fail in faithfully delineating boundaries when there
are missing/ambiguous boundaries in TRUS images [11].
Recently, since convolutional neural network approaches have
demonstrated to be very powerful to learn multi-level features
for the effective object segmentation [37], we are motivated to
develop a CNN based method to tackle the challenging issues
in TRUS segmentation. To the best of our knowledge, we are
the pioneer to utilize 3D CNN with attention mechanisms to
refine multi-level features for the better TRUS segmentation.
Deep convolutional neural networks have achieved superior
performance in many image computing and vision tasks, due
to the advantage of generating multi-level features consisting
of abundant semantic and fine information. However, how to
leverage the complementary advantages of multi-level features
and to learn more discriminative features for image segmen-
tation remains the key issue to be addressed. As shown in
Figs. 2, 7 and 8, directly applying multi-level convolutional
features without distinction for TRUS segmentation tends to
include non-prostate regions (due to low-level details from
shallow layers) or lose details of prostate boundaries (due to
high-level semantics from deep layers). In order to address
this issue, we propose an attention guided network to select
more discriminative features for TRUS segmentation. Our
attention module leverages the MLF as a fruitful feature pool
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Fig. 9. 3D visualization of the segmentation results on two TRUS volumes. Rows indicate segmentation results on different TRUS data. Columns indicate the
comparisons between ground truth (blue surface) and segmented surfaces (red) using (a) 3D FCN [33], (b) 3D U-Net [39], (c) BCRNN [41], (d) 3D cFPN,
and (e) our method, respectively. Our method has the most similar segmented surfaces to the ground truths.
Fig. 10. 3D visualization of the surface distance (in voxel) between segmented surface and ground truth. Different colors represent different surface distances.
Rows indicate segmented surfaces on different TRUS data. Columns indicate the segmented surfaces obtained by (a) 3D FCN [33], (b) 3D U-Net [39], (c)
BCRNN [41], (d) 3D cFPN, and (e) our method, respectively. Our method consistently performs well on the whole prostate surface.
to refine each SLF, by learning a set of weights to indicate the
importance of MLF for specific SLF. Table I and Figs. 8, 9
and 10 all demonstrate that our attention module is useful
to improve multi-level features for 3D TRUS segmentation.
More generally, the proposed attention module provides a
feasible solution to effectively incorporate details at low levels
and semantics at high levels for better feature representation.
Thus as a generic feature refinement architecture, our attention
module is potentially useful to become a beneficial component
in other segmentation/detection networks for their performance
improvement.
Considering the issue of missing/ambiguous prostate bound-
ary in TRUS images, we adopt a hybrid loss function, which
combines binary cross-entropy loss and Dice loss for our seg-
mentation network. The binary cross-entropy loss is preferred
in preserving boundary details while the Dice loss emphasizes
global shape similarity to generate compact segmentation.
Therefore the hybrid loss is beneficial to leverage both local
and global shape similarity. This hybrid loss could be useful
for other segmentation tasks and we will further explore it in
our future work.
Although the proposed method achieves satisfactory per-
formance in the experiments, there is still one important
limitation in this study. The experiments were based on a four-
fold cross-validation study with only forty TRUS volumes. In
each fold, test data were held out while the data from the
remaining patients were used in training. The cross-validation
was also to identify hyper-parameters that generalize well
across the samples we learn from in each fold. Such cross-
validation approach on forty samples may have caused over-
fitting to training samples. As a result, future studies will
focus on evaluating the generalizability of the approach on a
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larger dataset by properly dividing data to mutually exclusive
training, validation and test subsets.
V. CONCLUSION
This paper develops a 3D attention guided neural network
with a novel scheme for prostate segmentation in 3D tran-
srectal ultrasound images by harnessing the deep attentive
features. Our key idea is to select the useful complementary
information from the multi-level features to refine the features
at each individual layer. We achieve this by developing an
attention module, which can automatically learn a set of
weights to indicate the importance of the features in MLF
for each individual layer by using an attention mechanism. To
the best of our knowledge, we are the first to utilize attention
mechanisms to refine multi-level features for the better 3D
TRUS segmentation. Experiments on challenging TRUS vol-
umes show that our segmentation using deep attentive features
achieves satisfactory performance. In addition, the proposed
attention mechanism is a general strategy to aggregate multi-
level features and has the potential to be used for other medical
image segmentation and detection tasks.
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