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1. INTRODUCTION 
Let f(x) (x = (x1, *.a, xn)) be harmonic in an n-dimensional region 
R. Gauss’s theorem of the arithmetic mean states that 
where da(v) denotes the element of area on the unit sphere and w, denotes the 
total area of the unit sphere; I is any positive number such that the sphere 
of radius t and center x lies inside R. (For a proof, see [6], p. 223). 
Conversely if f(x) is continuous and (1.1) holds, then f(x) is harmonic 
([6], 224). In this paper we concern ourselves with the following question. 
To what extent can Condition 1.1) be relaxed without invalidating the 
conclusion that f(x) be harmonic ? We assume that R is the whole space En 
as the results are somewhat simpler to state for this case. We study the follow- 
ing two problems. 
I. Let (1.1) hold for all X. For how many values of Y must (1.1) hold to 
insure that f(x) be harmonic ? 
II. Let (1.1) hold for all Y and for all x belonging to a given set S. 
Characterize those sets S for which we may conclude thatf(x) is harmonic. 
We call such sets determining sets. 
Problem I has been studied by Delsarte [2]. He has proven the following 
result called the two radius-theorem. Let (1.1) hold for all x and for two 
values ‘I , y2. Then f(x) is harmonic unless yI/y2 is one of a finite set of 
prescribed values. Delsarte furthermore conjectures that this finite set is 
empty but this remains an unsolved problem. The proof uses the theory of 
mean periodic functions and transmutation operators. In Section 2 we give 
a simplified proof avoiding the theory of transmutation operators and based 
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instead on a property of the iterated spherical mean [4]. We also discuss 
other problems closely related to the above mentioned one and treated by 
similar methods. 
Problem II is discussed in Section 3. We obtain necessary as well as suffi- 
cient conditions in order that a set be determining. Iff(x) is restricted to the 
class of polynomials, then we obtain a condition both necessary and sufficient 
in order that a set be determining. We assume throughout the rest of the paper 
that 71 3 2 as several of the ensuing formulas do not hold for n = 1. Our 
results also hold for n = 1 and this can be proved by elementary methods. 
We shall not pursue this matter here. 
2. THE Two RADIUS THEOREM 
We assume that all ensuing functions are continuous and adopt the follow- 
ing notation. 
where .F and J, denote respectively the r-function and the Bessel function 
of order p. 
We require the following lemmas. 
LEMMA 2.1. Let If(x, r) = Is(x, r)for all r. Then A$(x, a, 6) = M,(x, a, b) 
for all a, b. 
Proof. The formula 
j&(x, a, b) = + I 1;; 
([(a + b)2 - Y”] . [r” -(a - b)7 w3) la d,(x, Y) dr 
shows that Mf(x, a, b) is determined by 1,(x, Y). (See [4], p. 81.) 
(2.1) 
LEMMA 2.2. Let h(r) be an even C* function. Then 
h(r) = a,, /I g(r cos 0) sin+2 MB 
.hus a unique even C” solution g(r). 
(2.2) 
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Proof. Let t = Y cos 8. Since g is to be even (2.2) becomes 
$ P-%(r) = 1’ g(t) (r2 - t2)‘+3”2 dt, r>/ 0. 
72 0 
By repeated differentiation we find that (2.3) is equivalent to 
(2.3) 
& C,,y~-2-Z~i-W(r) = s’ g(t) (r2 - q[‘~-w-” & (2.4) 
0 
where the Ck,i’s are specified constants. If 12 is odd, then set K = (n - 3)/2. 
(2.4) yields 
(n-3)/2 z C(n--3u2.j . ,j+w’(r) = s ?g(t) d  j=O 0 
which is equivalent to 
(n-3)/2 
z Cjrw’(r) =g(r) 
j-0 
(2.5) 
(2.6) 
where the Ci’s are specified constants. Formula (2.6) also demonstrates 
that g(r) is even. 
If n is even, then set K = (n - 2)/2. (2.4) yields 
h-2)/2 
z ~~~-~),~,&j(r) = /:g(t) (r2 - t2)- dt. 
i=O 
(2.7) 
Multiplying both sides by r/(R2 - y2)lj2 and integrating between 0 and R> 0, 
(2.7) b ecomes 
(n-2)/2 z g(t) rdr 
i=O 
Ch-2)12,i 1; (;;,'"':'d;;,, dr = 1; ,: (R2 _ r2)1/2(,.2 _ t2)1/2 
i? R -- - s 2 0 g(t) dt- (2.8) 
Let H,(Y) = rj+VP(r). Then H,(r) is an odd function. It follows that 
I 
R Hj(r) 
s 
5712 
o (R2 _ r2j1,2 dr = HdR cos e, de o 
is an odd C” function in R and formula (2.8) then demonstrates that g(r) 
is an even C” function. 
We can now prove the following result. 
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THEOREM 2.1 (Two Radius Theorem). Let 
holdfor all x andfor Y = yI , y2 > 0. Then f(x) is harmonic unles y2/yl = zz/zl 
where zi f 0, j,(q) = 1 (i = 1, 2). 
Proof. Assume first that f E C”. We will prove that Ij(x, r) is independent 
of Y. Since If(x, YJ = f(x), Ir(x, Y) = f(x) for all Y which is equivalent to 
stating that f(x) is harmonic. We use (2.2) replacing h(r) by Ir(x, Y) (for each 
fixed x, 1,(x, r) is an even C” function of Y). The function g(r) appearing in 
(2.2) depends then on Y and x and we write it as g%(r). Let g%(y) = g&v,, - x,) 
where y = (yi , ***, y,J, x = (xi , ***, x,J. We thus have 
1,(x, Y) = a, /lg,(r cos 0) sinB-2 Bdfl = ICz(x, r). 
(2.10) implies that Mr(x, Y, YJ = If(x, Y) and Lemma 2.1 implies that 
W(x, y, Yi) = %,(x, y, Yi> (i = I, 2). 
Hence 
a, 
I 
“gz(Y COS 0) sixF2 ode = M,(X, T, Yi) = A&iz(X, I, T*) 
0 
= a,, ,, [an 11 g,(r cos 8 + yi cos 4) sin++2 $d+] sin+s BdB (i= 1,2). 
Let 
(2.11) 
G&t) = a,, ,:g,(t + yi cos+) sinn-z+d+. 
(2.11) then becomes 
I 
I 
r g,,(Y cos e) sirF2 ede = 
I 
G&Y cos 0) sin”-2 ede. (2.12) 
0 0 
It is easily checked that G&t) is an even C” function defined for all real t. 
It follows from (2.12) and Lemma 2.2 that 
g%(t) = G&t) = aI0 11 gZ(t + yi cos (6) sirF24d+ (i= 1,2). (2.13) 
g(x) is thus a mean periodic function and its spectrum is contained among 
the zeros of 
i9(Y$) = 1 (i = 1,2). (2.14) 
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(See [5l for the terminology and results about mean periodic functions.) 
If yI , y2 satisfy the condition of Theorem 2.1, then the only common zero to 
Eq. (2.14) is a = 0, where the latter is a double zero. Hence, 
gz(Y) = a, + bg = 0. 
b, = 0 as gz(r) is even so that g&r) = If(x, r) = a, which implies that $ is 
harmonic. 
Iff E C, then let 
where 
w4 = 1 exP(--K2/K21x12-1) when ]~I=&ia+...+~,~<l/k 0 when ! x 1 > l/k 
(2.15) 
where A, is so chosen that s A&(x) dx = 1. It is easily verified thatf, E C” 
and satisfies (2.10); hence f is the uniform limit of { fk} on every compact set 
and thus by Harnack’s theorem f is harmonic. 
Using the above arguments we can also establish the following results. 
THEOREM 2.1. Let m = Min [I Im z, I] where {an} denotes the sequence of 
zeros # 0 of j,(z) - 1 = 0. Let f(x) satisfy (I. I) for afixed Y > 0 and suppose 
that f(x) = 0 (exp K 1 x I) where 0 < k < m/r. Then f(x) is harmonic. 
The above result is best possible as e%[ j&z) = 1, Im (YZ) = K] clearly 
satisfies ( 1.1). 
Proof. The same argument as above shows that it suffices to prove the 
result for f E C”. By repeated differentiation of the identity 1,(x, Y) = 
(I/w,) sf(x + q)ud(r)) we obtain 
(2.16) 
It follows from (2.16) that P(x, Y) = O(e*.r). It then follows from (2.6) and 
(2.9) that gz(r) = O(e*.r). The spectrum of g is contained among the zeros of 
j,(n) - 1 = 0. Since K < m/r, g5(r) = a, + bg (see [5J); b, = 0 as g=(r) 
is even in Y. Thus 1(x, Y) = g=(r) = a, so that f is harmonic. 
THEOREM 2.3. Let Jf(x + ~7) da(T) = 0 for all x and Y = rl, y2. Then 
f(x) = 0 unless y2/y1 = z2/z1 where z1 , a2 are two zeros # 0 of J,(z). If 
jf(x + rq) do(v) = 0 for one value of Y and f(x) + 0 uniformly as I x ) -+ co, 
then f(x) = 0. 
We remark that the second half of this theorem is found in [4], p. 115, 
for the case 11 = 3 under the assumption that ) x I f(x) + 0 uniformly as 
/xI-+co. 
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Proof. We may again assume that f E C”. We conclude as before that 
.r 
=g(t + r cos @) sinn-2 @d@ = 0 
0 
for-all real t. The spectrum of g is thus contained among the zeros of J,(riz) 
(i = 1,2). If r&r f za/zi where z i , za are zeros f 0 of JJz), then the spec- 
trum is empty and g E 0 [5J Thus 1(x, Y) = 0 for all r so that f(x) = 0. If 
JfCx + rrl) Mrl) = 0 f or just one value of Y then g is mean periodic and 
g -+ 0 as T + co. This implies that g = 0 [5]. Thus 1(x, r) = 0 for r 3 0 
so that f(x) 3 0. 
3. DETERMINING SETS 
We wish to characterize those sets which are determining. We have the 
following result. 
THEOREM 3.2. Let S be a set whose closure 3 has a nonempty interior. 
Then S is determining. 
Proof. Assume first that f E C2. By Green’s identity we have 
where 
jAfdV= j&dc (3.1) 
da is the surface element of a sphere of radius Y whose center is in 3 (the 
closure of S), dV is the volume element of the interior of the sphere, and 
af/aN is the normal derivative. Now 
I g da = m-l j g (x + rrl) da(T) = m-l jf(x + q) do(q) (3.2) 
Since x E 3, J-f(x + ry) do(v) = w,f(x). It follows that J (af/aN) da(y) = 0 
and thus s AfdV = 0 for any sphere whose center is s. It follows that 
Af = 0 ([4-j, p. 115). 
Iff $ Ca , then letfk = sf(x - V) 6,(w) de, where 6,(o) is defined by (2.15). 
Then fk E C2 and we conclude that Afk 3 0 provided K is sufficiently large. 
It follows from Harnack’s theorem that f is harmonic. 
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In order to state the next theorem we require the following definition. S is a 
uniqueness set if the vanishing of a harmonic function on S implies that the 
function is identically zero. We have the following result. 
THEOREM 3.2. Let S be a determining set. Then S is a uniqueness set. 
Proof. Suppose that S were not a uniqueness set. I.e., there exists a 
function w(x) not identically zero such that Aw = 0, w = 0 on S. As shown 
in ([3], p. 320) the equation Af = w has a solution. Using Green’s identity 
and the fact that w is harmonic we have 
s ~,=~AfdV=jwdV=O (3.3) 
where da, dV have the same meaning as in (3.1) and where the center of the 
sphere belongs to S. Using (3.2) we conclude that 
$ /fCx + a) d4rl) = 0 
or 
L j-f@ + rrl) dh) =fW % 
for all r > 0 whenever x E S. Thus S is not a determining set. 
Let f(xl , x2) = sin 7rxr sin 77x2 . Let S = {x1 = 0, l} U {x2 = 0, l}. S is a 
uniqueness set and it is easy to check that (1.1) holds for (x1 , xa) E S and that 
f is not harmonic. Thus a uniqueness set need not be a determining set. Let 
D = class of determining sets, S = class of sets which are somewhere dense, 
U = class of uniqueness sets. Let C, C denote respectively inclusion and 
proper inclusion. The above discussion can be summarized by 
S_CDCU. (3.4) 
We now restrict the functions under discussion to be polynomials. The 
classes D, and U, are defined in the same way as D and U except that the 
functions under consideration are polynomials. We obtain the following 
characterization of D, . 
THEOREM 3.3. D, = U, . 
Proof. D, _C U, is proven in the same fashion as Theorem 3.1. We just 
remark that if w is a polynomial, then there exists a polynomial f such that 
Af = w. Conversely let U E U, . If f is a polynomial of degree m, then 
sftx + rd d+d = r (‘lr) 2 ($)‘“,,! r;~/n,211 (3.5) 
“==O 
SOS-7 
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where k = [m/2] (see [I], p. 259). If x E U, then (3.5) implies that d”u(x) = 0 
(0 < v < k). Now A”-lf is harmonic and since U E U, , Akf = 0. By repeated 
use of this argument we conclude that Af FE 0 so that U, CD, . Thus 
U,=D,. 
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