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kollabierten  Replikationsgabeln  verhindern  und  somit  eine  fehlerfreie  Reparatur  durch 
HR garantieren. Auf diese Weise tragen beide Faktoren zur Stabilität des Genoms bei. 
Der  zweite  Teil  meiner  Studie  konzentrierte  sich  darauf,  die  Rolle  der  CtIP‐
Phosphorylierungen für die Regulation der DSB‐Reparatur zu untersuchen. Dabei konnten 
wir  zwei  neue  Phophorylierungsstellen  innerhalb  des  CtIP‐Proteins  identifizieren  und 
zeigen, dass diese für die Interaktion mit der Peptidil‐prolyl cis/trans Isomerase PIN1 von 
entscheidender Bedeutung sind. Darüber hinaus zeigen wir, dass die Interaktion zwischen 
den  beiden  Faktoren  nach DNS‐Schäden  verstärkt  stattfindet.  Dies  bedeuted,  dass  eine 
spezifische Funktion der Isomerisierung von CtIP für die Reparatur von DSB notwendig ist. 
Dementsprechend  finden  wir,  dass  Zellen  die  eine  Mutation  der  CtIP‐Sequenz  tragen, 
welche  die  PIN1‐CtIP  Interaktion  verhindert,  eine  erhöhte  Hyperphosphorylierung  und 
Rekrutierung  von  RPA2  zu  DSB  aufweisen.  Beides  indiziert  eine  erhöhte  DNS 
Endresektion. Weiterhin beobachten wir, dass die von PIN1 induzierte Isomerisierung von 
CtIP  vor  allem  nach  DNS  Schäden  zu  einer  niedrigeren  CtIP‐Proteinstabilität  führt,  was 
indirekt  der  Endresektion  entgegenwirkt.  Dementsprechend  weisen  PIN1‐defiziente 
Zellen einen erhöhten Anteil an HR und damit verbunden ein niedrigeres Level von NHEJ 
auf. Auf der anderen Seite  ist  in PIN1‐überexprimierenden Zellen die HR beeinträchtigt. 
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SUMMARY 
  5 
phosphorylation  sites  and  demonstrate  that  these  sites  prime  the  association with  the 
peptidyl‐prolyl cis/trans  isomerase PIN1. We show that the interaction is increased after 
DNA damage implicating a specific function of CtIP isomerisation required for DSB repair. 
Accordingly,  we  find  that  cells  expressing  a  CtIP  mutant  unable  to  interact  with  PIN1 
display an increase in DSB‐induced RPA2 hyperphosphorylation and RPA2 recruitment to 
DSBs,  both  events  tightly  linked  to  DNA  end  resection. We  also  provide  evidence  that 
PIN1‐mediated  isomerisation  leads  to a decrease  in CtIP stability, particularly after DNA 
damage,  thereby  counteracting  the  initiation of DNA end  resection. Consequently,  cells 
depleted  for  PIN1  display  increased  HR  but  decreased  NHEJ,  while  HR  is  significantly 
impaired  in  cells overexpressing PIN1.  In  summary, our data  implicate phosphorylation‐





































































































































All organisms  transmit  their  genetic  information encoded by  the DNA  to  their offspring 
faithfully across generations.  It  is  therefore crucial  to maintain  the genetic  code  free of 
errors  that  could  potentially  lead  to  mutations,  cell  death  or  cell  transformation  and 
cancer development  in multicellular organisms.  It  is estimated that the DNA encounters 
up to 105 lesions per cell per day1. These lesions can arise either through environmental 
sources of damage or by damage generated spontaneously during DNA metabolism. For 
instance,  toxic byproducts  formed by various enzymes during cell metabolism  (e.g.  free 
radicals, such as reactive oxygen and nitrogen species) can have harmful effects on DNA 
molecules.  Likewise,  elements  in  the  environment  such  as  UV‐light,  X‐rays  and  an 
immense  number  of  chemical  compounds  including  those  used  for  cancer  therapy 
continuously  threaten  the  DNA  integrity2,3.  When  bases  in  the  DNA  get  chemically 
modified and mutations arise due to faulty repair or replication across the  lesion,  these 
changes  get  fixed  into  the  genome  and  are  thus  propagated  to  descendant  cells.  A 
dangerous consequence of mutations is the improper activation of oncogenes and/or the 
inactivation of tumor‐suppressor genes, which in turn can trigger cellular transformation 
to  malignancy4.  On  the  other  hand,  alterations  in  the  DNA  fuel  evolution,  the 
fundamental  process  of  biological  diversity.  DNA  repair  reactions  that  restore  the 
structure  and  functionality  of  the  damaged  DNA  provide  therefore  a  delicate  balance 
between  evolution  and  development  of  disease5.  To  promote  repair  of  the  damaged 
DNA,  cells  have  evolved  an  elaborate  apparatus  consisting  of  a  complex  network  of 




double‐strand  breaks  (DSBs)  by  either  homologous  recombination  (HR)  or  non‐
INTRODUCTION 
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homologous  end  joining  (NHEJ)9,10.  Lesions  such  as  pyrimidine  dimers  or  intra‐strand 
crosslinks  are  repaired  via  the  nucleotide  excision  repair  (NER)  machinery  and  inter‐
strand crosslinks  (ICLs)  via a  combination of pathways, using part of  the HR machinery, 




broad  variety  of  lesions  (middle),  which  are  removed  by  specialized  DNA  repair  pathways 
(bottom).  Abbreviations:  cis‐Pt  and  MMC,  cisplatin  and  mitomycin  C,  respectively  (both  DNA‐
crosslinking  agents);  (6–4)PP  and  CPD,  6–4  photoproduct  and  cyclobutane  pyrimidine  dimer, 







To  ensure  proper  activation  and  regulation  of  each  repair  pathway,  eukaryotic  cells 
possess  an  intricate  system  in  which  sensors  of  DNA  damage,  signal  transmitters,  and 
effectors  are  coupled  to  replication,  transcription,  and  chromatin  remodeling.  This 







Figure  2.  The  DNA  damage  response  (DDR).  Specialized  DNA  damage  sensors  (e.g. MRN,  RPA, 
PARP)  recognize  the  presence  of  a  lesion  in  the  DNA.  Through  the  recruitment  of  mediator 
proteins (e.g. BRCA1, 53BP1) the presence of the lesion is signaled and, with the help of accessory 
signal  transducing  factors  (e.g.  ATM,  ATR),  the  response  amplified.  Effector  proteins  (e.g.  Chk1, 
Chk2)  evoke  a  cellular  response,  which  include  cell  cycle  arrest,  activation  of  a  broad 







coated  single‐stranded  DNA  (ssDNA)  arising  from  replicative  stress  or  the  resection  of 
DSBs6,15.  In  contrast  to  ATM  and  ATR, which  phosphorylate  a multitude  of  targets,  the 
action  of  DNA‐PK  is  restricted  to  a  small  subset  of  proteins  mostly  involved  in  NHEJ. 
Besides the PIKKs, poly(ADP‐ribose) polymerases (PARPs, mainly PARP1 and PARP2) also 
have a crucial role in mediating the cellular response to DNA damage16. Upon binding to 





the  DNA  damage‐induced  signaling  cascade  triggers  cell  cycle  checkpoint  activation,  in 
order to allow time for repair and, thus, avoiding genome replication and cell division in 
the presence of DNA  lesions.  In parallel,  the DDR  coordinates  the  action of DNA  repair 
pathways  by  post‐translational  modifications  (PTMs)  such  as  phosphorylation, 
acetylation,  sumoylation,  and  ubiquitylation17.  Upon  completion  of  repair,  the  DDR  is 
inactivated and normal cell cycle progression  is resumed. Alternatively,  if  the damage  is 
too  severe,  chronic  DNA  damage  signaling  triggers  apoptosis  or  cellular  senescence18. 
These  latter  functions are absolutely critical  in order  to avoid propagation of mutations 
and aneuploidy to daughter cells. Thus, terminal cellular differentiation (i.e. senescence) 
and  programmed  cell  death  are  considered  to  be  anti‐tumorigenic19.  In  summary,  DNA 
damage  can  trigger  a  highly  conserved,  anti‐cancer  survival  response  that  suppresses 
metabolism  and  growth  and  boosts  defenses  that  maintain  the  integrity  of  the  cell 
(Figure 2).  
A  major  hallmark  of  all  cancer  cells  is  genomic  instability,  which  mainly  results  from 
damaged DNA20. Thus, acquired or inherited defects in the DDR commonly predispose to 
cancer  and  favour  tumor  cell  survival  and  proliferation  at  the  expense  of  enhanced 
mutation rates and genomic instability. At least two different forms of genomic instability 
exist  and  all  of  them  contribute  to  carcinogenesis.  Chromosome  instability  (CIN)  is 
INTRODUCTION 
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characterized  by  a  high  rate  of  changes  in  chromosome  structure  (e.g.  translocations) 








support  for  the mutator  hypothesis, which  states  that  genomic  instability  is  present  in 
precancerous  lesions  and  drives  tumor  development  by  increasing  the  spontaneous 
mutation  rate24.  The genomic  instability observed  in precancerous  lesions of hereditary 
cancers  are due  to mutations  in  so  called  caretaker  genes;  that  is,  genes  that primarily 
function  in  genome  stability  maintenance25.  In  fact,  in  hereditary  cancers,  germline 
mutations targeting DNA repair genes are present  in every cell of the body and a single 




passage  human  colon  cancer  cell  lines  identified  very  few mutations26.  Thus,  unlike  in 
hereditary cancers, the molecular basis of genomic instability in sporadic cancers cannot 
be  justified  by  the mutator  hypothesis.  Instead,  the  oncogene‐induced DNA  replication 
stress model  provides  a  valid  explanation  for  tumorigenesis  in  non‐hereditary  cancers. 
According to this model, constitutive activation of proto‐oncogenes and/or inactivation of 
oncosuppressors  elicit  a  growth‐  and,  associated  with  this,  a  replication‐rate  increase, 
which  ultimately  leads  to  the  activation  of  the  DDR19.  Indeed,  the  DDR  is  commonly 
activated in early neoplastic lesions and is thought to protect against malignancy27,28. For 
instance,  both  apoptotic  and  senescent  cells  can  be  found  in  precancerous  lesions 
coinciding  with  elevated  levels  of  activated  DDR  proteins27.  Therefore,  the  DDR  is 
INTRODUCTION 
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considered  to  act  as  an  anti‐cancer  barrier  in  early  neoplasia.  However,  constitutive 
activation of the DDR bears a certain danger, namely an increased chance of mutagenesis 
arising  from  faulty  attempts  to  repair  the  damaged  DNA.  Indeed,  there  is  evidence  to 
suggest that mutations driven by the combination of oncogene‐induced replication stress 
and activated DNA repair account for the transition from precancerous lesion to cancer29. 
Taken  together,  the  concept of DDR as  an anti‐cancer barrier described above helps  to 
explain the high frequency of DDR defects in human cancers (Figure 3).  
 




arrest  or  apoptose  they  will  be  eliminated.  However,  mutations  in  apoptotic  and  checkpoint 
pathways  can  permit  continuous  growth  of  these  cells  enhancing  the  chance  of  malignant 
transformation. Adapted from 29. 







DSBs are generated when  the  two complementary  strands of  the DNA double helix are 
broken simultaneously. In metazoans, a single DSB can trigger cell death if left unrepaired 
and  can  also  be  a  major  source  for  genomic  instability.  DSBs  represent  the  most 
dangerous DNA lesion and, thus, not surprisingly, four independent DSB repair pathways 
have  been  identified:  homologous  recombination  (HR),  two mechanistically  completely 
different forms of end joining ‐ classical and alternative non‐homologous end joining (c‐
NHEJ  and  alt‐NHEJ,  sometimes  referred  to  as  microhomology‐mediated  end‐joining 
(MMEJ)),  and  single‐strand  annealing  (SSA).  The  most  important  determinant  for  DSB 






ionizing  radiation  (IR)  such  as  X‐rays  or  γ‐rays  as well  as  chemical  agents  such  as  DNA 
topoisomerase  I and  II poisons  (e.g.  camptothecin, etoposide and  their derivatives) and 




characterized  example  of  this  in  higher  eukaryotes  is  the  pathway  of  V(D)J‐
recombination, which occurs in developing B‐ and T‐lymphocytes to provide the basis for 
the antigen‐binding diversity of  the  immunoglobulin  and T‐cell  receptor proteins33,34.  In 
this  tightly regulated process the site‐specific nucleases RAG1 and RAG2  induce DSBs at 
defined  loci  and  DSB  repair  proteins  repair  the  lesion  to  complete  the  formation  of  a 
INTRODUCTION 
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chemically  modified  nucleotides  that  have  to  be  "cleaned‐up"  before  ligation  of  two 
juxtaposed DSB ends can occur. This can lead to loss of nucleotides from either side of the 
break, making NHEJ potentially error‐prone. Arising DSBs are bound within seconds and 
independently  of  accessory  factors  by  the  Ku70‐Ku80  heterodimer  (Ku),  which  recruits 
the catalytic subunit of DNA‐PK (DNA‐PKcs)39,40. Ku possesses a DNA‐binding core that  is 
able to associate with dsDNA ends with very high affinity  in vitro41. Moreover, Ku assists 





kinase activity which  is greatly enhanced by  the presence of Ku and dsDNA ends  in  the 
reaction48.  DNA‐PKcs  contains  two  autophosphorylation  clusters  (known  as  ABCDE  and 
PQR  cluster)  that  play  a  critical  role  in  stabilizing  DNA  ends  and  preventing  DNA  end 
resection through a series of autophosphorylation events49. Autophosphorylation on the 
ABCDE cluster results in destabilization of the interaction between DNA ends and DNA‐PK 
facilitating  the  access  of  subsequent  NHEJ  factors  such  as  Artemis  to  the  DSB49.  In 
contrast,  phosphorylation  of  the  PQR  cluster  seems  to  limit  DNA  end  processing. 
Importantly, ATM can also phosphorylate the ABCDE cluster of DNA‐PKcs and promotes 





DNA‐PK‐mediated  phosphorylation  is  DNA‐PKcs  itself.  Nevertheless,  the  importance  of 
DNA‐PK‐mediated  phosphorylation  is  underscored  by  the  fact  that  cells  either  lacking 








Artemis58,59.  Artemis  interacts  with  DNA‐PKcs  and  is  highly  phosphorylated  at  the  C‐
terminus but  the  function of  these  events  still  remains  elusive58,60‐62.  Two other  factors 
involved in the processing of DSB ends prior to the re‐ligation step are the X‐family DNA 




both  3’‐DNA  phosphatase  and  5’‐DNA  kinase  activities  and  is  thus  ideally  suited  to 
generate  ligatable  DNA  ends.  Notably,  deficiency  in  PNK  leads  to  elevated  radiation 
sensitivity and defects in DSB repair66. 
The final step of the NHEJ repair pathway is the re‐ligation of the DSB ends. This reaction 
is  catalyzed by DNA  ligase  IV  (Lig  IV), which exists  in  a highly  flexible  complex  together 
with XRCC4 and XLF (XRCC4‐like factor). Lig IV has the unusual property of being able to 
ligate  one  DNA  strand  at  the  time,  perhaps  allowing  processing  enzymes  to  act 
















the ends are processed  (if needed),  the X4‐L4 complex seals  the break by  ligation.  It  is not clear 
how the different factors are released from the break but it is possible that ubiquitylation and/or 






The  existence  of  a  Ku‐  and  Lig  IV‐independent  end‐joining  mechanism  involved  in  the 
repair of DSBs, has been recently elucidated and termed alt‐NHEJ. The hallmarks of this 
highly mutagenic pathway are deletions at repair junctions and the frequent use of distal 
microhomologies.  It  is  important  to  note  that  although  microhomology‐mediated  end 
joining  (MMEJ)  is  the major  form of alt‐NHEJ, other  types of error  free end  joining also 
occur at low frequency in the absence of XRCC4 or Lig IV71. Alt‐NHEJ was long thought to 
function  only  as  backup  to  the  classical  NHEJ  pathway  (c‐NHEJ),  implicating  that  under 
normal physiological conditions this pathway would not be active. However, several lines 
of evidences demonstrated that MMEJ operates as a DSB repair pathway in normal cells, 
the  most  important  example  being  represented  by  the  process  of  class  switch 
recombination CSR36,72. The foremost distinguishing property of MMEJ is the use of 5–25 
base pair (bp) microhomologous sequences during the alignment of broken ends before 
joining,  thereby  resulting  in  deletions  flanking  the  original  break.  In  order  to  expose 
microhomologies in close proximity of a DSB, nucleolytic DNA end resection is required73. 
Studies  in  yeast  implicated  several  factors  in  this  processing  step  including  the 
orthologues of human Mre11, Exo1 and CtIP73,74. Although DNA end  resection activities 
normally  require  the action of CDK1/2 and are  in principle  restricted  to S/G2 phases of 
the  cell  cycle,  limited end  resection needed  for MMEJ  can  also occur  in G1  cells75,76.  In 
addition,  DNA  helicase  activity  might  provide  an  alternative  mechanism  to  expose 
microhomologous  sequences  located  adjacent  to  the  initial  DSBs.  The  exposed 
microhomology resulting from DNA unwinding or resection is subsequently annealed and 
the remaining, non‐complementary 3’ flaps removed before ligation. The yeast structure‐
specific  endonuclease  Rad1‐Rad10  complex  and  its mammalian  counterpart  XPF‐ERCC1 
have a key role in removing 3’ overhangs during MMEJ77.  Inserted nucleotides are often 
observed at the MMEJ junctions indicating that error‐prone polymerases might act in the 
processing  steps  before  repair  is  completed.  Finally,  in  mammalian  cells,  alt‐NHEJ  is 
completed through the action of DNA ligase I or DNA ligase III, which act in concert with 








strand  annealing  (SSA).  Whereas  HR  is  considered  to  be  error  free,  SSA  is  highly 
mutagenic.  





process  of  meiotic  recombination.  This  controlled  process,  being  part  of  the  sexual 
reproduction  cycle,  is  crucial  to  guarantee  genomic  diversity  in  eukaryotes  by  creating 
new  allele  combinations81.  DSBs  created  in  somatic  cells  through  collapse  of  stalled 






chromosomes  (SMC)  family  of  proteins,  Rad50  (part  of  the  Mre11/Rad50/Nbs1‐MRN 
complex) and the cohesion complex, account for this step in mammalian cells84‐86. Next, 3’ 
ssDNA‐overhangs,  crucial  intermediates  for  the  repair  by HR,  are  created.  This  process, 
known  as  5’‐3’  DNA  end  resection  is  aided  by  a  variety  of  nucleases,  helicases  and 
accessory proteins and is conserved in all kingdoms of life. While in prokaryotes, such as 
E.  coli,  the nuclease and helicase  functions are provided by  the RecBCD complex, more 
proteins  appear  to  influence  this  step  in  eukaryotes87.  In  yeast,  the  MRX 
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(Mre11/Rad50/Xrs2)  complex,  in  cooperation with  Sae2,  is  important  for  initiating DNA 
resection88. More extensive ssDNA is subsequently created through the action of the Sgs1 
helicase  in cooperation with the Dna2 and Exo1 endo‐ and exonucleases,  respectively89. 




unidirectional  (5’‐3’)  DNA  end  resection  model,  a  recent  study  in  yeast  showed  that 
Mre11 accounts  for  the  resection of up  to 300 nucleotides of a DSB  in direction 3’‐5’94. 
From  the  results  obtained  in  this  study,  a  new  model  of  bidirectional  resection  was 
proposed in which Mre11 accounts for 3’‐5’ DNA processing activity from a distal region 
of  the  break  whereas  Exo1  in  conjunction  with  Sgs1‐Dna2  for  DNA  resection  in  the 
opposing 5’‐3’ direction. 
The MRN complex has multiple  functions during  the  initial  processing of  the DNA ends 
and is recruited to DSBs without the need of accessory factors. As outlined above, Rad50 
holds  the broken DNA ends nearby and Mre11 nuclease activity accounts  for  the  initial 
DNA end processing  action.  The  third  unit  of  the  complex, Nbs1,  has  been  reported  to 
physically recruit ATM to DSBs via a conserved region in the C‐terminus95. Recruitment of 





DNA  end  resection  ultimately  leads  to  the  formation  of  3'  ssDNA‐overhangs  of  several 








kinase  stimulating  protein  TopBP115,101,102.  At  this  point,  ATR  is  fully  proficient  in 
phosphorylating downstream targets and to activate cell cycle checkpoints.  
If  the  resected  break  contains  highly  repetitive  DNA  sequences  such  as  mini‐  or 
microsatellites, SSA can act as an alternative to HR. For this purpose, the DNA repeats are 
aligned  in  a  Rad52‐dependent  manner  before  the  created  3’  flaps  are  removed  by 
XPF/ERCC1103.  
To  complete  the  repair  via  HR,  the  ssDNA  bound  RPA  is  replaced  by multimers  of  the 
recombinase  Rad51  in  order  to  form  a  recombinogenic  nucleoprotein  filament.  In 
mammalian cells, a mediator complex composed of BRCA1/BARD1, BRCA2 (FANCD1) and 
PALB2 (FANCN) promotes this exchange reaction104,105. The Rad51 nucleoprotein filament 
then captures duplex DNA and searches  for homology.  Following  synapsis,  the  invading 
strand sets up a D‐loop intermediate, whereby the 3’‐end primes DNA synthesis using the 
duplex DNA as template. It is not fully clear which polymerase(s) is/are responsible for D‐
loop extension  in vivo, but Pol η can perform this function  in vitro106.  If the second DNA 
end  of  the  break  is  captured  by  the  D‐loop  a  Holliday  junction  (HJ)  is  formed  and 
depending on the symmetry of  its resolution, yielding either crossover or non‐crossover 
products.  During  somatic  HR  mostly  non‐crossover  products  are  formed  and  this 
observation is explained by the synthesis‐dependent strand annealing model (SDSA)107,108. 
In SDSA, the invading strand is first extended and pairs subsequently with the processed 




repair.  Furthermore,  dHJs  can  undergo  branch  migration  generating  increasing  or 
decreasing  length  of  heteroduplex  DNA.  The  ATPase  Rad54  can  promote  this  branch 
migration  in  either  3’‐5’  or  5’‐3’  direction  in  human  cells109.  Also  RecQ  helicase  family 




instance,  BLM  together  with  Topoisomerase  IIIα  promotes  HJ  dissolution  to  form  non‐
crossover  products111.  In  contrast,  several  endonucleases  including Mus81‐Eme1,  Gen1 
and SLX1/4 have been involved in the resolution of HJs to give rise to crossover and non‐





Figure  5.  Homology‐directed  repair  in  eukaryotic  cells.  Upon  induction  of  a  DSB,  the  MRN 
complex binds to DNA ends and participates in end processing together with CtIP (A). RPA binds to 
ssDNA and is replaced by Rad51 with the help of BRCA1/BARD1 together with BRCA2 and PALB2 
(B). Rad51 nucleoprotein  filaments promote homology search and strand  invasion.  (C) The SDSA 
model predicts that a migrating D‐loop fails  to capture the second end and,  following extension, 
the  invading  strand  is  displaced  and  anneals with  the  resected  second  end.  (D)  The  DSB  repair 
model predicts that the second DNA end is captured by annealing to the extended D‐loop, forming 
a dHJ.  (E) This  intermediate can be resolved to form either non‐crossover or crossover products. 










structure of  the DNA ends and  the phase of  the cell  cycle  in which  the DSB occurs. For 
instance,  the  two protein complexes MRN and Ku can  recognize DNA ends and both of 
them  initiate  a  different mode of  repair.  Importantly,  cells  lacking NHEJ  genes  reveal  a 
DSB  repair  bias  in  favour  of  HR,  suggesting  that  the  two  repair  pathways  compete 
between each other115. Moreover, MRN has the ability to displace Ku from DNA ends  in 
order  to  facilitate HDR116,117.  However,  if  the MRN  complex was  constantly  available  to 
bind DSBs and displace Ku from DNA ends, NHEJ would never get a chance to repair DSBs. 
The MRN complex  is assembled and abundant throughout the cell cycle suggesting that 
the binding of MRN to DNA ends  is  insufficient  to promote HR at  the expense of NHEJ. 
Thus,  the  decision‐making  process  of  DNA  end  resection  initiation  has  further 
requirements.  For  example,  protein  levels  of  the  MRN‐interacting  protein  CtIP  are 




another  prominent  way  to  activate/deactivate  the  function  of  a  protein,  thereby 
providing an elegant on/off switch. CDKs are obvious candidates to mediate this, as the 
increase  in CDK activity  that  triggers G1‐S  transition  coincides with  the  switch between 
NHEJ  and  HR.  In  fact,  analysis  in  yeast  showed  that  G1‐arrested  cells  fail  to  efficiently 
resect broken DNA ends, to load RPA and Rad51 and to activate Mec1/ATR76. Moreover, 
the inefficient resection activity correlated with low Cdc28/CDK1 activity and inhibition of 
CDK1 activity  in G2 prevented extensive  resection and checkpoint activation.  Important 
targets  phosphorylated  by  CDKs  and  regulating  the  balance  between NHEJ  and  HR  are 




Sae2,  is  phosphorylated by CDKs  at  several  sites  and  that  these  sites  are  important  for 
DNA end resection suggests that similar CDK‐mediated control mechanisms of resection 
operate  in  higher  eukaryotes120,121.  RPA2  and  Dna2  are  two  additional  factors  of  the 
resection machinery phosphorylated by CDKs122. Whereas CDK‐mediated phosphorylation 
of  Dna2  regulates  nuclear  entry  of  the  protein  in  S  phase,  the  role  of  RPA2 
phosphorylation  has  yet  to  be  determined123.  The  yeast  protein  Rad9  and  its  human 
orthologue 53BP1 promote NHEJ and undergo multiple CDK‐mediated phosphorylations, 
but it is unknown whether these negatively affect resection124,125. The fact that depletion 
of  Rad9  can  partially  bypass  the  CDK  requirement  for  resection,  suggests  that  the 
identified  CDK  phosphorylation  sites  could  indeed  be  important  for  allowing  DNA  end 
processing126. 
Although phosphorylation has long been known to play a major role in regulating proteins 
at  sites  of  DNA  damage,  other  important  PTMs,  particularly  sumoylation  and 




spliced  variant  of  BRCA1  lacking  exon  11  (i.e.  inactive  protein)  harbour  increased 
chromosomal instability and tumorigenesis, the ubiquitin ligase activity does not seem to 
be  essential  for  these  functions128.  Intriguingly,  the  chromosomal  abnormalities  and 
defects  in HR  associated with  loss  of  BRCA1  are  rescued  by  53BP1  depletion129,130.  It  is 









in modifying  the  chromatin  structure  and  creating  a  platform  for  recruitment  of  repair 
proteins133‐137. 
In  summary,  the  commitment  to  DSB  end  resection  is  influenced  by  several  factors 
including cell cycle stage, availability of repair proteins and PTMs. Once repair has been 





are  linked  to  the  development  of  several  forms  of  cancer,  predominantly  leukemia. 
Moreover,  mutations  in  the  ATM  gene  cause  the  syndrome  Ataxia‐telangiectasia  (AT) 
developmental  defects,  immunodeficiency  and  radiosensitivity138.  Approximately  one 
third of AT patients develop malignancies, predominantly lymphomas and leukemias of T 




deletions  around  the  break‐point  junction  and  joining  of  DNA  ends  at  regions  of  DNA 
sequence microhomology142,143.  These  observations  indicate  that  alt‐NHEJ  is  frequently 
upregulated  in  cancer  cells  to  compensate  for  the  loss of  c‐NHEJ.  For  this  purpose,  alt‐
NHEJ  factors might  be  a  potential  therapeutic  target  to  inhibit  repair  of  DSBs  in  these 
cancers.  
Cancer  therapy  has  until  recently  been  focused  on  creating  cytotoxicity  through  DNA 
damaging agents, such as IR, camptothecins, mitomycin C, cisplatin and temozolomide144. 
Although  differences  in  the  DDR  between  normal  and  cancer  cells  presumably 
precondition the ability of these agents to preferentially kill cancer cells, their use is often 
limited  by  normal  tissue  toxicity.  Since  abnormalities  in  the  DDR  of  cancer  cells  are 
becoming more  clearly  defined,  there  is  growing  interest  in  the  development  of  small 
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molecules  that will  selectively  target  the  abnormal  DNA  repair  in  cancer  cells with  the 
prospect  that  these  compounds  either  alone  or  in  combination  with  DNA  damaging 
agents  will  effectively  kill  cancer  cells,  while minimizing  damage  to  normal  cells.  Since 
ATM  is  one of  the  apical  kinases  initiating  the DDR  and  is  responsible  for  the  repair  of 
DSBs,  the  use  of  ATM  inhibitor  in  combination  with  DSB‐inducing  agents  should  very 
effectively kill  cancer cells.  In  fact,  the ATM  inhibitor KU‐55933 greatly  sensitizes  tumor 
cells  to  IR as well as  to  the chemotherapeutic agents  camptothecin and etoposide145. A 
potential problem with using ATM inhibitors in the clinics is that they may also sensitize 
normal  tissues  to  DNA  damage.  Furthermore,  it  would  be  of  advantage  to  know  the 
genetic  background  of  a  given  patient.  Treatment  with  ATM  inhibitor  might  be  of 
particular interest for the treatment of hereditary cancers harbouring a specific mutation 
in  a  DNA  repair  gene.  For  example  it was  shown  that  KU‐55933  selectively  kills  cancer 
cells harbouring mutations in FA genes146. 
The recombinase Rad51 is frequently overexpressed in human cancers and is associated 
with  poor  prognosis147.  The  overexpression  frequently  correlates  with  resistance  to 
chemotherapeutic agents indicating that Rad51 is a potential target for antitumor drugs.  
PARP1 is another prominent target for cancer therapy. PARP binds to SSBs and DSBs and 
synthesizes poly(ADP‐ribose)  chains  that are attached on PARP  itself  and on other DNA 
repair factors148,149. By  inhibiting PARP activity, SSBs cannot be successfully repaired and 




specific  inhibitors of PARP were developed as  therapeutic agents  for  inherited  forms of 
breast and ovarian cancer as the PARP inhibitor should be cytotoxic for BRCA1‐ or BRCA2‐
deficient  tumors but not affect normal  tissues with a  functional BRCA1 or BRCA2 allele, 
respectively151,152.  As  predicted,  PARP  inhibition  sensitizes  BRCA1  and  BRCA2  defective 
tumors,  both  in  tumor  models  in  vivo  and  in  the  clinic153,154.  The  genetic  interaction 
between  BRCA1  (or  BRCA2)  and  PARP  can  be  described  as  synthetic  lethal.  Synthetic 
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lethality  between  two  genes  occurs  where  individual  loss  of  either  gene  is  compatible 
with life, but simultaneous loss of both genes results in cell death. Thus, the BRCA‐PARP 
interaction provides  the  first successful example of a synthetic  lethal approach that has 
entered the clinic155. 
Another  valid  approach  for  targeting  a  DNA  repair  enzyme  is  to  inhibit  DNA‐PK.  It  is 
upregulated in some human cancers indicating that it might contribute to tumor survival. 





of  the DNA damage  response  alone or  in  combination with DNA damaging  agents  that 
selectively target the altered DNA damage response in cancer cells. 
In  the  next  section  I  will  describe  in  detail  the  function  of  an  important  player  in  the 
repair of DSBs, namely CtIP. Since recent evidences indicate that this molecule possesses 







characterized  in  1998  as  a  cofactor  for  the  transcriptional  repressor  CtBP  and  acquired 
thereby  its  name,  CtBP‐interacting  protein157.  The  interaction  is  mediated  through  a 
PLDLS motif  on  the N‐terminus of  CtIP,  a  sequence motif  highly  conserved among  viral 
and  cellular  CtBP  binding  proteins158.  In  a  yeast  two‐hybrid  screen,  CtIP  was  found  to 
interact  with  pRb/p105  and  the  Rb  family  members  p107  and  p130  through  a 
characteristic  Rb  binding  motif  (LECEE)159.  It  was  proposed  that  CtIP  might  exert  its 
activity in transcriptional repression by interaction with Rb and recruiting CtBP. CtIP was 
also identified in search for proteins interacting with the C‐terminal BRCT domain of the 
tumor  suppressor  BRCA1.  Importantly,  tumor  specific mutation  in  the  BRCT‐domain  of 
BRCA1  abrogated  its  interaction with  CtIP,  highlighting  the  functional  relevance  of  CtIP 
interaction  for  the  tumor  suppressive  functions  of  BRCA1160.  In  addition,  CtIP was  also 
found  to  interact  with  Ikaros  family  members,  Krüppel‐like  zinc  finger  transcription 
factors that regulate early hemo‐lymphopoiesis and differentiation161. Ikaros proteins act 
as  tumor  suppressors  in  lymphoid  tissues  and  deregulation  of  gene  expression  is 
observed  in  human  leukemias162.  The  fact  that  CtIP  associates  with  at  least  three 
established  tumor  suppressor  proteins  together  with  the  observation  that  haploid 
deficiency of CtIP contributes to lymphomagenesis in CtIP‐/+ heterozygotic mice suggests 
that CtIP is a tumor suppressor163. CtIP‐/‐ mice die during early embryogenesis (E4.0), the 
blastocysts  fail  to  enter  S‐phase,  accumulate  in  G1  and  exhibit  increased  cell  death. 
Notably,  the CtIP‐dependent arrest at  the G1/S transition  is  lost  in pRb‐deficient mouse 
fibroblasts  and  human  cancer  cell  lines  lacking  pRb,  demonstrating  an  essential  role  in 





other hand counteracts  the pRb‐mediated G1 arrest of  cells  seems  to be contradictory. 
Since  pRb  plays  diverse,  but  concerted  roles  in  G1/S  transition,  CtIP  may  serve  as  an 
adaptor to recruit different factors, which counter pRb action in this context. Moreover, 








binding,  CtIP  contains  two  coiled  domains.  One  such  domain  on  the  N‐terminus  is 
responsible  for  homodimerization  and  crucial  for  proper  function  during  the  repair  of 
DNA DSBs166,167. CtIP only shares sequence similarity with homologous proteins in higher 
eukaryotes  (including  mouse,  chicken  and  frog)  apart  from  a  short  region  in  the  C‐
terminus, which  seems  to  be  conserved  in  different  yeast  species  and  to  be  crucial  for 
CtIP  protein  turnover  and  DNA  repair  functions90,168.  Moreover,  CtIP  was  reported  to 
contain a PCNA binding box and a DNA binding motif (Figure 6)169,170. 
The pattern of CtIP expression is equivalent to the one of BRCA1 and Rad51, two proteins 
involved  in  HR.  Similar  to  CtIP,  BRCA1  and  Rad51  are  highly  expressed  in  testis  and 
thymus, tissues in which DSB formation occurs frequently171,172. These evidences indicate 
that CtIP might play a crucial role in the repair of DSBs. In fact, several reports have now 
established  CtIP  as  a  central  player  in  the  resection  of  DSBs,  with  increasing  evidence 
suggesting  that CtIP controls DSB repair pathway choice90,121,170,173,174. The protein  levels 
of CtIP are kept low during G1, increase steadily during S and peak in G2118. During S and 
G2  phases,  CtIP  undergoes  CDK‐mediated  phosphorylation  on  serine  327  (S327),  a 
priming  event  needed  for  BRCA1  interaction  and  originally  reported  to  be  crucial  for 




required  for  the  efficient  processing  of  DNA  ends  that  are  covalently  trapped  by  DNA  
topoisomerases121,175.  Upon  DSB  induction,  at  least  three  different  serines  in  the  C‐
terminus  are  targeted  by  ATM.  Although  these  events  were  initially  thought  to  be 
required for BRCA1‐CtIP dissociation in order to activate BRCA1‐mediated transcription of 
checkpoint sustaining factors, the actual function remains still elusive170,176,177. 
For  its  resection  function,  CtIP  directly  interacts  with  the  MRN  complex  and  the 
concomitant  action  of  these  proteins  is  crucial  for  the  initiation  of  DSB  repair  by  HR 
(Figure 6)90,178,179.  CtIP promotes 5’‐3’ DNA end  resection of DSBs and helps  to  form 3’‐














The  function of CtIP  in DSB  repair  is highly  regulated  to ensure  that DNA end  resection 
and HR can only occur in appropriate stages of the cell cycle. The first layer of regulation 
is given by CtIP protein levels, which are low in G1 and high during S/G2 phases when a 
template  for HDR becomes available118,121.  Since  transcript  levels of CtIP do not  change 
throughout  the  cell  cycle,  posttranscriptional  and/or  posttranslational  ways  of  CtIP 
protein  level  regulation  must  exist118.  A  possible  candidate  responsible  for  CtIP 
polyubiquitylation and subsequent proteasomal degradation during G1 is the E3‐ubiquitin 
ligase  SIAH1182.  In  addition,  CtIP  is  a  CDK  target  and  is  phosphorylated  on  at  least  two 














both  spatially  and  temporally.  Phosphorylation  is  a  key  cellular  signaling mechanism  to 
regulate  most  of  the  biological  processes  in  a  cell  including  the  response  to  DNA 
damage184.  For  example,  the  phosphorylation  of  many  tyrosine  residues  and  some 
serine/threonine residues acts as a signal to recruit proteins to signaling networks or to 
place enzymes close to their substrates. Moreover protein phosphorylation can activate 
or  block  the  catalytic  site  of  enzymes  and  can  promote  or  inhibit  protein  degradation. 
Especially  the  reversible  phosphorylation  on  certain  serine  or  threonine  residues 
preceding a proline (pS/T‐P), a major regulatory phosphorylation motif in cells, represents 
a key  switch  for  controlling  the  function of many  signaling molecules  in various  cellular 
processes. Enzymes responsible for such phosphorylation belong to a large superfamily of 
proline‐directed  kinases,  which  include  CDKs,  extracellular  signal‐regulated  kinases 
(ERKs),  stress‐activated  kinases/c‐Jun‐N‐terminal  kinases  (SAPKs/JNKs),  p38  kinases, 
glycogen synthase kinase‐3 (GSK3) and homeodomain‐interacting protein kinases (HIPKs). 
These  kinases  play  a  crucial  role  in  diverse  cellular  processes  such  as  cell  growth  and 






proteins and are usually exposed on  the surface of proteins. Due  to  the  relatively  large 
energy barrier, uncatalyzed cis/trans‐isomerisation of prolines is a very slow process but 
can  be  greatly  accelerated  by  peptidyl‐prolyl  cis/trans  isomerases  (PPIases).  Family 
members  of  these  enzymes  include  cyclophilins  (Cyps)  and  FK506‐binding  proteins 
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(FKBPs).  Although  they  seem  to  play  a  crucial  role  in  protein  folding,  all  eight  genes 
encoding  PPIases  are  dispensable  for  cell  growth  in  budding  yeast189.  Therefore,  it was 
initially thought that all PPIases perform non‐essential cellular roles until the discovery of 
the phosphorylation‐specific PPIase PIN1 (protein interacting with NIMA (never in mitosis 
A)‐1)190.  It  is  the only PPIase  that  specifically  recognizes  and  isomerises phosphorylated 
pS/T‐P  peptide motifs.  PIN1  is  a  relatively  small  protein  composed  of  163  amino  acids 
with a molecular weight of approximately 18 kDa. It contains an N‐terminal WW domain 
that  acts  as  a  phosphoprotein‐binding  module  and  a  C‐terminal  catalytic  isomerase 
domain that is distinct from other conventional PPIases (Figure 6)191‐193. The discovery of 
PIN1 led to the hypothesis of a new signaling mechanism in which cis/trans isomerisation 
acts  in  a  post‐phosphorylation‐dependent  manner  to  control  the  fate  of  the  target 
protein191,194.  Isomerisation of pS/T‐P motifs  is especially  important because kinases and 
phosphatases  specifically  recognize  the  cis  or  trans  conformation  of  the  prolyl  peptide 




and  survival197.  Moreover,  PIN1  itself  is  tightly  regulated  and  its  deregulation  can 
contribute to human diseases including cancer, neurological disorders, and autoimmune 
and inflammatory diseases197‐201.  
PIN1‐mediated  post‐phosphorylation  regulation  can  have  profound  effects  on 
phosphorylation‐dependent  signaling  by  regulating  a  spectrum  of  target  activities, 
including  protein‐protein  interaction,  enzymatic  activity,  protein  localization,  and  the 
most  common  consequence,  protein  stability197.  Notably,  phosphorylation  on  S/T‐P 








Figure  6:  Structure  of  human  PIN1.  (a)  The  domain  architecture  of  PIN1.  PIN1  contains  an  N‐
terminal WW  domain  responsible  for  specific  pThr/Ser  binding  and  a  C‐terminal  peptidyl‐prolyl 
cis/trans  isomerase  (PPIase)  domain  that  catalyses  isomerisation  of  pThr/Ser  motifs  in  the 
substrate.  (b)  X‐ray  structures  of  PIN1  in  complex  with  a  C‐terminal  domain  (CTD)  peptide 




set  of  conserved  catalytic  residues  in  all  PIN1‐type  PPIases  project  outward  from  the  barrel 
structure  and  define  the  binding  pocket  for  the  proline  and  the  peptide  bond  that  undergoes 
cis/trans  isomerisation.  The  side  chains  of  Lys63,  Arg68  and  Arg69  form  a  basic  cluster  that 
sequesters  pSer  in  the  substrate.  Lys63  is  conserved  in  PIN1‐  and  parvulin‐type  PPIases  and  is 









lead  to  decreased  susceptibility  to  tumor  formation.  On  the  other  hand,  other  reports 
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PIN1  negatively  regulates  c‐myc  and  cyclin  E  protein  levels  through  a  common 
mechanism, leading to the timely degradation of these proteins by the SCF (Skp‐Cullin1‐F‐
box)  ubiquitin  ligase  complex227,228.  Importantly,  the  deregulation  of  cyclin  E  in  cancer 
correlates with increased genomic instability229,230. Accordingly, PIN1‐/‐ mouse embryonic 
fibroblasts  (MEFs)  harbour  increased  levels  of  both  cyclin  E  and  c‐myc  and  show 
enhanced time‐dependent genomic instability compared to wild‐type cells231. Moreover, 
since  Ras  collaborates  with  both  cyclin  E  as  well  as  c‐myc  in  cell  transformation,  the 
absence  of  PIN1  in  MEFs  can  facilitate  Ras‐induced  tumorigenesis.  In  contrast  to  the 
above‐mentioned  role  of  PIN1  in  promoting  tumorigenesis,  these  results  are  in  clear 
favour of a possible protective role of PIN1 in oncogenesis, at least in MEFs derived from 
an isogenic (C57BL/6) genetic background.  
Possible  explanations  for  these  apparently  discrepant  observations  are  that  the 
conflicting  studies  were  conducted  with  mice  of  different  genetic  backgrounds  and  in 
different cell types. Whereas studies suggesting PIN1 might facilitate tumorigenesis were 
carried out  in a mixed genetic background  in organ epithelial cells,  studies supporting a 




in  spite  of  the  remarkable  number  of  important  cell‐cycle  proteins  that  PIN1  has  been 
proposed  to  regulate,  the  role  of  PIN1  in  cancer  will  remain  enigmatic.  Since  PIN1 
recognizes  phosphorylated  S/T‐P  motifs  in  proteins  and  these  phosphorylation  events 
depend on  the  activity  of  proline‐directed  kinases,  there may be hundreds of  potential 
PIN1  targets  within  any  given  cell  (Figure  7).  Therefore,  the  action  of  PIN1  may  be 
influenced  considerably  by  the  activation  or  inactivation  of  various  signaling  pathways 
that influence the phosphorylation of proteins on S/T‐P motifs.  
Besides  being  an  important  regulator  of  many  proteins,  PIN1  is  subjected  to  post‐
translational  modification  itself  and  is  found  to  by  hypophosphorylated  in  cancer 
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tissues201,232.  The  protein  kinase  death‐associated  protein  kinase  1  (DAPK1),  a  known 
tumor suppressor,  is  indeed able to phosphorylate PIN1  in the catalytic domain thereby 
inhibiting  its  activity.  Thus, PIN1  is  an  important  catalyst  for  tumorigenesis  that  acts by 
switching on or off  numerous oncogenes or  tumor  suppressors,  respectively,  at  several 
steps at the same time. 
 
Figure  7.  Functional  targets  of  PIN1.  PIN1  can  regulate  phosphorylation  dependent  protein 
cis/trans  isomerisation  of  a  number  of  substrates.  Such  a  conformational  change  has  profound 
effects on the activity of the target protein. PIN1 can enhance or decrease protein stability, alter 
the  phosphorylation  status  or  affect  the  transcription  activity  of  proteins.  Moreover,  PIN1  can 
interfere with protein‐protein interactions and with protein localization. Importantly, many of the 









DSBs  are  among  the  most  deleterious  lesions  a  cell  can  encounter.  Thus,  a  thorough 
understanding  of  the  mechanisms  involved  in  the  repair  of  DSBs  is  of  major  interest, 
particularly in the field of cancer biology. Moreover, many drugs used in the clinics for the 
treatment  of  malignant  tumors  induce  the  formation  of  DSBs.  Further  expanding  our 
knowledge  of  the  regulation  of  DSB  repair  pathways  and  their  individual  players  is 
therefore the major goal of my PhD thesis.  




Given  the  rather  unclear  data  on  DNA  end  processing  for  repair  via  HR  in mammalian 
cells, we set out to address the collaborative role of CtIP and Exo1 during this step. While 
data  in  yeast  suggest  that  the MRX  complex  together  with  Sae2  initiate  resection  and 
Dna2  and/or  Exo1/Sgs1  are  responsible  for  long‐range  resection,  such  data  were  not 
available for mammalian cells (outlined in section 1.2.4). Although both the helicase BLM 
as  well  as  the  exonuclease  Exo1  were  described  to  control  long‐patch  resection  in 
mammalian  cells,  the  interplay  between  these  factors  and  the  initiators  of  resection 
(MRN complex and CtIP) were not known. 
We  therefore  used  RNA  interference  strategies  to  deplete  Mre11,  CtIP  and  Exo1  in 
mammalian cells and assessed the ability to form RPA‐coated ssDNA, a hallmark of DNA 
end resection, on laser induced DSBs. Furthermore, we tested the possibility whether the 
recruitment  of  Exo1  to  DSBs  is  dependent  on  the  initial  DNA  end‐trimming  activity  of 






Since both Exo1 and CtIP play a  fundamental  role  in DNA  resection, we also wanted  to 
establish  whether  the  two  factors  physically  interact  by  co‐immunoprecipitation 
experiments. Moreover, we addressed the possible regulation of Exo1 by CtIP in DNA end 
resection  in  vitro. We also  tested  the DNA binding  capacity  of  both  Exo1  and CtIP  to  a 
defined  DNA‐substrate  by  an  electrophoretic‐mobility  shift  assay  (EMSA).  Finally,  we 
investigated the role of both Exo1 and CtIP during HR repair  in vivo via colony formation 
assays and metaphase chromosomal analysis.  
The  results  obtained  from  these  experiments  were  submitted  and  published  in  the 
scientific  journal of EMBO reports. The published research paper  is  illustrated in section 
3.1. 
2.2 Addressing the role of PIN1 during DSB repair 
CtIP  is  a  nuclear  protein  and  becomes  hyperphosphorlyated  upon  induction  of  DSBs. 
Moreover, CtIP  is phosphorylated at  least at two S/T‐P sites by proline‐directed kinases, 
most probably CDKs. While pS327 mediates BRCA1 interaction, pT847 is required for DNA 
end  resection.  Besides  these  two  well‐described  phosphorylation  sites,  CtIP  contains 
another 10 S/T‐P motifs, some of them highly conserved among different CtIP homologs. 
However,  given  that  many  of  these  sites  could  simultaneously  be  targeted  by  several 
proline‐directed kinases,  it  remains  largely unknown how  these phosphorylation events 
are  coordinated  to  regulate  CtIP.  On  top  of  that,  phosphorylation  of  certain  sites may 
trigger  PIN1‐catalyzed  isomerisation,  an  important  regulatory  mechanism  for  many 
phosphoproteins  involved  in cell cycle progression, but so far never been  linked to DNA 
repair.  
We therefore aimed at  identifying novel CtIP phosphorylation sites and testing whether 
some  of  the  phosphorylation  events  are  required  for  PIN1‐mediated  cis/trans 
isomerisation.  To  answer  these  questions  we  performed  two  separate  mass 
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spectrometry‐based  screens.  At  first  we  immunoprecipitated  endogenous  CtIP  from 
human cells  and analysed  the peptides  for  the presence of phosphorylated  residues.  In 




complementary  approaches  including  pull‐down assays,  co‐immunoprecipitation,  in  situ 
proximity ligation assay (PLA) and far‐western blot analysis. We also aimed at defining the 
pS/T‐P motifs  in CtIP crucial  for PIN1  interaction. Moreover, we raised phospho‐specific 
antibodies against two, novel CtIP phosphorylation sites. To test whether PIN1 can indeed 
isomerise  CtIP,  we  performed  nuclear  magnetic  resonance  (NMR)  spectroscopy 
experiments on CtIP phospho‐peptides. We further tested whether CtIP mutants deficient 
in PIN1  interaction are  still  recruited  to  sites of DNA damage and able  to perform DNA 
end resection. We also examined the DSB repair kinetics in cells expressing CtIP mutants 
by PFGE. To study the role of PIN1 itself in the regulation of DSB repair pathway, we used 
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DNAend resection byCtIP and exonuclease 1 prevents
genomic instability
Wassim Eid*, Martin Steger*, Mahmoud El-Shemerly*w, Lorenza P. Ferretti, Javier Pen˜a-Diaz, Christiane Ko¨nig,
Emanuele Valtorta, Alessandro A. Sartori+ & Stefano Ferrari++
Institute of Molecular Cancer Research, University of Zurich, Zurich, Switzerland
End resection of DNA—which is essential for the repair of DNA
double-strand breaks (DSBs) by homologous recombination—
relies first on the partnership between MRE11–RAD50–NBS1
(MRN) and CtIP, followed by a processive step involving helicases
and exonucleases such as exonuclease 1 (EXO1). In this study,
we show that the localization of EXO1 to DSBs depends on both
CtIP and MRN. We also establish that CtIP interacts with EXO1
and restrains its exonucleolytic activity in vitro. Finally, we show
that on exposure to camptothecin, depletion of EXO1 in CtIP-
deficient cells increases the frequency of DNA–PK-dependent
radial chromosome formation. Thus, our study identifies new
functions of CtIP and EXO1 in DNA end resection and provides
new information on the regulation of DSB repair pathways, which
is a key factor in the maintenance of genome integrity.
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INTRODUCTION
DNA double-strand breaks (DSBs) are the most cytotoxic lesions
that can be generated by ionizing radiation, certain chemo-
therapeutic drugs, collapse of stalled DNA replication forks or during
physiological processes such as meiotic recombination (Bassing
et al, 2002; Whitby, 2005). DSBs that are not properly repaired
can cause gross chromosomal aberrations that trigger carcino-
genesis through activation of oncogenes or inactivation of tumour
suppressor genes. Cells use two main mechanisms to repair DSBs:
non-homologous end-joining (NHEJ) and homologous recombi-
nation (HR; Wyman & Kanaar, 2006; Misteli & Soutoglou,
2009). NHEJ repair takes place throughout the cell cycle, whereas
HR is restricted to S- and G2-phases. HR is initiated by 50–30
resection of DSBs to produce single-strand DNA (ssDNA) tails
that function as a signal for ATR-mediated DNA damage check-
point activation before the recruitment of recombination proteins
(Pardo et al, 2009).
Several studies have investigated the molecular mechanisms of
DNA end resection in genetically amenable organisms. These
have implicated the MRE11–RAD50–NBS1/Xrs2 (MRN/MRX)
complex and CtIP/Sae2 in the early stages of DSB processing,
followed by the redundant action of BLM/Sgs1 helicase and
exonuclease 1 (EXO1) in the generation of long stretches of ssDNA
(Mimitou & Symington, 2009). Accordingly, only the simulta-
neous depletion of BLM and EXO1 resulted in accumulation of
partly resected intermediates and hypersensitivity to DSB-
inducing agents (Gravel et al, 2008; Mimitou & Symington,
2008; Zhu et al, 2008). These studies led to a two-step model
according to which in human cells the initial ‘end-trimming’ is
carried out by MRN and CtIP, followed by resection by two
mechanisms depending on either EXO1 or BLM (Niu et al, 2009).
In this study, we show that EXO1 is recruited to laser-induced
DSBs in a CtIP-dependent manner and that CtIP interacts with
EXO1, thereby retarding processive degradation of DNA by EXO1
in vitro. Furthermore, we provide evidence that concomitant
depletion of CtIP and EXO1 in camptothecin-treated cells leads to
chromosomal rearrangements, probably as a result of illegitimate
NHEJ-dependent repair of DSBs.
RESULTS AND DISCUSSION
EXO1 localization to sites of DNA damage
On the basis of the two-step model of DNA end resection, we
hypothesized that the recruitment of EXO1 to DSBs was
dependent on the initial processing by MRN and CtIP. As
endogenous levels of EXO1 are undetectable by direct immuno-
staining (El-Shemerly et al, 2005), we examined EXO1 localization
to laser microirradiation-induced DSBs (Bekker-Jensen et al, 2006)
by using U2OS cells stably expressing green fluorescent protein
(GFP)-tagged EXO1 (Gravel et al, 2008). Similarly to previous
reports, we observed accumulation of EXO1 at sites of DSBs
(Bolderson et al, 2010; Fig 1A; supplementary Fig S1A,B online).
We therefore asked whether depletion of CtIP or the MRN
complex (Fig 1B) would affect EXO1 recruitment to DSBs. Both
fixed and live-cell imaging showed that depletion of either CtIP or
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MRE11 impaired the recruitment of EXO1 and replication protein
A (RPA) 2 to DSBs (Fig 1C; supplementary Fig S1B online).
Furthermore, in CtIP-depleted cells we did not observe any
localization of EXO1 to sites of DSBs, even at late time points
(supplementary Fig S1A,B online). In addition, downregulation of
BLM did not impair EXO1 recruitment to DSBs (data not shown).
Consistent with the S/G2-specific recruitment of CtIP to DSBs
(Sartori et al, 2007), accumulation of GFP–EXO1 at DSBs was only
observed in cyclin A-positive cells and was strictly CtIP-dependent
(Fig 1D). Finally, EXO1, but not CtIP, did not localize to sites of
laser-induced DSBs in ataxia telangiectasia-like disorder 1
(ATLD1) cells, which are deficient in DSB resection due to a
hypomorphic mutation of the MRE11 gene (Stewart et al, 1999;
Carson et al, 2003; supplementary Fig S1C–E online). This defect
was rescued on re-expression of wild-type MRE11 (supplementary
Fig S1F online). From these observations, we concluded that the
recruitment of EXO1 to DSBs depends on the initial DSB-end
trimming carried out by MRN together with CtIP.
CtIP interacts with EXO1 and restrains its activity
Although they are independently recruited to sites of DSB
(supplementary Fig S1E online; Lisby et al, 2004; Chen et al,
2008), CtIP was shown to interact with MRN and stimulate its
endonuclease activity in vitro (Sartori et al, 2007), indicating a
functional relationship between these factors during DNA end
resection. This prompted us to examine whether EXO1 physically
associates with the MRN–CtIP complex. To test this, CtIP or EXO1
was immunoprecipitated from HEK293T whole-cell extracts and
the recovered complexes were analysed by immunoblotting.
Interestingly, CtIP but not MRE11 was present in anti-EXO1-
immunocomplexes both in non-stressed cells and in cells treated
with camptothecin (Fig 2A)—a chemotherapeutic agent known to
induce DSBs exclusively during DNA replication by trapping
DNA topoisomerase 1 cleavage complexes (Pommier, 2006).
Although we noticed that EXO1 preferentially interacts with the
hyperphosphorylated form of CtIP in damaged cells (Fig 2A, lane
8), we did not observe differences in CtIP–EXO1 interaction on
phosphatase treatment of the CtIP–EXO1 immunocomplex (supple-
mentary Fig S2A online). We confirmed the previously reported
CtIP–MRE11 interaction, but did not detect EXO1 in anti-CtIP
immunocomplexes, probably due to low cellular levels of EXO1 (El-
Shemerly et al, 2005). Therefore, we immunoprecipitated CtIP from
HEK293T cells transiently expressing OMNI-tagged EXO1. Under
these conditions, we detected EXO1 in anti-CtIP immunocomplexes,
both in the presence and absence of hydroxyurea (supplementary
Fig S2B online).
To investigate whether the interaction between CtIP and EXO1
is direct or reliant on bridging factors, we examined CtIP–EXO1
complex formation by using purified, recombinant proteins in an


































































Fig 1 | Exonuclease 1 localization to sites of DNA damage requires both CtIP and MRE11. (A) U2OS cells stably expressing GFP–EXO1 were
microirradiated and 30min later fixed, immunostained with gH2AX and RPA2 antibodies, and analysed by fluorescence microscopy. Nuclei were
visualized with DAPI. (B) GFP–EXO1 cells were transfected with Luciferase- (CNTL), CtIP- or MRE11-specific siRNA oligonucleotides and grown for
72 h. Protein expression was examined by immunoblot (IB) using the indicated antibodies. (C) siRNA-transfected GFP–EXO1 cells from (B) were
microirradiated, fixed and analysed as in (A). (D) GFP–EXO1 cells treated as in (A) were co-immunostained with gH2AX, Cyclin A and CtIP
antibodies. gH2AX-positive cells were quantified for EXO1, Cyclin A and CtIP staining. A total of 50 cells per sample were counted in two independent
experiments. EXO1, exonuclease 1, GFP, green fluorescent protein; RPA2, replication protein A; siRNA, small interfering RNA.
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Fig 2 | CtIP interacts with exonuclease 1 and restrains its exonucleolytic activity. (A) WCEs (5mg) from mock or camptothecin-treated (1mM, 1h) HEK293T
cells were immunoprecipitated with preimmune serum, CtIP or EXO1 polyclonal antibodies. Proteins were detected by immunoblot (IB) with the indicated
antibodies. For CtIP, short (S) and long (L) exposure times are shown. Arrows indicate the hyperphosphorylated form of CtIP. The membrane was stripped
and re-probed using a monoclonal EXO1 antibody. Input¼ 1% of the WCEs used for immunoprecipitation. (B) Purified, recombinant (Rec.) EXO1 (200 ng)
and FLAG-tagged CtIP (200ng) were incubated either alone or together before immunoprecipitation with an hEXO1 antibody. Proteins were visualized with
the indicated antibodies. Recombinant hEXO1 (50 ng, lane 1) and FLAG–CtIP (20 ng, lane 5) were loaded as inputs. (C) Nicked plasmid (3.75nM) was
incubated with hEXO1 (15nM) or ecEXOIII (10U) in the presence or absence of CtIP (15 nM). RPA (300nM) was present where indicated. Products were
resolved as described in the Methods section. The migration patterns of the double-stranded, nicked plasmid and of the single-stranded product are
indicated. (D) Radiolabelled oligonucleotide (1nM, lane 1) was incubated with CtIP alone (1 nM, lane 2), hEXO1 alone (1nM, lanes 3–7) or both together
at equimolar concentrations (lanes 8–12). Reactions were terminated at the indicated time points and the products were analysed as described in the
Methods section. (E) Linearized plasmid with 30-overhangs (2.5, 5 nM DNA ends) was incubated at 37 1C with hEXO1 (15nM), RPA (300nM) and the
indicated amounts of CtIP. Reactions were terminated at the indicated time points and the products were analysed as described in the Methods section.
ecEXOIII, Escherichia coli exonuclease III; hEXO1, human exonuclease 1; PI, preimmune; RPA, replication protein A; WCE, whole-cell extract.
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small fraction of CtIP was unspecifically bound to beads, CtIP was
enriched when equimolar amounts of EXO1 were present (Fig 2B,
lane 4), demonstrating that the two proteins are able to bind
directly to each other in vitro.
Saccharomyces cerevisiae Sae2 shows endonuclease activity
on defined substrates (Lengsfeld et al, 2007). Although similar
activity has not yet been reported for human CtIP, CtIP was shown
to enhance the endonucleolytic activity of the MRE11–RAD50
complex (Sartori et al, 2007). On the basis of these observations,
we asked whether CtIP might also affect the 50–30 exonuclease
activity of EXO1 in vitro. First, we examined the activity of purified
recombinant EXO1 (supplementary Fig S2C online) using a singly
nicked plasmid DNA substrate. Only wild-type EXO1, not a
catalytically dead mutant, was able to completely degrade the
nicked strand within 30min of incubation, indicating that there
was no contaminant exonuclease activity in our preparation
(supplementary Fig S2D online). The addition of equimolar
amounts of CtIP decreased exonucleolytic processing, whereas it
did not inhibit the activity of Escherichia coli exonuclease III (Fig 2C).
Under similar assay conditions, MRE11–RAD50 did not substantially
affect EXO1 activity (supplementary Fig S2E online). We observed
a similar inhibitory effect of CtIP on EXO1 activity using either
a radiolabelled DNA oligonucleotide substrate (Fig 2D) or a
linearized plasmid (Fig 2E) both containing 30-overhangs, which
are the preferred substrate for EXO1 in vitro (supplementary
Fig S2G online; Lee & Wilson, 1999). Electrophoretic mobility shift
assays showed that, in contrast to EXO1, CtIP did not efficiently bind
to the oligonucleotide substrate (supplementary Fig S2F online),
excluding the possibility of a nonspecific inhibition of EXO1 by CtIP
through steric hindrance. As observed with the nicked plasmid,
CtIP did not inhibit the activity of E. coli exonuclease III on the linear
substrate (data not shown). Furthermore, neither MRE11–RAD50 nor
BLM affected EXO1 activity on the plasmid with 30-overhangs
(supplementary Fig S2H online). Interestingly, pre-incubation of CtIP
with either blunt-ended or 50-overhang substrates facilitated proces-
sing by EXO1, which did not occur when the proteins were added in
the reverse order (supplementary Fig S2I online).
These biochemical data might suggest that CtIP is able to
restrain long-range resection by EXO1, thereby generating appro-
priate recombinogenic ssDNA structures (Mimitou & Symington,
2009; Niu et al, 2009). Inhibition of EXO1 activity was also
reported during repair of DNA mismatches. However, whereas
in mismatch repair RPA (Genschel & Modrich, 2009) or possibly
MutLa (Zhang et al, 2005) are required for terminating EXO1
activity on removal of the mismatch, our data suggest that CtIP
might act to fine tune the nucleolytic activity of EXO1.
CtIP and EXO1 promote error-free repair of DSBs
Our observations indicate that the initial end-trimming activity



















































































Fig 3 | CtIP and exonuclease 1 protect cells from chromosomal damage. (A) At 72 h after transfection with the indicated siRNA oligonucleotides, U2OS
cells were treated with either DMSO or camptothecin (1 h, 1 mM; acute treatment) and survival was determined by colony formation. Data represent
the mean±s.e.m. of five independent experiments. (B) Cell survival at low doses of camptothecin from the data shown in (A). Data represent the
mean±s.e.m. of five independent experiments. (C) Cells transfected as in (A) were treated with either DMSO or camptothecin for 24 h (chronic
treatment) and survival was determined by colony formation. Data represent the mean±s.e.m. of three independent experiments. (D) Metaphase
spreads from cells transfected and treated as described in (A) were analysed for chromosomal aberrations. A total of 50 metaphase spreads was
analysed for each sample. The percentages of metaphase spreads displaying the indicated numbers of radial chromosomes are shown. CNTL, control;
DMSO, dimethyl sulphoxide; EXO1, exonuclease 1; siRNA, small interfering RNA.
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DNA damage and that CtIP might subsequently control EXO1 exo-
nucleolytic activity to facilitate HR. This prompted us to examine
whether some of the phenotypes reported for CtIP-deficient cells
in response to camptothecin require EXO1 (Sartori et al, 2007).
By using siRNA-mediated downregulation of CtIP and EXO1, we
monitored various DNA damage phenotypes in response to
camptothecin. Single or combined depletion of CtIP and EXO1
did not significantly affect transition through S-phase, as shown
by flow cytometry and incorporation of 5-ethynyl-20-deoxyuridine
in DNA (supplementary Fig S3A,B online). As previously shown,
CtIP knockdown led to a decrease in CHK1 and RPA2 phospho-
rylation (supplementary Fig S3C online), indicative of inefficient
resection and impaired ATR activation (Sartori et al, 2007).
However, EXO1 depletion had no impact on ATR signalling,
apart from a modest increase in RPA2 hyperphosphorylation
(supplementary Fig S3C online). Furthermore, the pattern of
camptothecin-triggered DNA-damage-signalling events in cells
simultaneously depleted for CtIP and EXO1 did not vary from that
of CtIP singly depleted cells (supplementary Fig S3C online).
Taken together, these data support the view that EXO1 acts
downstream from CtIP and MRN in DNA end resection and
are consistent with studies reporting an alternative, EXO1-
independent mode of processive resection (Gravel et al, 2008;
Mimitou & Symington, 2008).
Next, we analysed the sensitivity of these cells to an acute
treatment with camptothecin by colony formation assays. Con-
sistent with previous reports, we observed that CtIP down-
regulation caused hypersensitivity to camptothecin, whereas
EXO1 depletion conferred only minor cytotoxicity (Fig 3A; Sartori
et al, 2007; Gravel et al, 2008). Interestingly, we observed a
partial, but statistically significant rescue of sensitivity at low
camptothecin concentrations by simultaneous downregulation
of CtIP and EXO1 (Fig 3A,B). Consistent with this, we found a
similar increase in survival on chronic treatment with campto-
thecin (Fig 3C). We then treated cells with Olaparib, an inhibitor
of poly(ADP-ribose) polymerase (PARP; Helleday et al, 2008).
As PARP is involved in the repair of DNA single-strand breaks
(Hoeijmakers, 2001), it was proposed that PARP inhibition results
in the accumulation of replication-associated DSBs (Bryant et al,
2005; Farmer et al, 2005), creating lesions similar to those caused
by camptothecin (Pommier, 2006). Treating singly or doubly
depleted cells with Olaparib resulted in a pattern of hyper-
sensitivity similar to that caused by camptothecin (supplementary
Fig S3D online).
The above data indicate that CtIP and EXO1 act in the same
pathway, but they also point to a potentially new genetic
interdependency between these factors during the repair of
replication-associated DSBs. To gain further, structure-based
insight into the repair of camptothecin-induced lesions, we
analysed metaphase spreads from cells lacking CtIP and EXO1.
Compared with control cells, EXO1-deficient cells had a slight
increase in broken chromatids, whereas depletion of CtIP led to a
reduction of this type of chromosomal aberration (supplementary
Fig S3E online). However, we noticed a significant increase in the
number of radial chromosomes specifically in doubly depleted
cells, indicative of illegitimate repair by end joining (Fig 3D;
supplementary Fig S3F online).
CtIP and EXO1 cooperate to prevent NHEJ
It has been shown that DNA-replication-associated DSBs, such as
those induced by camptothecin, activate DNA-PKcs, indicated by
autophosphorylation on S2056 (Chen et al, 2005; Sakasai et al,
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Fig 4 | Inhibition of DNA-PKcs rescues radial chromosomes formation.
(A) U2OS cells transfected with siRNA oligonucleotides were treated with
DMSO or camptothecin (1mM, 1 h) and DNA-PKcs autophosphorylation
at S2056 was monitored. Arrow indicates the hyperphosphorylated form
of CtIP. (B) Metaphase spreads were generated from cells transfected as
in (A) and treated with camptothecin (1mM, 1 h) in the presence or
absence of NU7441 (10mM). In total, more than 100 spreads were
analysed for both conditions in two independent experiments. The
average number of radial chromsomes per spread was 1.65 (DMSO) and
0.59 (NU7441), equivalent to a 2.8-fold reduction in radial formation. (C)
Cells transfected as in (A) were treated with DMSO or camptothecin
(2.5mM, 4 h) in the presence or the absence of NU7441 (10mM). The
amount of broken DNA was assessed by pulsed-field gel electrophoresis.
CNTL, control; DMSO, dimethyl sulphoxide; EXO1, exonuclease 1; IB,
immunoblot; siRNA, small interfering RNA.
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autophosphorylation, we observed increased DNA-PKcs activa-
tion particularly in doubly depleted cells, and the signal was
further amplified in response to camptothecin (Fig 4A). This
prompted us to reexamine camptothecin-induced chromosomal
aberrations on inhibition of DNA-PKcs (supplementary Fig S4A
online). Under these conditions, we observed an almost threefold
reduction in the number of radial structures in EXO1/CtIP-
deficient cells, whereas DNA-PKcs inhibition had no major effect
in singly depleted cells (Fig 4B; supplementary Fig S4B online;
data not shown). Consistent with this and in agreement with an
upregulation of NHEJ in the absence of CtIP and EXO1, DNA-PKcs
inhibition markedly increased the number of camptothecin-
induced breaks measured by PFGE (Fig 4C; supplementary Fig
S4C online).
CONCLUSIONS
Our data imply that two factors involved in DNA end resection,
CtIP and EXO1, probably act together to maintain genomic
stability by protecting cells from the deleterious consequences
of end-joining-mediated repair of camptothecin-induced DNA
lesions. A similar scenario was reported for the repair defects in
Fanconi anaemia cells (Adamo et al, 2010; Pace et al, 2010).
Therefore, we speculate that hypersensitivity to replication-
associated DSBs in resection-compromised cells is probably the
result of inappropriate NHEJ rather than HR deficiency alone.
METHODS
Live-cell imaging and laser microirradiation. Double-strand
breaks were generated in the nuclei of living cells on 18-mm
glass cover slips by microirradiation of arbitrarily shaped regions
of interest (ROIs) at 355 nm with 15-mW output power of the laser
(Genesis 355-80, Coherent; Walter et al, 2003). The ROIs were
irradiated 10 times consecutively and identical ROIs were used in
all experiments. Subsequently, fluorescence time-lapse imaging
was performed for GFP (488 nm excitation, 525–560 nm emission;
SP5, Leica, Mannheim, Germany) using an HCX Plan-Apo  63/
NA 1.40 oil immersion objective. Pre-sensitization with 10 mM
bromodeoxyuridine was used to avoid artefacts by high local
density of DSBs. Non-pre-sensitized control cells showed a lack of
EXO1 and CtIP recruitment under the same conditions. Cells were
kept in complete growth medium under 5% CO2 at 37 1C during
the experiments.
For fixed-cell imaging, DSBs in defined nuclear volumes were
generated by microirradiation (MMI CellCut) with a 355-nm UV-A
laser adjusted at 50% of the power. Before irradiation, cells were
grown for 24 h in the presence of 10mM bromodeoxyuridine.
See supplementary information online for additional Methods.
Supplementary information is available at EMBO reports online
(http://www.emboreports.org).
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Cell culture and transfections - HEK293T cells were maintained as described (El-
Shemerly et al, 2005). Human U2OS osteosarcoma cells and U2OS cells stably 
expressing GFP-HA-EXO1 (kindly provided by S. P. Jackson, University of 
Cambridge, UK) were cultured in DMEM supplemented with 10% fetal calf serum, 
standard antibiotics and G-418 (0.5 mg/ml). Immortalized ATLD1 cells transduced 
with retrovirus expressing the wild-type MRE11 cDNA (ATLD1/MRE11) or 
retrovirus harboring the empty vector (ATLD1/vector) (a kind gift of M. Weitzman, 
Salk Institute, S. Diego, CA) were grown in DMEM supplemented with 20% FCS, 
streptomycin/penicillin (100 U/ml) and 1 µg/ml puromycin (Sigma). GFP-EXO1 
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(kindly provided by F. Marini, University of Milano, Italy) was transiently transfected 
in ATLD1 cells using Fugene HD (Roche). 
All siRNA duplexes were purchased from Microsynth (Switzerland) with the 
exception of MRE11 siRNA, which was purchased from Dharmacon (USA). siRNA 
sequences are as follow: Luciferase (siCNTL) (CGUACGCGGAAUACUUCGATT) 
(Sartori et al, 2007), CtIP (GCUAAAACAGGAACGAAUCTT) (Sartori et al, 2007), 
EXO1  (CAAGCCUAUUCUCGUAUUUTT) (Gravel et al, 2008), and MRE11 
(GAGCAUAACUCCAUAAGUATT) (Adams et al, 2006). siRNA duplexes were 
transfected into cells using Lipofectamine RNAiMAX (Invitrogen) in two consecutive 
rounds to a final concentration of 80 nM as follows: control (80 nM luciferase 
siRNA), EXO1 (40 nM EXO1 siRNA + 40 nM control siRNA), CtIP (40 nM CtIP 
siRNA + 40 nM control siRNA), or combined EXO1 and CtIP (40 nM EXO1 siRNA 
+ 40 nM CtIP siRNA). Experiments were typically performed 72h.  
 
Antibodies and chemicals - Antibodies were purchased from S. Cruz Biotech. (goat 
polyclonal anti-CtIP and anti-OMNI, mouse monoclonal anti-CHK1 and anti-GFP, 
rabbit polyclonal anti-Cyclin A); Sigma (mouse monoclonal anti-beta-tubulin and 
anti-FLAG); Cell Signaling Tech. (rabbit monoclonal anti-γH2AX and anti-CHK1-
pS345); Upstate Biotech. Inc. (mouse monoclonal anti-γH2AX); Novus Biologicals 
(rabbit polyclonal anti-MRE11); GeneTex (mouse monoclonal anti-MRE11); 
Calbiochem (mouse monoclonal anti-RPA2); NeoMarkers (mouse monoclonal anti-
EXO1); Abcam (rabbit polyclonal anti-pS2056-DNA-PKcs); or described previously 
(rabbit polyclonal anti-EXO1, F-15) (El-Shemerly et al, 2005) 
Polyclonal and mouse monoclonal anti-CtIP antibodies (Sartori et al, 2007) were 
provided by R. Baer (Columbia University, New York, NY). Secondary HRP-
conjugated anti-mouse and anti-rabbit antibodies were form GE-Healthcare and the 
HRP-conjugated anti-goat was from S. Cruz Biotech. Alexa Fluor-488, -594, and -
647-conjugated secondary antibodies were from Invitrogen. 
Camptothecin (Sigma) and AZD2281 (Olaparib, Selleck Chemicals) were dissolved 
in DMSO at 1 mM and 10 mM stock concentrations, respectively. Hydroxyurea 
(Sigma) was dissolved in water at 1 M stock concentration. EdU (5-ethynyl-2'-
deoxyuridine) was from Invitrogen. The DNA-PKcs inhibitor NU7441 (Tocris 
Bioscience) (Leahy et al, 2004) was dissolved in DMSO at 5 mM stock concentration. 
The E. coli exonuclease EXOIII was from New England Biolabs. 
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Immunofluorescence staining and analyses - Cells grown on cover slips were either 
fixed directly in ice-cold methanol for 15 min or pre-extracted for 5 min on ice using 
25 mM HEPES pH 7.4, 50 mM NaCl, 1 mM EDTA, 3 mM MgCl2, 300 mM sucrose 
and 0.5% Triton X-100 before fixation in 4% formaldehyde (w/v) in PBS for 15 min 
at room temperature (RT). Cover slips were incubated overnight at 4 °C with primary 
antibodies and Alexa–conjugated secondary antibodies for 1h at RT. The cover slips 
were mounted with Vectrashield® (Vector Laboratories) containing DAPI. Images 
were acquired either using a Leica confocal SP2 or an Olympus IX81 fluorescence 
microscope. 
 
Western blotting and Immunoprecipitation – Cells lysis, immunoprecipitation and 
immunoblot analysis were performed as described previously (El-Shemerly et al, 
2008). To ensure that the observed interactions were not DNA-mediated, ethidium 
bromide was included in all samples. 
 
In vitro protein interaction - 200 ng of purified, recombinant CtIP (Sartori et al, 
2007) and EXO1 (El-Shemerly et al, 2005) were incubated either alone or together for 
30 min at 4 oC in 1 ml TNE buffer containing 50 mM Tris-HCl, pH 7.5, 140 mM 
NaCl, 1 mM EDTA and 10 µg/ml BSA. Proteins were immunoprecipitated with the 
antibody F-15 for 2h at 4 oC. Protein-A sepharose (GE Healthcare) 
immunocomplexes were analyzed as described (El-Shemerly et al, 2005).  
 
Exonuclease assays - The nicked substrate was generated by incubating the pGEM-
13Zf(+) plasmid derivative with N.BstNBI (Fischer et al, 2007) and purified by gel 
extraction (Qiagen). Exonuclease activities were assayed in a buffer containing 50 
mM Tris-HCl pH 7.5, 50 mM NaCl, 2 mM MgCl2, 1 mM DTT and 0.1 mg/ml BSA. 
Where indicated, final concentrations of purified recombinant proteins were as 
follows: 15 nM EXO1, 15 nM CtIP and 300 nM RPA. Notably, the presence of 
purified RPA in the reaction resulted in a defined pattern of nucleolytic processing 
(Fig 2B) as compared to reactions without RPA (supplementary Fig 2E). Reactions 
were stopped by incubation in 10 mM EDTA, 0.25 % SDS and 100 µg/ml Proteinase 
K for 10 min at 37° C. DNA products separated on 0.8% agarose were stained with 
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either ethidium bromide or SYBR Gold and analyzed with a Typhoon 
PhosphorImager (GE Healthcare). 
Hairpin exonuclease assays were performed in 20 μl with 1 nM DNA substrate 
(annealed 3’ labeled HL1: 5’-
TCATTGCCTATCCTGACAGTCCGACACATCGGACTGTCAGGATAGGCAAT
GATCTTTTTTTTT -3’), 50 mM Tris-HCl pH 7.5, 50 mM NaCl, 5 mM MgCl2, 1 
mM DTT and 50 ng/μl BSA at 37oC with the indicated protein concentrations and 
time-points. Reactions were terminated by addition of an equal volume of 99% (v/v) 
formamide 0.1% (w/v) bromophenol blue and heating at 95°C for 5 min. Products 
were resolved by electrophoresis in 15% (w/v) polyacrylamide gel containing 8 M 
urea (acrylamide/bis-acrylamide 19:1) run in 1xTBE buffer at 25 mA. Gels were dried 
and analyzed with a Typhoon PhosphorImager (GE Healthcare). 
Linearized plasmids were generated by incubating the pGEM-13Zf(+) plasmid 
derivative with either BanII (5' overhangs), HindIII (3' overhangs) or ScaI (blunt 
ends) followed by column purification (Qiagen). Proteins used in the assay were 
mixed and incubated on ice prior to addition into reaction tubes containing 50 mM 
Tris-HCl pH 7.5, 50 mM NaCl, 2 mM MgCl2, 1 mM DTT and 0.1 mg/ml BSA. DNA 
products were separated as described above. 
 
DNA-Binding assays - Gel mobility shift assays were performed in a volume of 20 μl 
containing 5 nM of annealed 5' radiolabeled DNA oligonucleotide substrates, 50 mM 
Tris-HCl pH 7.5, 50 mM NaCl, 1 mM EDTA, 1 mM DTT, 50 ng/μl BSA. The 
reactions were pre-incubated with the corresponding proteins, 10 nM EXO1, 50 nM 
CtIP for 15 min at RT before addition of the substrate and further incubated for 60 
min. After addition of glycerol to a final 10% concentration, separation was 
performed in a 6% (w/v) native polyacrylamide gel run in 1xTBE buffer at 25 mAmp. 
Gels were analyzed as described above. 
 
Pulse-field gel electrophoresis - Subconfluent cultures of U2OS were mock-treated 
(DMSO) or camptothecin-treated for 4h. Cells were harvested by trypsinization, and 
agarose plugs of 106 cells were prepared in a disposable plug mold (BioRad). Plugs 
were then incubated in lysis buffer (100 mM EDTA, 1% (w/v) sodium lauryl sarcosyl, 
0.2% (w/v) sodium deoxycholate, 1mg/ml proteinase K) at 37 oC for 72h. Plugs were 
then washed four times in 20 mM Tris-HCl pH 8.0, 50 mM EDTA before loading 
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onto an agarose gel. Electrophoresis was performed for 23h at 14 oC in 0.9% (w/v) 
Pulse Field Certified Agarose (BioRad) containing Tris-borate/EDTA buffer 
according to the conditions described in (Hanada et al, 2007) and adapted to a BioRad 
CHEF DR III apparatus. The gel was then stained with ethidium bromide and 
analyzed using an Alpha Innotech Imaging system. 
 
Colony formation assay - Cells were either mock-treated (DMSO) or treated with 
the indicated doses of camptothecin 72h after the first siRNA transfection. The drug 
was removed 1h upon treatment and cells were cultured for 10–14 days at 37°C. For 
the PARP-inhibitor AZD2281, continuous exposure to the compound was ensured by 
a first addition 72h after the siRNA transfection, and a second addition 72 h after the 
first. Colonies were stained with a crystal violet/ethanol (0.5%/20%) solution and 
counted. 
 
Chromosome analysis - After treatment with camptothecin, cells were allowed to 
recover for 8h in complete medium before chromosome preparation. Caffeine (2 mM) 
was added for the last 5h to override the G2/M checkpoint, and colcemid (0.1 µg/ml) 
was added for the last 3h to arrest cells in metaphase. Metaphase chromosomes were 
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Supplementary Figure Legends 
 
Supplementary Figure S1 - CtIP- and MRN-dependent recruitment of EXO1 to 
DSBs  
 (A) Recruitment of GFP-EXO1 to laser lines visualized by fluorescence microscopy 
at early (5 min) and late (240 min) time points. 
(B) Live cell imaging of microirradiated GFP-EXO1 cells transfected with control 
(CNTL), CtIP or MRE11 siRNA. Scale bar = 10 µm. 
(C-E) CtIP recruitment to DSBs in ATLD1 cells is insufficient for DNA end 
resection. MRE11-deficient ATLD1 fibroblasts, stably transfected with an empty 
vector or with a vector directing the expression of full-length MRE11, were treated 
with camptothecin (1 µM, 1 h) and analyzed by immunoblotting with the indicated 
antibodies (C). The same pair of cells was microirradiated, fixed after 30 min and co-
stained with either γH2AX and RPA2 (D) or γH2AX and CtIP (E) antibodies. Nuclei 
were visualized with DAPI.  
(F) Live cell imaging of vector- or wild-type MRE11-complemented ATLD1 
fibroblasts, transiently transfected with GFP-EXO1 and microirradiated. 
 
Supplementary Figure S2 - Biochemical characterization of the EXO1-CtIP 
interaction  
(A) WCEs (5 mg) from DMSO or camptothecin-treated (2h, 2.5 µM) HEK293T cells 
were immunoprecipitated using an anti-EXO1 antibody. Immunocomplexes bound to 
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sepharose beads were incubated with 10 units of calf intestinal phosphatase (CIP) for 
10 min at 37 oC, washed with 3x 1ml TNET buffer (El-Shemerly et al, 2005), 
resolved by SDS-PAGE and analyzed by immunoblotting. 
(B) WCEs (5 mg) from HEK293T cells overexpressing OMNI-tagged EXO1, treated 
or not with hydroxyurea (2 mM, 16h) were immunoprecipitated with PI serum or an 
anti-CtIP antibody. Proteins were detected by immunoblotting with the indicated 
antibodies. 
(C) Human recombinant EXO1wt and the catalytically-dead mutant EXO1D173A were 
expressed and purified as described (El-Shemerly et al, 2005). Peak fractions from the 
chitin affinity column were pooled, loaded on a Hi-Trap SP-FF (1 ml) cartridge and 
proteins eluted with a linear salt gradient (0.0 - 0.5 M NaCl). Aliquots of the load (L, 
5 µl), flow-through (FT, 5 µl), wash (W, 5 µl) fractions and of the OD280 peak (20 µl) 
were resolved by 8% SDS-PAGE and stained with Coomassie brilliant blue. 
(D) Purified wild-type EXO1 (15 nM; lanes 1-7) or catalytically-dead EXO1 (D173A, 
15 nM; lanes 9-15) were incubated with 5 nM N.BstNBI-digested pGEM-13Zf(+) 
plasmid for the indicated time points and the products resolved on a 0.8% agarose gel 
before ethidium bromide staining. 
(E) Gel-purified pGEM-13Zf(+)-nicked plasmid substrate (3.75 nM) was incubated at 
37°C for the indicated time periods with purified EXO1 (15 nM) in the presence or 
absence of purified CtIP (15 nM) or MRE11-RAD50 (15 nM). The products were 
resolved as described in Supplementary Methods. 
(F) Radiolabelled oligonucleotide (5 nM) was incubated for 60 min at room 
temperature with purified EXO1 (10 nM), CtIP (50 nM) or both together in a buffer 
containing 1 mM EDTA. The products were analyzed as described in Supplementary 
Methods. The migration patterns of free and EXO1-bound oligonucleotide are 
indicated. 
(G) Purified linearized pGEM-13Zf(+) plasmid (2.5 nM, 5 nM DNA ends) containing 
either 3' overhangs, 5' overhangs or blunt ends was incubated for 30 min at 37°C with 
EXO1 (15 nM) in the presence or absence of RPA (300 nM) as indicated. The 
products were resolved as described in Supplementary Methods. 
(H) Purified linearized pGEM-13Zf(+) plasmid containing 3' overhangs (2.5 nM, 5 
nM DNA ends) was incubated at 37°C with EXO1 (15 nM) in the presence of RPA 
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(300 nM) and either CtIP (15 nM), MRE11-RAD50 (15 nM) or BLM (15 nM). The 
products were resolved as described in Supplementary Methods. 
(I) Purified linearized pGEM-13Zf(+) plasmid (2.5 nM, 5 nM DNA ends) containing 
either blunt ends or 5' overhangs was incubated at 37°C with EXO1 (15 nM) in the 
presence of RPA (300 nM) or pre-incubated with either EXO1 (15 nM) or CtIP (15 
nM) for 5 min at RT, followed by addition of CtIP or EXO1, respectively. The 
products were resolved as described in Supplementary Methods. 
 
Supplementary Figure S3 - Effect of CtIP, EXO1 or CtIP/EXO1 downregulation 
on genome stability   
(A) 72h after the transfection with the indicated siRNA oligonucleotides U2OS cells 
were subjected to propidium iodide (PI) staining for cell cycle analysis. 
(B) U2OS cells grown on glass cover slips and transfected as described in (A) were 
incubated for 20 min with 10 µM EdU (5-ethynyl-2'-deoxyuridine). Immediately after 
fixation with 4% formaldehyde cover slips were processed following manufacturers 
instructions (Invitrogen). At least 150 cells were counted for each condition. 
Percentages indicate the number of EdU-positive cells.  
(C) 72h after the transfection with the indicated siRNA oligonucleotides U2OS cells 
were treated with either DMSO or camptothecin (1h, 1 µM). WCEs were analyzed by 
immunoblot (left panel) or immunoprecipitation (right panel) with the indicated 
antibodies. 
(D) Cells transfected as described in (A) were treated with the indicated doses of 
AZD2281 (Olaparib) and survival was determined by colony formation. Data 
represent the mean ± SEM of three independent experiments. 
(E) Cells transfected as in (A) were treated with camptothecin (1 µM, 1h) and 
allowed to recover for 8h in complete medium before chromosome preparation. 
Caffeine (2 mM) was added for the last 5h to override the G2/M checkpoint, and 
colcemid (0.1 µg/ml) was added for the last 3h to arrest cells in metaphase. 50 
metaphase spreads were analyzed for each sample. The percentages of metaphase 
spreads displaying the indicated numbers of broken chromosomes are shown. 
(F) Representative images of chromosomal abnormalities detected in metaphase 
spreads of camptothecin treated cells: broken chromatids (arrowheads); radial 
chromosomes (ellipses). Scale bar, 10 µm. 
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Supplementary Figure S4 - Inhibition of DNA-PKcs rescues camptothecin-
induced radials formation in CtIP/EXO1 depleted cells  
(A) WCEs obtained from U2OS that were treated with camptothecin (1h, 1 µM) in 
the presence or the absence of NU7441 (10 µM), were analyzed by immunoblot with 
the indicated antibodies. Autophosphorylation at S2056 was use as read-out for 
inhibition of DNA-PKcs activity by NU7441.  
 (B) 72h after the transfection with the indicated siRNA oligonucleotides, U2OS cells 
were treated with DMSO or camptothecin (2.5 µM, 4h) in the presence or the absence 
of the DNA-PKcs inhibitor NU7441 (10 µM). Representative images of chromosomal 
abnormalities detected in metaphase spreads are shown. Radial chromosomes 
(ellipses) and broken chromatids (arrowheads) are indicated. 
(C) Cells transfected as in (B) were treated with DMSO or camptothecin (1h, 1 µM). 
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NU7441 (10 µM/2h): - - - + + + + + +- - -
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Supporting Table 1: Primary antibodies 
Antibody target Species Supplier/Reference Application 
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Gel Slice Identified Protein Acc No. wt/W34A* Pathways References
1 MAP1A P78559 53/0 Mitotic regulation Endoh et al. 2011
SMRT Q9Y618 41/0 Signal transduction Stanya et al. 2008
MDC1 Q14676 84/2 DSB repair this study
53BP1 Q12888 3/0 DSB repair this study
BRCA1 P38398 14/2 DSB repair this study
3 SLX4 Q8IY92 45/5 DSB repair this study
TOP2A P11388 7/0 Mitotic regulation Xu and Manley, 2007
BLM P54132 14/10 DSB repair this study
PTIP Q6ZW49 14/0 DSB repair this study
RB P06400 13/0 Cell proliferation Rizzolio et al. 2012
CtIP Q99708 2/0 DSB repair this study
BARD1 Q99728 20/2 DSB repair this study
BCL6 P41182 1/0 Apoptosis Phan et al. 2007
-catenin P35222 13/0 Cell proliferation Ryo et al. 2001
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DAPI PLA-613 EdU MergePLA-613 + DAPI
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Steger et al., Supplemental Figure 4
b
>sp|Q99708|RBBP8_HUMAN
22 unique peptides, 202/897 amino acids (23% coverage)
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In  the  first  part  of my  thesis  (section  3.1) we  have  investigated  the  interplay  between 
Mre11, CtIP and Exo1 in the repair of DSBs by HR. Our goal was to determine whether the 
recruitment  of  Exo1  to  sites  of  DNA  damage  was  dependent  on  Mre11  and/or  CtIP. 
Moreover,  we  wanted  to  establish  whether  the  two  factors  physically  interact  and 
whether CtIP could regulate Exo1 activity. Finally, we examined the role of both Exo1 and 
CtIP in the maintenance of genomic stability.  
By  siRNA‐mediated  knockdown  of  either  CtIP  or  Mre11  followed  by  micro‐laser 
irradiation  in  cells  expressing  GFP‐Exo1, we  found  that  the  recruitment  of  Exo1  to  the 
sites  of  DNA  damage  was  impaired.  This  observation  strongly  supports  the  hypothesis 
that initial DNA end resection carried out by MRN and CtIP are needed for Exo1 loading at 
sites of DNA damage. In support of this hypothesis is the fact that cells depleted for either 
CtIP  or  Mre11  are  resection‐deficient,  illustrated  by  impaired  ssDNA  formation  and, 
consequently, impaired RPA recruitment.  
The  molecular  basis  of  DNA  end  resection  facilitated  by MRN  and  CtIP  seems  to  vary 
among different eukaryotes. For instance, in fission yeast, Nbs1 recruits Ctp1 (ortholog of 
human CtIP)  through direct  interaction  in a phosphorylation‐dependent manner to sites 
of  damage233.  In  contrast,  in  mammalian  cells  the  recruitment  of  CtIP  to  DSBs  is 
independent  of  MRN  and  rather  occurs  via  direct  DNA  binding170.  In  budding  yeast, 
initiation  of  resection  is  carried  out  by  the  MRX  complex  with  the  help  of  Sae2. 
Interestingly,  an  intrinsic endonuclease activity was  reported  for  Sae2 whereas no  such 
activity  has  been  reported  for  any  of  its  orthologues234.  However,  Sae2  does  not 
physically interact with the MRX complex, while human CtIP directly associates with MRN 
and stimulates  its endonucleolytic activity90,234. Besides  these differences,  it  seems clear 




The  requirement  for  MRX  and  Sae2  in  DNA  end  resection  is  highly  dependent  on  the 
nature of the DNA ends. For instance, resection of clean DSBs, such as those induced by 
rare‐cutting  endonucleases  (e.g.  HO  nucleases)  can  occur  without  MRX  and  Sae2.  In 
budding yeast, such DSBs are for instance processed in the absence of Mre11, Rad50 and 
Sae2  but  resection  of  modified  ends  (i.e.  IR‐induced  DSBs  or  covalently‐trapped  DNA 
topoisomerase  adducts)  depends  on  these  factors235‐237.  In  fact,  DNA  ends  bound  by 
Spo11  during  meiotic  recombination  are  processed  in  a  Sae2‐  and  MRX‐dependent 
manner234,238,239. The observation that both MRN and CtIP are needed to initiate resection 
prior to Exo1 recruitment is therefore not surprising. 
The  function of MRN and CtIP  in DNA end  resection  is  perhaps best  understood  in  the 
context  of  how  well  the  long‐range  resection  machinery  is  able  to  access  and  further 
process DSB  ends.  In  other words,  the  severe  defects  in DNA  resection  and DSB  repair 





phase of  resection operating  in  two parallel,  partially  redundant pathways237. However, 
the  involvement  of  BLM  in  the  resection  process  remains  somewhat  controversial.  For 
instance, it was reported that BLM can stimulate the exonuclease activity of Exo1 in vitro 
or  the  affinity  of  Exo1  towards  DNA  ends,  suggesting  their  cooperation  during 
resection93,240. The latter of the two studies further demonstrated the involvement of two 
independent  resection  machineries,  involving  either  Exo1  or  Dna293.  Moreover,  yeast 
Mre11 was reported to directly interact with Sgs1 thereby recruiting it to DNA ends241,242. 
Further  experiments  in  both  yeast  and  human  cells  are  clearly  needed  to  resolve  the 
question which of described scenarios is more likely to reflect the situation within a living 
cell.  For  example,  in  our  studies,  it  remains  to  be  tested whether  the  initial  DNA  end‐




generation  of  ssDNA  at  DSBs  is  inconsistent  with  the  phenotype  of  cells  derived  from 
patients  with  Bloom  syndrome  which  display  hyper‐recombination  phenotypes  rather 
than  a  deficiency  in  HR.  Therefore,  it  is  possible  that,  at  least  in  higher  eukaryotes, 
another RecQ helicase family member (i.e. RecQ1, WRN, RecQ4 or RecQ5) is part of the 
resection machinery. Moreover,  it  is possible that multiple DNA end resection pathways 
can act  in parallel  as demonstrated by  the  fact  that  the absence of BLM or  Exo1 alone 
does not impair resection in mammalian cells92. 
We  found  that  CtIP  physically  interacts  with  Exo1  and  is  able  to  restrain  Exo1 
exonucleolytic  activity  in  vitro  both  on  circular  as  well  as  linear  substrates.  The  most 
straightforward explanation for this observation is that the association between CtIP and 
Exo1 at sites of damage is needed to fine‐tune the nucleolytic activity of Exo1. According 
to  our  data,  CtIP  and  Mre11  activities  would  be  needed  to  perform  the  initial  end‐
trimming step during DSB repair, which  in turn allows Exo1 to be  loaded onto damaged 
chromatin.  CtIP  then  further  regulates  the  processing  activity  of  Exo1  in  order  to  limit 
extensive resection. In line with our observations, S. cerevisiae MRX‐Sae2 was reported to 
perform  the  initial  end‐trimming  step  on  a  linear  DNA  substrate  in  order  to  facilitate 
Exo1‐mediated  resection243.  Nevertheless,  no  restraining  activity  of  Sae2  on  Exo1  was 
observed  in  this  report.  Another  study  analyzed  the  effect  of MRN  on  Exo1  activity  in 
vitro93.  In this report, MRN stimulated the activity of Exo1 to degrade a  linear substrate 
but  the  effect  of  CtIP  on  the  resection  capability  of  Exo1  was  not  tested.  Further 
investigations are needed to clarify these issues.  
We also  found  that Exo1 does not  interact with Mre11 whereas  it physically  associates 
with CtIP.  In  contrast, no protein‐protein  interactions  could be detected between yeast 
MRX, Sae2 and Exo1243. However, MRX, Sae2 and Exo1 formed complexes in the context 
of  DNA,  as  evidenced  by  cooperative  binding  to  oligonucleotide  substrates  when  all 
proteins  were  present243.  Altogether,  different  factors  involved  in  DNA  end  processing 
might play  slightly  diverse  roles  in  different  eukaryotes.  For  example, whereas budding 






Our observations  indicate  that  the  initial end‐trimming activity of MRN–CtIP  is  required 
for  the  recruitment  of  EXO1  to  sites  of DNA damage  and  that  CtIP might  subsequently 
control  EXO1 exonucleolytic  activity  to  facilitate HR.  To  examine  the  interplay between 
Exo1  and  CtIP  in  vivo, we  analyzed DNA damage  signaling  in  cells  lacking  CtIP,  Exo1  or 
both proteins. As reported previously, depletion of CtIP strongly abrogated the formation 
of  ssDNA,  as  measured  by  RPA2  hyperphosphorylation  after  treatment  with 
camptothecin  (CPT)90.  In  contrast,  we  did  not  observe  any  difference  in  RPA2 
hyperphosphorylation in Exo1‐deficient cells compared to control cells. This indicates that 
the absence of Exo1 does not  impair efficient formation of  long tracts of ssDNA needed 
for  HR.  Our  observations  are  in  line  with  data  obtained  by  others  showing  no  overt 







inefficient  in  compensating  Exo1  function.  Thus,  based  on  our  data  indicating  that  in 
human cells the role of Exo1 is not essential for DNA end resection, checkpoint signaling 




cells  depleted  for  Exo1,  CtIP  or  both  together  in  tolerating  replication‐associated DSBs, 
such as those induced by CPT and the PARP inhibitor Olaparib (AZD‐2281). We found that 
cells  lacking  CtIP  were  hypersensitive  to  acute  or  chronic  treatment  with  both  drugs. 
These  observations  were  not  that  surprising  since  the  CPT  hypersensitivity  of  CtIP‐
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deficient  cells was  shown  previously  and  Olaparib  induces  lesions  similar  to  the  ones 
created  by  CPT3,90.  The  fact  that  cells  depleted  for  CtIP  are  efficiently  killed  by  agents 
inducing  replication‐associated  DSBs  suggests  that  the  cells  either  completely  fail  to 
repair  the  breaks,  or  carry  out  erroneous  rejoining  of  the  DSBs  which  results  in  the 





CPT.  As  expected,  depletion  of  Exo1  did  not  result  in  any  significant  decrease  in  cell 
survival.  Thus,  our  results  are  in  agreement  with  findings  that  an  alternative,  backup 
resection  pathway  can  compensate  for  the  loss  of  Exo1.  For  instance,  it  was 
demonstrated  that  the  simultaneous  knockdown  of  both  Exo1  and  BLM  is  needed  in 
order to sensitize mammalian cells to DSB‐inducing agents92.  
However, we found that concomitant knockdown of both Exo1 and CtIP leads to a small, 
but  statistically  significant  increase  in cell  survival  compared  to CtIP depletion alone. At 
the same time, when analyzing metaphase chromosome spreads of CPT treated cells, we 
found  an  increase  in  radial  chromosome  formation  in  double‐depleted  versus  single‐
depleted cells. Taken together,  these results might  indicate  that even  in  the absence of 
CtIP,  the  exonuclease  Exo1  is  still  able  to  somehow  process  DSBs  that  may  limit  Ku 
binding  and  subsequent  deleterious  end‐joining  events.  The  fact  that  the  formation  of 
radial chromosomes in cells lacking CtIP and Exo1 is reversed upon chemical inhibition of 
DNA‐PKcs  strongly  supports  this  hypothesis.  The  observed  inhibitory  effect  of  CtIP  on 
Exo1 activity in vitro might indicate that CtIP has a dual role in controlling Exo1 function. 
First,  to  initially process DSBs  in  conjunction with MRN  thereby preparing  suitable DNA 
substrates  for  Exo1  recruitment  and,  second,  to  limit  its  activity  in  order  to  create 
suitably‐sized ssDNA tracts needed for subsequent strand invasion and repair by HR.  




we  find  that  depletion  of  Exo1,  at  least  partially,  rescues  CPT  hypersensitivity  of  CtIP‐
depleted cells and results  in a dramatic  increase  in NHEJ‐dependent radial chromosome 
formation. These data suggest  that Exo1  is able  to process DSBs  in absence of CtIP and 
points  to  a  CtIP‐independent  function  of  Exo1  in  limiting  Ku  binding  and  suppressing 
unwanted  end‐joining  events.  This  apparent  paradox  that  Exo1  is  recruited  to  DSBs 
without CtIP needs  to be  further  resolved  in  the  future. For example,  it  is possible  that 
MRN alone is sufficient to recruit some Exo1 to breaks. Moreover, in our live cell imaging 
approach we measure retention of DDR proteins to laser‐induced DSBs rather than their 
recruitment.  Thus,  it  is  possible  that  Exo1  is  initially  recruited  to  DSBs  in  a  CtIP‐  (and 
MRN‐)independent manner  but  its  stable  and  visible  association  requires  the  action  of 
CtIP  (and/or  MRN).  Therefore,  more  sensitive  methods  or  alternative  approaches  and 
model  systems  are  needed  to  answer  this  important  question.  Along  the  same  line,  it 
needs to be determined which domain of Exo1 is responsible for CtIP binding in order to 









proteins  were  found  to  specifically  interact  with  wild‐type  (wt)  PIN1  but  not  with  a 
binding mutant of PIN1  in which a  tryptophan  in  the WW domain,  crucial  for  substrate 
recognition, is substituted by alanine (W34A). The fact that so many proteins seem to be 
controlled  by  PIN1  is  perhaps  not  surprising  taking  into  consideration  that 
phosphorylation  at  S/T‐P  motifs  is  a  central  signaling  mechanism  in  diverse  cellular 
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processes  (refer  to  section  1.4  for  details).  PIN1‐mediated  cis/trans  isomerisation  of 
proteins was  shown  to  coordinate  several  phosphorylation  events  in  a  spatio‐temporal 
manner or to facilitate the crosstalk with other PTMs such as ubiquitylation246. Strikingly, 





GFP‐based  reporter  cell  lines, we measured  repair  efficiency after  induction of DSBs by 
the  rare‐cutting  endonuclease  I‐SceI.  Interestingly,  we  found  that  siRNA‐mediated 
downregulation of PIN1 using three different oligos led to a significant decrease in NHEJ, 




capacity  (W34A)  and  the  catalytic  activity  (C113A).  The  fact  that we  did  not  observe  a 
more  substantial  rescue  of  HR  in  PIN1 mutants  could  indicate  that  they  are  either  still 
partially active (W34A) or that binding of PIN1‐C113A to phospho‐substrate essential for 
HR has a strong dominant‐negative effect. Accordingly, we observed that the PIN1‐W34A 
recombinant  protein  retains  its  capability  in  isomerising  a  phosphorylated  peptide 
substrate  as  determined by NMR  spectroscopy  (data not  shown).  Similarly,  catalytically 
inactive mutants of PIN1 such as C113A lose most of their activity but are not completely 
inactive  while  retaining  their  capability  to  bind  phosphorylated  substrates193.  It  is 
therefore possible that high amounts of PIN1, although not fully active or compromised in 







or more of  the  identified  factor(s)  in our mass spectrometry screen to shift  the balance 
between HR and NHEJ. To investigate the mechanism(s) by which PIN1 controls the DSB 
repair pathway choice we treated cells with etoposide, a DNA topoisomerase II  inhibitor 
inducing  DSBs  in  a  cell  cycle‐independent  manner31.  Interestingly,  we  found  that 
knockdown  of  PIN1  results  in  increased  RPA  focus  formation.  Concomitantly,  we 
observed  an  increase  in  hyperphosphorylated  RPA2  when  analyzing  the  same  cells  by 
immunoblotting.  Both  of  these  results  indicate  that  in  absence  of  PIN1  DSBs  become 
hyperresected,  thereby  potentially  suppressing  NHEJ  and  channeling  repair  into  HR. 
Moreover, we found that the increase in RPA focus formation observed in PIN1‐deficient 






could  be  explained  by  two  possible  scenarios:    First,  additional  factors  involved  in  DSB 
repair  pathway  choice  such  as  53BP1  or  BRCA1 might  be  controlled  by  PIN1‐mediated 





we  did  not  observe  an  increase  in  NHEJ  after  CtIP  depletion.  In  agreement  with  our 
observation that PIN1‐deficient cells exhibit  increased  levels of DSB resection, we found 
that  cells  overexpressing  PIN1  are  partially  deficient  in  DNA  end  resection.  Taken 
together, our data clearly implicate PIN1 as a novel factor regulating the balance between 
NHEJ and HR by influencing the extent of DNA resection.  





analysis  we  were  able  to  demonstrate  a  direct  association  between  the  two  proteins. 
PIN1 specifically targets phosphorylated S/T‐P motifs to induce a cis/trans conformational 
change  in  the  substrate197. We  therefore  aimed at  identifying  the pS/T‐P motifs  in  CtIP 
responsible for PIN1 binding. CtIP contains in total 12 such motifs of which only two are 
known  to  be  phosphorylated  (S327  and  T847)120,174.  However,  by  substituting  several 
serine or threonine residues with alanine, we found that S276 and T315 were critical for 
PIN1  interaction.  Notably,  we  found  that  T315A  much  more  strongly  abrogates  the 
binding  to  PIN1,  while  S276A  only  caused  a  minor  reduction.  However,  only  the  CtIP 
S276A/T315A double mutant almost completely abolished the binding, favouring a model 
in  which  pT315  serves  as  the  major  binding  site  with  pS276  potentially  serving  as  a 
backup binding site when T315 is not available. By raising phospho‐specific antibodies for 
either  site,  we  could  show  that  both  residues  are  phosphorylated  in  vivo.  Further,  by 
using  small‐molecule  inhibitors  and  dominant‐negative  version  of  CDKs we  could  show 
that  the  interaction  between  CtIP  and  PIN1  is  mostly  CDK2‐dependent,  indicating  that 
T315 may be phosphorylated in a cell cycle‐dependent manner. Accordingly, we showed 
that  recombinant  CDK2‐cyclin  complexes  are  able  to  phosphorylate  both  sites  in  vitro. 
Moreover, we observed that pT315 is  increased during S phase progression,  in  line with 
high CDK2 activity. It thus appears that CDK2 primes CtIP at the entry of S‐phase in order 
to promote PIN1 isomerisation whenever needed. Whether S276 is phosphorylated by a 
CDK  or  another  proline‐directed  kinase  in  vivo  remains  to  be  determined.  The  primary 







found  that PIN1  is able  to  isomerise  the phosphorylated S276 peptide.  Isomerisation of 
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pS276  was  dependent  on  the  catalytic  activity,  since  PIN1‐C113A  did  not  trigger  a 
conformational  change.  Moreover,  a  non‐phosphorylated  version  of  the  same  peptide 
was not  isomerised by wild‐type PIN1.  Interestingly, as mentioned previously, we found 
that PIN1‐W34A mutant was fully proficient in phospho‐peptide isomerisation, indicating 
that  the  catalytic  domain  is  sufficient  to  isomerise phosphorylated pS/T‐P motifs  under 
these conditions209. To our great surprise, no cis/trans proline isomerisation was detected 
with  the  pT315  peptide.  This  led  us  to  hypothesize  that  the  presence  of  a  second, 
adjacent proline (P317) in the sequence may hinder PIN1‐mediated isomerisation. In fact, 
we  found  that  a  peptide  in  which  P317  was  replaced  with  a  leucine  was  efficiently 
isomerised  by  PIN1.  In  favour  of  this  hypothesis  are  previous  reports  showing  that  the 
catalytic activity of PIN1 on a peptide containing a phosphorylated threonine followed by 
two  consecutive  prolines  is  very  low249,250.  Importantly,  a  recent  study  reported  the 




still  able  to  interact with MRN,  but  not with  PIN1,  and was  still  efficiently  recruited  to 
laser‐induced DSBs. Moreover, CtIP‐2A localized to DSBs foci induced by IR and etoposide 
treatment.  Taken  together,  we  conclude  that  PIN1‐mediated  isomerisation  is  not 
required for CtIP redistribution to damaged chromatin. However, when we treated cells 
with etoposide and analyzed the capability of CtIP in resecting DNA ends, we found that 
cells  expressing  CtIP‐2A  displayed  an  increase  in  both  RPA2  focus  formation  and  RPA2 
hyperphosphorylation,  similar  to what we observed  in PIN1 downregulated  cells.  These 
results prompted us to investigate the interaction between PIN1 and CtIP in presence of 
DNA  damage.  Interestingly,  we  noted  a  small,  but  reproducible  increase  in  PIN1‐CtIP 
interaction upon etoposide. Furthermore, the increase was dependent on ATM activity as 
the  binding  was  reversed  to  levels  of  untreated  cells  after  co‐treated  with  an  ATM 
inhibitor  (data  not  shown).  This  result  can  be  interpreted  in  two  different  ways.  First, 




of  CtIP  at  damaged  chromatin may  enhance  its  chances  for  being  recognised  by  PIN1. 
Although  ATM  was  reported  to  induce  Erk1/2  and  p38  kinases  in  response  to  DNA 
damage,  we  did  not  observe  any  increase  in  S276  or  T315  phosphorylation  upon 
treatment with  IR or etoposide  (data not  shown)252,253. However,  it  is also  true  that  the 
recruitment of CtIP to DSBs depends on the ATM kinase170. Thus, the interaction is more 
likely to take place in the vicinity of DSBs than under non‐stressed conditions, implicating 
that  PIN1  may  get  recruited  itself  to  sites  of  DSBs.  To  test  this  hypothesis  we  micro‐
irradiated  cells  but  did  not  observe  PIN1  localizing  to  laser‐induced  DSBs  (data  not 
shown).  On  the  other  hand  it  is  quite  likely  that  the  DNA  damage‐induced  CtIP‐PIN1 
interaction  is  very  transient  and  is  therefore  not  visibly  detectable  by  standard  IF 
techniques.  This,  of  course  raises  the  question  on  how DNA damage  triggers  CtIP‐PIN1 
interaction. A  third, very exciting alternative could be  that ATM directly phosphorylates 
PIN1  in  response  to  DSBs,  thereby  stimulating  the  recognition  and  subsequent 






protein  was markedly  enhanced  after  etoposide  treatment  when  compared  to  CtIP‐wt 
protein.  In addition, treatment of cells with the proteasome inhibitor MG‐132 stabilized 
the CtIP‐wt protein by about 5‐fold, while the levels of the CtIP‐2A mutant increased by 
only  about  2‐fold  in  the  over  the  same  period  of  treatment. Moreover, we  repeatedly 
noticed  an  increase  in  CtIP  levels  in  cells  depleted  for  PIN1,  while  we  observed  the 
opposite  after  PIN1  overexpression,  in  particular  under  DNA  damaging  conditions. We 
thus speculate that in response to DSBs, PIN1 induces a cis/trans‐conformational change 




CtIP‐2A defective  in PIN1 binding.  It  is worth noting  that  the conserved sequence motif 
surrounding CtIP‐T315 (TPP) is identical to sequences in c‐Myc and cyclin E, both proteins 
known to be degraded upon phosphorylation and in a PIN1‐dependent manner by the so‐
called SCF (Skp, Cullin1, F‐box) ubiquitin‐ligase complex227,254.  It  is  therefore tempting to 
speculate  that  a  similar  regulatory  mechanism  exists  for  CtIP  in  situations  where  DSB 
resection,  and,  as  a  consequence  of  this,  maintenance  of  checkpoint  signaling  and  HR 
repair,  is not  favourable  for a cell255. For example, we could envision such a scenario  in 
situation where damage is too severe and cells prefer to undergo apoptosis. But if it could 
also  be  another  way  to  regulate  DSB  repair  pathway  choice,  particularly  in  G2  phase, 
where both NHEJ and HR are competing with each other. Future studies are needed  to 
elucidate  the exact mechanism by which CtIP  is degraded  in a PIN1‐dependent manner 
and which ubiquitin‐ligase complex is involved in this process.  











DSB  repair  is  crucial  for  the  maintenance  of  genome  integrity.  In  this  context,  the 
regulation  of  DNA  end  resection,  an  otherwise  irreversible  reaction,  is  of  major 
importance and the wrong decision may lead to dramatic consequences.  
Many years of research have culminated in a good understanding of the processes of DSB 
repair. Many  proteins  involved  in  the  process  of  HR  have  been  described  and we  also 




pathways  collaborate  and  whether  crosstalks  between  them  exist.  Furthermore,  an 
important issue that needs to be clarified in the future is whether the numerous studies 
on  the mechanism of DSB processing  conducted  in  vitro  also hold  true  in  vivo. Another 
important  question  is  how  PTMs  influence  the  repair  of  DSBs. We  have  just  started  to 
appreciate  the  amount  and  variety  of  protein  modifications  involved  in  the  DDR.  For 
example, many protein phosphorylations are triggered by DNA damage but it needs to be 
established  how  these  events  control  DSB  repair. Moreover,  we  need  a more  detailed 
understanding on the functional consequences of protein‐protein interactions during DSB 
repair.  In  the underlying studies, we aimed at answering some of  these open questions 
with particular focus on PTMs and protein‐protein interactions during DSB repair.  
In  the  first  part  of  my  thesis  the  role  of  CtIP  and  Exo1  in  the  initiation  of  DNA  end 
resection  was  studied  in  mammalian  cells  and  we  could  confirm  that  CtIP  is  a 
fundamental  factor  involved  in  this  process.  CtIP  interacts with  both MRN and  Exo1  to 
initiate  DSB  repair  by  HR  and  our  studies  indicate  that  inhibition  of  MRN  and/or  CtIP 
activities  could  represent  an  attractive  way  of  blocking  DNA  end  resection  and  hence 
repair  by HR.  Since many  chemotherapeutic  agents  introduce DSBs  in  the  genome  and 
the  repair  of  some  of  these  breaks  is  dependent  on  HR,  it  could  be  of  major  use  to 
develop  specific  small molecule  inhibitors  against  CtIP  or  the MRN  complex.  However, 
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while  Mre11  has  nuclease  activity  that  could  be  targeted,  no  enzymatic  function  of 
human CtIP has been reported to date.  In addition,  there  is no structural data available 
that may allow designing other strategies of "inhibiting" the function of CtIP in DNA end 
resection.  For  example,  an  attractive way  to  interfere with  DSB  resection would  be  to 
specifically block protein‐protein interactions of CtIP. The problem of therapies based on 
the inhibition of DNA repair proteins is that these factors often play an essential role in in 
any dividing cell  in our body. Therefore  it  is of major  importance  to gain knowledge on 
the individual, genetic background of a given tumor and on the connection between the 
different DNA repair pathways often acting in parallel. For instance, based on the concept 
of  synthetic  lethality,  if  a  particular  DNA  repair  pathway  is  altered  or  dysfunctional  in 
cancer  cells  and  a  backup  repair  mechanism  exists,  specific  inhibitors  targeting  the 
backup  pathways  could  efficiently  trigger  cell  death  in  these  cells  without  affecting 




cells  lacking  PIN1  show  decreased  levels  of  NHEJ  efficiency.  Moreover,  cells 
overexpressing PIN1 exhibit strong HR defects partly due to defects in CtIP‐mediated DNA 
end  resection.  With  this  study  we  not  only  contribute  in  answering  the  long‐standing 
question  whether  PIN1  presents  an  attractive  target  for  drug  development,  but  also 
show,  for  the  first  time,  a  role  for  PIN1  in  DNA  repair.  Thus,  our  results  suggest  that 
inhibition of PIN1 may radiosensitize cancer cells. Unfortunately,  juglone, the only small 
molecule  inhibitors  available  to  date,  also  inhibits  RNA  polymerase  II,  while  a  panel  of 
structurally  distinct  compounds  showing  strong  inhibition  of  PIN1,  display  unspecific 
cytotoxicity256. Second,  in S. cerevisae and A. nidulans,  the cellular  levels of PIN1 can be 






However,  it  could  be  worth  screening  for  tumors  with  high  expression  levels  of  PIN1, 
which,  according  to  our  results,  co‐incides  with  reduced  rates  of  HR.  Based  on  the 
concept of  synthetic  lethality,  these  types of  cancers  should be particularly  sensitive  to 
drugs causing replication‐associated DSBs (e.g. PARP inhibitors and CPT) that can only be 
repaired  in  an  error‐free  manner  by  HR.  In  this  way  PIN1  levels  would  serve  as  a 
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The bacterial pathogen Helicobacter pylori chronically infects the
human gastric mucosa and is the leading risk factor for the devel-
opment of gastric cancer. The molecular mechanisms of H. pylori-
associated gastric carcinogenesis remain ill deﬁned. In this study, we
examined the possibility that H. pylori directly compromises the
genomic integrity of its host cells. We provide evidence that the
infection introduces DNA double-strand breaks (DSBs) in primary
and transformed murine and human epithelial and mesenchymal
cells. The induction of DSBs depends on the direct contact of live
bacteria with mammalian cells. The infection-associated DNA dam-
age is evident upon separation of nuclear DNA by pulse ﬁeld gel
electrophoresis and by high-magniﬁcationmicroscopy of metaphase
chromosomes. Bacterial adhesion (e.g., via blood group antigen-
binding adhesin) is required to induce DSBs; in contrast, the H. pylori
virulence factors vacuolating cytotoxin A, γ-glutamyl transpepti-
dase, and the cytotoxin-associated gene (Cag) pathogenicity island
are dispensable for DSB induction. The DNA discontinuities trigger
a damage-signaling and repair response involving the sequential
ataxia telangiectasia mutated (ATM)-dependent recruitment of re-
pair factors—p53-binding protein (53BP1) and mediator of DNA
damage checkpoint protein 1 (MDC1)—and histone H2A variant X
(H2AX) phosphorylation. Although most breaks are repaired efﬁ-
ciently upon termination of the infection, we observe that prolonged
active infection leads to saturation of cellular repair capabilities. In
summary, we conclude that DNA damage followed by potentially
imprecise repair is consistent with the carcinogenic properties of H.
pylori and with its mutagenic properties in vitro and in vivo and may
contribute to the genetic instability and frequent chromosomal aber-
rations that are a hallmark of gastric cancer.
DNA damage signaling | genomic instability | gastric tumorigenesis |
chromosome breaks
Chronic infection with the human bacterial pathogen Heli-cobacter pylori causes gastritis and peptic ulceration (1) and
increases the carrier’s risk of developing gastric cancer (2) or
gastric mucosa-associated lymphoid tissue lymphoma (3). The
epidemiological association between H. pylori infection and gas-
tric adenocarcinoma has been conﬁrmed experimentally in rodent
models using Mongolian gerbils (4) and C57BL/6 mice (5–7).
Both epidemiological and experimental data suggest that bacte-
rial virulence factors, host genetic traits, and environmental
inﬂuences determine whether Helicobacter-induced gastritis will
progress to gastric cancer (6, 8). In particular, H. pylori‘s cyto-
toxin-associated gene (Cag) pathogenicity island (PAI), certain
proinﬂammatory cytokine promoter polymorphisms, and a high-
salt diet have been identiﬁed as cofactors affecting gastric cancer
risk (2, 4, 5, 9). We have shown previously that gastric cancer
precursor lesions induced by Helicobacter felis or H. pylori in-
fection in C57BL/6 mice (which manifest histologically as atro-
phic gastritis, hyperplasia, and metaplasia) arise as a consequence
of a T-helper type 1 cell-driven immunopathological response to
the infection (10, 11). Mice lacking functional α/β+ T cells are
protected from precancerous lesions, and the adoptive transfer of
CD4+CD25− effector T cells is sufﬁcient to sensitize mice to
Helicobacter-induced preneoplasia (10).
In addition to the pathological effects of the Helicobacter-
speciﬁc immune response on the gastric mucosa, several lines of
evidence indicate that the bacteria may promote gastric carci-
nogenesis by jeopardizing the integrity and stability of their
host’s genome (12). H. pylori infection of cultured gastric epi-
thelial cells down-regulates the components of the mismatch
repair (MMR) and base excision repair machineries at the RNA
and protein levels and impairs the efﬁciency of DNA repair as
judged by MMR activity assay (13, 14). The down-regulation of
MMR proteins was conﬁrmed in experimentally infected murine
gastric mucosa (14) and can be reversed by Helicobacter eradi-
cation in patients (15), suggesting that impaired DNA repair also
is a hallmark of H. pylori infection in vivo. Touati et al. (16)
reported an infection-induced increase in gastric mutation fre-
quencies in the Big Blue transgenic model. The genotoxicity of
H. pylori in this model has been attributed to oxidative damage of
the DNA by reactive oxygen species (ROS) based on a high
frequency of AT / CG and GC / TA transversions (16).
Furthermore, mice deﬁcient for the repair enzyme alkyladenine
DNA glycosylase are more sensitive than wild-type animals to
H. pylori-induced gastric preneoplasia (17).
Interestingly, early precancerous lesions in patient samples, as
well as speciﬁc oncogene activation in different tumor models,
have been linked to the formation of DNA double-strand breaks
(DSBs) and the activation of DNA-damage checkpoints (18, 19).
Thus, in this study, we examined the possibility that H. pylori
directly damages DNA and triggers a DNA-damage response
(DDR) in infected cells. We ﬁnd that DSBs accumulate in var-
ious cell lines and in primary gastric epithelial cells upon infec-
tion with H. pylori in a time- and dose-dependent manner. The
fragmentation of host nuclear DNA requires direct contact of
live bacteria with their host cells, is independent of the H. pylori
virulence determinants vacuolating cytotoxin A (VacA) and
the Cag PAI, and does not require ROS-mediated DNA da-
mage. Furthermore, infected cells display ataxia telangiectasia
mutated-dependent phosporylated histone H2A variant X
(γ-H2AX), mediator of DNA damage checkpoint protein 1
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(MDC1), and p53-binding protein 1 (53BP1) nuclear foci in-
dicative of H. pylori-induced DNA-damage signaling. Efﬁcient
repair of H. pylori-induced DSBs is apparent upon antibiotic
killing of the bacteria, but prolonged infections lead to residual
unrepaired breaks and negatively affect cell viability. In conclu-
sion, we show here that H. pylori has the unique ability to induce
host cellular DNA damage directly, providing a mechanistic ex-
planation for the carcinogenic properties of this bacterial pathogen.
Results
H. pylori Infection of Cultured Cells Induces DSBs in Nuclear DNA That
Trigger a DNA-Damage and Repair Response. To assess a possible
effect of H. pylori infection on the integrity of host cellular DNA,
we subjected cultured gastric adenocarcinoma cells (AGS) to
a pulse ﬁeld gel electrophoresis (PFGE) approach that visualizes
fragmented DNA ranging in size from 0.5–2.5 Mb (20). Infection
of AGS cells withH. pyloriG27 for 6 h results in a dose-dependent
fragmentation of the DNA that is consistent with DSB induction
(Fig. 1A). DSB induction leads to the recruitment of the early
repair factor 53BP1 (21) to microscopically visible nuclear foci
that form at the sites of DSBs in approximately one-third of
infected AGS cells at 6 h postinfection as well as in all γ-irra-
diated cells at 1 h postirradiation (Fig. 1B). To assess whether
this effect is restricted to cancer cells, we cultured murine pri-
mary gastric epithelial cells and infected them with H. pylori.
Indeed, 53BP1 foci also could be detected readily in primary
cells (Fig. 1C). Finally, we tested U2OS osteosarcoma cells,
a convenient and commonly used system for DDR studies (18).
H. pylori adheres well to these cells despite their ﬁbroblastic
origin and induces DNA fragmentation and 53BP1 foci to
a similar extent as in gastric epithelial cells (Fig. 1D and Fig.
S1A). H. pylori-induced foci also contain MDC1 (Fig. S1B),
which binds to phosphorylated H2AX and directs the re-
cruitment of DDR factors to damaged chromatin (22). The
utility of U2OS cells as target cells of H. pylori allowed us to
determine the kinetics of foci formation in U2OS cells stably
expressing MDC1 as an EGFP fusion protein; EGFP-MDC1 is
recruited rapidly to the sites of DSBs (Fig. S1C) and is retained
in DSB-induced foci for at least 16 h as determined by time-lapse
video microscopy (Fig. S1D). Indeed, the proportion of cells with
clearly discernible repair foci increases over time and is greater
than 50% after 48 h of infection (Fig. 1E and Fig. S2A). To
determine whether 53BP1 foci form as the result of a physio-
logical response to DSBs, which is known to be mediated by the
activation of the ATM kinase at broken DNA (23), we treated
U2OS cells with the ATM inhibitor KU-55933 during the 6-h
time course of H. pylori infection. ATM inhibition strongly re-
duced the number of γH2AX/53BP1+ cells, indicating that H.
pylori-induced DSBs elicit a canonical DDR including the acti-
vation of the ATM kinase signaling pathway (Fig. 1 F and G).
The colocalization of 53BP1 and γH2AX foci in H. pylori-
infected cells suggests strongly that the fragmented DNA ob-
served by PFGE analysis results from DSBs formed in the host
cells. To rule out that the “fragmented DNA” is of bacterial
origin (the H. pylori genome is 1.6 Mb in size and should migrate
in the same band), we performed Southern blots using a probe
hybridizing to H. pylori 16S rRNA (Fig. S2B). Southern detection
of 16S rRNA revealed that the bacterial genome indeed migrates
similarly as broken DNA under the PFGE conditions used;
however, the amount of bacterial DNA present in our infected
cell cultures is not sufﬁcient to be detected by ethidium bromide
staining (or Southern hybridization; Fig. S2B). Therefore, we can
rule out the possibility that the band corresponding to broken
DNA in the pulse ﬁeld gels is of bacterial rather than host cell
origin. Another concern was related to the viability of the
infected cells; therefore we checked parameters of apoptotic cell
death by Western blotting for activated caspase-3 and cleaved
poly-(ADP-ribose) polymerase 1 (PARP-1) and by ﬂow cyto-
metric analysis. No indication of apoptotic cell death was
obtained at 6 and 16 h postinfection, conﬁrming that the infected
cells are viable despite sustaining considerable DNA damage
(Fig. S2 C and D). In conclusion, H. pylori acts as an efﬁcient
inducer of DSBs in the nuclear DNA of its host cells, thereby
triggering the recruitment of DDR factors to DSB sites in vari-
ous primary and transformed mammalian cells.
H. pylori-Induced DSBs Appear at Mitosis as Chromosomal Breaks and
Depend on Direct Host–Pathogen Contact but Not on the Cag PAI or
VacA. To detect DSBs microscopically and quantify them in the
chromosomes of infected cells, we examined their condensed
metaphase chromosomes (Fig. 2A). Although control cells with
more than one broken chromatid were observed only rarely,
w30% of infected cells exhibited two or more breaks (Fig. 2 A
and B and Fig. S3A). In fact, we found a substantial proportion
of infected cells in which at least three and up to seven chro-
mosomes had sustained microscopically evident chromatid
breaks; such severely damaged cells were not detectable in the
absence of H. pylori infection (Fig. 2 A and B). To examine
whether the ability to induce DSBs is speciﬁc to (live) H. pylori,
we compared live and dead bacteria and also included a labora-
tory strain of Escherichia coli. Only live H. pylori efﬁciently in-
duced DSBs in AGS cells as determined by PFGE; E. coli or H.
pylori bacteria killed by ethanol had no discernible effects (Fig.
2C). Inhibition of bacterial protein synthesis by chloramphenicol
or gentamycin during the coculture with AGS cells also reduced
DSB induction (Fig. S3B). DSB induction further required the
direct interaction between the bacteria and their host cells and
was abolished by their separation with a Transwell ﬁlter (Fig.
2D). We also assessed the effects of preconditioned medium
(i.e., supernatants of AGS cells that had been infected for 16 h)
with respect to DSB induction in fresh cells. No breaks were
detected (Fig. 2D), ruling out the possibility that DSBs are in-
duced by secreted bacterial or host cell factors.
Having obtained evidence that direct binding of H. pylori is
a prerequisite for DSB induction, we next examined the de-
pendence of DSB induction on the H. pylori blood-group antigen-
binding adhesin BabA, which targets human Lewis (b) surface
epitopes and has been tightly associated with duodenal ulcers and
gastric cancer (24). We took advantage of the Kato III gastric
epithelial cell infection model, in which we found H. pylori ad-
hesion and H. pylori-speciﬁc IL-8 induction to be mediated pre-
dominantly by BabA (Fig. S4 A–C). Kato III cells were infected
with either wild-type H. pylori or an isogenic ΔbabA mutant and
were assessed for DSB induction by PFGE. The ΔbabA mutant
was clearly less capable of inducing DSBs than the corresponding
parental strain; this result was obtained with two different H.
pylori strain backgrounds, J99 and G27 (Fig. 2E and Fig. S4D).
Interestingly, preincubation of wild-type bacteria with increasing
amounts of soluble Lewis (b) reduced DSB induction by H. pylori
in a dose-dependent manner (Fig. S4E). The results conﬁrm that
tight attachment of the bacteria to their host cells, e.g., through
the BabA/Lewis (b) interaction, is a prerequisite for infection-
induced DNA damage. We next sought to determine whether
well-known H. pylori virulence factors such as Cag PAI or VacA
contribute to DSB induction. Isogenic ΔPAI or ΔvacA mutants
induced DSBs to a similar extent as wild-type bacteria (Fig. 2 F–
H), suggesting that neither VacA nor the PAI-encoded type IV
secretion system of H. pylori is essential for DSB induction. Fi-
nally, we assessed whether a suspected H. pylori virulence factor
that previously was reported to induce oxidative DNA damage
(25), the γ-glutamyl transferase (γGT), is involved in DSB in-
duction. This clearly was not the case; furthermore, a double
mutant lacking both γGT and VacA also did not differ in this
respect from the corresponding wild-type bacteria (strain P12)
(Fig. S5). In summary, H. pylori, but not E. coli, induces DSBs in











Fig. 1. H. pylori infection of cultured cells induces DSBs and DNA damage-response pathways. (A) AGS cells were infected with H. pylori strain G27 for 6 h at
MOIs of 10 and 200. Hydroxyurea (HU) treatment (5 mM) served as positive control. DNA integrity was assessed by PFGE. (B–D) AGS cells (B), primary murine
gastric epithelial cells (GEC) (C), and U2OS cells (D) were infected with H. pylori strain G27 (MOI 200) for 6 h and immunostained for 53BP1 and stained with
DAPI for nuclear DNA. Cells irradiated with 10 Gy served as positive control as indicated. (E) AGS cells were infected for 6 or 48 h with G27 and stained for
53BP1, γH2AX, and nuclear DNA. (F and G) U2OS cells were infected with H. pylori G27 (MOI 200) for 6 h and/or treated with the ATM inhibitor KU-55922
before staining for 53BP1 and γH2AX. (Scale bars: 10 μm.) In B, C, D, and G, cells with more than four foci per nucleus were scored as positive; 150 cells were
scored per condition. SEM and P values (Student’s two-tailed t test) were calculated from three independent experiments.
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a contact/BabA-dependent but VacA-, Cag PAI-, and γGT-
independent manner.
Neither DNA Synthesis nor Oxidative Damage Is Required for H.
pylori-Induced DSBs. Only a fraction of infected cells exhibits
nuclear foci and chromatid aberrations (Figs. 1 and 2 A and B),
suggesting a cell-cycle dependence of DSB induction. Because
oncogene-induced DSBs have been attributed to DNA replica-
tion stress, and most spontaneous DSBs are caused by collapsed
replication forks (18, 19), a possible explanation would be that
cells are sensitive only in S-phase. To determine whether DNA
replication is required for DNA fragmentation, we synchronized
U2OS cells in G2/M by nocodazole treatment before infection
with H. pylori. Cells were infected for 6 h at 2 h after release from
G2/M arrest. Their DNA integrity was assessed by PFGE at the
end point 8 h after release, i.e., at a time when the cells had not
yet reentered S-phase (as documented by ﬂow cytometric cell-
cycle analysis; Fig. S6). As shown in Fig. 3A, synchronized cells
sustained a level of DSBs similar to that in asynchronous cultures
infected in parallel for the same period. Thus, unlike DSBs that
are caused by alkylating agents, intrastrand crosslinking, and
topoisomerase I inhibitors, Helicobacter-induced DSBs do not
require bulk DNA replication.
Fig. 2. DSB induction is H. pylori speciﬁc and depends on the direct contact
of live bacteria with their host cells. (A and B) U2OS cells were infected with
H. pylori strain G27 (MOI 200) followed by visualization of chromatid breaks
by chromosome spreading. The integrity of chromatids was assessed by vi-
sual inspection of the chromosome spreads of 153 control cells and 198
infected cells in three independent experiments. The number of chromatid
breaks per cell and number of cells with chromatid breaks (%) is indicated in
B; error bars indicate the variation within the three experiments. (C) AGS
cells were cocultured with live H. pylori G27, ethanol-killed bacteria, or live
E. coli DH10B at the indicated MOIs for 16 h. DNA fragmentation was
assessed by PFGE. (D) AGS cells were infected with H. pylori G27 for 6 h at the
indicated MOIs (lanes 1–3). In lanes 4 and 5, cells were treated with sterile-
ﬁltered cell-culture supernatants obtained from 16-h control- or H. pylori-
infected (MOI 200) AGS cells. In lanes 6–8, Transwell ﬁlters were used to
separate AGS cells physically from a concentrated overnight H. pylori culture
supernatant (lane 6) or from living bacteria at MOIs of 10 (lane 7) or 200
(lane 8). DNA fragmentation was assessed by PFGE. (E) Kato III cells were
infected with H. pylori J99 or the isogenic mutant ΔbabA for 6 h at the in-
dicated MOIs. DNA integrity was assessed by PFGE. (F–H) AGS cells were
infected with wild-type G27 or ΔPAI or ΔvacA isogenic mutants and assessed
by PFGE (F) or staining for 53BP1 (G and H). In H, cells with more than four
foci per nucleus were scored as positive; SEM and P values were calculated
from three independent experiments.
Fig. 3. H. pylori-associated DSBs occur independently of cell-cycle phase
and oxidative DNA damage. (A) U2OS cells were arrested in G2/M by 12-h
treatment with 250 ng/mL nocodazole, released for 2 h, and infected with
H. pylori G27 for 6 h. DNA integrity was assessed by PFGE. (B) AGS cells were
left untreated, were treated with 5 mM N-acetyl-cysteine (NA), and/or were
infected with H. pylori G27 at MOIs of 10 and 200. Relative induction of ROS
was assessed by oxidation of 2,7-dichloroﬂuorescein diacetate (DCF-DA) to
ﬂuorescent DCF. (C) AGS cells were infected with H. pylori G27 for 6 h at the
indicated MOIs in 20% oxygen (normoxia) or 1% oxygen (hypoxia). (D) AGS
cells were infected at the indicated MOIs for 6 h. N-acetyl-cysteine (NA) was
added at 1 or 5 mM as indicated. H2O2 treatment for 1 h served as positive
control. In C and D, DNA fragmentation was visualized by PFGE. (E and F ) Pri-
mary gastric epithelial cells explanted fromwild-type C57BL/6 or iNOS−/−/NOX2−/−
mice were infected with H. pylori for 6 h and immunostained for 53BP1.
Cells with more than four 53BP1 foci per nucleus were graded as positive;
SEM and P values were calculated from three independent experiments.











The mutations detected in the chronically H. pylori-infected
stomach are predominantly AT > CG and GC > TA trans-
versions indicative of oxidative DNA damage (16). H. pylori ef-
ﬁciently induces reactive oxygen and nitrogen species (RONS)
in AGS cells, which can be scavenged by N-acetyl-cysteine (Fig.
3B). To determine whether H. pylori-associated DSB induction is
dependent on RONS, we used three complementary approaches
in which the production of RONS was minimized by growth
under hypoxic conditions, pharmacological scavenging of RONS,
or a combined targeted deletion of the genes encoding inducible
nitric oxide synthase (iNOS) and NADPH oxidase 2 (NOX2).
Remarkably, AGS cells grown under hypoxic conditions (1%
oxygen) suffered more, rather than fewer, DSBs upon infection
with H. pylori, arguing against the idea that H. pylori-induced
DSBs are mediated by RONS (Fig. 3C). Similarly, addition of
the RONS scavenger N-acetyl-cysteine to infected cells aggra-
vated H. pylori-induced DSBs rather than preventing them (Fig.
3D); in contrast, the same scavenger concentrations efﬁciently
reduced H2O2-induced DSBs (Fig. 3D). Finally, infection of
primary gastric epithelial cells isolated from iNOS/NOX2−/−
mice induced DSBs with a similar efﬁciency as infection of wild-
type cells (Fig. 3 E and F), suggesting that the RONS produced
through the combined activity of both enzymes are not essential
for DSB induction. In summary, the results suggest that RONS
produced by gastric epithelial cells upon H. pylori infection are
not mechanistically involved in DSB induction despite a tempo-
ral correlation of RONS production and DSB induction.
Infection-Induced DSBs Are Continuously Repaired.We next assessed
whether DSBs accumulate during infection and/or whether they
are resolved continuously by the cellular DNA repair machinery.
We observed no PFGE-detectable difference in DSB levels
comparing short (6-h) and prolonged (54-h) infections (Fig. 4A),
suggesting that infected cells may reach an equilibrium in which
DSBs are repaired continuously even as new breaks are incurred.
Indeed, we ﬁnd that the PFGE band corresponding to frag-
mented DNA persists for at least 48–54 h in the continuous
presence of live bacteria in two independent cell types tested
(Fig. S7). To test whether cells are capable of efﬁcient DSB
repair, we infected AGS cells for 6 h, eradicated the bacteria by
antibiotic therapy, and allowed the cells to recover for 48 h.
Antibiotic eradication resulted in the subsequent efﬁcient repair
of DSBs as judged by the disappearance of fragmented DNA
(Fig. 4A) as well as by the disappearance of 53BP1/MDC1 foci
(Fig. 4 B and C). However, in the presence of continuous in-
fection for 48 h or longer, w70% of the cells lose their pro-
liferative capacity (i.e., fail to form colonies in a clonogenic
assay) (Fig. 4D). We conclude from these results that H. pylori-
induced DSBs are addressed efﬁciently by the host cell repair
machinery, with the results of the repair process being evident
only after the de novo induction of DSBs is prevented by in-
activation of the bacteria. However, prolonged continuous in-
fection at high multiplicities of infection (MOIs) may saturate
the repair mechanisms, lead to unrepaired breaks, and cause
cell lethality.
Discussion
We describe here the phenomenon of chromosomal DSB in-
duction in mammalian cells upon infection with the carcinogenic
bacterium H. pylori. This process requires viable bacteria in close
contact with their host cells. We provide evidence that bacterial
adhesion, for instance via the BabA adhesin, is required for DSB
induction; in contrast, the H. pylori virulence factors VacA, γGT,
and the Cag PAI are dispensable for DSB induction. Host cel-
lular ROS and reactive nitrogen species production is triggered
by the infection but appears to not contribute to DSB formation.
The ability to induce DSBs is shared by the threeH. pylori isolates
examined in the course of our studies (G27, J99, and P12) and
occurs with similar kinetics and efﬁciency in primary and trans-
formed, murine and human, epithelial and mesenchymal cells. H.
pylori-induced DSBs are evident upon separation of nuclear DNA
by PFGE and by high-magniﬁcation microscopy of metaphase
chromosomes. The damaged DNA triggers a damage-signaling
and repair response involving the sequential ATM-dependent
recruitment of repair factors (53BP1, MDC1) and the phos-
phorylation of histone H2AX. H. pylori-induced DSBs can be
repaired efﬁciently by the damaged cells, but prolonged bacterial
infection at high MOIs saturates cellular repair mechanisms and
impairs proliferation.
Very few reports are available on bacterially induced DNA
damage of host cell nuclear DNA. Interestingly, most bacterial
species with demonstrated genotoxic properties are gastrointes-
tinal pathogens. In pathogenic strains of E. coli, a genomic island
encoding modular nonribosomal peptide and polyketide syn-
thases has been linked to DSB induction and DNA-damage
checkpoint activation (26). The hybrid peptide/polyketide gen-
otoxin produced by these enzymes arrests the DNA-damaged
cells at the G2/M transition; the decelerated self-renewal of the
intestinal epithelium resulting from cell-cycle arrest has been
Fig. 4. H. pylori-induced breaks are repaired only after bacterial killing.
(A–C) AGS cells were infected with H. pylori G27 at the indicated MOIs for 6
h before antibiotic killing of the bacteria (eradication therapy, ET). Cells then
were grown in full medium containing penicillin/streptomycin for 48 h to
allow DNA repair to occur, were harvested, and were subjected to PFGE (A)
or to immunostaining for 53BP1 and MDC1 (B) and compared with control
cells that had been infected either for 6 h or continuously for 54 h. In C, cells
with more than four foci per nucleus were graded as positive; SEM and P
values were calculated from three independent experiments. (D) Cells were
infected with H. pylori G27 for 6 and 48 h, subjected to H. pylori eradication,
and cultured for another 10 d. Proliferative capacity was assessed by clo-
nogenic assay; the survival and clonogenic capacity of never-infected (ctrl)
cells is set at 100%.
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proposed to beneﬁt the bacteria by facilitating their persistence
(26). The only other bacterial virulence factor known to affect
the integrity of the host genome is produced by the entero-
pathogenic species Helicobacter hepaticus and Campylobacter
jejuni, close relatives of H. pylori. The so-called “cytolethal dis-
tending toxins” (CDTs) exhibit structural and functional ho-
mology to mammalian phosphodiesterases such as DNase I (21)
and cause cell-cycle arrest and cell death in intestinal epithelial
cells (27). In murine models of H. hepaticus infection, CDT
triggers the development of chronic intestinal inﬂammation
mimicking inﬂammatory bowel disease in humans (28) and
promotes hepatocellular dysplasia (29). Similarly, CDT is re-
quired for the induction of gastroenteritis by C. jejuni (30). No
orthologs of CDT are present in any of the H. pylori genomes
sequenced to date, including the genome of G27, which we
predominantly used here.
DNA DSBs are the most harmful lesions a cell can encounter,
and efﬁcient DSB repair is crucial for themaintenance of genomic
integrity and viability (31). Cells have evolved mechanistically
distinct strategies for DSB repair (32). These strategies include
minor mutagenic pathways that recently have generated great
interest in the ﬁeld as a possible source of the chromosomal
aberrations observed in many cancers (33). Induction of DSBs
followed by imprecise repair would be consistent with the carci-
nogenic properties of H. pylori (as well as those of other entero-
pathogenic species capable of inducing DSBs, such as H.
hepaticus) and with its mutagenic properties in vitro and in vivo
(16). Importantly, we observe that prolonged bacterial infection
leads to saturation of the repair capabilities of the host cells,
possibly leading to ineffective and mutagenic DSB repair
attempts. We consider a comprehensive analysis of the DSB re-
pair pathways activated by H. pylori infection to be an important
challenge for future studies. In conclusion, we propose here that
DSB induction contributes to the genetic instability and frequent
chromosomal aberrations that are a hallmark of gastric cancer,
indicating that as yet unidentiﬁed H. pylori-derived oncoproteins
encoded outside the Cag PAI must be considered to gain a better
understanding of H. pylori-induced gastric carcinogenesis.
Materials and Methods
Mouse and Bacterial Strains, Cell Lines, Infection Conditions, and Pharma-
cological Treatments. C57BL/6 (Charles River Laboratories) and iNOS−/−/NOX2−/−
mice (generously provided by Wolf-Dietrich Hardt, Eidgenössische Technische
Hochschule, Zurich) were used to generate primary gastric epithelial cells as
described (10). H. pylori was grown as described (10). AGS cells (ATCC CRL
1739, a human gastric adenocarcinoma cell line), immortalized murine primary
gastric epithelial cells (IMPGE) (10), U2OS cells, and a stable U2OS line
expressing EGFP-MDC1 were grown and infected with E. coli DH10B or H.
pylori strains as speciﬁed in SI Materials and Methods.
PFGE, Chromosome Spreads, Quantiﬁcation of RONS, Cell-Cycle Analysis, and
Clonogenic Assays. Chromosome spreads, PFGE experiments, quantiﬁcation
of RONS, cell-cycle analysis, clonogenic assays are speciﬁed in SI Materials and
Methods.
Immunoﬂuorescence Microscopy, Western and Southern Blotting. For immu-
nostaining, cells were ﬁxed in methanol, stained with 53BP1 (sc-22760; Santa
Cruz), MDC1 (3835), or γH2AX (05-636; Upstate), quantiﬁed and analyzed as
speciﬁed in SI Materials and Methods. Western and Southern blotting pro-
tocols are speciﬁed in SI Materials and Methods.
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SI Materials and Methods
Cell Lines, Bacterial Strains, and Infection Conditions. Cell lines were
grown in the following media: AGS, U2OS, stable U2OS line
expressing EGFP-MDC1 (DMEM/10% FCS), and immortalized
primary gastric epithelial cells (IMPG) DMEM/ F12 (1:1)
(Gibco).
The following previously published or newly generated strains
of H. pylori were used: G27 (1); G27ΔPAI [deﬁcient for the Cag
PAI (1)]; G27ΔvacA (deﬁcient for VacA; generously provided by
J. Kusters, Department of Medical Microbiology, University
Medical Center Utrecht, Utrecht, The Netherlands); G27ΔbabA
(2); G27Δγgt (2); J99 (3); J99ΔbabA (3); P12 (4); and P12Δγgt/
ΔvacA (lacking both γ-GT and VacA; obtained by replacing
a P12ΔvacA mutant’s γgt gene by a kanamycin resistance cas-
sette and subsequent selection on chloramphenicol and kana-
mycin plates) (4). The G27ΔbabA mutant was generated by
transformation of J99ΔbabA genomic DNA into G27 wild-type
bacteria. Infections were performed for 6 to 54 h. Experiments
under hypoxic conditions (1% oxygen) were performed in a gas-
controlled glove box (InVivO2 400; Ruskinn Technologies).
Pharmacological Treatments. U2OS cells were synchronized in
G1 by 12 h of nocodazole treatment (250 ng/mL), followed by
a 2-h release before infection. The ATM inhibitor KU-55933
(Tocris) was used at 10 μM. Transwell ﬁlters (0.4 μm, Falcon
353493) were used to separate bacteria and cells. Hydroxy urea
was used at 5 mM, N-acetyl cysteine at 1 mM and 5 mM, and
staurosporine at 5 μM (all from Sigma). Lewis (b) human serum
albumin glycoconjugate was obtained from IsoSep. Bacteria
were killed by incubation in 100% ethanol; protein synthesis was
inhibited by 10 or 80 μg/mL chloramphenicol. Bacteria in co-
culture with host cells were killed with penicillin/streptomycin
combined with 15 μg/mL metronidazole, 30 μg/mL tetracycline
hydrochloride (both from Sigma), and 4 μg/mL bismuth sub-
citrate (Park-Davis).
PFGE, Chromosome Spreads, Quantiﬁcation of RONS, Cell-Cycle
Analysis, and Clonogenic Assay. For PFGE, cells were harvested,
embedded in 1% agarose plugs (5 × 105 cells per plug), digested
in lysis buffer [100 mM EDTA, 1% (wt/vol) sodium lauryl sar-
cosyne, 0.2% (wt/vol) sodium deoxycholate, 1 mg/mL proteinase
K] at 37 °C for 48 h, and washed in 10 mM Tris-HCl (pH 8.0),
100mM EDTA. Electrophoresis was performed for 23 h at 14 °C
in 0.9% (wt/vol) pulse ﬁeld-certiﬁed agarose (BioRad) contain-
ing Tris-borate/EDTA buffer according to the conditions de-
scribed in ref. 5 and adapted to a BioRad CHEF DR III
apparatus. Gels were stained with ethidium bromide and im-
agedon an Alpha Innotech Imager. The chromosome-spread
protocol was performed as previously published (6). In brief, for
the generation of chromosome/meta- phase spreads, cells were
infected for 48 h, and 0.1 μg/mL colcemid was added for the ﬁnal
3 h. Cells were harvested by trypsinization and treated with hy-
potonic 75 mM KCl before ﬁxation with methanol/acetic acid
(3:1) and staining with DAPI. The number of chromatid breaks
per metaphase spread was quantiﬁed by visual inspection. For
the quantitative detection of RONS, cells were incubated with 5
μM 2,7-dichloroﬂuorescein (DCF) diacetate in the dark for 30
min at 37 °C. The oxidation-induced deesteriﬁcation of DCF was
detected at 530 nm. For cell-cycle analysis, cells were ﬁxed in
70% ethanol followed by RNase treatment (100 μg/mL) and
staining with 25μg/mL propidium iodide. Cell-cycle distribution
was recorded on a Cyan9 instrument and analyzed using Summit
Software (both from Beckman Coulter). For clonogenic assays,
300 cells per well were seeded in full medium containing all
eradication antibiotics to eliminate residual bacteria. After 10
d in culture, colonies were stained with 0.1% Coomassie blue (in
50% methanol/7% acetic acid) and were counted.
Immunoﬂuorescence Microscopy, Western and Southern Blotting. For
immunostaining, cells were ﬁxed in methanol, stained with 53BP1
(sc-22760; Santa Cruz), MDC1 (3835), or γH2AX (05-636; Up-
state) mAbs and appropriate secondary antibodies (Molecular
Probes) and mounted with VECTASHIELD (Vector Labora-
tories). Cells were imaged in a Leica DM RB microscope
equipped with a Leica DFC 360 FX camera. Images were taken
at 60–100× magniﬁcation using Leica Application Suite 3.3.0
software. One hundred ﬁfty nuclei were assessed per condition;
positive cells had more than four foci per nucleus. PARP1
(sc7150) and activated caspase-3 were assessed by Western
blotting as markers of apoptosis. For Southern blotting, a deoxy-
cytidine triphosphate (α[32P])-labeled 1,200-bp Helicobacter
spp-speciﬁc 16S probe was generated using the primers (for-
ward) GCTATGACGGGTATCC and (reverse) ACTT-
CACCCCAGTCGCTG. A pulse ﬁeld gel was stained, UV cross-
linked with 150 mJ, transferred to a Zeta-Probe GT nylon
membrane for 12 h, detected with radiolabeled 16S probe, and
exposed on a Typhoon 9400 PhosphoImager.
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Fig. S1. U2OS cells are a convenient model for Helicobacter pylori-induced double-stranded breaks (DSBs). (A and B) U2OS cells were infected with H. pylori
G27 for 6 h and were immunostained for H. pylori (red), phalloidin (green), and nuclei (blue) or subjected to pulse ﬁeld gel electrophoresis (PFGE) (A) or were
stained for mediator of DNA damage checkpoint 1 (MDC1) (B). (C) U2OS EGFP-MDC1 cells were infected with H. pylori G27 for 6 h; EGFP ﬂuorescence is shown
alone (Left) and merged with DAPI staining (Right). As a positive control, cells irradiated with 10 Gy are included in B and C. (D) U2OS EGFP-MDC1 cells were
infected with H. pylori G27, and EGFP-MDC1 foci formation was monitored by time-lapse video microscopy over a period of 16 h. Still images of a single cell are
shown at 1 h, 6 h, and 16 h postinfection.
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Fig. S2. The proportion of repair foci-positive cells increases over time; the fragmented DNA of infected cells corresponds neither to bacterial DNA nor to
apoptotic debris. (A) AGS cells were infected for 6 or 48 h with H. pylori G27 and were stained for p53-binding protein 1 (53BP1), phosphorylated histone H2A
variant X (γH2AX), and nuclear DNA. Individual and merged images are shown for every condition. (B) AGS cells were infected with H. pylori for 6 h at the
indicated multiplicities of infection (MOIs). In addition, host cell-free bacterial pellets corresponding to MOIs 200, 104, 105, 106, and 5 × 106 were loaded. All
samples were subjected to PFGE. The gel was stained with ethidium bromide (Upper); then the DNA was transferred to a Zeta membrane, UV cross-linked, and
probed with a deoxycytidine triphosphate (α[32P])-labeled probe detecting H. pylori 16S rRNA (Lower). (C) AGS cells were infected with H. pylori G27 for 16 h or
were treated for 6 or 16 h with 5 μM staurosporine, a global tyrosine kinase inhibitor known to induce apoptosis. Immunoblots are shown for the cleavage
products of poly-(ADP-ribose) polymerase 1 (PARP1) and caspase-3. Tubulin served as loading control. (D) AGS cells were infected with H. pylori G27 for 16 or
54 h. Cell-cycle distribution was assessed by propidium iodide staining. Percentages of cells in the respective cell-cycle phases are indicated. (Scale bar: 10 μm.)
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Fig. S3. Chromosome spreads from uninfected cells do not show chromatid breaks; inhibition of protein synthesis abrogates DSB induction. (A) Uninfected
U2OS cells were processed as described in the legend to Fig. 2 A and B. A representative uninfected cell in metaphase without chromatid breaks is shown here.
(B) AGS cells were infected for 6 h with H. pylori G27 at MOI 100 in the presence or absence of 10 or 80 μg/mL chloramphenicol, respectively. DSB induction was
determined by PFGE. Gentamycin treatment produced similar effects. The signal intensity of the bands corresponding to fragmented DNA is indicated below
the respective lanes with the untreated control set as 1.
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Fig. S4. H. pylori adheres to Kato III cells but not to AGS cells, predominantly via the blood group antigen-binding adhesin (BabA)/Lewis (b) interaction. (A and
B) The gastric epithelial cell lines AGS and Kato III were infected (MOI 200) for 6 h with wild-type H. pylori J99 and its isogenic ΔbabA mutant. (A) Adherent
bacteria per cell were counted microscopically. (B) The culture supernatants were assessed for IL-8 production by ELISA, because IL-8 induction is an accepted
readout for the biological consequences of virulent H. pylori infection of gastric epithelial cells. (C) Kato III cells were incubated with FITC-labeled bacteria of
the indicated strains (wild-type G27 or J99 and their respective ΔbabA mutants) at MOI 200; nonadherent bacteria were washed away before microscopic
analysis. (D) Kato III cells were infected with wild-type H. pylori G27 or G27ΔbabA mutant bacteria for 6 h at the indicated MOIs; DSBs were determined by
PFGE. (E) G27 wild-type bacteria were incubated for 2 h with 0, 10, 50, or 100 μg/mL Lewis (b) in Brucella broth before thorough washing. Preincubated bacteria
were added to the cells at the indicated MOIs; DSB induction was determined by PFGE at 6 h postinfection. In D and E, the signal intensity of the bands
corresponding to fragmented DNA is indicated below the respective lanes with the untreated control set as 1. (Scale bar: 10 μm.)
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Fig. S5. The putative H. pylori virulence factor γ-glutamyl transpeptidase (γGT) is not required for H. pylori-induced DSBs. (A) AGS cells were infected with
wild-type H. pylori G27 or its isogenic mutant lacking γGT (Δγgt) for 6 h at the indicated MOIs. DNA integrity was assessed by PFGE. (B) AGS cells were infected
with wild-type H. pylori P12 or an isogenic ΔvacAΔγgt double mutant for 6 h at the indicated MOIs. DNA integrity was assessed by PFGE. (C) To quantify the
enzymatic γGT activity of the four strains used in A and B, 109 bacteria were suspended in 500 μL PBS and incubated at 37 °C for 4 h. After centrifugation, the
supernatant containing secreted H. pylori proteins was diluted 1:4 in reaction buffer containing 2.5 mM of L-γ-glutamyl-p-nitroanilide (γGpNA). To determine
the exchange rate of the substrate to 4-p-nitroaniline, the reaction was monitored at 405 nm, and the exchange rate was calculated by using the reported
extinction coefﬁcient of 8,800 M−1$cm−1. Enzymatic activity was measured in 0.1 M Tris HCl (pH 8.0), 20 mM glycyl-glycine, and 2.5 mM γGpNA. The experi-
ments were carried out at 37 °C for 30 min using a Mithras LB940 Well-Reader. The results for a P12Δγgt single mutant are shown as well.
Fig. S6. Nocodazole-synchronized cells have not reentered S-phase 8 h after release from G2/M arrest. U2OS cells were arrested in G2/M by 12-h treatment
with 250 ng/mL nocodazole, released for 2 h, and infected with H. pylori G27 for 6 h. Their cell-cycle distribution was assessed at 8 h after release from G2/M
arrest, i.e., at the time when parallel wells of identically treated cells were subjected to PFGE (Fig. 3A). Most nocodazole-treated cells have reached G1 at 8 h
after release but have not yet reentered S-phase. Asynchronous cells (infected, uninfected) are shown for comparison.
Fig. S7. H. pylori-induced DSBs persist for at least 48 h. Immortalized gastric epithelial cells (IMPGE) and AGS cells were infected for 16 or 48 h with H. pylori
G27 at MOI 200. Hydroxyurea (HU) treatment (5 mM) for 16 h served as positive control. DNA fragmentation was visualized by PFGE.
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