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Abstract 
Intensity based block motion estimation algorithms are 
widely used for exploiting temporal redundancies in video 
coding. However, blocks located on boundaries of moving 
objects are not estimated accurately, which are very sensitive 
to the human eyes. In this paper, we propose a novel approach 
which incorporates edge matching techniques to accurately 
predict the motion of moving objects such that the motion 
compensated frames are tied more closely to the physical 
features. Besides, accurate motion vectors of edge blocks can 
be used to develop an efficient block motion estimation 
algorithm. Experimental rcsults show that our approach 
requires simple computational complexity, and it gives a 
significant improvement in accuracy or{ motion compensated 
frames as compared with the traditional intensity based 
methods, including the full search algorithm. 
1. Introduction 
In video coding applications such as high-definition 
television, video conferencing, etc., the block motion 
estimation is being widely used [ 1-31, Traditionally, block 
matching algorithms are based on the matching of blocks 
between the intensities of two images. I[n such intensity based 
block matching algorithms, the present frame is divided into 
two-dimensional small blocks of NxN pixels. For each block 
in the current frame, we evaluate certain matching criterion 
over nearby blocks in the previous frame and select the block 
which yields the closest matching. There is a large choice of 
matching criteria [4], e.g., the mean square error (MSE), the 
mean absolute difference (MAD), etc. Among these criteria, 
the MAD is the most popular one because it does not require 
any multiplication and produces similar performance as the 
MSE. The MAD matching criterion for an NxN block is given 
by 
where - D 5 x, y 5 D 
where I,,(i,j) is the intensity of the pixel at location ( i , j )  within 
the block in the nrh frame. The motion 'vector v of the block is 
arg,x,y,  min  MAD(^, y ) .  D is the maximum displacement of the 
motion vector. Finding an absolute minimum for the MAD 
matching criterion can only be guaralilteed by performing an 
exhaustive search of a series of discrete candidate 
displacements within a maximum displacement range, and this 
exhaustive search method is generally referred to as the Full 
Search Algorithm (FSA). However, despite their successful 
applications, a common problem of the intensity based block 
motion estimation techniques is that blocks located on 
boundaries of moving objects are not estimated accurately. 
Blocks on these boundaries may contain objects moving in 
different manners, and the motion vector obtained from the 
traditional intensity matching might have serious errors. Fig. 
1 illustrates a typical artifact caused by this problem in a 
portions of a frame containing a ball moving against a 
background. The motion of the ball can be obtained from Fig. 
l(a) and l(b).  Fig. l(c) is the motion cornpensated frame of 
the ball using motion vectors computed by the full search 
intensity based block matching algorithm with a block size of 
16x16 pixels. As shown in Fig. 1 (c), the ulpper side of the ball 
has been compensated incorrectly. Let us give a clearer 
account for this phenomenon. Eqn. (1) can be rewritten as 
follows. 
MAD(x, yj = El/,, (i, jj - I , ,-)([ + x ,  . j  + ).)I+ zlI,,(~, j )  ~ I ,  ,.., ( I  + x ,  i + ?)I 
l',lleSa 1, . I l e R M  
= MADB(x,yj+MAD,(x,y) (2) 
where%, and 5XM are the sets containing pixels in the 
background and the moving object respectively. For Fig. l(b), 
the marked block in the current frame, which contains part of 
a moving object has motion vector (x,,yl) But region B (the 
region bounded by the dotted line) in the reference frame, as 
depicted in Fig. l(a), does not give the minimum value of the 
MADB(x,y) due to a non-uniform pixel intensity. Instead, the 
group of pixels in the background region has motion vector 
(0,ff). In Fig. l(b), the block at the upper part of the ball is 
mainly occupied by the background portion, thus the 
MADB(x,y) dominates the matching criterion MAD(x,y) in this 
situation. Hence the motion vector ('0,O) is selected to 
represent this block. This poor motion compensated 
prediction along the moving edges is w r y  sensitive to the 
human visual system. Thus, in this paper, an edge oriented 
block motion estimation algorithm is proposed to obtain more 
accurate motion prediction along moving edges. 
2. Characteristics of Block Motions 
For an efficient block motion estimdtion, it is important 
to know the nature of the blocks. However, the characteristics 
of the blocks depend on many factors such as the contents of 
the scenes, the motion of the objects, and so on, and it is 
difficult to model the blocks analytically. Here most typical 
blocks arising from image sequence scenes are discussed 
qualitatively. Fig. 2 shows a pair of current frame and 
previous frame containing a moving object in a still 
background with intcnsity variation. Let us define four 
possible types of blocks. 
Type a: Blocks in a still area or with a background of very 
slow motion. These blocks could have similar motion vectors 
with the previous frame. 
Type b:  Blocks on the boundary of moving objects and still 
area. For the block containing the riglht hand edge of the 
moving object in Fig. 2, the intensity based block motion 
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estimation works well. While, this is not the case for the 
block containing the left hand edge of this moving object. 
Since a large portion of pixels in this block contains still area, 
the motion vector dominated by the effect of the still area is 
unavoidably selected. Consequently, this left edge would be 
lost in the motion compensated frame. This example could 
bring our motivation o f  using an edge matching to replace the 
intensity based matching of block motion estimation such that 
a better moving edges could be predicted in the compensated 
frame. 
Type c :  Blocks within a moving object, for which the 
intensity based block motion compensation works well. But, 
we can see easily that the motion in these blocks is highly 
correlated with the surrounding edge blocks provided that the 
motion vectors in the edge blocks truly represent the motion 
objects. Thus, the motion vectors of edge blocks (type b )  are 
significant to develop an efficient motion estimation of blocks 
which are classified as type c. 
Type d:  Blocks which have no appropriate corresponding 
blocks in the previous frame. These blocks could arise from 
the covered region of the previous frame, etc. This type of 
problem could be resolved by using the bi-directional block 
motion estimation which has been defined in MPEG standard 
[6]. However, this is not the issue focused in this paper. 
3. The Proposed Edge Oriented Algorithm 
In this section, we describe our new edge oriented 
algorithm for finding motion vectors of different types of 
blocks. From the consideration in Section 2, motion 
estimation of type b blocks is the most important factor to 
improve the subjective view of motion compensated frames, 
and we can also reduce the computational requirement for 
motion vector estimation o f  type c blocks. A new edge 
matching technique is proposed to compute the motion vector 
of type b blocks. Now, let us describe the realization 
procedure of our algorithm. 
1) Block classifier: The basic task of the classifier unit is to 
discriminate the types of the blocks, as described in section 2, 
for the appropriate motion estimation methods to be used. We 
define the frame difference of two successive frames, fd,,, as 
shown in eqn. (3), to represent the activity level of moving 
objects : 
(3) 
Iff", < T,d, where Tfd is a pre-determined threshold, this 
indicates that the block has only little motion (type a). But, if 
f",, 2 T, this implies that the block contains a certain amount 
of motions. 
An edge detector is used to separate blocks on the 
boundary of moving objects and still area. For choosing an 
edge detection algorithm, we consider its speed and precision. 
Before finding the directional derivatives, we have to smooth 
the image such that ripples, spikes or high frequency noises 
from the image could possibly be  removed. A simple mean 
smoothing that performs equally weighted smoothing using a 
square window with the size of 5 has been employed in this 
paper. For simplicity, the sobel edge detector[5] is applied to 
the smoothed current frame and to generate the detailed edge 
frame S,,(i,j). Apart from using detailed edge frame as the 
matching feature, a simple binary edge frame according to the 
eqn.(4), can also be used. 
(4) 
where T,  is a predefined threshold. The major advantage in 
using coarse edge matching technique is its simplicity which 
involves the use of only one bit edge information rather than 
eight bits intensity information; this simplicity can potentially 
have implications on both hardware and software 
implementation of block motion estimation. 
The block is considered having an edge (type b)  if 
,A- I  N-1 is satisfied, where T,,,,, is the threshold of CCB"GJ 2 L", 
i=o ,=o 
edge count. This is done in order to prevent false 
determination of edge blocks due to the noise and 
consequently it can guarantee that motion vectors obtained in 
the following steps are more reliable. 
2)  To compute the motion vectors of still area (type a):  
Since blocks of type a have only little motion, only little 
motion search with a search range of SWO using intensity 
matching criterion is required to perform. 
3) To search for the best match edge of moving edge 
blocks in the reference frame (type b): The distortion of the 
compensated frame using the intensity based block motion 
estimation between an object and the stationary background 
may introduce missing edge effects and it is very sensitive to 
human eyes. W e  reduce this distortion by modifying the 
criterion used in the matching procedure. The new matching 
criterion introduces some edge features S,,(i,j) or B,(i,j) in the 
distortion measure. Hence the matching criterion using the 
detailed edge matching, EMAD, is defined as 
and for using the binary edge matching, it is given by 
where - S W ~ ~ ~ , ~ ~ S W I  and SWI is the maximum 
displacement of blocks of type b. These new edge matching 
criteria can improve the matching accuracy at the boundary in 
terms of subjective quality. True motion vectors of the 
moving objects are important, and there is a high correlation 
between their adjacent blocks. Thus an efficient motion 
estimation of blocks with type c can easily been developed. 
4) To estimate the motion vectors of non-edge moving 
blocks (type c): The blocks inside moving objects are highly 
correlated with the moving edge blocks (type 6). Thus, if 
there are adjacent blocks for which the motion vectors have 
already been computed, the current block can use these motion 
vectors as the initial centers and employ the intensity based 
block matching with smaller maximum displacement SW2 
(smaller than SWI)  to compute its motion vector. But if there 
are no adjacent block having motion vectors been computed, 
the computation of the motion vector of the current block is 
postponed until the motion vectors of the required adjacent 
blocks are available. The advantage of this new motion 
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estimation technique is that it saves unnecessary computations 
so that the motion search can be conducted efficiently. 
4. Experimental Results 
We have tested the performance of the proposed 
algorithm on a variety of real image sequences. Only one 
well-known 80-frames image sequence, the “Table Tennis” 
with 352x240 pixels is presented here. Results of the 
performance of the proposed algorithm and some conventional 
methods are compared. Two slightly different versions of our 
proposed edge oriented block matching algorithm have been 
realized, and let us call them EOBMAl and EOBMA2. The 
only difference is that the EOBMAl uses the detailed edge 
matching criterion as defined in eqn. (S), while the EOBMA2 
refers to the use of’ binary edge matching criterion as given in 
eqn. (6). Also, a set of parameters as summarized in Table 1 
has been selected. The conventional methods for performance 
comparison are the Full Search Algorithm (FSA) and the n- 
Step Hierarchical Search (n-SHS)[ 11 The maximum 
allowable displacement in the x and y direction is set to 15 and 
a block size of 16x16 has been used. 
In Fig. 3, it can be seen that the Mean Square Error 
(MSE) of the proposed EOBMAl and EOBMA2 outperforms 
that of the n-SHS. As it is seen, our EOBMAl has 
comparable MSE performance of the traditional intensity 
based FSA. Also, the EOBMA2 is still very close to the FSA, 
but it is inferior as compared with the EOBMAl. More 
importantly, the subjective quality of the proposed edge 
oriented algorithms is also shown in this paper. Fig. 4 shows 
the zoomed motion compensated frames of the ball and the 
racket in the “Table Tennis” sequence produced by different 
algorithms. Fig. 4(b) and Fig. 4(c) show the incorrect 
prediction of the ball and the racket along the edge produced 
by the traditional FSA and n-SHS , while the edge of the ball 
and the racket can be preserved by using the proposed 
EOBMAl and EOBMA2 as shown in Fig. 4(d) and Fig. 4(e). 
This visual result indicates that even the EOBMA2 is better 
than the FSA in terms of subjective view, though the objective 
measure is inferior. 
Now, the computational complexities of our techniques 
based on edge matching to that of intensity based block 
matching algorithms are evaluated. In order to make a 
comparison, we assume that the cost of an 8 bit addition is 16 
times than that of one bit matching [8]. 130th of the intensity 
and the detailed edge matching criteria require two- 
dimensional operations; 255(16~16-1) additions, 256(16~16) 
subtractions, and 256(16x16) absolute conversions per search 
point are needed. Therefore, the number of operations of the 
FSA and the n-SHS are shown in Table 2. For our proposed 
EOBMAl, it requires 391 search locations. While the 
EOBMA2 requires only 58 search locations using the intensity 
matching criteria. Besides, it needs 333 search locations using 
one bit matching. Thus, its low cost is the major payoff in 
using this binary edge matching. Note that the binary edge 
matching criterion as defined in eqn. (6) can be easily 
implemented by a simple circuitry containing an ‘XNOR’ 
logic gate and a counter. 
Apart from calculating the matching criteria, the edge 
detection is the major overhead of our proposed edge oriented 
algorithm. The edge detection algorithm consists of two parts: 
smoothing, and taking directional derivatives. For smoothing, 
it simply takes the average of the input with the 5x5 window. 
By exploiting the maximal data reusage, the computation for 
smoothing can be calculated more efficisently. The input 
image is smoothed in the j-direction and a sum of image pixels 
alongj-direction V(i,j) is calculated, which is defined as: 
2 
V ( i ,  j )  = CI(i, j + h)  
h=-2 
where l(i,j) is the input image at spatial location (i,j). It IS  
obvious that there is only a difference of two pixels for 
computing V(i,j) and V(i, j+l).  From the above 
considerations, the total number of additions required per N x N  
block for the smoothing process in an image is: 
(6) W[4+2(H-5)]+ H[4+2(W-5)] A, = N 2  x 
WH 
To detect edges, eleven additions, two absolute 
conversions and two multiplications by 2 are required to 
compute the S,,(i,j) as defined in eqn. (5). Note that 
multiplication by 2 can be done with shifting, and therefore 
their costs could be neglected. Putting all of these together, 
we have found that computing the edge extraction requires 
3,829 additions and 512 absolute conversions per 16x16 
block. Thus, table 2 shows a comparison of the computational 
requirement of the proposed methods, the FSA and the n-SHS. 
From table 2, the proposed EOBMAl and EOBMA2 have a 
speed-up of 2.5 and 13 as comparedl with the FSA 
respectively. 
5. Conclusions 
In this paper, a block motion estimation algorithm that 
uses edge matching has been proposed. Considering the 
characteristics of motions of some typical image sequences, 
we have pointed out that accurate motion information of 
moving edge blocks is important to improve the performance 
of block motion estimation. In those blocks which contain 
boundaries, the edge matching is used to compute the motion 
vectors such that better motion compensation prediction along 
moving edges is obtained. They give a high correlation 
between their adjacent moving blocks which have uniform 
pixel intensity. Consequently, a fast motion estimation 
technique of these types of moving blocks can be easily 
developed. Experimental results show that our edge oriented 
algorithm has comparable MSE performance as compared to 
the traditional intensity based methods. Also, the poor 
prediction along the moving edges, which is very annoying 
around moving objects is effectively reduced by our proposed 
algorithm. Comparing to intensity matching, the major 
advantage in using binary edge matching technique is its 
simplicity, which involves one bit operations rather than eight 
bits operations; this simplicity can potentially have 
implications on both hardware and software implementation of 
block motion estimation. 
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Figure 1: Boundary problems of intensity based block 
niotion compensated frame:, in  the ball of the table tennis 
sequence. 
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Figure 2: Typical blocks in the image sequence scenes. 
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Figure 4: Motion compensated frame of the ball and the 
racket in “Table Tennis”. 
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