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ЗАГРЯЗНЕНИЯ ВОЗДУШНОГО БАССЕЙНА 
 
В данной работе рассмотрена задача краткосрочного прогнозирования концентраций загряз-
няющих веществ в атмосфере с помощью двух статистических методов: Бокса-Дженкинса и метода 
группового учета аргументов. Приведено описание методик построения прогнозирующих моделей 
для обоих методов, а также сравнительная характеристика результатов прогноза. 
 
In the given work short-term forecasting of pollutants’ concentration in atmosphere have been consid-
ered with two statistical methods: Box-Jenkins and group method of data handling. The description of fore-
casting models building procedures and comparative characteristic of predictions’ results has been adduced 
for both methods. 
 
Введение 
Резкий рост уровня антропогенного воз-
действия на окружающую среду в сочетании 
с низкой эффективностью и разобщенностью 
природоохранных мероприятий привел за 
последние десятилетия к значительному 
ухудшению экологической обстановки в раз-
личных регионах Украины. Наиболее уязви-
мыми оказались промышленно-развитые 
районы с высокой концентрацией промыш-
ленных производств топливно-
энергетического, металлургического, хими-
ческого и др. профилей, приведших к некон-
тролируемому превышению уровней допус-
тимой экологической нагрузки на окружаю-
щую среду, возникновению потенциально 
опасных чрезвычайных ситуаций [1]. 
В связи с этим проблемы снижения эколо-
го-экономического ущерба и управления 
экологической ситуацией приобретают в по-
следнее время все возрастающее значение. 
Наряду с оценкой и контролем концентраций 
вредных примесей в воздухе в районе источ-
ников выбросов по данным наблюдений 
также необходимо осуществлять кратко-
срочные прогнозы загрязнения воздуха и ис-
пользовать их для регулирования промыш-
ленных выбросов. Приоритетность регули-
рования выбросов вредных веществ в атмо-
сферу обусловлена доминирующей ролью 
этой проблемы в качестве отправной точки 
при создании технологий, повышающих эф-
фективность и действенность экологических 
нормативных ограничений загрязнения в це-
лом. 
Процесс загрязнения воздуха, как и мно-
гие другие атмосферные процессы, отлича-
ется большой сложностью. Методы исследо-
вания и прогноза, базирующиеся на исполь-
зовании уравнений математической физики 
(теории диффузии и переноса примесей), 
учет метеофакторов (скорости и направления 
ветра, условий температурной стратифика-
ции), особенностей подстилающей поверх-
ности, химического превращения примесей и 
т. п., обеспечивают получение результатов с 
высокой степенью точности [2–4]. Однако 
алгоритмы, реализующие эти методы, гро-
моздки, требуют больших затрат машинного 
времени и ресурсов памяти ЭВМ. Указанные 
методы целесообразно применять при реше-
нии задач долгосрочного прогнозирования, 
исследования тенденций загрязнения воз-
душной среды за длительные промежутки 
времени (месяц, сезон и т. п.). 
В свою очередь, для краткосрочного про-
гнозирования загрязнения воздуха в городах 
и промышленных районах, обусловленного 
действием многих источников, целесообраз-
но использовать статистические методы, ос-
нованные на анализе материалов наблюде-
ний. Здесь предполагается, что за период, к 
которому относится исследуемый материал, 
а также за срок прогноза, выбросы и распо-
ложение источников выбросов практически 
не изменяются. Поэтому рост среднего и 
суммарного загрязнения воздуха в городе 
связывается главным образом с изменением 
метеорологических условий или синоптиче-
ской ситуации [5]. 
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Разработка методов прогноза начинается в 
первую очередь с выявления периодов наи-
большего загрязнения атмосферы. Затем ус-
танавливаются корреляционные зависимости 
между наблюдавшимися в эти периоды сте-
пенью загрязнения воздуха и некоторыми 
метеорологическими величинами или их оп-
ределенным сочетанием, рассматриваемыми 
в качестве предикторов. Таким путем выра-
батывают различные прогностические пра-
вила. Также используют методы статистиче-
ской экстраполяции во времени режима из-
менения загрязнения воздуха с учетом выяв-
ленных автокорреляционных зависимостей и 
инерционных факторов [2]. 
 
Постановка задачи 
Рассмотрим один из вариантов постанов-
ки задачи моделирования загрязнения окру-
жающей среды, а именно: моделирование 
загрязнения выполняется исключительно по 
данным измерений нескольких контрольно-
измерительных станций (КИС) [6]. 
В этой задаче уравнение диффузии не за-
дается априори и находится по эксперимен-
тальным данным по принципу самооргани-
зации при помощи перебора шаблонов и их 
нелинейностей. Оценки коэффициентов 
определяются с помощью метода наимень-
ших квадратов (МНК). Решение находится 
при помощи пошагового интегрирования ко-
нечно-разностного уравнения. Знать это ре-
шение в аналитической форме не требуется. 
Исходной информацией для прогнозиро-
вания концентрации загрязняющих веществ 
являются выборочные данные, представля-
ющие собой замеры концентрации загрязня-
ющих веществ через фиксированные интер-
валы времени в местах установки КИС. Та-
ким образом, выборка представляет собой 
многомерный временной ряд. 
Такая постановка задачи моделирования 
поля имеет целью построение поля загрязне-
ния не только в области интерполяции (ох-
ваченной КИС), но и на значительном расс-
тоянии за пределами этой области, т.е. пост-
роение экстраполяции поля и прогнозов его 
развития во времени. При этом предполагае-
тся, что сбросы загрязнения сравнительно 
мало изменяются во времени, и поэтому ин-
формация о них непосредственно не учиты-
вается. Косвенно она содержится в данных 
измерений КИС. Поэтому в этой постановке 
множество аргументов включает только дан-
ные КИС. 
 
Метод Бокса-Дженкинса. Модель 
ARIMA (AutoRegressive Integrated 
Moving Average – модель авторегрес-
сии – проинтегрированного скользя-
щего среднего) 
Модель ARIMA относится к классу ли-
нейных моделей, которая может хорошо 
описывать поведение как стационарных, так 
и нестационарных временных рядов. Для 
прогнозирования модель ARIMA использует 
информацию, содержащуюся в исходном ря-
де. Модель ARIMA опирается, в основном, 
на автокорреляционную структуру данных 
временного ряда. 
Внутренняя структура временного ряда, 
то есть зависимость его уровня ty  от преды-
дущих значений 1 2, ,...,t t t py y y− − −  может быть 
описана авторегрессионной функцией 
1 1 2 2 ...t t t p t p ty a y a y a yµ ε− − −= + ⋅ + ⋅ + + ⋅ + , 
где µ  – константа, p  – порядок авторегрес-
сии, 1,..., pa a  – коэффициенты авторегрессии, 
tε  – белый шум. Другими словами, каждое 
значение временного ряда есть сумма, соде-
ржащая в своем составе линейную комбина-
цию p  его предыдущих значений и случай-
ную ошибку tε . 
Другим типом модели, описывающей по-
ведение временного ряда, является модель 
скользящего среднего, в которой уровень ря-
да ty  линейно зависит от q  предыдущих 
значений белого шума ε : 
1 1 2 2 ...t t t t q t qy µ ε θ ε θ ε θ ε− − −= + − ⋅ − ⋅ − − ⋅ , 
где символы 1 2, ,..., qθ θ θ− − −  используются 
для обозначения конечного набора весовых 
параметров. Эта модель называется процес-
сом скользящего среднего порядка q . Дру-
гими словами, каждое значение временного 
ряда есть сумма, содержащая в своем составе 
линейную комбинацию q  предыдущих зна-
чений белого шума и случайную ошибку tε . 
Для достижения большей гибкости при 
построении модели исследуемых процессов 
полезно включать в нее как выражение для 
скользящего среднего, так и выражение для 
авторегрессии. Это приводит к смешанной 
модели ARMA (p, q):  
1 1 2 2
1 1 2 2
...
...
t t t p t p
t t t q t q
y a y a y a yµ
ε θ ε θ ε θ ε
− − −
− − −
= + ⋅ + ⋅ + + ⋅ +
+ − ⋅ − ⋅ − − ⋅
. 
Если в модели необходимо учитывать на-
личие тренда, то это делается введением в 
ряд, описываемый моделью ARMA, разнос-
тей d-го порядка вместо значений ty . В час-
тности, ( )1 1t t ty y y −∇ = −  (линейный тренд),  
( )2 2t t ty y y −∇ = −  (квадратичный тренд)  
и т. д. Разности d∇  должны быть стационар-
ными. В результате получаем модель ARI-
MA порядка (p, d, q) [7]: 
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d d d
t t t
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p t p t t t q t q
y a y a y
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. 
Вид модели ARIMA, ее адекватность реа-
льному процессу и прогнозные свойства за-
висят от порядка авторегрессии p и порядка 
скользящего среднего q. Поэтому ключевым 
моментом моделирования является процеду-
ра идентификации – обоснования выбора 
модели того или иного вида. Выбор началь-
ной модели ARIMA основывается на изуче-
нии графиков автокорреляций и частных ав-
токорреляций между данными исходного 
временного ряда. Выбранная модель сопос-
тавляется с исходными данными, чтобы про-
верить, насколько точно она описывает вре-
менной ряд. Модель считается приемлемой, 
если остатки малы и распределены случайно 
[8]. 
 
Метод группового учета аргументов 
(МГУА) 
В основу МГУА [9, 10] положен принцип 
самоорганизации, и алгоритмы МГУА восп-
роизводят схему массовой селекции. В алго-
ритмах МГУА особым образом синтезирую-
тся и отбираются члены полинома, который 
называют обобщенным полиномом Колмо-
горова-Габора: 
...
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где N – количество независимых перемен-
ных. 
Этот синтез и отбор производится с нара-
стающим усложнением, и заранее нельзя 
предугадать, какой окончательный вид будет 
иметь обобщенный полином. Сначала обыч-
но рассматривают простые попарные комби-
нации исходных переменных, из которых 
составляются уравнения решающих функ-
ций, как правило, не выше второго порядка. 
Каждое уравнение анализируется как самос-
тоятельная решающая функция, и по обуча-
ющей выборке тем или иным способом на-
ходятся значения параметров составленных 
уравнений. Затем из полученного набора 
решающих функций отбирается часть в не-
котором смысле лучших. Проверка качества 
отдельных решающих функций осуществля-
ется на контрольной (проверочной) выборке, 
что иногда называют принципом внешнего 
дополнения. Отобранные частные решающие 
функции рассматриваются далее как проме-
жуточные переменные, служащие исходны-
ми аргументами для аналогичного синтеза 
новых решающих функций и т. д. Процесс 
такого иерархического синтеза продолжается 
до тех пор, пока не будет достигнут экстре-
мум критерия качества решающей функции, 
что на практике проявляется в ухудшении 
этого критерия при попытках дальнейшего 
увеличения порядка членов полинома отно-
сительно исходных переменных [9]. 
Рассмотрим процесс синтеза модели оп-
тимальной сложности более подробно. 
Представим функцию, аппроксимирующую 
набор исходных данных, в общем виде: 
( )1 2, ,..., Ny F x x x= . Выше упоминалось, что 
такой функцией может быть полином Кол-
могорова-Габора, с помощью которого мож-
но добиться весьма точной аппроксимации 
любой дифференцируемой функции. Заме-
ним эту сложную зависимость множеством 
частных описаний, т.е. простых функций, 
аргументами которых являются все возмож-
ные пары исходных аргументов: 
( ) ( ) ( )1 1 2 2 1 3 1, , , ,..., ,s N Ny f x x y f x x y f x x−= = = , 
где 2Ns C= , причем вид функции f одинаков 
для всех пар в течение всего процесса обуче-
ния. Очень часто в качестве функции f выби-
раются простые зависимости 
( ) 0 1 2 3,i j i j i jy x x a a x a x a x x= + ⋅ + ⋅ + ⋅ ⋅  
или 
( ) 0 1 2 3
2 2
4 5
,i j i j i j
i j
y x x a a x a x a x x
a x a x
= + ⋅ + ⋅ + ⋅ ⋅ +
+ ⋅ + ⋅
. 
Предварительно вся выборка разделяется 
на две части: обучающую и проверочную. 
Тем самым порождается внешнее дополне-
ние (проверочная выборка), которая играет 
роль сита, отсеивающего худшие частные 
модели. Коэффициенты 0 5a a−  частных опи-
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саний определяются с помощью МНК по 
данным обучающей выборки. 
В результате комбинирования всех воз-
можных пар из N исходных аргументов по-
лучается множество решений, поскольку ча-
стное уравнение каждой пары рассматривае-
тся как некоторая упрощенная модель восс-
танавливаемой функции. Из полученного 
набора упрощенных моделей первого ряда 
отбирается часть, например, t в некотором 
смысле наилучших, показавших хорошие 
результаты на проверочной выборке, не уча-
ствовавшей в определении коэффициентов 
уравнений (т.е. на внешнем дополнении). 
Далее вступает в действие принцип нео-
кончательности решений: ни одна из полу-
ченных на первом этапе моделей не прини-
мается за истину и наращивание сложности 
модели продолжается. Отобранные частные 
описания формируют множество новых пе-
ременных, которые являются исходными ар-
гументами для частных описаний второго 
ряда селекции [10]: 
( ) ( ) ( )1 2 1, , , ,..., ,i j i k u t tz f y y z f y y z f y y−= = = , 
где 2tu C= . 
Коэффициенты новых моделей находятся 
по МНК на точках той же обучающей после-
довательности. Новые модели проверяются 
на точках проверочной последовательности, 
и среди них выбирается v наилучших, кото-
рые используются в качестве аргументов 
следующего третьего ряда и т. д. 
Сложность общей модели возрастает от 
ряда к ряду. Так, например, во втором ряду 
могут появиться нелинейные члены вида 
( ) ( ) ( )2 21 2 3 1 3 1 2 3, ,x x x x x x x x⋅ ⋅ ⋅ ⋅ ⋅  и т. д. Алго-
ритм останавливается сразу же по достиже-
нии минимума внешнего критерия (обычно 
среднеквадратичного отклонения или не-
смещенности), полученных на проверочной 
выборке. На практике усложнение модели 
прекращают, когда дальнейшее улучшение 
критерия селекции, например, средний квад-
рат ошибки прогноза, не будет превышать 
некоторого числа ε (параметр алгоритма). 
Тем самым выбирается модель оптимальной 
сложности, устанавливающая компромисс 
между сложностью и опасностью “переобу-
чения” [10]. 
Существуют различные разновидности 
МГУА: однорядные, многорядные, гибрид-
ные. Для решения поставленной задачи бу-
дем использовать идею многорядного алго-
ритма МГУА. 
 
Сравнение результатов прогнозирования 
с использованием двух методов 
Выбор именно этих двух методов для сра-
внительного анализа точности получаемого 
прогноза объясняется следующими причи-
нами. Метод Бокса-Дженкинса является кла-
ссическим статистическим методом  прогно-
зирования, широко применяемым, в частнос-
ти, для получения краткосрочного прогноза 
состояния воздушного бассейна в автомати-
зированных системах контроля загрязнения 
воздуха [3]. Метод МГУА, в свою очередь, в 
этих целях почти не применяется [1]. Поэто-
му интересно сравнить результаты прогно-
зирования, полученные с помощью этих 
двух методов. Исходные данные по загряз-
нению воздуха оксидом углерода (CO), дио-
ксидом азота (NO2) и диоксидом серы (SO2) 
одного из районов Лондона (Bexley) за май 
2009 г. были взяты с сайта Национального 
архива загрязнения воздуха Великобритании 
[11]. Показания снимались в конце каждого 
часа. Объем выборки составил 744 наблюде-
ния. Выборка была разделена на две части в 
соотношении 2:1 на обучающую и проверо-
чную соответственно. Для каждого загрязни-
теля ниже представлены по две лучшие (ка-
ждая в своем классе) прогнозные модели. 
Перед моделированием данные выборки 
были нормализованы с использованием фо-
рмулы 
(min)
(max) (min)2 1
t t
t
t t
y yy
y y
−
= ⋅ −
−

 
для приведения к диапазону изменения  
[-1; 1]. Оптимальный порядок моделей 
АРПСС выбирался на основе информацион-
ного критерия Акаике [12]. Оптимальный 
порядок моделей МГУА выбирался на осно-
ве критерия PSE (predicted squared error – 
квадрат ошибки прогноза) [13]. 
Лучшей моделью для описания концентра-
ции CO (рис. 1), полученной с помощью ме-
тода Бокса-Дженкинса, оказалась модель 
АРПСС(1,0,0): 
10,8605 0,8041t t ty y ε−= − + ⋅ +  . 
Лучшей моделью для описания концент-
рации CO, полученной с помощью метода 
МГУА, оказалась следующая модель: 
1 3 4
3 3
1 3 1 3
1 4 1 3 4
0,15 1,4 1, 4 0,65
0,37 0, 4 0,96
0,53 0,26
t t t t
t t t t
t t t t t
y y y y
y y y y
y y y y y
− − −
− − − −
− − − − −
= − + ⋅ − ⋅ + ⋅ −
− ⋅ + ⋅ − ⋅ ⋅ +
+ ⋅ ⋅ − ⋅ ⋅ ⋅
   
   
    
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Рис. 1. Зависимость концентрации CO от времени 
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Рис. 2. Зависимость концентрации NO2 от времени 
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Рис. 3. Зависимость концентрации SO2 от времени 
Лучшей моделью для описания концент-
рации NO2 (рис. 2), полученной с помощью 
метода Бокса-Дженкинса, оказалась модель 
АРПСС(1,0,1): 
1 10,9356 0,9915 0,1955t t t ty y ε ε− −= + ⋅ + + ⋅   
Лучшей моделью для описания концент-
рации NO2, полученной с помощью метода 
МГУА, оказалась следующая модель: 
1 2 4
1 2 2 4
0,045 1,1 0,3 0,13
0,16 0, 21
t t t t
t t t t
y y y y
y y y y
− − −
− − − −
= − + ⋅ − ⋅ + ⋅ −
− ⋅ ⋅ + ⋅ ⋅
   
   
. 
Лучшей моделью для описания концент-
рации SO2 (рис. 3), полученной с помощью 
метода Бокса-Дженкинса,  оказалась модель 
АРПСС(1,0,1): 
1 10,9928 0,1780t t t ty y ε ε− −= ⋅ + + ⋅  . 
Лучшей моделью для описания концент-
рации SO2, полученной с помощью метода 
МГУА, оказалась следующая модель: 
1 2 4
2 2 2 3
1 2 4 1
3
2 1 2 2 4
0,22 1,3 0,77 0,29
0,59 1,9 0,15 0,76
0,88 2,7 0, 44
t t t t
t t t t
t t t t t
y y y y
y y y y
y y y y y
− − −
− − − −
− − − − −
= − + ⋅ − ⋅ + ⋅ −
− ⋅ + ⋅ − ⋅ − ⋅ +
+ ⋅ − ⋅ ⋅ + ⋅ ⋅
   
   
    
 
Результаты прогнозирования сведены в  
табл. 1. 
 
Табл. 1. Средний квадрат ошибки прогнозирования загрязнения воздуха 
Загрязняющее 
вещество 
Метод прогнозирования 
Бокса-Дженкинса МГУА 
Выборка 
обучающая проверочная обучающая проверочная 
оксид углерода (CO) 0,0155 0,0509 0,0119 0,0709 
диоксид азота (NO2) 0,0281 0,0534 0,0249 0,0436 
диоксид серы (SO2) 0,0106 0,0229 0,0052 0,0393 
 
Выводы 
Подход Бокса-Дженкинса к анализу вре-
менных рядов является весьма мощным инс-
трументом для построения точных краткос-
рочных прогнозов. Модели ARIMA достато-
чно гибкие и могут описывать многие вре-
менные ряды, встречающиеся на практике. 
Формальная процедура проверки модели на 
адекватность проста и доступна. Однако ис-
пользование моделей ARIMA имеет неско-
лько недостатков: 
1. Необходимо относительно большое ко-
личество исходных данных. При использо-
вании модели ARIMA для несезонных дан-
ных необходимо наличие значительного ко-
личества наблюдений (не менее 50), которые 
не всегда возможно осуществить. 
2. Построение удовлетворительной моде-
ли ARIMA зачастую требует больших затрат 
временных и вычислительных ресурсов. 
Кроме того, перед построением модели 
Бокса-Дженкинса необходимо провести ана-
лиз данных на однородность. В ряде случаев 
следует усилить однородность путем преоб-
разования части исходных данных. Здесь к 
каждому ряду необходимо применять инди-
видуальный подход, перед построением мо-
дели проводить тщательный качественный 
анализ исходного ряда. 
МГУА является лучшим методом для ре-
шения задач идентификации и краткосроч-
ного прогноза. Математическая теория 
МГУА показала, что регрессионный анализ 
является частным случаем МГУА. Наиболее 
целесообразно функциональные предикторы 
использовать в краткосрочном прогнозиро-
вании. Надежность таких прогнозов может 
быть достаточно высокой. 
МГУА по сравнению с другими статисти-
ческими методами имеет ряд преимуществ:  
1. Основное преимущество – позволяет на-
йти как структуру модели, так и ее коэффи-
циенты.  
2. Имеется возможность работы с коротки-
ми выборками. 
3. Имеется возможность работы с зашум-
ленными данными. 
4. Имеется возможность решения задач бо-
льшой размерности, какой является задача 
прогнозирования полей концентрации загря-
зняющих веществ.  
К недостаткам МГУА можно отнести бо-
льшое время вычислений, так как с увеличе-
нием числа аргументов N и/или степени обо-
бщенного полинома p число возможных ва-
риантов экспоненциально возрастает. 
Точность прогнозов, полученных на осно-
ве двух рассмотренных выше статистических 
моделей, вполне удовлетворительна при 
установившемся состоянии атмосферных 
процессов и малом (до 8 часов) времени про-
гноза. 
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