Abstract. Multiple Schramm-Loewner Evolutions (SLE) are conformally invariant random processes of several curves, whose construction by growth processes relies on partition functions -Möbius covariant solutions to a system of second order partial differential equations. In this article, we use a quantum group technique to construct a distinguished basis of solutions, which conjecturally correspond to the extremal points of the convex set of probability measures of multiple SLEs.
Introduction
In the 1980s, it was recognized that conformal symmetry should emerge in the scaling limits of twodimensional models of statistical physics at critical points of continuous phase transitions [BPZ84, Car88] . This belief has provided an important motivation for remarkable developments in conformal field theories (CFT) during the past three decades. Especially in the past fifteen years, also progress in rigorously controlling scaling limits of lattice models and showing their conformal invariance has been made. Some such results concern correlations of local fields as in CFT [Ken00, Hon10, HS13, CHI15] or more general observables [Smi01, CS12, CI13] , but the majority has been formulated in terms of random interfaces in the models [LSW04, CN07, Zha08a, HK13, CDCH + 14, Izy15, Izy16] .
The focus on interfaces and random geometry in general was largely inspired by the seminal article [Sch00] of Schramm. Schramm observed that if scaling limits of random interfaces between two marked boundary points of simply connected domains satisfy two natural assumptions, conformal invariance and domain Markov property, the limit must fall into a one-parameter family of random curves. The parameter κ > 0 is the most important characteristic of such interfaces, and the corresponding curves are known as chordal SLE κ , an abbreviation for Schramm-Loewner Evolution. This classification result is sometimes referred to as Schramm's principle.
The simplest setup for Schramm's principle is the chordal case described above: a simply connected domain Λ with a curve connecting two marked boundary points ξ, η ∈ ∂Λ. This setup arises in models of statistical mechanics when opposite boundary conditions are imposed on two complementary arcs ξη and ηξ of the domain boundary ∂Λ, forcing the existence of an interface between ξ and η. Some In statistical mechanics models with alternating boundary conditions on 2N boundary segments, interfaces form one of the C N possible planar connectivities. The figure exemplifies the N = 3 case with critical Ising model simulations in a 100×100 square. Such critical Ising interfaces tend to multiple SLE κ with κ = 3 in the scaling limit [Izy11, Izy16] .
variations of the chordal SLE setup are obtained if one considers one marked point on the boundary and another in the bulk, which leads to radial SLE [Sch00, RS05], or three marked boundary points, which leads to dipolar SLE [Zha04, BBH05] . For the purposes of statistical mechanics, one of the most natural generalizations involves dividing the boundary to an even number 2N of arcs, and imposing alternating boundary conditions of opposite type on the arcs. This forces interfaces to start at 2N marked boundary points, and such interfaces will connect the points pairwise without crossing. In this situation, one has N random interfaces, see Figure 1 .1. Such generalizations of SLE-type processes have been considered in [BBK05, Gra07, Dub07] , and they are generally termed multiple SLEs or N -SLEs. Results about convergence of lattice model interfaces to multiple SLEs have been obtained in [CS12, Izy11] .
Classification of multiple SLEs by partition functions. Multiple SLEs should still satisfy conformal invariance and domain Markov property. An important difference arises, however, when a classification along the lines of Schramm's principle is attempted. While any configuration of a simply connected domain with two marked boundary points (Λ; ξ, η) can be conformally mapped to any other according to Riemann mapping theorem, the same no longer holds with configurations (Λ; ξ 1 , . . . , ξ 2N ) of a domain with 2N marked boundary points for N ≥ 2 -such configurations have nontrivial conformal moduli. The requirement of conformal invariance is therefore less restrictive, and one should expect to find a larger family of random processes of N curves. These processes form a convex set, as one can randomly select between given possibilities. A natural suggestion was put forward in [BBK05] : the extremal points of this convex set should be processes which have a deterministic pairwise connectivity of the 2N boundary points by the N non-crossing curves in the domain. Such extremal processes were termed pure geometries of multiple SLEs. Pure geometries of multiple SLEs are thus labeled by non-crossing connectivities, or equivalently, planar pair partitions α. For fixed N , the number of them is the Catalan number
This article pertains to an explicit description and construction of the pure geometries of multiple SLEs. We follow the approach of [Dub07, BBK05, Gra07, Dub06] , in which local multiple SLEs are constructed by growth processes of the curves starting from the marked points ξ 1 , . . . , ξ 2N ∈ ∂Λ. The probabilistic details are postponed to Appendix A, where we give the precise definition of local multiple SLEs, the ingredients of their construction and classification, as well as relevant properties. Crucially, the construction of a local N -SLE κ uses a partition function, a function Z defined on the chamber
The partition function Z is subject to a number of requirements. First of all, it should be positive, Z(x 1 , . . . , x 2N ) > 0, since it is used in expressing the Radon-Nikodym derivatives of initial segments of the local N -SLE κ curves with respect to ordinary chordal SLEs. It has to satisfy a system of 2N linear partial differential equations (PDE) of second order,  where h = 6−κ 2κ , to guarantee a stochastic reparametrization invariance [Dub07] .
1 It has to transform covariantly (COV) under Möbius transformations µ(z) = az+b cz+d ,
µ (x i ) h × Z(µ(x 1 ), . . . , µ(x 2N )), (1.3) in order for the constructed process to be invariant under conformal self-maps of the simply connected domain Λ. The results of Appendix A state that local multiple SLEs are classified by such partition functions Z, and the convex structure of the multiple SLEs corresponds to the convex structure of the set of such functions.
Theorem (Theorem A.4).
• Any partition function Z can be used to construct a local multiple SLE κ , and two functions Z,Z
give rise to the same local multiple SLE κ if and only if they are constant multiples of each other.
• Any local multiple SLE κ can be constructed from some partition function Z, which is unique up to a multiplicative constant.
• For any 0 ≤ r ≤ 1 , if Z = r Z 1 + (1 − r) Z 2 is a convex combination of two partition functions Z 1 and Z 2 , then the local multiple SLE κ probability measures associated to Z are convex combinations of the probability measures associated to Z 1 and Z 2 , with coefficients proportional to r and 1 − r, and proportionality constants depending on the conformal moduli of the domain with the marked points.
Multiple SLE pure partition functions. The above results form a general classification of local multiple SLEs by the solution space of the system (1.2) -(1.3). This solution space can be shown to be finite dimensional [Dub06] , and indeed, the correct dimension C N has been established in the articles [FK15a, FK15b, FK15c] (for solutions with at most polynomial growth rate at diagonals and infinity).
The task is to construct multiple SLE pure geometries, for each possible connectivity of the N curves. The sequence of marked boundary points ξ 1 , . . . , ξ 2N is from now on assumed to appear in a positive (counterclockwise) order along the boundary ∂Λ. We encode the connectivities of the non-crossing curves by planar pair partitions α of the indices 1, . . . , 2N of the marked points ξ 1 , . . . , ξ 2N . As has become standard in the literature, we refer to the pairs as links and the pair partitions as link patterns.
1 These PDEs also arise in conformal field theory -see, e.g., [BBK05, FK15a] . The conformal weight h = h 1,2 appears in the Kac table, and the PDEs are the null-field equations associated with the degeneracy at level two of the boundary changing operators at the 2N marked boundary points. The boundary conditions are recursive in the number of links: the conditions for Z α , α ∈ LP N , depend on the solutions Zα,α ∈ LP N −1 . Specifically, we require of Z α that for all j = 1, . . . , 2N − 1 and any ξ ∈ (x j−1 , x j+2 ), we have These conditions were proposed in [BBK05] , where pure geometries were introduced, and they were conjectured to be sufficient to determine a solution to the system (1.2) -(1.3). The probabilistic meaning of these conditions is clarified in Appendix A, Propositions A.5 and A.6. Solutions to the system (1.2) -(1.4) will be called multiple SLE pure partition functions. The collection (Z α ) α∈LP solving these conditions turns out to be unique up to one multiplicative factor, and although positivity is neither required nor proved here, we conjecture that the factor can be chosen so that all Z α are simultaneously positive.
The main result of this article is the explicit construction of these Möbius covariant solutions to the system of PDEs with boundary conditions. The statement concerns the physically relevant parameter range κ ≤ 8, and generic values κ / ∈ Q, which avoids certain algebraic and analytic degeneracies.
Theorem (Theorem 4.1). For κ ∈ (0, 8) \ Q, there exists a collection (Z α ) α∈LP of functions
such that the system of equations (1.2) -(1.4) holds for all α ∈ LP. For any N ∈ Z ≥0 , the collection (Z α ) α∈LP N is linearly independent and it spans a C N -dimensional space of solutions to (1.2) -(1.3).
Our solution is based on a systematic quantum group technique developed in [KP14] . By the "spin chainCoulomb gas correspondence" of that article, we translate the problem of solving the system (1.2) -(1.4) to a linear problem in a 2 N -dimensional representation of a quantum group, the q-deformation of sl 2 . With this translation, we first exhibit an explicit formula for all maximally nested (rainbow) link patterns, and then obtain the solutions for other link patterns using a recursion on the partially ordered set of link patterns with a given number N of links.
Solutions to SLE boundary visit amplitudes. Using our solution to the problem of multiple SLE pure partition functions, we also derive the existence of solutions to another question to which the "spin chain -Coulomb gas correspondence" is applied -the chordal SLE boundary visit amplitudes, treated in [JJK16] . These amplitudes are functions indexed by possible orders of visits, VO = N ∈N VO N , where VO N = {−, +} N is the set of possible orders of visits to N boundary points. Like multiple SLE pure partition functions, the boundary visit amplitudes (ζ ω ) ω∈VO are required to satisfy partial differential equations, covariance (translation invariance and homogeneity), and boundary conditions (prescribed asymptotic behaviors). We postpone the precise statement of the problem to Section 5. Uniqueness of solutions in the class of functions obtained by the "spin chain -Coulomb gas correspondence" is relatively easy, and existence was shown for N ≤ 4 in [JJK16] by direct calculations. We prove the existence for all N .
Theorem (Theorem 5.2). For κ ∈ (0, 8)\Q, there exists a collection (ζ ω ) ω∈VO of functions such that the system of partial differential equations, covariance, and boundary conditions required in [JJK16] holds for all ω ∈ VO.
Relation to other work. We follow the approach of constructing multiple SLEs by a growth process, where a partition function Z is needed as an input. An alternative approach is the so called configurational measure of multiple SLEs, where the Radon-Nikodym derivative of the law of the full global configuration of curves (w.r.t. N chordal SLEs) is written in terms of Brownian loop measure. For κ ≤ 4, the configurational measures for the maximally nested (rainbow) link patterns were constructed in [KL07] . However, constructions of configurational measures with 4 < κ ≤ 8 have not been given. The most obvious advantage of the configurational measure is the direct treatment of the global configuration. In contrast, the growth process construction straightforwardly only allows to define localized versions of multiple SLEs (see Appendix A), and the extension to globally defined random curves poses challenges similar to the reversibility of chordal SLE [Zha08b, MS12b] . The partition function approach, however, is somewhat more explicit and better suited for example for sampling multiple SLEs. The two approaches should of course produce the same results, and in a future work we plan to show this. The total masses of the unnormalized configurational measures will, in particular, be explicitly expressible in terms of our partition functions.
The pure partition functions are intimately related to crossing probabilities in models of statistical physics [BBK05] , and they have also been called "connectivity weights" in the literature [FK15d, FSK15] . Note that for N = 2, Möbius covariance (1.3) allows to reduce the partial differential equations (1.2) to ordinary differential equations, and pure partition functions for 2-SLE are then straightforwardly solvable in terms of hypergeometric functions [BBK05] . They generalize Cardy's formula [Car92] for crossing probabilities for critical percolation, to which they reduce at κ = 6. For percolation and N = 3, a recent numerical study [FZS15] confirms the validity of crossing probability formulas found in [Sim13] . Very recently, explicit formulas for connectivity weights for cases N = 3 and N = 4 and a formula for rainbow connectivity weights for general N were worked out in [FSK15] . Virtually all work for N > 2 relies on some form of Coulomb gas integral solutions [DF84] , which also underlie the correspondence [KP14] that is crucially employed in the present work.
The solutions to the system (1.2) -(1.3) for all N have also been studied in the series of articles [FK15a, FK15b, FK15c, FK15d] . The main results are closely parallel to ours, although the works have been independent. Our integrals treat all marked points symmetrically at the expense of having dimension one higher than those of Flores and Kleban. Importantly, by different analytic methods, Flores and Kleban prove also the upper bound for the dimension of the solution space, and by a limiting procedure, they obtain results about rational κ.
We include a probabilistic justification for the system (1.2) -(1.3) and boundary conditions (1.4), in the form of a classification and properties of local multiple SLEs, in Appendix A. Our method of solving this system has the advantage of being completely systematic, in translating the problem to algebraic calculations in finite dimensional representations of a quantum group. The translation, based on [KP14] , allows to deduce properties of the solutions conceptually, using representation theory. This systematic formalism will also be valuable in further applications, which require establishing for example bounds or monodromy properties of the solutions.
In [JJK16] , the quantum group method of [KP14] was applied to formulas for the probability that a chordal SLE curve passes through small neighborhoods of given points on the boundary. Solutions were given for cases having up to four visited points. In Section 5, we present a solution for arbitrary number of visited points, making use of natural representation theoretic mappings to reduce the problem to the main results of this article.
Related questions of random connectivities in planar non-crossing ways appear also in various other interesting contexts. Notably, the famous Razumov-Stroganov conjecture has a reformulation in terms of probabilities of the different planar connectivities alternatively in a percolation model on a semiinfinite lattice cylinder, or in a fully packed loop model in a lattice square [RS04, CS11] . As another example, the boundary conditions that enforce the existence of N interfaces connecting 2N boundary points can be studied in models of statistical mechanics on random lattices, i.e., in discretized quantum gravity. Partition functions of the various connectivities for the Ising model on random lattices have been found by matrix model techniques in [EO05] . In both of the above mentioned problems, some relations to the present work can be anticipated, since conformal field theory is expected to underlie each of the models. Unveiling precise connections to these, however, is left for future research.
Organization of the article. In Section 2, we give the definition of the quantum group U q (sl 2 ), summarize needed facts about its representation theory, and present a special case of the "spin chainCoulomb gas correspondence", which is our main tool in the construction of multiple SLE partition functions. Section 3 contains the solution of a quantum group reformulation of the problem of multiple SLE pure partition functions. In Section 4, with the help of the correspondence of Section 2, this solution is translated to the construction of the pure partition functions. We also discuss symmetric partition functions relevant for models invariant under cyclic permutations of the marked points, and give examples of such symmetric partition functions for the Ising model, Gaussian free field, and percolation.
Section 5 is devoted to the proof of the existence of solutions to the SLE boundary visit problem. Finally, in Appendix A, we include an account of the probabilistic aspects: the classification and construction of local multiple SLEs by partition functions, and the role of the requirements (1.2) -(1.4).
2.1. The quantum group and its representations. Define, for m ∈ Z, n ∈ Z >0 , the q-integers as
and the q-factorials as
The quantum group U q (sl 2 ) is the associative unital algebra over C generated by E, F, K, K −1 subject to the relations
There is a unique Hopf algebra structure on U q (sl 2 ) with the coproduct, an algebra homomorphism
given on the generators by the expressions
The coproduct is used to define a representation structure on the tensor product M ⊗ M of two representations M and M as follows. When we have
For calculations with tensor products of n representations, one similarly uses the (n − 1)-fold coproduct
• ∆ of the coproduct ensures that we may speak of multiple tensor products without specifying the positions of parentheses.
We will use representations M d , d ∈ Z >0 , which can be thought of as q-deformations of the d-dimensional irreducible representations of the semisimple Lie algebra sl 2 (C). In our chosen basis e
of M d , the actions of the generators are 
where T l1,l2
is a highest weight vector of a subrepresentation of M d2 ⊗ M d1 isomorphic to M d . The subrepresentations corresponding to different d span the tensor product M d2 ⊗ M d1 , which thus has a decomposition . A special case of Lemma 2.1 states that
For this tensor product, we select the following basis that respects the decomposition: the singlet subspace M 1 ⊂ M 2 ⊗ M 2 is spanned by More generally, the n-fold tensor product M ⊗n 2 decomposes to a direct sum of irreducibles as follows.
Lemma 2.2. We have, for n ∈ Z ≥0 , a decomposition
Proof. A standard proof proceeds by induction on n. Clearly the assertion is true for n = 0, as M and using Equation (2.4) we obtain
There are m
. The solution to this recursion with the initial condition m
We will in particular use the sum of all one-dimensional subrepresentations,
For brevity, the dependence on N is suppressed in the notation H 1 . From the lemma above we get that the dimension of H 1 is a Catalan number
In the decomposition M 2 ⊗ M 2 ∼ = M 3 ⊕ M 1 , we denote the projection to the singlet subspace by
More generally, in the tensor product M ⊗n 2 , with n ≥ 2, we denote by π j this projection acting in the components j and j + 1 counting from the right, i.e.,
The one-dimensional irreducible M 1 is called the trivial representation -by Lemma 2.1, it is the neutral element of the tensor product operation. With the identification M 1 ∼ = C via s → 1, we denote the projection to the trivial subrepresentation of
and similarlyπ
Lemmas 2.3 and 2.4, and Corollary 2.5 below contain auxiliary results that will be used later on.
The formulas given in the next lemma are essentially a reformulation of the fact that the projections to subrepresentations in tensor powers of M 2 form a Temperley-Lieb algebra.
Lemma 2.3. The maps π andπ satisfy the following relations.
The values ofπ on the tensor product basis arê π(e 0 ⊗ e 0 ) = 0,π(e 1 ⊗ e 1 ) = 0,
s ⊗ e l and consequently,
Proof. Part (a) follows by straightforward calculations, using Equations (2.5) and (2.6). For (b), one applies (a) and (2.5).
The next lemma characterizes the highest dimensional subrepresentation of a tensor power of M 2 .
Lemma 2.4. The following conditions are equivalent for any v ∈ M ⊗n 2 :
, where M n+1 is the irreducible subrepresentation generated by e 0 ⊗ · · · ⊗ e 0 .
Proof. It is clear by Lemma 2.3(a) that the highest weight vector e 0 ⊗ · · · ⊗ e 0 satisfies (a) above. On the other hand, since the projections π j commute with the action of U q (sl 2 ), (a) also holds for any other vector in M n+1 . Hence, (b) implies (a).
Suppose then that (a) is true. We may assume that K.v = q n−2 v for some and write The following consequence will be used in proving uniqueness results.
On the other hand, by the previous lemma,
2.3. The spin chain -Coulomb gas correspondence. Our solution to the system (1.2) -(1.4) is based on the following correspondence, which is a particular case of the main results of [KP14] . It associates solutions of (1.2) -(1.3) to vectors in the trivial subrepresentation H 1 (M ⊗2N 2 ), which was defined in (2.7). We denote below by H = z ∈ C m(z) > 0 the upper half-plane, and recall that its conformal self-maps are Möbius transformations µ(z) = 
Figure 3.1. The rainbow pattern N .
3. Quantum group solution of the pure partition functions
In view of Theorem 2.6, the problem of finding the multiple SLE pure partition functions for N curves is reduced to finding a certain basis of the trivial subrepresentation
). More precisely, Equations (1.2) -(1.4) correspond to the following linear system of equations for v α ∈ M ⊗2|α| 2 , α ∈ LP:
The first two equations (3.1) -(3.2) state that v α belongs to the trivial subrepresentation
). By the (PDE) and (COV) parts of Theorem 2.6, they correspond to Equations (1.2) -(1.3) for a partition function
Equations (3.3) correspond to the asymptotic conditions (1.4) specified by the link pattern α, by the (ASY) part of Theorem 2.6.
The main result of this section is the construction of the solutions v α . The proof is based on a number of steps achieved in Sections 3.1 -3.3, which are combined in Section 3.4. In Section 4, the solutions v α will be converted to the multiple SLE pure partition functions Z α with the help of Theorem 2.6.
3.1. Uniqueness of solutions. We will first show that solutions to the system (3.1) -(3.3) are necessarily unique, up to normalization. The corresponding homogeneous system requires v ∈ H 1 (M ⊗2N 2 ) to have vanishing projectionsπ j (v) for each j. Corollary 2.5 shows that the homogeneous problem only admits the trivial solution.
Proof. Clearly v ∅ = c v ∅ for some c ∈ C \ {0}. Let N ≥ 1 and suppose the condition v β = c v β holds for all β ∈ LP N −1 . Then the equations (3.1) -(3.3) for v α and c v α coincide for each α ∈ LP N , and it follows from Corollary 2.5 that v α − c v α = 0. The assertion follows by induction on N .
We next proceed with the construction of the solutions to (3.1) -(3.3). From now on, we shall fix the normalization by v ∅ = 1.
Solution for rainbow patterns.
We begin with the solution corresponding to a special case, the rainbow link pattern defined for N ∈ N by 
To give an explicit expression for the solutions v N we introduce the following notation. Recall from Section 2.1 that the tensor product M ⊗N 2 contains the irreducible subrepresentation M N +1 generated by e 0 ⊗ · · · ⊗ e 0 . Denote
2 . We will prove that the solutions for the rainbow patterns are given by the following formulas.
Proposition 3.3. The vectors
for N ∈ Z ≥0 determine the unique solution to (3.4) -(3.6) with v ∅ = 1.
Below, we record a recursion for the vectors θ 
Proof. The asserted formulas clearly hold for l = 0. The general case follows by induction on l, using the action of F on a double tensor product from (2.2) and the definition (2.1) of the q-integers [l].
Proof of Proposition 3.3. The normalization v ∅ = 1 is clear from the asserted formula. Equation (3.4) follows directly: each term θ
where c
and Equation (3.5) follows from the recursion
have that property, by Lemma 2.4. It remains to calculate the projectionπ N (v N ). Using Lemma 3.4, we write
With the help of Lemma 2.3(a), we calculatê
Using the recursion (3.7) for c (N ) l , the relation
for the q-integers, and the formula [2] = q + q −1 , we observe that
Substituting this to (3.8), it follows thatπ
This concludes the proof.
3.3. Solutions for general patterns. Next we introduce a natural partial order and certain tying operations on the set LP of link patterns. We will prove auxiliary results of combinatorial nature, in order to obtain a recursive procedure for solving the system (3.1) -(3.3) with a general link pattern α ∈ LP N .
The partial order on the set LP is inherited from the set W of walks which LP is in bijection with. More precisely, W = N ≥0 W N , where
is the set of non-negative walks of 2N steps starting and ending at zero. A walk W (α) ∈ W N associated to a link pattern α ∈ LP N is defined recursively as
if t is a right endpoint of a link in α,
there is a natural partial order defined by
which induces the partial order on
. We observe that the rainbow pattern N ∈ LP N is the unique maximal element in LP N with respect to the above partial order. As an example, the partially ordered set LP 4 is depicted in Figure 3 .2.
For α ∈ LP N , we denote by Let j ∈ {1, . . . , 2N − 1} be fixed. We define the tying operation
where l 1 and l 2 are the endpoints of the links in α where j and j + 1 are connected to in the latter case -see also The solutions (v α ) α∈LP will be shown to have a certain property, which is also used for their construction recursively down the partially ordered set of link patterns (see Figure 3 .2). A closely related formula for connectivity weights was independently observed in [FK15d, Equation (69)]. This key property is the In this example, the index j is chosen as in Lemma 3.5(i).
whenever α ∈ LP N and j is such that [l 1 , j], [˚ j + 1, l 2 ] ∈ α with l 1 < j < j + 1 < l 2 . Before turning to the construction, we record some combinatorial observations about this setup.
Lemma 3.5. Fix α ∈ LP N . The following are equivalent for j ∈ {1, . . . , 2N − 1}:
Moreover, an index j satisfying (i) and (ii) exists if α = N , and the following properties then hold.
Proof. The equivalence of (i) and (ii) is straightforward from the definition of the partial order. See also Figure 3 .4.
For α = N , the existence of j satisfying condition (i) is easy to see. For property (a), the desired link pattern is β 0 = (α ℘j ) ℘ k -this is illustrated in Figure 3 .5. Property (b) follows from (i). For property (c), the assumption of the presence of the link [˚ k, k + 1] implies that neither j nor j + 1 is connected to k or k + 1, so the link [˚ k, k + 1] plays no role in the tying operations: the map is well defined to the asserted range, and the inverse map is obvious.
We are now ready to construct the solutions to (3.1) -(3.3) for all α ∈ LP from the solutions corresponding to the maximal patterns N , given in Proposition 3.3.
Proposition 3.6. Let α ∈ LP N \ { N }. Suppose that the collection (v β ) β∈LP α satisfies the system (3.1) -(3.3) and the equations (3.10) for all β ∈ LP α . Then the vector v α ∈ M ⊗2N 2 can be defined in accordance with Equation (3.10) as
for any j as in Lemma 3.5. This vector is a solution to (3.1) -(3.3) for α.
Proof. Choose a j as in Lemma 3.5. By property (ii), the link patterns α ℘j and β needed in the formula defining v α satisfy α ℘j α and β α, and the corresponding vectors v α ℘ j and v β are thus assumed given. By assumption, each of these vectors satisfies (3.1) -(3.3), so it readily follows that v α also satisfies (3.1) and (3.2). It remains to be shown that for any k ∈ {1, . . . , 2N − 1}, the projectionπ k (v α ) gives (3.3). Note that once we have shown that v α satisfies (3.1) -(3.3), it follows from the uniqueness argument of Proposition 3.2 that the constructed vector v α is independent of the choice of j, and thus in particular satisfies (3.10).
We divide the calculations to three separate cases: (i): k = j, (ii): |k − j| = 1 and (iii): |k − j| > 1.
Figure 3.5. Suppose k = j − 1 and j is chosen as in Lemma 3.5(i). The unique
can be found by applying the map ℘ k to the link pattern α ℘j , as depicted in the figure. Notice also that we clearly have
Let us start from the easiest case (i): k = j. To establish (3.3) in this case, we need to showπ j (v α ) = 0. Since π j is a projection, the first term (id − π j ) (v α ℘ j ) in the formula defining v α is annihilated byπ j . We haveπ j (v β ) = 0 also for all the other terms, since [˚ j, j + 1] / ∈ β for β ∈ ℘ −1 j {α} \ {α, α ℘j }. This concludes the case (i).
Consider then the case (ii): |k − j| = 1. We need to computeπ k (v α ) and compare with (3.3). The application of π k on the first term of the formula defining v α gives
and we see that the vector
by inserting the singlet vector s ∈ M 2 ⊗ M 2 into the j:th and j + 1:st tensor positions. Therefore, by Lemma 2.3(b), we obtain
.
In the sum in the formula defining v α , only the term corresponding to the link pattern β 0 of Lemma 3.5(a) can survive the projection π k , as the others do not contain the link [˚ k, k + 1]. Therefore,
The patterns β 0 /[˚ k, k + 1] and α ℘j /[˚ j, j + 1] are the same by Lemma 3.5(a), and [˚ k, k + 1] ∈ α if and only if β 0 = α. We can therefore combine the above observations and conclude that
This shows (3.3) for α, and concludes the case (ii).
Finally, consider the case (iii): |k − j| > 1. We must again calculateπ k (v α ). The projections π j and π k now commute, and thus the projection π k of the first term in the defining equation of v α reads
and the projectionπ k of the second term readŝ
and (3.11) is zero. Also (3.12) is zero because the sum on the right hand side of (3.12) is empty. Thus we indeed haveπ k (v α ) = 0.
. Using the bijection
In (3.11), we useπ k (v α ℘ j ) = vα ℘ j , and combine to obtain
By the assumed equality (3.10), this expression is vα, which is what we wanted to show. This concludes the case (iii) and completes the proof.
3.4. Proof of Theorem 3.1. Uniqueness follows immediately from Proposition 3.2. Proposition 3.3 gives the solution v N for each N ∈ Z ≥0 . From this solution, corresponding to the maximal element N of the partially ordered set LP N , Proposition 3.6 allows us to construct the solutions v α for α ∈ LP N \{ N } recursively in any order that refines the partial order.
3.5. Basis of the trivial subrepresentation. In this section, consider a fixed N ∈ N. The trivial subrepresentation
), introduced in (2.7), is exactly the solution space of (3.1) -(3.2). The vectors v α satisfying the projection conditions (3.3) for α ∈ LP N in fact constitute a basis of this subspace, as we will show below in Proposition 3.7(b). For this purpose, we define certain elements ψ α of the dual space H * 1 = {ψ : H 1 → C | ψ is a linear map}, which will be shown to form the dual basis of (v α ) α∈LP N . The definition and construction are analogous to those of a dual basis of the solution space of (1.2) -(1.3) in [FK15a] , and we follow some similar terminology and notation.
together with an ordering of the links:
We use the convention that a j < b j for all j = 1, . . . , N , i.e., a j is the index of the left endpoint of the j:th link. One possible choice of ordering is by the left endpoints of the links -the ordering
• N will be used as a reference to which other choices of orderings are compared: for some permutation σ ∈ S N we have a j = a 
The ordering σ is said to be allowable for α if all links of α can be removed in the order σ, i.e., if we have b j+1 (j) = a j+1 (j) + 1 for all j < N .
Let α ∈ LP N and let σ ∈ S N be an allowable ordering for α. We define the linear map
are projections in the tensor components a j (j − 1) and a j (j − 1) + 1 = b j (j − 1), reducing the number of tensorands by two -see Figure 3 .6.
We next show that ψ (σ) α is in fact independent of the choice of allowable ordering σ for α, and thus gives rise to a well defined linear map
for any choice of allowable σ = σ(α) ∈ S N , and that (ψ α ) α∈LP N is a basis of the dual space H * 1 . Proposition 3.7.
(a): Let α ∈ LP N . For any two allowable orderings σ, σ ∈ S N for α, we have
In particular, (v α ) α∈LP N and (ψ α ) α∈LP N are bases of H 1 and H * 1 , respectively, and dual to each other.
Proof. Let α, β ∈ LP N , and let σ ∈ S N be any allowable ordering for α. Consider ψ
, and recursively,
On the other hand, if β = α, then for some j we have [ȃ j , b j ] / ∈ β, and by (3.3) we then similarly get ψ 
Multiple SLE partition functions
In this section, we consider multiple SLE partition functions constructed from the vectors v α of Section 3, using the correspondence of Theorem 2.6. We give in Section 4.1 the construction and properties of the pure partition functions Z α , i.e., solutions to the system (1.2) -(1.4). Section 4.2 contains the only remaining part of the proof of the properties, namely the injectivity of the correspondence of Theorem 2.6. In Section 4.3, we consider partition functions Z (N ) that are most commonly relevant for statistical physics models -these symmetric partition functions are combinations of the pure partition functions. Finally, Sections 4.4 -4.6 give examples of symmetric partition functions applicable to a few important lattice models. These are explicit solutions to the partial differential equations at particular values of κ, and as such, they are relevant to the construction of local multiple SLEs by the results of Appendix A. These values of κ are rational, and therefore the solutions are not strictly speaking special cases of our generic solutions for κ ∈ (0, 8) \ Q, but should be obtained via a suitable limiting procedure.
4.1. Pure partition functions. In this section, we will use the mappings
given by Theorem 2.6, to construct the pure partition functions (Z α ) α∈LP from the vectors (v α ) α∈LP of Theorem 3.1. Recall from Theorem 2.6 the following important properties for any vector v in the trivial subrepresentation
• (PDE) ensures that the function F[v] is a solution to the PDEs (1.2).
• (COV) gives the Möbius covariance (1.3).
• (ASY) enables us to pick solutions of (1.2) -(1.3) with the desired asymptotic properties (1.4).
We will show in Corollary 4.3 that, for all N ∈ N, the map F is injective and thus the basis (v α ) α∈LP N of H 1 given by Proposition 3.7(b) provides a basis for the solution space 
Note that each of the limits in (4.1) is independent of the limit point ξ j , and (4.1) in fact equals B |α| ψ α (v), where ψ α : H 1 −→ C is the linear map introduced in (3.14). In particular, the linear map
is well defined via Equation (4.1), independently of the choice of allowable ordering σ for α. 
In [FK15d] , "connectivity weights" are defined as the dual basis of the iterated limits L α , so by this proposition they coincide with our pure partition functions. Explicit expressions for the connectivity weights for N = 2, 3, 4 were studied further in [FSK15] , and a formula [FSK15, Equation (56)] for the connectivity weight of the rainbow pattern (see Proposition 3.3) was obtained for general N .
Proof of Proposition 4.2. The assertion follows directly from Proposition 3.7, because we have
As a corollary, we get the injectivity of the "spin chain -Coulomb gas correspondence" F. 
for any j = 1, . . . , 2N − 1. This expresses the fact that the partition function of the model with 2N boundary changes reduces to that with 2N − 2 boundary changes as any two marked points are merged. In view of Proposition A.6, in this limit the other curves do not feel the merged marked points, and they have the law of the symmetric (N − 1)-SLE. Roughly, this should be interpreted as a domain Markov property with respect to one entire curve of the multiple SLE.
By our correspondence, Theorem 2.6, such symmetric partition functions Z (N ) can be constructed as
satisfying the following system of equations:
In the quantum group setting, we have a unique solution for this system when the normalization is fixed. 
for any j = 1, . . . , 2N − 1. This concludes the proof. 
where the sum is over partitions P = {{a 1 , b 1 } , . . . , {a N , b N }} of the set {1, . . . , 2N } into N disjoint two-element subsets {a k , b k } ⊂ {1, . . . , 2N }, and sgn(P) is the sign of the pair partition P defined as the sign of the product (a − c)(a − d)(b − c)(b − d) over pairs of distinct elements {a, b} , {c, d} ∈ P, and by convention we always use the choice a < b in the products.
We now show that the above Pfaffians are symmetric partition functions for multiple SLEs with κ = 3. The verification of the Möbius covariance property (1.3) on the upper half-plane H relies on the following lemma. It will also be used later on for explicit partition functions for other models.
Lemma 4.7. Suppose that µ : H → H is conformal. Then for any z, w ∈ H we have
Proof. The conformal self-map µ of H is a Möbius transformation, µ(z) = az+b cz+d , with a, b, c, d ∈ R, and ad − bc > 0. Without loss of generality we take ad − bc = 1. Then a branch of the square root of the derivative is defined by µ (z) = 1 cz+d (and the assertion does not depend on the choice of branch). By a direct calculation, we get that both µ(z)−µ(w) z−w and µ (z) µ (w) are equal to (cz +d)(cw+d) −1 .
Proof of Proposition 4.6. For µ : H → H, Lemma 4.7 gives for each term of (4.6) the equality {a,b}∈P
, which implies (1.3), i.e., Z
Ising (x 1 , . . . ,
Ising µ(x 1 ), . . . , µ(x 2N ) . For the cascade property (4.2), consider the limit
Ising . The prefactor (x j+1 − x j ) ensures that the terms in (4.6) corresponding to pair partitions P that do not contain the pair {j, j + 1} vanish in the limit. For the terms for which the pair partition P contains {j, j + 1}, we note that the prefactor (x j+1 − x j ) cancels the factor 1 xj+1−xj , and that removing the pair {j, j + 1} from P does not affect sgn(P). We get the desired property lim xj ,xj+1→ξ
Ising (x 1 , . . . , x j−1 , x j+2 , . . . , x 2N ). 
where we denote by j = j (P) the pair of j in the pair partition P. For fixed P, the term 3 (x1−x 1 ) 2 cancels with the term j = 1 in the sum. The other terms in the sum over j = 1 can be combined pairwise according to the pairs {c, d} ∈ P \ {{1, 1 }} as
Thus, the claim that D 
is identically zero. To show this, we proceed by induction on N . For N = 1, the sum over {j, j } is empty and therefore zero. Assume then that Q(y 1 , . . . , y 2N −2 ) ≡ 0, and consider Q(x 1 , . . . , x 2N ).
We decompose the sum (4.7) into two sums according to whether P contains the pair {1, 2N } or not.
If P contains {1, 2N }, we remove it and denote by P • = P \ {{1, 2N }} the resulting pair partition of {2, . . . , 2N − 1}. Note that sgn(P • ) = sgn(P). We also extract the corresponding term 1 x 2N −x1 from the product in (4.7). The sum of the terms in (4.7) for which P contains {1, 2N } can thus be written as
If P does not contain {1, 2N }, then we have {p, 2N } ∈ P for some p = 2, . . . , 2N − 1. Denote by P p = P \ {{p, 2N }} the pair partition of {1, . . . , 2N − 1} \ {p} obtained by removing this pair. Note that sgn(P p ) = (−1) p−1 sgn(P). For each p, we write the sum in (4.7) over terms {c, d} = {p, 2N } as
By the induction hypothesis, the expression (4.9) is zero. The remaining terms in (4.7) have {c, d} = {p, 2N }, and they add up to
We will finish the proof by showing that (4.10) cancels (4.8).
For each p = 2, . . . , 2N − 1 there is a bijection P • → P p from the set of pair partitions of {2, . . . , 2N − 1} to those of {1, . . . , 2N − 1} \ {p} obtained by replacing the pair {p, p } ∈ P • by the pair {1, p }. Note that sgn(P p ) = (−1) p sgn(p − p) sgn(P • ).
We can now write (4.10) as follows (recall that in the products we choose a < b):
We combine the terms p = c and p = d, for {c, d} ∈ P • , to simplify the last sum over p as
Plugging this in the previous formula, we see that (4.10) equals −1 times (4.8). This shows that Z (N ) Ising satisfies the PDEs (1.2), and concludes the proof.
4.5. Example: Symmetric partition function for the Gaussian free field. The Gaussian free field (GFF) is the probabilistic equivalent of free massless boson in quantum field theory. It is defined, roughly, as the Gaussian process in the domain, whose mean is the harmonic interpolation of the boundary values of the field, and whose covariance is Green's function for the Laplacian. For more details, see [She07, Wer14] . The level lines of the GFF, appropriately defined, are SLE type curves with κ = 4, see [Dub09, MS12a, SS13, IK13] . The corresponding lattice model is the discrete Gaussian free field, and its level line converges to SLE 4 in the scaling limit [SS09] .
The level lines of the discrete GFF in fact tend to discontinuity lines of the continuum GFF, with a specific discontinuity 2λ, see [SS09] for details. Very natural boundary conditions for the GFF, which give rise to N such curves, are obtained by alternating +λ and −λ on boundary segments between 2N marked points.
The (regularized) GFF partition function with these boundary conditions in the upper half-plane H is
This formula also appears in [KW11] as a scaling limit of double-dimer partition functions. We show below that these are symmetric partition functions for multiple SLEs with κ = 4. GFF is shown using Lemma 4.7 -we calculate
For each j = 1, . . . , 2N , the product has 2N − 1 factors which contain the variable x j , of which N are raised to power − For the cascade property (4.2), consider the limit
GFF . The prefactor (x j+1 − x j ) 1 2 directly cancels one factor in the product, and the factors |x j − x i | 
GFF (x 1 , . . . , x j−1 , x j+2 , . . . , x 2N ). 
GFF . The terms with derivatives read
The first term of (4.11) is canceled by the case k = i in (4.12) together with the term j =i −1 2(xj −xi) 2 without derivatives. In the case k = i in (4.12), combine the terms where j and k are interchanged, as 1
These exactly cancel the second term of (4.11). This concludes the proof. . There is a phase transition in the parameter p which determines the probability for locations to be declared open. At the critical point p = p c where the phase transition takes place, a conformally invariant scaling limit is expected. Conformal invariance of crossing probabilities, originally predicted by the celebrated Cardy's formula [Car88] , was established in [Smi01] for critical site percolation on the triangular lattice.
Connectivities can be formulated in terms of an exploration process, which is a curve bounding a connected component of open locations [Sch00] . At criticality, this curve should tend to SLE κ with κ = 6. This was also proven for the triangular lattice site percolation in [Smi01, CN07] .
The partition function for percolation, even with boundary conditions, is trivial,
perco (x 1 , . . . , x 2N ) = 1. These constant functions are also symmetric partition functions for multiple SLEs with κ = 6. Proof. All of the asserted properties are very easy to check.
Despite the fact that the symmetric partition functions are trivial (constant functions), there are interesting and difficult questions about the partition functions of multiple SLEs at κ = 6 which are relevant for percolation. For the case N = 2, the pure partition functions are given by Cardy's formula, and for higher N they encode more general and complicated crossing probabilities [Dub06, FZS15] .
SLE boundary visits
In this section, we show how the results of the previous sections can be used to construct solutions to another problem, related to chordal SLE boundary visit amplitudes, considered in [JJK16] . The boundary visit amplitudes are functions ζ ω , indexed by the order ω of visits, and these functions are constructed by the "spin chain -Coulomb gas correspondence" from vectors v ω , in a manner similar to how the pure partition functions for all λ > 0, σ ∈ R, and the following partial differential equations:
not previously been shown to exist in general. The main result of this section is a constructive proof of existence, starting from the solution to the multiple SLE pure partition function problem.
5.1. Quantum group solution for the boundary visit amplitudes. For the total number N ∈ N of points to be visited by the chordal SLE, an order of visits is a sequence We seek vectors v ω in the tensor product representation of U q (sl 2 ),
where M 2 and M 3 are the two and three dimensional irreducible representations defined in Section 2.1.
The requirements for v ω are expressed in terms of projections to subrepresentations. Recall from Lemma 2.1 that
We consider the projections to the two dimensional subrepresentations. To identify the images with M 2 , we use τ (2;2,3) 0 and τ (2;3,2) 0 from (2.3) as the highest weight vectors, and thus define projections composed with this identification aŝ
for l = 0, 1.
We let these projections act at the natural positions in the tensor product (5.1), and definê
Also, by Lemma 2.1, we have
, and we consider the projections to one and three dimensional subrepresentations. To identify the images with M 1 ∼ = C and M 3 , we use τ 
We let these projections act at various positions in the tensor product (5.1), and definê
,π
(1)
For any visiting order ω ∈ VO N with given L and R, the vector v ω is required to be a highest weight vector of a two dimensional subrepresentation of the tensor product (5.1), i.e., to lie in the subspace
The other conditions depend on the order ω. We say that the m:th and m + 1:st points on the right are successively visited if the m:th and m + 1:st + -symbols in the sequence ω = (ω 1 , . . . , ω N ) are not separated by any − -symbols. More formally, this means that there exists an index j such that ω j = ω j+1 = + and # i ∈ {1, . . . , j} ω i = + = m. The visiting order obtained from ω by collapsing these successive visits is denoted below byω = (ω 1 , . . . , ω j−1 , ω j+1 , . . . , ω N ). We define successive visits on the left similarly. The requirements for v ω are the following:
• The vector v ω is a highest weight vector of a doublet subrepresentation,
• Depending on whether the m:th and m + 1:st points on the right are successively visited or not, we have, for = +, π
;m (v ω ) = 0 (5.3)π for a non-zero constant C 3 . On the other hand, for non-successively visited consecutive points on the same side, the corresponding limit is zero, as follows from (5.3) -(5.4).
In the example depicted in this figure, the collapsed visits y 4 , y 5 are the third and fourth visits on the left, i.e., in the notation of (5.3) -(5.4) we have j = 4 and m = 3, = −1.
• Let ω 1 = ± denote the side of the first visit, and ∓ = −ω 1 the opposite side. Then we havê , ω 3 , . . . , ω N ) is the order obtained from ω by collapsing the first visit, and
[3] is a non-zero constant. See also Figure 5 .3.
Our main result in the quantum group setup of the boundary visit problem is the existence of solutions to the system (5.2) -(5.5) and their uniqueness up to normalization. The proof is based on a number of observations made in Section 5.3, which are combined in Section 5.5.
such that the system of equations (5.2) -(5.5) holds for all ω ∈ VO, with the normalization v |N =0 = e 0 ∈ M 2 . for a non-zero constant C 2 , and for the first point y k on the opposite side,
In the example depicted in this figure, the first visit takes place on the left side, i.e., in the notation of (5.5), we have ω 1 = −. Also, the first point on the right is the third one visited, i.e., in the limit equation above one should take k = 3.
As a corollary, we obtain the existence of solutions to SLE boundary visit amplitudes for any number of visited points. For this one applies a slightly different "spin chain -Coulomb gas correspondence"
satisfies the system of partial differential equations, covariance, and boundary conditions required in [JJK16] , that is, the equations given in 5.2. Link patterns associated to visiting orders. In Section 5.3, we construct solutions v ω to the system (5.2) -(5.5). For a given visiting order ω, the vector v ω will be built from a vector v α of Theorem 3.1, with an appropriately chosen link pattern α = α(ω). The mapping
where N = N + 1 = R(ω) + L(ω) + 1, associates to each visiting order ω = (ω 1 , . . . , ω N ) ∈ VO N a link pattern α(ω) ∈ LP N as illustrated and explained in Figure 5 .4, and defined in detail below.
Let ω ∈ VO N and let N = N +1 and L = L(ω). Then α = α(ω) contains the N links [ȃ 1 , b 1 ], . . . , [ȧ N , b N ] , whose indices are defined recursively as follows. The index a 1 = 2L + 1 corresponds to the starting point x, and b 1 = a 1 + ω 1 corresponds to entering the first visited point y 1 . For j = 2, . . . , N + 1, the index a j = b j−1 + ω j−1 corresponds to exiting the point y j−1 . Also, for j = 2, . . . , N , the index b j corresponds to entering the point y j : if ω j = + then b j = max {a 1 , a 2 , . . . , a j−1 } + 1, and if ω j = − then b j = min {a 1 , a 2 , . . . , a j−1 } − 1. Finally, we also set b N = 2N , which corresponds to entering an auxiliary point y ∞ -see Figure 5 .4. It is straightforward to check that this defines a link pattern α = α(ω).
Remark 5.3. Recall that the projection conditions (5.3) -(5.5) are written in terms of a visiting orderω obtained from ω by collapsing two successive visits into one, or collapsing the first visit with the starting point. From the definition of the map α → α(ω) of (5.6), it is easy to see thatα = α(ω) is obtained from α = α(ω) by removing one link. More precisely, in the notation used in the above definition, the two cases are the following. For the case (5.5) of collapsing the first visit, we havê
see also Figure 5 .5. For the case (5.3) of collapsing the m:th and m + 1:st visit on the right, we havê
where the index j is such that ω j = ω j+1 = + and # i ∈ {1, . . . , j} ω i = + = m. For the case of m:th and m + 1:st visit on the left instead, the choice of j is modified accordingly. See also Figure 5 .6.
Construction of solutions.
Recall from Lemma 2.1 that
In this section, we use projections to these two irreducible subrepresentations. We identify the subrepresentations with M 3 and M 1 ∼ = C by using the highest weight vectors τ (3;2,2) 0 and τ (1;2,2) 0 from (2.3). We thus define projections composed with the identifications aŝ
We trust that no confusion arises, although the notationπ (3) coincides with that introduced in Section 5.1, since the two projections are defined on different spaces. We also denote by
the embedding of the three dimensional subrepresentation into the tensor product
, and thus,π
Given a visiting order ω ∈ VO N with L(ω) = L and R(ω) = R, the vector v ω satisfying (5.2) -(5.5) will be constructed from the vector
, is summarized in the following diagram: α(ω) Figure 5 .4. The mapping ω → α(ω) of (5.6) can be described as follows. Think of the visiting orders as planar connectivities of N + 1 points, where small neighborhoods of the visited points y j have two lines attached to them, the starting point x has one line attached, and every line is connected to another line so that no lines of the same point are connected (no loops). We open up the connectivity corresponding to the visiting order ω: replace the points y j having two lines attached by two points, each having just one line attached. After this procedure, there will be one leftover line, attached to the last visited point (i.e. one of the two points by which we replaced the last visited point).
We add a point y ∞ to the right side of all other points, and connect the leftover line to this point. Finally, we label the endpoints of the links from left to right appropriately, to correspond with the labels of the endpoints of a link pattern α(ω) in LP N .
y where the notations are defined below. The projection p L,R and embedding I L,R are defined by
and we denote p L,R (v α(ω) ) = v ∞ ω . The notation
is used for the trivial subrepresentation. Finally, it can be shown, see [KP14, Lemma 5.3] , that for any 
under the embedding I L,R is the space
The projection p L,R restricted to this space is a bijection onto H 1
, and its inverse is I L,R . The vector v α(ω) lies in (5.7), and in particular,
Proof. The statements about the image of I L,R and restriction of p L,R are clear from the decomposition M 2 ⊗ M 2 ∼ = M 1 ⊕ M 3 . By definition of the mapping ω → α(ω), the link pattern α(ω) does not contain links of type [˚ j, j + 1] where j and j + 1 correspond to the same visited point, i.e., j = 2L + 1 − 2m or j = 2L + 2m . By the projection conditions (3.3) for v α(ω) , we haveπ j (v α(ω) ) = 0 for all such j.
We next show how the projections appearing in the conditions (5.3) -(5.5), acting on the vector v ω , can be expressed in terms of singlet projectionsπ
(1) j acting on the vector v α(ω) . This will be done in three separate cases, corresponding to the three projection conditions (5.3) -(5.5), in the form of commutative diagrams in Lemmas 5.6, 5.8 and 5.10. Using these commutative diagrams, we then deduce the desired properties of the vector v ω from the projection properties (3.3) of v α(ω) , in Corollaries 5.7, 5.9 and 5.11.
[3] , and note that C 2 = 0, since q is not a root of unity.
, and for any
In other words, the following diagrams commute, up to the non-zero multiplicative constant C 2 :
Proof. We show the commutativity of the left diagram -the right is similar. Since the multiplicity of the subrepresentation M 2 in M 3 ⊗ M 2 is one, by Schur's lemma it suffices to show that the map
0 ∈ M 2 , by definition. Using Lemma 2.3(a) and the basis (2.6), we calculate
Corollary 5.7. The vector v ω = R + p L,R (v α(ω) ) satisfies the conditions (5.5).
Proof. The conditions (5.5) for the vector v ω concern projectionsπ 
is the order obtained from ω by collapsing the first visit. See also Figure 5 .5.
2 q 2 +q −2 , and note that C 3 = 0, since q is not a root of unity.
. In other words, the following diagram commutes, up to the non-zero multiplicative constant C 3 :
Proof. The proof is similar to the proof of Lemma 5.6. One uses Schur's lemma and concludes by calculating that the vector τ 
In other words, the following diagram commutes, up to the non-zero multiplicative constant C =
[2]
Proof. The proof is similar to the proof of Lemma 5.6. One uses Schur's lemma and concludes by calculating that the vector τ 5.4. Uniqueness of solutions. The proof of the uniqueness of solutions of the system (5.2) -(5.5) is similar to the multiple SLE case (Proposition 3.2) -the homogeneous system only admits the trivial solution. We make use of the following lemma, which is a generalization of Corollary 2.5. The key technique to construct SLE type curves is their description as growth processes [Sch00] . Growth processes for multiple curves, however, straightforwardly only allow to construct initial segments of the curves. In this article we restrict our attention to such local multiple SLEs. In extending the definition to a probability measure on N globally defined random curves connecting 2N boundary points, one encounters technical difficulties similar to the challenges in proving the reversibility property of a single chordal SLE curve [Zha08b, MS12b] .
A.1. Chordal Schramm-Loewner evolution. The simplest SLE variant is the chordal SLE κ . Let Λ ⊂ C be an open simply connected domain, with two distinct boundary points ξ, η ∈ ∂Λ (prime ends). The chordal SLE κ in Λ from ξ to η is a random curve -more precisely, a probability measure P (Λ;ξ,η) on oriented but unparametrized non-self-crossing curves in Λ from ξ to η (the space of such curves is equipped with a natural metric inherited from a uniform norm on parametrized curves). We often choose some parametrized curve γ : [0, 1] → Λ, to be interpreted as its equivalence class under increasing reparametrizations. The chordal SLE κ itself is the family P (Λ;ξ,η) Λ,ξ,η of these probability measures, indexed by the domain and marked boundary points. Schramm's observation was that, up to the value of the parameter κ > 0, the family is characterized by the following two assumptions.
• Conformal invariance: If φ : Λ → Λ is a conformal map, and the curve γ in Λ has the law P (Λ;ξ,η) , then the image φ • γ has the law P (φ(Λ);φ(ξ),φ(η)) . A concise way to state this is that the measures are related by pushforwards, φ * P (Λ;ξ,η) = P (φ(Λ);φ(ξ),φ(η)) .
• Domain Markov property: Conditionally, given an initial segment γ| [0,τ ] of the curve γ with law P (Λ;ξ,η) , the remaining part γ| [τ,1] has the law P (Λ ;γ(τ ),η) , where Λ is the component of Λ\γ[0, τ ] containing η on its boundary.
By Riemann mapping theorem, between any triples (Λ; ξ, η) and (Λ ; ξ , η ) there exists a conformal map φ : Λ → Λ such that φ(ξ) = ξ , φ(η) = η . By conformal invariance, it therefore suffices to construct the chordal SLE κ in one reference domain, e.g., the upper half-plane
The chordal SLE κ in (Λ; ξ, η) = (H; 0, ∞) is constructed by a growth process encoded in a Loewner chain (g t ) t∈[0,∞) as follows -see [RS05] for details. Let (B t ) t∈[0,∞) be a standard Brownian motion on the real line, and for z ∈ H, consider the solution to the Loewner differential equation
with the driving function D t = √ κB t . The solution is defined up to a (possibly infinite) explosion time T z . Let K t be the closure of the set {z ∈ H | T z < t}. The growth process (K t ) t∈[0,∞) is generated by a random curve γ : [0, ∞) → H in the sense that H \ K t is the unbounded component of H \ γ[0, t]. This curve is (a parametrization of) the chordal SLE κ . For fixed t ∈ [0, ∞), the solution to (A.1) viewed as a function of the initial condition z gives the unique conformal map g t :
A.2. Local multiple SLEs. Let Λ C be a simply connected domain, and let ξ 1 , . . . , ξ 2N ∈ ∂Λ be 2N distinct boundary points appearing in counterclockwise order along ∂Λ. Morally, we would like to associate to the domain and boundary points a probability measure P (Λ;ξ1,...,ξ 2N ) on a collection of N curves, connecting the 2N marked boundary points. Instead, a local multiple SLE will describe 2N initial segments γ (j) of curves starting from the points ξ j , up to exiting some neighborhoods U j ξ j . The localization neighborhoods U 1 , . . . , U 2N are assumed to be closed subsets of Λ such that Λ \ U j are simply connected and U j ∩ U k = ∅ for j = k. See Figure A .1 for an illustration of the localization.
The local N -SLE κ in Λ, started from (ξ 1 , . . . , ξ 2N ) and localized in (U 1 , . . . , U 2N ) , is a probability measure on 2N -tuples of oriented unparametrized curves with parametrized representatives (γ (1) , . . . , γ (2N ) ), such that for each j, the curve γ (j) : [0, 1] → U j starts at γ (j) (0) = ξ j and ends at γ (j) (1) ∈ ∂(Λ \ U j ) on the boundary of the localization neighborhood. The local N -SLE κ itself is the indexed collection
This collection of probability measures is required to satisfy conformal invariance, domain Markov property, and absolute continuity of marginals with respect to the chordal SLE κ :
(CI): If φ : Λ → Λ is a conformal map, then the measures are related by pushforward,
on its boundary, and 
where X 0 = x j and X (i) 0 = x i for i = j. As in the case of the chordal SLE κ , the solution g t : H \ K t → H to (A.1) is a conformal map, and the growth process (K t ) t∈[0,σ) is generated by a curve γ : [0, σ) → H. The processes (A.2) are defined at least up to the stopping time σ j = inf t ≥ 0 γ ∈ ∂(H \ U j ) . The marginal law of γ (j) is that of the random curve γ| [0,σj ] .
We will use the following result of Dubédat.
satisfies the conditions (CI), (DMP), and (MARG), then there exists a function Z : X 2N → R >0 satisfying the partial differential equations (1.2), such that the drift functions in (MARG) take the form
Proof. Given the local multiple SLE κ P, we may take Λ = H and any (x 1 , . . . , x 2N ) ∈ X 2N . It follows from [Dub07, Theorem 7 and the remark after it] that there exists a function Z satisfying (1.2) such that the drifts in (A.2) are b
The solution Z is a priori defined in a neighborhood of the starting point (x 1 , . . . , x 2N ), and determined only up to a multiplicative constant. By considering different starting points, we see that such a function Z : X 2N → R >0 exists on the entire chamber. We note that the localizations satisfy the following consistency property under restriction to smaller localization neighborhoods. This consistency allows always continuing the curves by a little, but it is not sufficient for the definition of a global multiple SLE. Proof. The marginal on the j:th curve described in (MARG) clearly satisfies such a restriction consistency. The consistency for all curves follows inductively by the domain Markov property (DMP).
A.3. Sampling one by one from marginals. Property (MARG) describes the marginal law of one of the 2N curves, and property (DMP) gives the conditional law of the others, given one. One thus obtains a procedure for sampling a local multiple SLE κ . In this section, we first describe the marginal law of γ (j) by its Radon-Nikodym derivative with respect to the chordal SLE κ , explicitly expressed in terms of Z. We then formalize the sampling procedure, which is now meaningful with just the knowledge of Z.
Recall that by Proposition A.1, the drift functions b (j) are necessarily of the form
for i = j solve the SDEs (A.2) with these drifts, and let γ : [0, τ ] → H be the random curve with the Loewner driving function X t as in (MARG), and τ any stopping time such that, for some ε > 0 and all 0 ≤ t ≤ τ , we have
Then, the law P γ of the curve γ is absolutely continuous with respect to an initial segment of the chordal SLE κ , with Radon-Nikodym derivative
where g : H \ K → H is the conformal map such that g(z) = z + o(1) as z → ∞, K is the hull of γ and h = 6−κ 2κ . In fact, γ is obtained by Girsanov re-weighting of the chordal SLE κ by the martingale t → M t (A.5)
where g t is the solution to the Loewner equation (A.1) with the driving function D t = √ κB t + X 0 .
In view of the above, given points X
, a neighborhood U of X 0 not containing the points X (i) 0 , and a positive function Z, we construct a random curve γ by the weighting (A.4) of an initial segment of the chordal SLE κ up to the stopping time
Note that this stopping time satisfies the condition (A.3), by standard harmonic measure estimates.
Sampling procedure A.3. Given a positive function Z : X 2N → R >0 , a random 2N -tuple (γ (1) , . . . , γ (2N ) ) of curves in H starting from (x 1 , . . . , x 2N ) with localization neighborhoods (U 1 , . . . , U 2N ) can be sampled according to the following procedure.
• Select an order in which the curves will be sampled, encoded in a permutation p ∈ S 2N .
• Sample the first curve in the selected order, γ (j) for j = p(1), from the measure (A.4) with X 0 = x j and X By the local commutation of Dubédat, [Dub07] , this procedure results in the same law of (γ (1) , . . . , γ (2N ) ) independently of the sampling order p, provided that Z is a solution to the system (1.2).
A.4. Partition function and PDEs. We will next state the main theorem towards a construction of multiple SLE processes. The most profound parts of the proof rely on Dubédat's commutation of SLEs [Dub07] . In summary, the theorem states that multiple SLE κ partition functions Z correspond to local multiple SLE κ processes, via the sampling procedure A.3, and two partition functions correspond to the same local multiple SLE κ if and only if they are proportional to each other. More precisely, the set {Z(x 1 , . . . , x 2N ) | Z : X 2N → R >0 is a positive solution to (1.2) -(1.3) } R >0
corresponds one-to-one with the set of local multiple SLEs P. Moreover, convex combinations of partition functions correspond to convex combinations of localizations of multiple SLEs as probability measures. are the corresponding Radon-Nikodym derivatives of γ under the localizations of P 1 and P 2 , respectively. The convex combination property (A.6) follows.
• If the limit (A.7) vanishes, then the limit (A.8) exists and is non-zero, and we have ∆ = 2 κ and δ = 1 + 8 κ > 2, so the distance Y t remains positive for all t ∈ [0, τ ], almost surely.
Proof. We prove the case where the sign ± is − ; the other is similar. We consider three probability measures P, P , andP on 2N -component stochastic processes The statement of the proposition concerns the measure P defined by the SDE (A.2). The second measure P is taken to be the chordal SLE κ measure, under which the driving process is X t = √ κ B t + X 0 . Note that there exists a sequence (τ n ) n∈N of stopping times increasing to τ , such that up to τ n the measure P is absolutely continuous with respect to P , with Radon-Nikodym derivative M τn /M 0 given in terms of the P -martingale 
).
Finally, the third measureP is defined up to time τ n by its Radon-Nikodym derivativeM τn /M 0 with respect to P , whereM t = (g t (X By the assumption on Z, the ratio M t /M t is bounded away from 0 and ∞ for all t ≤ τ , so we see that the probability measures P andP are mutually absolutely continuous. UnderP, we have, by Girsanov's theorem,
whereB t is aP-Brownian motion. Consequently, the difference Y t = X t − X (j−1) t satisfies the SDE
By this SDE, under the measureP, which is absolutely continuous with respect to the original measure P, the process Y t is a linear time change of a Bessel process of dimension δ = 1 + 2∆ + exists for any ξ ∈ (x j−1 , x j+2 ), and assume that the limit functionZ is continuous and positive. Fix the points (x 1 , . . . , x j−1 , x j+2 , . . . , x 2N ) and the localization neighborhoods (U 1 , . . . , U j−1 , U j+2 , . . . , U 2N ) so that they do not contain a chosen point ξ ∈ (x j−1 , x j+2 ). Then, as x j+1 , x j → ξ, the marginal law of the curves (γ (1) , . . . , γ (j−1) , γ (j+2) , . . . , γ (2N ) ) under P (H;x1,...,x 2N ) (U1,...,U 2N )
converges weakly to the measure P (H;x1,...,xj−1,xj+2,..., x 2N ) (U1,...,Uj−1,Uj+2,...,U 2N ) obtained by the sampling procedure A.3 with the functionZ.
Proof. First note that the limit (A.9) is uniform on compact subsets of the positions of the variables (x 1 , . . . , x j−1 , ξ, x j+2 , . . . , x 2N ). Namely, let X 2N ⊂ R 2N be the domain of definition of Z, and interpret a compact subset K of the positions of these variables as a subset of its boundary K ⊂ ∂X 2N , by using ξ as the value for both variables x j , x j+1 . In the closure X 2N we can take a compact K which contains a small open neighborhood G of K, i.e. K ⊂ G ⊂ K . Now becauseZ is continuous, the limit (A.9) can
