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UNIFIED ANALYSIS OF HDG METHODS USING SCALAR AND
VECTOR HYBRID VARIABLES
ISSEI OIKAWA
Abstract. In this paper, hybridizable discontinuous Galerkin (HDG) methods using
scalar and vector hybrid variables for steady-state diffusion problems are considered. We
propose a unified framework to analyze the methods, where both the hybrid variables are
treated as double-valued functions. If either of them is single valued, the well-posedness
is ensured under some assumptions on approximation spaces. Moreover, we prove that all
methods are superconvergent, based on the so-calledM -decomposition theory. Numerical
results are presented to validate our theoretical results.
1. Introduction
We consider the following steady-state diffusion problem with Dirichlet boundary con-
dition as a model problem:
q +∇u = 0 in Ω,(1a)
∇ · q = f in Ω,(1b)
u = 0 on ∂Ω,(1c)
where Ω ⊂ Rd (d = 2, 3) is a bounded convex polygonal or polyhedral domain and f is a
given function.
In this paper, we present hybridizable discontinuous Galerkin (HDG) methods using
scalar and vector hybrid variables and propose a unified framework to analyze them. In
the original HDG method [6], a scalar hybrid variable ûh is introduced to approximate the
trace of u on element boundaries, which corresponds to a Dirichlet boundary condition.
The other variables approximating u and q can be eliminated in element-by-element fashion
and we obtain a globally-coupled system of equations only in terms of ûh, which is called
static condensation.
In [2], a Neumann-type HDG method is devised by employing a vector hybrid variable
q̂h approximating the trace of q instead of ûh. In the method, q̂h is unknown and ûh is
replaced by a numerical flux defined in terms of the other variables. Roughly speaking,
the Neumann-type method is derived by interchanging ûh and q̂h in the original method.
We can also define different HDG methods based on mixed boundary condition. Let us
consider a triangle as an element and let e1, e2, and e3 denote its edges. If we choose ûh or
q̂h as an unknown variable on all the edges, then the Dirichlet- or Neumann-type method
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is obtained, respectively. If ûh and q̂h are unknown variables on e1 and e2∪e3, respectively,
then we obtain a different method (see Figure 1).
Figure 1. Possible combinations of hybridization
Furthermore, we propose a double-hybrid method where both ûh and q̂h are unknown
variables on edges. The connection between the hybrid variables are given in a weak sense.
The local solvability of the double-hybrid method is verified in Appendix B, which ensures
that we are able to perform the static condensation in terms of the two hybrid variables.
We notice that such double hybridization results in increasing the globally-coupled degrees
of freedom, which is a serious drawback in practice.
Up to now, we have mentioned four types of HDG methods, which are summarized
in Table 1. The main goal of the paper is to analyze all the methods in some unified
framework, which is derived by permitting both of the hybrid variables to be double valued
on internal edges and by imposing transmission conditions for them. The well-posedness
is in fact established under some assumptions in the framework. We will also prove that
all the methods as well as the original HDG method have superconvergence properties if
the so-called M -decomposition [5, 3, 4] is assumed.
Table 1. List of all types of HDG methods
Method ûh q̂h Unknown
Dirichlet-type single double ûh
Neumann-type double single q̂h
Mixed-type single or double ûh or q̂h
Double-hybrid single single (ûh, q̂h)
The rest of the paper is organized as follows. In Section 2, some notation is introduced
and the unified framework is presented. In Section 3, we show the existence and uniqueness
of approximate solutions in the framework. In Section 4, we prove superconvergence prop-
erties of all the methods, assuming the M -decomposition. In Section 5, numerical results
are presented to validate our theoretical results.
2. A unified framework
2.1. Notation. To begin with, we introduce some notation to define our unified frame-
work. Let {Th}h be a family of meshes satisfying the quasi-uniform condition, where h
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stands for the mesh size. Let Eh denote the set of all edges or faces of elements in Th. Let
L2(Eh) denote the L2-space on
⋃
e∈Eh e and we define L
2
D(Eh) = {µ ∈ L2(Eh) : µ|∂Ω = 0}.
We use the usual symbols of Sobolev spaces [1], such as Hm(D), Hm(D)d, ‖ · ‖m,D :=
‖ · ‖Hm(D), and | · |m,D := | · |Hm(D) for a domain D and an integer m. We may omit the
subscripts when D = Ω or m = 0, such as ‖·‖m = ‖·‖m,Ω, ‖·‖ = ‖·‖0,Ω, and | · |m = | · |m,Ω.
The piecewise Sobolev space of order m is denoted by Hm(Th). The inner products are
defined as
(q,v)K =
∫
K
q · vdx, (u,w)K =
∫
K
uwdx, 〈u,w〉∂K =
∫
∂K
uwds,
(q,v)Th =
∑
K∈Th
(q,v)K , (u,w)Th =
∑
K∈Th
(u,w)K , 〈u,w〉∂Th =
∑
K∈Th
〈u,w〉∂K ,
(u,w) =
∫
Ω
uwdx.
Throughout the paper, we use the symbol C to denote a generic constant independent of
the mesh size h.
2.2. Finite element spaces. Let V (K) and W (K) be finite-dimensional spaces on K ∈
Th for approximating u|K and q|K , respectively. It is assumed that
∇W (K) ⊂ V (K), ∇ · V (K) ⊂W (K),
namely, ∇w ∈ V (K) for any w ∈W (K) and ∇ · v ∈W (K) for any v ∈ V (K). We denote
a finite element space for ûh|e by M(e) for e ∈ Eh and define an approximate space for q̂h|e
by
N(e) = {r ∈ L2(e)d : (I − n⊗ n)r = 0}.
The tangential component of q̂h is discarded since it is not used in the HDG method. We
make the following assumptions:
µn ∈N(e) ∀µ ∈M(e),(A1)
r · n ∈M(e) ∀r ∈N(e),(A2)
v|e · n ∈M(e) ∀v ∈ V (K),(A3)
w|e ∈M(e) ∀w ∈W (K),(A4)
where K is any element in Th, e is any edge of K, and n is a unit normal vector to e. If
M(e)d ⊂N(e) and N(e) ⊂M(e)d, then (A1) and (A2) are satisfied, respectively. If M(e)
is given, we can define N(e) by
N(e) = (n⊗ n)M(e)d := {(n⊗ n)µ : µ = (µ1, ..., µd) ∈M(e)d}.
Conversely, M(e) can be constructed from any given N(e) as
M(e) = N(e) · n := {r · n : r ∈N(e)}.
Assumptions (A3) and (A4) are needed to make V (K)×W (K) admit theM -decomposition.
Hereinafter, we write as trV ⊂M and trW ⊂M to indicate (A3) and (A4), respectively.
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Note that (A1)–(A4) are in fact satisfied if all the spaces are polynomials of the same
degree. Finally, finite element spaces are defined as follows:
Vh := {v ∈ L2(Ω)d : v|K ∈ V (K) ∀K ∈ Th},
Wh := {w ∈ L2(Ω) : w|K ∈W (K) ∀K ∈ Th},
Mh := {µ ∈ L2D(Eh) : µ|e ∈M(e) ∀e ∈ Eh},
Nh := {r ∈ L2(Eh)d : r|e ∈N(e) ∀e ∈ Eh}.
Let PV , PW , and PM denote the L
2-projections onto Vh, Wh, and Mh, respectively. Let
k be a non-negative integer. We assume the following approximation properties of the
spaces: for 1 ≤ s ≤ k + 1,
‖q − PV q‖ ≤ Chs|q|s,(2a)
‖q · n− (PV q) · n‖∂Th ≤ Chs−1/2|q|s,(2b)
‖u− PWu‖ ≤ Chs|u|s,(2c)
‖u− PWu‖∂Th ≤ Chs−1/2|u|s,(2d)
‖u− PMu‖∂Th ≤ Chs−1/2|u|s.(2e)
2.3. HDG methods. We are now in a position to define the HDG formulations we men-
tioned in the Introduction. The scheme of the mixed-type method is not presented here
since it is just a combination of the Dirichlet- and Neumann-type methods. In the following,
let τ be a positive parameter.
The solution of the Dirichle-type method (qh, uh, ûh) ∈ Vh ×Wh ×Mh is defined by
(qh,v)Th − (uh,∇ · v)Th + 〈ûh,v · n〉∂Th = 0 ∀v ∈ Vh,(3a)
−(qh,∇w)Th + 〈q̂h · n, w〉∂Th = (f, w) ∀w ∈Wh,(3b)
〈q̂h · n, µ〉∂Th = 0 ∀µ ∈Mh,(3c)
q̂h · n := qh · n+ τ(uh − ûh) on ∂K ∀K ∈ Th.(3d)
The Neumann-type method seeks a solution (qh, uh, q̂h) ∈ Vh ×Wh ×Nh such that
(qh,v)Th − (uh,∇ · v)Th + 〈ûh,v · n〉∂Th = 0 ∀v ∈ Vh,(4a)
−(qh,∇w)Th + 〈q̂h · n, w〉∂Th = (f, w) ∀w ∈Wh,(4b)
〈ûh, r · n〉∂Th = 0 ∀r ∈Nh,(4c)
ûh := uh + τ
−1(qh − q̂h) · n on ∂K ∀K ∈ Th.(4d)
Note that (4d) is formally equivalent to (3d).
The double-hybrid method is obtained by assuming that both the hybrid variables are
single-valued unknowns and by imposing (3d) in a weak sense. The method read as: find
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(qh, uh, q̂h, ûh) ∈ Vh ×Wh ×Nh ×Mh such that
(qh,v)Th − (uh,∇ · v)Th + 〈ûh,v · n〉∂Th = 0 ∀v ∈ Vh,(5a)
−(qh,∇w)Th + 〈q̂h · n, w〉∂Th = (f, w) ∀w ∈Wh,(5b)
〈(qh − q̂h) · n+ τ(uh − ûh), µ〉∂Th = 0 ∀µ ∈Mh,(5c)
〈(qh − q̂h) · n+ τ(uh − ûh), r · n〉∂Th = 0 ∀r ∈Nh.(5d)
From (5c) and (5d), it follows that
(6) (qh − q̂h) · n+ τ(uh − ûh) = 0 on ∂K ∀K ∈ Th.
We refer to Appendix A for a proof.
2.4. Unified formulation. In the following, let ûh and q̂h be double-valued functions on
edges, namely, we consider the hybrid variables as ûh : T (Mh)→ R and q̂h : T (Nh)→ Rd,
where T (Mh) :=
∏
K∈Th M(∂K) and T (Nh) :=
∏
K∈ThN(∂K). It is assumed that either
ûh or q̂h is single valued. Imposing the transmission conditions for both of them and taking
(3d), (4d), and (6) into account lead to the following formulation:
(qh,v)Th − (uh,∇ · v)Th + 〈ûh,v · n〉∂Th = 0 ∀v ∈ Vh,(7a)
−(qh,∇w)Th + 〈q̂h · n, w〉∂Th = (f, w) ∀w ∈Wh,(7b)
〈q̂h · n, µ〉∂Th = 0 ∀µ ∈Mh,(7c)
〈ûh, r · n〉∂Th = 0 ∀r ∈Nh,(7d)
(qh − q̂h) · n+ τ(uh − ûh) = 0 on ∂K ∀K ∈ Th.(7e)
The solutions of all the methods we presented in the previous subsection solve these equa-
tions. Therefore, we can analyze them with the above formulation. In what follow, let
(qh, uh, q̂h, ûh) ∈ Vh ×Wh ×Nh ×Mh denote a solution to (7).
Remark 2.1. The so-called Lehrenfeld–Scho¨berl (LS) stabilization [8] is implicitly in-
cluded in (5c) and (5d). Let K ∈ Th and e be an edge of K and let us consider the case of
trW (K) 6⊂M , such as W (K) = Pk+1(K) and M(e) = Pk(e), where Pm(D) stands for the
set of polynomials of degree m on a domain D. The LS stabilization is defined as
q̂LSh · n := qh · n+ τ(PMuh − ûh),
which enables to achieve optimal-order convergence in all variables if τ is of order h−1, see
[9, 10]. Since µ = PMµ and r · n = PM (r · n), we can rewrite (5c) and (5d) into
〈(qh − q̂h) · n+ τ(PMuh − ûh), µ〉∂Th = 0 ∀µ ∈Mh,
〈(qh − q̂h) · n+ τ(PMuh − ûh), r · n〉∂Th = 0 ∀r ∈Nh.
In the same manner as in Appendix A, it follows that
(qh − q̂h) · n+ τ(PMuh − ûh) = 0 on ∂K ∀K ∈ Th,
which is nothing but the LS stabilization. We remark that the double-hybrid method does
not require any computation of PM in numerical computations, whereas some techniques
are needed to compute PM in the original method.
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3. Well-posedness
This section is devoted to the establishment of the well-posedness of the unified formu-
lation. We will use Assumptions (A1)–(A4) to prove the well-posedness.
Theorem 3.1. We have
‖qh‖2 + ‖τ1/2(uh − ûh)‖2∂Th ≤ C‖f‖2.
Proof. Taking v = qh in (7a) and w = uh in (7b), we have
‖qh‖2 − 〈(uh − ûh), qh · n〉∂Th + 〈q̂h · n, uh〉∂Th = (f, uh).
Since we assume that either ûh or q̂h is single valued, by using the transmission condition
(7c) or (7d), we get 〈q̂h · n, ûh〉∂Th = 0. Consequently, we obtain
‖qh‖2 − 〈(qh − q̂h) · n, uh − ûh〉∂Th = (f, uh).(8)
By (7e), we deduce
〈(qh − q̂h) · n, uh − ûh〉∂Th = −‖τ1/2(uh − ûh)‖2∂Th .
Combining this with (8), we have
‖qh‖2 + ‖τ1/2(uh − ûh)‖2∂Th = (f, uh).
It is known that
‖uh‖ ≤ C
(
‖qh‖2 + ‖τ1/2(uh − ûh)‖2∂Th
)1/2
.
By this inequality and the Schwarz inequality, we obtain
‖qh‖2 + ‖τ1/2(uh − ûh)‖2∂Th ≤ C‖f‖2,
which completes the proof. 
If f ≡ 0 , it follows from Theorem 3.1 that qh is zero on each element and uh = ûh on
element boundaries. By (7e), we get q̂h = 0. Taking v = ∇uh in (7a) and integrating by
parts give ∇uh = 0 on each element, which implies that uh and ûh are piecewise constant
functions. In view of the transmission condition (7d), we see that the jump of ûh equals
zero on internal edges and ûh equals zero on ∂Ω. Thus, we have verified the existence and
uniqueness of all the methods.
Remark 3.2. Even if we do not assume (A4), the well-posedness can be proved by replac-
ing uh by PMuh. In this case, instead of (7e), it follows that
(qh − q̂h) · n+ τ(PMuh − ûh) = 0.
Then, Theorem 3.1 becomes
‖qh‖2 + ‖τ1/2(PMuh − ûh)‖2∂Th ≤ C‖f‖2.
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4. Superconvergence by the M-decomposition
In this section, we prove superconvergence properties in the unified formulation, assum-
ing the M -decomposition. We begin by summarizing the results on the HDG-projection.
Theorem 4.1. If V ×W admits the M -decomposition, there exists the HDG-projection
(ΠV q,ΠWu) ∈ V (K)×W (K) such that
(ΠWu,∇ · v)K = (u,∇ · v)K ∀v ∈ V (K),(9a)
(ΠV q,∇w)K = (q,∇w)K ∀w ∈W (K),(9b)
〈ΠV q · n+ τΠWu, µ〉∂K = 〈q · n+ τPMu, µ〉∂K ∀µ ∈M(∂K).(9c)
Proof. This follows from [5, Definition 3.1] by choosing w = ∇ · v and v = ∇w therein.
We also give a proof in Appendix C for the readers’ convenience. 
By assuming approximation properties (2) in [5, Definition 3.1] or in Theorem C.3, the
L2-errors of the HDG-projection are bounded as
‖u−ΠWu‖+ ‖q −ΠV q‖ ≤ Chk+1|u|k+1.(10)
4.1. Optimal convergence of qh. We denote the projections of errors as
eq = ΠV q − qh, eu = ΠWu− uh, eq̂ · n = PM (q · n)− q̂h · n, eû = PMu− ûh.
Theorem 4.2. We have
‖eq‖2 + 2‖τ1/2(eu − eû)‖2∂Th ≤ ‖q −ΠV q‖2.
Proof. The problem (1) is rewritten into
(q,v)Th − (u,∇ · v)Th + 〈u,v · n〉∂Th = 0 ∀v ∈ Vh,
−(q,∇w)Th + 〈q · n, w〉∂Th = (f, w) ∀w ∈Wh,
〈q · n, µ〉∂Th = 0 ∀µ ∈Mh,
〈u, r · n〉∂Th = 0 ∀r ∈Nh.
By Theorem 4.1 and Assumptions (A3) and (A4), these equations become
(ΠV q,v)Th + (∇ΠWu,v)Th − 〈ΠWu− PMu,v · n〉∂Th = −(q −ΠV q,v)Th ∀v ∈ Vh,
(11a)
−(ΠV q,∇w)Th + 〈PM (q · n), w〉∂Th = (f, w) ∀w ∈Wh,(11b)
〈PM (q · n), µ〉∂Th = 0 ∀µ ∈Mh,(11c)
〈PMu, r · n〉∂Th = 0 ∀µ ∈Nh,(11d)
ΠV q · n− PM (q · n) + τ(ΠWu− PMu) = 0 on ∂K ∀K ∈ Th,(11e)
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where we have integrated by parts in the first equation. Subtracting (7) from the above
equations, we obtain the error equations:
(eq,v)Th + (∇eu,v)Th − 〈eu − eû,v · n〉∂Th = −(q −ΠV q,v)Th ∀v ∈ Vh,(12a)
−(eq,∇w)Th + 〈eq̂ · n, w〉∂Th = 0 ∀w ∈Wh,(12b)
〈eq̂ · n, µ〉∂Th = 0 ∀µ ∈Mh,(12c)
〈eû, r · n〉∂Th = 0 ∀r ∈Nh,(12d)
(eq − eq̂) · n+ τ(eu − eû) = 0 on ∂K ∀K ∈ Th.(12e)
Taking v = eq in (12a) and w = eu in (12b) and summing up the resulting equations, we
have
‖eq‖2 − 〈eu − eû, eq · n〉∂Th + 〈eq̂ · n, eu〉∂Th = −(q −ΠV q, eq)Th .(13)
Noting that either eq̂ or eû is single valued, we have by (12c) or (12d),
〈êq · n, eû〉∂Th = 0.
Adding this to (13), we have
‖eq‖2 + ‖τ1/2(eu − eû)‖2∂Th = −(q −ΠV q, eq)Th .
Applying Schwarz’s and Young’s inequalities to the right-hand side, we obtain the assertion.

Corollary 4.3. Assume the approximation properties (2). Then we have
‖q − qh‖ ≤ 2‖q −ΠV q‖ ≤ Chk+1|u|k+1.
Proof. Apply the triangle inequality to Theorem 4.2. 
4.2. Superconvergence of ΠWu − uh. We consider the following adjoint problem: find
(θ, ξ) ∈H1(Ω)× (H2(Ω) ∩H10 (Ω)) such that
θ +∇ξ = 0 in Ω,
∇ · θ = eu in Ω,
ξ = 0 on ∂Ω.
It is well known that the elliptic regularity holds:
‖θ‖1 + ‖ξ‖2 ≤ C‖eu‖.
We estimate the L2-error of uh by the Aubin-Nitsche technique.
Theorem 4.4. We have
‖ΠWu− uh‖ ≤ Ch‖q −ΠV q‖.
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Proof. Since (11) holds also for the adjoint problem, we have
(ΠV θ,v)Th + (∇ΠW ξ,v)Th − 〈ΠW ξ − PMξ,v · n〉∂Th = −(θ −ΠV θ,v)Th ∀v ∈ Vh,
(15a)
−(ΠV θ,∇w)Th + 〈PM (θ · n), w〉∂Th = (eu, w) ∀w ∈Wh,(15b)
〈PM (θ · n), µ〉∂Th = 0 ∀µ ∈Mh,(15c)
〈PMξ, r · n〉∂Th = 0 ∀r ∈Nh,(15d)
ΠV θ · n− PM (θ · n) + τ(ΠW ξ − PMξ) = 0 on ∂K ∀K ∈ Th.(15e)
Since either (15c) or (12d) holds, we have
〈PM (θ · n), eû〉∂Th = 0.(16)
Taking v = −eq in (15a) and w = eu in (15b), in view of (16), we have
(17)
−(PV θ, eq)Th − (∇ΠW ξ, eq)Th − (ΠV θ,∇eu)Th + 〈ΠW ξ − PMξ, eq · n〉∂Th
+〈PM (θ · n), eu − eû〉∂Th = ‖eu‖2.
Choosing v = −ΠV θ in (12a), w = ΠW ξ in (12b), and µ = PMξ in (12e), we have
(18)
−(eq,ΠV θ)Th − (∇eu,ΠV θ)Th − (eq,∇ΠW ξ)Th + 〈ΠV θ · n, eu − eû〉∂Th
+〈eq̂ · n,ΠW ξ − PMξ〉∂Th = (q −ΠV q,ΠV θ)Th .
Subtracting (18) from (17) yields
‖eu‖2 = (q −ΠV q,ΠV θ)Th − (θ −ΠV θ, eq)Th + 〈(eq − eq̂) · n,ΠW ξ − PMξ〉∂Th
− 〈ΠV θ · n− PM (θ · n), eu − eû〉∂Th .
The second and third term on the right-hand side cancel each other out as follows:
〈(eq − eq̂) · n,ΠW ξ − PMξ〉∂Th = −〈τ(eu − eû),ΠW ξ − PMξ〉∂Th ,
−〈ΠV θ · n− PM (θ · n), eu − eû〉∂Th = 〈τ(ΠW − PMξ), eu − eû〉∂Th ,
where we have used (12e) and (15e) in the first and second lines, respectively. As a result,
we have
‖eu‖2 = (q −ΠV q,ΠV θ)Th − (θ −ΠV θ, eq)Th .
Since (q −ΠV q,∇PW ξ) = 0 by Proposition C.2, the first term on the right-hand side is
estimated as,
|(q −ΠV q,ΠV θ)Th | = |(q −ΠV q,ΠV θ +∇PW ξ)Th |
≤ ‖q −ΠV q‖‖ΠV θ +∇PW ξ‖
≤ ‖q −ΠV q‖(‖ΠV θ − θ‖+ ‖∇ξ −∇PW ξ‖)
≤ ‖q −ΠV q‖ · Ch(|θ|1 + |ξ|2)
≤ Ch‖q −ΠV q‖‖eu‖,
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where we have used (10) for k = 0 and the elliptic regularity. Again, by (10) for k = 0 and
the elliptic regularity, we bound the other term as
|(θ −ΠV θ, eq)Th | ≤ ‖θ −ΠV θ‖‖eq‖ ≤ Ch|θ|1‖eq‖ ≤ Ch‖eu‖‖eq‖.
Therefore, by Theorem 4.2, we obtain
‖eu‖ ≤ Ch(‖q −ΠV q‖+ ‖eq‖) ≤ Ch‖q −ΠV q‖.
The proof is complete. 
5. Numerical results
In this section, we examine the orders of convergence of the Neumann-type and double-
hybrid methods by numerical experiments. The test problem is as follows:
−∆u = 2pi2 sin(pix) sin(piy) in Ω := (0, 1)2,
u = 0 on ∂Ω,
where the exact solution is given by u(x, y) = sin(pix) sin(piy). We use unstructured trian-
gulations as meshes. All numerical computations are carried out by FreeFEM [7].
5.1. Case 1: trW ⊂ M . We employ polynomials of the same degree k for all variables,
which satisfies Assumptions (A1)–(A4) and admit the M -decomposition. The stabilization
parameter is set as τ ≡ 1. The numerical results are displayed in Table 2. We observe that
the orders of convergence in q are optimal for both the methods, which fully agrees with
Theorem 4.3.
Table 2. Convergence history in Case 1
Neumann-type Double-hybrid
‖q − qh‖ ‖u− uh‖ ‖q − qh‖ ‖u− uh‖
k 1/h Error Order Error Order Error Order Error Order
4 1.96E-02 – 1.02E-02 – 8.78E-02 – 4.67E-02 –
1 8 5.58E-03 1.81 2.94E-03 1.80 1.96E-02 2.16 1.01E-02 2.21
16 1.35E-03 2.05 7.28E-04 2.01 5.65E-03 1.80 2.99E-03 1.75
32 3.28E-04 2.04 1.79E-04 2.02 1.35E-03 2.07 7.15E-04 2.07
4 6.39E-04 – 4.91E-04 – 7.56E-03 – 5.59E-03 –
2 8 7.84E-05 3.03 6.17E-05 2.99 6.68E-04 3.50 4.63E-04 3.59
16 9.81E-06 3.00 7.75E-06 2.99 8.23E-05 3.02 6.21E-05 2.90
32 1.20E-06 3.03 9.56E-07 3.02 9.83E-06 3.07 7.76E-06 3.00
4 3.29E-05 – 1.59E-05 – 5.86E-04 – 2.79E-04 –
3 8 2.55E-06 3.69 1.28E-06 3.63 2.64E-05 4.47 9.22E-06 4.92
16 1.52E-07 4.06 7.71E-08 4.05 2.20E-06 3.58 6.64E-07 3.80
32 9.06E-09 4.07 4.62E-09 4.06 1.18E-07 4.22 3.78E-08 4.13
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5.2. Case 2: trW 6⊂ M . As mentioned in Remark 2.1, all the methods are optimally
convergent in all variables if the polynomial degrees of Vh, Nh, and Mh are k, the degree
of Wh is k + 1, and the stabilization parameter is set as τ = O(1/h). The LS stabilization
of the Neumann-type method is defined by
ûLSh := PMuh + τ
−1(qh − q̂h) · n.
We do not need to introduce the L2-projection in the double-hybrid method and any pro-
jection was not computed when assembling the coefficient matrices or solving the resulting
equations. The convergence history for k = 1, 2, 3 is shown in Table 3. From the results,
we see that the orders of convergence are optimal for both u and q in all cases, which
supports our claim in Remark 2.1.
Table 3. Convergence history in Case 2
Neumann-type Double-hybrid
‖q − qh‖ ‖u− uh‖ ‖q − qh‖ ‖u− uh‖
k 1/h Error Order Error Order Error Order Error Order
4 1.73e-02 – 1.19e-03 – 7.77E-02 – 1.29E-02 –
1 8 5.05e-03 1.78 1.88e-04 2.66 1.76E-02 2.14 1.19E-03 3.44
16 1.22e-03 2.05 2.28e-05 3.04 5.15E-03 1.78 1.92E-04 2.63
32 2.97e-04 2.04 2.77e-06 3.04 1.22E-03 2.08 2.26E-05 3.09
4 9.76e-04 – 6.95e-05 – 5.24E-03 – 1.81E-03 –
2 8 1.15e-04 3.09 4.43e-06 3.97 4.79E-04 3.45 5.79E-05 4.97
16 1.43e-05 3.00 2.76e-07 4.00 5.62E-05 3.09 4.13E-06 3.81
32 1.78e-06 3.01 1.69e-08 4.03 6.98E-06 3.01 2.54E-07 4.02
4 2.78e-05 – 1.94e-06 – 5.86E-04 – 3.81E-05 –
3 8 2.29e-06 3.60 9.20e-08 4.40 2.60E-05 4.49 6.44E-07 5.88
16 1.36e-07 4.07 2.74e-09 5.07 2.23E-06 3.55 3.10E-08 4.38
32 8.13e-09 4.07 8.13e-11 5.07 1.19E-07 4.22 8.37E-10 5.21
Appendix A. Proof of (6)
Let ŵ be any double-valued function on Eh. We first show that ŵ = {ŵ} + ([[ŵ]] · n)/2
on ∂K for all K ∈ Th. Let e be an edge of K. Let K ′ denote the adjacent element of K
across e (see Figure 2). We denote as ŵ = ŵ|∂K and ŵ′ = ŵ|∂K′ and let n and n′ denote
the unit outer normal vector to ∂K and ∂K ′, respectively. The average and jump of ŵ are
given by
{ŵ} |e = (ŵ + ŵ′)/2, [[ŵ]]|e = ŵn+ ŵ′n′.(19)
If K has no adjacent element across e, we define them as
{ŵ} |e = 0, [[ŵ]]|e = 2ŵn,
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Figure 2. Illustration of K, e, and n
which can be included in (19) as ŵ′ = −ŵ. In view of n′ = −n, we have(
{ŵ}+ 1
2
[[ŵ]] · n
)∣∣∣∣
∂K
=
1
2
(ŵ + ŵ′) +
1
2
(ŵn+ ŵ′n′) · n = ŵ.
Therefore we have (
{ŵ}+ 1
2
[[ŵ]] · n
)∣∣∣∣
∂K
= ŵ|∂K .(20)
By (A4) and (A3), for any ŵ ∈ T (Mh), we can take µ = {ŵ} in (5c) and r = [[ŵ]]/2 in
(5d). Then we get
〈(qh − q̂h) · n+ τ(uh − ûh), {ŵ}+ ([[ŵ]]/2) · n〉∂Th = 0.
By(20), we have
〈(q̂h − qh) · n+ τ(uh − ûh), ŵ〉∂Th = 0.(21)
Let µ ∈M(∂K) be arbitrary. By choosing ŵ in the above as
ŵ =
{
µ on ∂K,
0 otherwise,
we see that
〈(q̂h − qh) · n+ τ(uh − ûh), µ〉∂Th = 0,
which implies (6). The proof is complete.
Appendix B. Local solvability of the double-hybrid method
We verify the local solvability of the double-hybrid method, i.e., that qh and uh can be
locally eliminated in terms of the hybrid variables. To this end, it suffices to show that the
equations (3a), (3b), and (5) have only the zero solution for each element K ∈ Th if q̂h,
ûh, and f are zeros. Let (qK , uK) ∈ V (K)×W (K) be a solution of the following:
(qK ,v)K − (uK ,∇ · v)K = 0 ∀v ∈ V (K),(22a)
−(qK ,∇w)K = 0 ∀w ∈W (K),(22b)
qK · n+ τuK = 0 on ∂K.(22c)
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We show that qK = 0 and uK = 0. Taking v = qK in (22a) and integrating by parts and
choosing w = uK in (22b) yield
‖qh‖2K − 〈uK , qK · n〉∂K = 0.
By (22c), we have
−〈qK · n, uK〉∂K = ‖τ1/2uK‖∂K .
Consequently, we deduce that qK = 0 and uK |∂K = 0. Substituting v = ∇uK in (22a)
and integrating by parts, we have ‖∇uK‖2K = 0, which implies that uK is constant on K.
Since uK = 0 on ∂K, uK must be zero on K. Therefore, we conclude that the equations
(22) admit only the zero solutions.
Appendix C. Analysis of the HDG-projection
In this section, we show that the HDG-projection is well defined if the M -decomposition
is admitted. To this end, we first introduce some notation.
Let Vs(K) denote the solenoidal space of V (K), namely,
Vs(K) = {v ∈ V (K) : ∇ · v = 0}.
The space of solenoidal bubbles in V (K) is defined by
Vsbb(K) = {v ∈ Vs(K) : v · n = 0 on ∂K}.
We denote the orthogonal complement of Vsbb(K) by Vsbb(K)
⊥.
Proposition C.1. Let qh be the solution of (7a). Then qh|K ∈ Vsbb(K)⊥ for any K ∈ Th.
Proof. Decompose as qh|K = q◦K + q⊥K , where q◦K ∈ Vsbb(K) and q⊥K ∈ Vsbb(K)⊥. Taking
v = q◦K in (7a), we have
‖q◦K‖2L2(K) − (uh,∇ · q◦K)K + 〈ûh, q◦K · n〉∂K = 0.
Since the second and third terms on the left-hand side vanish, we have q◦K = 0. 
Proposition C.2. Vsbb(K) is orthogonal to ∇W (K).
Proof. For any v ∈ Vsbb(K) and w ∈W (K), we have by Green’s formula,
(v,∇w)K = −(∇ · v, w)K + 〈v · n, w〉∂K = 0,
which completes the proof. 
According to [5], the M -index for K ∈ Th is defined by
IM := dimM(∂K)− dim{v · n|∂K : v ∈ Vs(K)} − dim{w|∂K : ∇w = 0}.
If P0(K) ⊂W (K), then dim{w|∂K : ∇w = 0} = 1 and the M -index can be rewritten as
IM = dimM(∂K)− (dimVs(K)− dimVsbb(K) + 1).
By Proposition C.1, one of the trial function spaces in (9) is reduced from V (K) to
Vsbb(K)
⊥. Some of the test function spaces in (9) are also reduced from V (K) and W (K)
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to Vs(K)
⊥ and W (K)/P0(K), respectively. Then (9) is rewritten as: find (ΠV q,ΠWu) ∈
Vsbb(K)
⊥ ×W (K) such that
(ΠWu,∇ · v)K = (u,∇ · v)K ∀v ∈ Vs(K)⊥,(23a)
(ΠV q,∇w)K = (q,∇w)K ∀w ∈W (K)/P0(K),(23b)
〈ΠV q · n+ τΠWu, µ〉∂K = 〈q · n+ τPMu, µ〉∂K ∀µ ∈M(∂K).(23c)
Therefore, the corresponding matrix of (23) is square if and only if
(24) dimVsbb(K)
⊥ + dimW (K) = dimVs(K)⊥ + dim(W (K)/P0(K)) + dimM(∂K).
Since dimVsbb(K)
⊥ = dimV (K) − dimVsbb(K), dimVs(K)⊥ = dimV (K) − dimVs(K),
and dimW (K)/P0 = dimW (K)−1, we see that (24) is nothing but IM = 0. So, it suffices
to show the following a priori estimates in order to verify the existence and uniqueness of
the HDG-projection. In the following, we assume that τ is a positive constant for simplicity.
Theorem C.3. Assume that τ is a positive constant. Then, for all K ∈ Th, there exist
constants C such that
‖q −ΠV q‖K ≤ ‖q − PV q‖K + Ch1/2 (‖(q − PV q) · n‖∂K + ‖τ(u− PWu)‖∂K) ,
‖u−ΠWu‖K ≤ ‖u− PWu‖K + Ch1/2
(‖τ−1(q − PV q) · n‖∂K + ‖u− PWu‖∂K) .
Proof. Let PV ⊥sbb
be the L2-projection onto V ⊥sbb and let us denote as
δq = PV ⊥sbb
q −ΠV q, δu = PWu−ΠWw.
We will show that there exist constants C independent of h such that
‖δq‖K ≤ Ch1/2 (‖(q − PV q) · n‖∂K + ‖τ(u− PWu)‖∂K) ,(25)
‖δu‖K ≤ Ch1/2
(‖τ−1(q − PV q) · n‖∂K + ‖u− PWu‖∂K) ,(26)
from which the assertion follows immediately.
Let T be a reference element. Note that ‖∇ · v‖T + ‖v · n‖∂T and ‖∇w‖T + ‖w‖∂T are
norms on Vsbb(T )
⊥ and W (T ), respectively. By the standard scaling argument, we obtain
‖δq‖K ≤ C
(
h‖∇ · δq‖K + h1/2‖δq · n‖∂K
)
,(27)
‖δu‖K ≤ C
(
h‖∇δu‖K + h1/2‖δu‖∂K
)
.(28)
Since ∇ · v ∈ W (K) and ∇w ∈ V (K), we have (u,∇ · v)K = (PWu,∇ · v)K and, in view
of Proposition C.2, (q,∇w)K = (PV q,∇w)K = (PV ⊥sbbq,∇w)K . Then we can rewrite (23)
into
(δu,∇ · v)K = 0 ∀v ∈ V (K),(29a)
(δq,∇w)K = 0 ∀w ∈W (K),(29b)
〈δq · n+ τδu, µ〉∂K = F (µ) ∀µ ∈M(∂K),(29c)
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where F (µ) = −〈(q−PV q) ·n+ τ(u−PWu), µ〉∂K . Choosing v = δq, w = δu, and µ = δu
in the above and integrating by parts in (29b) give us
(δu,∇ · δq)K = 0,(30a)
−(∇ · δq, δu)K + 〈δq · n, δu〉∂K = 0,(30b)
〈δq · n, δu〉∂K + ‖τ1/2δu‖2∂K = F (δu).(30c)
Combining these equations, we have
‖τ1/2δu‖2∂K = F (δu) ≤ (‖(q − PV q) · n‖∂K + ‖τ(u− PWu)‖∂K) ‖δu‖∂K ,
from which it follows that
(31) ‖δu‖∂K ≤ ‖τ−1(q − PV q) · n‖∂K + ‖u− PWu‖∂K .
By (30b) with v = ∇δu and integration by parts, we get
‖∇δu‖2K = 〈δu,∇δu · n〉∂K ≤ ‖δu‖∂K · Ch−1/2‖∇δu‖K .
Then we have
‖∇δu‖K ≤ Ch−1/2‖δu‖∂K .
Putting this together with (31) and using (28) yield (26). Substituting µ = δq ·n in (29c),
we have
‖δq · n‖2∂K = −〈τδq · n, δu〉∂K + F (δq · n)
≤ (‖τδu‖∂K + ‖(q − PV q) · n‖∂K + ‖τ(u− PWu)‖∂K)‖δq · n‖∂K .
From this and (31), it follows that
‖δq · n‖∂K ≤ 2(‖(q − PV q) · n‖∂K + ‖τ(u− PWu)‖∂K).(32)
Taking w = ∇ · δq in (30a) and integrating by parts, we have
‖∇ · δq‖2K = 〈δq · n,∇ · δq〉∂K ≤ ‖δq · n‖∂K · Ch−1/2‖∇ · δq‖K ,
which implies
‖∇ · δq‖K ≤ Ch−1/2‖δq · n‖∂K .
Combining this and (32) with (27), we obtain (25). The proof is complete. 
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