Abstract-The selection of interleaver depth for the land-mobile satellite channel is investigated by analyzing the performance of convolutionally encoded BPSK and DPSK over a frequency-nonselective correlated Ricean fading channel. By extending previous analyses of partially interleaved convolutional codes over such channels, a new figure of merit-which is a function of the channel correlation function-is identified. Simulation results for the first-order Butterworth, Jakes, and Divsalar fading spectra are presented which demonstrate the applicability of the figure of merit as an aid in interleaver design. The figure of merit also tracks the nonmonotonic, or quasi-oscillatory, behavior of the decoded bit error rate with increasing interleaver depths in those situations where this occurs.
I. INTRODUCTION

I
NTERLEAVING is used to remove channel memory when applying error control codes designed for memoryless channels to channels with memory. Correlated fading is the primary source of channel memory on the land-mobile satellite channel. For this reason, interleaving is an essential element in the design of error control techniques for the land-mobile satellite channel.
The performance of a memoryless channel code on a correlated channel is improved by interleaving. This improvement is governed by interleaving depth [1] - [4] . Theoretically, an infinite interleaving depth renders a correlated channel memoryless to the decoder. Obviously, practical considerations require an interleaver with a finite depth which renders a correlated channel only approximately memoryless to the decoder. Thus, the design of interleavers reduces to a determination of how large needs to be in order to realize most of the coding gain associated with the error control code. Historically, this has been done through computer simulation (see, for example, [5] - [7] ). More recently, analyses of coded systems with finite interleaving depth have been published [8] - [11] but a general interleaving rule based on the autocorrelation function of the fading process has not. The only interleaving rule published in the open literature is that due to Modestino [7] where simulation results were used to demonstrate that fully interleaved performance is approximately achieved for BPSK over an exponentially correlated fading channel when the interleaving depth is chosen to satisfy where is the maximum Doppler shift and is the reciprocal of the coded bit rate. Unfortunately, this rule does not apply to correlated fading channels with other autocorrelation functions.
In this paper, we generalize some of the previous analysis of coded systems with finite interleaving depths and identify a figure of merit which specifies the interleaving depth required to realize most of the gain due to interleaving. This new figure of merit is a function of the autocorrelation function of the fading process. Since our emphasis is the land-mobile satellite channel, our examples are drawn from channel models common to this application to demonstrate the applicability of our figure of merit to different channel fading spectra. Further, our figure of merit also characterizes those conditions where the decoded bit error rate (BER) does not decrease monotonically with increasing interleaver depth. Section II presents an analysis of BPSK and DPSK over the land-mobile satellite channel. The analysis technique and notation follow closely that of Gagnon and Haccoun [8] with generalizations where necessary. In Section III, the figure of merit suggested by the analysis is identified and the simulation results that illustrate its utility are summarized. The simulations were performed on channels with the first-order Butterworth, Jakes, and Divsalar fading spectra. Finally, Section IV summarizes the contributions of the paper and states some follow-up observations from the analysis.
II. ANALYSIS
A. The Land-Mobile Satellite Channel
Let be the complex baseband form of the transmitted signal and let be the complex baseband form of the received signal. For land-mobile satellite applications, the channel is usually modeled as a frequency-nonselective, time-varying fading channel with a strong line-of-sight component [12] - [16] so that the received signal is expressed as (1) where the complex valued line-of-sight attenuation; the diffuse fading process; the thermal noise. The line-of-sight attenuation factor accounts for path loss, atmospheric attenuation, rain attenuation, phase shift, etc., on the line-of-sight link. The thermal noise is modeled as a complex-0090-6778/01$10.00 © 2001 IEEE valued, zero-mean Gaussian random process with power spectral density W/Hz. The diffuse fading process is modeled as a complex-valued, zero-mean Gaussian random process with autocorrelation (2) and power spectral density which is the Fourier transform of . For convenience, we define to be the power in the diffuse fading process. We will consider three important special cases for the power spectral density of the diffuse fading spectrum.
1) The first-order Butterworth spectrum [17] is commonly used to model the fading process on mobile satellite channels or other channels where the fading process is exponentially correlated. This spectrum is characterized by the autocorrelation function (3) where ( is the wavelength of the carrier frequency, and is the relative radial velocity of the mobile receiver).
2) The Jakes spectrum [18] , [19] is commonly used to model the fading process for the land-mobile cellular channel. The Jakes spectrum is characterized by the autocorrelation function (4) where is the zeroth-order Bessel function of the first kind. Typically this spectrum is a good approximation for a receiving system using an omni-directional antenna where the arrival angles of the multipath reflections are uniformly distributed in azimuth.
3) The Divsalar spectrum [20, Appendix A] (or [21] ) is applicable to any mobile terminal which uses a narrow-beam antenna which tracks the location of the satellite transmitter in an environment where the arrival angles of the multipath reflections are uniformly distributed in azimuth. This spectrum is a function not only of the vehicle velocity and carrier wavelength but also of the antenna beamwidth , the angle between the direction of travel and the antenna bearing angle , and the elevation angle of the satellite transmitter relative to the mobile receiver. Unlike the previous two, this spectrum can be an asymmetric bandpass spectrum. The power spectrum assumes two different general shapes depending on the system geometry [20] , [21] . For (5) the power spectral density of the diffuse fading process is defined in (6) , shown at the bottom of the page, while for or (7) the power spectral density of the diffuse fading process is defined in (8) , shown at the bottom of the page. The Doppler-shifted carrier frequency is centered at which is not, in general, within the band occupied by the power spectral density of the diffuse process [20] . This characteristic plays an important role in relationship between BER performance and interleaver depth. Other fading spectra found in the open literature include the Gaussian spectrum used by the COST 207 project [22] to model the GSM cellular systems and by Bello [23] , Wilson et al. [24] , and Miyagaki [25] to model fading on the aeronautical channel; the rectangular spectrum considered by Hummels and Ratcliffe [26] ; and the second-order Butterworth described by Salwen [27] .
We analyze the performance of partially interleaved convolutional codes 1 on this channel to derive expressions which motivate the use of the proposed figure of merit [cf. (49)]. Initially, we follow closely the analysis of [8] and generalize where necessary to account for asymmetric fading spectra. Ideal symbol synchronization and carrier phase synchronization are assumed and the performance of the ideal Viterbi algorithm is analyzed for BPSK and DPSK.
First we assume an -bit message is encoded to produce a packet of length . Let be the vector corresponding to the inphase and quadrature matched filter outputs for channel symbols at times where is the reciprocal of the coded bit rate. The random 1 The code rate is k=n, m is the memory order, and K = m + 1 is the constraint length.
for else (6) for for else (8) vector represents the matched filter outputs due to the thermal noise. Since is a Gaussian random process, is a Gaussian random vector with density function (9) The random vector represents the faded signal component of the matched filter outputs. Following Helstrom's general analysis [28] , the elements of are arranged so that the first elements are the inphase (or real) components of the matched filter outputs 2 and the second components are the quadrature (or imaginary) components of the matched filter outputs (10) where and are the real and imaginary parts of , respectively. Since the fading process is modeled as a Gaussian random process, is a Gaussian random vector with joint density function (11) where the vector has elements for where . Clearly
The autocovariance matrix is given by (13) and has elements for where (14) Further, we assume that the inphase and quadrature components of the fading process have equal powers so that (15) and the autocorrelation function (2) may be expressed as [28] (16) where and are the normalized real and imaginary parts of the autocorrelation function given by (17) (18) 2 We have assumed, without loss of generality, the line-of-sight component to be entirely in-phase so that a is purely real. This assumption is equivalent to assuming carrier phase synchronization with the line-of-sight component.
Assuming is proper in the sense defined by [29] , is even and is odd and the autocovariance matrix may be partitioned as [28, Appendix D] ( 19) where is a symmetric matrix with entries and is a skew symmetric matrix with entries for .
B. BPSK
Following the traditional analysis approach, the performance is bounded using the union bound and the pairwise error probabilities (20) where is the all-zeros codeword, is the set of complete nonzero codewords, and is the Hamming weight of the information sequence corresponding to codeword . The term is the pairwise error probability which, for the case of antipodal signals using unquantized matched filter outputs, is (21) where is the energy contained in the locations of where and differ. Since the energy in each of the matched filter outputs varies randomly due to the fading process, (21) is a conditional probability and we need the probability density function of to compute the unconditional probability. Let be the indices of the nonzero elements of . Then the decoder error probability is a function of those elements in . Let be the elements of corresponding to the locations where and differ as (22) where is the Hamming weight of . Thus (23) where is the transmitted bit energy. Since is a Gaussian random vector, is also a Gaussian random vector with joint probability density function (24) where is the autocovariance matrix given by (25) where and are defined in (26) and (27) , respectively, shown at the bottom of the page. The unconditional pairwise error probability may be computed as follows: (28) (29) (30) where is the characteristic function for the quadratic of Gaussian random variables and is given by [30] , [31] (31)
Thus may be expressed in terms of (31) by setting which may be simplified as shown in Appendix A to (32) where and
From an error performance point of view, interleaving to a depth has the same effect as increasing the sample spacing of from to . The effects of interleaving are included in the foregoing analysis by replacing by in the correlation matrices (26) and (27) . Ideal interleavers make a correlated channel appear memoryless at the decoder. In terms of this analysis, an ideally interleaved channel is characterized by and for all . In most circumstances, these conditions are approximated by a sufficiently large interleaving depth . The question we seek to answer is how large should be?
The answer to this question is developed as follows. We begin by grouping the terms in (20) by Hamming weight. Let be the set of indices corresponding to weight codewords. Now the probability of error may be expressed as (34) Since the performance is dominated by the low weight codewords, (34) is truncated as (35) Each term in the summation (35) depends on the locations of ones in . This is tedious to compute and makes the bound (35) impractical. One approximation that simplifies the expression is to replace each by a term that upper bounds each and depends only on the Hamming weight . This term would correspond to where is the weight codeword such that for all (36) Since this technique requires detailed knowledge of the "fine" structure of the code, it is also impractical in general. For the exponentially correlated fading channel, it was proved in [11] ,
. . . . . . (27) that is the codeword with consecutive ones (see [11, Proposition 1] ). Unfortunately, this result does not generalize.
To produce an expression that does not depend on the "fine" structure of the code and applies to other correlation functions, we consider the vector which is a vector with ones in the first positions and zeros in the last positions:
We use this vector in place of in (35) to produce an approximate expression for the pairwise error probability that does not depend on the locations of the ones in the codeword. This approximation is motivated by the result from [11] as described above. We adopt it as a matter of convenience since it produces a figure of merit that does not depend on the detailed structure of the code. The numerical results presented below illustrate that this is a reasonable choice. Using , the union bound on the pairwise error probability becomes 
where and are given by (26) and (27) , respectively, using . We focus on the quadratic term in the exponent (since the bit-error probability is more sensitive to changes in this term than it is to a change in the denominator term ) and examine its behavior as a function of . For an interleaver of depth , is computed using and defined by (26) and (27) , respectively, using in place of and . Note that is a function of the received signal-to-noise ratio (SNR) and the Rice factor . Setting the product produces the matrix (42) which is used in place of in the quadratic term to generate a function that does not depend on either the SNR or the Rice factor . Since for perfect ideal interleaving, we propose, as our figure of merit for assessing how close a particular interleaving depth comes to realizing the ideal performance, a simple test that determines how close is to 1/2.
C. DPSK
Pierce and Stein [31] derived an expression for the probability of error for binary noncoherent orthogonal signals using -fold square-law diversity combining. Jones [32] showed that the performance of DPSK using -fold diversity reception is 3 dB superior to that of binary noncoherent orthogonal signals using -fold square-law diversity combining but otherwise equivalent. To compute the pairwise error probability for DPSK, we apply Stein's result to our present problem (using the Hamming weight of -call it -in place of ) and correct the SNR by a factor of 2 according to Jones to yield (43) where, as before, and
The unconditional pairwise error probability is given by
where is given by (31) . We apply the same technique as in Section II-B by grouping the pairwise error probabilities by Hamming weight as in (34) , truncating as in (35) , and upper bounding by a term based on a length all vectors as in (40). Using a straightforward generalization of the bounding technique used in [8] for the term , we obtain (48) where , and is given by (33) . For an interleaving depth , and are computed using and defined by (26) and (27) , respectively, using in place of and , . As before, the performance is dominated by the term so that the test for fully interleaved performance is the same as that for BPSK: it is a test on how close is to 1/2.
III. SIMULATION RESULTS
The foregoing analysis has motivated the importance of the term as a figure of merit in assessing how close to ideal interleaving a partially interleaved system is. For ideal interleaving . In this section, we simulate the performance of BPSK and DPSK over a correlated Ricean fading channel for varying interleaving depths to determine how close must be to 1/2. The results show that when the interleaving depth is large enough so that (49) the performance over a partially interleaved channel is within a small fraction of one decibel of the performance over an ideal, fully interleaved channel. Simulation results are presented for the three channel correlation functions outlined in Section II-A. We demonstrate that the figure of merit (49) applies to all three cases.
A. First-Order Butterworth Spectrum
The upper plot in Fig. 1 plots the decoded BER performance of a Viterbi decoder for BPSK using the optimum rate [33] convolutional code over a correlated Rice fading channel as a function of the interleaving depth . In this case, the power spectral density of the diffuse fading component is the firstorder Butterworth spectrum. The interleaver used in the simulations is a block interleaver with rows and 100 columns. Coded bits are inserted by rows into the interleaver and output to the channel by columns. As expected, the decoded BER drops as the interleaving depth increases, but levels out at approximately which is the BER for this code on an uncorrelated Rice fading channel with dB and dB. Most of the gain realized by interleaving is achieved when reaches 10. The lower plot in Fig. 1 plots as a function of where we observe that at , . Fig. 2 is a plot of the decoded BER performance of the same code on the same exponentially correlated Rice fading channel as a function of for . For reference, the simulated BER performance using ideal interleaving is included. This plot demonstrates that partial interleaving using results in about a 0.2-dB loss relative to full interleaving using . We note that this result is consistent with that reported in [7] where simulation results were used to show that fully interleaved performance is approximately achieved over an exponentially correlated channel when .
B. Jakes Spectrum
The upper plot in Fig. 3 plots the decoded BER performance of a Viterbi decoder for BPSK using the optimum rate [33] convolutional code over a correlated Rice fading channel as a function of the interleaving depth . In this case, the power spectral density of the diffuse fading component is the Jakes spectrum. An block interleaver is also used here. As expected, the decoded BER drops as the interleaving depth increases, but levels out at approximately which is the BER for this code on an uncorrelated Rice fading channel with dB and dB. Most of the gain realized by interleaving is achieved when reaches 14. The lower plot in Fig. 3 plots as a function The channel is a Rice fading channel with = 7 dB. The fading spectrum is the Jakes spectrum with f T = 0:01.
of where we observe that at , . Fig. 4 is a plot of the decoded BER performance of the same code on the same correlated Rice fading channel as a function of for . For reference, the simulated BER performance using ideal interleaving is included. This plot demonstrates that partial interleaving using results in about a 0.2-dB loss relative to full interleaving using . We note that the interleaving rule derived by Modestino [7] for the exponentially correlated fading channel does not apply here, but that the figure of merit (49) does. 
C. Divsalar Spectrum
The following examples use system parameters and geometries typical of a mobile receiver tracking the ACTS satellite [34] . For these systems, the vehicle velocity is 30 mph, the downlink frequency is 19.914 GHz cm , the elevation angle is , and the antenna beamwidth [35] .
We begin with the case where the Doppler-shifted carrier is within the spectral band occupied by power spectral density of the diffuse fading process. This is realized when, for example, the antenna bearing angle relative to the direction of travel is . The Divsalar spectrum occupies the band 139-319 Hz and is centered at 229 Hz. The Doppler shifted carrier is at Hz. The performance in this case is illustrated in Fig. 5 which plots the decoded BER performance of a Viterbi decoder for BPSK using the optimum rate convolutional code [33] and an interleaver over a Rice fading channel as a function of interleaving depth. The power spectral density of the diffuse process is the Divsalar spectrum with Hz. As before, the BER decreases with increasing interleaving depth and levels out at approximately which is the BER for this code on an uncorrelated Rice fading channel with dB and dB. Most of the gain due to interleaving is achieved when reaches 9. This trend is also shown in the lower plot in Fig. 5 which plots as a function of where we observe that at , . Fig. 6 is a plot of the decoded BER performance of the same code on the same correlated Rice fading channel as a function of for . For reference, the simulated BER performance using ideal interleaving is included. This plot demonstrates that partial interleaving using results in about a 0.2-dB loss relative to full interleaving using . We now consider the case where the Doppler-shifted carrier is not within the spectral band occupied by the power spectral density of the diffuse fading process. This situation is realized when, for example, the antenna bearing angle relative to the direction of travel is . The Divsalar spectrum occupies the band 831-879 Hz and is centered at 855 Hz. The Doppler-shifted carrier is at Hz. The performance in this case is illustrated in Fig. 7 which plots the decoded BER performance of a Viterbi decoder for BPSK using the optimum rate convolutional code [33] over a Rice fading channel using an interleaver as a function of interleaving depth. This plot shows that the decoded BER performance oscillates with increasing interleaving depth . As a consequence, is a "good" interleaving depth while is a "bad" interleaving depth. The oscillations between "good" and "bad" interleaving depths is periodic and is a function of the channel parameters. The interaction between the Doppler shifted carrier and the narrow-band diffuse component causes fades which are approximately periodic in the envelope of the received signal. The period of these fades is approximately the reciprocal of the difference between the Doppler-shifted carrier and the center frequency of the narrow-band diffuse fading process. An interleaver of depth will concatenate the periodic fades whenever is a multiple of the period (i.e., "bad" values of are integer multiples of ). This concatenation produces a long sequence of faded matched filter outputs at the Viterbi decoder input which overwhelms the ability of the code to correct errors. The result is an interleaved BER performance which is worse than the BER performance without interleaving. For the case illustrated in Fig. 7 , the "bad" interleaving depths are multiples of -. This phenomenon also shows up in the term as illustrated in the lower plot in Fig. 7 . Here, large values of are good and low values are bad. As before, whenever the BER performance is good and bad otherwise. Thus the figure of merit (49) applies to this case as well and also shows the "bad" values of interleaving depth. Fig. 8 summarizes the above observations in a more traditional way with a plot of the decoded BER as a function of for the same code on the same channel for interleaving depths of 7, 16, 32 and 70. Of the four interleaving depths simulated, the shortest offers the best performance.
To conclude, we present simulation results for DPSK to illustrate that the oscillatory behavior of BER with interleaving Fig. 9 . Simulated performance of BER as a function of interleaving depth I for DPSK using the optimum rate 1=2 K = 3 convolutional code. The channel is a Rice fading channel with = 7 dB and E =N = 8 dB and the bit rate is R = 4000 bits/s. The fading spectrum is the Divsalar spectrum which occupies the band 831-879 Hz and is centered at f = 855 Hz. The maximum Doppler shift is f = 890 Hz and the Doppler-shifted carrier is at f = 608 Hz. Fig. 10 . Simulated performance of BER as a function of E =N for DPSK using the optimum rate 1=2 K = 3 convolutional code. The cases for I = 7; 16; 32; 70 are shown. The channel is a Rice fading channel with = 7 dB and the bit rate is R = 4000 bits/s. The fading spectrum is the Divsalar spectrum which occupies the band 831-879 Hz and is centered at f = 855 Hz. The maximum Doppler shift is f = 890 Hz and the Doppler-shifted carrier is at f = 608 Hz. depth is not a function of the modulation. Fig. 9 plots the decoded BER performance as a function interleaving depth (top plot) and the term as a function of interleaving depth (bottom plot) for DPSK using the optimum rate [33] convolutional code over a correlated Rice channel with the same fading spectrum as the previous example using BPSK. In this case, we observe the same behavior as in the case of BPSK and that tracks the performance of partially interleaved systems. Fig. 10 plots the decoded BER as a function of for the same code and channel for fixed interleaving depths as in Fig. 8 again, showing that, of the four interleaving depths simulated, the shortest interleaving depth offers the best performance over this channel.
IV. CONCLUSION
An analysis of convolutionally encoded BPSK and DPSK over a correlated Ricean fading channel suggests as a figure of merit in predicting the interleaving depth versus performance tradeoff. Plots of together with simulation results show that the performance of partially interleaved systems is within 0.2 dB of fully interleaved systems whenever the interleaving depth is such that (50) and that this figure of merit applies to the three channel correlation functions examined.
Over channels with more traditional channel correlation functions, the proposed figure of merit predicts the usual observation that the best performance occurs with the largest interleaving depths and decreases with decreasing interleaving depth. There are land-mobile satellite channels however where this is not the case and the bit-error performance oscillates with interleaving depth. The oscillatory behavior of the decoded BER as a function of interleaving depth occurs when the Doppler-shifted carrier is not contained within the spectral band occupied by the power spectral density of the diffuse fading component and in other cases, such as the Jakes spectrum in Rayleigh fading. This phenomenon does not occur on channels where the fading spectra are not band limited (e.g., the first-order Butterworth spectrum).
As a final note, we point out that the pairwise error probability for BPSK ((32) in Section II) reduces to (51) for the case of ideal interleaving (to see this, set and ). This result is a special case of the more general result developed in [11] . This expression is different from the bound on the pairwise error probability for ideally interleaved BPSK previously published in [7] : (52) where and are the mean and variance of the Ricean envelope . A comparison of these two bounds shows that (51) is much tighter than (52) for Rice factors less than 10, but that the two bounds converge as increases. At dB, the two are about 0.2 dB apart.
APPENDIX SIMPLIFICATION OF THE PAIRWISE ERROR PROBABILITY
We start with the pairwise error probability (53) and seek a simplification of the term for the exponential in the numerator ( is the SNR). Since (54)
we see that reduces to
As before, we express the autocovariance matrix in the form For the determinant in the denominator of (53) we apply the well-known result [36, 
