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Abstract
A two dimensional eigenvalue problem (2DEVP) of a Hermitian matrix pair (A,C)
is introduced in this paper. The 2DEVP can be viewed as a linear algebraic for-
mulation of the well-known eigenvalue optimization problem of the parameter matrix
H(µ) = A − µC. We present fundamental properties of the 2DEVP such as the ex-
istence, the necessary and sufficient condition for the finite number of 2D-eigenvalues
and variational characterizations. We use eigenvalue optimization problems from the
quadratic constrained quadratic program and the computation of distance to instability
to show their connections with the 2DEVP and new insights of these problems derived
from the properties of the 2DEVP.
Key words. eigenvalue problem, eigenvalue optimization, variational characterization.
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1 Introduction
We are interested in finding scalars µ, λ ∈ R and vectors x ∈ Cn to satisfy the nonlinear
equations 
(A− µC)x = λx, (1a)
xHCx = 0, (1b)
xHx = 1, (1c)
where A,C ∈ Cn×n are given Hermitian matrices and C is indefinite. The pair (µ, λ) is
called a 2D-eigenvalue, x is called the corresponding 2D-eigenvector, and the triplet (µ, λ, x)
is called a 2D-eigentriple. We use the term “2D” based on the fact that an eigenvalue has
two components, which is a point in the (µ, λ)-plane. The nonlinear equations (1) are called
a two dimensional eigenvalue problem, 2DEVP in short, of the matrix pair (A,C).
Our interest in studying the 2DEVP (1) stems from eigenvalue optimization problems.
If we regard µ as a parameter in the 2DEVP (1), the equation (1a) is a parameter eigenvalue
∗Submitted to the editors November 20, 2019.
†School of Mathematical Sciences, Fudan University, Shanghai 200433, China (yfsu@fudan.edu.cn,
tylu17@fudan.edu.cn). The work of the first and second author was supported by China NSF Project
91730303 and 11971122.
‡Department of Computer Science and Department of Mathematics, University of California, Davis, CA
95616, USA (zbai@ucdavis.edu)
1
2 Y. Su, T. Lu and Z. Bai
problem of H(µ) = A − µC. Since A and C are Hermitian, H(µ) has n real eigenvalues
λ1(µ), λ2(µ), . . . , λn(µ) for any µ ∈ R. Suppose that these eigenvalues are sorted such that
λ1(µ) ≥ λ2(µ) ≥ · · · ≥ λn(µ). When one wants to optimize an eigenvalue λi(µ) with respect
to µ, say
max
µ∈R
λi(µ), (2)
the second equation (1b) is actually a necessary condition for (local or global) maxima or
minima (see Section 5). This fact has been observed by Overton [23] when λi(µ∗) is a simple
eigenvalue of H(µ∗) at a critical point µ∗. In general, when λi(µ∗) is a multiple eigenvalue,
to the best of our knowledge, the connection to the 2DEVP (1) as presented in this paper
is new. Different equivalent conditions of the eigenvalue optimization have been discovered
in the literature, such as conditions based on the generalized gradient [25] and existence of
a special positive semidefinite matrix [8] in the context of minimizing the largest eigenvalue
of a multivariable Hermitian matrix. These conditions will lead to a different optimization
method. The eigenvalue optimization in the presence of multiplicity is still one of main
challenges [25, 22, 23, 8, 19, 27, 21, 14, 18].
Blum and Chang [2] considered the following so-called two-parameter or double eigen-
value problem arising from solving a boundary value problem of ordinary differential equa-
tions with double parameters: 
Ax = λC1x+ µC2x,
f(x) = 0,
‖x‖ = 1,
(3)
where A,C1, C2 ∈ Rn×n and f is a real-valued function. λ, µ ∈ R and x ∈ Rn are the
eigenvalues and eigenvectors to be found. Khazanov generalized the problem (3) to more
than two parameters and studied the related spectral problems [15]. Obviously, when A
and C in (1) are real, the 2DEVP (1) is a special case of (3). The reasons for our study
of the 2DEVP (1) are two-fold. There is no analysis of essential properties of the two-
parameter eigenvalue problem (3) such as the existence [2, 15]. The authors of [2, 15]
proposed algorithmic schemes to solve (3) but there is no convergence analysis of proposed
schemes. More important, only real matrices are considered. The extension to the complex
matrices is necessary for applications such as calculating the distance to instability [29] (see
Section 2). It is non-trivial extension since one cannot take the derivatives of the equations
(1b) and (1c) directly.
The objectives of this paper include revealing the relationship between the 2DEVP (1)
and the eigenvalue optimization of the matrix H(µ) = A − µC, and studying fundamental
properties of the 2DEVP (1) such as the existence and the necessary and sufficient condition
for the finite number of 2D-eigenvalues. This is the first paper of ours in a sequel on the
study of the 2DEVP (1). In the forthcoming work, we will show that by transforming the
eigenvalue optimization (2) into the 2DEVP (1), we will be able to migrate a variety of well
established algorithms such as Rayleig quotient iteration to solve the large scale 2DEVP
(1).
The rest of this paper is organized as follows. In Section 2, we discuss two eigenvalue
optimizations as the origins of the 2DEVP (1). In Section 3, we use simple 2-by-2 2DEVPs
to reveal some essential features and complexity of the 2DEVP. In Section 4, we study the
related parameter eigenvalue problems and introduce the notion of sorted eigencurves and
analyticalized eigencurves. In Section 5, we investigate the variational characterization of
2D-eigenvalues, which connects the 2D-eigenvalues with the critical points of sorted eigen-
curves. In Section 6, we show the existence of the solution of 2DEVP, and prove a necessary
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and sufficient condition for the existence of finite number of 2D-eigenvalues. In Section 7, we
revisit the two eigenvalue optimization problems in Section 2 to show new insights derived
from the properties of the 2DEVP (1). Concluding remarks are in Section 8.
2 Applications
In this section, we discuss two eigenvalue optimization problems that can be formulated as
the 2DEVP (1).
2.1 QCQP
Consider the quadratic constrained quadratic program (QCQP)
min
u
uHTu s.t. uHPiu+ 1 ≤ 0 for i = 1, 2, · · · , k, (4)
where T is a Hermitian positive definite matrix and Pi are Hermitian indefinite matrices.
The QCQP appears in the MIMO relay precoder design problem and among other applica-
tions [20]. Although the QCQP can be relaxed to a convex semi-definite programming [20],
Gaurav and Hari [11] showed that for a frequently encountered case k = 2, the QCQP (4)
is equivalent to the minimax problem of Rayleigh quotients:
min
x 6=0
max { ρA(x), ρB(x) } ≡ min
x 6=0
max
{
xHAx
xHx
,
xHBx
xHx
}
, (5)
where A = SHP1S,B = S
HP2S and S = T
−1
2 is the square root of T−1. Furthermore, they
proved that
1. if (λ, x) is the minimal eigenpair of matrix A, and λ = ρA(x) ≥ ρB(x), then x is the
optimal solution of (5).
2. If (λ, x) is the minimal eigenpair of matrix B, and λ = ρB(x) ≥ ρA(x), then x is the
optimal solution of (5).
3. Otherwise, in general, the optimal solution of (5) is equivalent to optimize the following
constrained Rayleigh quotient:
min
xHCx=0
xHx=1
xHAx, (6)
where C = A−B is indefinite. Furthermore, it is shown that the problem (6) can be
cast as the following eigenvalue optimization problem:
max
µ∈R
λmin(A− µC), (7)
where λmin(X) is the mimimum eigenvalue of a symmetric matrix X .
By Theorem 6.3 in Section 6, we will see that the solution of problem (6) corresponds to
the minimum 2D-eigentriple of 2DEVP (1). In Section 7, we will show that the search
interval of (7) can be reduced to µ ∈ [0, 1]. We note that the minimax problem (5) of
Rayleigh quotients also arises from optimal conditions of CDT problems in the trust region
methods for nonlinear equality constrained optimization [6, 31] and is closely related to the
well-known S-lemma in control theory and robust optimization [24, 30].
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2.2 Distance to instability
A basic problem in control theory and other applications is to compute the distance from a
stable continuous linear system to an unstable one, see .e.g. [28, §49]. In matrix notation,
for a stable matrix Â ∈ Cm×m, i.e., all eigenvalues of A locate in the left half of the complex
plane, the distance to instability is defined by
β(Â) = min
{
‖E‖
∣∣ Â+ E is unstable } = min
µ∈R
σmin(Â− µiI),
where σmin(X) refers to the smallest singular value of X [29] and i =
√−1. Obviously,
σmin(Â− µiI) = λm(A− µC) with A =
[
Â
ÂH
]
and C =
[
iI
−iI
]
, (8)
where n = 2m eigenvalues of A− µC are sorted such that
λ1(µ) ≥ λ2(µ) ≥ · · · ≥ λm(µ) > 0 > λm+1(µ) ≥ · · · ≥ λn(µ).
Thus
β(Â) = min
µ∈R
λm(A− µC). (9)
By Theorem 5.1 in Section 5, we will see that if
µ∗ ∈ argmin
µ∈R
λm(µ) ≡ λm(A− µC),
then (µ∗, λm(µ∗)) is a 2D-eigenvalue of the 2DEVP (1). Futhermore, in Section 7, we will
show that the search interval of (7) can be reduced to the interval [−‖A‖, ‖A‖].
3 2-by-2 2DEVPs
In this section, we use 2-by-2 2DEVPs, namely A and C are 2-by-2 matrices, to illustrate the
essential properties of the 2DEVP. Without loss of generality, we assume that the indefinite
matrix C is diagonal with diagonal elements c1 > 0 and c2 < 0. Thus, for any α ∈ C with
|α| = 1, the vector
x(α) =
[
1/
√
c1
α/
√−c2
]
(10)
satisfies (1b), i.e., xH(α)Cx(α) = 0. Furthermore, up to a scaling, any nonzero vector x
satisfying (1b) has the form (10).
For the vector x(α), assume the equation (1a) is satisified for some (µ, λ). By multiplying
xH(α) and xH(α)C on the left of (1a) respectively, we have
µ =
xH(α)CAx(α)
‖Cx(α)‖2 and λ =
xH(α)Ax(α)
xH(α)x(α)
, (11)
and the triplet (µ, λ, x(α)) satisfies (1a).
Since there exist infinitely many α with |α| = 1, the 2DEVP (1) seems to possess infinite
number of 2D-eigenvalues. However, this does not imply that any triplet (µ, λ, x(α)) defined
in (10) and (11) is a 2D-eigentriple of 2DEVP (1) since only real pairs (µ, λ) are of interest.
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Obviously, λ in (11) is always real. By straightforward calculation, we have
µ =
a11 − a22 + (c1αa12 + c2αa12)/
√−c1c2
c1 − c2 . (12)
Since c1 > 0 and c2 < 0, µ is real if and only if αa12 is real. There are two cases:
• a12 6= 0. By choosing α1,2 = ±|a12|/a12, then we have
µ1,2 =
a11 − a22 ± |a12|(c1 + c2)/
√−c1c2
c1 − c2 , (13)
and
λ1,2 =
a11/c1 − a22/c2 ± 2|a12|/
√−c1c2
(c1 − c2)/(−c1c2) . (14)
and
x1,2 = x(α1,2).
Therefore, in this case, the 2DEVP (1) has exactly two 2D-eigentriples (µ1, λ1, x1) and
(µ2, λ2, x2). In addition, we note that λ1 and λ2 are simple eigenvalues of A − µ1C
and A− µ2C, respectively.
• a12 = 0. In this case, α can be any scalar with |α| = 1. The 2D-eigentriples are given
by
(µ1, λ1, x1(α)) ≡
(
a11 − a22
c1 − c2 ,
a22c1 − a11c2
c1 − c2 ,
[
1/
√
c1
α/
√−c2
])
. (15)
There are infinitely many eigen-triples with the same 2D-eigenvalue. In addition, λ1
is an eigenvalue of A− µ1C with multiplicity 2. All un-normalized eigenvectors x(α)
consist of a two dimensional manifold, but not a two dimensional subspace. Although
there are infinitely many of such 2D-eigenvectors, we can only find at most two linear
independent ones.
If we discard the equation (1b), the 2DEVP becomes a parameter eigenvalue problem of
H(µ) = A− µC. Again, there are two cases:
• a12 6= 0. In this case, we have two smooth eigenfunctions λ1(µ) and λ2(µ) of H(µ):
λ1,2(µ) =
a11 + a22 − µ(c1 + c2)±
√
[(a11 − a22)− µ(c1 − c2)]2 + 4 |a12|2
2
.
By taking
dλ1,2
dµ
= 0, we have
µ1,2 =
a11 − a22 ± |a12|(c1 + c2)/
√−c1c2
c1 − c2 .
By (13), (µ1, λ1(µ1)) and (µ2, λ2(µ2)) are 2D-eigenvalues. Therefore, critical points of
the eigenfunctions λ1(µ) and λ2(µ) are 2D-eigenvalues.
• a12 = 0. In this case, eigenfunctions λ1(µ) and λ2(µ) are
λ1,2(µ) =
1
2
(a11 + a22 − µ(c1 + c2)± |a11 − a22 − µ(c1 − c2)|) .
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Moreover, λ1(µ) and λ2(µ) intersect and are not differential at the intersection point
µ1 = µ2 =
a11 − a22
c1 − c2 . Furthermore, since |c1 + c2| < |c1 − c2|, µ1 and µ2 are the
minimum and maximum of eigenfunctions λ1(µ) and λ2(µ), respectively. By (15),
(µ1, λ1(µ1)) and (µ2, λ2(µ2)) are the 2D-eigenvalues. Therefore, we see again that the
critical points of λ1(µ) and λ2(µ) are the 2D-eigenvalues.
Let us use the following example to illustrate the issues we have discussed.
Example 1. Consider the 2-by-2 2DEVP (1) with
A =
[
1 t
t 1
]
, C =
[
0.2 0
0 −0.5
]
,
where t ∈ R is a parameter. Figure 1 shows the eigenfunctions λ1(µ) and λ2(µ) for the
cases a12 6= 0 and a12 = 0. The eigenfunctions λ1(µ) and λ2(µ) are sorted such that
λ1(µ) ≥ λ2(µ). The 2D-eigenvalues (µ∗, λ∗) are marked by red circles. As we can see that
1. In the case a12 6= 0, the eigenfunctions λ1(µ) and λ2(µ) are differential and 2D-
eigenvalues correspond to critical points.
2. In the case a12 = 0, λ1(µ) and λ2(µ) are not differentiable at µ∗, but the 2D-eigenvalue
still corresponds to minimum and maximum of λ1(µ) and λ2(µ).
In addition, we note that if we do not restrict µ to be real, then the red curve in Figure 1(a)
is a plot (Re(µ), λ) calculated from (11) with µ ∈ C. It shows that if we do not restrict the
pair (µ, λ) to be real, the 2DEVP has continuous spectrum.
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
-1
-0.5
0
0.5
1
1.5
2
2.5
3
(a) The case a12 = t = 0.2
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
-1
-0.5
0
0.5
1
1.5
2
2.5
3
(b) The case a12 = t = 0
Figure 1: Examples of 2-by-2 2DEVPs. The blue and orange curves are eigenvalues λ1(µ)
and λ2(µ) of A − µC sorted such that λ1(µ) ≥ λ2(µ). The 2D-eigenvalues (µ∗, λ∗) are
marked by red circles.
4 The associated parameter eigenvalue problem
If we discard the equation (1b), the remaining two equations of the 2DEVP (1) are a
parameter eigenvalue problem of H(µ) = A−µC with real parameter µ. In this section, we
study the properties of this associated parameter eigenvalue problem.
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For µ ∈ R, there exist n real eigenvalues λi(µ) and corresponding orthonormal eigenvec-
tors xi(µ) of A − µC. If we sort λi(µ) such that λ1(µ) ≥ · · · ≥ λn(µ), then we will have n
sorted eigencurves λi(µ) for i = 1, 2, . . . , n. The following theorem shows the convexity and
concavity of sorted eigencurves λ1(µ) and λn(µ). A similar result can be seen in [4, p.82].
Theorem 4.1. λ1(µ) is convex and λn(µ) is concave. When A and C have no common
eigenvector, λ1(µ) is strictly convex and λn(µ) is strictly concave.
Proof. We only prove that λ1(µ) is convex. The proof for λn(µ) is similar.
λ1
(
µ1 + µ2
2
)
= max
x 6=0
(
ρA(x) − µ1
2
ρC(x)− µ2
2
ρC(x)
)
≤ 1
2
max
x 6=0
(ρA(x)− µ1ρC(x)) + 1
2
max
x 6=0
(ρA(x)− µ2ρC(x))
=
1
2
(λ1(µ1) + λ1(µ2)).
This proves the convexity. To prove the strict convexity, we use the contrapostive argument.
If λ1
(
µ1 + µ2
2
)
=
1
2
(λ1(µ1)+λ1(µ2)) for some µ1 < µ2, then let x∗ ∈ argmax
x 6=0
(
ρA(x) − µ1+µ22 ρC(x)
)
.
This implies that
x∗ ∈ argmax
x 6=0
(ρA(x) − µ1ρC(x))
⋂
argmax
x 6=0
(ρA(x) − µ2ρC(x)) .
Thus x∗ is an eigenvector associated with the maximum eigenvalue of 2A − (µ1 + µ2)C,
A− µ1C, A− µ2C. Since µ1 6= µ2, x∗ is an eigenvector of C and further implies that x∗ is
an eigenvector of A.
The sorted eigencurves λi(µ) are continuous and may be non-differentiable on intersec-
tions, see Figure 2(a). The following theorem, a direct application of [12, Theorem S6.3,
p. 394], shows that with proper reordering, the eigencurves λi(µ) can be analyticalized.
Theorem 4.2 ([12]). For Hermitian matrices A and C, there exist scalar functions
λ1(µ), · · · , λn(µ) and matrix-valued functions X(µ) =
[
x1(µ), · · · , xn(µ)
]
such that for
µ ∈ R,
A− µC = X(µ) diag [λ1(µ), · · · , λn(µ)]XH(µ),
XH(µ)X(µ) = I.
(16)
and furthermore, λi(µ) and xi(µ) are analytic for µ ∈ R.
By (16), we know that (λi(µ), xi(µ)) are eigenpairs of A− µC. The analytic eigenfunc-
tions λi(µ) for µ ∈ R in Theorem 4.2 will be called analyticalized eigencurves. Note that
the analyticalized eigencurves may be different from the sorted eigencurves as illustrated
in Figure. 2. For clarification, in the rest of the paper, we use λi(µ) to denote a sorted
eigencurve of A− µC, and λ˜i(µ) to denote an analyticalized eigencurve of A− µC.
Recall that a function f(µ) is analytic on R if and only if f(µ) can be expanded into
a convergent power series in a neighbour centered at any µ0 ∈ R. Analytic functions have
many appealing properties. The following theorem lists some of them from [16, pp. 65,79,87].
Theorem 4.3 ([16]). Let f(µ) be analytic on R. Then
1. f ∈ C∞(R).
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(a) Sorted eigencurves
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(b) Analyticalized eigencurves
Figure 2: Illustration of eigencurves.
2. f ′(µ) is also analytic on R. Furthermore, if the power series expansion of f at µ0
is f(µ) =
∑+∞
i=0 αi(µ − µ0)i, then the power series expansion of f ′ at µ0 is f ′(µ) =∑+∞
i=1 iαi(µ− µ0)i−1 with the same radius of convergence.
3. If g(µ) is also analytic on R, and assume there exists a sequence {µk}∞k=1, µi 6= µj for
i 6= j, lim
k→∞
µk = µ∗ ∈ R, such that f(µk) = g(µk), then f ≡ g on R. This is known
as the uniqueness of analytic functions.
One important advantage of introducing analyticalized eigencurves λ˜i(µ) lies in the fact
that we can now talk about derivatives at any µ, even for those who correspond to inter-
sections. The following theorem, which can be derived from Theorem 1 of [26, p.45], shows
that the derivatives of analyticalized eigencurves λ˜i(µ) can be calculated through solving
an eigenvalue problem.
Theorem 4.4 ([26]). Let λ˜1(µ), · · · , λ˜n(µ) be the analyticalized eigencurves of A−µC.
Assume λ0 is an eigenvalue of A − µ0C with algebraic multiplicity k, namely λ˜j(µ0) = λ0
for p ≤ j ≤ p + k − 1 with some integer p ≥ 1. Let Xk be the corresponding orthonormal
eigen-subspace of the eigenvalue λ0. Then λ˜
′
j(µ0) for p ≤ j ≤ p + k − 1 has one-to-one
correspondence with the eigenvalues of −XHk CXk, counting multiplicities.
Proof. For the sake of self-contained, we give a proof here. We begin from the following
identity. For p ≤ j ≤ p+ k − 1,
(A− µ0C − λ0I)xj(µ)− (µ− µ0)Cxj(µ)− (λ˜j(µ)− λ0)xj(µ) = 0. (17)
Multiplying xHi (µ0) on the left and dividing by µ− µ0, where p ≤ i ≤ p+ k − 1, we have
−xHi (µ0)Cxj(µ) =
λ˜j(µ)− λ0
µ− µ0 x
H
i (µ0)xj(µ).
Let µ→ µ0, we obtain
− xHi (µ0)Cxj(µ0) = λ˜′j(µ0)xHi (µ0)xj(µ0). (18)
Since {xj(µ0)}p+k−1j=p is a basis of Xk, (18) is equivalent to
−XHk Cxj(µ0) = λ˜′j(µ0)XHk xj(µ0).
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Furthermore, there exists zj, p ≤ j ≤ p+ k− 1 such that xj(µ0) = Xkzj and {zj}p+k−1j=p are
orthonormal. Thus the equation turns to
−XHk CXkzj = λ˜′j(µ0)zj .
This implies that λ˜′j(µ0), p ≤ j ≤ p+k− 1 have one-to-one correspondence with eigenvalues
of −XHk CXk, counting multiplicities.
Remark 4.5. Assume λ˜j(µ) =
∑∞
i=0 αij(µ−µ0)i. Theorem 4.4 indicates that we can
calculate the coefficients α1j through solving an eigenvalue problem.
The following corollary will be applied in Section 6 for the proof of existence of 2D-
eigenvalues.
Corollary 4.6. Let λA be an eigenvalue of A with multiplicity k ≥ 1, and Xk be
n × k matrix containing the associated orthonormal eigenvectors. Let λ˜1(ǫ), · · · , λ˜k(ǫ) be
analyticalized eigencurves of A− ǫC and satisfy λ˜i(0) = λA. Then there exist {τi}ki=1 which
have one-to-one correspondence with eigenvalues of XHk CXk, counting multiplicities, such
that for sufficiently small ǫ,
λ˜i(ǫ) = λA − ǫτi +O(ǫ2) (19)
for i = 1, · · · , k.
Proof. For the analyticalized eigencurves λ˜i(ǫ) with λ˜i(0) = λA, the power series at ǫ = 0 is
λ˜i(ǫ) = λA +
∞∑
j=1
αjiǫ
j ,
for i = 1, 2, · · · , k. Theorem 4.4 shows that the coefficients {α1i}ki=1 have one-to-one cor-
respondence with eigenvalues of −XHk CXk counting multiplicities. Thus we complete the
proof.
5 Variational characterization of 2D-eigenvalues
The main result of this section is the following theorem on a variational characterization of
2D-eigenvalues.
Theorem 5.1. If (µ∗, λ∗) is a local minimum or maximum of a sorted eigencurve
λ(µ) of A− µC, then (µ∗, λ∗) must be a 2D-eigenvalue of (A,C).
The proof of Theorem 5.1 is divided into two parts according to whether (µ∗, λ∗) is an
intersection of sorted eigencurves.
Proof of Theorem 5.1 for the non-intersection case. Let (µ∗, λ∗) be a local maximum
(the proof for local minimum is similar) of some sorted eigencurve λi(µ). Assume (µ∗, λ∗) is
not an intersection of sorted eigencurves, namely, λ∗ is a simple eigenvalue of A−µ∗C. Then
there exists an interval I around µ∗ such that λi(µ) has no intersections with any other
eigencurves on the interval I and λi(µ) corresponds to a unique analyticalized eigencurve
λ˜j(µ), i.e., λi(µ) = λ˜j(µ) for µ ∈ I. So λi(µ) is analytic on I. Correspondingly, we can find
the corresponding analyticalized eigenvector function xi(µ) on I such that
(A− µC)xi(µ) = λi(µ)xi(µ).
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Taking the derivative and multiplying xHi (µ) on the left, we have
λ′i(µ) = −xHi (µ)Cxi(µ).
Since (µ∗, λ∗) is a local maximum, λ
′
i(µ∗) = −xHi (µ∗)Cxi(µ∗) = 0. Therefore, the condition
(1b) of the 2DEVP is satisfied and (µ∗, λ∗) is a 2D-eigenvalue with 2D-eigenvector xi(µ∗).
This completes the proof of Theorem 5.1 for the non-intersection case. 
Remark 5.2. We note that if (µ∗, λ∗) is a 2D-eigenvalue and λ∗ is a simple eigenvalue
of A−µ∗C, we can determine a sorted eigencurve λi(µ) which is analytic on an small interval
I containing µ∗. Then the equation (1b) of the 2DEVP (1) is the first-order condition of
the extreme point of the eigencurve λi(µ).
Proof of Theorem 5.1 for the intersection case. Let (µ∗, λ∗) be a local maximum of
some sorted eigencurve. Assume (µ∗, λ∗) is an intersection of k sorted eigencurves, where
k > 1. Then λj(µ∗) = λ∗ for p ≤ j ≤ p + k − 1 with some p. Let Xk be the orthonormal
eigen-subspace of λ∗ for A−µ∗C, and Ck = XHk CXk. We first prove that there exists r > 0,
such that in the interval (µ∗, µ∗ + r), for any i, j, only two cases may happen:
λ˜i(µ) = λ˜j(µ) for any µ ∈ (µ∗, µ∗ + r),
or
λ˜i(µ) 6= λ˜j(µ) for any µ ∈ (µ∗, µ∗ + r),
where λ˜i(µ) are analyticalized eigencurves.
In fact, if r does not exist, we can find a fixed pair (i, j) and a sequence {µm}∞m=1
such that λ˜i(µm) = λ˜j(µm), µm → µ∗, µm 6= µ∗ but λ˜i(µ) 6≡ λ˜i(µ), which contradicts the
uniqueness of analytic function, i.e., the property 3 of Theorem 4.3.
Now in the interval [µ∗, µ∗ + r), each sorted eigencurve identically equals to an analyti-
calized eigencurve. Consequently, the limits
λ
′(+)
j (µ∗) ≡ lim
t→0+
λj(µ∗ + t)− λj(µ∗)
t
for p ≤ j ≤ p+ k− 1 exist and correspond to the derivatives of k analyticalized eigencurves
who satisfy λ˜i(µ∗) = λ∗. By Theorem 4.4, the multiset {λ
′(+)
j (µ∗)
∣∣ p ≤ j ≤ p+ k− 1} have
one-to-one correspondence with the multiset of eigenvalues of −Ck. By a similar argument,
we can show that the limits
λ
′(−)
j (µ∗) ≡ lim
t→0−
λj(µ∗ + t)− λj(µ∗)
t
for p ≤ j ≤ p + k − 1 also have one-to-one correspondence with the eigenvalues of −Ck,
counting multiplicities.
Since (µ∗, λ∗) is a local maximum, we have λ
′(+)
p+k−1(µ∗) ≤ 0 and λ
′(−)
p+k−1(µ∗) ≥ 0. With
the one-to-one correspondence, Ck has both non-negative and non-positive eigenvalues. This
implies that Ck is not definite. Let z be a nonzero vector that satisfies z
HCkz = 0. Then
(µ∗, λ∗, Xkz) is a 2D-eigentriple. This completes the proof of Theorem 5.1 for the intersec-
tion case. The proof for the local minimum is similar. 
Remark 5.3. We note that if (µ∗, λ∗, x∗) is a 2D-eigentriple such that λ∗ is an eigen-
value of A − µ∗C with multiplicity k. Let span{Xk} be the corresponding eigen-subspace,
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where the columns of Xk are orthonomal, then the facts that x∗ ∈ span{Xk} and xH∗ Cx∗ = 0
imply Ck is not definite. Combined with the one-to-one correspondence in the above proof,
we have λ
′(+)
p (µ∗) ≥ 0, λ
′(+)
p+k−1(µ∗) ≤ 0, λ
′(−)
p (µ∗) ≤ 0 and λ
′(−)
p+k−1(µ∗) ≥ 0. Thus (µ∗, λ∗)
must be an intersection of sorted eigencurves where on each direction at least two of them
have opposite one-sided derivative (which always exist) signs or at least one of them has
zero one-sided derivative, see Figure 3.
-0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
-4
-2
0
2
4
6
8
Figure 3: All 2D-eigenvalues of the 2DEVP of a 5 × 5 matrix pair (A,C). (0,0) is a 2D-
eigenvalue which corresponds to intersections. The geometry of these 2D-eigenvalues are
discussed in Remarks 5.2 and 5.3.
Theorem 5.1 shows that if (µ∗, λ∗) is a local minimim or maximum of some sorted
eigencurve λ(µ), then (µ∗, λ∗) must be a 2D-eigenvalue. Conversely, a 2D-eigenvalue (µ, λ)
does not always correspond to a local minimum or maximum of a sorted eigencurve λ(µ) as
shown in the following two examples.
Example 2 (non-intersection case). Let
A1 =
2 0 10 0 1
1 1 0
 , C1 =
1 0 10 1 1
1 1 0
 .
Figure 4(a) shows the three sorted eigencurves λ1(µ) ≥ λ2(µ) ≥ λ3(µ) (in blue, red and
yellow colors, respectively). (µ, λ, x) = (1, 0, e3) is a 2D-eigentriple, the 2D-eigenvalue
(µ, λ) = (1, 0) is on eigencurve λ2(µ). However, it is neither a local minimum nor a maximum
of λ2(µ) as shown in the close up plot in Figure 4(b).
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(a) three (sorted) eigencurves λ1(µ) ≥ λ2(µ) ≥
λ3(µ)
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(b) closed up plot of eigencurves λ2(µ)
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(c) Three (sorted) eigencurves λ1(µ) ≥ λ2(µ) ≥
λ3(µ)
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(d) closed up plot of eigencurves λ2(µ)
Figure 4: The 2D-eigenvalues can be neither minima nor maxima: (a) and (b) for the
non-intersection case, (c) and (d) for the intersection case.
Example 3 (intersection case). Let
A2 =

2 0 1 0
0 0 1 0
1 1 0 0
0 0 0 0.6
 , C2 =

1 0 1 0
0 1 1 0
1 1 0 0
0 0 0 0.6
 .
Figure 4(c) shows the four sorted eigencurves. Note that det (A2 − µC2 − λI) = (0.6 −
0.6µ − λ) det (A1 − µC1 − λI). Thus three analyticalized eigencurves in this example are
identical to those in Example 2. (µ, λ) = (1, 0) is a 2D-eigenvalue and corresponds to the
intersection of λ2(µ) and λ3(µ). However, it is neither a local minimum nor a maximum of
λ2(µ) and λ3(µ) as shown in the closed up plot in Figure 4(d).
6 Number of 2D-eigenvalues
In this section, we first show that the 2DEVP (1) has at least one 2D-eigenvalue. Then we
derive a sufficient and necessary condition for the 2DEVP (1) to have a finite number of
2D-eigenvalues.
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6.1 Existence
The following theorem is on the existence of 2D-eigenvalues.
Theorem 6.1. The 2DEVP (1) has at least one 2D-eigenvalue.
Before proving Theorem 6.1, we have the following proposition for an asymptotic esti-
mation for the analyticalized eigencurves.
Proposition 6.2. Let λ
(1)
C , · · · ,λ(m)C be distinct eigenvalues of C with multiplici-
ties k1, · · · , km and Yi be the n × ki matrix consisting of the corresponding orthonormal
eigenvectors of λ
(i)
C . Let τ
(i)
1 , · · · , τ (i)ki be the eigenvalues of Y Hi AYi. Then there exists an
enumeration of n analyticalized eigencurves λ˜i(µ) of A−µC (defined in Theorem 4.2), such
that when |µ| is sufficiently large, we have
λ˜k1+···+ki−1+j(µ) = τ
(i)
j − µλ(i)C +O(1/µ) (20)
for i = 1, . . . ,m and j = 1, . . . , ki.
Proof. Let ǫ = 1/µ and Λ(B) be the multiset of eigenvalues of B counting multiplicities.
Then
Λ(A− µC) = −1
ǫ
Λ(C − ǫA). (21)
Here the equality means one-to-one correspondence. By Corollary 4.6 for each eigenvalue
λ
(i)
C of C, there exist ki analyticalized eigencurves of C − ǫA:
λ̂k1+···+ki−1+1, · · · , λ̂k1+···+ki−1+ki ,
such that for sufficiently small ǫ, we have
λ̂k1+···+ki−1+j(ǫ) = λ
(i)
C − ǫτ (i)j +O(ǫ2)
for j = 1, . . . , ki. Then − 1ǫ λ̂k1+···+ki−1+j(ǫ) is also analytic in the same domain except
ǫ = 0 and corresponds to an analyticalized eigencurve λ˜k1+···+ki−1+j(µ) of the parameter
eigenvalue problem A− µC and
λ˜k1+···+ki−1+j(µ) = −µλ̂k1+···+ki−1+j(ǫ)
= −µ
(
λ
(i)
C −
1
µ
τ
(i)
j +O(
1
µ
)2
)
= −µλ(i)C + τ (i)j +O(
1
µ
)
for j = 1, . . . , ki. This completes the proof.
Proposition 6.2 tells us that each analyticalized eigencurve has an asymptote as µ→ +∞
with slope being an eigenvalue of −C. Reversely, if λ is an eigenvalue of −C, then there
exists an analyticalized eigencurve such that the slope of its asymptote is λ. The similar
argument is true for µ→ −∞.
Proof of Theorem 6.1. Since C is an indefinite matrix, it has both positive and negative
eigenvalues. Without loss of generality, we can assume λ
(1)
C > 0 and λ
(2)
C < 0. Denote λ1(µ)
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as the largest sorted eigencurve and λ˜i(µ) as analyticalized eigencurve in Proposition 6.2.
Then for sufficiently large |µ|, we have
λ1(µ) ≥ λ˜1(µ) = −µλ(1)C + τ (1)1 +O(
1
µ
)→ +∞ as µ→ −∞,
λ1(µ) ≥ λ˜k1+1(µ) = −µλ(2)C + τ (2)1 +O(
1
µ
)→ +∞ as µ→ +∞.
This implies that the minimum of λ1(µ) is attainable. According to Theorem 5.1, it corre-
sponds to a 2D-eigenvalue. 
By the convexity of λ1(µ) and concavity of λn(µ) established in Theorem 4.1, and com-
bining with Theorems 5.1 and 6.1, we have another variational characterization of λ1(µ)
and λn(µ) shown in the following theorem.
Theorem 6.3. Let λ1(µ) ≥ · · · ≥ λn(µ) be n sorted eigenvalues of A − µC. Then it
holds that
min
µ∈R
λ1(µ) = max
x 6=0
xHCx=0
ρA(x) (22)
max
µ∈R
λn(µ) = min
x 6=0
xHCx=0
ρA(x). (23)
Proof. We only prove the identity (22). The proof for the identity (23) is similar. We
note that the proof in Theorem 6.1 indicates that the minimum of λ1(µ) is attainable
which we denote as (µ∗, λ∗) = (µ∗, λ1(µ∗)). Then the convexity implies that it is also the
global minimum of λ1(µ). Theorem 5.1 further says (µ∗, λ∗) is a 2D-eigenvalue. Let the
corresponding 2D-eigenvector be x∗, then
xH∗ Cx∗ = 0 and λ∗ = ρA(x∗) ≤ max
x 6=0
xHCx=0
ρA(x).
On the other hand,
λ1(µ) = max
xHx=1
xH(A− µC)x ≥ max
xHx=1
xHCx=0
xH(A− µC)x = max
xHx=1
xHCx=0
xHAx.
By setting µ = µ∗, we have
λ∗ ≥ max
xHx=1
xHCx=0
xHAx.
This completes the proof.
As a corollary of Theorem 6.3, the following result provides a bound of λ of 2D-
eigenvalues (µ, λ) on the (µ, λ)-plane.
Theorem 6.4. Let (µ∗, λ∗) be a 2D-eigenvalue of (A,C). Then
max
µ∈R
λn(µ) ≤ λ∗ ≤ min
µ∈R
λ1(µ). (24)
Let λ1(µ
∗) = min
µ∈R
λ1(µ) and λn(µ∗) = max
µ∈R
λn(µ). By Theorem 6.4, we call (µ
∗, λ1(µ
∗))
the maximum 2D-eigenvalue and (µ∗, λn(µ∗)) the minimum 2D-eigenvalue.
When C is nonsingular, the following theorem provides the bound of µ of 2D-eigenvalues
(µ, λ) on the (µ, λ)-plane.
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Theorem 6.5. Assume C is nonsingular. Let λ
(+)
C and λ
(−)
C be the minimum positive
and maximum negative eigenvalues of C, respectively. If (µ∗, λ∗, x∗) is a 2D-eigentriple,
then |µ∗| ≤ ‖A‖/
√
−λ(−)C λ(+)C .
Proof. By multiplying xH∗ C on the left of (1a), we have µ∗ =
xH
∗
CAx∗
‖Cx∗‖2
. Thus we have
|µ∗| ≤ ‖A‖‖x∗‖‖Cx∗‖ . The remaining task is to calculate
min
xHx=1
xHCx=0
‖Cx‖. (25)
Without loss of generality, we can assume C is diagonal with diagonal elements c1, c2, . . . , cn.
Then the calculation of (25) falls to
minimize
x1, · · · , xn
n∑
i=1
c2i |xi|2
subject to
n∑
i=1
ci|xi|2 = 0,
n∑
i=1
|xi|2 = 1.
(26)
Or equivalently,
minimize
α1, · · · , αn
n∑
i=1
c2iαi
subject to
n∑
i=1
ciαi = 0,
n∑
i=1
αi = 1,
αi ≥ 0, i = 1, · · · , n.
(27)
Note that the objective function and all constraints are linear. By Karush-Kuhn-Tucker
condition [9, Theorem 9.1.1], for the optimal solution (αi)
n
i=1, there exist (µi)
n
i=1 and λ1, λ2
such that the following conditions hold:
c2i − µi + λ1ci + λ2 = 0, i = 1, · · · , n (28a)
n∑
i=1
ciαi = 0, (28b)
n∑
i=1
αi = 1, (28c)
αi ≥ 0, i = 1, · · · , n, (28d)
µi ≥ 0, i = 1, · · · , n, (28e)
µiαi = 0, i = 1, · · · , n. (28f)
By multiplying αi on (28a) and summing up, we obtain
n∑
i=1
c2iαi = −λ2.
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With the fact that C is nonsingular, λ2 must be negative. Since
∑n
i=1 αi = 1, there exists
k such that αk > 0. Without loss of generality, we assume ck > 0. By
∑n
i=1 ciαi = 0, there
exists another index j such that αj > 0 and cj < 0. Thus
µk = µj = 0,
which implies that ck and cj are two different real roots of the quadratic polynomial
x2 + λ1x+ λ2 = 0.
Therefore λ2 = ckcj. For i 6= k, j, by (28a) and (28e), it satisfies
c2i + λ1ci + λ2 ≥ 0.
Thus ci ≥ ck or ci ≤ cj . Then we have ck = λ(+)C , cj = λ(−)C and the minimum of the
objective function of (26), equivalently the objective function of (25), is given by
n∑
i=1
c2iαi = −λ2 = −λ(+)C λ(−)C .
6.2 Finite number of 2D-eigenvalues
In this subsection, we present a sufficient and necessary condition for the existence of finite
number of 2D-eigenvalues. By speaking the number of 2D-eigenvalues, we mean the number
of distinct 2D-eigenvalues.
Theorem 6.6. The 2DEVP (1) has a finite number of 2D-eigenvalues if and only if
the matrix pair (A− σI, C) is regular for any σ ∈ R.
The proof of Theorem 6.6 is built on the following four propositions. The first proposition
states a case where there are infinitely many 2D-eigenvalues.
Proposition 6.7. If there exists a shift σ0 ∈ R, such that the matrix pair (A−σ0I, C)
is singular, then the 2DEVP (1) has infinitely many 2D-eigenvalues.
Proof. Let λ˜1(µ), · · · , λ˜n(µ) be the analyticalized eigencurves of A − µC. Let µk = 1 − 1k
for k = 1, 2, . . .. For each k, since the matrix pair (A − σ0I, C) is singular, det(A − σ0I −
µkC) = 0. Hence σ0 is an eigenvalue of A − µkC. Thus there exists at least one jk such
that λ˜jk(µk) = σ0. By selecting subsequences, we can assume jk are the same for each
k. Without loss of generality, assume jk = 1. Then by the uniqueness of analyticalized
functions, we have λ˜1(µ) ≡ σ0. This implies that λ˜′1(µ) = 0. By taking derivation on
the equation (A − µC − λ˜1(µ))x˜1(µ) = 0 and multiplying x˜H1 (µ) on the left, we obtain
0 = λ˜′1(µ) = −x˜H1 (µ)Cx˜1(µ). Thus for any µ, (µ, σ0) corresponds to a 2D-eigenvalue.
Example 4. Consider the matrix pair
A =
1 2 02 1 0
0 0 4
 and C =
1 1 01 1 0
0 0 −1
 .
By the shift σ0 = −1, the matrix pair (A+I, C) is singular since the vector x =
[
1 −1 0]T
is in the common nullspace of A+I and C. It can be verified that (µ,−1) is a 2D-eigenvalue
of (A,C) for any µ ∈ R. Therefore the 2DEVP of (A,C) has infinitely many 2D-eigenvalues.
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We next prove a proposition which says that on a finite interval [a, b], the number of
2D-eigenvalues (µ, λ) with µ ∈ [a, b] is finite if there exists no such a shift as described in
Proposition 6.7.
Proposition 6.8. If the matrix pair (A − σI, C) is regular for any σ ∈ R, then the
number of 2D-eigenvalues (µ, λ) with µ ∈ [a, b] is finite, where a, b ∈ R are finite.
Proof. Let λ˜k(µ), k = 1, · · · , n be the analyticalized eigencurves of A − µC. According to
Theorem 6.4, λ of the 2D-eigenvalues (µ, λ) are bounded and we denote the bound by [lb, ub].
Assume there exist infinitely many 2D-eigenvalues (µk, λk) in the close domain [a, b]×[lb, ub]
with (µk, λk) 6= (µj , λj) for j 6= k, then they must have a convergent subseries. Without
loss of generality, we still denote them by (µk, λk) and assume (µk, λk)→ (µ∗, λ∗).
If there are infinitely many 2D-eigenvalues that correspond to intersections, then there
exist two analyticalized eigencurves, which for convenience we assume to be λ˜1, λ˜2, and a
subseries of µk, which we still denote as µk, such that λ˜1(µk) = λ˜2(µk) and λ˜
′
1(µk)λ˜
′
2(µk) ≤
0. Since {µk}∞k=1 converges, using the uniqueness of the analytic functions we know λ˜1(µ) =
λ˜2(µ), which further implies λ˜
′
1(µ) = λ˜
′
2(µ). Thus λ˜
′
1(µk) = λ˜
′
2(µk) = 0. Using the unique-
ness of analytic functions again, we obtain λ˜1(µ) = λ˜2(µ) = λ
∗. So rank (A− λ∗I − µC) ≤
n− 2 for any µ ∈ R. Note that the singularity of the matrix pair (A−λ∗I, C) can be equiv-
alently described as det(A − λ∗I − µC) = 0, ∀µ ∈ R. Thus it contradicts the assumption
that (A− λ∗I, C) is regular.
Thus we can assume all the (µk, λk) correspond to non-intersections. There exist one
λ˜i, which for convenience we assume to be λ˜1, such that λ˜1(µk) = λk. Then λ˜
′
1(µk) = 0
since it is an eigen-triple corresponding to non-intersection. Using the uniqueness of analytic
functions we have λ˜′1(µ) = 0 and λ˜1(µ) = λ
∗. Thus rank (A− λ∗I − µC) = n− 1 for any µ
and contradicts the assumption.
The next proposition shows that under the conditions of Proposition 6.8, all analytical-
ized eigencurves are strictly monotonous for sufficiently large µ.
Proposition 6.9. If the matrix pair (A − σI, C) is regular for any shift σ ∈ R, then
for every analyticalized eigencurve λ˜(µ) of A− µC, there exists a positive constant M such
that λ˜′(µ) 6= 0 for |µ| > M .
Proof. It is sufficient to prove for µ > 0. Let λ˜(µ) = λ˜l(A − µC) be one analyticalized
eigencurve. Let ǫ = 1
µ
, note that
λ˜l(A− µC) = µλ˜lˆ(−C +
1
µ
A) =
1
ǫ
λ˜
lˆ
(−C + ǫA), (29)
where λ˜
lˆ
(−C + ǫA) denotes an eigenvalue of −C + ǫA.
Since λ˜
lˆ
(−C + ǫA) = ǫλ˜l(A − Cǫ ), it is analytic when ǫ 6= 0. Therefore it must also
correspond to an analyticalized eigencurve of the parameter eigenvalue problem (−C +
ǫA)x = λx. Let us denote it by λ˜
lˆ
. λ˜
lˆ
is defined in the neighbour of 0 since it is an
analyticalized eigencurve on R. Assume the power series expansion λ˜
lˆ
at 0 is
λ˜
lˆ
(−C + ǫA) =
+∞∑
k=0
αkǫ
k, ∀ ǫ : |ǫ| < r, (30)
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where r is the convergence radius. Hence for µ > 1
r
,
d
dµ
λ˜l(A− µC) = λ˜lˆ(−C +
1
µ
A) + µ
d
dǫ
λ˜
lˆ
(−C + ǫA)
∣∣
ǫ= 1
µ
(− 1
µ2
)
=
+∞∑
k=0
αk(
1
µ
)k − µ
+∞∑
k=1
kαk(
1
µ
)k−1
1
µ2
= α0 +
+∞∑
k=2
(1− k)αk( 1
µ
)k.
(31)
This is the Laurent series of ddµ λ˜l(A− µC).
If every coefficient in the expansion is zero, then α0 = α2 = α3 = · · · = 0, which implies
λ˜
lˆ
(−C + ǫA) = α1ǫ. Then λ˜l(A − µC) = α1, which implies (A − α1I, C) is singular and
contradicts the assumption. Therefore, there is at least one nonzero coefficient. If α0 6= 0,
then
lim
µ→+∞
d
dµ
λ˜l(A− µC) = α0 6= 0.
Otherwise, assume
d
dµ
λ˜l(A− µC) =
+∞∑
k=j
(1− k)αk( 1
µ
)k
with αj 6= 0 and j ≥ 2. Then
lim
µ→+∞
µj
d
dµ
λ˜l(A− µC) = (1 − j)αj 6= 0,
which implies that
d
dµ
λ˜l(A− µC) 6= 0
for sufficiently large µ.
By Proposition 6.9, we have the following proposition.
Proposition 6.10. If the matrix pair (A−σI, C) is regular for any σ ∈ R, then there
exists a positive constant M˜ such that all 2D-eigenvalues (µ, λ) of (A,C) are bounded by
[−M˜, M˜ ]× R.
Proof. Let λ˜1(µ), · · · , λ˜n(µ) be n analyticalized eigencurves. According to Proposition 6.9,
there exists M such that λ˜i(µ) are all monotonous with nonzero derivatives when |µ| ≥
M . Thus no eigen-triples corresponding to non-intersections exist for |µ| ≥ M . If there
are infinitely many eigen-triples for |µ| > M corresponding to intersections, then there
exist two eigencurves having infinitely many intersections. However, since they are strictly
monotonous for |µ| > M , this cannot happen. Thus there exist only finitely many eigen-
triples outside [−M,M ]× [lb, ub]. M˜ can be found by increasing M .
Proof of Theorem 6.6. The necessary condition is immediately from Proposition 6.7. We
only need to prove the sufficiency. With Proposition 6.10, all 2D-eigenvalues are bounded
by [−M˜, M˜ ]× R. Then by Proposition 6.8, the total number of 2D-eigenvalues is finite. 
We now provide a vivid description of numbers of 2D-eigenvalues on an analyticalized
eigencurve. We will see that besides possible trival 2D-eigenvalues, there are only finite
number of 2D-eigenvalues.
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Theorem 6.11. There are only following two cases on an analyticalized eigencurve
λ˜(µ) of A− µC:
• there are finite number of 2D-eigenvalues on λ˜(µ), or
• λ˜(µ) is a horizontal line and all points on the line are 2D-eigenvalues.
Proof. Assume the analyticalized eigencurve λ˜(µ) is not a horizontal line, then the proof
in Proposition 6.9 shows that its derivative is nonzero for |µ| > M with a sufficiently large
M . Thus λ˜(µ) contains no 2D-eigenvalues (µ∗, λ∗) that satisfy |µ∗| > M and correspond to
non-intersections. Since other analyticalized eigencurves either are horizontal lines or have
nonzero derivatives for sufficiently large |µ|, λ˜(µ) contains finitely many 2D-eigenvalues
(µ∗, λ∗) that satisfy |µ∗| > M and correspond to intersections. On the other hand, with
the similar trick in the proof of Proposition 6.8, λ˜(µ) has only finitely many 2D-eigenvalues
corresponding to non-intersections for µ ∈ [−M,M ]. Furthermore, if it has infinitely many
2D-eigenvalues (µk, λk) corresponding to intersections for µk ∈ [−M,M ], then there exists
another analyticalized eigencurve λ̂(µ), such that λ˜(µk) = λ̂(µk) and λ˜
′(µk)λ̂
′(µk) ≤ 0. By
a similar argument in the proof of Proposition 6.8, we will reach a contradiction.
Note that if there exists a shift σ ∈ R such that the matrix pair (A− σI, C) is singular,
then A − σI and C must be singular. This immediately leads to the following proposition
on a sufficient condition for the existence of finite number of 2D-eigenvalues.
Proposition 6.12. If C is nonsingular, then the 2DEVP (1) has a finite number of
2D-eigenvalues.
7 Applications revisited
In this section, we revisit the two applications presented Section 2.
7.1 QCQP
We first show that the eigenvalue optimization (7) from the minimax problem (5) of Rayleigh
quotients in the third case of the classification satisfies
argmax
µ∈R
λn(A− µC) = arg max
µ∈[0,1]
λn(A− µC), (32)
where λn(·) = λmin(·) denotes the minimum eigenvalue. This can be shown as follows. By
Theorem 4.1, λn(µ) is concave. Thus it is sufficient to prove that (i)
λ
′(+)
n (1) ≡ lim
t→0+
λn(1 + t)− λn(1)
t
< 0,
and (ii)
λ
′(−)
n (0) ≡ lim
t→0−
λn(t)− λn(0)
t
> 0.
For (i), if λn(1) is a simple eigenvalue of A − C = B, then λn is differentiable at µ = 1
and λ′n(1) = −xHCx = −xH(A − B)x, where x is the eigenvector of B. Thus λ′n(1) =
−xHAx + λmin(B) < 0 and the equation (32) holds. If λn(−1) is not simple, then it is
generally not differentiable. However, the proof of Theorem 5.1 for the intersection case and
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the fact that λn(µ) is the minimum eigenvalue of A−µC actually imply the λ
′(+)
n (1) equals
to the minimum eigenvalue of −Ck = XHk (B − A)Xk, where Xk is the eigen-subspace of
λn(1) for A−C = B. In the third case of the minimax problem (5), any nonzero x belonging
to Xk satisfies x
HBx < xHAx. Thus −Ck is negative definite. This is to say, λ
′(+)
n (1) < 0.
The argument for (ii) is similar. Thus the identity (32) holds.
In fact, for all cases Gaurav and Hari considered, we can show that
min
x 6=0
max
{
xTAx
xTx
,
xTBx
xTx
}
= max
µ∈[0,1]
λmin(A− µC). (33)
This is due to that if it is the first case, using the similar argument for the proof for (32),
we can prove λ
′(+)
n (0) ≤ 0. Thus with the concavity of λn(µ), we have
λn(µ) ≤ λn(0) + µλ
′(+)
n (0) ≤ λn(0) = λmin(A), ∀µ ∈ [0, 1].
This implies that the equation (33) holds in the first case. The similar argument shows the
equation also holds in the second case.
The identity (33) has two implications. First, we immediately know that
min
x 6=0
max
{
xTAx
xTx
,
xTBx
xTx
}
≥ 0
if and only if
max
µ∈[0,1]
λmin((1 − µ)A+ µB) ≥ 0.
This is actually Yuan’s lemma [31, Lemma 2.3], which is closely related to the well-known S-
lemma in control theory and robust optimization [24, 30]. Second, the search for an optimal
parameter µ is shorten to the interval [0, 1] instead of R. Consider the QCQP problem (4)
for a MIMO Relay Precoder design with 2-user [7]. After reformulated as the eigenvalue
optimization (7), Gaurav and Hari [11] used a dichotomous search for an optimal µ. The
initial search interval is heuristicly set to be [0,−λmin(A)]. By the identity (33), the initial
search interval can be set to be [0, 1]. We used the simulation method described in [11]
with the number of antennas at the Relay to be 5, and ran the simulation for 1000 random
matrices. The mean length of the initial interval [0,−λmin(A)] is about 47. In contrast, by
the identity (33), the length of the initial interval is exactly 1, which significantly reduces the
cost of the dichotomous search. Moreover, we note that the dichotomous search [1, pp.82-85]
as used in [11] requires to compute the minimum eigenvalue of a Hermitian matrix at each
iteration and the convergence rate is only linear. In our forthcoming work on algorithms
for solving the 2DEVP, we will describe an algorithm with local quadratic convergence rate
and each step only needs simple matrix operations such as QR decomposition.
7.2 Distance to instability
From Section 2, we learn that the calculation of the distance to instability can be recast as
an eigenvalue optimization problem (9). In [29], Van Loan proved that the optimal µ∗ is in
the interval [−2‖A‖, 2‖A‖]. By Theorem 5.1, we know that the optimal µ∗ corresponds to
a 2D-eigenvalue of (A,C). By Theorem 6.5 on the range of µ of the 2D-eigenvalue (µ, λ),
the optimal µ∗ must be in the interval [−‖A‖, ‖A‖]. This shortens the search interval by a
half. Furthermore, by Theorem 6.6, there is a finite number of local minima in the interval.
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Theoretically, it makes possible for global optimization. For example, consider the following
stable matrix from [10, Example 5]:
Â =

−0.4 + 6i 1
1 −0.1 + 1i 1
1 −1− 3i 1
1 −5 + 1i
 .
The distance to instability is
β(Â) = min
µ∈R
λ4(A− µC) withA =
[
Â
ÂH
]
andB =
[
iI4
−iI4
]
.
Figure 5 shows the eigencurve λ4(µ) on the interval [−2‖A‖, 2‖A‖]. As we can see that λ4(µ)
is monotonic outside the interval [−‖A‖, ‖A‖]. The optimal µ∗ locates within [−‖A‖, ‖A‖].
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Figure 5: λ4(µ) on the interval [−2‖A‖, 2‖A‖]. The vertical lines are ±‖A‖. Note that
λ4(µ) is monotonic outside the interval [−‖A‖, ‖A‖].
Numerous algorithms have been developed for computing the distance β(Â) [29, 5, 3, 13,
17, 10]. By reformulating the distance problem to the 2DEVP, it provides an opportunity
for a new class of methods to solve the distance problem, in particular, for handling large
scale ones. This will be the subject in the sequel of this paper.
8 Conclusion
We introduced a 2DEVP of a Hermitian matrix pair (A,C). We highlighted the relationship
between the well-known eigenvalue optimization problem of the parameter matrix H(µ) =
A − µC and the 2DEVP. We presented essential properties of the 2DEVP such as the
existence and the necessary and sufficient condition for the finite number of 2D-eigenvalues.
In addition, we also provided the variational characterizations of 2D-eigenvalues and the
bound of 2D-eigenvalues. We used eigenvalue optimization problems from the quadratic
constrained quadratic program and the computation of distance to instability to show new
insights of these problems derived from the properties of the 2DEVP.
This paper is the first in a sequel on the study of the 2DEVP. An immediate sequel to
this work will focus on numerical algorithms for solving the 2DEVP.
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