Given a polynomially bounded multisequence {f m }, where m = (m u ..., m k )eZ k , we will consider 2 k power series in expCiz^,..., exp(iz k ), each representing a holomorphic function within its domain of convergence. We will consider this same multisequence as a linear functional on a class of functions defined on the fc-dimensional torus by a Fourier series, £ gm« imx » w ' t n t n e proper convergence criteria. We shall discuss the relationships that exist between the linear functional properties of the multisequence and the analytic continuation of the holomorphic functions. With this approach we show that a necessary and sufficient condition that the multisequence be given by a polynomial is that each of the power series represents, up to a unit factor, the same function that is entire in the variables For an open £ c T t denote by A pk (E) the subset of members of A pk with support in E. Given / in K pk , we will say that / is null on E if (/, g) = 0 for every g in A pk {E). A pk (E) is invariant under multiplication by e inx (nel k ); (f,.) is a continuous linear operator on A pk ; hence, / is null on E if, and only if, for every n in I k and g in the || • || 2p closure of \ k (E), Z/mgn-m=0.
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Let c be a non-negative integer not exceeding 2 fc -1. indicate the sum to be taken over all k -tuples m such that m, > 0 if ((c, /)) = 0 and m, < 0 if ((c, /)) = 1. With this notation, given / in K pk , then
defines a function that is holomorphic in D ck . Given x in T k , let us say that x is regular for / in K pk , if there exist (i) a C fc neighborhood V of x, (ii) a partitioning
of some permutation of the integers 0 , 1 , . . . , 
. , t(u)).
If k = 1, the following statements are equivalent:
(A) x is regular for / for every x in E.
exists and vanishes on E. This result is explicitly stated in [2] . The equivalence of (A) and (B) also follows from [1, p. 116]. Proof. Let g be in A pk (E) and q be a real function, non-negative, 9f°, with compact support, such that J g = 1. For every v >0, define
For all v sufficiently small, g v has support in E. Further, for all v, g v is in <&" and g is the
There exists a y' > 0, such that, for all c s 2 fc -1 , f c is bounded for all z = x + iy, where x is in the support of g and 0<|yj|:£ y', j = 1 , . . . , k. Therefore, writing z c = (x, + iy(-we have uniformly with respect to y,
By [7,10.2] , the second integral has a limit as y -» 0; hence, so does the first.
To evaluate (/, g), we write
J3 being the support of g, and £ d(u,j) = 0. Hence, </, g) = 0; / is null on E.
As mentioned, the converse of Theorem 1 does not hold; however, an "if and only if" statement can be made for some sets. Proof. Assume / is null on E and let g(f)= Z gr^'" be in A p] (/). Let c be even
, and w be in A^,^. Define
Since, for / = 1 , . . . , k -1, ((c, /)) = ((c/2, /)) and the factor (-l)« c -'» serves only to keep the real parts of the exponentials in (4) negative, we can simplify the notation by assuming c = 0; then, for each ;', ((c, ;)) = 0 and Im(w,)>0. Let bj = Im(Wj) and b = min{b,: 1 < / < k -1}. We may now express the right-hand side of (4) Hence, </,g> = 0. A. Janusauskas [5] has extended a well-known one-variable theorem to two variables as follows: A necessary and sufficient condition that £ Z ^^^ be an entire raO 53:0 function of ( l -z ) " 1 and (1-w)" 1 is that there exists an entire function, A(z,w), of exponential type zero, such that A(r, s) = a^. With the restriction that the coefficients be polynomially bounded, we may extend Janusauskas's result to k variables. THEOREM where £ is the sum over all integer sets (r 1 ; ...,r q ) with l < r , < . . .<r q ^k, the first * product is taken over all m u for which u = r, for some / s q, and the second product is taken over the remaining m u . Since any term, for which a non-zero m u appears in the second product, vanishes, we may write 
Let f be in K pk . The following statements are equivalent: (i) There exists a function H that is an entire function of the k variables (1 -expO'z,))"
The Laplacian of order p + q in (7) is a finite linear combination of terms of the form That is, the application of any finite difference operator of total order greater than 2p + 2q annihilates /. Thus, / is given by a polynomial.
Statements (B) and (C).
For fc>2, we consider the formal expression: Proof. Let / be null on E, c be in ^°{E) and F* be the distribution defined by the series in (9) . Then d u d 2 ) d 2 ) ) -L if and only if f h is null on J -{0} for every h; but, in the one-variable case, this is equivalent to the functions in (12) being analytic continuations of each other across the components of I -{0}, which, for each h, is equivalent, by the theorem of S. M. Shah [7] , to the existence of a pole of order at most 2p + l at the origin.
