The goal in this work is to model the process of 'full interpretation' of object images, which is the ability to identify and localize all semantic features and parts that are recognized by human observers. The task is approached by dividing the interpretation of the complete object to the interpretation of multiple reduced but interpretable local regions. In such reduced regions, interpretation is simpler, since the number of semantic components is small, and the variability of possible configurations is low.
Introduction
Humans can recognize in images not only objects (e.g., a person) and their major parts (e.g., head, torso, limbs), but also multiple semantic components and structures at a fine level of detail (e.g., shirt, collar, zipper, pocket, cuffs etc.), as in Fig. 1A . Identifying detailed components of the objects in the image is an essential part of the visual process, contributing to the understanding of the surrounding scene and its potential meaning to the viewer (Section 6.1). Although this capacity is of fundamental importance in human perception and cognition, current understanding of the processes involved in detailed image interpretation is limited.
From the modeling perceptive, existing models cannot deal well with the full problem of detailed image interpretation, and, as discussed below, the limitations are of fundamental nature. Computational models of object recognition and categorization have made significant advances in recent years, demonstrating consistently improving results in recognizing thousands of natural object categories in complex natural scenes (Section 2). However, existing models cannot provide a detailed interpretation of a scene's components in a way that will approximate human perception. For example, for a given image such as Fig. 1A , existing models can correctly decide if the image contains a person (e.g., Csurka, Dance, Fan, Willamowski, & Bray, 2004; Simonyan & Zisserman, 2015) , and can locate a bounding box around the body (e.g., Dalal & Triggs, 2005; Girshick, Donahue, Darrell, & Malik, 2014 ). At a more refined level, current algorithms can provide an approximate segmentation of the body figure (e.g., Long, Shelhamer, & Darrell, 2015) , and can locate image region containing the main body parts, such as the torso region, the face, or the legs (e.g., Chen, Papandreou, Kokkinos, Murphy, & Yuille, 2017; Vedaldi et al., 2014) , or keypoints at the joints (e.g., Chen & Yuille, 2014; Wei, Ramakrishna, Kanade, & Sheikh, 2016) . However, existing computational models cannot achieve the accuracy and richness of the local interpretation of image components perceived by a human observer (e.g., as in Fig. 1B) .
To clarify the terminology, by the term 'visual interpretation' we refer to a mapping between entities in the images and entities in the world (such as objects, object categories, object parts at different levels, and other physical entities). For instance, within a face image, a particular image contour may correspond to, say, the mouth's upper lip. The contour is an image component, the upper-lip is a semantic component in the outside world, and the interpretation process maps
