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Abstract 
Software applications continue to challenge user privacy 
when users interact with them. Privacy practices (e.g. Data 
Minimisation (DM), Privacy by Design (PbD) or General 
Data Protection Regulation (GDPR)) and related “privacy 
engineering" methodologies exist and provide clear instruc- 
tions for developers to implement privacy into software sys- 
tems they develop that preserve user privacy. However, those 
practices and methodologies are not yet a common practice 
in the software development community. There has been   
no previous research focused on developing “educational" 
interventions such as serious games to enhance software 
developers’ coding behaviour. Therefore, this research pro- 
poses a game design framework as an educational tool for 
software developers to improve (secure) coding behaviour, so 
they can develop privacy-preserving software applications 
that people can use. The elements of the proposed framework 
were incorporated into a gaming application scenario that 
enhances the software developers’ coding behaviour through 
their motivation. The proposed work not only enables the de- 
velopment of privacy-preserving software systems but also 
helping the software development community to put privacy 
guidelines and engineering methodologies into practice. 
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1 Introduction 
Companies such as Google or Facebook create a strange dig- 
ital copy of individuals’ lives, that they do not even know 
about [6]. In return, users may receive some services for free. 
For example, the driver tracker app called “AAMI App" 1 
provides drivers with roadside assistance. However, with the 
app, detailed GPS logs not only reveal where she travels but 
how fast she drives, which route she takes, which ATMs she 
stops at, and also what medical clinics she has visited. At a 
glance, these are security flaws in software applications, so 
do the privacy breaches on a different lens when looking at 
from the user’s point of view. Therefore, software applica- 
tions should be developed preserving user privacy in mind 
rather than developing for the sake of it. 
Hackers are interested in humans’ psychological flaws, 
and therefore, targeting humans is the first thing when lever- 
aging their attack [3]. One can argue that it is almost impos- 
sible to eliminate the end-user from using software systems, 
thus it requires manual, human input or interaction some- 
times. On the other hand, one cannot deny the fact that 
incidents like Cambridge Analytica, perpetrators are target- 
ing end-users and manipulating them through modelling 
their behaviour to leverage privacy breaches [6]. Therefore, 
it could be argued that software creators (e.g. designers or 
developers) are also responsible to preserve the privacy of 
users through the systems they develop. Nevertheless, users 
are unaware and find it quite difficult to understand how 
their data is collected, processed, stored and shared in on- 
line social networks, such as Facebook or Twitter. Therefore, 
software systems that access, process, store and share user 
data should be implemented with “privacy in mind", so that 
end-users’ privacy may not compromise when interacting 
with these systems [7]. 
For this, software creators are expected to “humanly" de- 
sign and develop software systems that people can better 
interact with and preserve their privacy [17, 18]. There are  
a number of privacy practices that are well established and 
widely known in the literature to guide software developers 
to embed privacy into software systems. For instance, Privacy 
by Design (PbD) [7], Fair Information Practices (FIP) [24] and 
Data Minimization (DM) [18]. PbD is a process of building 
privacy into the software design specifications, architectures 
and processes [7]. To build privacy in, it is imperative to 
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 understand the privacy impacts (a.k.a. Privacy Impact As- 
sessment (PIA) [16]). When developing software applications, 
DM principle describes that data should only be collected   
if they are related to the purpose of the application, and 
should be processed only for the purpose which they were 
collected [18]. Moreover, FIP states that users should have 
access and control over their data even after they disclose 
data into a system [24]. Soon after the Cambridge Analytica 
incident, a new EU legislation (i.e. General Data Protection 
Regulation (GDPR)) came into force introducing a set guide- 
line for the collection and processing of personal information 
from individuals [25]. 
However, it is still an open question whether or not soft- 
ware creators follow these practices/principles when design- 
ing and developing software systems that preserve user pri- 
vacy. On the other hand, software developers may need help 
too (e.g. tooling support or training), as they are neither pri- 
vacy nor security experts in most cases [27]. Traditionally, 
they are task-oriented [28], which may hinder when asking 
them to embed privacy into software systems they develop. 
Therefore, facilitating software developers with methodolo- 
gies (e.g. a step by step approach to implement DM, FIP or 
DM) or providing them with educational/training interven- 
tions to embed privacy into software systems they develop, 
will enable them to develop privacy-preserving software sys- 
tems [22]. Otherwise, it could be argued that how end-users 
protect their privacy, if software applications they interact 
with are not being designed and developed taking privacy 
into consideration. Previous research has developed a sys- 
tematic approach (i.e. methodology), enabling developers 
to embed privacy into software systems through data using 
Data Minimisation principle (DM) [21]. DM privacy concept 
focuses on how data relates to privacy and controlling the 
use of data in systems helps implementing privacy [11]. Au- 
thors have revealed through an empirical investigation their 
developed methodology encourages developers to embed 
privacy into software systems. However, the challenge is 
to put this existing methodology into practice [21], so de- 
velopers can embed privacy into software systems they de- 
velop. Therefore, this research contributes to 
develop- ing a serious game design framework 
(Figure1) as an educational intervention to enhance 
developers’ cod- ing behaviour through motivation. 
So, they can develop privacy-preserving software systems 
that people can use. To achieve this, we derive elements 
from a previously invented game design framework [2], 
Bloom’s taxonomy [12] and data minimisation model 
[21]. 
The remainder of this paper is structured as follows. Sec- 
tion 2 describes the background of the study. Section 3 pro- 
poses a game design framework as an educational tool to 
enhance software developers’ coding behaviour. Then the 
proposed game design framework is applied to a possible 
application scenario in Section 4. Section 5 provides conclu- 
sions and opens up opportunities for future work that may 
extend the current research presented in this paper. 
 
2 Background 
Software creators’ engagement towards  resulting  privacy 
in software systems has become an interest of privacy re- 
searchers recently [26]. So far, however, several recent stud- 
ies have investigated developers’ issues, perception, engage- 
ment and interaction with privacy requirements when devel- 
oping software systems that preserve user privacy [5, 8, 19, 
26]. In addition, previous research has also discussed privacy 
practices from the organisational point of view [9]. 
Hadar et al. [9] have reported that organisational culture 
and policies play a significant role (i.e. both positively and 
negatively) in helping developers to consider privacy when 
developing software applications. Likewise, both Sheth et 
al. [23] and Jain et al. [10] stressed the importance of having 
a set of policies and guidelines in place within organisations 
that can guide software developers to successfully imple- 
ment privacy into software applications. Nevertheless, so far 
too little attention has been paid to investigate issues that 
need to be addressed in privacy policies and how to set them 
up within the organisational context. This enables organisa- 
tions to effectively guide developers to embed privacy into 
software systems that preserve user privacy. 
Focusing on the engagement of software developers in 
developing privacy, Ayalon et al. [4] explain that developers 
do not follow privacy guidelines unless there is an existing 
methodological framework in use. Similarly, Sheth et al. [23] 
have revealed through an empirical investigation that de- 
velopers find it difficult to understand privacy requirements 
and implement them into software systems. In the same vain, 
Oetzel et al. [16] demonstrate that developers require signif- 
icant effort to estimate privacy risks from a user perspective. 
Furthermore, Ayalon et al. and Sheth et al. [4, 23] discuss 
that developers encounter problems and have difficulties 
when attempting to embed privacy into software systems 
they develop. Overall, these studies highlight the need for 
a systematic approach for guiding software developers to 
embed privacy into software applications that preserve user 
privacy [10]. 
Previous research has developed a Privacy Engineering 
Methodology (PEM), a step-by-step approach, guiding devel- 
opers to implement privacy into software systems through 
understanding data (i.e. using DM) [21]. Their study investi- 
gated the impact of five constructs (derived from the Technol- 
ogy Acceptance Model(TAM)) on the software developers’ 
intention to follow the developed methodology (i.e. PEM). 
The study findings revealed that the developed methodol- 
ogy encourages software developers to embed privacy into 
software systems that preserve user privacy [22]. Further- 
more, authors have suggested that getting their developed 
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methodology implemented into an interactive platform, for 
example, a gaming platform, where developers can better in- 
teract with and learn to enhance their coding behaviour. So, 
they can develop privacy preserving software systems that 
people can use. There have been a number of educational in- 
terventions developed to teach people how to thwart various 
cyber attacks such as phishing [3]. Surprisingly, no previous 
study has given sufficient consideration to develop training 
or educational interventions to enhance software developers’ 
secure coding behaviour. Therefore, this research focuses 
on designing a serious game design framework as an educa- 
tional tool for software developers’ to improve their (secure) 
coding behaviour, so they can develop privacy-preserving 
software systems that people can use (Figure1). 
 
 
3 A Serious Game Design Framework for 
Enhancing Secure Coding Behaviour 
The aim of the proposed serious game design framework is 
to enhance software developers’ (secure) coding behaviour 
through their motivation deriving elements from a previ- 
ously invented game design framework for threat avoidance 
behaviour [2], Bloom’s taxonomy [12] and data minimisation 
model [21]. 
Previous research has developed a systematic approach (i.e. 
methodology) that enabled software developers to make their 
decisions to minimise user data in software systems they 
develop through understanding data [21]. Authors claimed 
that their methodology encourages software developers to 
think of the ways they would use data in a system design, 
focusing on the collection, storage and sharing of data. There- 
fore, the proposed game design framework in this research 
teaches how software developers make their decisions to 
minimise user data when developing privacy-preserving 
software systems through the invented data minimisation 
model [21]. This improves software developers’ (secure) cod- 
ing behaviour through their motivation. 
Bloom’s taxonomy [12], which explains process of learn- 
ing, is used to incorporate the data minimisation model into 
the game framework that teaches software developers to 
embed privacy into software systems they develop. Further- 
more, it demonstrates a classification of levels of intellectual 
behaviour important in learning [1]. 
The proposed game design framework explains how soft- 
ware developers can improve their (secure) coding behaviour 
through motivation, so they can develop privacy-preserving 
software systems that people can use (Figure1) [2,3,12]. 
Consistent with the serious game design framework (Fig- 
ure1), software developers’ (secure) coding behaviour is 
determined by motivation, which, in turn, is affected by their 
threat perception (i.e. Perceived Threat). Perceived threat is 
influenced by perceived severity and susceptibility. Threat 
perception of software developers (i.e. perceived threat) is 
also influenced by the interaction effect of perceived sever- 
ity and susceptibility. Software developers’ motivation of 
writing a secure code snippet is also determined by three 
constructs such as safeguard effectiveness, safeguard cost 
and self-efficacy. 
Whilst the game design framework identifies the issues 
that the game design needs to address, it should also indicate 
how to structure this information and present it in a gaming 
context. To this end, we aimed to develop threat perceptions, 
making software developers more motivated to write a se- 
cure code snippet through the proposed serious game design 
framework. 
Therefore, the hypotheses (H1...H7) developed in the pro- 
posed game design framework are described in the context 
of enhancing software developers’ secure coding behaviour 
as follows: 
H1. Motivation positively affects software developers’ se- 
cure coding behaviour to develop privacy-preserving soft- 
ware systems. 
H2. Perceived threat positively affects software develop- 
ers’ motivation to develop privacy-preserving software sys- 
tems. 
H3a. Perceived severity positively affects software devel- 
opers’ threat perception when developing privacy-preserving 
software systems. 
H3b. Perceived susceptibility positively affects software 
developers’ threat perception when developing privacy-preserving 
software systems. 
H3c. The combination of perceived severity and perceived 
susceptibility positively affects software developers’ threat 
perception when developing privacy-preserving software 
systems. 
H4. Safeguard effectiveness positively affects software de- 
velopers’ motivation to develop privacy-preserving software 
systems. 
H5. Safeguard cost negatively affects software developers’ 
motivation to develop privacy-preserving software systems. 
H6. Self-efficacy positively affects software developers’ 
motivation to develop privacy-preserving software systems. 
H7. Process of learning (i.e. data minimisation technique [21]) 
through the Bloom’s taxonomy [12] positively affects soft- 
ware developers’ self-efficacy to develop privacy-preserving 
software systems. 
 
4 Application Scenario 
The aim of the proposed game framework is to educate soft- 
ware developers to write a better code snippet enhancing 
their secure coding behaviour, so they can develop privacy- 
preserving software systems that people can use. To achieve 
this, the proposed serious game design framework derived 
the elements from a previously invented game design frame- 
work [2] for threat avoidance behaviour, Bloom’s taxon- 
omy [12] and data minimisation model [21]. Therefore, this 
  
 
 
Figure 1. A serious game design framework for enhancing software developers’ secure coding behaviour (elements from the 
game design framework [2], Bloom’s taxonomy [12] and the data minimisation model [21]) 
 
section describes how one can incorporate the elements of 
the proposed game framework into a possible application 
scenario (i.e. a game design scenario) enabling developers to 
enhance their (secure) coding behaviour through motivation. 
The proposed game design scenario is developed based  
on a story that simplifies and exaggerates real life. Software 
developer role-plays as the game player in the game de- 
sign scenario. In the beginning, a gaming environment can 
be presented with a game player depicting some scenarios 
related to data breaches, perhaps due to poorly written soft- 
ware systems through demo video clips. Therefore, the game 
player’s target is to fix the issue(s) in the software system that 
caused data breaches. This will not only present the privacy 
threat perception (Perceived Threat) but also it shows 
the importance of using Data Minimisation (DM) technique 
(i.e. minimising user data in systems) when developing 
software 
applications that preserve user privacy. 
Data breach in a software application can occur in several 
ways [27]. For example, weak and stolen credentials (a.k.a. 
passwords), application vulnerabilities, malware, social en- 
gineering, too many permissions, insider threats, physical 
attacks, improper configuration or user error. The gaming 
story and environment should be designed as a means, where 
the player perceives a privacy threat that the user data of 
ap- plications they develop can be susceptible (Perceived 
Suscep- tibility) in a data breach by any means (e.g. weak 
and stolen credentials, social engineering, etc.). The game 
player should 
Severity). Therefore, developing a privacy threat 
perception in the game player’s mind demonstrating 
perceived severity and susceptibility, will motivate 
himself to enhance coding behaviour, contributing to 
developing privacy-preserving applications. 
The game player (i.e. software developer) should also be 
able to develop his confidence (i.e. Self-Efficacy) as they learn 
how software developers make their decisions to minimise 
user data when developing software systems that preserve 
user privacy. Self-Efficacy has a correlation with the one’s 
knowledge [1, 13]. For example, when software developers 
are knowledgeable of how to minimise user data, they are 
more motivated and confident  in  taking  relevant  actions 
to develop privacy-preserving software systems. Therefore, 
the game player is taught how to “understand data" before 
“making systems design decisions" (on minimising the data 
use in the system) through the developed data minimisa- 
tion model [21]. A calculation model developed through an 
empirical investigation to measure the perceived “data" pri- 
vacy risk is used to understand data [20] (i.e. 
Understanding Data shown in Figure1). “Perceived privacy 
risks" of data  is measured from the user perspective  
(Figure1): through the “sensitivity" of data to the user, 
“visibility" of data in the system, and the “relatedness" of 
the data to the system as parameters [20]. Privacy risk of 
data, the user perceives 𝑃𝑖, 𝑗 when disclosing a data element 𝐷𝑖 
in an application context 
𝐶 𝑗 as, 
also perceive through the designed game if the particular Perceived Privacy Risk 
= 
𝑆𝑎 ×𝑉 𝑏 
 
 data breach occurs through the application he develops, what 𝑃 (𝑖, 𝑗 ) 𝛼 ∗ 𝑖 𝑅𝑐 (𝑖, 𝑗 ) 
would be the severity (i.e. negative consequences) looks like, 
for example, financial loss or reputation damage (Perceived 
where a, b, c and 𝛼 values could tak
(
e
𝑖, 𝑗 
a
)  
ny real number. 
However, to avoid any confusion, this research uses an ap- 
proximation for a, b, c limited to whole numbers. 
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According to this calculation, the Privacy Risk 𝑃 𝑖 , 𝑗  of a 
data element 𝐷𝑖 in an application context can be defined by 
𝐶 𝑗 {x x 𝑖𝑛 IR where, 0 < x}. 
As the model calculated [20], sensitivity implies the im- 
pact of loss of a particular data item to the user [14]. For 
example, for a user, losing the credit card number may have 
a higher impact than losing his date of birth. It captures 
this variation of data by sensitivity. Visibility is described 
as a measure of how widely available (i.e. visible) the data 
item becomes in the system [14]. For example, one’s “pri- 
vateness" on Facebook is affected by the visibility of some 
data elements [15], such as hiding someone’s relationship 
status from the general public. The visibility of data hence 
is determined by the software developer and captures this 
variation. Relatedness measures how relevant the data item 
is being collected for the purpose of the software application. 
It captures how relevant the data item is for the software 
application by the relatedness parameter. 
Therefore, to understand the data through the developed 
model [20], the game player (i.e. software developer) is re- 
quired to determine the following items in a given scenario 
presented in the game design, a. How sensitive data would be 
for a user (highly sensitive, moderately sensitive, low sensi- 
tive)? b. How visible the data would be in the system (highly 
visible, moderately visible, low visible)? and c. How rele- 
vant the data is to the system (highly relevant, moderately 
relevant, low relevant)? 
In the game design, the player (i.e. software developer) 
needs to scale data against each parameter such as sensitiv- 
ity, severity and relatedness [20]. This encourages software 
developers to think of each data item they use in the system, 
its purpose and whether or not that particular data item 
should be in the system when designing. On the other hand, 
this developer thinking ensures if they must collect unnec- 
essary data in the system or what countermeasures should 
be in place to protect data that is more sensitive. Therefore, 
understanding these parameters (i.e. sensitivity, visibility 
and relatedness shown in Figure1) of data and measuring 
the “data" privacy risk using them, enable the developers’ 
decision making capability on how they should protect these 
data items (i.e. when collecting, storing and sharing) when 
developing software systems that preserve user privacy. 
Moreover, previous research emphasises the importance of 
knowledge management to support creation, transfer and ap- 
plication of knowledge in a particular context [1]. Therefore, 
Bloom’s taxonomy [12] is used to incorporate the aforemen- 
tioned teaching content developed through data minimisa- 
tion model [21] into the game design framework enabling the 
game player to have more confidence (Self-Efficacy) of 
devel- oping privacy-preserving software applications. 
Following the steps of Bloom’s taxonomy [12] embedded in 
the game design scenario, a game player is able to enhance 
(secure) coding behaviour. Therefore, the game application 
scenario is designed incorporating the teaching content 
from the data 
minimisation model [20] using Bloom’s taxonomy [12] as 
follows: 
a. Remembering: The game player (i.e. software developer) 
is able to recall or remember information (e.g. understand- 
ing data and making system design decisions) s/he learnt 
through the game. 
b. Understanding: The game player is able to explain 
ideas or concepts (e.g. understanding data, making system 
design decisions, measuring perceived privacy risk of data) 
through the game. 
c. Applying: The game player is able to apply what s/he 
learnt from the game (e.g. understanding data, making sys- 
tem design decisions, measuring perceived privacy risk of 
data) when developing various software applications that 
preserve user privacy. 
d. Analysing: The game player is able to distinguish be- 
tween the different parts of what s/he has learnt through   
the game. For example, initially understanding data (i.e. per- 
ceived privacy risk) and then making system decisions 
e. Evaluating: The game player is able to justify a stand 
or decision on the developed privacy-preserving software 
systems. 
f. Creating: The game player is able to develop new pro- 
cesses, models or point of view that can be used to develop 
new software systems that preserve user privacy. 
In summary, the elements of the game design framework 
(Figure1) were incorporated into a serious game applica- 
tion as an educational tool for software developers to im- 
prove (secure) coding behaviour, so they can develop privacy- 
preserving software applications. 
 
5 Conclusion and Future work 
This research proposed a  serious  game  design  framework 
as an educational tool for software developers to improve (se- 
cure) coding behaviour, so they can develop privacy-preserving 
software applications that people can use. To achieve this, we 
derived the elements from a previously invented game design 
framework [2], Bloom’s taxonomy [12] and data minimisa- 
tion model [21]. The elements derived from the previous in- 
vented game design framework focused on developing a “pri- 
vacy" threat perception. In addition, it also nudges the player 
to perceive the importance of developing privacy-preserving 
software systems that can protect user privacy. The teaching 
content (i.e. how to minimise data when designing systems) 
derived from the data minimisation model [20, 21] incor- 
porated into a game application scenario in a way that the 
player can learn and develop his confidence. To present the 
teaching content to the game player as an interactive means, 
for example, to support creation, transfer and application of 
knowledge in a privacy-preserving application development 
context, we used the elements/steps provided in Bloom’s 
taxonomy [12]. Therefore, the player is more confident (i.e. 
 { } . 
Self-Efficacy) and even willing take relevant actions to 
de- velop their software systems that preserve user 
privacy. 
Further research should be undertaken to empirically in- 
vestigate the proposed game design framework through 
software developers to examine their (secure) coding be- 
haviour. Gaming prototypes can be designed (i.e. through 
story-boarding) and developed (i.e. using both low and high 
fidelity application prototypes) through various design tech- 
niques such as participatory or a scenario based game design. 
An experimental protocol such as a think-aloud study, can be 
employed to examine the participants’ impact on the devel- 
oped game design framework (i.e. secure coding behaviour) 
after their engagement with the developed game prototype. 
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