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For trigonometric series with decreasing coefficients, the local behavior of 
the sum function and the asymptotic behavior of the coefficients are related 
in a particular transparent way. For example, suppose that h, JO and 
d4 = CL cos nx. Then 
(A) (Integrability) X-Ye E L, 0 < y < 1, if and only if C n+ll, < cc 
(PI9 [21h 
(B) (pth power integrability) X-Y~J(X) E L", 1 < p < co, 
if and only if C n*+w-2 X,9 < co ([3, Vol. 2, p. 1291 for y = 0; [4], [S]); 
(C) (Lipschitz condition) v(x) E Lip y, 0 < y < 1, if and only if 
A, = O(n-y-l) [6]. 
There are similar theorems for sine series. 
The object of the present paper is to fill in some gaps suggested by these 
theorems and also to go as far as possible in replacing the hypothesis h, 4 0, 
which seems somewhat artificial [7], by h, > 0. Some differences are inevi- 
table when the hypothesis is changed. A trigonometric series whose coeffi- 
cients decrease to 0 converges uniformly except in neighborhoods of 0 and n; 
for series with nonnegative coefficients this is no longer true, and the natural 
thing is to assume from the beginning that the series are Fourier series (or 
to assume something that implies this). If we consider series with non- 
negative coefficients, it is known [8] that (A) extends to the range 1 < y < 3 
if we consider p)(x) - ~(0) instead of v(x). The main results of the present 
paper are (1) a necessary and sufficient condition for C nrl&, < CO when 
h, 3 0, 0 < y < 1; (2) a necessary and sufficient condition for 
X-y[y(x) - v(O)] EL” when l/p < y < (l/p) + 1 and h, >, 0; (3) a necessary 
and sufficient condition for p)(x) E Lip y when h, > 0. Result (3) is formally 
the limiting case p = co of (2). 
* Supported by National Science Foundation grant GP-3940. 
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In (A) or (B), only neighborhoods of 0 are relevant because of the uniform 
convergence elsewhere; when the coefficients are merely non-negative, 
however, one clearly ought to take account of the behavior of the function 
at other points. There is a general, but somewhat vague, principle that the 
behavior of a function with non-negative Fourier coefficients ends to be 
propagated from a neighborhood of the origin to all other points. In accord- 
ance with this principle we shall see that for 0 < y < 1 conditional integra- 
bility of x-~[p)(x) - v(O)] at 0 implies the same for 1 x - a 1-y [y(x) - ~(a)] 
at any a; for 1 < y < 2 the same is true for absolute integrability; for 
l/P <Y < 1 + (l/P) th e same is true for integrability of the pth power; 
and Lipschitz behavior at 0 implies Lipschitz behavior everywhere. Each 
of these implications occurs because the stated behavior at 0 implies a 
condition on the coefficients hat in turn implies the same behavior at all 
points. 
We shall prove the following theorems. 
I. LIPSCHITZ CONDITIONS 
THEOREM 1. Let A, > 0 and let A, be the Fourier sine or cosine coejicients 
of v. Then 9 E Lip y (0 < y < 1) if and only if 
pk = O(n-9 U-1) 
or equivalently 
g Id, = O(n1-q. (l-2) 
For example, the Weierstrass function C bmna cos b”x belongs to Lip (Y 
([31, Vol. 1, p. 47), and the Riemann function C n-2 sin n2x belongs to 
Lip 4. 
When h, JO, either (1.1) or (1.2) is e q uivalent to h, = O(n-I-), so Theo- 
rem 1 implies Theorem C. 
The situation is more complicated when y = 1. 
THEOREM 2. If A, 2 0 and h, are the Fourier sine coe@ients of g then 
gELip1ifandonlyif 
Flak converges. (1.3) 
Note that (1.3) is (1.2) for y = 1; it is not equivalent to (1.1) in this case. 
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Theorem 2 is nothing but a restatement of Paley’s theorem that nonnegative 
numbers pk are the Fourier cosine coefficients of a bounded function if and 
only if C pk converges ([9], p. 72). 
The proofs of Theorems 1 and 2 show that (1.2) is sufficient for v to 
belong to Lip y and necessary for 1 p)(x) - ~(0) 1 = O(U) as x--f O+. Hence 
Lipschits behavior of Fourier series with non-negative coefficients is propa- 
gated from the origin in accordance with the general principle stated above. 
However, this principle breaks down for Lip 1 and cosine series. 
Let (1, be the class of continuous functions q~ for which 
94x + 24 + ?-4x - w - 244 
is uniformly O(h). 
THEORBM 3. If h, > 0 and A, are the Fourier cosine coe@ients off, then 
f A, = 0 (i) 
k=n 
(1.4) 
is necessary and suficient for eitherf(x) -f(O) = O(x) or f E A, . 
The Weierstrass function C 2-n cos 2”~ shows that (1.4) is not sufficient 
for f E Lip 1, although it is necessary and sufficient for f to behave at 0 like 
an element of Lip 1. 
The next theorem gives a necessary and sufficient condition for a cosine 
series to belong to Lip 1. 
THEOREM 4. If A,, > 0 and A, are the Fourier cosine coefi&nts off then 
f E Lip 1 if and only ;f (1.4) h o Id s and C khk sin kx has uniformly bounded 
partial sums. 
More precisely, if (1.4) holds then f (x + h) -f(x) = O(h) for a given x 
if and only if C k& sin Kx has bounded partial sums for that x. 
In Theorems 1 and 3 we can replace all O’s by o’s and rl, by h, , the class 
of smooth functions. The corresponding change in Theorem 4 leads to the 
following result. 
THEOREM 5. If A,, > 0 and f is smooth (or equivalently C;P, A, = o( l/n)) 
then f ‘(x) exists if and only if C Kh, sin kx converges; f’ is continuous if and 
only if C Kh, sin kx converges uniformly. 
Accordingly, if X, > 0 and Cz+, h, = 0(1/n), C kX, sin kx must converge 
on an uncountable set but need not converge on a set of positive measure; 
an example is furnished by f(x) = C l m 2-” sin 2”~ with E,, + 0 ([3, Vol. 1, 
p. 48). 
COROLLARY. If C An sin nx is the formal derivative of the Fourier se&s of 
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G, A, 3 0, and Czzn k-9, = o( 1 in), then C A, sin nx converges for uncounta- 
bly many values of x, and converges for any particular x af and only if G’(x) 
exists. In particular, ;fC An sin nx is itself the Fourier series of g, it converges 
almost everywhere, and unsformly ifg is continuous. 
This localizes a theorem of Paley’s ([9], p. 72) in which continuity every- 
where implies uniform convergence; indeed, if g is continuous then G = sg 
is smooth (which is equivalent to C;LI=n k-l& = o( 1 in)), and G’ exists every- 
where. 
II. CONDITIONAL INTEGRABILITY 
When the coefficients h, are monotonic and 0 < y < 1, Theorem A con- 
nects the convergence of C ti-lX, with the (absolute) integrability of X-Y?(X). 
When the coefficients are nonnegative, the convergence of the series is, 
instead, equivalent to the conditional integrability of X-~?(X). 
THEOREM 6. If A, > 0 and A, are the Fourier sine coeficients or Fourier 
cosine coeficients of y, and if 0 < y < 1 (for sine series) or 0 < y < 1 (for 
cosine series) then 
1 nr-9, -=C 00 (1.11) 
tf and only if 
s & (x - a)-y p,(x) dx converges, O<a<rr. (1.12) 
More precisely, (1.11) is necessary for (1.12) with a = 0 and sufficient for 
(1.12) for all a. Hence (1.12) f or a = 0 implies (1.11) for all a-another 
illustration of the propagation from 0 to other points of the behavior of a 
Fourier series with positive coefficients. 
Along the same lines it can be shown that Theorem A, extended to A,, > 0 
and 1 < y < 2, remains true with ) x - a 1-Y {p(x) - p)(a)} EL instead 
of x-Y{~(x) - v(O)} EL; and correspondingly for sine series. 
III. LP,l <p<co 
Theorem B deals with CC+(X) EL” for (1 - p)/p < y < l/p. I do not 
know a necessary and sufficient condition for this when the coefficients h, 
are assumed non-negative instead of nondecreasing; whatever such a con- 
dition may be, it is not C nP+r+%, < co, by an example communicated to 
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me by R A. Askey. (For separate necessary conditions and sufficient con- 
ditions see Theorems 8 and 9). However, if h, > 0 and l/p < y < (p + 1)/p 
there is a necessary and sufficient condition of a different form. 
THEOREM 7. If A, >, 0 and A, are the Fourier sine coe@cients or Fourier 
cosine coe@ients of v’, and l/p < y < (p + 1)/p, then 
I x - a I-y I v(x) - 9)(a) IELp, O<a<rr, (1.13) 
if and only if 
@y-P--Z 
n=1 
or equivalently 
nPF-2 
n-1 
(1.14) 
(1.15) 
More precisely, (1.14) is necessary for x-‘[p(x) - v(O)] E LP, i.e., for 
(1.13) with a = 0, and sufficient for (1.13). We therefore have that (1.13) 
with a = 0 implies (1.13) for every a. 
From Theorem 7 we easily get slight improvements of results of Askey 
and Wainger [7]. 
THEOREM 8. If (1 - p)/p < y < l/p, A, > 0, and y(x) X-Y EL” then 
f nV*2 
n-1 (: 1 
knoAk p< co, 
or equivalently 
I? 
n=1 
n~+~--2 (in h-‘h,)p < co. 
THEOREM 9. If 9) EL, (1 - p)/p < y < l/p, A, are the Fourier sine or 
cosine coe@ients of cp, and 
2 
nP+pY-2 
n-1 
(;, 1 hk - hk+2 1)’ < 03, 
then x-q+c) EL’. 
If X, J 0 or {&} is quasimonotone, Theorem B follows easily from Theo- 
rems 8 and 9. 
2. NOTATION. C without limits means CF; C,*, where a and b are not 
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integers, means a sum over all integers between a and b. Functions denoted 
byf and g correspond respectively to cosine and sine series. 
We shall need the following lemmas. 
LEMMA 1. LetplC>0,6>p>0. Then 
(2-l) 
is equivalent to 
m 
c /.Lk = O(nJ-). (2.2) 
k=n 
This is a straightforward application of partial summation. 
LEMMA 2. If plc 3 0, C pn converges, and 0 < /3 < 2, then 
m 
c /~~(l - cos kx) = O(Xa) 
k=l 
if and only if 
in pk = o(n-8). (2.4) 
Let (2.3) hold. Then 
l/X 
c ktk ’ -k;;2s kx < f kzk 
1 - cos kx 
k2x2 
= 0(x+“). 
R-1 k=l 
Since t-2(1 - cos t) decreases on (0, l), it follows that 
l/X 
&, k2pk = O(X~-~), 
and (2.4) follows by Lemma 1. 
Now let (2.4) hold; then (2.5) also holds, by Lemma 1. Hence 
;/dl - cos kx) < -2 + C 
1 l/X 
(2.3) 
(2.5) 
l/X 
< o(1) X2 c k2/+ + o(1) g /& = 0(x’). 
k=l k-l lz 
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3. Let 0 < y < 1 and let C A, cos ~tx be the Fourier series off, with 
A,, > 0. First let f (x) -f (0) = O(e). Then the Fourier series off converges 
at x = 0 (by “Dini’s test”) and we have 
j$(l - cos kx) = O(u). 
By Lemma 2, this is equivalent to 
(3.1) 
(3.2) 
Conversely, if (3.2) holds then in particular CA, converges and (3.2) is 
equivalent to (3.1). This establishes the necessity of (1 .l) and (1.2) in Theo- 
rem 1, for cosine series, and Theorem 3 if f (x) -f (0) = O(x). 
To establish the sufficiency of (1.1) and (1.2) for cosine series, we have to 
show that (3.2) implies f (x) E Lip y, 0 < y < 1. We have 
If& + 3) -f(x)1 = / ~A,[cosk(x + 2) - COSKX] ( 
= 2 C A, sin k(x + h) sin kh 
l/h 
< 2 c h, sin kk + 2 
1 
2 hk sin kh 1 
l/h 
Ilh 
<2hxtik+2thk. 
1 l/h 
The second sum is O(hY) by hypothesis, and the first sum is O(hy) by Lem- 
ma 1. 
Now let C A, sin tlx be the Fourier series of g, with h, 2 0, and let 
0 < y < 1. Since Fourier series can be integrated term by term, we have 
s 
ag(t) c-it = - c ?+A,(1 - cos nx) = O(xv-1). (3.3) 
0 
By Lemma 2, (3.3) is equivalent to 
f k-lh, = O(n-r-l), 
k=n 
and this, by partial summation, is equivalent to (3.2). 
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Since we have 
g(x + 2h) -g(x) = 2 Jf A, cos n(x + h) sin nh, 
the proof that (3.2) implies that g E Lip y is the same as in the cosine case. 
The proof of Theorem 1 is now complete. 
If y = 1 it follows in the same way that C Kh, converges if g(x) = O(x) 
as x + 0. Conversely, if C kA, converges, C KX, cos kx converges uniformly, 
so g has a bounded derivative and therefore belongs to Lip 1. This establishes 
Theorem 2. 
Suppose now that Cz A, = 0( 1 In). Then 
If(x + 2h) +f(x - 2h) - 2f(x) j = 4 / CA, sin2 nh cos nx / 
< 4 C A, sin2 nh 
= 2 C A,( 1 - cos 2nh). 
By Lemma 2, the right-hand side is O(h), so (1.4) implies f E A, . 
On the other hand, if f E A, then in particular 
f(2k) +f(- 24 - 2f(O) = O(k), 
i.e., 
C A,(1 - cos nh) = O(h), 
and (1.4) follows from Lemma 2. This completes the proof of Theorem 3. 
We turn now to Theorem 4. We know that (1.4) holds if f E Lip 1. Now 
we have 
If (x + w -f(x) I = 1 c hms n(x + w - cos 4 1 
= 2 1 A, sin n(x + h) sin nh 
=2 Chn ‘r sin n(x + h) sin nh 1 + 0 ($ &) 
lth =2 Chn
0 
sin n(x + h) [nh + O(nsha)] I + O(h) (3.4) 
by (1.4), with both O-terms independent of x. By Lemma 1 with 18 = 2, 
6 = 3, this means that 
1 f (x + 2h) -f(x) 1 = 2h 19 nh, sin n(x + h) 1 + O(h). 
0 
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But 
sin n(x + h) = sin nx - (1 - cos nh) sin nx + cos nx sin n/z, 
and when nh < 1, 1 - cos nh = O(n3h3) and sin nh = O(A). Hence by 
Lemma 1 again, with /3 = 2, 6 = 3 and with p = 1, 6 = 2, we obtain 
If(x+ul)-f(x)j=2h/fnA,sinnxI+O(h), 
0 
with the O-term independent of x. Consequently f(x + 2h) -,f(x) = O(h) 
if and only if 
Ilh 
C nA, sin nx 
0 
is bounded, and either of these expressions is uniformly bounded if and only 
if the other is. This proves Theorem 4. 
For Theorem 5, we notice first that everything we have done so far holds 
if all O’s are replaced by o’s, Lip by lip, and A, by A, . Now return to (3.4) 
and observe that with a slightly different start we get 
If(x + 2h) -f(x) - ch 1 = 11 h, [cos n(x + 2h) - cos nx - -g] 1 
l/h 
=2h CnA,sinnx---1LI 
0 2 f(0) + o(h)y 
with the o-term independent of x. Hence 
f(x + 24 -f(x) h --c-limit 
if and only if 
l/h 
“P 
sin nx --+ limit. 
The rest of Theorem 5 is an immediate consequence, since either limit is 
uniform if and only if the other is. 
4. We first prove Theorem 6 for sine series. Let g be integrable, with 
sine coefficients A,, > 0; let 0 < y < 1. Suppose first that 
(4.1) 
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converges. Then there is a number M such that 
Now put 
( 1’ t-q(t) dt / < M, 0 < y < x < TT. 
Y 
G(Y) = j: t-%(t) dt, 
so that G(y) -+ 0 as y -+ O+. Then 
(4.2) 
Y- j; g(t) dt = y-y j’ ty dG(t) 
0 
=y- jtyG(t)l; - y j; WIG(t) dt/ 
= G(y) - w-7 j: w-l o(1) dt 
= o(l), y -+ 0. 
Hence there is a number M’ such that 
lery j)dtPI GM’. (4.3) 
Since XX,, sin nt is a Fourier series, we may express the left-hand sides 
of (4.2) and (4.3) by integrating term by term; we get 
/y~cA~]j: sin nt dt + yy j:trsinntdt/ 1 GM+ M’. (4.4) 
We now observe that the expression in braces is nonnegative, since the 
second integral is (by the second mean-value theorem) 
sin nt dt, y<v<x, 
and therefore the whole expression is 
s lJ sin nt dt > 0. 0 
Consequently for each N 
yy 5 A,, /jI sin nt dt + y jz tr sin nt dt/ < M + M’. 
n-1 Y 
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Letting y -+ 0, we have 
i.e., 
UY sin u du < M + M 
Take x = 1; since 
lim n 
I 
uy sin u du > 0, 
n-ml o 
we have 
uniformly bounded; since A,, > 0, this means that C X,nrl converges. 
Now suppose that C h,n+ converges. For each a, 
I 
w-u 
a+z (t - a)-~ sin nt dt (O<x<y<n-u) (4.5) 
is uniformly O(W-l). For, (4.5) is 
Y Y 
cos na 
s 
tr sin nt dt + sin nu 
s 
t-y cos nt dt 
z 0 
nu 
s 
nu 
UY sin u du + sin nu uy cos u du , 
nz ne I 
Consequently 
1 A, ,111 (t - a)-’ sin nt dt (4.6) 
converges uniformly in x and y. Therefore (4.6) approaches a limit as x -+ 0’. 
But (4.6) is, since C A, sin nx is a Fourier series, equal to 
Hence 
converges. 
I 
a+u 
(t - a>? g(t) dt. a+x 
I 
(Itff 
(t - a)-yg(t) dt 
ct+ 
+wlv/3-6 
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The proof of Theorem 6 for cosine series is somewhat different. Suppose 
first that 
?i t-f(t) dt 
Oi- 
converges. Put 
F,(t) = ,:A4 du, F(t) = jt U-yf(u) du, 
o+ 
so that F(t) = o( 1) as t -+ O+. We have 
and hence 
From this we have 
= 1 F(t) tv - y s: w-IF(u) du 1 , 
F,(t) = +‘), t-+0+. 
y-y-’ 
s 
‘F,(t) dt = o( 1). 
0 
(4.7) 
(4.8) 
In addition, if 0 < E < x, 
Y j-’ t-y-l F,(t) dt = y j’ t-y-l dt 1; j(u) du 
< 6 
= ,, j”)(u) du j-1 t-r1 dt + y j-=f(u) du j’ t-y-l dt 
6 21 
= e-y F,(e) - x-7 F,(r) + sz u-yj(u) du - x7 j:f(u) du. 
Letting c + 0, we get 
Y I iv t--l F,(t) dt = F(x) - x-F,(x), o+ 
so that 
s ’ t-y-l ii;(t) dt = o( 1). o+ (4.9) 
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We then have, if 0 < y < x, 
I x F’-’ PI(t) dt = i & Ix t-y dt + c n-l& 1’ t-1 sin nt dt = o(l) Y Y Y 
and therefore 
Also 
tr-l sin nt dt = O(1). (4.10) 
y-y-l 1 n-9, s’ sin nt dt = y-+ 1’ c n-9, sin nt dt - y-y-l 1: + )bt dt . 
0 0 
Combining this with (4.10) we have 
y-~-l C n-l& 
IS 
’ sin nt dt + yy+l I5 t-y-l sin nt dt = 0( 1). 
0 Y I 
As in the proof for sine series, the expression in braces is non-negative. 
Proceeding as before, we get 
,‘fl n-4, f t-y-l sin nt dt = O(l), 
0 
5 X,n+ J” ZO-1 sin u du = O(l), 
n-1 0 
and hence C X,n+ converges. 
The proof of the converse is just like the proof given above for sine series. 
5. We continue to use the notational conventions introduced at the begin- 
ning of Section 2. In addition, we use K to denote various numbers, not 
necessarily the same at each occurrence. If 1 < p < CO, p’ means p/(p - 1). 
In proving Theorem 7 we require the following lemmas. 
LEMMA 3. Fory<2,0 < t <r, 
decreases. 
s 
t 
tv-2 u-y sin u du 
0 
LEMMA 4. For y c 3,0 < t < TT, 
I 
t 
ty--3 u-7( 1 - cos u) du 
0 
decreases. 
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Lemmas 3 and 4 can be proved by calculus in a straightforward way. 
LEMMA 5. If A, 3 0, p > 1, s > 0, consider the conditions 
(5.1) 
f n-s9 (i kQk)9 < 00. (5.2) 
Tl=l k=l 
If c < sp - 1 then (5.1) implies (5.2) ; if c > - 1 then (5.2) implies (5.1). 
Hence if - 1 < c < sp - 1, all conditions (5.2) are equivalent to each 
other. 
The equivalence of (1.14) and (1.15) is the cases = 1, c = yp - 2. 
To prove that (5.1) implies (5.2), write 
A, = 2 A, ; 
k=n 
then the left-hand side of (5.2) is 
By partial summation, the inner sum does not exceed 
il Sk’-‘& (s > o), 
and the left-hand side of (5.2) does not exceed 
s9 gl ncTs9 ii1 ksplAk)‘. (5.3) 
If c - sp < - 1, this does not exceed, by a variant of Hardy’s inequality 
([lo], Theorem 346, p. 255) 
K i nc+‘(n~A,JP = K i nCA,9 < co. 
n-1 m-1 
To prove that (5.2) implies (5.1) we have to begin by showing that C Ar 
converges. Put 
A,, = i kShk . 
k-l 
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Then 
i A, = ; k-yAk - A&1) 
k=n k=m 
N-l 
= - &-1,$-8 + c /,,(k-’ - (k + I)-“) + ANN-” 
k--n 
N-l 
Now 
< s 1 k-A, + ANN-*. 
k-n 
N-l N-l 
c k-s-IA, = c (IkkW~)-sk-l-(c/zO 
k=n k-n 
The first sum on the right is bounded, by (5.2). Since (p + c)/(p - 1) > 1, 
the second sum is bounded. Hence 
E k-S-IA, + 0. 
k=n 
But the sum on the left exceeds 
A,, F k-+1 > Kn-SA,, . 
k--n 
Hence n+A, -+ 0. Therefore C A, converges, and 
f A, < s f k-‘-IA,. 
k-n k--n 
Now we have 
f nc (kc A,)’ < s9 f no (g k-+1/l,)’ 
n-1 n-1 k-n 
< K f nc(r8A,J’ 
73-l 
again by Theorem 346 of [lo]. 
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We can now prove Theorem 7. We consider sine series first. 
Let g(x) X-Y E Lg. We begin by observing that 
1’ t-Yg(t) dt = c A, 1,’ t-7 sin nt dt. (5.4) 
0 
In fact, if y > 0 and E > 0 we have 
II 
5 
# t-ysinntdtl =n+Ij~~u~sinuduI <MM-~ (O<y<2), (5.5) 
with M independent of x and C. Now g(x) X-Y EL. If y > 1, the extension of 
the sine version of (A) to y > 1 and positive coefficients [l l] shows that 
C ny-l A,, converges. If y < 1, Theorem 6 shows the same thing. We have 
1’ t-yg(t) dt = c A, 1’ TV sin nt dt; 
c L 
(5.6) 
and by (5.5) the series on the right converges uniformly in E. Letting E + 0 
we obtain (5.4). 
By Hardy’s inequality ([lo], Theorem 327, p. 240) applied to the left-hand 
side of (5.4), we have 
1 t-Yg(t) 19 dt < co. 
Consequently 
We write the left-hand side of (5.7) in the form 
no 
hnn~-1x-1 I 
P 
U-Y sin u du 
0 1 
=jidx(c Jyu-ysinudur. n~x~-+.x)y-2 
(5.7) 
We decrease this by replacing C by Ci’” and then replacing 
I 
nr 
nx)+ u-y sin u du 
0 
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by its minimum (Lemma 3). Hence we have 
T l/X 
I (c nh,xl-Y i ’ dx < co, 0 n=1 
479 
(5.8) 
and this is equivalent to 
1 nf--p-2 ( i kAk)p < co. 
k=l 
We have therefore proved somewhat more than is stated in Theorem 7, 
namely, that (1.13) with a = 0 implies (1.14) for 0 < y < 1 + (l/p). By 
Lemma 5, (1.14) is equivalent to (1.15) if l/p < y < 1 + (I/p). 
To prove the converse, we assume that l/p < y < 1 + (l/p) and suppose 
that (1.14) and (1.15) hold. (Both are implied by C np+w-2hnp < co, so that 
we could also take this condition as hypothesis in this part of Theorem 7.) 
We can in fact prove still more, namely, that (1.13) is implied by (1.14) and 
(1.15) for 1 A, 1 , with no assumption about the sign of A, . 
First suppose a = 0. Since 
I I 
’ dt 
l/P 
+ 11” / t-y 2 A, sin kt I* dt /lip, 
0 k=llt 
it is enough to show that the first term on the right is bounded and that the 
second has a bound independent of N. Now 
<i np-2(~ k&1)’ 
T&=1 k=l 
and 
1: t-Y I k$,t ~ksinkt~dt~I:(trk~,tihkl))dt 
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More generally, 
&) - m = 2 c hL cos 4 n(x + u) sin a n(x - a), 
and the same argument applies. This completes the proof of Theorem 7 for 
sine series. 
The same argument also applies to cosine series, since 
f(4 - f@> = - 2 1 h sin 4 n(x + a) sin + n(x - 62). 
In addition, for cosine series we have 
f(x) -f(O) = - 2 C X, sin2 3 ttx, 
and consequently 
s ; If(x) -f(O) Ip typ dt < co 
because 
if (1.15) holds with y < (2~ + 1)/p, by Lemma 5, and 
s, t-r I ,$,, Xksin2~Kt/pdt~~:(trk~,~Ihkj)Ddt 
This shows that for cosine series (1.14) or (1.15) implies (1.13), with a = 0, 
even for l/p < y < (2p + 1)/p. 
It remains to prove for cosine series that (1.13) with a = 0 implies (1.14) 
or (1.15). Here we have l/p < y < 2 + (l/p), and we assume (ostensibly 
less than (1.13)) that there is a number c such that x-‘[f(x) - c] E LP. Then 
x+cf(x) - c] EL, CA, cos nx converges at 0, and consequently c =f(O). 
Furthermore, 
f(0) -f(x) = c A,(1 - cos nx). 
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Since the terms of the series are nonnegative, we can integrate term by term to 
get 
IX t-J[f(O) -f(t)] dt = c A, j: t-q 1 - cos nt) dt. 
0 
Hence 
j-i (c A, +- j-1 t-(1 - cos nt) dt)’ dx < 1, dx (; 1: t-y If(O) -f(t) 1 dt)’ 
<K k’If(O)-f(t)I*dt, 
I 0 
by Hardy’s inequality. Consequently the left-hand side is finite. Therefore 
so is 
X,x-lnY-1 x s 0 
I 
nz 
= 724,x2-Y(m)+ 
0 
and so, by Lemma 4, is 
r 112 
I Ix n2hnx2--Y I pdx. 0 n=o 
This is equivalent to 
C nw-2P-2 (5 k2Ak)’ < 00. 
k=l 
By Lemma 5 with s = 2, c = py - 2, this is equivalent to 
This completes the proof of Theorem 7. 
We now deduce the cosine versions of Theorems 8 and 9 from the sine 
version of Theorem 7; the deductions of the sine versions of Theorems 8 
and 9 are similar. 
First let - l/p’ < y < l/p, f(x) X-Y ELP, and let the Fourier cosine 
coefficients of f be A, >, 0. (Since y > - l/p’, x-f(x) E Lp implies f E L.) 
Suppose for simplicity that A, = 0. 
482 
We have 
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fl(x) = jrf(t) dt = c n-1X, sin nx. 
Apply Theorem 7 to fr with y + 1 in place of y. Then X-Y-lfi(x) EL” by 
a variant of Hardy’s inequality, and 
c w-2 (i x,!y < cc 
k=O 
follows. This is the conclusion of Theorem 8. 
Next let - 1 /p’ < y < 1 /p, let f EL, let f(x) NC h, cos tlx, and assume 
that 
c np+py--% (Fn I hk - Ak+2 l)p 
converges. We have 
2f(x) sin x N C (X, - X,,,) sin (EZ + 1) X. 
Hence by Theorem 8 with y + 1 in place of y, X-~-~(xf(x)) EL” if 
c ~(y+l)P-2 (pk - b+21)p 
converges, i.e. X-yf(x) E LP if 
converges. If h, J 0, 
i 1 hk - xk+2 1 
k=n 
1 xk - hk+2 1)’ 
= 42 + k&+1 > 
and the condition becomes ~T@‘+*~ &,p < co, in accordance with Theorem B. 
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