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Abstract
In variational autoencoders, the prior on the
latent codes z is often treated as an af-
terthought, but the prior shapes the kind of
latent representation that the model learns.
If the goal is to learn a representation that
is interpretable and useful, then the prior
should reflect the ways in which the high-
level factors that describe the data vary. The
“default” prior is an isotropic normal, but if
the natural factors of variation in the dataset
exhibit discrete structure or are not inde-
pendent, then the isotropic-normal prior will
actually encourage learning representations
that mask this structure. To alleviate this
problem, we propose using a flexible Bayesian
nonparametric hierarchical clustering prior
based on the time-marginalized coalescent
(TMC). To scale learning to large datasets,
we develop a new inducing-point approxima-
tion and inference algorithm. We then ap-
ply the method without supervision to sev-
eral datasets and examine the interpretabil-
ity and practical performance of the inferred
hierarchies and learned latent space.
1 Introduction
Variational autoencoders (VAEs; Kingma and
Welling, 2014; Rezende et al., 2014) are a popular class
of deep latent-variable models. The VAE assumes that
observations x are generated by first sampling a latent
vector z from some tractable prior p(z), and then sam-
pling x from some tractable distribution p(x | gθ(z)).
For example, gθ(z) could be a neural network with
weights θ and p(x | gθ(z)) might be a Gaussian with
mean gθ(z).
1 Work done while an intern at Google. Corresponding
author email: svikram@cs.ucsd.edu
VAEs, like other unsupervised latent-variable models
(e.g.; Tipping and Bishop, 1999; Blei et al., 2003), can
uncover latent structure in datasets. In particular, one
might hope that high-level characteristics of the data
are encoded more directly in the geometry of the latent
space z than they are in the data space x. For example,
when modeling faces one might hope that one latent
dimension corresponds to pose, another to hair length,
another to gender, etc.
What kind of latent structure will the VAE actually
discover? Hoffman and Johnson (2016) observe that
the ELBO encourages the model to make the statistics
of the population of encoded z vectors resemble those
of the prior, so that p(z) ≈ Epopulation[p(z | x)]. The
prior p(z) therefore plays an important role in shap-
ing the geometry of the latent space. For example,
if we use the “default” prior p(z) = N (z; 0, I), then
we are asking the model to explain the data in terms
of smoothly varying, completely independent factors
(Burgess et al., 2018). These constraints may some-
times be reasonable—for example, geometric factors
such as pose or lighting angle may be nearly indepen-
dent and rotationally symmetric. But some natural
factors exhibit dependence structure (for example, fa-
cial hair length and gender are strongly correlated),
and others may have nonsmooth structure (for exam-
ple, handwritten characters naturally cluster into dis-
crete groups).
In this paper, we propose using a more opinion-
ated prior on the VAE’s latent vectors: the time-
marginalized coalescent (TMC; Boyles and Welling,
2012). The TMC is a powerful, interpretable Bayesian
nonparametric hierarchical clustering model that can
encode rich discrete and continuous structure. Com-
bining the TMC with the VAE combines the strengths
of Bayesian nonparametrics (interpretable, discrete
structure learning) and deep generative modeling
(freedom from restrictive distributional assumptions).
Our contributions are:
• We propose a deep Bayesian nonparametric model
that can discover hierarchical cluster structure in
complex, high-dimensional datasets.
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• We develop a minibatch-friendly inference proce-
dure for fitting TMCs based on an inducing-point
approximation, which scales to arbitrarily large
datasets.
• We show that our model’s learned latent repre-
sentations consistently outperform those learned
by other variational (and classical) autoencoders
when evaluated on downstream classification and
retrieval tasks.
2 Background
2.1 Bayesian priors for hierarchical clustering
Hierarchical clustering is a flexible tool in exploratory
data analysis as trees offer visual, interpretable sum-
maries of data. Typically, algorithms for hierarchical
clustering are either agglomerative (where data are
recursively, greedily merged to form a tree from the
bottom-up) or divisive (where data are recursively par-
titioned, forming a tree from the top-down). Bayesian
nonparametric hierarchical clustering (BNHC) addi-
tionally incorporates uncertainty over tree structure
by introducing a prior distribution over trees r(τ) and
a likelihood model for data r(z1:N | τ), with the goal of
sampling the posterior distribution r(τ | z1:N ).2
In this paper, we focus on rooted binary trees with
N labeled leaves adorned with branch lengths, called
phylogenies. Prior distributions over phylogenies of-
ten take the form of a stochastic generative process
in which a tree is built with random merges, as in
the Kingman coalescent (Kingman, 1982), or ran-
dom splits, as in the Dirichlet diffusion tree (Neal,
2003). These nonparametric distributions have help-
ful properties, such as exchangeability, which enable
efficient Bayesian inference. In this paper, we focus on
the time-marginalized coalescent (TMC; Boyles and
Welling, 2012), which decouples the distribution over
tree structure and branch length, a property that helps
simplify inference down the line.
2.1.1 Time-marginalized coalescent (TMC)
The time-marginalized coalescent defines a prior dis-
tribution over phylogenies. A phylogeny τ = (V,E, T )
is a directed rooted full binary tree, with vertex set V
and edges E, together with time labels T : V → [0, 1]
where we denote tv = T (v). The vertex set V is par-
titioned into N leaf vertices Vleaf and N − 1 internal
vertices Vint, so that V = Vint ∪ Vleaf, and we take
Vleaf = {1, 2, . . . , N} to simplify notation for identify-
ing leaves with N data points. The directed edges of
2We use r to denote probability distributions relating to
the TMC and distinguish from p and q distributions used
later in the paper.
the tree are encoded in the edge set E ⊂ Vint × V ,
where we denote the root vertex as vroot and for
v ∈ V \ {vroot} we denote the parent of v as pi(v) = w
where (w, v) ∈ E.
The TMC samples a random tree structure (V,E) by a
stochastic process in which the N leaves are recursively
merged uniformly at random until only one vertex is
left. This process yields the probability mass function
on valid (V,E) pairs given by
r(V,E) =
(N − 1)!∏
v∈Vint c(v)
N−1∏
i=1
(
i+ 1
2
)−1
, (1)
where c(v) denotes the number of internal vertices in
the subtree rooted at v. Given the tree structure, time
labels are generated via the stick-breaking process
tv =

0 v = vroot,
1 v ∈ Vleaf,
tpi(v) − βv(1− tpi(v)) v ∈ Vint \ {vroot},
(2)
where βv
iid∼ Beta(a, b) for v ∈ V . These time la-
bels encode a branch length tv − tpi(v) for each edge
e = (pi(v), v) ∈ E. We denote the overall density on
phylogenies with N leaves as TMCN (τ ; a, b).
Finally, to connect the TMC prior to data in Rd, we
define a likelihood model r(z1:N | τ) on N data points,
with zn corresponding to the leaf vertex n ∈ Vleaf. We
use a Gaussian random walk (GRW), where for each
vertex v ∈ V a location zv | zpi(v) is sampled accord-
ing to a Gaussian distribution centered at its parent’s
location with variance equal to the branch length,
zv | zpi(v) ∼ N (zpi(v), (tv − tpi(v))I), v ∈ V \ {vroot},
and we take zvroot ∼ N (0, I). As a result of this choice,
we can exploit the Gaussian graphical model structure
to efficiently marginalize out the internal locations zv
associated with internal vertices v ∈ Vint and evalu-
ate the resulting marginal density r(z1:N | τ). For de-
tails about this marginalization, please refer to Ap-
pendix C. The final overall density is written as
r(z1:N , τ) = TMCN (τ ; a, b)r(z1:N | τ). (3)
For further details and derivations related to the TMC,
please refer to Boyles and Welling (2012).
2.1.2 TMC posterior predictive density
The TMC with N leaves and a GRW likelihood model
can be a prior on a set of N hierarchically-structured
data, i.e. data that correspond to nodes with small
tree distance should have similar location values. In
addition, it also acts as a density from which we can
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Figure 1: Independent samples from a time-marginalized coalescent (TMC) prior and two-dimensional Gaussian
random walk likelihood model (10 and 300 leaves respectively). Contours in the plots correspond to posterior
predictive density r(zN+1 | z1:N , τ). As the number of leaves grow, the predictive density grows more complex.
sample new data. The posterior predictive density
r(zN+1 | z1:N , τ) is easy to sample thanks to the ex-
changeability of the TMC.
To sample a new data point zN+1, we select a branch
(edge) and a time to attach a new leaf node. The
probability r(eN+1 |V,E) of selecting branch eN+1 is
proportional to the probability under the TMC prior
of the tree with a new leaf attached to branch eN+1.
The density r(tN+1 | eN+1, V, E) for a time label tN+1
is determined by the stick-breaking process (see Ap-
pendix C for details). Both of these probabilities are
easy to calculate and sample due to the exchangeabil-
ity of the TMC.
The new location zN+1 can be sampled from
r(zN+1 | eN+1, tN+1, τ), which is the Gaussian distri-
bution that comes out of the GRW likelihood model.
Pictured in Figure 1 are samples from a TMC prior
and GRW likelihood, where contours correspond to
r(zN+1 | z1:N , τ). In addition to modeling hierarchical
structure, the TMC is a flexible nonparametric density
estimator.
2.1.3 TMC inference
The posterior distribution r(τ | z1:N ) is analytically in-
tractable due to the normalization constant r(z1:N )
involving a sum over all tree structures, but it can
be approximately sampled via Markov chain Monte-
Carlo (MCMC) methods. We utilize the Metropolis-
Hastings algorithm with a subtree-prune-and-regraft
(SPR) proposal distribution (Neal, 2003). An SPR
proposal picks a subtree uniformly at random from τ
and detaches it. It is then attached back on the tree to
a branch and time picked uniformly at random. The
Metropolis-Hastings acceptance probability is efficient
to compute because the joint density r(τ, z1:N ) can be
evaluated using belief propagation to marginalize the
latent values at internal nodes of τ , and many of the
messages can be cached. See Appendix C for details.
2.2 Variational autoencoder
The variational autoencoder (VAE) is a generative
model for a dataset x1:N wherein latent vectors z1:N
are sampled from a prior distribution and then individ-
ually passed into a neural network observation model
with parameters θ,
z1:N ∼ p(z1:N ), xn | zn ∼ pθ(xn | zn), (4)
We are interested in the posterior distribution
p(zn |xn), which is not analytically tractable but
can be approximated with a variational distribution
qφ(zn |xn), typically a neural network that outputs
parameters of a Gaussian distribution. The weights
of the approximate posterior can be learned by opti-
mizing the evidence-lower bound (ELBO),
L[q] , Eq
[
log
pθ(x1:N , z1:N )∏
n qφ(zn |xn)
]
(5)
The parameters of the model, θ and φ, are learned
via stochastic gradient ascent on the ELBO, using the
reparametrization trick for lower variance gradients
(Kingma and Welling, 2014; Rezende et al., 2014).
3 The TMC-VAE
The choice of prior distribution in the VAE signif-
icantly affects the autoencoder and resulting latent
space. The default standard normal prior, which takes
zn
iid∼ N (0, I), acts as a regularizer on an otherwise
unconstrained autoencoder, but can be restrictive and
result in overpruning (Burda et al., 2015). Extremely
flexible, learnable distributions like masked autore-
gressive flow (MAF) priors (Papamakarios et al., 2017)
enable very rich latent spaces, but don’t encode any in-
terpretable bias for organizing the latent space (except
perhaps smoothness).
In this paper, we explore the TMC prior for the VAE,
which could potentially strike a sweet spot between
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restrictive and flexible priors. We generate the latent
values z1:N of a VAE according to the TMC prior,
then generate observations x1:N using a neural network
observation model,
τ ∼ TMCN (τ ; a, b), (6)
z1:N | τ ∼ r(z1:N | τ), xn | zn ∼ pθ(xn | zn). (7)
The TMC-VAE is a coherent generative process that
captures discrete, interpretable structure in the latent
space. A phylogeny not only has an intuitive inductive
bias, but can be useful for exploratory data analysis
and introspecting the latent space itself.
Consider doing inference in this model: first assume
variational distributions qφ(zn |xn) (as in the VAE)
and q(τ), which results in the ELBO,
L[q] = Eq
[
log
p(τ, z1:N , x1:N )
q(τ)
∏
n q(zn |xn)
]
(8)
For fixed qφ(zn |xn), we can sample the optimal q∗(τ),
q∗(τ) ∝ exp{Eq [log p(τ, z1:N , x1:N )]} (9)
Because p(z1:N | τ) is jointly Gaussian (factorizing ac-
cording to tree structure) and qφ(zn |xn) is Gaus-
sian, expectations with respect to z1:N can move into
log p(τ, z1:N , x1:N ). This enables sampling the ex-
pected joint likelihood Eq [log p(τ, z1:N )] using SPR
Metropolis-Hastings. However, optimizing this ELBO
is problematic. p(z1:N |τ) does not factorize indepen-
dently, so computing unbiased gradient estimates from
minibatches is impossible and requires evaluating all
the data. Furthermore, the TMC is limiting from a
computational perspective. Since a phylogeny has as
many leaves as points in the dataset, belief propaga-
tion over internal nodes of the tree slows down linearly
as the size of the dataset grows. In addition, SPR pro-
posals mix very slowly for large trees. We found these
limitations make the model impractical for datasets of
more than 1000 examples.
In the next section, we address these computational
issues, while retaining the interesting properties of the
TMC-VAE.
4 LORACs prior for VAEs
In this section, we introduce a novel approximation to
the TMC prior, which preserves many desirable prop-
erties like structure and interpretability, while being
computationally viable. Our key idea is to use a set
of learned inducing points as the leaves of the tree in
the latent space, analogous to inducing-input approxi-
mations for Gaussian processes (Snelson and Ghahra-
mani, 2006). In this model, latent vectors z1:N are not
directly hierarchically clustered, but are rather inde-
pendent samples from the induced posterior predictive
density of a TMC. We call this the Latent ORganiza-
tion of Arboreal Clusters (LORACs, pronounced “lo-
rax”) prior.
To define the LORACs prior p(τ, z1:N ), we first define
an auxiliary TMC distribution r(τ, s1:M ) with M leaf
locations s1:M . We treat s1:M as a set of learnable
free parameters, and define the conditional r(τ | s1:M )
as the LORACs prior on phylogenies τ :
p(τ ; s1:M ) , r(τ | s1:M ). (10)
That is, we choose the prior on phylogenies τ to
be the posterior distribution of a TMC with pseudo-
observations s1:M . Next, we define the LORACs prior
on locations zn | τ as a conditionally independent draw
from the predictive distribution r(sM+1 | τ, s1:M ),
writing the sampled attachment branch and time as
en and tn, respectively:
p(en, tn | τ) , r(eM+1 = en, tM+1 = tn | τ),
p(zn | en, tn, τ) , r(sM+1 = zn | en, tn, τ, s1:M ). (11)
To complete the model, we use an observation likeli-
hood parameterized by a neural network, writing
xn | zn ∼ pθ(xn | zn). (12)
By using the learned inducing points s1:M , we avoid
the main difficulty of inference in the TMC-VAE of
Section 3, namely the need to do inference over all N
points in the dataset. Instead, dependence between
datapoints is mediated by the set of inducing points
s1:M , which has a size independent of N . As a re-
sult, with the LORACs prior, minibatch-based learn-
ing becomes tractable even for very large datasets.
The quality of the approximation to the TMC-VAE
can be tuned by adjusting the size of M .
However, this technique presents its own inference
challenges. Sampling the optimal variational factor
q∗(τ) is no longer an option as it was in the TMC-
VAE:
q∗(τ ; s1:M ) ∝ exp{Eq [log p(τ, z1:N , x1:N )]}
∝ exp{log p(τ ; s1:M ) +
∑
n Eq [p(zn | en, tn, τ)]}
∝ exp{log TMCN (τ ; a, b)
+
∑M
m=1 log r(sm | s1:m−1, τ)
+
∑
n Eq [log p(zn | en, tn, τ)]}.
(13)
This term has a sum over N expectations; therefore
computing this likelihood for the purpose of MCMC
would involve passing the entire dataset through a
neural network. Furthermore, the normalizer for this
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xn
zn
τ
N
(a) TMC-VAE graphical model
xn
znen
tn
s1:M
τ
N
(b) LORACs-VAE graphical model
xn
znen
tn
s1:M
τ
N
(c) LORACs-VAE variational factors
Figure 2: Graphical models and variational approximations for TMC models described in the paper
likelihood is intractable, but necessary for computing
gradients w.r.t s1:M . We therefore avoid using the
optimal q∗(τ ; s1:M ) and set q(τ ; s1:M ) to the prior.
This has the additional computational advantage of
cancelling out the Eq[log p(τ)] term in the ELBO,
which also has an intractable normalizing constant.
If the inducing points are chosen so that they con-
tain most of the information about the hierarchical
organization of the dataset, then the approximation
p(τ | z) ≈ r(τ | s1:M ) = p(τ) will be reasonable.
We also fit the variational factors q(en),
qξ(tn | en, zn; s1:M ), and qφ(zn |xn). The factor
for attachment times, qξ(tn | en, zn; s1:M ), is a recogni-
tion network that outputs a posterior over attachment
times for a particular branch. Since the q(τ ; s1:M ) and
p(τ ; s1:M ) terms cancel out, we obtain the following
ELBO (some notation suppressed for simplicity):
L[q] , Eq
[
log
∏
n p(en, tn | τ)p(zn | en, tn, τ)p(xn | zn)∏
n q(en)q(tn | en, zn)q(zn |xn)
]
.
(14)
This ELBO can be optimized by first computing
q∗(en) = exp {Eq [log p(en | tn, zn, τ ; s1:M )]} (15)
and computing gradients with respect to θ, s1:M , φ,
and ξ using a Monte-Carlo estimate of the ELBO us-
ing samples from q(τ ; s1:M ), q
∗(en), qφ(zn |xn), and
qξ(tn | en, zn; s1:M ). The factor q(τ ; s1:M ) can be sam-
pled using vanilla SPR Metropolis-Hastings. The de-
tailed inference procedure can be found in Appendix C.
5 Related work
As mentioned above, LORACs connects various ideas
in the literature, including Bayesian nonparametrics
(Boyles and Welling, 2012), inducing-point approxima-
tions (e.g.; Snelson and Ghahramani, 2006; Tomczak
and Welling, 2018), and amortized inference (Kingma
and Welling, 2014; Rezende et al., 2014).
Also relevant is a recent thread of efforts to endow
VAEs with the interpretability of graphical models
(e.g.; Johnson et al., 2016; Lin et al., 2018). In
this vein, Goyal et al. (2017) propose using a different
Bayesian nonparametric tree prior, the nested Chinese
restaurant process (CRP) (Griffiths et al., 2004), in a
VAE. We chose to base LORACs on the TMC instead,
as the posterior predictive distribution of an nCRP is
a finite mixture, whereas the TMC’s posterior predic-
tive distribution has more complex continuous struc-
ture. Another distinction is that Goyal et al. (2017)
only consider learning from pretrained image features,
whereas our approach is completely unsupervised.
6 Results
In this section, we analyze properties of the LO-
RACs prior, focusing on qualitative aspects, like ex-
ploratory data analysis and interpretability, and quan-
titative aspects, like few-shot classification and infor-
mation retrieval.
Experimental setup We evaluated the LO-
RACs prior on three separate datasets: dynamically
binarized MNIST (LeCun and Cortes, 2010), Om-
niglot (Lake et al., 2015), and CelebA (Liu et al.,
2015). For all three experiments, we utilized convo-
lutional/deconvolutional encoders/decoders and a 40-
dimensional latent space (detailed architectures can
be found in Appendix D). We used 200, 1000,
and 500 inducing points for MNIST, Omniglot, and
CelebA respectively with TMC parameters a = b = 2.
qξ(tn | en, zn; s1:M ) was a two-layer 500-wide neural
network with ReLU activations that output parame-
ters of a logistic-normal distribution over stick size and
all parameters were optimized with Adam (Kingma
and Ba, 2015). Other implementation details can be
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Figure 3: Learned inducing points for a LORACs(200)
prior on MNIST.
found in Appendix D.
6.1 Qualitative results
A hierarchical clustering in the latent space offers
a unique opportunity for interpretability and ex-
ploratory data analysis, especially when the data are
images. Here are some methods for users to obtain
useful data summaries and explore a dataset.
Visualizing inducing points We first inspect the
learned inducing points s1:M by passing them through
the decoder. Visualized in Figure 3 are the 200 learned
inducing points for MNIST. The inducing points are
all unique and are cleaner than pseudo-input recon-
structions from VampPrior (shown in Figure A.13).
Inducing points can help summarize a dataset, as visu-
alizations of the latent space indicate they spread out
and cover the data (see Figure A.11). Inducing points
are also visually unique and sensible in Omniglot and
CelebA (see Figure A.14 and A.15).
Hierarchical clustering We can sample q(τ ; s1:M )
to obtain phylogenies over the inducing points, and can
visualize these clusterings using the decoded inducing
points; subtrees from a sample in each dataset are visu-
alized in Figure 4. In MNIST, we find large subtrees
correspond to the discrete classes in the dataset. In
Omniglot, subtrees sometimes correspond to language
groups and letter shapes. In CelebA, we find subtrees
sometimes correspond to pose or hair color and style.
We can further use the time at each internal node
to summarize the data at many levels of granular-
ity. Consider “slicing” the hierarchy at a particular
time t by taking every branch (pi(v), v) ∈ E with
tpi(v) ≤ t < tv and computing the corresponding ex-
pected Gaussian random walk value at time t. At
times closer to zero, we slice fewer branches and are
closer to the root of the hierarchy, so the value at the
slice looks more like the mean of the data. In Figure 5,
(a) MNIST (b) Omniglot
(c) CelebA
Figure 4: An example learned subtree from a sample
of q(τ ; s1:M ) for each dataset. Leaves are visualized by
passing inducing points throught the decoder.
Figure 5: The evolution of a CelebA over a subset of
inducing points. We create this visualization by taking
slices of the tree at particular times and looking at the
latent distribution at each of the sliced branches.
we visualize this process over a subset of the inducing
points of CelebA. Visualizing the dataset in this way
reveals cluster structure at different granularities and
offers an evolutionary interpretation to the data, as
leaves that coalesce more “recently” are likely to be
closer in the latent space.
Although the hierarchical clustering is only over in-
ducing points, we can still visualize where real data
belong on the hierarchy by computing q∗(en) and at-
taching the data to the tree. By doing this for many
points of data, and removing the inducing points from
the tree, we obtain an induced hierarchical clustering.
Generating samples Having fit a generative model
to our data, we can visualize samples from the model.
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Although we do not expect the samples to have fi-
delity and sharpness comparable to those from GANs
or state-of-the-art decoding networks (Radford et al.,
2015; Salimans et al., 2017), sampling with the LO-
RACs prior can help us understand the latent space.
To draw a sample from a TMC’s posterior predictive
density, we first sample a branch and time, assigning
the sample a place in the tree. This provides each
generated sample a context, i.e., the branch and sub-
tree it was generated from. However, learning a LO-
RACs prior allows us to conditionally sample in a novel
way. By restricting samples to a subtree, we can gen-
erate samples from the support of the posterior pre-
dictive density limited to that subtree. This enables
conditional sampling at many levels of the hierarchy.
We visualize examples of this in Figure 6 and Figure 7.
(a) MNIST
(b) Omniglot
Figure 6: Conditional samples from subtrees.
Figure 7: Samples from subtrees of CelebA.
6.2 Quantitative results
We ran experiments designed to evaluate the useful-
ness of the LORACs’s learned latent space for down-
stream tasks. We compare the LORACs prior against
(a) MNIST
(b) Omniglot
Figure 8: Few-shot classification results
a set of baseline priors on three different tasks: few-
shot classification, information retrieval, and genera-
tive modeling. Our datasets are dynamically bina-
rized MNIST and Omniglot (split by instance) and
our baselines are representations learned with the same
encoder-decoder architecture and latent dimensional-
ity3 but substituting the following prior distributions
over z:
• No prior
• Standard normal prior
• VampPrior (Tomczak and Welling, 2018) - 500
pseudo-inputs for MNIST, 1000 for Omniglot
• DVAE] (Vahdat et al., 2018) - latent vectors are
400-dimensional, formed from concatenating bi-
nary latents, encoder and decoder are two-layer
feed-forward networks with ReLU nonlinearities
• Masked autoregressive flow (MAF; Papamakarios
et al., 2017) - two layer, 512 wide MADE
Few-shot classification In this task, we train a
classifier with varying numbers of labels and measure
test accuracy. We pick equal numbers of labels per
class to avoid imbalance and we use a logistic regres-
sion classifier trained to convergence to avoid adding
3Following the defaults in the author’s reference imple-
mentation, we evaluated DVAE# on statically binarized
MNIST with smaller neural networks, but with a higher-
dimensional latent space.
Manuscript under review by AISTATS 2019
unnecessary degrees of freedom to the experiment. We
replicated the experiment across 20 randomly chosen
label sets for MNIST and 5 for Omniglot. The test ac-
curacy on these datasets is visualized in Figure 8. For
MNIST, we also manually labeled inducing points and
found that training a classifier on 200 and 500 induc-
ing points achieved significantly better test accuracy
than randomly chosen labeled points, hinting that the
LORACs prior has utility in an active learning setting.
The representations learned with the LORACs con-
sistently achieve better accuracy, though in MNIST,
LORACs prior and MAF reach very similar test accu-
racy at 100 labels per class. The advantage of the LO-
RACs prior is especially clear in Omniglot (Table B.3
and Table B.4 contain the exact numbers). We be-
lieve our advantage in this task comes from ability of
the LORACs prior to model discrete structure. TSNE
visualizations in Figure 9 and Figure A.10 indicate
clusters are more concentrated and separated with the
LORACs prior than with other priors, though TSNE
visualizations should be taken with a grain of salt.
(a) Normal prior (b) LORACs(200) prior
Figure 9: TSNE visualizations of the latent space of
the MNIST test set with different priors, color-coded
according to class. LORACs prior appears to learn a
space with more separated, concentrated clusters.
Information retrieval We evaluated the meaning-
fulness of Euclidean distances in the learned latent
space by measuring precision-recall when querying the
test set. We take each element of the test set and
sort all other members according to their L2 distance
in the latent space. From this ranking, we produce
precision-recall curves for each of the query and plot
the average precision-recall over the entire test set in
Figure B.16. We also report the area-under-the-curve
(AUC) measure for each of these curves in Table 1.
AUC numbers for Omniglot are low across the board
because of the large number of classes and low number
of instances per class. However, in both datasets the
LORACs prior consistently achieves the highest AUC,
especially with MNIST. The LORACs prior encour-
ages tree-distance to correspond to squared Euclidean
distance, as branch lengths in the tree are variances in
a Gaussian likelihoods. We thus suspect distances in
a LORACs prior latent space to be more informative
and better for information retrieval.
Held-out log-likelihood We estimate held-out log-
likelihoods for the four VAEs we trained with compa-
rable architectures and different priors. (We exclude
DVAE] since its architecture is substantially differ-
ent, and the classical autoencoder since it lacks gen-
erative semantics.) We use 1000 importance-weighted
samples (Burda et al., 2015) to estimate held-out log-
likelihood, and report the results in Table 2. We find
that, although LORACs outperforms the other priors
on downstream tasks, it only achieves middling likeli-
hood numbers. This result is consistent with the find-
ings of Chang et al. (2009) that held-out log-likelihood
is not necessarily correlated with interpretability or
usefulness for downstream tasks.
Prior MNIST Omniglot
No prior 0.429 0.078
Normal 0.317 0.057
VAMP 0.502 0.063
DVAE# 0.490 0.024
MAF 0.398 0.070
LORACs 0.626 0.087
Table 1: Averaged precision-recall AUC on
MNIST/Omniglot test datasets
Prior MNIST Omniglot
Normal -83.789 -89.722
MAF -80.121 -86.298
Vamp -83.0135 -87.604
LORACs -83.401 -87.105
Table 2: MNIST/Omniglot test log-likelihoods
7 Discussion
Learning discrete, hierarchical structure in a latent
space opens a new opportunity: interactive deep un-
supervised learning. User-provided constraints have
been used in both flat and hierarchical clustering
(Wagstaff and Cardie, 2000; Awasthi et al., 2014), so
an interesting follow up to this work would be incor-
porating constraints into the LORACs prior, as in
Vikram and Dasgupta (2016), which could potentially
enable user-guided representation learning.
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The LORACs prior for VAEs: Letting the Trees Speak for the
Data - Supplement
A Additional visualizations
(a) Normal prior (b) No prior (c) Vamp(500) prior
(d) MAF prior (e) LORACs(200) prior
Figure A.10: TSNE visualizations of the latent space of the MNIST test set with various prior distributions,
color-coded according to class.
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Figure A.11: A TSNE visualization of the latent space for the TMC(200) model with inducing points and one
sample from q(τ ; s1:M ) plotted. Internal nodes are visualized by computing their expected posterior values, and
branches are plotted in 2-d space.
Figure A.12: MNIST VampPrior learned pseudo-inputs.
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Figure A.13: MNIST VampPrior reconstructed pseudo-inputs obtained by deterministically encoding and de-
coding each pseudo-input.
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Figure A.14: Omniglot learned inducing points.
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Figure A.15: CelebA learned inducing points.
B Empirical results
Labels per class 1 10 20 30 40 50 60 70 80 90 100
No prior 0.506± 0.095 0.781± 0.045 0.820± 0.023 0.829± 0.020 0.836± 0.026 0.839± 0.021 0.844± 0.017 0.846± 0.017 0.847± 0.015 0.843± 0.015 0.848± 0.014
Normal 0.396± 0.076 0.775± 0.051 0.838± 0.020 0.861± 0.016 0.874± 0.011 0.883± 0.011 0.886± 0.011 0.892± 0.010 0.896± 0.010 0.899± 0.011 0.901± 0.008
Vamp(500) 0.539± 0.094 0.849± 0.035 0.891± 0.019 0.905± 0.013 0.911± 0.016 0.918± 0.012 0.921± 0.009 0.925± 0.008 0.929± 0.007 0.928± 0.005 0.932± 0.005
DVAE# 0.453± 0.101 0.735± 0.027 0.784± 0.017 0.801± 0.012 0.813± 0.013 0.824± 0.014 0.830± 0.012 0.835± 0.011 0.841± 0.007 0.842± 0.007 0.846± 0.008
MAF 0.530± 0.113 0.869± 0.029 0.910± 0.012 0.923± 0.012 0.930± 0.007 0.933± 0.010 0.938± 0.008 0.940± 0.008 0.942± 0.006 0.944± 0.006 0.946± 0.005
LORACs(200) 0.670± 0.120 0.903± 0.019 0.923± 0.011 0.929± 0.009 0.934± 0.006 0.938± 0.004 0.939± 0.005 0.941± 0.004 0.943± 0.004 0.944± 0.003 0.945± 0.003
Table B.3: MNIST few-shot classification results.
Labels per class 1 2 5 10 15
No prior 0.140± 0.012 0.179± 0.008 0.225± 0.006 0.252± 0.009 0.290± 0.001
Normal 0.107± 0.007 0.134± 0.010 0.187± 0.008 0.246± 0.006 0.285± 0.000
Vamp(1000) 0.116± 0.011 0.148± 0.009 0.210± 0.003 0.270± 0.005 0.300± 0.000
DVAE# 0.042± 0.004 0.060± 0.006 0.091± 0.003 0.121± 0.001 0.141± 0.000
MAF 0.096± 0.008 0.129± 0.006 0.177± 0.010 0.222± 0.007 0.237± 0.002
LORACs(1000) 0.173± 0.005 0.236± 0.005 0.330± 0.008 0.403± 0.006 0.441± 0.000
Table B.4: Omniglot few-shot classification results.
# of inducing points 200 500
0.9428 0.9474
Table B.5: MNIST few-shot classification with labeled inducing points.
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(a) MNIST (b) Omniglot
Figure B.16: Averaged precision-recall curves over test datasets.
C Algorithm details
C.1 Stick breaking process
Consider inserting a node N + 1 into the tree in between vertices u and v such that tv > tu, creating branch
eN+1. The inserted node has time tN+1 with probability according to the stick breaking process, i.e.
r(tN+1 | eN+1, V, E) = Beta
(
tv−tN+1
1−tN+1 ; a, b
)
Beta
(
tN+1−tu
1−tu ; a, b
)
. (C.16)
C.2 Belief propagation in TMCs
The TMC is at the core of the LORACs prior. Recall that the TMC is a prior over phylogenies τ , and after
attaching a Gaussian random walk (GRW), we obtain a distribution over N vectors in Rd, corresponding to
the leaves, r(z1:N | τ). However, the GRW samples latent vectors at internal nodes zVint . Rather than explicitly
representing these values, in this work we marginalize them out, i.e.
r(z1:N | τ) =
∫
r(z1:N | zVint , τ)p(zVint | τ)dzVint (C.17)
This marginalization process can be done efficiently, because our graphical model is tree-shaped and all nodes
have Gaussian likelihoods. Belief propagation is a message-passing framework for marginalization and we utilize
message-passing for several TMC inference queries. The main queries we are interested in are:
1. r(z1:N , τ) - for the purposes of MCMC, we are interested in computing the joint likelihood of a set of observed
leaf values and a phylogeny.
2. r(zn | z\n, τ) - this query computes the posterior density over one leaf given all the others; we use this
distribution when computing the posterior predictive density of a TMC.
3. ∇z\nr(zn | z\n, τ) - this query is the gradient of the predictive density of a single leaf with respect to the
values at all other leaves. This query is used when computing gradients of the ELBO w.r.t s1:M in the
LORACs prior.
Message passing Message passing treats the tree as an undirected graph. We first pick start node vstart and
request messages from each of vstart’s neighbors.
Message passing is thereafter defined recursively. When a node v has requested messages from a source node s,
it thereafter requests messages from all its neighbors but s. The base case for this recursion is a leaf node vn,
which returns a message with the following contents:
νn = 0; µn = zn; logZn = 0; ∇νn(ν) = 1; ∇νn(µ) = 0; ∇µn(µ) = 1 (C.18)
where bold numbers 0 , (0, . . . , 0)> and 1 , (1, . . . , 1)> denote vectors obtained by repeating a scalar d times.
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In the recursive case, consider being at a node i and receiving a set of messages from its neighbors M .
νi =
1∑
m∈M
1
νm+eim
; µi = vi
∑
m∈M
µm
νm + eim
(C.19)
where eim is the length of the edge between nodes i and m. These messages are identical to those used in Boyles
and Welling (2012).
Additionally, our messages include gradients w.r.t. every leaf node downstream of the message. We update each
of these gradients when computing the new message and pass them along to the source node. Gradients with
respect to one of these nodes j are calculated as
∇νj (ν) = ∇νjνi
∇νj (µ) = ∇νjµi
∇µj (µ) = ∇µjµi
(C.20)
The most complicated message is the logZi message, which depends on the number of incoming messages. vstart
gets three incoming messages, all other nodes get only two. Consider two messages from nodes vk and vl:
Σi , (νk + eik + νl + eil)I
logZi = −1
2
‖µk − µl‖2Σi −
1
2
(log |Σi|d log 2pi)
(C.21)
For three messages from nodes vk, vl, and vm:
Σi , ((νk + eik)(νl + eil) + (νl + eil)(νm + eim) + (νm + eim)(νk + eik)) I
logZi = −1
2
(
(νm + eim)‖µk − µl‖2Σi + (νk + eik)‖µl − µm‖2Σi + (νl + eil)‖µm − µk‖2Σi
)− 1
2
log |Σi| − log 2pi
(C.22)
With these messages, we can answer all the aforementioned inference queries.
1. We can begin message passing at any internal node and compute: log r(z1:N , τ) =
∑
v∈V logZv
2. We start message passing at vn. r(zn | z\n, τ) is a Gaussian with mean µn and variance νn.
3. ∇z\nr(zn | z\n, τ) is ∇z\nN (zn |µn, νnI), which in turn utilizes gradients sent via message passing.
Implementation We chose to implement the TMC and message passing in Cython because we found raw
Python to be too slow due to function call and type-checking overhead. Furthermore, we used diagonal rather
than scalar variances in the message passing implementation to later support diagonal variances handed from
the variational posterior over zn.
C.3 Variational inference for the LORACs prior
The LORACs prior involves first sampling a tree from the posterior distribution over TMCs with s1:M as leaves.
We then sample a branch and time for each data zn according to the posterior predictive distribution described
in subsection 2.1. We then sample a zn from the distribution induced by the GRW likelihood model. Finally,
we pass the sampled zn through the decoder.
τ ∼ p(τ ; s1:M )
en, tn ∼ p(en, tn|τ)
zn|en, tn, τ ∼ p(zn|en, tn, τ ; s1:M ) , r(sM+1 = zn|en, tn, τ)
xn|zn ∼ pθ(xn|zn)
(C.23)
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Consider sampling the optimal q∗(τ ; s1:M ).
q∗(τ ; s1:M ) ∝ exp{Eq [log p(τ, z1:N , x1:N )]}
∝ exp{log p(τ ; s1:M ) +
∑
n
Eq [p(zn|en, tn, τ)]}
∝ exp{log TMCN (τ ; a, b) +
M∑
m=1
log r(sm|s1:m−1, τ)
+
∑
n
Eq [log p(zn|en, tn, τ)]}
(C.24)
We set q(τ ; s1:M ) = r(τ | s1:M ). We use additional variational factors q(en), qξ(tn|en, zn; s1:M ), and qφ(zn|xn).
qξ(tn|en, zn; s1:M ) is a recognition network that outputs the attach time for a particular branch. Since the
q(τ ; s1:M ) and p(τ ; s1:M ) terms cancel out, we obtain the following ELBO.
L[q] , Eq
[
log
∏
n p(en, tn|τ)p(zn|en, tn, τ ; s1:M )pθ(xn|zn)∏
n q(en)qξ(tn|en, zn; s1:M )qφ(zn|xn)
]
(C.25)
Inference procedure In general, q(τ ; s1:M ) can be sampled using vanilla SPR Metropolis-Hastings, so samples
from this distribution are readily available.
For each data in the minibatch xn, we pass it through the encoder to obtain q(zn|xn). We then compute
q∗(en) = exp {Eq [log p(en|tn, zn, τ ; s1:M )]} (C.26)
This quantity is computed by looping over every branch b of a sample from q(τ), storing incoming messages at
each node, passing the µ and ν and a sample from q(zn|xn) into qξ(tn|en, s1:M , zn), outputting a logistic-normal
distribution over times for that branch. We sample that logistic normal to obtain a time t to go with branch b.
We can then compute the log-likelihood of zn if it were to attach to b and t, using TMC inference query #2. This
log-likelihood is added to the TMC prior log-probability of the branch being selected to obtain a joint probability
Eq [log p(en)p(tn)p(zn|en, tn, τ ; s1:M )] over the branch. After doing this for every branch, we normalize the joint
likelihoods to obtain the optimal categorical distribution over every branch for zn, q
∗(en). We then sample this
distribution to obtain an attach location and time en, tn for each data in the minibatch.
The next stage is to compute gradients w.r.t. to the learnable parameters of the model (θ, s1:M , φ, and ξ).
In the process of calculating q∗(en), we have obtained samples from its corresponding qξ(tn|en, zn, τ ; s1:M ) and
q(zn|xn). We plug these into the ELBO and can compute gradients via automatic differentiation w.r.t. φ, θ, and
ξ. Computing gradients w.r.t. s1:M is more tricky. We first examine the ELBO.
L[q] = Eq
[
log
∏
n p(en|τ)p(tn)p(zn|en, tn, τ ; s1:M )pθ(xn|zn)∏
n q(en)qξ(tn|en, zn; s1:M )qφ(zn|xn)
]
(C.27)
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Consider the gradient of the ELBO with respect to s1:M .
∇s1:ML[q] = ∇s1:MEq
[
log
∏
n p(en|τ)p(tn)p(zn|en, tn, τ ; s1:M )pθ(xn|zn)∏
n q(en)qξ(tn|en, zn; s1:M )qφ(zn|xn)
]
= ∇s1:M
∑
τ
q(τ ; s1:M )Eq
[
log
∏
n p(en|τ)p(tn)p(zn|en, tn, τ ; s1:M )pθ(xn|zn)∏
n q(en)qξ(tn|en, zn; s1:M )qφ(zn|xn)
]
=
∑
τ
q(τ ; s1:M )∇s1:MEq
[
log
∏
n p(en|τ)p(tn)p(zn|en, tn, τ ; s1:M )pθ(xn|zn)∏
n q(en)qξ(tn|en, zn; s1:M )qφ(zn|xn)
]
+
∑
τ
(∇s1:M q(τ ; s1:M ))Eq
[
log
∏
n p(en|τ)p(tn)p(zn|en, tn, τ ; s1:M )pθ(xn|zn)∏
n q(en)qξ(tn|en, zn; s1:M )qφ(zn|xn)
]
=
∑
τ
q(τ ; s1:M )∇s1:MEq
[
log
∏
n p(en|τ)p(tn)p(zn|en, tn, τ ; s1:M )pθ(xn|zn)∏
n q(en)qξ(tn|en, zn; s1:M )qφ(zn|xn)
]
+
∑
τ
(q(τ ; s1:M )∇s1:M log q(τ ; s1:M ))Eq
[
log
∏
n p(en|τ)p(tn)p(zn|en, tn, τ ; s1:M )pθ(xn|zn)∏
n q(en)qξ(tn|en, zn; s1:M )qφ(zn|xn)
]
= Eq(τ)
[
∇s1:MEq
[
log
∏
n p(en|τ)p(tn)p(zn|en, tn, τ ; s1:M )pθ(xn|zn)∏
n q(en)qξ(tn|en, zn; s1:M )qφ(zn|xn)
]
+ ∇s1:M log q(τ ; s1:M )Eq
[
log
∏
n p(en|τ)p(tn)p(zn|en, tn, τ ; s1:M )pθ(xn|zn)∏
n q(en)qξ(tn|en, zn; s1:M )qφ(zn|xn)
]]
= Eq [∇s1:M (− log q(en)− log q(tn | zn, en, τ ; s1:M ) + log p(zn | en, tn, τ ; s1:M ))]
+ Eq
[
∇s1:M (log q(τ) + log q(en)) log
p(en|τ)
q(en)
p(zn | zn, en, tn, τ ; s1:M )
q(tn | zn, en, τ ; s1:M )
]
(C.28)
In the last step, we expand out expectation over en and then pass the derivative through like we did for τ . The
gradients w.r.t. q(en) are zero, since q
∗(en) is a partial optimum of the ELBO and we are left with:.
∇s1:ML[q] = Eq [∇s1:M log p(zN |en, tn, τ ; s1:M )]− Eq [log q(tn | zn, en, τ ; s1:M )]
+ Eq
[
∇s1:M log q(τ ; s1:M ) log
p(en|τ)
q(en)
p(zn | zn, en, tn, τ ; s1:M )
q(tn | zn, en, τ ; s1:M )
]
(C.29)
The first term of the gradient is the expected gradient of the posterior predictive density w.r.t s1:M . This can
be calculated by using TMC inference query #3 using samples from q(en) and q(tn | zn, en, τ ; s1:M ). The second
term also uses the same gradients, by means of the chain rule to differentiate through the time-amortization
network. The third term of this gradient is a score function gradient, which we decide to not use due to the
high-variance nature of score function gradients. We found that we were able to obtain strong results even with
biased gradients.
D Details of experiments
We implemented the LORACs prior in Tensorflow and Cython. For MNIST and Omniglot, our architectures are
in Table D.6 and CelebA is in Table D.7.
Layer type Shape
Conv + ReLU [3, 3, 64], stride 2
Conv + ReLU [3, 3, 32], stride 1
Conv + ReLU [3, 3, 16], stride 2
FC + ReLU 512
Gaussian 40
(a) Encoder
Layer type Shape
FC + ReLU 3136
Deconv + ReLU [3, 3, 32], stride 2
Deconv + ReLU [3, 3, 32], stride 1
Deconv + ReLU [3, 3, 1], stride 2
Bernoulli
(b) Decoder
Table D.6: Network architectures for MNIST and Omniglot
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Layer type Shape
Conv + ReLU [3, 3, 64], stride 2
Conv + ReLU [3, 3, 32], stride 1
Conv + ReLU [3, 3, 16], stride 2
FC + ReLU 512
Gaussian 40
(a) Encoder
Layer type Shape
FC + ReLU 4096
Deconv + ReLU [3, 3, 32], stride 2
Deconv + ReLU [3, 3, 32], stride 1
Deconv + ReLU [3, 3, 3], stride 2
Bernoulli
(b) Decoder
Table D.7: Network architectures for CelebA
In general, we trained the model interleaving one gradient step with 100 sampling steps for q(τ ; s1:M ). We also
found that experimenting with values of a and b in the TMC prior did not impact results significantly. We
initialized the networks with weights from a VAE trained for 100 epochs and inducing points were initialized
using k-means. All parameters were trained using Adam (Kingma and Ba, 2015) with a 10−3 learning rate for
an 100 epochs with learning rate decay to 10−5 for the last 20 epochs. Finally, we initialized trees with all node
times close to 0, to emulate a VAE prior.
D.1 Baseline details
All baselines were trained with the default architecture. They were trained for 400 epochs, with KL warmup
(β started at 10−2, and ramped up to β = 1 linearly over 50 epochs). They were trained using Adam with a
learning rate of 10−3, with a learning rate of 10−5 for the last 80 epochs.
DVAE# was trained using the default implementation from https://github.com/QuadrantAI/dvae, which is
hierarchical VAE consisting of two Bernoulli latent variables, 200-dimensional each. Each is learned via a feed-
forward neural network 4-layers deep. The default DVAE# implementation also uses statically binarized MNIST
where we use dynamically binarized.
