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Preface
This book serves as an introduction to the expanding theory of online convex
optimization. It was written as an advanced text to serve as a basis for a
graduate course, and/or as a reference to the researcher diving into this
fascinating world at the intersection of optimization and machine learning.
Such a course was given at the Technion in the years 2010–2014 with
slight variations from year to year, and later at Princeton University in
the years 2015-2016. The core material in these courses is fully covered in
this book, along with exercises that allow the students to complete parts
of proofs, or that were found illuminating and thought-provoking. Most of
the material is given with examples of applications, which are interlaced
throughout different topics. These include prediction from expert advice,
portfolio selection, matrix completion and recommendation systems, SVM
training and more.
Our hope is that this compendium of material and exercises will be useful
to you; the educator and the researcher.
Placing this book in the machine learning library
The broad field of machine learning broadly speaking, as in the sub-disciplines
of online learning, boosting, regret minimization in games, universal predic-
tion and other related topics, have seen a plethora of introductory texts in
recent years. With this note we can hardly do justice to all, but perhaps
point to the location of this book in the readers’ virtual library.
The neighboring book, which served as an inspiration to the current
manuscript, and indeed an inspiration to the entire field of learning in games,
is the wonderful text of Cesa-Bianchi and Lugosi [29]. On the other side,
there are the numerous introductory essays to convex optimization and con-
vex analysis, to name a few [23, 78, 76, 77, 21, 92]. The more broad texts
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on machine learning are too numerous to state hereby, but are definitely not
far.
The primary purpose of this manuscript is to serve as an educational
textbook for a dedicated course on online convex optimization and the convex
optimization approach to machine learning. Online convex optimization has
already had enough impact to appear in several surveys and introductory
texts, such as [53, 97, 85, 87]. We hope this compilation of material and
exercises will further enrich the literature.
Book’s structure
This book is intended to serve as a reference for a self-contained course
for the educated graduate student in computer science/electrical engineer-
ing/operations research/statistics and related fields. As such, its organiza-
tion follows the structure of the course “decision analysis” taught at the
Technion.
Each chapter should take one or two weeks of classes, depending on the
depth and breadth of the intended course. The first chapter is designed to
be a “teaser” for the field, and thus less rigorous than the rest of the book.
Roughly speaking, the book can be thought of as two units. The first,
from chapter 2 through 5, contains the basic definitions, framework and
core algorithms for online convex optimization. The rest of the book deals
with more advanced algorithms, more difficult settings and relationships to
well-known machine learning paradigms.
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Abstract
This manuscript portrays optimization as a process. In many practical ap-
plications the environment is so complex that it is infeasible to lay out a
comprehensive theoretical model and use classical algorithmic theory and
mathematical optimization. It is necessary as well as beneficial to take a ro-
bust approach, by applying an optimization method that learns as one goes
along, learning from experience as more aspects of the problem are observed.
This view of optimization as a process has become prominent in varied fields
and has led to some spectacular success in modeling and systems that are
now part of our daily lives.
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Chapter 1
Introduction
This manuscript concerns the view of optimization as a process. In many
practical applications the environment is so complex that it is infeasible
to lay out a comprehensive theoretical model and use classical algorithmic
theory and mathematical optimization. It is necessary as well as beneficial
to take a robust approach, by applying an optimization method that learns
as one goes along, learning from experience as more aspects of the problem
are observed. This view of optimization as a process has become prominent
in various fields and led to spectacular successes in modeling and systems
that are now part of our daily lives.
The growing literature of machine learning, statistics, decision science
and mathematical optimization blur the classical distinctions between de-
terministic modeling, stochastic modeling and optimization methodology.
We continue this trend in this book, studying a prominent optimization
framework whose precise location in the mathematical sciences is unclear:
the framework of online convex optimization, which was first defined in the
machine learning literature (see bibliography at the end of this chapter).
The metric of success is borrowed from game theory, and the framework is
closely tied to statistical learning theory and convex optimization.
We embrace these fruitful connections and, on purpose, do not try to fit
any particular jargon. Rather, this book will start with actual problems that
can be modeled and solved via online convex optimization. We will proceed
to present rigorous definitions, background, and algorithms. Throughout,
we provide connections to the literature in other fields. It is our hope that
you, the reader, will contribute to our understanding of these connections
from your domain of expertise, and expand the growing literature on this
fascinating subject.
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1.1 The online convex optimization model
In online convex optimization, an online player iteratively makes decisions.
At the time of each decision, the outcomes associated with the choices are
unknown to the player.
After committing to a decision, the decision maker suffers a loss: every
possible decision incurs a (possibly different) loss. These losses are unknown
to the decision maker beforehand. The losses can be adversarially chosen,
and even depend on the action taken by the decision maker.
Already at this point, several restrictions are necessary for this frame-
work to make any sense at all:
• The losses determined by an adversary should not be allowed to be
unbounded. Otherwise the adversary could keep decreasing the scale
of the loss at each step, and never allow the algorithm to recover from
the loss of the first step. Thus we assume the losses lie in some bounded
region.
• The decision set must be somehow bounded and/or structured, though
not necessarily finite.
To see why this is necessary, consider decision making with an infinite
set of possible decisions. An adversary can assign high loss to all the
strategies chosen by the player indefinitely, while setting apart some
strategies with zero loss. This precludes any meaningful performance
metric.
Surprisingly, interesting statements and algorithms can be derived with
not much more than these two restrictions. The Online Convex Optimiza-
tion (OCO) framework models the decision set as a convex set in Euclidean
space denoted K ⊆ Rn. The costs are modeled as bounded convex functions
over K.
The OCO framework can be seen as a structured repeated game. The
protocol of this learning framework is as follows:
At iteration t, the online player chooses xt ∈ K . After the player has
committed to this choice, a convex cost function ft ∈ F : K 7→ R is revealed.
Here F is the bounded family of cost functions available to the adversary.
The cost incurred by the online player is ft(xt), the value of the cost function
for the choice xt. Let T denote the total number of game iterations.
What would make an algorithm a good OCO algorithm? As the frame-
work is game-theoretic and adversarial in nature, the appropriate perfor-
mance metric also comes from game theory: define the regret of the de-
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cision maker to be the difference between the total cost she has incurred
and that of the best fixed decision in hindsight. In OCO we are usually
interested in an upper bound on the worst case regret of an algorithm.
Let A be an algorithm for OCO, which maps a certain game history to
a decision in the decision set. We formally define the regret of A after T
iterations as:
regretT (A) = sup
{f1,...,fT }⊆F
{
T∑
t=1
ft(xt)−min
x∈K
T∑
t=1
ft(x)
}
(1.1)
Intuitively, an algorithm performs well if its regret is sublinear as a func-
tion of T , i.e. regretT (A) = o(T ), since this implies that on the average the
algorithm performs as well as the best fixed strategy in hindsight.
The running time of an algorithm for OCO is defined to be the worst-
case expected time to produce xt, for an iteration t ∈ [T ]1 in a T -iteration
repeated game. Typically, the running time will depend on n (the dimen-
sionality of the decision set K), T (the total number of game iterations), and
the parameters of the cost functions and underlying convex set.
1.2 Examples of problems that can be modeled via
OCO
Perhaps the main reason that OCO has become a leading online learning
framework in recent years is its powerful modeling capability: problems from
diverse domains such as online routing, ad selection for search engines and
spam filtering can all be modeled as special cases. In this section, we briefly
survey a few special cases and how they fit into the OCO framework.
Prediction from expert advice
Perhaps the most well known problem in prediction theory is the so-called
“experts problem”. The decision maker has to choose among the advice
of n given experts. After making her choice, a loss between zero and one
is incurred. This scenario is repeated iteratively, and at each iteration the
costs of the various experts are arbitrary (possibly even adversarial, trying
to mislead the decision maker). The goal of the decision maker is to do as
well as the best expert in hindsight.
The online convex optimization problem captures this problem as a spe-
cial case: the set of decisions is the set of all distributions over n elements
1Here and henceforth we denote by [n] the set of integers {1, ..., n}.
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(experts), i.e., the n-dimensional simplex K = ∆n = {x ∈ Rn ,
∑
i xi =
1 , xi ≥ 0}. Let the cost of the i’th expert at iteration t be gt(i), and let gt
be the cost vector of all n experts. Then the cost function is the expected
cost of choosing an expert according to distribution x, and is given by the
linear function ft(x) = g
>
t x.
Thus, prediction from expert advice is a special case of OCO in which the
decision set is the simplex and the cost functions are linear and bounded, in
the `∞ norm, to be at most one. The bound on the cost functions is derived
from the bound on the elements of the cost vector gt.
The fundamental importance of the experts problem in machine learning
warrants special attention, and we shall return to it and analyze it in detail
at the end of this chapter.
Online spam filtering
Consider an online spam-filtering system. Repeatedly, emails arrive into
the system and are classified as spam/valid. Obviously such a system has
to cope with adversarially generated data and dynamically change with the
varying input—a hallmark of the OCO model.
The linear variant of this model is captured by representing the emails
as vectors according to the “bag-of-words” representation. Each email is
represented as a vector x ∈ Rd, where d is the number of words in the dic-
tionary. The entries of this vector are all zero, except for those coordinates
that correspond to words appearing in the email, which are assigned the
value one.
To predict whether an email is spam, we learn a filter, for example a
vector x ∈ Rd. Usually a bound on the Euclidean norm of this vector is
decided upon a priori, and is a parameter of great importance in practice.
Classification of an email a ∈ Rd by a filter x ∈ Rd is given by the sign
of the inner product between these two vectors, i.e., yˆ = sign〈x,a〉 (with,
for example, +1 meaning valid and −1 meaning spam).
In the OCO model of online spam filtering, the decision set is taken to
be the set of all such norm-bounded linear filters, i.e., the Euclidean ball of
a certain radius. The cost functions are determined according to a stream
of incoming emails arriving into the system, and their labels (which may
be known by the system, partially known, or not known at all). Let (a, y)
be an email/label pair. Then the corresponding cost function over filters is
given by f(x) = `(yˆ, y). Here yˆ is the classification given by the filter x, y is
the true label, and ` is a convex loss function, for example, the square loss
`(yˆ, y) = (yˆ − y)2.
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Online shortest paths
In the online shortest path problem, the decision maker is given a directed
graph G = (V,E) and a source-sink pair u, v ∈ V . At each iteration t ∈ [T ],
the decision maker chooses a path pt ∈ Pu,v, where Pu,v ⊆ E|V | is the set
of all u-v-paths in the graph. The adversary independently chooses weights
(lengths) on the edges of the graph, given by a function from the edges to the
real numbers wt : E 7→ R, which can be represented as a vector wt ∈ Rm,
where m = |E|. The decision maker suffers and observes a loss, which is the
weighted length of the chosen path
∑
e∈pt wt(e).
The discrete description of this problem as an experts problem, where
we have an expert for each path, presents an efficiency challenge. There are
potentially exponentially many paths in terms of the graph representation
size.
Alternatively, the online shortest path problem can be cast in the online
convex optimization framework as follows. Recall the standard description
of the set of all distributions over paths (flows) in a graph as a convex set in
Rm, with O(m+ |V |) constraints (Figure 1.1). Denote this flow polytope by
K. The expected cost of a given flow x ∈ K (distribution over paths) is then
a linear function, given by ft(x) = w
>
t x, where, as defined above, wt(e) is
the length of the edge e ∈ E. This inherently succinct formulation leads to
computationally efficient algorithms.
∑
e=(u,w),w∈V
xe = 1 =
∑
e=(w,v),w∈V
xe flow value is one
∀w ∈ V \ {u, v}
∑
e=(v,x)∈E
xe =
∑
e=(x,v)∈E
xe flow conservation
∀e ∈ E 0 ≤ xe ≤ 1 capacity constraints
Figure 1.1: Linear equalities and inequalities that define the flow polytope,
which is the convex hull of all u-v paths.
Portfolio selection
In this section we consider a portfolio selection model that does not make
any statistical assumptions about the stock market (as opposed to the stan-
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dard geometric Brownian motion model for stock prices), and is called the
“universal portfolio selection” model.
At each iteration t ∈ [T ], the decision maker chooses a distribution of her
wealth over n assets xt ∈ ∆n. The adversary independently chooses market
returns for the assets, i.e., a vector rt ∈ Rn with strictly positive entries
such that each coordinate rt(i) is the price ratio for the i’th asset between
the iterations t and t + 1. The ratio between the wealth of the investor at
iterations t+ 1 and t is r>t xt, and hence the gain in this setting is defined to
be the logarithm of this change ratio in wealth log(r>t xt). Notice that since
xt is the distribution of the investor’s wealth, even if xt+1 = xt, the investor
may still need to trade to adjust for price changes.
The goal of regret minimization, which in this case corresponds to min-
imizing the difference maxx?∈∆n
∑T
t=1 log(r
>
t x
?) −∑Tt=1 log(r>t xt), has an
intuitive interpretation. The first term is the logarithm of the wealth accu-
mulated by the best possible in-hindsight distribution x?. Since this distri-
bution is fixed, it corresponds to a strategy of rebalancing the position after
every trading period, and hence, is called a constant rebalanced portfolio.
The second term is the logarithm of the wealth accumulated by the online
decision maker. Hence regret minimization corresponds to maximizing the
ratio of the investor’s wealth to the wealth of the best benchmark from a
pool of investing strategies.
A universal portfolio selection algorithm is defined to be one that, in
this setting, attains regret converging to zero. Such an algorithm, albeit
requiring exponential time, was first described by Cover (see bibliographic
notes at the end of this chapter). The online convex optimization framework
has given rise to much more efficient algorithms based on Newton’s method.
We shall return to study these in detail in Chapter 4.
Matrix completion and recommendation systems
The prevalence of large-scale media delivery systems such as the Netflix
online video library, Spotify music service and many others, give rise to very
large scale recommendation systems. One of the most popular and successful
models for automated recommendation is the matrix completion model.
In this mathematical model, recommendations are thought of as compos-
ing a matrix. The customers are represented by the rows, the different media
are the columns, and at the entry corresponding to a particular user/media
pair we have a value scoring the preference of the user for that particular
media.
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For example, for the case of binary recommendations for music, we have
a matrix X ∈ {0, 1}n×m where n is the number of persons considered, m is
the number of songs in our library, and 0/1 signifies dislike/like respectively:
Xij =

0, person i dislikes song j
1, person i likes song j
.
In the online setting, for each iteration the decision maker outputs a
preference matrix Xt ∈ K, where K ⊆ {0, 1}n×m is a subset of all possible
zero/one matrices. An adversary then chooses a user/song pair (it, jt) along
with a “real” preference for this pair yt ∈ {0, 1}. Thus, the loss experienced
by the decision maker can be described by the convex loss function,
ft(X) = (Xit,jt − yt)2.
The natural comparator in this scenario is a low-rank matrix, which
corresponds to the intuitive assumption that preference is determined by few
unknown factors. Regret with respect to this comparator means performing,
on the average, as few preference-prediction errors as the best low-rank
matrix.
We return to this problem and explore efficient algorithms for it in Chap-
ter 7.
1.3 A gentle start: learning from expert advice
Consider the following fundamental iterative decision making problem:
At each time step t = 1, 2, . . . , T , the decision maker faces a choice
between two actions A or B (i.e., buy or sell a certain stock). The decision
maker has assistance in the form ofN “experts” that offer their advice. After
a choice between the two actions has been made, the decision maker receives
feedback in the form of a loss associated with each decision. For simplicity
one of the actions receives a loss of zero (i.e., the “correct” decision) and
the other a loss of one.
We make the following elementary observations:
1. A decision maker that chooses an action uniformly at random each
iteration, trivially attains a loss of T2 and is “correct” 50% of the time.
2. In terms of the number of mistakes, no algorithm can do better in the
worst case! In a later exercise, we will devise a randomized setting in
which the expected number of mistakes of any algorithm is at least T2 .
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We are thus motivated to consider a relative performance metric: can
the decision maker make as few mistakes as the best expert in hindsight?
The next theorem shows that the answer in the worst case is negative for a
deterministic decision maker.
Theorem 1.1. Let L ≤ T2 denote the number of mistakes made by the best
expert in hindsight. Then there does not exist a deterministic algorithm that
can guarantee less than 2L mistakes.
Proof. Assume that there are only two experts and one always chooses op-
tion A while the other always chooses option B. Consider the setting in
which an adversary always chooses the opposite of our prediction (she can
do so, since our algorithm is deterministic). Then, the total number of mis-
takes the algorithm makes is T . However, the best expert makes no more
than T2 mistakes (at every iteration exactly one of the two experts is mis-
taken). Therefore, there is no algorithm that can always guarantee less than
2L mistakes.
This observation motivates the design of random decision making algo-
rithms, and indeed, the OCO framework gracefully models decisions on a
continuous probability space. Henceforth we prove Lemmas 1.3 and 1.4 that
show the following:
Theorem 1.2. Let ε ∈ (0, 12). Suppose the best expert makes L mistakes.
Then:
1. There is an efficient deterministic algorithm that can guarantee less
than 2(1 + ε)L+ 2 logNε mistakes;
2. There is an efficient randomized algorithm for which the expected num-
ber of mistakes is at most (1 + ε)L+ logNε .
1.3.1 The weighted majority algorithm
The weighted majority (WM) algorithm is intuitive to describe: each expert
i is assigned a weight Wt(i) at every iteration t. Initially, we set W1(i) = 1
1.3. LEARNING FROM EXPERT ADVICE 11
for all experts i ∈ [N ]. For all t ∈ [T ] let St(A), St(B) ⊆ [N ] be the set of
experts that choose A (and respectively B) at time t. Define,
Wt(A) =
∑
i∈St(A)
Wt(i) Wt(B) =
∑
i∈St(B)
Wt(i)
and predict according to
at =
{
A if Wt(A) ≥Wt(B)
B otherwise.
Next, update the weights Wt(i) as follows:
Wt+1(i) =
{
Wt(i) if expert i was correct
Wt(i)(1− ε) if expert i was wrong
,
where ε is a parameter of the algorithm that will affect its performance.
This concludes the description of the WM algorithm. We proceed to bound
the number of mistakes it makes.
Lemma 1.3. Denote by Mt the number of mistakes the algorithm makes
until time t, and by Mt(i) the number of mistakes made by expert i until
time t. Then, for any expert i ∈ [N ] we have
MT ≤ 2(1 + ε)MT (i) + 2 logN
ε
.
We can optimize ε to minimize the above bound. The expression on the
right hand side is of the form f(x) = ax + b/x, that reaches its minimum
at x =
√
b/a. Therefore the bound is minimized at ε? =
√
logN/MT (i).
Using this optimal value of ε, we get that for the best expert i?
MT ≤ 2MT (i?) +O
(√
MT (i?) logN
)
.
Of course, this value of ε? cannot be used in advance since we do not know
which expert is the best one ahead of time (and therefore we do not know the
value of MT (i
?)). However, we shall see later on that the same asymptotic
bound can be obtained even without this prior knowledge.
Let us now prove Lemma 1.3.
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Proof. Let Φt =
∑N
i=1Wt(i) for all t ∈ [T ], and note that Φ1 = N .
Notice that Φt+1 ≤ Φt. However, on iterations in which the WM algo-
rithm erred, we have
Φt+1 ≤ Φt(1− ε
2
),
the reason being that experts with at least half of total weight were wrong
(else WM would not have erred), and therefore
Φt+1 ≤ 1
2
Φt(1− ε) + 1
2
Φt = Φt(1− ε
2
).
From both observations,
Φt ≤ Φ1(1− ε
2
)Mt = N(1− ε
2
)Mt .
On the other hand, by definition we have for any expert i that
WT (i) = (1− ε)MT (i).
Since the value of WT (i) is always less than the sum of all weights ΦT , we
conclude that
(1− ε)MT (i) = WT (i) ≤ ΦT ≤ N(1− ε
2
)MT .
Taking the logarithm of both sides we get
MT (i) log(1− ε) ≤ logN +MT log (1− ε
2
).
Next, we use the approximations
−x− x2 ≤ log (1− x) ≤ −x 0 < x < 1
2
,
which follow from the Taylor series of the logarithm function, to obtain that
−MT (i)(ε+ ε2) ≤ logN −MT ε
2
,
and the lemma follows.
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1.3.2 Randomized weighted majority
In the randomized version of the WM algorithm, denoted RWM, we choose
expert i w.p. pt(i) = Wt(i)/
∑N
j=1Wt(j) at time t.
Lemma 1.4. Let Mt denote the number of mistakes made by RWM until
iteration t. Then, for any expert i ∈ [N ] we have
E[MT ] ≤ (1 + ε)MT (i) + logN
ε
.
The proof of this lemma is very similar to the previous one, where the factor
of two is saved by the use of randomness:
Proof. As before, let Φt =
∑N
i=1Wt(i) for all t ∈ [T ], and note that Φ1 = N .
Let m˜t = Mt −Mt−1 be the indicator variable that equals one if the RWM
algorithm makes a mistake on iteration t. Let mt(i) equal one if the i’th
expert makes a mistake on iteration t and zero otherwise. Inspecting the
sum of the weights:
Φt+1 =
∑
i
Wt(i)(1− εmt(i))
= Φt(1− ε
∑
i
pt(i)mt(i)) pt(i) =
Wt(i)∑
jWt(j)
= Φt(1− εE[m˜t])
≤ Φte−εE[m˜t]. 1 + x ≤ ex
On the other hand, by definition we have for any expert i that
WT (i) = (1− ε)MT (i)
Since the value of WT (i) is always less than the sum of all weights ΦT , we
conclude that
(1− ε)MT (i) = WT (i) ≤ ΦT ≤ Ne−εE[MT ].
Taking the logarithm of both sides we get
MT (i) log(1− ε) ≤ logN − εE[MT ]
Next, we use the approximation
−x− x2 ≤ log (1− x) ≤ −x , 0 < x < 1
2
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to obtain
−MT (i)(ε+ ε2) ≤ logN − εE[MT ],
and the lemma follows.
1.3.3 Hedge
The RWM algorithm is in fact more general: instead of considering a dis-
crete number of mistakes, we can consider measuring the performance of an
expert by a non-negative real number `t(i), which we refer to as the loss
of the expert i at iteration t. The randomized weighted majority algorithm
guarantees that a decision maker following its advice will incur an average
expected loss approaching that of the best expert in hindsight.
Historically, this was observed by a different and closely related algorithm
called Hedge, whose total loss bound will be of interest to us later on in the
book.
Algorithm 1 Hedge
1: Initialize: ∀i ∈ [N ], W1(i) = 1
2: for t = 1 to T do
3: Pick it ∼R Wt, i.e., it = i with probability xt(i) = Wt(i)∑
jWt(j)
4: Incur loss `t(it).
5: Update weights Wt+1(i) = Wt(i)e
−ε`t(i)
6: end for
Henceforth, denote in vector notation the expected loss of the algorithm
by
E[`t(it)] =
N∑
i=1
xt(i)`t(i) = x
>
t `t
Theorem 1.5. Let `2t denote the N -dimensional vector of square losses,
i.e., `2t (i) = `t(i)
2, let ε > 0, and assume all losses to be non-negative. The
Hedge algorithm satisfies for any expert i? ∈ [N ]:
T∑
t=1
x>t `t ≤
T∑
t=1
`t(i
?) + ε
T∑
t=1
x>t `
2
t +
logN
ε
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Proof. As before, let Φt =
∑N
i=1Wt(i) for all t ∈ [T ], and note that Φ1 = N .
Inspecting the sum of weights:
Φt+1 =
∑
iWt(i)e
−ε`t(i)
= Φt
∑
i xt(i)e
−ε`t(i) xt(i) =
Wt(i)∑
jWt(j)
≤ Φt
∑
i xt(i)(1− ε`t(i) + ε2`t(i)2)) for x ≥ 0,
e−x ≤ 1− x+ x2
= Φt(1− εx>t `t + ε2x>t `2t )
≤ Φte−εx>t `t+ε2x>t `2t . 1 + x ≤ ex
On the other hand, by definition, for expert i? we have that
WT (i
?) = e−ε
∑T
t=1 `t(i
?)
Since the value of WT (i
?) is always less than the sum of all weights Φt, we
conclude that
WT (i
?) ≤ ΦT ≤ Ne−ε
∑
t x
>
t `t+ε
2
∑
t x
>
t `
2
t .
Taking the logarithm of both sides we get
−ε
T∑
t=1
`t(i
?) ≤ logN − ε
T∑
t=1
x>t `t + ε
2
T∑
t=1
x>t `
2
t
and the theorem follows by simplifying.
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1.4 Exercises
1. (Attributed to Claude Shannon)
Construct market returns over two stocks for which the wealth accumu-
lated over any single stock decreases exponentially, whereas the best
constant rebalanced portfolio increases wealth exponentially. More
precisely, construct two sequences of numbers in the range (0,∞),
that represent returns, such that:
(a) Investing in any of the individual stocks results in exponential
decrease in wealth. This means that the product of the prefix of
numbers in each of these sequences decreases exponentially.
(b) Investing evenly on the two assets and rebalancing after every
iteration increases wealth exponentially.
2. (a) Consider the experts problem in which the payoffs are between
zero and a positive real number G > 0. Give an algorithm that
attains expected payoff lower bounded by:
T∑
t=1
E[`t(it)] ≥ max
i?∈[N ]
T∑
t=1
`t(i
?)− c
√
T logN
for the best constant c you can (the constant c should be inde-
pendent of the number of game iterations T , and the number of
experts n. Assume that T is known in advance).
(b) Suppose the upper bound G is not known in advance. Give an
algorithm whose performance is asymptotically as good as your
algorithm in part (a), up to an additive and/or multiplicative
constant which is independent of T, n,G. Prove your claim.
3. Consider the experts problem in which the payoffs can be negative and
are real numbers in the range [−1, 1]. Give an algorithm with regret
guarantee of O(
√
T log n) and prove your claim.
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1.5 Bibliographic remarks
The OCO model was first defined by Zinkevich [110] and has since become
widely influential in the learning community and significantly extended since
(see thesis and surveys [52, 53, 97]).
The problem of prediction from expert advice and the Weighted Majority
algorithm were devised in [71, 73]. This seminal work was one of the first
uses of the multiplicative updates method—a ubiquitous meta-algorithm in
computation and learning, see the survey [11] for more details. The Hedge
algorithm was introduced in [44].
The Universal Portfolios model was put forth in [32], and is one of the
first examples of a worst-case online learning model. Cover gave an optimal-
regret algorithm for universal portfolio selection that runs in exponential
time. A polynomial time algorithm was given in [62], which was further
sped up in [7, 54]. Numerous extensions to the model also appeared in the
literature, including addition of transaction costs [20] and relation to the
Geometric Brownian Motion model for stock prices [56].
In their influential paper, Awerbuch and Kleinberg [14] put forth the
application of OCO to online routing. A great deal of work has been devoted
since then to improve the initial bounds, and generalize it into a complete
framework for decision making with limited feedback. This framework is
an extension of OCO, called Bandit Convex Optimization (BCO). We defer
further bibliographic remarks to chapter 6 which is devoted to the BCO
framework.
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Chapter 2
Basic concepts in convex
optimization
In this chapter we give a gentle introduction to convex optimization and
present some basic algorithms for solving convex mathematical programs.
Although offline convex optimization is not our main topic, it is useful to
recall the basic definitions and results before we move on to OCO. This will
help in assessing the advantages and limitations of OCO. Furthermore, we
describe some tools that will be our bread-and-butter later on.
The material in this chapter is far from being new. A broad and sig-
nificantly more detailed literature exists, and the reader is deferred to the
bibliography at the end of this chapter for references. We give here only the
most elementary analysis, and focus on the techniques that will be of use to
us later on.
2.1 Basic definitions and setup
The goal in this chapter is to minimize a continuous and convex function
over a convex subset of Euclidean space. Henceforth, let K ⊆ Rd be a
bounded convex and compact set in Euclidean space. We denote by D an
upper bound on the diameter of K:
∀x,y ∈ K, ‖x− y‖ ≤ D.
A set K is convex if for any x,y ∈ K, all the points on the line segment
connecting x and y also belong to K, i.e.,
∀α ∈ [0, 1], αx + (1− α)y ∈ K.
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A function f : K 7→ R is convex if for any x,y ∈ K
∀α ∈ [0, 1], f((1− α)x + αy) ≤ (1− α)f(x) + αf(y).
Equivalently, if f is differentiable, that is, its gradient ∇f(x) exists for all
x ∈ K, then it is convex if and only if ∀x,y ∈ K
f(y) ≥ f(x) +∇f(x)>(y − x).
For convex and non-differentiable functions f , the subgradient at x is defined
to be any member of the set of vectors {∇f(x)} that satisfies the above for
all y ∈ K.
We denote by G > 0 an upper bound on the norm of the subgradients
of f over K, i.e., ‖∇f(x)‖ ≤ G for all x ∈ K. Such an upper bound implies
that the function f is Lipschitz continuous with parameter G, that is, for
all x,y ∈ K
|f(x)− f(y)| ≤ G‖x− y‖.
The optimization and machine learning literature studies special types
of convex functions that admit useful properties, which in turn allow for
more efficient optimization. Notably, we say that a function is α-strongly
convex if
f(y) ≥ f(x) +∇f(x)>(y − x) + α
2
‖y − x‖2.
A function is β-smooth if
f(y) ≤ f(x) +∇f(x)>(y − x) + β
2
‖y − x‖2.
The latter condition is equivalent to a Lipschitz condition over the gradients,
i.e.,
‖∇f(x)−∇f(y)‖ ≤ β‖x− y‖.
If the function is twice differentiable and admits a second derivative,
known as a Hessian for a function of several variables, the above conditions
are equivalent to the following condition on the Hessian, denoted ∇2f(x):
αI 4 ∇2f(x) 4 βI,
where A 4 B if the matrix B −A is positive semidefinite.
When the function f is both α-strongly convex and β-smooth, we say
that it is γ-well-conditioned where γ is the ratio between strong convexity
and smoothness, also called the condition number of f
γ =
α
β
≤ 1
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2.1.1 Projections onto convex sets
In the following algorithms we shall make use of a projection operation onto
a convex set, which is defined as the closest point inside the convex set to a
given point. Formally,
Π
K
(y) , arg min
x∈K
‖x− y‖.
When clear from the context, we shall remove the K subscript. It is left as
an exercise to the reader to prove that the projection of a given point over
a compact convex set exists and is unique.
The computational complexity of projections is a subtle issue that de-
pends much on the characterization of K itself. Most generally, K can be
represented by a membership oracle—an efficient procedure that is capable
of deciding whether a given x belongs to K or not. In this case, projections
can be computed in polynomial time. In certain special cases, projections
can be computed very efficiently in near-linear time. The computational
cost of projections, as well as optimization algorithms that avoid them al-
together, is discussed in chapter 7.
A crucial property of projections that we shall make extensive use of is
the Pythagorean theorem, which we state here for completeness:
Figure 2.1: Pythagorean theorem.
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Theorem 2.1 (Pythagoras, circa 500 BC). Let K ⊆ Rd be a convex set,
y ∈ Rd and x = ΠK(y). Then for any z ∈ K we have
‖y − z‖ ≥ ‖x− z‖.
We note that there exists a more general version of the Pythagorean
theorem. The above theorem and the definition of projections are true and
valid not only for Euclidean norms, but for projections according to other
distances that are not norms. In particular, an analogue of the Pythagorean
theorem remains valid with respect to Bregman divergences (see chapter 5).
2.1.2 Introduction to optimality conditions
The standard curriculum of high school mathematics contains the basic facts
concerning when a function (usually in one dimension) attains a local opti-
mum or saddle point. The generalization of these conditions to more than
one dimension is called the KKT (Karush-Kuhn-Tucker) conditions, and
the reader is referred to the bibliographic material at the end of this chap-
ter for an in-depth rigorous discussion of optimality conditions in general
mathematical programming.
For our purposes, we describe only briefly and intuitively the main facts
that we will require henceforth. Naturally, we restrict ourselves to convex
programming, and thus a local minimum of a convex function is also a global
minimum (see exercises at the end of this chapter).
The generalization of the fact that a minimum of a convex differentiable
function on R is a point in which its derivative is equal to zero, is given by
the multi-dimensional analogue that its gradient is zero:
∇f(x) = 0 ⇐⇒ x ∈ arg min
x∈Rn
f(x).
We will require a slightly more general, but equally intuitive, fact for con-
strained optimization: at a minimum point of a constrained convex function,
the inner product between the negative gradient and direction towards the
interior of K is non-positive. This is depicted in Figure 2.2, which shows that
−∇f(x?) defines a supporting hyperplane to K. The intuition is that if the
inner product were positive, one could improve the objective by moving in
the direction of the projected negative gradient. This fact is stated formally
in the following theorem.
Theorem 2.2 (Karush-Kuhn-Tucker). Let K ⊆ Rd be a convex set, x? ∈
arg minx∈K f(x). Then for any y ∈ K we have
∇f(x?)>(y − x?) ≥ 0.
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Figure 2.2: Optimality conditions: negative (sub)gradient pointing out-
wards.
2.2 Gradient/subgradient descent
Gradient descent (GD) is the simplest and oldest of optimization methods.
It is an iterative method—the optimization procedure proceeds in iterations,
each improving the objective value. The basic method amounts to iteratively
moving the current point in the direction of the gradient, which is a linear
time operation if the gradient is given explicitly (indeed, for many functions
computing the gradient at a certain point is a simple linear-time operation).
The following table summarises the convergence rates of GD variants for
convex functions with different convexity parameters. The rates described
omit the (usually small) constants in the bounds—we focus on asymptotic
rates.
In this section we address only the first row of Table 2.1. For accelerated
methods and their analysis see references at the bibliographic section.
2.2.1 Basic gradient descent—linear convergence
Algorithmic box 2 describes a template for the basic gradient descent method
for mathematical optimization. It is a template since the sequence of step
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general α-strongly β-smooth γ-well
convex conditioned
Gradient descent 1√
T
1
αT
β
T e
−γT
Accelerated GD — — β
T 2
e−
√
γ T
Table 2.1: Rates of convergence (decrease in ht) of first order methods
as a function of the number of iterations and the smoothness and strong-
convexity of the objective. Dependence on other parameters and constants,
namely the Lipchitz constant, diameter of constraint set and initial distance
to the objective is omitted. Acceleration for non-smooth functions is not
possible in general.
sizes {ηt} is left as an input parameter, and the several variants of the
algorithm differ on its choice.
Algorithm 2 Basic gradient descent
1: Input: f , T , initial point x1 ∈ K, sequence of step sizes {ηt}
2: for t = 1 to T do
3: Let yt+1 = xt − ηt∇f(xt), xt+1 = ΠK (yt+1)
4: end for
5: return xT+1
Although the choice of ηt can make a difference in practice, in theory
the convergence of the vanilla GD algorithm is well understood and given
in the following theorem. Below, let ht = f(xt)− f(x?).
It is instructive to first give a proof that applies to the simpler uncon-
strained case, i.e., when K = Rd.
Theorem 2.3. For unconstrained minimization of γ-well-conditioned func-
tions and ηt =
1
β , GD Algorithm 2 converges as
ht+1 ≤ h1e−γt.
Proof. By strong convexity, we have for any pair x,y ∈ K:
f(y) ≥ f(x) +∇f(x)>(y − x) + α
2
‖x− y‖2 α-strong convexity
≥ min
z
{
f(x) +∇f(x)>(z− x) + α
2
‖x− z‖2
}
= f(x)− 1
2α
‖∇f(x)‖2. z = x− 1
α
∇f(x)
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Denote by ∇t the shorthand for ∇f(xt). In particular, taking x = xt , y =
x?, we get
‖∇t‖2 ≥ 2α(f(xt)− f(x?)) = 2αht. (2.1)
Next,
ht+1 − ht = f(xt+1)− f(xt)
≤ ∇>t (xt+1 − xt) +
β
2
‖xt+1 − xt‖2 β-smoothness
= −ηt‖∇t‖2 + β
2
η2t ‖∇t‖2 algorithm defn.
= − 1
2β
‖∇t‖2 choice of ηt = 1
β
≤ −α
β
ht. by (2.1)
Thus,
ht+1 ≤ ht(1− α
β
) ≤ · · · ≤ h1(1− γ)t ≤ h1e−γt
where the last inequality follows from 1− x ≤ e−x for all x ∈ R.
Next, we consider the case in which K is a general convex set. The proof
is somewhat more intricate:
Theorem 2.4. For constrained minimization of γ-well-conditioned func-
tions and ηt =
1
β , Algorithm 2 converges as
ht+1 ≤ h1 · e−
γt
4
Proof. By strong convexity we have for every x,xt ∈ K (where we denote
∇t = ∇f(xt) as before):
∇>t (x− xt) ≤ f(x)− f(xt)−
α
2
‖x− xt‖2. (2.2)
Next, appealing to the algorithm’s definition and the choice ηt =
1
β , we have
xt+1 = arg minx∈K
{
∇>t (x− xt) + β2 ‖x− xt‖2
}
. (2.3)
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To see this, notice that
Π
K
(xt − ηt∇t)
= arg min
x∈K
{‖x− (xt − ηt∇t)‖2} definition of projection
= arg min
x∈K
{
∇>t (x− xt) +
1
2ηt
‖x− xt‖2
}
see exercises
Thus, we have
ht+1 − ht = f(xt+1)− f(xt)
≤ ∇>t (xt+1 − xt) +
β
2
‖xt+1 − xt‖2 smoothness
≤ min
x∈K
{
∇>t (x− xt) +
β
2
‖x− xt‖2
}
(2.3)
≤ min
x∈K
{
f(x)− f(xt) + β − α
2
‖x− xt‖2
}
(2.2)
The minimum can only grow if we take it over a subset of K. Thus we can
restrict our attention to all points that are convex combination of xt and
x?, which we denote by the interval [xt,x
?] = {(1 − η)xt + ηx?, η ∈ [0, 1]},
and write
ht+1 − ht ≤ min
x∈[xt,x?]
{
f(x)− f(xt) + β − α
2
‖x− xt‖2
}
= f((1− η)xt + ηx?)− f(xt) + β − α
2
η2‖x? − xt‖2
≤ −ηht + β − α
2
η2‖x? − xt‖2.
Where the equality is by writing x as x = (1 − η)xt + ηx?. By strong
convexity, we have for any xt and the minimizer x
?:
ht = f(xt)− f(x?)
≥ ∇f(x?)>(xt − x?) + α
2
‖x? − xt‖2 α-strong convexity
≥ α
2
‖x? − xt‖2. optimality Thm 2.2
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Thus, plugging into the above, we get
ht+1 − ht ≤ (−η + β − α
α
η2)ht
≤ − α
4(β − α)ht. optimal choice of η
Thus,
ht+1 ≤ ht(1− α
4(β − α)) ≤ ht(1−
α
4β
) ≤ hte−γ/4.
This gives the theorem statement by induction.
2.3 Reductions to non-smooth and non-strongly
convex functions
The previous section dealt with γ-well-conditioned functions, which may
seem like a significant restriction over vanilla convexity. Indeed, many in-
teresting convex functions are not strongly convex nor smooth, and the
convergence rate of gradient descent greatly differs for these functions.
The literature on first order methods is abundant with specialized anal-
yses that explore the convergence rate of gradient descent for more general
functions. In this manuscript we take a different approach: instead of ana-
lyzing variants of GD from scratch, we use reductions to derive near-optimal
convergence rates for smooth functions that are not strongly convex, or
strongly convex functions that are not smooth, or general convex functions
without any further restrictions.
While attaining sub-optimal convergence bounds (by logarithmic fac-
tors), the advantage of this approach is two-fold: first, the reduction method
is very simple to state and analyze, and its analysis is significantly shorter
than analyzing GD from scratch. Second, the reduction method is generic,
and thus extends to the analysis of accelerated gradient descent (or any
other first order method) along the same lines. We turn to these reductions
next.
2.3.1 Reduction to smooth, non strongly convex functions
Our first reduction applies the GD algorithm to functions that are β-smooth
but not strongly convex.
The idea is to add a controlled amount of strong convexity to the function
f , and then apply the previous algorithm to optimize the new function. The
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solution is distorted by the added strong convexity, but a tradeoff guarantees
a meaningful convergence rate.
Algorithm 3 Gradient descent, reduction to β-smooth functions
1: Input: f , T , x1 ∈ K, parameter α˜.
2: Let g(x) = f(x) + α˜2 ‖x− x1‖2
3: Apply Algorithm 2 with parameters g, T, {ηt = 1β},x1, return xT .
Lemma 2.5. For β-smooth convex functions, Algorithm 3 with parameter
α˜ = β log t
D2t
converges as
ht+1 = O
(
β log t
t
)
Proof. The function g is α˜-strongly convex and (β + α˜)-smooth (see exer-
cises). Thus, it is γ = α˜α˜+β -well-conditioned. Notice that
ht = f(xt)− f(x?)
= g(xt)− g(x?) + α˜
2
(‖x? − x1‖2 − ‖xt − x1‖2)
≤ hgt + α˜D2. def of D, §2.1
Here, we denote hgt = g(xt)− g(x?). Since g(x) is α˜α˜+β -well-conditioned,
ht+1 ≤ hgt+1 + α˜D2
≤ hg1e−
α˜t
4(α˜+β) + α˜D2 Theorem 2.4
= O(
β log t
t
), choosing α˜ = β log t
D2t
where we ignore constants and terms depending on D and hg1.
Stronger convergence rates of O(βt ) can be obtained by analyzing GD
from scratch, and these are known to be tight. Thus, our reduction is
suboptimal by a factor of O(log T ), which we tolerate for the reasons stated
at the beginning of this section.
2.3.2 Reduction to strongly convex, non-smooth functions
Our reduction from non-smooth functions to γ-well-conditioned functions is
similar in spirit to the one of the previous subsection. However, whereas
for strong convexity the obtained rates were off by a factor of log T , in this
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section we will also be off by factor of d, the dimension of the decision
variable x, as compared to the standard analyses in convex optimization.
For tight bounds, the reader is referred to the excellent reference books and
surveys listed in the bibliography section.
Algorithm 4 Gradient descent, reduction to non-smooth functions
1: Input: f,x1, T, δ
2: Let fˆδ(x) = Ev∼B [f(x + δv)]
3: Apply Algorithm 2 on fˆδ,x1, T, {ηt = δ}, return xT
We apply the GD algorithm to a smoothed variant of the objective func-
tion. In contrast to the previous reduction, smoothing cannot be obtained
by simple addition of a smooth (or any other) function. Instead, we need a
smoothing operation, which amounts to taking a local integral of the func-
tion, as follows.
Let f be G-Lipschitz continuous and α-strongly convex. Define for any
δ > 0
fˆδ(x) = E
v∼B
[f(x + δv)] ,
where B = {x ∈ Rd : ‖x‖ ≤ 1} is the Euclidean ball and v ∼ B denotes a
random variable drawn from the uniform distribution over B.
We will prove that the function fˆδ is a smooth approximation to f :
Rd 7→ R, i.e., it is both smooth and close in value to f , as given in the
following lemma.
Lemma 2.6. fˆδ has the following properties:
1. If f is α-strongly convex, then so is fˆδ
2. fˆδ is
dG
δ -smooth
3. |fˆδ(x)− f(x)| ≤ δG for all x ∈ K
Before proving this lemma, let us first complete the reduction. Using
Lemma 2.6 and the convergence for γ-well-conditioned functions the follow-
ing approximation bound is obtained.
Lemma 2.7. For δ = dGα
log t
t Algorithm 4 converges as
ht = O
(
G2d log t
αt
)
.
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Before proving this lemma, notice that the gradient descent method is
applied with gradients of the smoothed function fˆδ rather than gradients of
the original objective f . In this section we ignore the computational cost of
computing such gradients given only access to gradients of f , which may be
significant. Techniques for estimating these gradients are further explored
in Chapter 6.
Proof. Note that by Lemma 2.6 the function fˆδ is γ-well-conditioned for
γ = αδdG .
ht+1 = f(xt+1)− f(x?)
≤ fˆδ(xt+1)− fˆδ(x?) + 2δG Lemma 2.6
≤ h1e−
γt
4 + 2δG Theorem 2.4
= h1e
− αtδ
4dG + 2δG γ = αδdG by Lemma 2.6
= O
(
dG2 log t
αt
)
. δ = dGα
log t
t
We proceed to prove that fˆδ is indeed a good approximation to the
original function.
Proof of Lemma 2.6. First, since fˆδ is an average of α-strongly convex func-
tions, it is also α-strongly convex. In order to prove smoothness, we will
use Stokes’ theorem from calculus: For all x ∈ Rd and for a vector ran-
dom variable v which is uniformly distributed over the Euclidean sphere
S = {y ∈ Rd : ‖y‖ = 1},
E
v∼S
[f(x + δv)v] =
δ
d
∇fˆδ(x). (2.4)
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Recall that a function f is β-smooth if and only if for all x,y ∈ K, it
holds that ‖∇f(x)−∇f(y)‖ ≤ β‖x− y‖. Now,
‖∇fˆδ(x)−∇fˆδ(y)‖ =
=
d
δ
‖ E
v∼S
[f(x + δv)v]− E
v∼S
[f(y + δv)v] ‖ by (2.4)
=
d
δ
‖ E
v∼S
[f(x + δv)v − f(y + δv)v] ‖ linearity of expectation
≤ d
δ
E
v∼S
‖f(x + δv)v − f(y + δv)v‖ Jensen’s inequality
≤ dG
δ
‖x− y‖ E
v∼S
[‖v‖] Lipschitz continuity
=
dG
δ
‖x− y‖. v ∈ S
This proves the second property of Lemma 2.6. We proceed to show the
third property, namely that fˆδ is a good approximation to f .
|fˆδ(x)− f(x)| =
∣∣∣∣ Ev∼B [f(x + δv)]− f(x)
∣∣∣∣ definition of fˆδ
≤ E
v∼B
[|f(x + δv)− f(x)|] Jensen’s inequality
≤ E
v∼B
[G‖δv‖] f is G-Lipschitz
≤ Gδ. v ∈ B
We note that GD variants for α-strongly convex functions, even with-
out the smoothing approach used in our reduction, are known to converge
quickly and without dependence on the dimension. We state the known
algorithm and result here without proof (see bibliography for references).
Theorem 2.8. Let f be α-strongly convex, and let x1, ...,xt be the iterates
of Algorithm 2 applied to f with ηt =
2
α(t+1) . Then
f
(
1
t
t∑
s=1
2s
t+ 1
xs
)
− f(x?) ≤ 2G
2
α(t+ 1)
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2.3.3 Reduction to general convex functions
One can apply both reductions simultaneously to obtain a rate of O˜( d√
t
).
While near-optimal in terms of the number of iterations, the weakness of
this bound lies in its dependence on the dimension. In the next chapter we
shall show a rate of O( 1√
t
) as a direct consequence of a more general online
convex optimization algorithm.
2.4 Example: support vector machine (SVM) train-
ing
Before proceeding with generalizing the simple gradient descent algorithm of
the previous section, let us describe an optimization problem that has gained
much attention in machine learning and can be solved efficiently using the
methods we have just analyzed.
A very basic and successful learning paradigm is the linear classification
model. In this model, the learner is presented with positive and negative
examples of a concept. Each example, denoted by ai, is represented in Eu-
clidean space by a d dimensional feature vector. For example, a common
representation for emails in the spam-classification problem are binary vec-
tors in Euclidean space, where the dimension of the space is the number of
words in the language. The i’th email is a vector ai whose entries are given
as ones for coordinates corresponding to words that appear in the email,
and zero otherwise1. In addition, each example has a label bi ∈ {−1,+1},
corresponding to whether the email has been labeled spam/not spam. The
goal is to find a hyperplane separating the two classes of vectors: those with
positive labels and those with negative labels. If such a hyperplane, which
completely separates the training set according to the labels, does not ex-
ist, then the goal is to find a hyperplane that achieves a separation of the
training set with the smallest number of mistakes.
Mathematically speaking, given a set of n examples to train on, we seek
x ∈ Rd that minimizes the number of incorrectly classified examples, i.e.
min
x∈Rd
∑
i∈[n]
δ(sign(x>ai) 6= bi) (2.5)
1Such a representation may seem na¨ıve at first as it completely ignores the words’ order
of appearance and their context. Extensions to capture these features are indeed studied
in the Natural Language Processing literature.
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Figure 2.3: Hinge loss vs. 0/1 loss.
where sign(x) ∈ {−1,+1} is the sign function, and δ(z) ∈ {0, 1} is the
indicator function that takes the value 1 if the condition z is satisfied and
zero otherwise.
This optimization problem, which is at the heart of the linear classifi-
cation formulation, is NP-hard, and in fact NP-hard to even approximate
non-trivially. However, in the special case that a linear classifier (a hyper-
plane x) that classifies all of the examples correctly exists, the problem is
solvable in polynomial time via linear programming.
Various relaxations have been proposed to solve the more general case,
when no perfect linear classifier exists. One of the most successful in practice
is the Support Vector Machine (SVM) formulation.
The soft margin SVM relaxation replaces the 0/1 loss in (2.5) with a
convex loss function, called the hinge-loss, given by
`a,b(x) = hinge(b · x>a) = max{0, 1− b · x>a}.
In Figure 2.3 we depict how the hinge loss is a convex relaxation for the non-
convex 0/1 loss. Further, the SVM formulation adds to the loss minimization
objective a term that regularizes the size of the elements in x. The reason
and meaning of this additional term shall be addressed in later sections. For
now, let us consider the SVM convex program:
min
x∈Rd
λ 1n ∑
i∈[n]
`ai,bi(x) +
1
2
‖x‖2
 (2.6)
This is an unconstrained non-smooth and strongly convex program.
It follows from Theorem 2.8 that O˜(1ε ) iterations suffice to attain an ε-
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Algorithm 5 SVM training via subgradient descent
1: Input: training set of n examples {(ai, bi)}, T . Set x1 = 0
2: for t = 1 to T do
3: Let ∇t = λ 1n
∑n
i=1∇`ai,bi(xt) + xt where
∇`ai,bi(x) =

0, bix
>ai > 1
−biai, otherwise
4: xt+1 = xt − ηt∇t for ηt = 2t+1
5: end for
6: return x¯T =
1
T
∑T
t=1
2t
T+1xt
approximate solution. We spell out the details of applying the subgradient
descent algorithm to this formulation in Algorithm 5.
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2.5 Exercises
1. Prove that a differentiable function f(x) : R→ R is convex if and only
if for any x, y ∈ R it holds that f(x)− f(y) ≤ (x− y)f ′(x).
2. Recall that we say that a function f : Rn → R has a condition number
γ = α/β over K ⊆ Rd if the following two inequalities hold for all
x,y ∈ K:
(a) f(y) ≥ f(x) + (y − x)>∇f(x) + α2 ‖x− y‖2
(b) f(y) ≤ f(x) + (y − x)>∇f(x) + β2 ‖x− y‖2
For matrices A,B ∈ Rn×n we denote A < B if A − B is positive
semidefinite. Prove that if f is twice differentiable and it holds that
βI < ∇2f(x) < αI for any x ∈ K, then the condition number of f
over K is α/β.
3. Prove:
(a) The sum of convex functions is convex.
(b) Let f be α1-strongly convex and g be α2-strongly convex. Then
f + g is (α1 + α2)-strongly convex.
(c) Let f be β1-smooth and g be β2-smooth. Then f +g is (β1 +β2)-
smooth.
4. Let K ⊆ Rd be closed, compact and bounded. Prove that a neces-
sary and sufficient condition for ΠK(x) to be a singleton, that is for
|ΠK(x)| = 1, is for K to be convex.
5. Consider the n-dimensional simplex
∆n = {x ∈ Rn |
n∑
i=1
xi = 1, xi ≥ 0 , ∀i ∈ [n]}.
Give an algorithm for computing the projection of a point x ∈ Rn onto
the set ∆n (a near-linear time algorithm exists).
6. Prove the following identity:
arg min
x∈K
{
∇>t (x− xt) +
1
2ηt
‖x− xt‖2
}
= arg min
x∈K
{‖x− (xt − ηt∇t)‖2} .
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7. Let f(x) : Rn → R be a convex differentiable function and K ⊆ Rn be
a convex set. Prove that x? ∈ K is a minimizer of f over K if and only
if for any y ∈ K it holds that (y − x?)>∇f(x?) ≥ 0.
8. ∗ Extending Nesterov’s accelerated GD algorithm:
Assume a black-box access to Nesterov’s algorithm that attains the
rate of e−
√
γ T for γ-well-conditioned functions, as in Table 2.1. Apply
reductions to complete the second line of Table 2.1 up to logarithmic
factors.
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2.6 Bibliographic remarks
The reader is referred to dedicated books on convex optimization for much
more in-depth treatment of the topics surveyed in this background chapter.
For background in convex analysis see the texts [21, 92]. The classic text-
book [23] gives a broad introduction to convex optimization with numerous
applications. For detailed rigorous convergence proofs and in depth analysis
of first order methods, see lecture notes by Nesterov [78] and Nemirovskii
[76, 77]. Theorem 2.8 is taken from [24] Theorem 3.9.
The logarithmic overhead in the reductions of section 2.3 can be removed
with a more careful reduction and analysis, for details see [9].
Support vector machines were introduced in [31, 22], see also the book
of Scho¨lkopf and Smola [95].
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Chapter 3
First order algorithms for
online convex optimization
In this chapter we describe and analyze the most simple and basic algo-
rithms for online convex optimization (recall the definition of the model as
introduced in Chapter 1), which are also surprisingly useful and applicable
in practice. We use the same notation introduced in §2.1. However, in con-
trast to the previous chapter, the goal of the algorithms introduced in this
chapter is to minimize regret, rather than the optimization error (which is
ill-defined in an online setting).
Recall the definition of regret in an OCO setting, as given in equation
(1.1), with subscripts, superscripts and the supremum over the function class
omitted when they are clear from the context:
regret =
T∑
t=1
ft(xt)−min
x∈K
T∑
t=1
ft(x)
Table 3.1 details known upper and lower bounds on the regret for dif-
ferent types of convex functions as it depends on the number of prediction
iterations.
In order to compare regret to optimization error it is useful to consider
the average regret, or regret/T . Let x¯T =
1
T
∑T
t=1 xt be the average deci-
sion. If the functions ft are all equal to a single function f : K 7→ R, then
Jensen’s inequality implies that f(x¯T ) converges to f(x
?) at a rate at most
the average regret, since
f(x¯T )− f(x?) ≤ 1
T
T∑
t=1
[f(xt)− f(x?)] = regret
T
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α-strongly convex β-smooth δ-exp-concave
Upper bound 1α log T
√
T nδ log T
Lower bound 1α log T
√
T nδ log T
Average regret log TαT
1√
T
n log T
δT
Table 3.1: Attainable asymptotic regret bounds
The reader may compare to Table 2.1 of offline convergence of first order
methods: as opposed to offline optimization, smoothness does not improve
asymptotic regret rates. However, exp-concavity, a weaker property than
strong convexity, comes into play and gives improved regret rates.
This chapter will present algorithms and lower bounds that realize the
above known results for OCO. The property of exp-concavity and its appli-
cations, as well as logarithmic regret algorithms for exp-concave functions
are deferred to the next chapter.
3.1 Online gradient descent
Perhaps the simplest algorithm that applies to the most general setting
of online convex optimization is online gradient descent. This algorithm,
which is based on standard gradient descent from offline optimization, was
introduced in its online form by Zinkevich (see bibliography at the end of
this section).
Pseudo-code for the algorithm is given in Algorithm 6, and a conceptual
illustration is given in Figure 3.1.
In each iteration, the algorithm takes a step from the previous point in
the direction of the gradient of the previous cost. This step may result in
a point outside of the underlying convex set. In such cases, the algorithm
projects the point back to the convex set, i.e. finds its closest point in the
convex set. Despite the fact that the next cost function may be completely
different than the costs observed thus far, the regret attained by the algo-
rithm is sublinear. This is formalized in the following theorem (recall the
definition of G and D from the previous chapter).
Theorem 3.1. Online gradient descent with step sizes {ηt = DG√t , t ∈ [T ]}
guarantees the following for all T ≥ 1:
regretT =
T∑
t=1
ft(xt)− min
x?∈K
T∑
t=1
ft(x
?) ≤ 3
2
GD
√
T
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Figure 3.1: Online gradient descent: the iterate xt+1 is derived by advancing
xt in the direction of the current gradient ∇t, and projecting back into K.
Algorithm 6 online gradient descent
1: Input: convex set K, T , x1 ∈ K, step sizes {ηt}
2: for t = 1 to T do
3: Play xt and observe cost ft(xt).
4: Update and project:
yt+1 = xt − ηt∇ft(xt)
xt+1 = ΠK
(yt+1)
5: end for
Proof. Let x? ∈ arg minx∈K
∑T
t=1 ft(x). Define ∇t , ∇ft(xt). By convexity
ft(xt)− ft(x?) ≤ ∇>t (xt − x?) (3.1)
We first upper-bound ∇>t (xt − x?) using the update rule for xt+1 and The-
orem 2.1 (the Pythagorean theorem):
‖xt+1 − x?‖2 =
∥∥∥∥ΠK(xt − ηt∇t)− x?
∥∥∥∥2 ≤ ‖xt − ηt∇t − x?‖2 (3.2)
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Hence,
‖xt+1 − x?‖2 ≤ ‖xt − x?‖2 + η2t ‖∇t‖2 − 2ηt∇>t (xt − x?)
2∇>t (xt − x?) ≤
‖xt − x?‖2 − ‖xt+1 − x?‖2
ηt
+ ηtG
2 (3.3)
Summing (3.1) and (3.3) from t = 1 to T , and setting ηt =
D
G
√
t
(with
1
η0
, 0):
2
(
T∑
t=1
ft(xt)− ft(x?)
)
≤ 2
T∑
t=1
∇>t (xt − x?)
≤
T∑
t=1
‖xt − x?‖2 − ‖xt+1 − x?‖2
ηt
+G2
T∑
t=1
ηt
≤
T∑
t=1
‖xt − x?‖2
(
1
ηt
− 1
ηt−1
)
+G2
T∑
t=1
ηt
1
η0
, 0,
‖xT+1 − x∗‖2 ≥ 0
≤ D2
T∑
t=1
(
1
ηt
− 1
ηt−1
)
+G2
T∑
t=1
ηt
≤ D2 1
ηT
+G2
T∑
t=1
ηt telescoping series
≤ 3DG
√
T .
The last inequality follows since ηt =
D
G
√
t
and
∑T
t=1
1√
t
≤ 2√T .
The online gradient descent algorithm is straightforward to implement,
and updates take linear time given the gradient. However, there is a pro-
jection step which may take significantly longer, as discussed in §2.1.1 and
chapter 7.
3.2 Lower bounds
The previous section introduces and analyzes a very simple and natural ap-
proach to online convex optimization. Before continuing our venture, it is
worthwhile to consider whether the previous bound can be improved? We
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measure performance of OCO algorithms both by regret and by computa-
tional efficiency. Therefore, we ask ourselves whether even simpler algo-
rithms that attain tighter regret bounds exist.
The computational efficiency of online gradient descent seemingly leaves
little room for improvement, putting aside the projection step it runs in
linear time per iteration. What about obtaining better regret?
Perhaps surprisingly, the answer is negative: online gradient descent
attains, in the worst case, tight regret bounds up to small constant factors!
This is formally given in the following theorem.
Theorem 3.2. Any algorithm for online convex optimization incurs Ω(DG
√
T )
regret in the worst case. This is true even if the cost functions are generated
from a fixed stationary distribution.
We give a sketch of the proof; filling in all details is left as an exercise
at the end of this chapter.
Consider an instance of OCO where the convex setK is the n-dimensional
hypercube, i.e.
K = {x ∈ Rn , ‖x‖∞ ≤ 1}.
There are 2n linear cost functions, one for each vertex v ∈ {±1}n, defined
as
∀v ∈ {±1}n , fv(x) = v>x.
Notice that both the diameter of K and the bound on the norm of the cost
function gradients, denoted G, are bounded by
D ≤
√√√√ n∑
i=1
22 = 2
√
n, G ≤
√√√√ n∑
i=1
(±1)2 = √n
The cost functions in each iteration are chosen at random, with uniform
probability, from the set {fv,v ∈ {±1}n}. Denote by vt ∈ {±1}n the vertex
chosen in iteration t, and denote ft = fvt . By uniformity and independence,
for any t and xt chosen online, Evt [ft(xt)] = Evt [v
>
t xt] = 0. However,
E
v1,...,vT
[
min
x∈K
T∑
t=1
ft(x)
]
= E
min
x∈K
∑
i∈[n]
T∑
t=1
vt(i) · xi

= nE
[
−
∣∣∣∣∣
T∑
t=1
vt(1)
∣∣∣∣∣
]
i.i.d. coordinates
= −Ω(n
√
T ).
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The last equality is left as an exercise.
The facts above nearly complete the proof of Theorem 3.2; see the exer-
cises at the end of this chapter.
3.3 Logarithmic regret
At this point, the reader may wonder: we have introduced a seemingly
sophisticated and obviously general framework for learning and prediction,
as well as a linear-time algorithm for the most general case, complete with
tight regret bounds, and done so with elementary proofs! Is this all OCO
has to offer?
The answer to this question is two-fold:
1. Simple is good: the philosophy behind OCO treats simplicity as a
merit. The main reason OCO has taken the stage in online learning in
recent years is the simplicity of its algorithms and their analysis, which
allow for numerous variations and tweaks in their host applications.
2. A very wide class of settings, which will be the subject of the next
sections, admit more efficient algorithms, in terms of both regret and
computational complexity.
In §2 we surveyed optimization algorithms with convergence rates that
vary greatly according to the convexity properties of the function to be
optimized. Do the regret bounds in online convex optimization vary as
much as the convergence bounds in offline convex optimization over different
classes of convex cost functions?
Indeed, next we show that for important classes of loss functions signif-
icantly better regret bounds are possible.
3.3.1 Online gradient descent for strongly convex functions
The first algorithm that achieves regret logarithmic in the number of iter-
ations is a twist on the online gradient descent algorithm, changing only
the step size. The following theorem establishes logarithmic bounds on the
regret if the cost functions are strongly convex.
Theorem 3.3. For α-strongly convex loss functions, online gradient descent
with step sizes ηt =
1
αt achieves the following guarantee for all T ≥ 1
regretT ≤
G2
2α
(1 + log T ).
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Proof. Let x? ∈ arg minx∈K
∑T
t=1 ft(x). Recall the definition of regret
regretT =
T∑
t=1
ft(xt)−
T∑
t=1
ft(x
?).
Define ∇t , ∇ft(xt). Applying the definition of α-strong convexity to
the pair of points xt,x
∗, we have
2(ft(xt)− ft(x?)) ≤ 2∇>t (xt − x?)− α‖x? − xt‖2. (3.4)
We proceed to upper-bound ∇>t (xt − x?). Using the update rule for xt+1
and the Pythagorean theorem 2.1, we get
‖xt+1 − x?‖2 = ‖ΠK(xt − ηt∇t)− x
?‖2 ≤ ‖xt − ηt∇t − x?‖2.
Hence,
‖xt+1 − x?‖2 ≤ ‖xt − x?‖2 + η2t ‖∇t‖2 − 2ηt∇>t (xt − x?)
and
2∇>t (xt − x?) ≤
‖xt − x?‖2 − ‖xt+1 − x?‖2
ηt
+ ηtG
2. (3.5)
Summing (3.5) from t = 1 to T , setting ηt =
1
αt (define
1
η0
, 0), and
combining with (3.4), we have:
2
T∑
t=1
(ft(xt)− ft(x?))
≤
T∑
t=1
‖xt − x?‖2
(
1
ηt
− 1
ηt−1
− α
)
+G2
T∑
t=1
ηt
since
1
η0
, 0, ‖xT+1 − x∗‖2 ≥ 0
= 0 +G2
T∑
t=1
1
αt
≤ G
2
α
(1 + log T )
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3.4 Application: stochastic gradient descent
A special case of Online Convex Optimization is the well-studied setting of
stochastic optimization. In stochastic optimization, the optimizer attempts
to minimize a convex function over a convex domain as given by the math-
ematical program:
min
x∈K
f(x).
However, unlike standard offline optimization, the optimizer is given access
to a noisy gradient oracle, defined by
O(x) , ∇˜x s.t. E[∇˜x] = ∇f(x) , E[‖∇˜x‖2] ≤ G2
That is, given a point in the decision set, a noisy gradient oracle returns
a random vector whose expectation is the gradient at the point and whose
variance is bounded by G2.
We will show that regret bounds for OCO translate to convergence rates
for stochastic optimization. As a special case, consider the online gradient
descent algorithm whose regret is bounded by
regretT = O(DG
√
T )
Applying the OGD algorithm over a sequence of linear functions that are
defined by the noisy gradient oracle at consecutive points, and finally re-
turning the average of all points along the way, we obtain the stochastic
gradient descent algorithm, presented in Algorithm 7.
Algorithm 7 stochastic gradient descent
1: Input: f ,K, T , x1 ∈ K, step sizes {ηt}
2: for t = 1 to T do
3: Let ∇˜t = O(xt) and define: ft(x) , 〈∇˜t,x〉
4: Update and project:
yt+1 = xt − ηt∇˜t
xt+1 = ΠK
(yt+1)
5: end for
6: return x¯T , 1T
∑T
t=1 xt
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Theorem 3.4. Algorithm 7 with step sizes ηt =
D
G
√
t
guarantees
E[f(x¯T )] ≤ min
x?∈K
f(x?) +
3GD
2
√
T
Proof. By the regret guarantee of OGD, we have
E[f(x¯T )]− f(x?)
≤ E[ 1
T
∑
t
f(xt)]− f(x?) convexity of f (Jensen)
≤ 1
T
E[
∑
t
〈∇f(xt),xt − x?〉] convexity again
=
1
T
E[
∑
t
〈∇˜t,xt − x?〉] noisy gradient estimator
=
1
T
E[
∑
t
ft(xt)− ft(x?)] Algorithm 7, line (3)
≤ regretT
T
definition
≤ 3GD
2
√
T
theorem 3.1
It is important to note that in the proof above, we have used the fact
that the regret bounds of online gradient descent hold against an adaptive
adversary. This need arises since the cost functions ft defined in Algorithm
7 depend on the choice of decision xt ∈ K.
In addition, the careful reader may notice that by plugging in different
step sizes (also called learning rates) and applying SGD to strongly convex
functions, one can attain O˜(1/T ) convergence rates. Details of this deriva-
tion are left as an exercise.
3.4.1 Example: stochastic gradient descent for SVM training
Recall our example of Support Vector Machine training from §2.4. The task
of training an SVM over a given data set amounts to solving the following
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convex program (equation (2.6)):
f(x) = min
x∈Rd
λ 1n ∑
i∈[n]
`ai,bi(x) +
1
2
‖x‖2

`a,b(x) = max{0, 1− b · x>a}
Algorithm 8 SGD for SVM training
1: Input: training set of n examples {(ai, bi)}, T . Set x1 = 0
2: for t = 1 to T do
3: Pick an example uniformly at random t ∈ [n].
4: Let ∇˜t = λ∇`at,bt(xt) + xt where
∇`at,bt(xt) =

0, btx
>
t at > 1
−btat, otherwise
5: xt+1 = xt − ηt∇˜t
6: end for
7: return x¯T , 1T
∑T
t=1 xt
Using the technique described in this chapter, namely the OGD and SGD
algorithms, we can devise a much faster algorithm than the one presented
in the previous chapter. The idea is to generate an unbiased estimator for
the gradient of the objective using a single example in the dataset, and use
it in lieu of the entire gradient. This is given formally in the SGD algorithm
for SVM training presented in Algorithm 8.
It follows from Theorem 3.4 that this algorithm, with appropriate pa-
rameters ηt, returns an ε-approximate solution after T = O(
1
ε2
) iterations.
Furthermore, with a little more care and using Theorem 3.3, a rate of O˜(1ε )
is obtained with parameters ηt = O(
1
t ).
This matches the convergence rate of standard offline gradient descent.
However, observe that each iteration is significantly cheaper—only one ex-
ample in the data set need be considered! That is the magic of SGD; we
have matched the nearly optimal convergence rate of first order methods
using extremely cheap iterations. This makes it the method of choice in
numerous applications.
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3.5 Exercises
1. Prove that SGD for a strongly convex function can, with appropriate
parameters ηt, converge as O˜(
1
T ). You may assume that the gradient
estimators have Euclidean norms bounded by the constant G.
2. Design an OCO algorithm that attains the same asymptotic regret
bound as OGD, up to factors logarithmic in G and D, without knowing
the parameters G and D ahead of time.
3. In this exercise we prove a tight lower bound on the regret of any
algorithm for online convex optimization.
(a) For any sequence of T fair coin tosses, let Nh be the number of
head outcomes and Nt be the number of tails. Give an asymp-
totically tight upper and lower bound on E[|Nh −Nt|] (i.e., order
of growth of this random variable as a function of T , up to mul-
tiplicative and additive constants).
(b) Consider a 2-expert problem, in which the losses are inversely
correlated: either expert one incurs a loss of one and the second
expert zero, or vice versa. Use the fact above to design a set-
ting in which any experts algorithm incurs regret asymptotically
matching the upper bound.
(c) Consider the general OCO setting over a convex set K. Design
a setting in which the cost functions have gradients whose norm
is bounded by G, and obtain a lower bound on the regret as
a function of G, the diameter of K, and the number of game
iterations.
4. Implement the SGD algorithm for SVM training. Apply it on the
MNIST dataset. Compare your results to the offline GD algorithm
from the previous chapter.
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3.6 Bibliographic remarks
The OCO framework was introduced by Zinkevich in [110], where the OGD
algorithm was introduced and analyzed. Precursors to this algorithm, albeit
for less general settings, were introduced and analyzed in [66]. Logarithmic
regret algorithms for Online Convex Optimization were introduced and an-
alyzed in [54].
The SGD algorithm dates back to Robbins and Monro [91]. Application
of SGD to soft-margin SVM training was explored in [100]. Tight conver-
gence rates of SGD for strongly convex and non-smooth functions were only
recently obtained in [57],[86],[102].
Chapter 4
Second order methods
The motivation for this chapter is the application of online portfolio selec-
tion, considered in the first chapter of this book. We begin with a detailed
description of this application. We proceed to describe a new class of con-
vex functions that model this problem. This new class of functions is more
general than the class of strongly convex functions discussed in the previ-
ous chapter. It allows for logarithmic regret algorithms, which are based on
second order methods from convex optimization. In contrast to first order
methods, which have been our focus thus far and relied on (sub)gradients,
second order methods exploit information about the second derivative of the
objective function.
4.1 Motivation: universal portfolio selection
In this subsection we give the formal definition of the universal portfolio
selection problem that was informally described in §1.2.
4.1.1 Mainstream portfolio theory
Mainstream financial theory models stock prices as a stochastic process
known as Geometric Brownian Motion (GBM). This model assumes that
the fluctuations in the prices of the stocks behave essentially as a random
walk. It is perhaps easier to think about a price of an asset (stock) on time
segments, obtained from a discretization of time into equal segments. Thus,
the logarithm of the price at segment t+1, denoted lt+1, is given by the sum
of the logarithm of the price at segment t and a Gaussian random variable
51
52 CHAPTER 4. SECOND ORDER METHODS
with a particular mean and variance,
lt+1 ∼ lt +N (µ, σ).
This is only an informal way of thinking about GBM. The formal model
is continuous in time, roughly equivalent to the above as the time intervals,
means and variances approach zero.
The GBM model gives rise to particular algorithms for portfolio selection
(as well as more sophisticated applications such as options pricing). Given
the means and variances of the stock prices over time of a set of assets,
as well as their cross-correlations, a portfolio with maximal expected gain
(mean) for a specific risk (variance) threshold can be formulated.
The fundamental question is, of course, how does one obtain the mean
and variance parameters, not to mention the cross-correlations, of a given
set of stocks? One accepted solution is to estimate these from historical
data, e.g., by taking the recent history of stock prices.
4.1.2 Universal portfolio theory
The theory of universal portfolio selection is very different from the above.
The main difference being the lack of statistical assumptions about the stock
market. The idea is to model investing as a repeated decision making sce-
nario, which fits nicely into our OCO framework, and to measure regret as
a performance metric.
Consider the following scenario: at each iteration t ∈ [T ], the decision
maker chooses xt, a distribution of her wealth over n assets, such that xt ∈
∆n. Here ∆n = {x ∈ Rn+,
∑
i xi = 1} is the n-dimensional simplex, i.e.,
the set of all distributions over n elements. An adversary independently
chooses market returns for the assets, i.e., a vector rt ∈ Rn+ such that each
coordinate rt(i) is the price ratio for the i’th asset between the iterations t
and t + 1. For example, if the i’th coordinate is the Google ticker symbol
GOOG traded on the NASDAQ, then
rt(i) =
price of GOOG at time t+ 1
price of GOOG at time t
How does the decision maker’s wealth change? Let Wt be her total wealth
at iteration t. Then, ignoring transaction costs, we have
Wt+1 = Wt · r>t xt
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Over T iterations, the total wealth of the investor is given by
WT = W1 ·
T∏
t=1
r>t xt
The goal of the decision maker, to maximize the overall wealth gain WT /W0,
can be attained by maximizing the following more convenient logarithm of
this quantity, given by
log
WT
W1
=
T∑
t=1
log r>t xt
The above formulation is already very similar to our OCO setting, albeit
phrased as a gain maximization rather than a loss minimization setting. Let
ft(x) = log(r
>
t x)
The convex set is the n-dimensional simplex K = ∆n, and define the regret
to be
regretT = max
x?∈K
T∑
t=1
ft(x
?)−
T∑
t=1
ft(xt)
The functions ft are concave rather than convex, which is perfectly fine as
we are framing the problem as a maximization rather than a minimization.
Note also that the regret is the negation of the usual regret notion (1.1) we
have considered for minimization problems.
Since this is an online convex optimization instance, we can use the
online gradient descent algorithm from the previous chapter to invest, which
ensures O(
√
T ) regret (see exercises). What guarantee do we attain in terms
of investing? To answer this, in the next section we reason about what x?
in the above expression may be.
4.1.3 Constant rebalancing portfolios
As x? ∈ K = ∆n is a point in the n-dimensional simplex, consider the
special case of x? = e1, i.e., the first standard basis vector (the vector that
has zero in all coordinates except the first, which is set to one). The term∑T
t=1 ft(e1) becomes
∑T
t=1 log rt(1), or
log
T∏
t=1
rt(1) = log
(
price of stock at time T + 1
initial price of stock
)
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As T becomes large, any sublinear regret guarantee (e.g., the O(
√
T ) regret
guarantee achieved using online gradient descent) achieves an average regret
that approaches zero. In this context, this implies that the log-wealth gain
achieved (in average over T rounds) is as good as that of the first stock.
Since x? can be taken to be any vector, sublinear regret guarantees average
log-wealth growth as good as any stock!
However, x? can be significantly better, as shown in the following ex-
ample. Consider a market of two stocks that fluctuate wildly. The first
stock increases by 100% every even day and returns to its original price the
following (odd) day. The second stock does exactly the opposite: decreases
by 50% on even days and rises back on odd days. Formally, we have
rt(1) = (2 ,
1
2
, 2 ,
1
2
, ...)
rt(2) = (
1
2
, 2 ,
1
2
, 2 , ...)
Clearly, any investment in either of the stocks will not gain in the long
run. However, the portfolio x? = (0.5, 0.5) increases wealth by a factor of
r>t x? = (
1
2)
2 + 1 = 1.25 daily! Such a mixed distribution is called a fixed
rebalanced portfolio, as it needs to rebalance the proportion of total capital
invested in each stock at each iteration to maintain this fixed distribution
strategy.
Thus, vanishing average regret guarantees long-run growth as the best
constant rebalanced portfolio in hindsight. Such a portfolio strategy is called
universal. We have seen that the online gradient descent algorithm gives
essentially a universal algorithm with regret O(
√
T ). Can we get better
regret guarantees?
4.2 Exp-concave functions
For convenience, we return to considering losses of convex functions, rather
than gains of concave functions as in the application for portfolio selection.
The two problems are equivalent: we simply replace the maximization of
the concave f(x) = log(r>t x) with the minimization of the convex f(x) =
− log(r>t x).
In the previous chapter we have seen that the OGD algorithm with care-
fully chosen step sizes can deliver logarithmic regret for strongly convex
functions. However, the loss function for the OCO setting of portfolio se-
lection, ft(x) = − log(r>t x), is not strongly convex. Instead, the Hessian of
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this function is given by
∇2ft(x) = rtr
>
t
(r>t x)2
which is a rank one matrix. Recall that the Hessian of a twice-differentiable
strongly convex function is larger than a multiple of identity matrix and
is positive definite and in particular has full rank. Thus, the loss function
above is quite far from being strongly convex.
However, an important observation is that this Hessian is large in the
direction of the gradient. This property is called exp-concavity. We pro-
ceed to define this property rigorously and show that it suffices to attain
logarithmic regret.
Definition 4.1. A convex function f : Rn 7→ R is defined to be α-exp-
concave over K ⊆ Rn if the function g is concave, where g : K 7→ R is
defined as
g(x) = e−αf(x)
For the following discussion, recall the notation of §2.1, and in particular
our convention over matrices that A < B if and only if A − B is positive
semidefinite. Exp-concavity implies strong-convexity in the direction of the
gradient. This reduces to the following property:
Lemma 4.2. A twice-differentiable function f : Rn 7→ R is α-exp-concave
at x if and only if
∇2f(x) < α∇f(x)∇f(x)>.
The proof of this lemma is given as a guided exercise at the end of this
chapter. We prove a slightly stronger lemma below.
Lemma 4.3. Let f : K → R be an α-exp-concave function, and D,G denote
the diameter of K and a bound on the (sub)gradients of f respectively. The
following holds for all γ ≤ 12 min{ 14GD , α} and all x,y ∈ K:
f(x) ≥ f(y) +∇f(y)>(x− y) + γ
2
(x− y)>∇f(y)∇f(y)>(x− y).
Proof. Since exp(−αf(x)) is concave and 2γ ≤ α by definition, it follows
from Lemma 4.2 that the function h(x) , exp(−2γf(x)) is also concave.
Then by the concavity of h(x),
h(x) ≤ h(y) +∇h(y)>(x− y)
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Plugging in ∇h(y) = −2γ exp(−2γf(y))∇f(y) gives
exp(−2γf(x)) ≤ exp(−2γf(y))[1− 2γ∇f(y)>(x− y)].
Simplifying gives
f(x) ≥ f(y)− 1
2γ
log
(
1− 2γ∇f(y)>(x− y)
)
.
Next, note that |2γ∇f(y)>(x − y)| ≤ 2γGD ≤ 14 and that for |z| ≤ 14 ,
− log(1 − z) ≥ z + 14z2. Applying the inequality for z = 2γ∇f(y)>(x − y)
implies the lemma.
4.3 The online Newton step algorithm
Thus far we have only considered first order methods for regret minimization.
In this section we consider a quasi-Newton approach, i.e., an online convex
optimization algorithm that approximates the second derivative, or Hessian
in more than one dimension. However, strictly speaking, the algorithm we
analyze is also first order, in the sense that it only uses gradient information.
The algorithm we introduce and analyze, called online Newton step, is
detailed in Algorithm 9. At each iteration, this algorithm chooses a vector
that is the projection of the sum of the vector chosen at the previous iteration
and an additional vector. Whereas for the online gradient descent algorithm
this added vector was the gradient of the previous cost function, for online
Newton step this vector is different: it is reminiscent to the direction in which
the Newton-Raphson method would proceed if it were an offline optimization
problem for the previous cost function. The Newton-Raphson algorithm
would move in the direction of the vector which is the inverse Hessian times
the gradient. In online Newton step, this direction is A−1t ∇t, where the
matrix At is related to the Hessian as will be shown in the analysis.
Since adding a multiple of the Newton vector A−1t ∇t to the current vector
may result in a point outside the convex set, an additional projection step
is required to obtain xt, the decision at time t. This projection is different
than the standard Euclidean projection used by online gradient descent in
Section 3.1. It is the projection according to the norm defined by the matrix
At, rather than the Euclidean norm.
The advantage of the online Newton step algorithm is its logarithmic re-
gret guarantee for exp-concave functions, as defined in the previous section.
The following theorem bounds the regret of online Newton step.
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Algorithm 9 online Newton step
1: Input: convex set K, T , x1 ∈ K ⊆ Rn, parameters γ, ε > 0, A0 = εIn
2: for t = 1 to T do
3: Play xt and observe cost ft(xt).
4: Rank-1 update: At = At−1 +∇t∇>t
5: Newton step and projection:
yt+1 = xt − 1
γ
A−1t ∇t
xt+1 =
At
Π
K
(yt+1)
6: end for
Theorem 4.4. Algorithm 9 with parameters γ = 12 min{ 14GD , α}, ε = 1γ2D2
and T > 4 guarantees
regretT ≤ 5
(
1
α
+GD
)
n log T.
As a first step, we prove the following lemma.
Lemma 4.5. The regret of online Newton step is bounded by
regretT (ONS) ≤ 4
(
1
α
+GD
)( T∑
t=1
∇>t A−1t ∇t + 1
)
Proof. Let x? ∈ arg minx∈K
∑T
t=1 ft(x) be the best decision in hindsight.
By Lemma 4.3, we have for γ = 12 min{ 14GD , α},
ft(xt)− ft(x?) ≤ Rt,
where we define
Rt , ∇>t (xt − x?)−
γ
2
(x? − xt)>∇t∇>t (x? − xt).
According to the update rule of the algorithm xt+1 = Π
At
K (yt+1). Now, by
the definition of yt+1:
yt+1 − x? = xt − x? − 1
γ
A−1t ∇t, and (4.1)
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At(yt+1 − x?) = At(xt − x?)− 1
γ
∇t. (4.2)
Multiplying the transpose of (4.1) by (4.2) we get
(yt+1 − x?)>At(yt+1 − x?) =
(xt−x?)>At(xt−x?)− 2
γ
∇>t (xt−x?) +
1
γ2
∇>t A−1t ∇t. (4.3)
Since xt+1 is the projection of yt+1 in the norm induced by At, we have by
the Pythagorean theorem (see §2.1.1)
(yt+1 − x?)>At(yt+1 − x?) = ‖yt+1 − x?‖2At
≥ ‖xt+1 − x?‖2At
= (xt+1 − x?)>At(xt+1 − x?).
This inequality is the reason for using generalized projections as opposed
to standard projections, which were used in the analysis of online gradient
descent (see §3.1 Equation (3.2)). This fact together with (4.3) gives
∇>t (xt−x?) ≤
1
2γ
∇>t A−1t ∇t +
γ
2
(xt−x?)>At(xt−x?)
− γ
2
(xt+1 − x?)>At(xt+1 − x?).
Now, summing up over t = 1 to T we get that
T∑
t=1
∇>t (xt − x?) ≤
1
2γ
T∑
t=1
∇>t A−1t ∇t +
γ
2
(x1 − x?)>A1(x1 − x?)
+
γ
2
T∑
t=2
(xt − x?)>(At −At−1)(xt − x?)
− γ
2
(xT+1 − x?)>AT (xT+1 − x?)
≤ 1
2γ
T∑
t=1
∇>t A−1t ∇t +
γ
2
T∑
t=1
(xt−x?)>∇t∇>t (xt−x?)
+
γ
2
(x1 − x?)>(A1 −∇1∇>1 )(x1 − x?).
In the last inequality we use the fact that At −At−1 = ∇t∇>t , and the fact
that the matrix AT is PSD and hence the last term before the inequality is
negative. Thus,
T∑
t=1
Rt ≤ 1
2γ
T∑
t=1
∇>t A−1t ∇t +
γ
2
(x1 − x?)>(A1 −∇1∇>1 )(x1 − x?).
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Using the algorithm parameters A1 − ∇1∇>1 = εIn , ε = 1γ2D2 and our
notation for the diameter ‖x1 − x?‖2 ≤ D2 we have
regretT (ONS) ≤
T∑
t=1
Rt ≤ 1
2γ
T∑
t=1
∇>t A−1t ∇t +
γ
2
D2ε
≤ 1
2γ
T∑
t=1
∇>t A−1t ∇t +
1
2γ
.
Since γ = 12 min{ 14GD , α}, we have 1γ ≤ 8( 1α + GD). This gives the lemma.
We can now prove Theorem 4.4.
Proof of Theorem 4.4. First we show that the term
∑T
t=1∇>t A−1t ∇t is upper
bounded by a telescoping sum. Notice that
∇>t A−1t ∇t = A−1t • ∇t∇>t = A−1t • (At −At−1)
where for matrices A,B ∈ Rn×n we denote by A •B = ∑ni=1∑nj=1AijBij =
Tr(AB>), which is equivalent to the inner product of these matrices as
vectors in Rn2 .
For real numbers a, b ∈ R+, the first order Taylor expansion of the
logarithm of b at a implies a−1(a − b) ≤ log ab . An analogous fact holds
for positive semidefinite matrices, i.e., A−1 • (A − B) ≤ log |A||B| , where |A|
denotes the determinant of the matrix A (this is proved in Lemma 4.6).
Using this fact we have
T∑
t=1
∇>t A−1t ∇t =
T∑
t=1
A−1t • ∇t∇>t
=
T∑
t=1
A−1t • (At −At−1)
≤
T∑
t=1
log
|At|
|At−1| = log
|AT |
|A0| .
Since AT =
∑T
t=1∇t∇>t + εIn and ‖∇t‖ ≤ G, the largest eigenvalue of
AT is at most TG
2 + ε. Hence the determinant of AT can be bounded by
|AT | ≤ (TG2 + ε)n. Hence recalling that ε = 1γ2D2 and γ = 12 min{ 14GD , α},
for T > 4,
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T∑
t=1
∇>t A−1t ∇t ≤ log
(
TG2+ε
ε
)n ≤ n log(TG2γ2D2 + 1) ≤ n log T.
Plugging into Lemma 4.5 we obtain
regretT (ONS) ≤ 4
(
1
α
+GD
)
(n log T + 1),
which implies the theorem for n > 1, T ≥ 8.
It remains to prove the technical lemma for positive semidefinite (PSD)
matrices used above.
Lemma 4.6. Let A < B  0 be positive definite matrices. Then
A−1 • (A−B) ≤ log |A||B|
Proof. For any positive definite matrix C, denote by λ1(C), . . . , λn(C) its
eigenvalues (which are positive).
A−1 • (A−B) = Tr(A−1(A−B))
= Tr(A−1/2(A−B)A−1/2) Tr(XY ) = Tr(Y X)
= Tr(I −A−1/2BA−1/2)
=
n∑
i=1
[
1− λi(A−1/2BA−1/2)
]
Tr(C) =
n∑
i=1
λi(C)
≤ −
n∑
i=1
log
[
λi(A
−1/2BA−1/2)
]
1− x ≤ − log(x)
= − log
[
n∏
i=1
λi(A
−1/2BA−1/2)
]
= − log |A−1/2BA−1/2| = log |A||B| |C| =
n∏
i=1
λi(C)
In the last equality we use the facts |AB| = |A||B| and |A−1| = 1|A| for PSD
matrices.
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Implementation and running time. The online Newton step algorithm
requires O(n2) space to store the matrix At. Every iteration requires the
computation of the matrix A−1t , the current gradient, a matrix-vector prod-
uct, and possibly a projection onto the underlying convex set K.
A na¨ıve implementation would require computing the inverse of the ma-
trix At on every iteration. However, in the case that At is invertible, the
matrix inversion lemma (see bibliography) states that for invertible matrix
A and vector x,
(A+ xx>)−1 = A−1 − A
−1xx>A−1
1 + x>A−1x
.
Thus, given A−1t−1 and ∇t one can compute A−1t in time O(n2) using only
matrix-vector and vector-vector products.
The online Newton step algorithm also needs to make projections onto
K, but of a slightly different nature than online gradient descent and other
online convex optimization algorithms. The required projection, denoted by
Π
At
K , is in the vector norm induced by the matrix At, viz. ‖x‖At =
√
x>Atx.
It is equivalent to finding the point x ∈ K which minimizes (x−y)>At(x−y)
where y is the point we are projecting. This is a convex program which can
be solved up to any degree of accuracy in polynomial time.
Modulo the computation of generalized projections, the online Newton
step algorithm can be implemented in time and space O(n2). In addition,
the only information required is the gradient at each step (and the exp-
concavity constant α of the loss functions).
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4.4 Exercises
1. Prove that exp-concave functions are a larger class than strongly con-
vex functions. That is, prove that a strongly convex function over a
bounded domain is also exp-concave. Show that the converse is not
necessarily true.
2. Prove that a function f is α-exp-concave over K if and only if for all
x ∈ K,
∇2f(x) < α∇f(x)∇f(x)>.
Hint: consider the Hessian of the function e−αf(x), and use the fact
that the Hessian of a convex function is always positive semidefinite.
3. Write pseudo-code for a portfolio selection algorithm based on online
gradient descent. That is, given a set of return vectors, spell out the
exact constants and updates based upon the gradients of the payoff
functions. Derive the regret bound based on Theorem 3.1.
Do the same (pseudo-code and regret bound) for the Online Newton
Step algorithm applied to portfolio selection.
4. Download stock prices from your favorite online finance website over
a period of at least three years. Create a dataset for testing portfolio
selection algorithms by creating price-return vectors. Implement the
OGD and ONS algorithms and benchmark them on your data.
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4.5 Bibliographic Remarks
The Geometric Brownian Motion model for stock prices was suggested and
studied as early as 1900 in the PhD thesis of Louis Bachelier [17], see also
Osborne [83], and used in the Nobel Prize winning work of Black and Sc-
holes on options pricing [19]. In a strong deviation from standard financial
theory, Thomas Cover [32] put forth the universal portfolio model, whose
algorithmic theory we have historically sketched in chapter 1. Some bridges
between classical portfolio theory and the universal model appear in [1].
Options pricing and its relation to regret minimization was recently also
explored in the work of [36].
Exp-concave functions have been considered in the context of prediction
in [68], see also [29] (Chapter 3.3 and bibliography). For the square-loss, [15]
gave a specially tailored and near-optimal prediction algorithm. Logarithmic
regret algorithms for online convex optimization and the Online Newton Step
algorithm were presented in [54].
The Sherman-Morrison formula, a.k.a. the matrix inversion lemma, gives
the form of the inverse of a matrix after a rank-1 update, see [89].
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Chapter 5
Regularization
In the previous chapters we have explored algorithms for OCO that are
motivated by convex optimization. However, unlike convex optimization, the
OCO framework optimizes the Regret performance metric. This distinction
motivates a family of algorithms, called “Regularized Follow The Leader”
(RFTL), which we introduce in this chapter.
In an OCO setting of regret minimization, the most straightforward
approach for the online player is to use at any time the optimal decision
(i.e., point in the convex set) in hindsight. Formally, let
xt+1 = arg min
x∈K
t∑
τ=1
fτ (x).
This flavor of strategy is known as “fictitious play” in economics, and has
been named “Follow the Leader” (FTL) in machine learning. It is not hard
to see that this simple strategy fails miserably in a worst-case sense. That
is, this strategy’s regret can be linear in the number of iterations, as the
following example shows: Consider K = [−1, 1], let f1(x) = 12x, and let fτ
for τ = 2, . . . , T alternate between −x or x. Thus,
t∑
τ=1
fτ (x) =

1
2x, t is odd
−12x, otherwise
The FTL strategy will keep shifting between xt = −1 and xt = 1, always
making the wrong choice.
The intuitive FTL strategy fails in the example above because it is un-
stable. Can we modify the FTL strategy such that it won’t change decisions
often, thereby causing it to attain low regret?
65
66 CHAPTER 5. REGULARIZATION
This question motivates the need for a general means of stabilizing the
FTL method. Such a means is referred to as “regularization”.
5.1 Regularization functions
In this chapter we consider regularization functions, denoted R : K 7→ R,
which are strongly convex and smooth (recall definitions in §2.1).
Although it is not strictly necessary, we assume that the regularization
functions in this chapter are twice differentiable over K and, for all points
x ∈ int(K) in the interior of the decision set, have a Hessian ∇2R(x) that
is, by the strong convexity of R, positive definite.
We denote the diameter of the set K relative to the function R as
DR =
√
max
x,y∈K
{R(x)−R(y)}
Henceforth we make use of general norms and their dual. The dual norm
to a norm ‖ · ‖ is given by the following definition:
‖y‖∗ , max
‖x‖≤1
〈x,y〉
A positive definite matrix A gives rise to the matrix norm ‖x‖A =
√
x>Ax.
The dual norm of a matrix norm is ‖x‖∗A = ‖x‖A−1 .
The generalized Cauchy-Schwarz theorem asserts 〈x,y〉 ≤ ‖x‖‖y‖∗ and
in particular for matrix norms, 〈x,y〉 ≤ ‖x‖A‖y‖∗A (see exercise 1).
In our derivations, we usually consider matrix norms with respect to
∇2R(x), the Hessian of the regularization function R(x). In such cases, we
use the notation
‖x‖y , ‖x‖∇2R(y)
and similarly
‖x‖∗y , ‖x‖∇−2R(y)
A crucial quantity in the analysis of OCO algorithms that use regulariza-
tion is the remainder term of the Taylor approximation of the regularization
function, and especially the remainder term of the first order Taylor approx-
imation. The difference between the value of the regularization function at
x and the value of the first order Taylor approximation is known as the
Bregman divergence, given by
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Definition 5.1. Denote by BR(x||y) the Bregman divergence with respect
to the function R, defined as
BR(x||y) = R(x)−R(y)−∇R(y)>(x− y)
For twice differentiable functions, Taylor expansion and the mean-value
theorem assert that the Bregman divergence is equal to the second derivative
at an intermediate point, i.e., (see exercises)
BR(x||y) = 1
2
‖x− y‖2z,
for some point z ∈ [x,y], meaning there exists some α ∈ [0, 1] such that
z = αx+(1−α)y. Therefore, the Bregman divergence defines a local norm,
which has a dual norm. We shall denote this dual norm by
‖ · ‖∗x,y , ‖ · ‖∗z.
With this notation we have
BR(x||y) = 1
2
‖x− y‖2x,y.
In online convex optimization, we commonly refer to the Bregman divergence
between two consecutive decision points xt and xt+1. In such cases, we
shorthand notation for the norm defined by the Bregman divergence with
respect to R on the intermediate point in [xt,xt+1] as ‖ · ‖t , ‖ · ‖xt,xt+1 .
The latter norm is called the local norm at iteration t. With this notation,
we have BR(xt||xt+1) = 12‖xt − xt+1‖2t .
Finally, we consider below generalized projections that use the Bregman
divergence as a distance instead of a norm. Formally, the projection of a
point y according to the Bregman divergence with respect to function R is
given by
arg min
x∈K
BR(x||y)
5.2 The RFTL algorithm and its analysis
Recall the caveat with straightforward use of follow-the-leader: as in the
bad example we have considered, the predictions of FTL may vary wildly
from one iteration to the next. This motivates the modification of the basic
FTL strategy in order to stabilize the prediction. By adding a regularization
term, we obtain the RFTL (Regularized Follow the Leader) algorithm.
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We proceed to formally describe the RFTL algorithmic template and an-
alyze it. The analysis gives asymptotically optimal regret bounds. However,
we do not optimize the constants in the regret bounds in order to improve
clarity of presentation.
Throughout this chapter, recall the notation of ∇t to denote the gradient
of the current cost function at the current point, i.e.,
∇t , ∇ft(xt)
In the OCO setting, the regret of convex cost functions can be bounded by
a linear function via the inequality f(xt)− f(x?) ≤ ∇>t (xt−x?). Thus, the
overall regret (recall definition (1.1)) of an OCO algorithm can be bounded
by ∑
t
ft(xt)− ft(x?) ≤
∑
t
∇>t (xt − x?). (5.1)
5.2.1 Meta-algorithm definition
The generic RFTL meta-algorithm is defined in Algorithm 10. The regu-
larization function R is assumed to be strongly convex, smooth, and twice
differentiable.
Algorithm 10 Regularized Follow The Leader
1: Input: η > 0, regularization function R, and a convex compact set K.
2: Let x1 = arg minx∈K {R(x)}.
3: for t = 1 to T do
4: Predict xt.
5: Observe the payoff function ft and let ∇t = ∇ft(xt).
6: Update
xt+1 = arg min
x∈K
{
η
t∑
s=1
∇>s x +R(x)
}
7: end for
5.2.2 The regret bound
Theorem 5.2. The RFTL Algorithm 10 attains for every u ∈ K the fol-
lowing bound on the regret:
regretT ≤ 2η
T∑
t=1
‖∇t‖∗2t +
R(u)−R(x1)
η
.
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If an upper bound on the local norms is known, i.e. ‖∇t‖∗t ≤ GR for all
times t, then we can further optimize over the choice of η to obtain
regretT ≤ 2DRGR
√
2T .
To prove Theorem 5.2, we first relate the regret to the “stability” in
prediction. This is formally captured by the following lemma1.
Lemma 5.3. For every u ∈ K, Algorithm 10 guarantees the following regret
bound
regretT ≤
T∑
t=1
∇>t (xt − xt+1) +
1
η
D2R
Proof. For convenience of the derivations, define the functions
g0(x) ,
1
η
R(x) , gt(x) , ∇>t x.
By equation (5.1), it suffuces to bound
∑T
t=1[gt(xt)− gt(u)]. As a first step,
we prove the following inequality:
Lemma 5.4.
T∑
t=0
gt(u) ≥
T∑
t=0
gt(xt+1)
Proof. by induction on T :
Induction base:
By definition, we have that x1 = arg minx∈K{R(x)}, and thus g0(u) ≥
g0(x1) for all u.
Induction step:
Assume that for T ′, we have
T ′∑
t=0
gt(u) ≥
T ′∑
t=0
gt(xt+1)
1Historically, this lemma is known as the “FTL-BTL,” which stands for follow-the-
leader vs. be-the-leader. BTL is a hypothetical algorithm that predicts xt+1 at iteration
t, where xt is the prediction made by FTL. These terms were coined by Kalai and Vempala
[63].
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and let us prove the statement for T ′+1. Since xT ′+2 = arg minx∈K{
∑T ′+1
t=0 gt(x)}
we have:
T ′+1∑
t=0
gt(u) ≥
T ′+1∑
t=0
gt(xT ′+2)
=
T ′∑
t=0
gt(xT ′+2) + gT ′+1(xT ′+2)
≥
T ′∑
t=0
gt(xt+1) + gT ′+1(xT ′+2)
=
T ′+1∑
t=0
gt(xt+1).
Where in the third line we used the induction hypothesis for u = xT ′+2.
We conclude that
T∑
t=1
[gt(xt)− gt(u)] ≤
T∑
t=1
[gt(xt)− gt(xt+1)] + [g0(u)− g0(x1)]
=
T∑
t=1
gt(xt)− gt(xt+1) + 1
η
[R(u)−R(x1)]
≤
T∑
t=1
gt(xt)− gt(xt+1) + 1
η
D2R
Proof of Theorem 5.2. Recall that R(x) is a convex function and K is a
convex set. Denote:
Φt(x) ,
{
η
t∑
s=1
∇>s x +R(x)
}
By the Taylor expansion (with its explicit remainder term via the mean-
value theorem) at xt+1, and by the definition of the Bregman divergence,
Φt(xt) = Φt(xt+1) + (xt − xt+1)>∇Φt(xt+1) +BΦt(xt||xt+1)
≥ Φt(xt+1) +BΦt(xt||xt+1)
= Φt(xt+1) +BR(xt||xt+1).
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The inequality holds since xt+1 is a minimum of Φt over K, as in Theorem
2.2. The last equality holds since the component ∇>s x is linear and thus
does not affect the Bregman divergence. Thus,
BR(xt||xt+1) ≤ Φt(xt)− Φt(xt+1) (5.2)
= (Φt−1(xt)− Φt−1(xt+1)) + η∇>t (xt − xt+1)
≤ η∇>t (xt − xt+1) (xt is the minimizer)
To proceed, recall the shorthand for the norm induced by the Bregman
divergence with respect to R on point xt,xt+1 as ‖ · ‖t = ‖ · ‖xt,xt+1 . Sim-
ilarly for the dual local norm ‖ · ‖∗t = ‖ · ‖∗xt,xt+1 . With this notation, we
have BR(xt||xt+1) = 12‖xt − xt+1‖2t . By the generalized Cauchy-Schwarz
inequality,
∇>t (xt − xt+1) ≤ ‖∇t‖∗t · ‖xt − xt+1‖t Cauchy-Schwarz
= ‖∇t‖∗t ·
√
2BR(xt||xt+1)
≤ ‖∇t‖∗t ·
√
2 η∇>t (xt − xt+1). (5.2)
After rearranging we get
∇>t (xt − xt+1) ≤ 2 η ‖∇t‖∗2t .
Combining this inequality with Lemma 5.3 we obtain the theorem statement.
5.3 Online Mirrored Descent
In the convex optimization literature, “Mirrored Descent” refers to a general
class of first order methods generalizing gradient descent. Online mirrored
descent (OMD) is the online counterpart of this class of methods. This
relationship is analogous to the relationship of online gradient descent to
traditional (offline) gradient descent.
OMD is an iterative algorithm that computes the current decision using a
simple gradient update rule and the previous decision, much like OGD. The
generality of the method stems from the update being carried out in a “dual”
space, where the duality notion is defined by the choice of regularization:
the gradient of the regularization function defines a mapping from Rn onto
itself, which is a vector field. The gradient updates are then carried out in
this vector field.
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For the RFTL algorithm the intuition was straightforward—the regular-
ization was used to ensure stability of the decision. For OMD, regularization
has an additional purpose: regularization transforms the space in which gra-
dient updates are performed. This transformation enables better bounds in
terms of the geometry of the space.
The OMD algorithm comes in two flavors: an agile and a lazy version.
The lazy version keeps track of a point in Euclidean space and projects onto
the convex decision set K only at decision time. In contrast, the agile version
maintains a feasible point at all times, much like OGD.
Algorithm 11 Online Mirrored Descent
1: Input: parameter η > 0, regularization function R(x).
2: Let y1 be such that ∇R(y1) = 0 and x1 = arg minx∈KBR(x||y1).
3: for t = 1 to T do
4: Play xt.
5: Observe the payoff function ft and let ∇t = ∇ft(xt).
6: Update yt according to the rule:
[Lazy version] ∇R(yt+1) = ∇R(yt)− η∇t
[Agile version] ∇R(yt+1) = ∇R(xt)− η∇t
Project according to BR:
xt+1 = arg min
x∈K
BR(x||yt+1)
7: end for
Both versions can be analysed to give roughly the same regret bounds as
the RFTL algorithm. In light of what we will see next, this is not surprising:
for linear cost functions, the RFTL and lazy-OMD algorithms are equivalent!
Thus, we get regret bounds for free for the lazy version. The agile
version can be shown to attain similar regret bounds, and is in fact superior
in certain settings that require adaptivity, though the latter issue is beyond
our scope. The analysis of the agile version is, however, of independent
interest and we give it below.
5.3.1 Equivalence of lazy OMD and RFTL
The OMD (lazy version) and RFTL are identical for linear cost functions,
as we show next.
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Lemma 5.5. Let f1, ..., fT be linear cost functions. The lazy OMD and
RFTL algorithms produce identical predictions, i.e.,
arg min
x∈K
BR(x||yt) = arg min
x∈K
(
η
t−1∑
s=1
∇>s x +R(x)
)
.
Proof. First, observe that the unconstrained minimum
x?t , arg min
x∈Rn
{ t−1∑
s=1
∇>s x +
1
η
R(x)
}
satisfies
∇R(x?t ) = −η
t−1∑
s=1
∇s.
By definition, yt also satisfies the above equation, but since R(x) is strictly
convex, there is only one solution for the above equation and thus yt = x
?
t .
Hence,
BR(x||yt) = R(x)−R(yt)− (∇R(yt))>(x− yt)
= R(x)−R(yt) + η
t−1∑
s=1
∇>s (x− yt) .
Since R(yt) and
∑t−1
s=1∇>s yt are independent of x, it follows that BR(x||yt)
is minimized at the point x that minimizes R(x) + η
∑t−1
s=1∇>s x over K
which, in turn, implies that
arg min
x∈K
BR(x||yt) = arg min
x∈K
{ t−1∑
s=1
∇>s x +
1
η
R(x)
}
.
5.3.2 Regret bounds for Mirrored Descent
In this subsection we prove regret bounds for the agile version of the RFTL
algorithm. The analysis is quite different than the one for the lazy version,
and of independent interest.
Theorem 5.6. The RFTL Algorithm 11 attains for every u ∈ K the fol-
lowing bound on the regret:
regretT ≤
η
4
T∑
t=1
‖∇t‖∗2t +
R(u)−R(x1)
2η
.
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If an upper bound on the local norms is known, i.e. ‖∇t‖∗t ≤ GR for all
times t, then we can further optimize over the choice of η to obtain
regretT ≤ DRGR
√
T .
Proof. Since the functions ft are convex, for any x
∗ ∈ K,
ft(xt)− ft(x∗) ≤ ∇ft(xt)>(xt − x∗).
The following property of Bregman divergences follows from the definition:
for any vectors x,y, z,
(x− y)>(∇R(z)−∇R(y)) = BR(x,y)−BR(x, z) +BR(y, z).
Combining both observations,
2(ft(xt)− ft(x∗)) ≤ 2∇ft(xt)>(xt − x∗)
=
1
η
(∇R(yt+1)−∇R(xt))>(x∗ − xt)
=
1
η
[BR(x∗,xt)−BR(x∗,yt+1) +BR(xt,yt+1)]
≤ 1
η
[BR(x∗,xt)−BR(x∗,xt+1) +BR(xt,yt+1)]
where the last inequality follows from the generalized Pythagorean theorem,
as xt+1 is the projection w.r.t the Bregman divergence of yt+1 and x
∗ ∈ K
is in the convex set. Summing over all iterations,
2regret ≤ 1
η
[BR(x∗,x1)−BR(x∗,xT )] +
T∑
t=1
1
η
BR(xt,yt+1)
≤ 1
η
D2R +
T∑
t=1
1
η
BR(xt,yt+1) (5.3)
We proceed to boundBR(xt,yt+1). By definition of Bregman divergence,
and the generalized Cauchy-Schwartz inequality,
BR(xt,yt+1) +BR(yt+1,xt) = (∇R(xt)−∇R(yt+1))>(xt − yt+1)
= η∇ft(xt)>(xt − yt+1)
≤ η‖∇ft(xt)‖∗t ‖xt − yt+1‖t
≤ 1
2
η2G2R +
1
2
‖xt − yt+1‖2t .
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where in the last inequality follows from (a− b)2 ≥ 0. Thus, we have
BR(xt,yt+1) ≤ 1
2
η2G2R +
1
2
‖xt − yt+1‖2t −BR(yt+1,xt) =
1
2
η2G2R.
Plugging back into Equation (5.3), and by non-negativity of the Bregman
divergence, we get
regret ≤ 1
2
[
1
η
D2R +
1
2
ηTG2R] ≤ DRGR
√
T ,
by taking η = DR
2
√
TGR
5.4 Application and special cases
In this section we illustrate the generality of the regularization technique: we
show how to derive the two most important and famous online algorithms—
the online gradient descent algorithm and the online exponentiated gradi-
ent (based on the multiplicative update method)—from the RFTL meta-
algorithm.
Other important special cases of the RFTL meta-algorithm are derived
with matrix-norm regularization—namely, the von Neumann entropy func-
tion, and the log-determinant function, as well as self-concordant barrier
regularization—which we shall explore in detail in the next chapter.
5.4.1 Deriving online gradient descent
To derive the online gradient descent algorithm, we take R(x) = 12‖x−x0‖22
for an arbitrary x0 ∈ K. Projection with respect to this divergence is the
standard Euclidean projection (see exercise 3), and in addition, ∇R(x) =
x− x0. Hence, the update rule for the OMD Algorithm 11 becomes:
xt = ΠK
(yt), yt = yt−1 − η∇t−1 lazy version
xt = ΠK
(yt), yt = xt−1 − η∇t−1 agile version
The latter algorithm is exactly online gradient descent, as described in
Algorithm 6 in Chapter 3. Furthermore, both variants are identical for the
case in which K is the unit ball (see exercise 4).
Theorem 5.2 gives us the following bound on the regret (where DR, ‖ · ‖t
are the diameter and local norm defined with respect to the regularizer R
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as defined in the beginning of this chapter, and D is the Euclidean diameter
as defined in chapter 2)
regretT ≤
1
η
D2R + 2η
∑
t
‖∇t‖∗2t ≤
1
2η
D2 + 2η
∑
t
‖∇t‖2 ≤ 2GD
√
T ,
where the second inequality follows since for R(x) = 12‖x − x0‖2 and the
local norm ‖ · ‖t reduces to the Euclidean norm.
5.4.2 Deriving multiplicative updates
Let R(x) = x log x =
∑
i xi log xi be the negative entropy function, where
log x is to be interpreted elementwise. Then ∇R(x) = 1 + log x, and hence
the update rules for the OMD algorithm become:
xt = arg min
x∈K
BR(x||yt), log yt = log yt−1 − η∇t−1 lazy version
xt = arg min
x∈K
BR(x||yt), log yt = log xt−1 − η∇t−1 agile version
With this choice of regularizer, a notable special case is the experts
problem we encountered in §1.3, for which the decision set K is the n-
dimensional simplex ∆n = {x ∈ Rn+ |
∑
i xi = 1}. In this special case, the
projection according to the negative entropy becomes scaling by the `1 norm
(see exercise 5), which implies that both update rules amount to the same
algorithm:
xt+1(i) =
xt(i) · e−η∇t(i)∑n
j=1 xt(j) · e−η∇t(j)
,
which is exactly the Hedge algorithm from the first chapter!
Theorem 5.2 gives us the following bound on the regret:
regretT ≤ 2
√
2D2R
∑
t
‖∇t‖∗2t .
If the costs per individual expert are in the range [0, 1], it can be shown that
‖∇t‖∗t ≤ ‖∇t‖∞ ≤ 1 = GR.
In addition, when R is the negative entropy function, the diameter over the
simplex can be shown to be bounded by D2R ≤ log n (see exercises), giving
rise to the bound
regretT ≤ 2DRGR
√
2T ≤ 2
√
2T log n.
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For an arbitrary range of costs, we obtain the exponentiated gradient
algorithm described in Algorithm 12.
Algorithm 12 Exponentiated Gradient
1: Input: parameter η > 0.
2: Let y1 = 1 , x1 =
y1
‖y1‖1 .
3: for t = 1 to T do
4: Predict xt.
5: Observe ft, update yt+1(i) = yt(i)e
−η∇t(i) for all i ∈ [n].
6: Project: xt+1 =
yt+1
‖yt+1‖1
7: end for
The regret achieved by the exponentiated gradient algorithm can be
bounded using the following corollary of Theorem 5.2:
Corollary 5.7. The exponentiated gradient algorithm with gradients bounded
by ‖∇t‖∞ ≤ G∞ and parameter η =
√
logn
2TG2∞
has regret bounded by
regretT ≤ 2G∞
√
2T log n.
5.5 Randomized regularization
The connection between stability in decision making and low regret has
motivated our discussion of regularization thus far. However, this stability
need not be achieved only using strongly convex regularization functions.
An alternative method to achieve stability in decisions is by introducing
randomization into the algorithm. In fact, historically, this method preceded
methods based on strongly convex regularization (see bibliography).
In this section we first describe a deterministic algorithm for online con-
vex optimization that is easily amenable to speedup via randomization. We
then give an efficient randomized algorithm for the special case of OCO with
linear losses.
Oblivious vs. adaptive adversaries. For simplicity, we consider our-
selves in this section with a slightly restricted version of OCO. So far, we
have not restricted the cost functions in any way, and they could depend
on the choice of decision by the online learner. However, when dealing
with randomized algorithms, this issue becomes a bit more subtle: can the
cost functions depend on the randomness of the decision making algorithm
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itself? Furthermore, when analyzing the regret, which is now a random
variable, dependencies across different iterations require probabilistic ma-
chinery which adds little to the fundamental understanding of randomized
OCO algorithms. To avoid these complications, we make the following as-
sumption throughout this section: the cost functions {ft} are adversarially
chosen ahead of time, and do not depend on the actual decisions of the online
learner. This version of OCO is called the oblivious setting, to distinguish
it from the adaptive setting.
5.5.1 Perturbation for convex losses
The prediction in Algorithm 13 is according to a version of the follow-the-
leader algorithm, augmented with an additional component of randomiza-
tion. It is a deterministic algorithm that computes the expected decision
according to a random variable. The random variable is the minimizer over
the decision set according to the sum of gradients of the cost functions and
an additional random vector.
In practice, the expectation need not be computed exactly. Estimation
(via random sampling) up to a precision that depends linearly on the number
of iterations would suffice.
The algorithm accepts as input a distribution D over vectors in n-
dimensional Euclidean space which we denote by n ∈ Rn. For σ, L ∈ R,
we say that a distribution D is (σ, L) = (σa, La) stable with respect to the
norm ‖ · ‖a if
E
n∼D
[‖n‖∗a] = σa,
and
∀u,
∫
n
|D(n)−D(n− u)| dn ≤ La‖u‖∗a.
Here n ∼ D denotes a vector n ∈ Rn sampled according to distribution D,
and D(x) denotes the measure assigned to x according to D. The subscript
a is omitted if clear from the context.
The first parameter, σ, is related to the variance of D, while the second,
L, is a measure of the sensitivity of the distribution2. For example, if D is
the uniform distribution over the hypercube [0, 1]n, then it holds that (see
exercises) for the Euclidean norm
σ2 ≤
√
n , L2 ≤ 1.
2In harmonic analysis of Boolean functions, a similar quantity is called “average sensi-
tivity”.
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Reusing notation from previous chapters, denote by D = Da the diameter
of the set K according to the norm ‖ · ‖a, and by D∗ = D∗a the diameter
according to its dual norm. Similarly, denote by G = Ga and G
∗ = G∗a an
upper bound on the norm (and dual norm) of the gradients.
Algorithm 13 Follow-the-perturbed-leader for convex losses
1: Input: η > 0, distribution D over Rn, decision set K ⊆ Rn.
2: Let x1 ∈ K be arbitrary.
3: for t = 1 to T do
4: Predict xt.
5: Observe the loss function ft, suffer loss ft(xt) and let ∇t = ∇ft(xt).
6: Update
xt+1 = E
n∼D
[
arg min
x∈K
{
η
t∑
s=1
∇>s x + n>x
}]
(5.4)
7: end for
Theorem 5.8. Let the distribution D be (σ, L)-stable with respect to norm
‖ · ‖a. The FPL algorithm attains the following bound on the regret:
regretT ≤ ηDG∗2LT +
1
η
σD.
We can further optimize over the choice of η to obtain
regretT ≤ 2LDG∗
√
σT .
Proof. Define the random function g0 as
g0(x) ,
1
η
n>x.
It follows from Lemma 5.4 applied to the functions {gt(x) = ∇>t x} that
E
[
T∑
t=0
gt(u)
]
≥ E
[
T∑
t=0
gt(xt+1)
]
,
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and thus,
T∑
t=1
∇t(xt − x?)
=
T∑
t=1
gt(xt)−
T∑
t=1
gt(x
?)
≤
T∑
t=1
gt(xt)−
T∑
t=1
gt(xt+1) + E[g0(x
?)− g0(x1)]
≤
T∑
t=1
∇t(xt − xt+1) + 1
η
E[‖n‖∗‖x? − x1‖] Cauchy-Schwarz
≤
T∑
t=1
∇t(xt − xt+1) + 1
η
σD.
Hence, ∑T
t=1 ft(xt)−
∑T
t=1 ft(x
?)
≤∑Tt=1∇>t (xt − x∗)
≤∑Tt=1∇>t (xt − xt+1) + 1ησD above
≤ G∗∑Tt=1 ‖xt − xt+1‖+ 1ησD. Cauchy-Schwarz (5.5)
We now argue that ‖xt − xt+1‖ = O(η). Let
ht(n) = arg min
x∈K
{
η
t−1∑
s=1
∇>s x + n>x
}
,
and hence xt = En∼D[ht(n)]. Recalling that D(n) denotes the measure of
n ∈ Rn according to D, we can write:
xt =
∫
n∈Rn
ht(n)D(n)dn,
and:
xt+1 =
∫
n∈Rn
ht(n + η∇t)D(n)dn =
∫
n∈Rn
ht(n)D(n− η∇t)dn.
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Notice that xt,xt+1 may depend on each other. However, by linearity of
expectation, we have that
‖xt − xt+1‖
=
∥∥∥∥∥∥
∫
n∈Rn
(ht(n)− ht(n + η∇t))D(n)dn
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∫
n∈Rn
ht(n)(D(n)−D(n− η∇t))dn
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∫
n∈Rn
(ht(n)− ht(0))(D(n)−D(n− η∇t))dn
∥∥∥∥∥∥
≤
∫
n∈Rn
‖ht(n)− ht(0)‖|D(n)−D(n− η∇t)|dn
≤ D
∫
n∈Rn
|D(n)−D(n− η∇t)| dn since ‖xt − ht(0)‖ ≤ D
≤ DL · η‖∇t‖∗ ≤ ηDLG∗. since D is (σ, L)-stable.
Substituting this bound back into (5.5) we have
T∑
t=1
ft(xt)−
T∑
t=1
ft(x
?) ≤ ηLDG∗2T + 1ησD.
For the choice of D as the uniform distribution over the unit hypercube
[0, 1]n, which has parameters σ2 ≤
√
n and L2 ≤ 1 for the Euclidean norm,
the optimal choice of η gives a regret bound of DGn1/4
√
T . This is a factor
n1/4 worse than the online gradient descent regret bound of Theorem 3.1.
For certain decision sets K a better choice of distribution D results in near-
optimal regret bounds.
5.5.2 Perturbation for linear cost functions
The case of linear cost functions ft(x) = g
>
t x is of particular interest in the
context of randomized regularization. Denote
wt(n) = arg min
x∈K
{
η
t∑
s=1
g>s x + n
>x
}
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By linearity of expectation, we have that
ft(xt) = ft( E
n∼D
[wt(n)]) = E
n∼D
[ft(wt(n))].
Thus, instead of computing xt precisely, we can sample a single vector n0 ∼
D, and use it to compute xˆt = wt(n0), as illustrated in Algorithm 14.
Algorithm 14 FPL for linear losses
1: Input: η > 0, distribution D over Rn, decision set K ⊆ Rn.
2: Sample n0 ∼ D. Let xˆ1 ∈ arg minx∈K{−n>0 x}.
3: for t = 1 to T do
4: Predict xˆt.
5: Observe the linear loss function, suffer loss g>t xt.
6: Update
xˆt = arg min
x∈K
{
η
t−1∑
s=1
g>s x + n
>
0 x
}
7: end for
By the above arguments, we have that the expected regret for the random
variables xˆt is the same as that for xt. We obtain the following Corollary:
Corollary 5.9.
E
n0∼D
[
T∑
t=1
ft(xˆt)−
T∑
t=1
ft(x
?)
]
≤ ηLDG∗2T + 1
η
σD.
The main advantage of this algorithm is computational: with a single
linear optimization step over the decision set K (which does not even have
to be convex!), we attain near optimal expected regret bounds.
5.5.3 Follow-the-perturbed-leader for expert advice
An interesting special case (and in fact the first use of perturbation in de-
cision making) is that of non-negative linear cost functions over the unit
n-dimensional simplex with costs bounded by one, or the problem of predic-
tion of expert advice we have considered in Chapter 1.
Algorithm 14 applied to the probability simplex and with exponentially
distributed noise is known as the follow-the-perturbed-leader for prediction
from expert advice method. We spell it out in Algorithm 15.
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Algorithm 15 FPL for prediction from expert advice
1: Input: η > 0
2: Draw n exponentially distributed variables n(i) ∼ e−ηx.
3: Let x1 = arg minei∈∆n{−e>i x}.
4: for t = 1 to T do
5: Predict using expert it such that xˆt = eit
6: Observe the loss vector and suffer loss g>t xˆt = gt(it)
7: Update (w.l.o.g. choose xˆt+1 to be a vertex)
xˆt+1 = arg min
x∈∆n
{
t∑
s=1
g>s x− n>x
}
8: end for
Notice that we take the perturbation to be distributed according to the
one-sided negative exponential distribution, i.e., n(i) ∼ e−ηx, or more pre-
cisely
Pr[n(i) ≤ x] = 1− e−ηx ∀x ≥ 0.
Corollary 5.9 gives regret bounds that are suboptimal for this special
case, thus we give here an alternative analysis that gives tight bounds up to
constants amounting to the following theorem.
Theorem 5.10. Algorithm 15 outputs a sequence of predictions xˆ1, ..., xˆT ∈
∆n such that:
(1− η) E
[∑
t
g>t xˆt
]
≤ min
x?∈∆n
∑
t
g>t x
? +
4 log n
η
.
Notice that as a special case of the above theorem, choosing η =
√
logn
T
yields a regret bound of
regretT = O(
√
T log n),
which is equivalent up to constant factors to the guarantee given for the
Hedge algorithm in Theorem 1.5.
Proof. We start with the same analysis technique throughout this chapter:
let g0 = −n. It follows from Lemma 5.4 applied to the functions {ft(x) =
g>t x} that
E
[
T∑
t=0
g>t u
]
≥ E
[
T∑
t=0
g>t xˆt+1
]
,
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and thus,
E
[
T∑
t=1
g>t (xˆt − x?)
]
≤ E
[
T∑
t=1
g>t (xˆt − xˆt+1)
]
+ E[g>0 (x
? − x1)]
≤ E
[
T∑
t=1
g>t (xˆt − xˆt+1)
]
+ E[‖n‖∞‖x? − x1‖1]
≤
T∑
t=1
E
[
g>t (xˆt − xˆt+1) | xˆt
]
+
4
η
log n, (5.6)
where the second inequality follows by the generalized Cauchy-Schwarz in-
equality, and the last inequality follows since (see exercises)
E
n∼D
[‖n‖∞] ≤ 2 log n
η
.
We proceed to bound E[g>t (xˆt − xˆt+1)|xˆt], which is naturally bounded
by the probability that xˆt is not equal to xˆt+1 multiplied by the maximum
value that gt can attain (i.e., its `∞ norm):
E[g>t (xˆt − xˆt+1) | xˆt] ≤ ‖gt‖∞ · Pr[xˆt 6= xˆt+1 | xˆt] ≤ Pr[xˆt 6= xˆt+1 | xˆt].
Above we have that ‖gt‖∞ ≤ 1 by assumption that the losses are bounded
by one.
To bound the latter, notice that the probability xˆt = eit is the leader at
time t is the probability that −n(it) > v for some value v that depends on
the entire loss sequence till now. On the other hand, given xˆt, we have that
xˆt+1 = xˆt remains the leader if −n(it) > v + gt(it), since it was a leader by
a margin of more than the cost it will suffer. Thus,
Pr[xˆt 6= xˆt+1 | xˆt] = 1− Pr[−n(it) > v + gt(it) | − n(it) > v]
= 1−
∫∞
v+gt(it)
ηe−ηx∫∞
v ηe
−ηx
= 1− e−ηgt(it)
≤ ηgt(it) = ηg>t xˆt.
Substituting this bound back into (5.6) we have
E[
∑T
t=1 g
>
t (xˆt − x?)] ≤ η
∑
t Et[g
>
t xˆt] +
4 logn
η ,
which simplifies to the Theorem.
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5.6 * Optimal regularization
Thus far we have introduced regularization as a general methodology for
deriving online convex optimization algorithms. The main theorem of this
chapter, Theorem 5.2, bounds the regret of the RFTL algorithm for any
strongly convex regularizer as
regretT ≤ max
u∈K
√
2
∑
t
‖∇t‖∗2t BR(u||x1).
In addition, we have seen how to derive the online gradient descent and the
multiplicative weights algorithms as special cases of the RFTL methodol-
ogy. But are there other special cases of interest, besides these two basic
algorithms, that warrant such general and abstract treatment?
There are surprisingly few cases of interest besides the Euclidean and En-
tropic regularizations and their matrix analogues3. However, in this chapter
we will give some justification of the abstract treatment of regularization.
Our treatment is motivated by the following question: thus far we have
thought of R as a strongly convex function. But which strongly convex
function should we choose to minimize regret? This is a deep and difficult
question which has been considered in the optimization literature since its
early developments. Naturally, the optimal regularization should depend
on both the convex underlying decision set, as well as the actual cost func-
tions (see exercises for a natural candidate of a regularization function that
depends on the convex decision set).
We shall treat this question no differently than we treat other optimiza-
tion problems throughout this manuscript itself: we’ll learn the optimal
regularization online! That is, a regularizer that adapts to the sequence
of cost functions and is in a sense the “optimal” regularization to use in
hindsight.
To be more formal, let us consider the set of all strongly convex regular-
ization functions with a fixed and bounded Hessian in the set
∀x ∈ K . ∇2R(x) = ∇2 ∈ H , {X ∈ Rn×n ; Tr(X) ≤ 1 , X < 0}
The set H is a restricted class of regularization functions (which does not
include the entropic regularization). However, it is a general enough class
to capture online gradient descent along with any rotation of the Euclidean
regularization.
3One such example is the self-concordant barrier regularization which we shall explore
in the next chapter.
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Algorithm 16 AdaGrad
1: Input: parameters η,x1 ∈ K.
2: Initialize: S0 = G0 = 0,
3: for t = 1 to T do
4: Predict xt, suffer loss ft(xt).
5: Update:
St = St−1 +∇t∇>t , Gt = St1/2
yt+1 = xt − ηG−1t ∇t
xt+1 = arg min
x∈K
‖yt+1 − x‖2Gt
6: end for
The problem of learning the optimal regularization has given rise to Al-
gorithm 16, known as the AdaGrad (Adaptive subGradient method) algo-
rithm. In the algorithm definition and throughout this chapter, the notation
A−1 refers to the Moore-Penrose pseudoinverse of the matrix A. Perhaps
surprisingly, the regret of AdaGrad is at most a constant factor larger than
the minimum regret of all RFTL algorithm with regularization functions
whose Hessian is fixed and belongs to the class H. The regret bound on
AdaGrad is formally stated in the following theorem.
Theorem 5.11. Let {xt} be defined by Algorithm 16 with parameters η = D,
where
D = max
u∈K
‖u− x1‖2.
Then for any x? ∈ K,
regretT (AdaGrad) ≤ 2D
√
min
H∈H
∑
t
‖∇t‖∗2H . (5.7)
Before proving this theorem, notice that it delivers on one of the promised
accounts: comparing to the bound of Theorem 5.2 and ignoring the diameter
D and dimensionality, the regret bound is as good as the regret of RFTL
for the class of regularization functions.
We proceed to prove Theorem 5.11. First, we give a structural result
which explicitly gives the optimal regularization as a function of the gradi-
ents of the cost functions. For a proof see the exercises.
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Proposition 5.12. Let A < 0. The minimizer of the following minimiza-
tion problem:
min
X
Tr(X−1A)
subject to X < 0
Tr(X) ≤ 1,
is X = A1/2/Tr(A1/2), and the minimum objective value is Tr2(A1/2).
A direct corollary of this proposition is that
Corollary 5.13.√
min
H∈H
∑
t
‖∇t‖∗2H =
√
minH∈HTr(H−1
∑
t∇t∇>t )
= Tr
√∑
t∇t∇>t = Tr(GT )
Hence, to prove Theorem 5.11, it suffices to prove the following lemma.
Lemma 5.14.
regretT (AdaGrad) ≤ 2DTr(GT ) = 2D
√
min
H∈H
∑
t
‖∇t‖∗2H .
Proof. By the definition of yt+1:
yt+1 − x? = xt − x? − ηGt−1∇t, (5.8)
and
Gt(yt+1 − x?) = Gt(xt − x?)− η∇t. (5.9)
Multiplying the transpose of (5.8) by (5.9) we get
(yt+1 − x?)>Gt(yt+1 − x?) =
(xt−x?)>Gt(xt−x?)− 2η∇>t (xt−x?) + η2∇>t G−1t ∇t. (5.10)
Since xt+1 is the projection of yt+1 in the norm induced by Gt, we have (see
§2.1.1)
(yt+1 − x?)>Gt(yt+1 − x?) = ‖yt+1 − x?‖2Gt ≥ ‖xt+1 − x?‖2Gt .
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This inequality is the reason for using generalized projections as opposed
to standard projections, which were used in the analysis of online gradient
descent (see §3.1 Equation (3.2)). This fact together with (5.10) gives
∇>t (xt−x?) ≤
η
2
∇>t G−1t ∇t +
1
2η
(‖xt − x?‖2Gt − ‖xt+1 − x?‖2Gt) .
Now, summing up over t = 1 to T we get that
T∑
t=1
∇>t (xt − x?) ≤
η
2
T∑
t=1
∇>t G−1t ∇t +
1
2η
‖x1 − x?‖2G0 (5.11)
+
1
2η
T∑
t=1
(
‖xt − x?‖2Gt − ‖xt − x?‖2Gt−1
)
− 1
2η
‖xT+1 − x?‖2GT
≤ η
2
T∑
t=1
∇>t G−1t ∇t +
1
2η
T∑
t=1
(xt−x?)>(Gt −Gt−1)(xt−x?).
In the last inequality we use the fact that G0 = 0. We proceed to bound
each of the terms above separately.
Lemma 5.15. With St, Gt as defined in Algorithm 16,
T∑
t=1
∇>t G−1t ∇t ≤ 2
T∑
t=1
∇>t G−1T ∇t ≤ 2Tr(GT ).
Proof. We prove the lemma by induction. The base case follows since
∇>1 G−11 ∇1 = Tr(G−11 ∇1∇>1 )
= Tr(G−11 G
2
1)
= Tr(G1).
Assuming the lemma holds for T −1, we get by the inductive hypothesis
T∑
t=1
∇>t G−1t ∇t ≤ 2Tr(GT−1) +∇>TG−1T ∇T
= 2Tr((G2T −∇T∇>T )1/2) + Tr(G−1T ∇T∇>T )
≤ 2Tr(GT ).
Here, the last inequality is due to the matrix inequality for positive definite
matrices A < B  0 (see exercises):
2Tr((A−B)1/2) + Tr(A−1/2B) ≤ 2Tr(A1/2).
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Lemma 5.16.
T∑
t=1
(xt−x?)>(Gt −Gt−1)(xt−x?) ≤ D2Tr(GT ).
Proof. By definition St < St−1, and hence Gt < Gt−1. Thus,
T∑
t=1
(xt−x?)>(Gt −Gt−1)(xt−x?)
≤
T∑
t=1
D2λmax(Gt −Gt−1)
≤ D2
T∑
t=1
Tr(Gt −Gt−1) A < 0 ⇒ λmax(A) ≤ Tr(A)
= D2
T∑
t=1
(Tr(Gt)−Tr(Gt−1)) linearity of the trace
≤ D2Tr(GT ).
Plugging both lemmas into Equation (5.11), we obtain
T∑
t=1
∇>t (xt − x?) ≤ ηTr(GT ) +
1
2η
D2Tr(GT ) ≤ 2DTr(GT ).
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5.7 Exercises
1. (a) Show that the dual norm to a matrix norm given by A  0
corresponds to the matrix norm of A−1.
(b) Prove the generalized Cauchy-Schwarz inequality for any norm,
i.e.,
〈x,y〉 ≤ ‖x‖‖y‖∗
2. Prove that the Bregman divergence is equal to the local norm at an
intermediate point, that is:
BR(x||y) = 1
2
‖x− y‖2z,
where z ∈ [x,y] and the interval [x,y] is defined as
[x,y] = {v = αx + (1− α)y , α ∈ [0, 1]}
3. Let R(x) = 12‖x−x0‖2 be the (shifted) Euclidean regularization func-
tion. Prove that the corresponding Bregman divergence is the Eu-
clidean metric. Conclude that projections with respect to this diver-
gence are standard Euclidean projections.
4. Prove that both agile and lazy versions of the OMD meta-algorithm
are equivalent in the case that the regularization is Euclidean and the
decision set is the Euclidean ball.
5. For this problem the decision set is the n-dimensional simplex. Let
R(x) = x log x be the negative entropy regularization function. Prove
that the corresponding Bregman divergence is the relative entropy,
and prove that the diameter DR of the n-dimensional simplex with
respect to this function is bounded by log n. Show that projections
with respect to this divergence over the simplex amounts to scaling by
the `1 norm.
6. Prove that for the uniform distribution D over the unit hypercube
[0, 1]n, the parameters σ, L defined in §5.5 with respect to the Eu-
clidean norm can be bounded as σ <
√
n , L ≤ 1.
7. Let D be a one-sided multi-dimensional exponential distribution, such
that a vector n ∼ D is distributed over each coordinate exponentially:
Pr[ni ≤ x] = 1− e−x ∀i ∈ [n], x ≥ 0.
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Prove that
E
n∼D
[‖n‖∞] ≤ 2 log n.
(Hint: use the Chernoff bound)
Extra credit: prove that En∼D[‖n‖∞] = Hn, where Hn is the n-th
harmonic number.
8. ∗ A set K ⊆ Rd is symmetric if x ∈ K implies −x ∈ K. Symmetric
sets gives rise to a natural definition of a norm. Define the function
‖ · ‖K : Rd 7→ R as
‖x‖K = arg min
α>0
{
1
α
x ∈ K
}
Prove that ‖ · ‖K is a norm if and only if K is convex.
9. ∗∗ Prove a lower bound of Ω(T ) on the regret of the RFTL algorithm
with ‖ · ‖K as a regularizer.
10. ∗ Prove that for positive definite matrices A < B  0 it holds that
(a) A1/2 < B1/2
(b) 2Tr((A−B)1/2) + Tr(A−1/2B) ≤ 2Tr(A1/2).
11. ∗ Consider the following minimization problem where A  0:
min
X
Tr(X−1A)
subject to X  0
Tr(X) ≤ 1.
Prove that its minimizer is given by X = A1/2/Tr(A1/2), and the
minimum is obtained at Tr2(A1/2).
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5.8 Bibliographic Remarks
Regularization in the context of online learning was first studied in [48]
and [67]. The influential paper of Kalai and Vempala [63] coined the term
“follow-the-leader” and introduced many of the techniques that followed
in OCO. The latter paper studies random perturbation as a regularization
and analyzes the follow-the-perturbed-leader algorithm, following an early
development by [49] that was overlooked in learning for many years.
In the context of OCO, the term follow-the-regularized-leader was coined
in [99, 96], and at roughly the same time an essentially identical algorithm
was called “RFTL” in [2]. The equivalence of RFTL and Online Mirrored
Descent was observed by [55]. The AdaGrad algorithm was introduced in
[38, 37], its diagonal version was also discovered in parallel in [75]. Adaptive
regularization has received much attention recently, see e.g., [82].
There is a strong connection between randomized perturbation and de-
terministic regularization. For some special cases, adding randomization can
be thought of as a special case of deterministic strongly convex regulariza-
tion, see [3, 4].
Chapter 6
Bandit Convex Optimization
In many real-world scenarios the feedback available to the decision maker is
noisy, partial or incomplete. Such is the case in online routing in data net-
works, in which an online decision maker iteratively chooses a path through
a known network, and her loss is measured by the length (in time) of the
path chosen. In data networks, the decision maker can measure the RTD
(round trip delay) of a packet through the network, but rarely has access to
the congestion pattern of the entire network.
Another useful example is that of online ad placement in web search.
The decision maker iteratively chooses an ordered set of ads from an existing
pool. Her payoff is measured by the viewer’s response—if the user clicks a
certain ad, a payoff is generated according to the weight assigned to the
particular ad. In this scenario, the search engine can inspect which ads
were clicked through, but cannot know whether different ads, had they been
chosen to be displayed, would have been clicked through or not.
The examples above can readily be modeled in the OCO framework,
with the underlying sets being the convex hull of decisions. The pitfall of
the general OCO model is the feedback; it is unrealistic to expect that the
decision maker has access to a gradient oracle at any point in the space for
every iteration of the game.
6.1 The BCO setting
The Bandit Convex Optimization (short: BCO) model is identical to the
general OCO model we have explored in previous chapters with the only
difference being the feedback available to the decision maker.
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To be more precise, the BCO framework can be seen as a structured
repeated game. The protocol of this learning framework is as follows: At
iteration t, the online player chooses xt ∈ K. After committing to this choice,
a convex cost function ft ∈ F : K 7→ R is revealed. Here F is the bounded
family of cost functions available to the adversary. The cost incurred to the
online player is the value of the cost function at the point she committed
to ft(xt). As opposed to the OCO model, in which the decision maker has
access to a gradient oracle for ft over K, in BCO the loss ft(xt) is the only
feedback available to the online player at iteration t. In particular,
the decision maker does not know the loss had she chosen a different point
x ∈ K at iteration t.
As before, let T denote the total number of game iterations (i.e., predic-
tions and their incurred loss). Let A be an algorithm for BCO, which maps
a certain game history to a decision in the decision set. We formally define
the regret of A that predicted x1, ..., xT to be
regretT (A) = sup
{f1,...,fT }⊆F
{∑T
t=1ft(xt)−min
x∈K
∑T
t=1ft(x)
}
.
6.2 The Multi Armed Bandit (MAB) problem
A classical model for decision making under uncertainty is the multi-armed
bandit (MAB) model. The term MAB nowadays refers to a multitude of
different variants and sub-scenarios that are too large to survey. This section
addresses perhaps the simplest variant—the non-stochastic MAB problem—
which is defined as follows:
Iteratively, a decision maker chooses between n different actions it ∈
{1, 2, ..., n}, while, at the same time, an adversary assigns each action a loss
in the range [0, 1]. The decision maker receives the loss for it and observes
this loss, and nothing else. The goal of the decision maker is to minimize
her regret.
The reader undoubtedly observes this setting is identical to the setting
of prediction from expert advice, the only difference being the feedback
available to the decision maker: whereas in the expert setting the decision
maker can observe the payoffs or losses for all experts in retrospect, in the
MAB setting, only the losses of the decisions actually chosen are known.
It is instructive to explicitly model this problem as a special case of BCO.
Take the decision set to be the set of all distributions over n actions, i.e.,
K = ∆n is the n-dimensional simplex. The loss function is taken to be the
6.2. MULTI ARMED BANDITS 95
linearization of the costs of the individual actions, that is:
ft(x) = `
>
t x =
n∑
i=1
`t(i)x(i) ∀x ∈ K,
where `t(i) is the loss associated with the i’th action at the t’th iteration.
Thus, the cost functions are linear functions in the BCO model.
The MAB problem exhibits an exploration-exploitation tradeoff: an effi-
cient (low regret) algorithm has to explore the value of the different actions
in order to make the best decision. On the other hand, having gained suf-
ficient information about the environment, a reasonable algorithm needs to
exploit this action by picking the best action.
The simplest way to attain a MAB algorithm would be to separate ex-
ploration and exploitation. Such a method would proceed by
1. With some probability, explore the action space (i.e., by choosing an
action uniformly at random). Use the feedback to construct an esti-
mate of the actions’ losses.
2. Otherwise, use the estimates to apply a full-information experts algo-
rithm as if the estimates are the true historical costs.
This simple scheme already gives a sublinear regret algorithm, presented
in Algorithm 17.
Lemma 6.1. Algorithm 17, with A being the the online gradient descent
algorithm, guarantees the following regret bound:
E
[
T∑
t=1
`t(it)−min
i
T∑
t=1
`t(i)
]
≤ O(T 23n 23 )
Proof. For the random functions {ˆ`t} defined in Algorithm 17, notice that
1. E[ˆ`t(i)] = Pr[bt = 1] · Pr[it = i|bt = 1] · nδ `t(i) = `t(i).
2. ‖ˆ`t‖2 ≤ nδ · |`t(it)| ≤ nδ .
Therefore the regret of the simple algorithm can be related to that of A on
the estimated functions.
On the other hand, the simple MAB algorithm does not always play
according to the distribution generated by A: with probability δ it plays
uniformly at random, which may lead to a regret of one on these exploration
iterations. Let St ⊆ [T ] be those iterations in which bt = 1. This is captured
by the following lemma:
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Algorithm 17 Simple MAB algorithm
1: Input: OCO algorithm A, parameter δ.
2: for t = 1 to T do
3: Let bt be a Bernoulli random variable that equals 1 with probability
δ.
4: if bt = 1 then
5: Choose it ∈ {1, 2, ..., n} uniformly at random and play it.
6: Let
ˆ`
t(i) =

n
δ · `t(it), i = it
0, otherwise
.
7: Let fˆt(x) = ˆ`
>
t x and update xt+1 = A(fˆ1, ..., fˆt).
8: else
9: Choose it ∼ xt and play it.
10: Update fˆt = 0, ˆ`t = 0, xt+1 = xt.
11: end if
12: end for
Lemma 6.2.
E[`t(it)] ≤ E[ˆ`>t xt] + δ
Proof.
E[`t(it)]
= Pr[bt = 1] ·E[`t(it)|bt = 1]
+ Pr[bt = 0] ·E[`t(it)|bt = 0]
≤ δ + Pr[bt = 0] ·E[`t(it)|bt = 0]
= δ + (1− δ) E[`>t xt|bt = 0] bt = 0→ it ∼ xt, independent of lt
≤ δ + E[`>t xt] non-negative random variables
= δ + E[ˆ`>t xt] ˆ`t is independent of xt
6.2. MULTI ARMED BANDITS 97
We thus have,
E[regretT ]
= E[
∑T
t=1 `t(it)−
∑T
t=1 `t(i
?)]
= E[
∑
t `t(it)−
∑
t
ˆ`
t(i
?)] i? is indep. of ˆ`t
≤ E[∑t ˆ`t(xt)−mini∑t ˆ`t(i)] + δT Lemma 6.2
= E[regretST (A)] + δ · T
≤ 32GD
√
δT + δ · T Theorem 3.1,E[|ST |] = δT
≤ 3 n√
δ
√
T + δ · T For ∆n, D ≤ 2 , ‖ˆ`t‖ ≤ nδ
= O(T
2
3n
2
3 ). δ = n
2
3T−
1
3
6.2.1 EXP3: simultaneous exploration and exploitation
The simple algorithm of the previous section can be improved by combining
the exploration and exploitation steps. This gives a near-optimal regret
algorithm, called EXP3, presented below.
Algorithm 18 EXP3 - simple version
1: Input: parameter ε > 0. Set x1 = (1/n)1.
2: for t ∈ {1, 2, ..., T} do
3: Choose it ∼ xt and play it.
4: Let
ˆ`
t(i) =

1
xt(it)
· `t(it), i = it
0, otherwise
5: Update yt+1(i) = xt(i)e
−εˆ`t(i) , xt+1 =
yt+1
‖yt+1‖1
6: end for
As opposed to the simple multi-armed bandit algorithm, the EXP3 al-
gorithm explores every iteration by always creating an unbiased estimator
of the entire loss vector. This results in a possibly large magnitude of the
vectors ˆ` and a large gradient bound for use with online gradient descent.
However, the large magnitude vectors are created with low probability (pro-
portional to their magnitude), which allows for a finer analysis.
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Ultimately, the EXP3 algorithm attains a worst case regret bound of
O(
√
Tn log n), which is nearly optimal (up to a logarithmic term in the
number of actions).
Lemma 6.3. Algorithm 18 with non-negative losses and ε =
√
logn
Tn guar-
antees the following regret bound:
E[
∑
`t(it)−min
i
∑
`t(i)] ≤ 2
√
Tn log n.
Proof. For the random losses {ˆ`t} defined in Algorithm 18, notice that
E[ˆ`t(i)] = Pr[it = i] · `t(i)xt(i) = xt(i) ·
`t(i)
xt(i)
= `t(i).
E[x>t ˆ`2t ] =
∑
i xt(i)
2 ˆ`
t(i)
2 ≤∑i `t(i)2 ≤ n. (6.1)
Therefore we have E[fˆt] = ft, and the expected regret with respect to the
functions {fˆt} is equal to that with respect to the functions {ft}. Thus, the
regret with respect to ˆ`t can be related to that of `t.
The EXP3 algorithm applies Hedge to the losses given by ˆ`t, which are
all non-negative and thus satisfy the conditions of Theorem 1.5. Thus, the
expected regret with respect to ˆ`t, can be bounded by,
E[regretT ] = E[
∑T
t=1 `t(it)−mini
∑T
t=1 `t(i)]
= E[
∑T
t=1 `t(it)−
∑T
t=1 `t(i
?)]
≤ E[∑Tt=1 ˆ`t(xt)−∑Tt=1 ˆ`t(i?)] i? is indep. of ˆ`t
≤ E[ε∑Tt=1∑ni=1 ˆ`t(i)2xt(i) + lognε ] Theorem 1.5
≤ εTn+ lognε equation (6.1)
≤ 2√Tn log n. by choice of ε
We proceed to derive an algorithm for the more general setting of bandit
convex optimization that attains near-optimal regret.
6.3 A reduction from limited information to full
information
In this section we derive a low regret algorithm for the general setting of
bandit convex optimization. In fact, we shall describe a general technique
for designing bandit algorithms, which is composed of two parts:
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1. A general technique for taking an online convex optimization algorithm
that uses only the gradients of the cost functions (formally defined
below), and applying it to a family of vector random variables with
carefully chosen properties.
2. Designing the random variables that allow the template reduction to
produce meaningful regret guarantees.
We proceed to describe the two parts of this reduction, and in the re-
mainder of this chapter we describe two examples of using this reduction to
design bandit convex optimization algorithms.
6.3.1 Part 1: using unbiased estimators
The key idea behind many of the efficient algorithms for bandit convex
optimization is the following: although we cannot calculate ∇ft(xt) explic-
itly, it is possible to find an observable random variable gt that satisfies
E[gt] ≈ ∇ft(xt) = ∇t. Thus, gt can be seen as an estimator of the gradient.
By substituting gt for ∇t in an OCO algorithm, we will show that many
times it retains its sublinear regret bound.
Formally, the family of regret minimization algorithms for which this
reduction works is captured in the following definition.
Definition 6.4. (first order OCO Algorithm) Let A be an OCO (deter-
ministic) algorithm receiving an arbitrary sequence of differential loss func-
tions f1, . . . , fT , and producing decisions x1 ← A(∅),xt ← A(f1, . . . , ft−1).
A is called a first order online algorithm if the following holds:
• The family of loss functions is closed under addition of linear func-
tions: if f ∈ F0 and u ∈ Rn then f + u>x ∈ F0.
• Let fˆt be the linear function fˆt(x) = ∇ft(xt)>x, then for every itera-
tion t ∈ [T ]:
A(f1, . . . , ft−1) = A(fˆ1, ..., fˆt−1)
We can now consider a formal reduction from any first order online
algorithm to a bandit convex optimization algorithm as follows.
Perhaps surprisingly, under very mild conditions the reduction above
guarantees the same regret bounds as the original first order algorithm up to
the magnitude of the estimated gradients. This is captured in the following
lemma.
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Algorithm 19 Reduction to bandit feedback.
1: Input: convex set K ⊂ Rn, first order online algorithm A.
2: Let x1 = A(∅).
3: for t = 1 to T do
4: Generate distribution Dt, sample yt ∼ Dt with E[yt] = xt.
5: Play yt.
6: Observe ft(yt), generate gt with E[gt] = ∇ft(xt).
7: Let xt+1 = A(g1, ...,gt).
8: end for
Lemma 6.5. Let u be a fixed point in K. Let f1, . . . , fT : K → R be a se-
quence of differentiable functions. Let A be a first order online algorithm that
ensures a regret bound of the form regretT (A) ≤ BA(∇f1(x1), . . . ,∇fT (xT ))
in the full information setting. Define the points {xt} as: x1 ← A(∅),
xt ← A(g1, . . . ,gt−1) where each gt is a vector valued random variable such
that:
E[gt
∣∣x1, f1, . . . ,xt, ft] = ∇ft(xt).
Then the following holds for all u ∈ K:
E[
T∑
t=1
ft(xt)]−
T∑
t=1
ft(u) ≤ E[BA(g1, . . . ,gT )].
Proof. Define the functions ht : K → R as follows:
ht(x) = ft(x) + ξ
>
t x, where ξt = gt −∇ft(xt).
Note that
∇ht(xt) = ∇ft(xt) + gt −∇ft(xt) = gt.
Therefore, deterministically applying a first order method A on the random
functions ht is equivalent to applying A on a stochastic first order approxi-
mation of the deterministic functions ft. Thus by the full-information regret
bound of A we have:
T∑
t=1
ht(xt)−
T∑
t=1
ht(u) ≤ BA(g1, . . . ,gT ). (6.2)
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Also note that:
E[ht(xt)] = E[ft(xt)] + E[ξ
>
t xt]
= E[ft(xt)] + E[E[ξ
>
t xt
∣∣x1, f1, . . . ,xt, ft]]
= E[ft(xt)] + E[E[ξt
∣∣x1, f1, . . . ,xt, ft]>xt]
= E[ft(xt)].
where we used E[ξt|x1, f1, . . . ,xt, ft] = 0. Similarly, since u ∈ K is fixed we
have that E[ht(u)] = ft(u). The lemma follows from taking the expectation
of Equation (6.2).
6.3.2 Part 2: point-wise gradient estimators
In the preceding part we have described how to convert a first order algo-
rithm for OCO to one that uses bandit information, using specially tailored
random variables. We now describe how to create these vector random
variables.
Although we cannot calculate ∇ft(xt) explicitly, it is possible to find an
observable random variable gt that satisfies E[gt] ≈ ∇ft, and serves as an
estimator of the gradient.
The question is how to find an appropriate gt, and in order to answer it
we begin with an example in a 1-dimensional case.
Example 6.6. A 1-dimensional gradient estimate
Recall the definition of the derivative:
f ′(x) = lim
δ→0
f(x+ δ)− f(x− δ)
2δ
.
The above shows that for a 1-dimensional derivative, two evaluations of f
are required. Since in our problem we can perform only one evaluation, let
us define g(x) as follows:
g(x) =

f(x+δ)
δ , with probability
1
2
−f(x−δ)δ , with probability 12
. (6.3)
It is clear that
E[g(x)] =
f(x+ δ)− f(x− δ)
2δ
.
Thus, in expectation, for small δ, g(x) approximates f ′(x).
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The sphere sampling estimator
We will now show how the gradient estimator (6.3) can be extended to
the multidimensional case. Let x ∈ Rn, and let Bδ and Sδ denote the
n-dimensional ball and sphere with radius δ :
Bδ = {x| ‖x‖ ≤ δ} ,
Sδ = {x| ‖x‖ = δ} .
We define fˆ(x) = fˆδ(x) to be a δ-smoothed version of f(x):
fˆδ (x) = E
v∈B
[f (x + δv)] , (6.4)
where v is drawn from a uniform distribution over the unit ball. This
construction is very similar to the one used in Lemma 2.6 in context of
convergence analysis for convex optimization. However, our goal here is
very different.
Note that when f is linear, we have fˆδ(x) = f(x). We shall address the
case in which f is indeed linear as a special case, and show how to estimate
the gradient of fˆ(x), which, under the assumption, is also the gradient of
f(x). The following lemma shows a simple relation between the gradient
∇fˆδ and a uniformly drawn unit vector.
Lemma 6.7. Fix δ > 0. Let fˆδ(x) be as defined in (6.4), and let u be a
uniformly drawn unit vector u ∼ S. Then
E
u∈S
[f (x + δu) u] =
δ
n
∇fˆδ (x) .
Proof. Using Stokes’ theorem from calculus, we have
∇
∫
Bδ
f (x + v) dv =
∫
Sδ
f (x + u)
u
‖u‖du. (6.5)
From (6.4), and by definition of expectation, we have
fˆδ(x) =
∫
Bδ
f (x + v) dv
vol(Bδ)
. (6.6)
where vol(Bδ) is the volume of an n-dimensional ball of radius δ. Similarly,
E
u∈S
[f (x + δu) u] =
∫
Sδ
f (x + u) u‖u‖du
vol(Sδ)
. (6.7)
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Combining (6.4), (6.5), (6.6), and (6.7), and the fact that the ratio of the
volume of a ball in n dimensions and the sphere of dimension n − 1 is
volnBδ/voln−1Sδ = δ/n gives the desired result.
Under the assumption that f is linear, Lemma 6.7 suggests a simple
estimator for the gradient ∇f . Draw a random unit vector u, and let g (x) =
n
δ f (x + δu) u.
The ellipsoidal sampling estimator
The sphere estimator above is at times difficult to use: when the center of
the sphere is very close to the boundary of the decision set only a very small
sphere can fit completely inside. This results in a gradient estimator with
large variance.
In such cases, it is useful to consider ellipsoids rather than spheres. Luck-
ily, the generalisation to ellipsoidal sampling for gradient estimation is a
simple corollary of our derivation above:
Corollary 6.8. Consider a continuous function f : Rn → R, an invertible
matrix A ∈ Rn×n, and let v ∼ Bn and u ∼ Sn. Define the smoothed version
of f with respect to A:
fˆ(x) = E[f(x +Av)].
Then the following holds:
∇fˆ(x) = nE[f(x +Au)A−1u].
Proof. Let g(x) = f(Ax), and gˆ(x) = Ev∈B[g(x + v)].
nE[f(x +Au)A−1u] = nA−1 E[f(x +Au)u]
= nA−1 E[g(A−1x + u)u]
= A−1∇gˆ(A−1x) Lemma 6.7
= A−1A∇fˆ(x) = ∇fˆ(x).
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6.4 Online gradient descent without a gradient
The simplest and historically earliest application of the BCO-to-OCO reduc-
tion outlined before is the application of the online gradient descent algo-
rithm to the bandit setting. The FKM algorithm (named after its inventors,
see bibliographic section) is outlined in Algorithm 20.
For simplicity, we assume that the set K contains the unit ball centered
at the zero vector, denoted 0. Denote Kδ = {x | 11−δx ∈ K}. It is left as an
exercise to show that Kδ is convex for any 0 < δ < 1 and that all balls of
radius δ around points in Kδ are contained in K.
We also assume for simplicity that the adversarially chosen cost functions
are bounded by one over K, i.e. that |ft(x)| ≤ 1 for all x ∈ K.
Figure 6.1: The Minkowski set Kδ.
Algorithm 20 FKM Algorithm
1: Input: decision set K containing 0, set x1 = 0, parameters δ, η.
2: for t = 1 to T do
3: Draw ut ∈ S1 uniformly at random, set yt = xt + δut.
4: Play yt, observe and incur loss ft (yt). Let gt =
n
δ ft (yt) ut.
5: Update xt+1 = ΠKδ
[xt − ηgt].
6: end for
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The FKM algorithm is an instantiation of the generic reduction from
bandit convex optimization to online convex optimization with spherical
gradient estimators over the set Kδ. It iteratively projects onto Kδ, in order
to have enough space for spherical gradient estimation. This degrades its
performance by a controlled quantity. Its regret is bounded as follows.
Theorem 6.9. Algorithm 20 with parameters η = D
nT 3/4
, δ = 1
T 1/4
guaran-
tees the following expected regret bound
T∑
t=1
E[ft(yt)]−min
x∈K
T∑
t=1
ft(x) ≤ 9nDGT 3/4 = O(T 3/4).
Proof. Recall our notation of x? = arg minx∈K
∑T
t=1 ft(x). Denote
x?δ = ΠKδ
(x?).
Then by properties of projections we have ‖x?δ − x?‖ ≤ δD, where D is the
diameter of K. Thus, assuming that the cost functions {ft} are G-Lipschitz,
we have
T∑
t=1
E[ft(yt)]−
T∑
t=1
ft(x
?) ≤
T∑
t=1
E[ft(yt)]−
T∑
t=1
ft(x
?
δ) + δTGD. (6.8)
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Denote fˆt = fˆδ,t = Eu∼B[f(x + δu)] for shorthand. We can now bound
the regret by
T∑
t=1
E[ft(yt)]−
T∑
t=1
ft(x
?)
≤
T∑
t=1
E[ft(xt)]−
T∑
t=1
ft(x
?) + δDGT Lemma 2.6
≤
T∑
t=1
E[ft(xt)]−
T∑
t=1
ft(x
?
δ) + 2δDGT Inequality (6.8)
≤
T∑
t=1
E[fˆt(xt)]−
T∑
t=1
fˆt(x
?
δ) + 4δDGT Lemma 2.6
≤ regretOGD(g1, ...,gT ) + 4δDGT Lemma 6.5
≤ η
T∑
t=1
‖gt‖2 + D
2
η
+ 4δDGT OGD regret, Theorem 3.1
≤ ηn
2
δ2
T +
D2
η
+ 4δDGT |ft(x)| ≤ 1
≤ 9nDGT 3/4. η = D
nT 3/4
, δ =
1
T 1/4
6.5 * Optimal regret algorithms for BLO
A special case of BCO that is of considerable interest is BLO—Bandit Lin-
ear Optimization. This setting has linear cost functions, and captures the
network routing and ad placement examples discussed in the beginning of
this chapter, as well as the non-stochastic MAB problem.
In this section we give near-optimal regret bounds for BLO using tech-
niques from interior point methods for convex optimization.
The generic OGD method of the previous section suffers from three pit-
falls:
1. The gradient estimators are biased, and estimate the gradient of a
smoothed version of the real cost function.
2. The gradient estimators require enough “wiggle room” and are thus
ill-defined on the boundary of the decision set.
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3. The gradient estimates have potentially large magnitude, proportional
to the distance from the boundary.
Fortunately, the first issue is non-existent for linear functions - the gradi-
ent estimators turn out to be unbiased for linear functions. In the notation
of the previous chapters, we have for linear functions:
fˆδ(x) = E
v∼B
[f(x + δv)] = f(x).
Thus, Lemma 6.7 gives us a stronger guarantee:
E
u∈S
[f (x + δu) u] =
δ
n
∇fˆδ (x) = δ
n
∇f(x).
To resolve the second and third issues we use self-concordant barrier
functions, a rather advanced technique from interior point methods for con-
vex optimization.
6.5.1 Self-concordant barriers
Self-concordant barrier functions were devised in the context of interior point
methods for optimization as a way of ensuring that the Newton method
converges in polynomial time over bounded convex sets. In this brief intro-
duction we survey some of their beautiful properties that will allow us to
derive an optimal regret algorithm for BLO.
Definition 6.10. Let K ∈ Rn be a convex set with a nonempty interior
int(K). A function R : int(K)→ R is called ν-self-concordant if:
1. R is three times continuously differentiable and convex, and approaches
infinity along any sequence of points approaching the boundary of K.
2. For every h ∈ Rn and x ∈ int(K) the following holds:
|∇3R(x)[h,h,h]| ≤ 2(∇2R(x)[h,h])3/2,
|∇R(x)[h]| ≤ ν1/2(∇2R(x)[h,h])1/2
where the third order differential is defined as:
∇3R(x)[h,h,h] , ∂
3
∂t1∂t2∂t3
R(x + t1h + t2h + t3h)
∣∣∣∣
t1=t2=t3=0
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The Hessian of a self-concordant barrier induces a local norm at every x ∈
int(K), we denote this norm by || · ||x and its dual by || · ||∗x, which are defined
∀h ∈ Rn by
‖h‖x =
√
h>∇2R(x)h, ‖h‖∗x =
√
h>(∇2R(x))−1h.
We assume that ∇2R(x) always has full rank. In BCO applications this is
easy to ensure by adding a fictitious quadratic function to the barrier, which
does not affect the overall regret by more than a constant.
Let R be a self-concordant barrier and x ∈ int(K). The Dikin ellipsoid
is
E1(x) := {y ∈ Rn : ‖y − x‖x ≤ 1},
i.e., the ‖ · ‖x-unit ball centered around x, is completely contained in K.
In our next analysis we will need to boundR(y)−R(x) for x,y ∈ int(K),
for which the following lemma is useful:
Lemma 6.11. Let R be a ν-self concordant function over K, then for all
x,y ∈ int(K):
R(y)−R(x) ≤ ν log 1
1− pix(y) ,
where pix(y) = inf{t ≥ 0 : x + t−1(y − x) ∈ K}.
The function pix(y) is called the Minkowski function for K, and its output
is always in the interval [0, 1]. Moreover, as y approaches the boundary of
K then pix(y)→ 1.
Another important property of self-concordant functions is the relation-
ship between a point and the optimum, and the norm of the gradient at the
point, according to the local norm, as given by the following lemma.
Lemma 6.12. Let x ∈ int(K) be such that ‖∇R(x)‖∗x ≤ 14 , and let x? =
arg minx∈KR(x). Then
‖x− x?‖x ≤ 2‖∇R(x)‖∗x.
6.5.2 A near-optimal algorithm
We have now set up all the necessary tools to derive a near-optimal BLO
algorithm, presented in Algorithm 21.
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Algorithm 21 SCRIBLE
1: Let x1 ∈ int(K) be such that ∇R(x1) = 0.
2: for t = 1 to T do
3: Let At =
[∇2R(xt)]−1/2 .
4: Pick ut ∈ S uniformly, and set yt = xt + Atut.
5: Play yt, observe and suffer loss ft (yt). let gt = nft (yt) A
−1
t ut.
6: Update
xt+1 = arg min
x∈K
{
η
t∑
τ=1
g>τ x +R(x)
}
.
7: end for
Theorem 6.13. For appropriate choice of δ, the SCRIBLE algorithm guar-
antees
T∑
t=1
E[ft(yt)]−min
x∈K
T∑
t=1
ft(x) ≤ O
(√
T log T
)
.
Proof. First, we note that xt ∈ K never steps outside of the decision set.
The reason is that yt ∈ K and xt lies in the Dikin ellipsoid centered at yt.
Further, by Corollary 6.8, we have that
E[gt] = ∇fˆt(xt) = ∇ft(xt),
where the latter equality follows since ft is linear, and thus its smoothed
version is identical to itself.
A final observation is that line 6 in the algorithm is an invocation of the
RFTL algorithm with the self-concordant barrier R serving as a regularisa-
tion function. The RFTL algorithm for linear functions is a first order OCO
algorithm and thus Lemma 6.5 applies.
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We can now bound the regret by
T∑
t=1
E[ft(yt)]−
T∑
t=1
ft(x
?)
≤
T∑
t=1
E[fˆt(xt)]−
T∑
t=1
fˆt(x
?) fˆt = ft, E[yt] = xt
≤ regretRFTL(g1, ...,gT ) Lemma 6.5
≤
T∑
t=1
g>t (xt − xt+1) +
R(x?)−R(x1)
η
Lemma 5.3
≤
T∑
t=1
‖gt‖∗xt‖xt − xt+1‖xt +
R(x?)−R(x1)
η
Cauchy-Schwarz
To bound the last expression, we use Lemma 6.12, and the definition of
xt+1 = arg minx∈K Φt(x) where Φt(x) = η
∑t
τ=1 g
>
τ x + R(x) is a self-
concordant barrier. Thus,
‖xt − xt+1‖xt ≤ 2‖∇Φt(xt)‖∗xt = 2‖∇Φt−1(xt) + ηgt‖∗xt = 2η‖gt‖∗xt ,
since Φt−1(xt) = 0 by definition of xt. Recall that to use Lemma 6.12, we
need ‖∇Φt(xt)‖∗xt = η‖gt‖∗xt ≤ 14 , which is true by choice of η and since
‖gt‖∗ 2t ≤ n2uTA−Tt ∇−2R(xt)A−1t u ≤ n2.
Thus,
T∑
t=1
E[ft(yt)]−
T∑
t=1
ft(x
?) ≤ 2η
T∑
t=1
‖gt‖∗ 2xt +
R(x?)−R(x1)
η
≤ 2ηn2T + R(x
?)−R(x1)
η
It remains to bound the Bregman divergence with respect to x?, for which
we use a similar technique as in the analysis of Algorithm 20, and bound
the regret with respect to x?δ , which is the projection of x
? onto Kδ. Using
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equation (6.8), we can bound the overall regret by:
T∑
t=1
E[ft(yt)]−
T∑
t=1
ft(x
?)
≤
T∑
t=1
E[ft(yt)]−
T∑
t=1
ft(x
∗
δ) + δTGD equation (6.8)
= 2ηn2T +
R(x?δ)−R(x1)
η
+ δTGD above derivation
≤ 2ηn2T +
ν log 11−pix1 (x?δ)
η
+ δTGD Lemma 6.11
≤ 2ηn2T + ν log
1
δ
η
+ δTGD x?δ ∈ Kδ.
Taking η = O( 1√
T
) and δ = O( 1T ), the above bound implies our theorem.
112 CHAPTER 6. BANDIT CONVEX OPTIMIZATION
6.6 Exercises
1. Prove a lower bound on the regret of any algorithm for BCO: show that
for the special case of BCO over the unit sphere, any online algorithm
must incur a regret of Ω(
√
T ).
2. ∗ Strengthen the above bound: show that for the special case of BLO
over the d-dimensional unit simplex, with cost functions bounded in
`∞ norm by one, any online algorithm must incur a regret of Ω(
√
dT )
as T →∞.
3. Let K be convex. Show that the set Kδ is convex.
4. Let K be convex and contain the unit ball centered at zero. Show that
for any point x ∈ Kδ, the ball of radius δ centered at x is contained in
K.
5. Consider the BCO setting with H-strongly convex functions, H is
known a-priori to the online learner. Show that in this case we can
attain a regret bound of O˜(T 2/3).
Hint: recall that we can attain a regret bound of O(log T ) in the full-
information OCO with H-strongly convex functions, and recall that
the notation O˜(·) hides constant and poly-logarithmic terms.
6. Consider the BCO setting with the following twist: at every iteration,
the player is allowed to observe two evaluations of the function, as
opposed to just one. That is, the player gives xt, yt, and observes
ft(xt), ft(yt). Regret is measured w.r.t. xt, as usual:∑
t
ft(xt)− min
x?∈K
∑
t
ft(x
?)
Give an efficient algorithm for this setting that attains O(
√
T ) regret.
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6.7 Bibliographic Remarks
The Multi-Armed Bandit problem has history going back more than fifty
years to the work of Robbins [90], see the survey of [25] for a much more
detailed history. The non-stochastic MAB problem and the EXP3 algorithm,
as well as tight lower bounds were given in the seminal paper of [13]. The
logarithmic gap in attainable regret for non-stochastic MAB was resolved in
[12].
Bandit Convex Optimization for the special case of linear cost functions
and the flow polytope, was introduced and studied by Awerbuch and Klein-
berg [14] in the context of online routing. The full generality BCO setting
was introduced by Flaxman, Kalai and McMahan in [42], who gave the first
efficient and low-regret algorithm for BCO.
The special case in which the cost functions are linear, called Bandit Lin-
ear Optimization, received significant attention. Dani, Kakade and Hayes
[33] gave an optimal regret algorithm up to constants depending on the di-
mension. Abernethy, Hazan and Rakhlin [2] gave an efficient algorithm and
introduced self-concordant barriers to the bandit setting. Self-concordant
barrier functions were devised in the context of polynomial-time algorithms
for convex optimization in the seminal work of Nesterov and Nemirovskii
[79].
In this chapter we have considered the expected regret as a performance
metric. Significant literature is devoted to high probability guarantees on
the regret. High probability bounds for the MAB problem were given in [13],
and for bandit linear optimization in [5]. Other more refined metrics have
been recently explored in [35] and in the context of adaptive adversaries in
[80, 108, 40, 74, 107].
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Chapter 7
Projection-free Algorithms
In many computational and learning scenarios the main bottleneck of opti-
mization, both online and offline, is the computation of projections onto the
underlying decision set (see §2.1.1). In this section we introduce projection-
free methods for OCO.
The motivating example throughout this chapter is the problem of ma-
trix completion, which is a widely used and accepted model in the con-
struction of recommendation systems. For matrix completion and related
problems, projections amount to expensive linear algebraic operations and
avoiding them is crucial in big data applications.
In this chapter we detour into classical offline convex optimization and
describe the conditional gradient algorithm, also known as the Frank-Wolfe
algorithm. Afterwards, we describe problems for which linear optimization
can be carried out much more efficiently than projections. We conclude with
an OCO algorithm that eschews projections in favor of linear optimization,
in much the same flavor as its offline counterpart.
7.1 Review: relevant concepts from linear algebra
This chapter addresses rectangular matrices, which model applications such
as recommendation systems naturally. Consider a matrix X ∈ Rn×m. A
non-negative number σ ∈ R+ is said to be a singular value for X if there are
two vectors u ∈ Rn,v ∈ Rm such that
X>u = σv, Xv = σu.
The vectors u,v are called the left and right singular vectors respectively.
The non-zero singular values are the square roots of the eigenvalues of the
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matrix XX> (and X>X). The matrix X can be written as
X = UΣV > , U ∈ Rn×ρ , V > ∈ Rρ×m,
where ρ = min{n,m}, the matrix U is an orthogonal basis of the left singular
vectors of X, the matrix V is an orthogonal basis of right singular vectors,
and Σ is a diagonal matrix of singular values. This form is called the singular
value decomposition for X.
The number of non-zero singular values for X is called its rank, which
we denote by k ≤ ρ. The nuclear norm of X is defined as the `1 norm of its
singular values, and denoted by
‖X‖∗ =
ρ∑
i=1
σi
It can be shown (see exercises) that the nuclear norm is equal to the trace
of the square root of the matrix times its transpose, i.e.,
‖X‖∗ = Tr(
√
X>X)
We denote by A •B the inner product of two matrices as vectors in Rn×m,
that is
A •B =
n∑
i=1
m∑
j=1
AijBij = Tr(AB
>).
7.2 Motivation: recommender systems
Media recommendations have changed significantly with the advent of the
Internet and rise of online media stores. The large amounts of data collected
allow for efficient clustering and accurate prediction of users’ preferences
for a variety of media. A well-known example is the so called “Netflix
challenge”—a competition of automated tools for recommendation from a
large dataset of users’ motion picture preferences.
One of the most successful approaches for automated recommendation
systems, as proven in the Netflix competition, is matrix completion. Perhaps
the simplest version of the problem can be described as follows.
The entire dataset of user-media preference pairs is thought of as a
partially-observed matrix. Thus, every person is represented by a row in
the matrix, and every column represents a media item (movie). For sim-
plicity, let us think of the observations as binary—a person either likes or
dislikes a particular movie. Thus, we have a matrix M ∈ {0, 1, ∗}n×m where
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n is the number of persons considered, m is the number of movies at our
library, and 0/1 and ∗ signify “dislike”, “like” and “unknown” respectively:
Mij =

0, person i dislikes movie j
1, person i likes movie j
∗, preference unknown
.
The natural goal is to complete the matrix, i.e. correctly assign 0 or 1 to
the unknown entries. As defined so far, the problem is ill-posed, since any
completion would be equally good (or bad), and no restrictions have been
placed on the completions.
The common restriction on completions is that the “true” matrix has
low rank. Recall that a matrix X ∈ Rn×m has rank k < ρ = min{n,m} if
and only if it can be written as
X = UV , U ∈ Rn×k, V ∈ Rk×m.
The intuitive interpretation of this property is that each entry in M
can be explained by only k numbers. In matrix completion this means,
intuitively, that there are only k factors that determine a persons preference
over movies, such as genre, director, actors and so on.
Now the simplistic matrix completion problem can be well-formulated
as in the following mathematical program. Denote by ‖ · ‖OB the Euclidean
norm only on the observed (non starred) entries of M , i.e.,
‖X‖2OB =
∑
Mij 6=∗
X2ij .
The mathematical program for matrix completion is given by
min
X∈Rn×m
1
2
‖X −M‖2OB
s.t. rank(X) ≤ k.
Since the constraint over the rank of a matrix is non-convex, it is stan-
dard to consider a relaxation that replaces the rank constraint by the nuclear
norm. It is known that the nuclear norm is a lower bound on the matrix
rank if the singular values are bounded by one (see exercises). Thus, we
arrive at the following convex program for matrix completion:
min
X∈Rn×m
1
2
‖X −M‖2OB (7.1)
s.t. ‖X‖∗ ≤ k.
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We consider algorithms to solve this convex optimization problem next.
7.3 The conditional gradient method
In this section we return to the basics of convex optimization—minimization
of a convex function over a convex domain as studied in Chapter 2.
The conditional gradient (CG) method, or Frank-Wolfe algorithm, is a
simple algorithm for minimizing a smooth convex function f over a convex
set K ⊆ Rn. The appeal of the method is that it is a first order interior
point method - the iterates always lie inside the convex set, and thus no
projections are needed, and the update step on each iteration simply requires
to minimize a linear objective over the set. The basic method is given in
Algorithm 22.
Algorithm 22 Conditional gradient
1: Input: step sizes {ηt ∈ (0, 1], t ∈ [T ]}, initial point x1 ∈ K.
2: for t = 1 to T do
3: vt ← arg minx∈K
{
x>∇f(xt)
}
.
4: xt+1 ← xt + ηt(vt − xt).
5: end for
Note that in the CG method, the update to the iterate xt may be not be
in the direction of the gradient, as vt is the result of a linear optimization
procedure in the direction of the negative gradient. This is depicted in
Figure 7.1.
The following theorem gives an essentially tight performance guarantee
of this algorithm over smooth functions. Recall our notation from Chapter
2: x? denotes the global minimizer of f over K, D denotes the diameter of
the set K, and ht = f(xt)−f(x?) denotes the suboptimality of the objective
value in iteration t.
Theorem 7.1. The CG algorithm applied to β-smooth functions with step
sizes ηt = min{1, 2Ht }, for H ≥ max{1, h1}, attains the following conver-
gence guarantee
ht ≤ 2βHD
2
t
Proof. As done before in this manuscipt, we denote ∇t = ∇f(xt), and also
denote H ≥ max{h1, 1}, such that ηt = min{1, 2Ht }. For any set of step
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Figure 7.1: Direction of progression of the conditional gradient algorithm.
sizes, we have
f(xt+1)− f(x?) = f(xt + ηt(vt − xt))− f(x?)
≤ f(xt)− f(x?) + ηt(vt − xt)>∇t + η2t
β
2
‖vt − xt‖2 smoothness
≤ f(xt)− f(x?) + ηt(x? − xt)>∇t + η2t
β
2
‖vt − xt‖2 vt choice
≤ f(xt)− f(x?) + ηt(f(x?)− f(xt)) + η2t
β
2
‖vt − xt‖2 convexity
≤ (1− ηt)(f(xt)− f(x?)) + η
2
t β
2
D2. (7.2)
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We reached the recursion ht+1 ≤ (1− ηt)ht + η2t βD
2
2 , and by induction,
ht+1 ≤ (1− ηt)ht + η2t
βD2
2
≤ (1− ηt)2βHD
2
t
+ η2t
βD2
2
induction hypothesis
≤ (1− 2H
t
)
2βHD2
t
+
4H2
t2
βD2
2
value of ηt
=
2βHD2
t
− 2H
2βD2
t2
≤ 2βHD
2
t
(1− 1
t
) since H ≥ 1
≤ 2βHD
2
t+ 1
. t−1t ≤ tt+1
7.3.1 Example: matrix completion via CG
As an example of an application for the conditional gradient algorithm, recall
the mathematical program given by (7.1). The gradient of the objective
function at point Xt is
∇f(Xt) = (Xt −M)OB =

Xtij −Mij , (i, j) ∈ OB
0, otherwise
(7.3)
Over the set of bounded-nuclear norm matrices, the linear optimization of
line 3 in Algorithm 22 becomes,
minX • ∇t , ∇t = ∇f(Xt)
s.t. ‖X‖∗ ≤ k.
For simplicity, let’s consider square symmetric matrices, for which the nu-
clear norm is equivalent to the trace norm, and the above optimization
problem becomes
minX • ∇t
s.t. Tr(X) ≤ k.
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It can be shown that this program is equivalent to the following (see exer-
cises):
min
x∈Rn
x>∇tx
s.t. ‖x‖22 ≤ k.
Hence, this is an eigenvector computation in disguise! Computing the largest
eigenvector of a matrix takes linear time via the power method, which also
applies more generally to computing the largest singular value of rectangular
matrices. With this, step 3 of Algorithm 22, which amounts to mathematical
program (7.1), becomes computing vmax(−∇f(Xt)), the largest eigenvector
of −∇f(Xt). Algorithm 22 takes on the modified form described in Algo-
rithm 23.
Algorithm 23 Conditional gradient for matrix completion
1: Let X1 be an arbitrary matrix of trace k in K.
2: for t = 1 to T do
3: vt =
√
k · vmax(−∇t).
4: Xt+1 = Xt + ηt(vtv
>
t −Xt) for ηt ∈ (0, 1).
5: end for
Comparison to other gradient-based methods. How does this com-
pare to previous convex optimization methods for solving the same matrix
completion problem? As a convex program, we can apply gradient descent,
or even more advantageously in this setting, stochastic gradient descent as
in §3.4. Recall that the gradient of the objective function at point Xt takes
the simple form (7.3). A stochastic estimate for the gradient can be attained
by observing just a single entry of the matrix M , and the update itself takes
constant time as the gradient estimator is sparse. However, the projection
step is significantly more difficult.
In this setting, the convex set K is the set of bounded nuclear norm
matrices. Projecting a matrix onto this set amounts to calculating the SVD
of the matrix, which is similar in computational complexity to algorithms for
matrix diagonalization or inversion. The best known algorithms for matrix
diagonalization are superlinear in the matrices’ size, and thus impractical
for large datasets that are common in applications.
In contrast, the CG method does not require projections at all, and
replaces them with linear optimization steps over the convex set, which
we have observed to amount to singular vector computations. The latter
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can be implemented to take linear time via the power method (or Lanczos
algorithm, see bibliography).
Thus, the Conditional Gradient method allows for optimization of the
mathematical program (7.1) with a linear-time operation (eigenvector using
power method) per iteration, rather than a significantly more expensive
computation (SVD) needed for gradient descent.
7.4 Projections vs. linear optimization
The conditional gradient (Frank-Wolfe) algorithm described before does not
resort to projections, but rather computes a linear optimization problem of
the form
arg min
x∈K
{
x>u
}
. (7.4)
When is the CG method computationally preferable? The overall compu-
tational complexity of an iterative optimization algorithm is the product
of the number of iterations and the computational cost per iteration. The
CG method does not converge as well as the most efficient gradient descent
algorithms, meaning it requires more iterations to produce a solution of a
comparable level of accuracy. However, for many interesting scenarios the
computational cost of a linear optimization step (7.4) is significantly lower
than that of a projection step.
Let us point out several examples of problems for which we have very effi-
cient linear optimization algorithms, whereas our state-of-the-art algorithms
for computing projections are significantly slower.
Recommendation systems and matrix prediction. In the example
pointed out in the preceding section of matrix completion, known methods
for projection onto the spectahedron, or more generally the bounded nuclear-
norm ball, require singular value decompositions, which take superlinear
time via our best known methods. In contrast, the CG method requires
maximal eigenvector computations which can be carried out in linear time
via the power method (or the more sophisticated Lanczos algorithm).
Network routing and convex graph problems. Various routing and
graph problems can be modeled as convex optimization problems over a
convex set called the flow polytope.
Consider a directed acyclic graph with m edges, a source node marked
s and a target node marked t. Every path from s to t in the graph can be
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represented by its identifying vector, that is a vector in {0, 1}m in which the
entries that are set to 1 correspond to edges of the path. The flow polytope
of the graph is the convex hull of all such identifying vectors of the simple
paths from s to t. This polytope is also exactly the set of all unit s–t flows
in the graph if we assume that each edge has a unit flow capacity (a flow
is represented here as a vector in Rm in which each entry is the amount of
flow through the corresponding edge).
Since the flow polytope is just the convex hull of s–t paths in the graph,
minimizing a linear objective over it amounts to finding a minimum weight
path given weights for the edges. For the shortest path problem we have
very efficient combinatorial optimization algorithms, namely Dijkstra’s al-
gorithm.
Thus, applying the CG algorithm to solve any convex optimization prob-
lem over the flow polytope will only require iterative shortest path compu-
tations.
Ranking and permutations. A common way to represent a permutation
or ordering is by a permutation matrix. Such are square matrices over
{0, 1}n×n that contain exactly one 1 entry in each row and column.
Doubly-stochastic matrices are square, real-valued matrices with non-
negative entries, in which the sum of entries of each row and each column
amounts to 1. The polytope that defines all doubly-stochastic matrices
is called the Birkhoff-von Neumann polytope. The Birkhoff-von Neumann
theorem states that this polytope is the convex hull of exactly all n × n
permutation matrices.
Since a permutation matrix corresponds to a perfect matching in a fully
connected bipartite graph, linear minimization over this polytope corre-
sponds to finding a minimum weight perfect matching in a bipartite graph.
Consider a convex optimization problem over the Birkhoff-von Neumann
polytope. The CG algorithm will iteratively solve a linear optimization
problem over the BVN polytope, thus iteratively solving a minimum weight
perfect matching in a bipartite graph problem, which is a well-studied com-
binatorial optimization problem for which we know of efficient algorithms.
In contrast, other gradient based methods will require projections, which
are quadratic optimization problems over the BVN polytope.
Matroid polytopes. A matroid is pair (E, I) where E is a set of elements
and I is a set of subsets of E called the independent sets which satisfy vari-
ous interesting proprieties that resemble the concept of linear independence
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in vector spaces. Matroids have been studied extensively in combinatorial
optimization and a key example of a matroid is the graphical matroid in
which the set E is the set of edges of a given graph and the set I is the set of
all subsets of E which are cycle-free. In this case, I contains all the spanning
trees of the graph. A subset S ∈ I could be represented by its identifying
vector which lies in {0, 1}|E| which also gives rise to the matroid polytope
which is just the convex hull of all identifying vectors of sets in I. It can
be shown that some matroid polytopes are defined by exponentially many
linear inequalities (exponential in |E|), which makes optimization over them
difficult.
On the other hand, linear optimization over matroid polytopes is easy
using a simple greedy procedure which runs in nearly linear time. Thus, the
CG method serves as an efficient algorithm to solve any convex optimization
problem over matroids iteratively using only a simple greedy procedure.
7.5 The online conditional gradient algorithm
In this section we give a projection-free algorithm for OCO based on the
conditional gradient method, which is projection-free and thus carries the
computational advantages of the CG method to the online setting.
It is tempting to apply the CG method straightforwardly to the online
appearance of functions in the OCO setting, such as the OGD algorithm in
§3.1. However, it can be shown that an approach that only takes into account
the last cost function is doomed to fail. The reason is that the conditional
gradient method takes into account the direction of the gradient, and is
insensitive to its magnitude.
Instead, we apply the CG algorithm step to the aggregate sum of all
previous cost functions with added Euclidean regularization. The resulting
algorithm is given formally in Algorithm 24.
Algorithm 24 Online conditional gradient
1: Input: convex set K, T , x1 ∈ K, parameters η, {σt}.
2: for t = 1, 2, . . . , T do
3: Play xt and observe ft.
4: Let Ft(x) = η
∑t−1
τ=1∇>τ x + ‖x− x1‖2.
5: Compute vt = arg minx∈K{∇Ft(xt) · x}.
6: Set xt+1 = (1− σt)xt + σtvt.
7: end for
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We can prove the following regret bound for this algorithm. While this
regret bound is suboptimal in light of the previous upper bounds we have
seen, its suboptimality is compensated by the algorithm’s lower computa-
tional cost.
Theorem 7.2. Online conditional gradient (Algorithm 24) with parameters
η = D
2GT 3/4
, σt = min{1, 2t1/2 }, attains the following guarantee
regretT =
T∑
t=1
ft(xt)− min
x?∈K
T∑
t=1
ft(x
?) ≤ 8DGT 3/4
As a first step in analyzing Algorithm 24, consider the points
x?t = arg min
x∈K
Ft(x).
These are exactly the iterates of the RFTL algorithm from Chapter 5,
namely Algorithm 10 with the regularization being R(x) = ‖x − x1‖2, ap-
plied to cost functions with a shift, namely:
f˜t = ft(x + (x
?
t − xt)).
The reason is that ∇t in Algorithm 24 refers to ∇ft(xt), whereas in the
RFTL algorithm we have ∇t = ∇ft(x?t ). Notice that for any point x ∈ K
we have |ft(x)− f˜t(x)| ≤ G‖xt − x?t ‖. Thus, according to Theorem 5.2, we
have that ∑T
t=1 ft(x
?
t )−
∑T
t=1 ft(x
?)
≤ 2G∑t ‖xt − x?t ‖+∑Tt=1 f˜t(x?t )−∑Tt=1 f˜t(x?)
≤ 2G∑t ‖xt − x?t ‖+ 2ηGT + 1ηD. (7.5)
Using our previous notation, denote by ht(x) = Ft(x)− Ft(x?t ), and
by ht = ht(xt). The main lemma we require to proceed is the following,
which relates the iterates xt to the optimal point according to the aggregate
function Ft.
Lemma 7.3. Assume that the parameters η, σt are chosen such that ηG
√
ht+1 ≤
D2
2 σ
2
t . Then the iterates xt of Algorithm 24 satisfy for all t ≥ 1
ht ≤ 2D2σt.
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Proof. As the functions Ft are 1-smooth, applying the offline Frank-Wolfe
analysis technique, and in particular Equation (7.2) to the function Ft we
obtain:
ht(xt+1) = Ft(xt+1)− Ft(x?t )
≤ (1− σt)(Ft(xt)− Ft(x?t )) +
D2
2
σ2t Equation (7.2)
= (1− σt)ht + D
2
2
σ2t .
In addition, by definition of Ft and ht we have
ht+1
= Ft(xt+1)− Ft(x?t+1) + η∇t+1(xt+1 − x?t+1)
≤ ht(x?t+1) + η∇t+1(xt+1 − x?t+1) Ft(x?t ) ≤ Ft(x?t+1)
≤ ht(xt+1) + ηG‖xt+1 − x?t+1‖. Cauchy-Schwarz
Since Ft is 1-strongly convex, we have
‖x− x?t ‖2 ≤ Ft(x)− Ft(x?t ).
Thus,
ht+1 ≤ ht(xt+1) + ηG‖xt+1 − x?t+1‖
≤ ht(xt+1) + ηG
√
ht+1.
From the above we have the recursion:
ht+1 ≤ ht(1− σt) + D
2
2
σ2t + ηG
√
ht+1
≤ ht(1− σt) +D2σ2t . since ηG
√
ht+1 ≤ D22 σ2t
We now claim that the theorem follows inductively. The base of the
induction holds since, for t = 1, the definition of F1 implies
h1 = F1(x1)− F1(x?) = ‖x1 − x?‖2 ≤ D2 ≤ 2D2σ1.
Assuming the bound is true for t, we now show it holds for t+ 1 as well:
ht+1 ≤ ht(1− σt) +D2σ2t
≤ 2D2σt (1− σt) +D2σ2t
= 2D2σt
(
1− σt
2
)
≤ 2D2σt+1,
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as required. The last inequality follows by the definition of σt (see exercises).
We proceed to use this lemma in order to prove our theorem:
Proof of Theorem 7.2. By definition, the functions Ft are 1-strongly convex.
Thus, we have for x?t = arg minx∈K Ft(x):
‖x− x?t ‖2 ≤ Ft(x)− Ft(x?t ).
Hence,
ft(xt)− ft(x?t ) ≤ G‖xt − x?t ‖
≤ G
√
Ft(xt)− Ft(x?t )
≤ 2GD√σt. Lemma 7.3 (7.6)
Putting everything together we obtain:
RegretT (OCG) =
T∑
t=1
ft(xt)−
T∑
t=1
ft(x
?)
=
T∑
t=1
[ft(xt)− ft(x?t ) + ft(x?t )− ft(x?)]
≤
T∑
t=1
2GD
√
σt +
∑
t
[ft(x
?
t )− ft(x?)] by (7.6)
≤ 4GDT 3/4 +
∑
t
[ft(x
?
t )− ft(x?)]
≤ 4GDT 3/4 + 2G
∑
t
‖xt − x?t ‖+ 2ηGT +
1
η
D. by (7.5)
Let η = D
2GT 3/4
, and notice that this satisfies the constraint of Lemma
7.3, which requires ηG
√
ht+1 ≤ D22 σ2t . In addition, η < 1 for T large enough.
We thus obtain:
regretT (OCG) ≤ 4GDT 3/4 + 2ηG2T +
D2
η
≤ 4GDT 2/3 +DGT 1/4 + 2DGT 3/4 ≤ 8DGT 3/4.
128 CHAPTER 7. PROJECTION-FREE ALGORITHMS
7.6 Exercises
1. Prove that if the singular values are smaller than or equal to one, then
the nuclear norm is a lower bound on the rank, i.e., show
rank(X) ≥ ‖X‖∗.
2. Prove that the trace is related to the nuclear norm via
‖X‖∗ = Tr(
√
XX>) = Tr(
√
X>X).
3. Show that maximizing a linear function over the spectahedron is equiv-
alent to a maximal eigenvector computation. That is, show that the
following mathematical program:
minX • C
X ∈ Sd = {X ∈ Rd×d , X < 0 , Tr(X) ≤ 1},
is equivalent to the following:
min
x∈Rd
x>Cx
s.t. ‖x‖2 ≤ 1.
4. Prove that for any c ∈ [0, 1] and σt = 2tc it holds that
σt(1− σt
2
) ≤ σt+1.
5. Download the MovieLens dataset from the web. Implement an online
recommendation system based on the matrix completion model: im-
plement the OCG and OGD algorithms for matrix completion. Bench-
mark your results.
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7.7 Bibliographic Remarks
The matrix completion model has been extremely popular since its inception
in the context of recommendation systems [103, 88, 94, 70, 26, 101].
The conditional gradient algorithm was devised in the seminal paper
by Frank and Wolfe [43]. Due to the applicability of the FW algorithm to
large-scale constrained problems, it has been a method of choice in recent
machine learning applications, to name a few: [61, 69, 60, 39, 50, 58, 98, 16,
104, 46, 47, 18].
The online conditional gradient algorithm is due to [58]. An optimal
regret algorithm, attaining the O(
√
T ) bound, for the special case of poly-
hedral sets was devised in [47].
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Chapter 8
Games, Duality and Regret
In this chapter we tie the material covered thus far to some of the most
intriguing concepts in optimization and game theory. We shall use the exis-
tence of OCO algorithms to prove convex duality as well as von Neumann’s
minimax theorem.
Historically, the theory of games was developed by von Neumann in the
early 1930’s, separately from the development of linear programming (LP)
by Dantzig a decade later. In Dantzig’s memoirs, a meeting between him
and von Neumann at Princeton is described, in which von Neumann essen-
tially formulated and proved linear programming duality. At that time, no
mention was made to the existence and uniqueness of equilibrium in zero-
sum games, which is captured by the minimax theorem. Both concepts
were originally captured and proved using very different mathematical tech-
niques: the minimax theorem was originally proved using machinery from
mathematical topology, whereas linear programming duality was shown us-
ing convexity and geometric tools.
More than half a century later, Freund and Schapire tied both concepts,
which were by then known to be strongly related, to regret minimization.
We shall follow their lead in this chapter, introduce the relevant concepts and
give concise proofs using the machinery developed earlier in this manuscript.
The chapter can be read with basic familiarity with linear programming
and little or no background in game theory. We define LP and zero-sum
games succinctly, barely enough to prove the duality theorem and the mini-
max theorem. The reader is referred to the numerous wonderful texts avail-
able on linear programming and game theory for a much more thorough
introduction and definitions.
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8.1 Linear programming and duality
Linear programming is a widely successful and practical convex optimization
framework. Amongst its numerous successes is the Nobel prize award given
on account of its application to economics. It is a special case of the convex
optimization problem from Chapter 2 in which K is a polyhedron (i.e., an
intersection of a finite set of halfspaces) and the objective function is a
linear function. Thus, a linear program can be described as follows, where
(A ∈ Rn×m):
minimize c>x
s.t. Ax ≥ b
The above formulation can be transformed into several different forms via
basic manipulations. For example, any LP can be transformed to an equiv-
alent LP with the variables taking only non-negative values. This can be
accomplished by writing every variable x as x = x+ − x−, with x+, x− ≥ 0.
It can be verified that this transformation leaves us with another LP, whose
variables are non-negative, and contains at most twice as many variables
(see exercises section for more details).
We are now ready to define a central notion in LP and state the duality
theorem:
Theorem 8.1 (The duality theorem). Given a linear program:
minimize c>x
s.t. Ax ≥ b,
x ≥ 0
its dual program is given by:
maximize b>y
s.t. A>y ≤ c,
y ≥ 0
and the objectives of both problems are either equal or unbounded.
8.2 Zero-sum games and equilibria
The theory of games and zero-sum games in particular are a field of study
by themselves with significant applications in economics. We give here brief
definitions of the main concepts studied in this chapter.
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Let us start with an example of a zero-sum game we all know: the rock-
paper-scissors game. In this game each of the two players chooses a strategy:
either rock, scissors or paper. The winner is determined according to the
following table, where 0 denotes a draw, −1 denotes that the row player
wins, and 1 denotes a column player victory.
- scissors paper rock
rock −1 1 0
paper 1 0 −1
scissors 0 −1 1
Table 8.1: Example of a zero-sum game in matrix representation.
The rock-paper-scissors game is called a “zero-sum” game since one can
think of the numbers as losses for the row player (loss of −1 resembles
victory, 1 loss and 0 draw), in which case the column player receives a loss
which is exactly the negation of the loss of the row player. Thus the sum of
losses which both players suffer is zero in every outcome of the game.
Noticed that we termed one player as the “row player” and the other
as the “column player” corresponding to the matrix losses. Such a matrix
representation is far more general:
Definition 8.2. A two-player zero-sum-game in normal form is given by a
matrix A ∈ [0, 1]n×m. The loss for the row player playing strategy i ∈ [n]
is equal to the negative loss (payoff) of the column player playing strategy
j ∈ [m] and equal to Aij.
The fact that the losses were defined in the range [0, 1] is arbitrary, as
the concept of main importance we define next is invariant to scaling and
shifting by a constant.
A central concept in game theory is equilibrium. There are many dif-
ferent notions of equilibria. In two-player zero-sum games, an equilibrium
is a pair of strategies (i, j) ∈ [n] × [m] with the following property: given
that the column player plays j, there is no strategy that dominates i - i.e.,
every other strategy k ∈ [n] gives higher or equal loss to the row player.
Equilibrium requires that a symmetric property for strategy j holds - it is
not dominated by any other strategy given that the row player plays i.
It turns out that some games do not have an equilibrium as defined
above, e.g., the rock-paper-scissors game above. However, we can extend
the notion of a strategy to a mixed strategy - a distribution over “pure”
strategies. The loss of a mixed strategy is the expected loss according to the
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distribution over pure strategies. More formally, if the row player chooses
x ∈ ∆n and column player chooses y ∈ ∆m, then the expected loss of the
row player (which is the negative payoff to the column player) is given by:
E[loss] =
∑
i∈[n]
xi
∑
j∈[n]
yjA(i, j) = x
>Ay.
We can now generalize the notion of equilibrium to mixed strategies.
Given a row strategy x, it is dominated by x˜ with respect to a column
strategy y if and only if
x>Ay > x˜>Ay.
We say that x is dominant with respect to y if and only if it is not dominated
by any other mixed strategy. A pair (x,y) is an equilibrium for game A if
and only if both x and y are dominant with respect to each other (can you
find the equilibrium for the example we started with?).
At this point, some natural questions arise: Is there always an equilib-
rium in a given zero-sum game? Is it unique? Can it be computed efficiently?
Are there natural repeated-game-playing strategies that reach it?
It turns out that the answer to all questions above is affirmative. Let
us rephrase these questions in a different way. Consider the optimal row
strategy, i.e., a mixed strategy x, such that E[loss] is minimized, no matter
what the column player does. The optimal strategy for the row player would
be:
x? ∈ arg min
x∈∆n
max
y∈∆m
x>Ay.
Notice that we use the notation x? ∈ rather than x? =, since in general the
set of strategies attaining the minimal loss over worst-case column strategies
can contain more than a single strategy. Similarly, the optimal strategy for
the column player would be:
y? ∈ arg max
y∈∆m
min
x∈∆n
x>Ay.
Playing these strategies, no matter what the column player does, the
row player would pay no more than
λR = min
x∈∆n
max
y∈∆m
x>Ay = max
y∈∆m
x?>Ay
and column player would earn at least
λC = max
y∈∆m
min
x∈∆n
x>Ay = min
x∈∆n
x>Ay?
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With these definitions we can state von Neumann’s famous minimax
theorem:
Theorem 8.3 (von Neumann minimax theorem). In any zero-sum game,
it holds that λR = λC .
This theorem answers all our above questions on the affirmative. The
value λ? = λC = λR is called the value of the game, and its existence and
uniqueness imply that any x? and y? in the appropriate optimality sets are
an equilibrium.
We proceed to give a constructive proof of von Neumann’s theorem which
also yields an efficient algorithm as well as natural repeated-game playing
strategies that converge to it.
8.2.1 Equivalence of von Neumann Theorem and LP duality
The von Neumann theorem is equivalent to the duality theorem of linear
programming in a very strong sense, and either implies the other via simple
reduction (thus it suffices to prove only von Neumann’s theorem to prove
the duality theorem).
The first part of this equivalence is shown by representing a zero-sum
game as a primal-dual linear program instance.
Observe that the definition of an optimal row strategy and value is equiv-
alent to the following LP:
min λ
s.t.
∑
xi = 1
∀i ∈ [m] . x>Aei ≤ λ
∀i ∈ [n] . xi ≥ 0
To see that the optimum of the above LP is attained at λR, note that
the constraint x>Aei ≤ λ ∀i ∈ [m] is equivalent to the constraint ∀y ∈
∆m . x
>Ay ≤ λ, since:
∀y ∈ ∆m . x>Ay =
m∑
j=1
x>Aej · yj ≤ λ
m∑
j=1
yj = λ
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The dual program to the above LP is given by
max µ
s.t.
∑
yi = 1
∀i ∈ [n] . e>i Ay ≥ µ
∀i ∈ [m] . yi ≥ 0
By similar arguments, the dual program precisely defines λC and y
?.
The duality theorem asserts that λR = λC = λ
?, which gives von Neumann’s
theorem.
The other direction, i.e., showing that von Neumann’s theorem implies
LP duality, is slightly more involved. Basically, one can convert any LP into
the format of a zero-sum game. Special care is needed to ensure that the
original LP is indeed feasible, as zero-sum games are always feasible. The
details are left as an exercise at the end of this chapter.
8.3 Proof of von Neumann Theorem
In this section we give a proof of von Neumann’s theorem using online convex
optimization algorithms.
The first part of the theorem, which is also known as weak duality in the
LP context, is rather straightforward:
Direction 1 (λR ≥ λC):
Proof.
λR = min
x∈∆n
max
y∈∆m
x>Ay
= max
y∈∆m
x?>Ay definition of x?
≥ max
y∈∆m
min
x∈∆n
x>Ay
= λC .
The second and main direction, known as strong duality in the LP con-
text, requires the technology of online convex optimization we have proved
thus far:
Direction 2 (λR ≤ λC):
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Proof. We consider a repeated game A (as defined by the n × m matrix
above), for t = 1, 2, ..., T . Iteratively, the row player provides a mixed
strategy xt ∈ ∆n, column player plays mixed strategy yt ∈ ∆m, and the
loss of the row player, which equals to the payoff of the column player, equals
x>t Ayt.
The row player generates the mixed strategies xt according to an OCO
algorithm—i.e., using the Exponentiated Gradient algorithm from Chapter
5. The convex decision set is taken to be the n dimensional simplex K =
∆n = {x ∈ Rn | x(i) ≥ 0,
∑
x(i) = 1}. The loss function at time t is given
by
ft(x) = x
>Ayt (ft is linear with respect to x)
Spelling out the EG strategy for this particular instance, we have
xt+1(i)← xt(i)e
−ηAiyt∑
j xt(i)e
−ηAjyt .
Then, by appropriate choice of η and Corollary 5.7, we have
∑
t
ft(xt) ≤ min
x?∈K
∑
t
ft(x
?) +
√
2T log n . (8.1)
The column player plays his best response to the row player’s strategy,
that is:
yt = arg max
y∈∆m
x>t Ay (8.2)
Denote the average mixed strategies by:
x¯ =
1
t
t∑
τ=1
xτ , y¯ =
1
t
t∑
τ=1
yτ .
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Then, we have
λR = min
x
max
y
x>Ay
≤ max
y
x¯>Ay special case
=
1
T
∑
t
xtAy
?
≤ 1
T
∑
t
xtAyt by (8.2)
≤ 1
T
min
x
∑
t
x>Ayt +
√
2 log n/T by (8.1)
= min
x
x>Ay¯ +
√
2 log n/T
≤ max
y
min
x
x>Ay +
√
2 log n/T special case
= λC +
√
2 log n/T
Thus λR ≤ λC +
√
2 log n/T . As T →∞, we obtain part 2 of the theorem.
Discussion. Notice that besides the basic definitions, the only tool used
in the proof is the existence of low-regret algorithms for OCO. The fact
that the regret bounds for EG, and more generally OCO algorithms, were
defined without restricting the cost functions, and that they can even be
adversarially chosen, is crucial for the proof. The functions ft are defined
according to yt, which is chosen based on xt. Thus, the cost functions we
constructed are adversarially chosen after the decision xt was made by the
row player.
8.4 Approximating Linear Programs
The technique in the preceding section not only proves the minimax theorem
(and thus linear programming duality), but also entails an efficient algorithm
for solving zero-sum games, and, by equivalence, linear programs.
Consider the following simple algorithm:
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Algorithm 25 Simple LP
1: Input: linear program in zero-sum game format, by matrix A ∈ Rn×m.
2: Let x1 = [1/n, 1/n, ..., 1/n]
3: for t = 1 to T do
4: Compute yt = maxy∈∆m x>t Ay
5: Update ∀i . xt+1(i)← xt(i)e
−ηAiyt∑
j xt(j)e
−ηAjyt
6: end for
7: return x¯ = 1T
∑T
t=1 xt
Almost immediately we obtain from the previous derivation the follow-
ing:
Lemma 8.4. The returned vector p¯ of Algorithm 25 is a
√
2 logn√
T
-approximate
solution to the zero-sum game / LP.
Proof. Following the exact same steps of the previous derivation, we have
max
y
x¯>Ay =
1
T
∑
t
xtAy
?
≤ 1
T
∑
t
xtAyt by (8.2)
≤ 1
T
min
x
∑
t
x>Ayt +
√
2 log n/T by (8.1)
= min
x
x>Ay¯ +
√
2 log n/T
≤ max
q
min
x
x>Ay +
√
2 log n/T special case
= λ? +
√
2 log n/T
Therefore, for each i ∈ [m]:
x¯>Aei ≤ λ? +
√
2 log n√
T
Thus, to obtain an ε-approximate solution, one would need 2 logn
ε2
itera-
tions, each involving a very simple update procedure.
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8.5 Exercises
1. In this question we prove a special case of Sion’s generalization to the
minimax theorem. Let f : X × Y 7→ R be a real valued function on
X × Y , where X,Y are bounded convex sets in Euclidean space Rd.
Let f be convex-concave, i.e.,
(a) For every y ∈ Y , the function f(·,y) : X 7→ R is convex.
(b) For every x ∈ X, the function f(x, ·) : Y 7→ R is concave.
Prove that
min
x∈X
max
y∈Y
f(x,y) = max
y∈Y
min
x∈X
f(x,y)
2. Read the paper of Adler [6], and explain in brief how to convert a
linear program to a zero-sum game.
3. Consider a repeated zero-sum game over a matrix A in which both
players change their mixed strategies according to a low-regret algo-
rithm over the linear cost/payoff functions of the game. Prove that
the average value of the game approaches that of an equilibrium of the
game given by A.
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8.6 Bibliographic Remarks
Game theory was founded in the late 1920’s-early ’30s, whose cornerstone
was laid in the classic text “Theory of Games and Economic Behavior” by
von Neumann and Morgenstern [81].
Linear programming is a fundamental mathematical optimization and
modeling tool, dating back to the 1940’s and the work of Kantorovich [64]
and Dantzig [34]. Duality for linear programming was conceived by von
Neumann, as described by Dantzig in an interview [8].
The beautiful connection between low-regret algorithms and solving zero-
sum games was discovered by Freund and Schapire [45]. More general con-
nections of convergence of low-regret algorithms to equilibria in games were
studied by Hart and Mas-Collel [51], and more recently in [41, 93].
Approximation algorithms that arise via simple Lagrangian relaxation
techniques were pioneered by Plotkin, Schmoys and Tardos [84]. See also
the survey [11] and more recent developments that give rise to sublinear
time algorithms [30, 59].
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Chapter 9
Learning Theory,
Generalization and OCO
In our treatment of OCO so far we have only implicitly discussed learning
theory. The framework of OCO was shown to capture applications such as
learning classifiers online, prediction with expert advice and online portfolio
selection. We have introduced the metric of regret and gave efficient algo-
rithms to minimize regret in various settings. We have also argued that
minimizing regret is a meaningful approach for a host of online prediction
problems.
In this section we draw a formal and strong connection between OCO
and the theory of learning. We begin by giving the basic definitions of
statistical learning theory, and proceed to describe how the applications
studied in this manuscript relate to this model. We then continue to show
how regret minimization in the OCO setting gives rise to computationally
efficient learning algorithms.
9.1 The setting of statistical learning theory
The theory of statistical learning models the problem of learning a concept
from examples. A concept is a mapping from domain X to labels Y, denoted
C : X 7→ Y. As an example, the problem of optical character recognition
has the domain X of all 8 × 8 bitmap images, the label set Y is the latin
alphabet, and the concept C maps a bitmap into the character depicted in
the image.
Statistical theory models the problem of learning a concept by allow-
ing access to labelled examples from the target distribution. The learning
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algorithm has access to pairs from an unknown distribution
(x, y) ∼ D , x ∈ X , y ∈ Y.
The goal is to be able to predict y as a function of x, i.e., to learn a
hypothesis, or a mapping from X to Y, denoted h : X 7→ Y, with small
error with respect to the distribution D. In the case that the label set is
binary Y = {0, 1}, or discrete such as in optical character recognition, the
generalization error of an hypothesis h with respect to distribution D is
given by
error(h) , E
(x,y)∼D
[h(x) 6= y].
More generally, the goal is to learn a hypothesis that minimizes the loss
according to a (usually convex) loss function ` : Y × Y 7→ R. In this case
the generalization error of a hypothesis is defined as:
error(h) , E
(x,y)∼D
[`(h(x), y)].
We henceforth consider learning algorithms A that observe a sample
from the distribution D , denoted S ∼ Dm for a sample of m examples,
S = {(x1, y1), ..., (xm, ym)}, and produce a hypothesis A(S) : X 7→ Y based
on this sample.
The goal of statistical learning can thus be summarised as follows:
Given access to i.i.d. samples from an arbitrary distribution
over X × Y corresponding to a certain concept, learn a hy-
pothesis h : X 7→ Y which has arbitrarily small generalization
error with respect to a given loss function.
9.1.1 Overfitting
In the problem of optical character recognition the task is to recognize a
character from a given image in bitmap format. To model it in the statistical
learning setting, the domain X is the set of all n×n bitmap images for some
integer n. The label set Y is the latin alphabet, and the concept C maps a
bitmap into the character depicted in the image.
Consider the naive algorithm which fits the perfect hypothesis for a given
sample, in this case set of bitmaps. Namely, A(S) is the hypothesis which
correctly maps any given bitmap input xi to its correct label yi, and maps
all unseen bitmaps to the character “1.”
Clearly, this hypothesis does a very poor job of generalizing from ex-
perience - all possible future images that have not been observed yet will
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be classified without regard to their properties, surely an erroneous classi-
fication most times. However - the training set, or observed examples, are
perfectly classified by this hypothesis!
This disturbing phenomenon is called “overfitting,” a central concern in
machine learning. Before continuing to add the necessary components in
learning theory to prevent overfitting, we turn our attention to a formal
statement of when overfitting can appear.
9.1.2 No free lunch?
The following theorem shows that learning, as stated in the goal of statistical
learning theory, is impossible without restricting the hypothesis class being
considered. For simplicity, we consider the zero-one loss in this section.
Theorem 9.1 (No Free Lunch Theorem). Consider any domain X of size
|X | = 2m > 4, and any algorithm A which outputs a hypothesis A(S) given
a sample S. Then there exists a concept C : X → {0, 1} and a distribution
D such that:
• The generalization error of the concept C is zero.
• With probability at least 110 , the error of the hypothesis generated by A
is at least error(A(S)) ≥ 110 .
The proof of this theorem is based on the probabilisitic method, a useful
technique for showing the existence of combinatorial objects by showing that
the probability they exist in some distributional setting is bounded away
from zero. In our setting, instead of explicitly constructing a concept C
with the required properties, we show it exists by a probabilistic argument.
Proof. We show that for any learner, there is some learning task (i.e. “hard”
concept) that it will not learn well. Formally, take D to be the uniform dis-
tribution over X . Our proof strategy will be to show the following inequality,
where we take a uniform distribution over all concepts X 7→ {0, 1}
Q
def
= E
C:X→{0,1}
[ E
S∼Dm
[error(A(S))]] ≥ 1
4
as an intermediate step, and then use Markov’s Inequality to conclude the
theorem.
We proceed by using the linearity property of expectations, which allows
us to swap the order of expectations, and then conditioning on the event
that x ∈ S.
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Q = E
S
[E
C
[ E
x∈X
[A(S)(x) 6= C(x)]]]
= E
S,x
[E
C
[A(S)(x) 6= C(x)|x ∈ S] Pr[x ∈ S]]
+ E
S,x
[E
C
[A(S)(x) 6= C(x)|x 6∈ S] Pr[x 6∈ S]].
All terms in the above expression, and in particular the first term, are
non-negative and at least 0. Also note that since the domain size is 2m and
the sample is of size |S| ≤ m, we have Pr(x 6∈ S) ≥ 12 . Finally, observe that
Pr[A(S)(x) 6= C(x)] = 12 for all x 6∈ S since we are given that the “true”
concept C is chosen uniformly at random over all possible concepts. Hence,
we get that:
Q ≥ 0 + 1
2
· 1
2
=
1
4
,
which is the intermediate step we wanted to show. The random variable
ES∼Dm [error(A(S))] attains values in the range [0, 1]. Since its expectation
is at least 14 , the event that it attains a value of at least
1
4 is non-empty.
Thus, there exists a concept such that
E
S∼Dm
[error(A(S))] ≥ 1
4
where, as assumed beforehand, D is the uniform distribution over X .
We now conclude with Markov’s Inequality: since the expectation above
over the error is at least one-fourth, the probability over examples such that
the error of A over a random sample is at least one-tenth is at least
Pr
S∼Dm
(
error(A(S)) ≥ 1
10
)
≥
1
4 − 110
1− 110
>
1
10
.
9.1.3 Examples of learning problems
The conclusion of the previous theorem is that the space of possible con-
cepts being considered in a learning problem needs to be restricted for any
meaningful guarantee. Thus, learning theory concerns itself with concept
classes, also called hypothesis classes, which are sets of possible hypotheses
from which one would like to learn. We denote the concept (hypothesis)
class by H = {h : X 7→ Y}.
Common examples of learning problems that can be formalized in this
model and the corresponding definitions include:
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• The problem of optical character recognition has the domain X of
all n × n bitmap images for some integer n, the label set Y is the
latin alphabet, and the concept C maps a bitmap into the character
depicted in the image. A common (finite) hypothesis class for this
problem is the set of all decision trees with bounded depth.
• Linear classification for text: the domain is a subset of Euclidean
space, i.e., X ⊆ Rd, where a document is represented in its bag-of-
words representation and d is the size of the dictionary. The label set
Y is binary, where one indicates a certain classification or topic, e.g.
“Economics,” and zero others. The hypothesis class is the set of all
bounded-norm vectors in Euclidean spaceH = {hw , w ∈ Rd , ‖w‖22 ≤
ω} such that hw(x) = w>x. The loss function is chosen to be the hinge
loss, i.e., `(yˆ, y) = max{0, 1− yˆy}.
The resulting formulation is known as soft-margin SVM, which we
have encountered in previous chapters.
9.1.4 Defining generalization and learnability
We are now ready to give the fundamental definition of statistical learning
theory, called Probably Approximately Correct (PAC) learning:
Definition 9.2 (PAC learnability). A hypothesis class H is PAC learnable
with respect to loss function ` : Y×Y 7→ R if the following holds. There exists
an algorithm A that accepts ST = {(xt, yt), t ∈ [T ]} and returns hypotheses
A(ST ) ∈ H that satisfies: for any ε, δ > 0 there exists a sufficiently large
natural number T = T (ε, δ), such that for any distribution D over pairs
(x, y) and T samples from this distribution, it holds that with probability at
least 1− δ
error(A(ST )) ≤ ε.
A few remarks regarding this definition:
• The set ST of samples from the underlying distribution is called the
training set. The error in the above definition is called the gener-
alization error, as it describes the overall error of the concept as
generalized from the observed training set. The behavior of the num-
ber of samples T as a function of the parameters ε, δ and the concept
class is called the sample complexity of H.
• The definition of PAC learning says nothing about computational effi-
ciency. Computational learning theory usually requires, in addition to
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the definition above, that the algorithm A is efficient, i.e., polynomial
running time with respect to ε, log 1δ and the representation of the hy-
pothesis class. The representation size for a discrete set of concepts is
taken to be the logarithm of the number of hypotheses in H, denoted
log |H|.
• If the hypothesis A(ST ) returned by the learning algorithm belongs
to the hypothesis class H, as in the definition above, we say that H
is properly learnable. More generally, A may return hypothesis
from a different hypothesis class, in which case we say that H is non-
properly learnable.
The fact that the learning algorithm can learn up to any desired accu-
racy ε > 0 is called the realizability assumption and greatly reduces the
generality of the definition. It amounts to requiring that a hypothesis with
near-zero error belongs to the hypothesis class. In many cases, concepts are
only approximately learnable by a given hypothesis class, or inherent noise
in the problem prohibits realizability (see exercises).
This issue is addressed in the definition of a more general learning con-
cept, called agnostic learning:
Definition 9.3 (agnostic PAC learnability). The hypothesis class H is ag-
nostically PAC learnable with respect to loss function ` : Y × Y 7→ R if the
following holds. There exists an algorithm A that accepts ST = {(xt, yt), t ∈
[T ]} and returns hypothesis A(ST ) that satisfies: for any ε, δ > 0 there exists
a sufficiently large natural number T = T (ε, δ) such that for any distribution
D over pairs (x, y) and T samples from this distribution, it holds that with
probability at least 1− δ
error(A(ST )) ≤ min
h∈H
{error(h)}+ ε.
With these definitions, we can state the fundamental theorem of statis-
tical learning theory for finite hypothesis classes:
Theorem 9.4 (PAC learnability of finite hypothesis classes). Every finite
concept class H is agnostically PAC learnable with sample complexity that
is poly(ε, δ, log |H|).
In the following sections we prove this theorem, and in fact a more
general statement that holds also for certain infinite hypothesis classes. The
complete characterization of which infinite hypothesis classes are learnable
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is a deep and fundamental question, whose complete answer was given by
Vapnik and Chervonenkis (see bibliography).
The question of which (finite or infinite) hypothesis classes are effi-
ciently PAC learnable, especially in the non-proper sense, is still at the
forefront of learning theory today.
9.2 Agnostic learning using OCO
In this section we show how to use online convex optimization for agnostic
PAC learning. Following the paradigm of this manuscript, we describe and
analyze a reduction from agnostic learning to OCO for convex loss functions.
The reduction is formally described in Algorithm 26.
Algorithm 26 Reduction: Learning ⇒ OCO
1: Input: OCO algorithm A, convex hypothesis class H ⊆ Rd, convex loss
function `, parameters ε, δ.
2: Let h1 ← A(∅).
3: for t = 1 to T do
4: Draw labeled example (xt, yt) ∼ D.
5: Let ft(h) = `(h(xt), yt).
6: Update
ht+1 = A(f1, ..., ft).
7: end for
8: Return h¯ = 1T
∑T
t=1 ht.
For this reduction we assumed that the concept (hypothesis) class is a
convex subset of Euclidean space. A similar reduction can be carried out for
discrete hypothesis classes (see exercises). In fact, the technique we explore
below will work for any hypothesis set H that admits a low regret algorithm,
and can be generalized to infinite hypothesis classes that are known to be
learnable.
Let h? = arg minh∈H{error(h)} be the hypothesis in class H that min-
imizes the error. Given that A guarantees sublinear regret, our simple re-
duction implies learning, as given in the following theorem.
Theorem 9.5. Let A be an OCO algorithm whose regret after T iterations is
guaranteed to be bounded by regretT (A). Then for any δ > 0, with probability
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at least 1− δ, it holds that
error(h¯) ≤ error(h?) + regretT (A)
T
+
√
8 log(2δ )
T
.
In particular, for T = O( 1
ε2
log 1δ + Tε(A)), where Tε(A) is the integer T
such that regretT (A)T ≤ ε, we have
error(h¯) ≤ error(h∗) + ε.
How general is the theorem above? In the previous chapters we have
described and analyzed OCO algorithms with regret guarantees that behave
asymptotically as O(
√
T ) or better. This translates to sample complexity of
O( 1
ε2
log 1δ ) (see exercises), which is known to be tight for certain scenarios.
To prove this theorem we need some tools from probability theory, and
in particular concentration inequalities which we survey next.
9.2.1 Reminder: measure concentration and martingales
Let us briefly discuss the notion of a martingale in probability theory.
For intuition, it is useful to recall the simple random walk. Let Xi be a
Rademacher random variable which takes values
Xi =

1, with probability 12
−1, with probability 12
A simple symmetric random walk is described by the sum of such random
variables, depicted in Figure 9.1. Let X =
∑T
i=1Xi be the position after
T steps of this random walk. The expectation and variance of this random
variable are E[X] = 0 , Var(X) = T .
The phenomenon of measure concentration addresses the probability of
a random variable to attain values within range of its standard deviation.
For the random variable X, this probability is much higher than one would
expect using only the first and second moments. Using only the variance, it
follows from Chebychev’s inequality that
Pr
[
|X| ≥ c
√
T
]
≤ 1
c2
.
However, the event that |X| is centred around O(√T ) is in fact much tighter,
and can be bounded by the Hoeffding-Chernoff lemma as follows
Pr[|X| ≥ c
√
T ] ≤ 2e−c
2
2 Hoeffding-Chernoff lemma.
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Figure 9.1: Symmetric random walk: 12 trials of 200 steps. The black dotted
lines are the functions ±√x and ±2√x respectively.
Thus, deviating by a constant from the standard deviation decreases
the probability exponentially, rather than polynomially. This well-studied
phenomenon generalizes to sums of weakly dependent random variables and
martingales, which are important for our application.
Definition 9.6. A sequence of random variables X1, X2, ... is called a mar-
tingale if it satisfies:
E[Xt+1|Xt, Xt−1...X1] = Xt ∀ t > 0.
A similar concentration phenomenon to the random walk sequence occurs
in martingales. This is captured in the following theorem by Azuma.
Theorem 9.7 (Azuma’s inequality). Let
{
Xi
}T
i=1
be a martingale of T
random variables that satisfy |Xi −Xi+1| ≤ 1. Then:
Pr [|XT −X0| > c] ≤ 2e
−c2
2T .
By symmetry, Azuma’s inequality implies,
Pr [XT −X0 > c] = Pr [X0 −XT > c] ≤ e
−c2
2T . (9.1)
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9.2.2 Analysis of the reduction
We are ready to prove the performance guarantee for the reduction in Algo-
rithm 26. Assume for simplicity that the loss function ` is bounded in the
interval [0, 1], i.e.,
∀yˆ, y ∈ Y , `(yˆ, y) ∈ [0, 1].
Proof of Theorem 9.5. We start by defining a sequence of random variables
that form a martingale. Let
Zt , error(ht)− `(ht(xt), yt), Xt ,
t∑
i=1
Zi.
Let us verify that {Xt} is indeed a bounded martingale. Notice that by
definition of error(h), we have that
E
(x,y)∼D
[Zt|Xt−1] = error(ht)− E
(x,y)∼D
[`(ht(x), y)] = 0
Thus, by the definition of Zt,
E[Xt+1|Xt, ...X1] = E[Zt+1|Xt] +Xt = Xt.
In addition, by our assumption that the loss is bounded, we have that (see
exercises)
|Xt −Xt−1| = |Zt| ≤ 1. (9.2)
Therefore we can apply Azuma’s theorem to the martingale {Xt}, or rather
its consequence (9.1), and get
Pr[XT > c] ≤ e
−c2
2T .
Plugging in the definition of XT , dividing by T and using c =
√
2T log(2δ ):
Pr
 1
T
T∑
t=1
error(ht)− 1
T
T∑
t=1
`(ht(xt), yt) >
√
2 log(2δ )
T
 ≤ δ
2
. (9.3)
A similar martingale can be defined for h? rather than ht, and repeating
the analogous definitions and applying Azuma’s inequality we get:
Pr
 1
T
T∑
t=1
error(h?)− 1
T
T∑
t=1
l(h?(xt), yt) < −
√
2 log(2δ )
T
 ≤ δ
2
. (9.4)
9.2. AGNOSTIC LEARNING USING OCO 153
For notational convenience, let us use the following notation:
Γ1 =
1
T
T∑
t=1
error(ht)− 1
T
T∑
t=1
`(ht(xt), yt),
Γ2 =
1
T
T∑
t=1
error(h?)− 1
T
T∑
t=1
l(h?(xt), yt).
Next, observe that
1
T
T∑
t=1
error(ht)− error(h?)
= Γ1 − Γ2 + 1
T
T∑
t=1
`(ht(xt), yt)− 1
T
T∑
t=1
`(h?(xt), yt)
≤ regretT (A)
T
+ Γ1 − Γ2,
where in the last inequality we have used the definition ft(h) = `(h(xt), yt).
From the above and Inequalities (9.3), (9.4) we get
Pr
 1
T
T∑
t=1
error(ht)− error(h?) > regretT (A)
T
+ 2
√
2 log(2δ )
T

≤ Pr
Γ1 − Γ2 > 2
√
2 log(1δ )
T

≤ Pr
Γ1 >
√
2 log(1δ )
T
+ Pr
Γ2 ≤ −
√
2 log(1δ )
T

≤ δ. Inequalities (9.3), (9.4)
By convexity we have that error(h¯) ≤ 1T
∑T
t=1 error(ht). Thus, with proba-
bility at least 1− δ,
error(h¯) ≤ 1
T
T∑
t=1
error(ht) ≤ error(h?) + regretT (A)
T
+
√
8 log(2δ )
T
.
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9.3 Exercises
1. Strengthen the no free lunch Theorem 9.1 to show the following: For
any ε > 0, there exists a finite domain X , such that for any learning
algorithm A which given a sample S produces hypothesis A(S), there
exists a distribution D and a concept C : X 7→ {0, 1} such that
• error(C) = 0
• ES∼Dm [error(A(S))] ≥ 12 − ε
2. Let A be an agnostic learning algorithm for the finite hypothesis class
H : X 7→ Y and the zero-one loss. Consider any concept C : X 7→
Y which is realized by H, and the concept Cˆ which is obtained by
replacing the label associated with each domain entry x ∈ X randomly
with probability ε0 > 0 every time x is sampled independently. That
is:
Cˆ(x) =

1, with probability ε02
0, with probability ε02
C(x), otherwise
Prove that A can ε-approximate the concept Cˆ: that is, show that A
can be used to produce a hypothesis hA that has error
error
D
(hA) ≤ 1
2
ε0 + ε
with probability at least 1 − δ for every ε, δ with sample complexity
polynomial in 1ε , log
1
δ , log |H|.
3. Prove inequality 9.2.
4. (Sample complexity of SVM)
Consider the class of hypothesis given by hyperplanes in Euclidean
space with bounded norm
H = {x ∈ Rd , ‖x‖2 ≤ λ}
Give an algorithm to PAC-learn this class with respect to the hinge
loss function using reduction 26. Analyze the resulting computational
and sample complexity.
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5. Show how to use a modification of reduction 26 to learn a finite (non-
convex) hypothesis class.
HINT: instead of returning h¯, consider returning a hypothesis at ran-
dom.
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9.4 Bibliographic Remarks
The foundations of statistical and computational learning theory were put
forth in the seminal works of Vapnik [106] and Valiant [105] respectively.
There are numerous fantastic texts on statistical and computational learning
theory, see e.g., [65].
Reductions from the online to the statistical (a.k.a. “batch”) setting
were initiated by Littlestone [72]. Tighter and more general bounds were
explored in [27, 28, 109].
The probabilistic method is attributed to Paul Erdos, see the illuminat-
ing text of Alon and Spencer [10].
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Errata from first version
• found by Zhize Li, section 8.4: Algorithm 25 needs to be initialized
by a point of full support, for the relative entropy (and hence regret
bound) to be finite. Changed to start with uniform distribution.
• found by Zhize Li, section 7.3.1: The norm of ‖x‖ should be √k
rather than k.
• found by Naman Agarwal, lemma 6.2: Replace ˆ`t(it) with ˆ`t(xt).
• found by Nikhil Bansal, Section 6.5: In proof of Theorem 6.9,
Theorem 5.1 cannot be used directly, since the ‖‖t norm is not shown
to be the ‖‖xt norm. Correction is to use Lemma 5.2 instead, and
derive the RFTL bound, using Lemma 6.8 to get the local norm.
• found by Raunak Kumar, Section 5.6: AdaGrad incorporated
an additional δI inconsistently in Gt. We have eliminated the δI
altogether, using pseudo-inverse for the analysis, and tightened the
regret bound.
• found by Mitsuru Toyoda, Section 4.3: the conditions n ≥ 1, T ≥
4 changed to n > 1, T ≥ 8.
• found by Lin Chen, Section 7.5: the η parameter in Theorem 7.2
needs to be D
2GT 3/4
, changed from G
DT 3/4
.
• found by Jonathan Wolfram Siegel, Section 2.1: Pythagorean
theorem is true for inner-product norms, and not all norms.
• found by Sheng Zhang, Section 6.1: Lemma 6.1 mis-explained
(also tightened the bound).
• found by Xinyi Chen, Section 7.3: Fixed learning rate to be
bounded by one.
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