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Abstract
A jump system is defined as a set of integer points (vectors) with a certain exchange
property, generalizing the concepts of matroids, delta-matroids, and base polyhedra of
integral polymatroids (or submodular systems). A discrete convexity concept is defined
for functions on constant-parity jump systems and it has been used in graph theory and al-
gebra. In this paper we call it “jump M-convexity” and extend it to “jump M♮-convexity”
for functions defined on a larger class of jump systems. By definition, every jump M-
convex function is a jump M♮-convex function, and we show the equivalence of these
concepts by establishing an (injective) embedding of jump M♮-convex functions in n
variables into the set of jump M-convex functions in n + 1 variables. Using this equiv-
alence we show further that jump M♮-convex functions admit a number of natural oper-
ations such as aggregation, projection (partial minimization), convolution, composition,
and transformation by a network.
Keywords: Discrete convex analysis, Jump system, M-convex function.
1 Introduction
A jump system [5] (see also [12, 17]) is defined as a set of integer points (vectors) with a
certain exchange property, generalizing the concepts of matroids, delta-matroids [4, 7, 8],
and base polyhedra of integral polymatroids (or submodular systems) [10]. A concept of
discrete convex functions was introduced in [19] for functions defined on constant-parity
jump systems, which we call “jump M-convex functions” in this paper. This is a common
generalization of valuated delta-matroids [9] and M-convex functions [18], where a valuated
delta-matroid is defined on an even delta-matroid and an M-convex function on (the integer
points of) an integral base polyhedron. We can say that a valuated delta-matroid is precisely
the negative of a jump M-convex function whose domain of definition is a constant-parity
jump system consisting of 01-vectors, and an M-convex function is precisely a jump M-
convex function whose domain of definition is a constant-sum jump system.
In this paper we extend the concept of M-convexity to functions defined on a larger class
of jump systems that satisfy a simultaneous exchange property. This extension corresponds,
roughly, to the extension of M-convex functions on base polyhedra to M♮-convex functions
on (generalized) polymatroids, and accordingly, we refer to the extended concept as “jump
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M♮-convexity.” By the definition, described in Section 2, every jump M-convex function is
a jump M♮-convex function. The main result of this paper (Theorem 3.2) is concerned with
the equivalence of these concepts, establishing an (injective) embedding of jump M♮-convex
functions in n variables into the set of jump M-convex functions in n + 1 variables.
Jump M-convex functions have found applications in graph theory [2, 3, 15, 16, 22] and
algebra [6]. Apollonio and Sebo˝ [1] (see also [2]) considered minimization of the square-sum
on the degree sequences of a graph, which was the motivation of formulating the concept of
jump M-convex functions in [19]. A separable convex function on the degree sequences
of a graph is a typical example of jump M-convex functions. In a study of matching forests,
Takazawa [22] made use of an extension of valuated delta-matroids, defined on delta-matroids
that are not necessarily even but are equipped with a certain simultaneous exchange property.
This motivated the present work. A valuated delta-matroid in this extended sense is precisely
the negative of a jump M♮-convex function whose domain of definition is contained in the
unit cube (consisting of 01-vectors).
Our main result, connecting jumpM♮-convexity to jumpM-convexity, enables us to trans-
late all results known for jump M-convex functions [13, 14, 19, 20, 21] to those for jump
M♮-convex functions. In this paper we are interested in fundamental operations such as ag-
gregation, projection (partial minimization), convolution, composition, and transformation
by a network. We investigate these operations for jump M♮-convex functions on the basis
of the results of [14] for jump M-convex functions, to conclude that jump M♮-convex func-
tions admit these natural operations. In particular, jump M♮-convexity is preserved under the
convolution operation (Theorem 4.7) and the transformation by a network (Theorem 4.12).
This paper is organized as follows. Section 2 gives the definitions, with the introduction
of the concept of jump M♮-convex functions. Section 3 reveals precise relation between jump
M♮-convexity and jump M-convexity. Section 4 deals with operations for jump M♮-convex
functions.
2 Definitions
Let n be a positive integer and N = {1, 2, . . . , n}. We consider functions defined on integer
lattice points, f : Zn → R ∪ {+∞}, where the function may possibly take +∞. The effective
domain of f means the set of x with f (x) < +∞ and is denoted by dom f = {x ∈ Zn | f (x) <
+∞}. We always assume that dom f is nonempty.
For i ∈ N, the ith unit vector is denoted by 1i. Let x and y be integer vectors. The
vectors of componentwise maximum and minimum of x and y are denoted by x∨ y and x∧ y,
respectively, The smallest integer box (interval, rectangle) containing x and y is given by
[x ∧ y, x ∨ y]Z. A vector s ∈ Z
n is called an (x, y)-increment if s = 1i or s = −1i for some
i ∈ N and x + s ∈ [x ∧ y, x ∨ y]Z. An (x, y)-increment pair will mean a pair of vectors (s, t)
such that s is an (x, y)-increment and t is an (x + s, y)-increment.
A nonempty set S ⊆ Zn is said to be a jump system [5] if satisfies an exchange axiom,
called the 2-step axiom:
(2-step axiom) For any x, y ∈ S and any (x, y)-increment s with x + s < S , there exists an
(x + s, y)-increment t such that x + s + t ∈ S .
Note that we have the possibility of s = t in the 2-step axiom.
A set S ⊆ Zn is called a constant-sum system if x(N) = y(N) for any x, y ∈ S . A constant-
sum jump system is nothing but an M-convex set, since an M-convex set is a constant-sum
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system and, for a constant-sum system, the 2-step axiom reduces to the exchange axiom
(B-EXC) for an M-convex set.
A set S ⊆ Zn is called a constant-parity system if x(N) − y(N) is even for any x, y ∈ S .
For a constant-parity system S , the 2-step axiom is simplified to:
(J-EXC+) For any x, y ∈ S and for any (x, y)-increment s, there exists an (x+ s, y)-increment
t such that x + s + t ∈ S .
It is known ([19, Lemma 2.1]) that this exchange property (J-EXC+) is equivalent to the
following (seemingly stronger) exchange property:
(J-EXC) For any x, y ∈ S and any (x, y)-increment s, there exists an (x + s, y)-increment t
such that x + s + t ∈ S and y − s − t ∈ S .
That is, (J-EXC) characterizes a constant-parity jump system (or c.p. jump system for short).
Example 2.1. Let S = {0, 2}, which is a subset of Z (with n = 1). This is a constant-
parity jump system. Indeed, for (x, y, s) = (0, 2, 1) we can take t = 1 in (J-EXC), and for
(x, y, s) = (2, 0,−1) we can take t = −1 in (J-EXC). In contrast, this set is not an M♮-convex
set, since we cannot take t = s in the exchange property (B♮-EXC) for M♮-convex sets.
A function f : Zn → R ∪ {+∞} is called1 jump M-convex if it satisfies the following
exchange axiom:
(JM-EXC) For any x, y ∈ dom f and any (x, y)-increment s, there exists an (x + s, y)-
increment t such that x + s + t ∈ dom f , y − s − t ∈ dom f , and
f (x) + f (y) ≥ f (x + s + t) + f (y − s − t). (2.1)
The effective domain of a jump M-convex function is a constant-parity jump system.
Just as we consider M♮-convex functions in addition to M-convex functions, we can in-
troduce the concept of jump M♮-convex functions by the following exchange axiom:
(JM♮-EXC) For any x, y ∈ dom f and any (x, y)-increment s, we have
(i) x + s ∈ dom f , y − s ∈ dom f , and
f (x) + f (y) ≥ f (x + s) + f (y − s), (2.2)
or (ii) there exists an (x+ s, y)-increment t such that x+ s+ t ∈ dom f , y− s− t ∈ dom f ,
and (2.1) holds.
This condition (JM♮-EXC) is weaker than (JM-EXC), and hence every jump M-convex func-
tion is a jump M♮-convex function.
As a consequence of (JM♮-EXC), the effective domain of a jump M♮-convex function is a
jump system that satisfies
(J♮-EXC) For any x, y ∈ S and any (x, y)-increment s, we have (i) x + s ∈ S and y − s ∈ S ,
or (ii) there exists an (x + s, y)-increment t such that x + s + t ∈ S and y − s − t ∈ S .
1This concept (called “jumpM-convex function” here) was introduced in [19] under the name of “M-convex
function on a jump system.”
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A jump system that satisfies (J♮-EXC) will be called a simultaneous exchange jump system (or
s.e. jump system for short). Every constant-parity jump system is a simultaneous exchange
jump system, since the condition (J-EXC) implies (J♮-EXC).
When a set S is a subset of {0, 1}N, S is a c.p. jump system if and only if it is an even
delta-matroid, and S is an s.e. jump system if and only if it is a simultaneous delta-matroid
considered in [22], where a subset of N is identified with its characteristic vector. Further-
more, when the effective domain of a function f is contained in the unit cube {0, 1}N, f is
jump M-convex if and only if − f is a valuated delta-matroid of [9], and f is jump M♮-convex
if and only if − f is a valuation on a simultaneous delta-matroid in the sense of [22].
Not every jump system is a simultaneous exchange jump system, as the following exam-
ples show.
Example 2.2. Let S = {0, 2, 3}, which is a subset of Z (with n = 1). This set satisfies the 2-
step axiom, and hence a jump system. However, it does not satisfy the simultaneous exchange
property (J♮-EXC). Indeed, (J♮-EXC) fails for x = 0, y = 3, and s = 1.
Example 2.3 ([22]). Let S = {(0, 0, 0), (1, 1, 0), (1, 0, 1), (0, 1, 1), (1, 1, 1)}. This set satisfies
the 2-step axiom, and hence a jump system. However, it does not satisfy the simultaneous
exchange property (J♮-EXC). Indeed, (J♮-EXC) fails for x = (0, 0, 0), y = (1, 1, 1), and s =
(1, 0, 0). It is worth noting that S consists of the characteristic vectors of the rows (and
columns) of nonsingular principal minors of the symmetric matrix
A =

0 1 1
1 0 1
1 1 0

and hence it is a delta-matroid.
The following example demonstrates the difference of (M♮-EXC) and (JM♮-EXC) for
functions.
Example 2.4. Let S = {(0, 0), (1, 0), (0, 1), (1, 1)} and define f : Z2 → R∪ {+∞} by f (0, 0) =
f (1, 1) = a and f (1, 0) = f (0, 1) = b with dom f = S . (M♮-EXC) is satisfied if and only if
a ≥ b, whereas (JM♮-EXC) is true for any (a, b).
The inclusion relations for sets and functions may be summarized as follows:
{M-convex sets} $
{
{M♮-convex sets}
{c.p. jump systems}
}
$ {s.e. jump systems} $ {jump systems},
{M-convex fns} $
{
{M♮-convex fns}
{jump M-convex fns}
}
$ {jump M♮-convex fns}.
It is noted that no convexity class is introduced for functions defined on general jump systems.
3 Relation between jump M- and M♮-convex functions
3.1 Theorems
By the definitions jump M-convex functions are a special case of jump M♮-convex functions.
In this section we show that they are in fact equivalent to each other in the sense that jump
M♮-convex function in n variables can be identified with jump M-convex functions in n + 1
variables.
For any integer vector x ∈ Zn we introduce a notation π(x) to indicate the parity of its
component sum x(N). That is, we define π(x) = 0 if x(N) is even, and π(x) = 1 if x(N) is odd.
For any set S ⊆ Zn we associate a set S˜ ⊆ Zn+1 defined by
S˜ = {(x0, x) ∈ Z × Z
n | x0 = π(x), x ∈ S }, (3.1)
which is a constant-parity system. It is pointed out by J. Geelen [11] that (J♮-EXC) for S is
equivalent to (J-EXC) for S˜ .
Theorem 3.1 ([11]). S satisfies (J♮-EXC) if and only if S˜ satisfies (J-EXC). That is, S is a
simultaneous exchange jump system if and only if S˜ is a constant-parity jump system.
Proof. The proof is given in Section 3.2. 
For any function f : Zn → R ∪ {+∞}, we associate a function f˜ : Zn+1 → R ∪ {+∞}
defined by
f˜ (x0, x) =
{
f (x) (x0 = π(x)),
+∞ (otherwise),
(3.2)
where x0 ∈ Z and x ∈ Z
n. Note that dom f˜ is a constant-parity system, and it coincides with
S˜ associated with S = dom f as in (3.1).
The following theorem is a main result of this paper, showing that f is jump M♮-convex
if and only if f˜ is jump M-convex.
Theorem 3.2. f satisfies (JM♮-EXC) if and only if f˜ satisfies (JM-EXC). That is, f is jump
M♮-convex if and only if f˜ is jump M-convex.
Proof. The proof is given in Section 3.3. 
This theorem enables us to translate all results known for jump M-convex functions [13,
14, 19, 20, 21] to those for jump M♮-convex functions. In Section 4 we will investigate
fundamental operations for jump M♮-convex functions on the basis of the results of [14] for
jump M-convex functions.
3.2 Proof of of Theorem 3.1
The proof of Theorem 3.1 is provided here. Recall from (3.1) that
S˜ = {(x0, x) ∈ Z × Z
n | x0 = π(x), x ∈ S }, (3.3)
where π(x) = 0 if x(N) is even, and π(x) = 1 if x(N) is odd. The set S˜ determines S uniquely.
The “if” part is stated in Lemma 3.3 below, whereas the “only if” part follows from
Lemma 3.4 together with the equivalence of (J-EXC) and (J-EXC+) given in [19, Lemma 2.1].
Lemma 3.3. If S˜ satisfies (J-EXC), then S satisfies (J♮-EXC).
Proof. Let x, y ∈ S and s be an (x, y)-increment. Let x˜ := (π(x), x), y˜ := (π(y), y), and
s˜ := (0, s), where s˜ is an (x˜, y˜)-increment. By (J-EXC) for S˜ there exists an (x˜ + s˜, y˜)-
increment t˜ = (t0, t) such that x˜ + s˜ + t˜ ∈ S˜ and y˜ − s˜ − t˜ ∈ S˜ . If t = 0, then x + s ∈ S and
y − s ∈ S . If t , 0, then t is an (x + s, y)-increment, and x + s + t ∈ S and y − s − t ∈ S . Thus
S satisfies (J♮-EXC). 
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Lemma 3.4. If S satisfies (J♮-EXC), then S˜ satisfies (J-EXC+).
Proof. (This proof is due to J. Geelen [11].)
Claim A: For x, y ∈ S with π(x) , π(y), there exists an (x, y)-increment s such that x + s ∈ S .
This claim can be proved by induction on ‖x − y‖1. Let s be an (x, y)-increment. If
x + s ∈ S , we are done. Otherwise, by (J♮-EXC), there exists an (x + s, y)-increment t with
y− s− t ∈ S . Since π(x) , π(y− s− t) and ‖x−(y− s− t)‖1 < ‖x−y‖1, there exists, by induction,
an (x, y − s − t)-increment s′ such that x + s′ ∈ S , where s′ is obviously an (x, y)-increment.
Thus the claim is established.
Let x˜, y˜ ∈ S˜ and s˜ = (s0, s) be an (x˜, y˜)-increment. We have x˜ = (π(x), x) and y˜ = (π(y), y)
with x, y ∈ S . If s = 0, then π(x) , π(y) and the claim shows the existence of an (x, y)-
increment t with x + t ∈ S . Let z := x + t, z˜ := (π(z), z) and t˜ := (0, t). Then t˜ is an
(x˜ + s˜, y˜)-increment and z˜ = x˜ + s˜ + t˜. Moreover we have z˜ ∈ S˜ , since z = x + t ∈ S . In what
follows we assume s , 0 and hence s0 = 0.
Suppose that x + s ∈ S . If π(x) , π(y), we can take an (x˜ + s˜, y˜)-increment t˜ = (t0, 0) with
t0 , 0, for which x˜+ s˜+ t˜ = (π(x)+ t0, x+ s) = (π(x+ s), x+ s) ∈ S˜ . Otherwise (π(x) = π(y)),
we apply Claim A to (x + s, y) to obtain an (x + s, y)-increment t with x + s + t ∈ S . Then
t˜ := (0, t) is an (x˜+ s˜, y˜)-increment and x˜+ s˜+ t˜ = (π(x), x+ s+ t) = (π(x+ s+ t), x+ s+ t) ∈ S˜ .
Finally suppose that x + s < S . It follows from (J♮-EXC) that there exists an (x + s, y)-
increment t with x+ s + t ∈ S . Then t˜ = (0, t) is an (x˜ + s˜, y˜)-increment and x˜+ s˜ + t˜ ∈ S˜ . 
3.3 Proof of Theorem 3.2
The proof of Theorem 3.2 is provided here. Recall from (3.2) that
f˜ (x0, x) =
{
f (x) (x0 = π(x)),
+∞ (otherwise).
(3.4)
Let S = dom f and S˜ = dom f˜ .
The “if” part is established in Lemma 3.5 below.
Lemma 3.5. If f˜ satisfies (JM-EXC), then f satisfies (JM♮-EXC).
Proof. Let x, y ∈ S and s be an (x, y)-increment. Let x˜ := (π(x), x), y˜ := (π(y), y), and
s˜ := (0, s), where s˜ is an (x˜, y˜)-increment. By (JM-EXC) for f˜ there exists an (x˜ + s˜, y˜)-
increment t˜ = (t0, t) such that x˜ + s˜ + t˜ ∈ S˜ , y˜ − s˜ − t˜ ∈ S˜ , and
f˜ (x˜) + f˜ (y˜) ≥ f˜ (x˜ + s˜ + t˜ ) + f˜ (y˜ − s˜ − t˜ ).
If t = 0, then x + s ∈ S , y − s ∈ S , and (2.2) holds, which is the case (i) in (JM♮-EXC). If
t , 0, then t is an (x + s, y)-increment, x + s + t ∈ S , y − s − t ∈ S , and (2.1) holds, which is
the case (ii) in (JM♮-EXC). Thus f satisfies (JM♮-EXC). 
To prove the “only if” part of Theorem 3.2, suppose that f satisfies (JM♮-EXC). Then
S = dom f satisfies (J♮-EXC), and hence S˜ is a constant-parity jump system by Theorem 3.1.
The “only if” part is established by Lemma 3.7 below on the basis of the following local
characterization of jump M-convexity.
Lemma 3.6 ([19, Theorem 2.3]). A function f : Zn → R ∪ {+∞} is jump M-convex if and
only if dom f is a constant-parity jump system and f satisfies the local exchange property:
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(JM-EXCloc) For any x, y ∈ dom f with ‖x − y‖1 = 4 there exists an (x, y)-increment pair
(s, t) such that x + s + t ∈ dom f , y − s − t ∈ dom f , and (2.1) holds.
Lemma 3.7. If f satisfies (JM♮-EXC), then f˜ satisfies (JM-EXCloc).
Proof. Take x˜ = (π(x), x) and y˜ = (π(y), y) ∈ S˜ with ‖x˜ − y˜‖1 = 4. We are to find an
(x˜, y˜)-increment pair (s˜, t˜ ) such that
f˜ (x˜) + f˜ (y˜) ≥ f˜ (x˜ + s˜ + t˜ ) + f˜ (y˜ − s˜ − t˜ ). (3.5)
Note that f˜ (x˜) + f˜ (y˜) is equal to f (x) + f (y).
If π(x) , π(y), we have ‖x − y‖1 = 3. As can be verified by inspection, there exists,
by (JM♮-EXC), an (x, y)-increment s such that f (x) + f (y) ≥ f (x + s) + f (y − s). Then
(s˜, t˜ ) = ((0, s), (t0, 0)) with t0 ∈ {+1,−1} is a desired increment pair, since f (x+s) = f˜ (x˜+ s˜+t˜ )
and f (y − s) = f˜ (y˜ − s˜ − t˜ ).
If π(x) = π(y), we have ‖x − y‖1 = 4 and y = x + s1 + s2 + s3 + s4 with si ∈ Z
n and
‖si‖1 = 1 for i = 1, 2, 3, 4, where the vectors s1, s2, s3, s4 are not necessarily distinct. Using a
short-hand notation fα1α2α3α4 for f (x +
∑4
i=1 αisi), where αi ∈ {0, 1}, we want to show
f0000 + f1111 ≥ min( f1100 + f0011, f1010 + f0101, f1001 + f0110). (3.6)
This implies that (s˜, t˜ ) = ((0, si), (0, s j)) is a desired increment pair for some distinct i, j.
To prove (3.6) by contradiction, assume that
f0000 + f1111 < min( f1100 + f0011, f1010 + f0101, f1001 + f0110). (3.7)
It is convenient here to imagine an undirected graph G with vertex set V = {1, 2, 3, 4} and
edge set E = {(i, j) | x+ si + s j ∈ dom f }. To edge (i, j) we assign weight wi j = f (x+ si + s j).
Then the right-hand side of (3.7) is equal to the minimum weight of a perfect matching (of
size two). If no perfect matching exists in G, the right-hand side of (3.7) is equal to +∞ (by
convention).
Suppose first that G admits a perfect matching. By duality there exist real numbers (“po-
tentials”) p1, p2, p3, p4 associated with the vertices such that
f (x + si + s j) ≥ pi + p j (i , j) (3.8)
and
p1 + p2 + p3 + p4 = min( f1100 + f0011, f1010 + f0101, f1001 + f0110).
(Here we do not need “blossoms” since |V | = 4.) Then it follows from (3.7) that
f0000 + f1111 < p1 + p2 + p3 + p4. (3.9)
Even when G has no perfect matching, it is easy to verify that we can take p1, p2, p3, p4
satisfying (3.8) and (3.9).
We introduce notation
gα1α2α3α4 = fα1α2α3α4 −
4∑
i=1
αipi,
where αi ∈ {0, 1} (i = 1, 2, 3, 4). For example.
g0000 = f0000, g1111 = f1111 − p1 − p2 − p3 − p4, (3.10)
g1000 = f1000 − p1, g1100 = f1100 − p1 − p2, g0111 = f0111 − p2 − p3 − p4. (3.11)
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With this notation we can rewrite (3.8) as
g1100 ≥ 0, g1010 ≥ 0, g1001 ≥ 0, g0110 ≥ 0, g0101 ≥ 0, g0011 ≥ 0. (3.12)
In addition, we assume without loss of generality that
min(g1000, g0100, g0010, g0001) = g1000. (3.13)
By the exchange property (JM♮-EXC) we have
f0000 + f1110 ≥ min( f1000 + f0110, f0100 + f1010, f0010 + f1100).
By subtracting p2 + p3 + p4 from both sides and using (3.12) and (3.13), we obtain
g0000 + g1110 ≥ min(g1000 + g0110, g0100 + g1010, g0010 + g1100)
≥ min(g1000, g0100, g0010) = g1000,
from which
g1110 ≥ g1000 − g0000.
Similarly, we obtain g1011 ≥ g1000 − g0000 and g1101 ≥ g1000 − g0000, and therefore
min(g1011, g1101, g1110) ≥ g1000 − g0000. (3.14)
Again by (JM♮-EXC) we have
f1111 + f1000 ≥ min( f1100 + f1011, f1010 + f1101, f1001 + f1110).
By subtracting 2p1 + p2 + p3 + p4 from both sides and using (3.12) and (3.14) we obtain
g1111 + g1000 ≥ min(g1100 + g1011, g1010 + g1101, g1001 + g1110)
≥ min(g1011, g1101, g1110)
≥ g1000 − g0000,
from which
g0000 + g1111 ≥ 0.
By (3.10) this is equivalent to
f0000 + f1111 ≥ p1 + p2 + p3 + p4,
which is a contradiction to (3.9). 
4 Operations for jump M♮-convex functions
In this section we consider fundamental operations such as addition, projection, aggregation,
and convolution for jump M♮-convex functions. Our result (Theorem 3.2), connecting jump
M♮-convexity to jump M-convexity, enables us to translate the results of [14] for jump M-
convex functions to those for jump M♮-convex functions. The main objective is to show
that jump M♮-convexity is preserved under the convolution operation (Theorem 4.7) and the
transformation by a network (Theorem 4.12).
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4.1 Basic operations
We start with basic operations for a jump M♮-convex function.
Proposition 4.1. Let f : Zn → R ∪ {+∞} be a jump M♮-convex function.
(1) For an integer vector b, g(x) = f (x − b) is jump M♮-convex.
(2) For any τi ∈ {+1,−1} (1 ≤ i ≤ n), g(x1, x2, . . . , xn) = f (τ1x1, τ2x2, . . . , τnxn) is jump
M♮-convex. In particular, g(x) = f (−x) is jump M♮-convex.
(3) For any permutation σ of (1, 2, . . . , n), g(x1, x2, . . . , xn) = f (xσ(1), xσ(2), . . . , xσ(n)) is jump
M♮-convex.
Proof. (1)–(3) We can verify easily that g satisfies the exchange property (JM♮-EXC). 
A function ϕ : Zn → R ∪ {+∞} in x = (x1, x2, . . . , xn) ∈ Z
n is called separable convex if it
can be represented as
ϕ(x) = ϕ1(x1) + ϕ2(x2) + · · · + ϕn(xn) (4.1)
with univariate functions ϕi : Z→ R ∪ {+∞} satisfying
ϕi(t − 1) + ϕi(t + 1) ≥ 2ϕi(t) (t ∈ Z). (4.2)
Proposition 4.2. Let f : Zn → R ∪ {+∞} be a jump M♮-convex function.
(1) For any a ≥ 0, g(x) = a f (x) is jump M♮-convex.
(2) For any c ∈ Rn, g(x) = f (x) +
∑n
i=1 cixi is jump M
♮-convex.
(3) For any separable convex function ϕ, g(x) = f (x) + ϕ(x) is jump M♮-convex.
Proof. (1)–(3) We can verify easily that g satisfies the exchange property (JM♮-EXC). The
proof of (3) is similar to the proof of Theorem 5 in [14]. 
It is noted that the scaling operation of the variables does not preserve jumpM♮-convexity.
That is, for a positive integer α, the function g(x) = f (αx) in x ∈ Zn is not necessarily jump
M♮-convex. In connection to (3) above, it is noteworthy that the sum f1 + f2 of two jump
M♮-convex functions f1 and f2 is not necessarily jump M
♮-convex.
Let U be a subset of N = {1, 2, . . . , n}, and f : ZN → R ∪ {+∞}. The projection of f to U
is a function f U : ZU → R ∪ {+∞,−∞} defined by
f U(y) = inf{ f (y, z) | z ∈ ZN\U} (y ∈ ZU), (4.3)
where the notation (y, z) means the vector whose ith component is equal to yi for i ∈ U
and to zi for i ∈ N \ U; for example, if N = {1, 2, 3, 4} and U = {2, 3}, we have (y, z) =
(z1, y2, y3, z4). The projection is sometimes called partial minimization. The restriction of f
to U is a function fU : Z
U → R ∪ {+∞} defined by
fU(y) = f (y, 0N\U) (y ∈ Z
U), (4.4)
where 0N\U denotes the zero vector in Z
N\U .
Proposition 4.3. Let f : ZN → R ∪ {+∞} be a jump M♮-convex function, and U ⊆ N.
(1) The restriction fU is jump M
♮-convex, provided that dom fU , ∅.
(2) The projection f U is jump M♮-convex, provided that f U > −∞.
Proof. (1) We can verify easily that the restriction fU satisfies the exchange property (JM
♮-
EXC). (2) This follows from Theorem 4.7 since the projection can be regarded a special case
of convolution. See Remark 4.1 in Section 4.3. 
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For a set S ⊆ ZN and a subset U of N, the restriction of S to U is a subset of ZU defined
by
S U = {y ∈ Z
U | (y, 0N\U) ∈ S }, (4.5)
and the projection of S to U is a subset of ZU defined by
S U = {y ∈ ZU | (y, z) ∈ S for some z ∈ ZN\U}. (4.6)
Since a set satisfies the exchange property (J♮-EXC) precisely when its indicator function
satisfies (JM♮-EXC), it follows from Proposition 4.3 that the restriction of an s.e. jump system,
if not empty, is an s.e. jump system, and that the projection of an s.e. jump system is an
s.e. jump system.
4.2 Aggregation
Let P be a partition of N = {1, 2, . . . , n} into disjoint (nonempty) subsets: N = N1∪N2∪· · ·∪
Nm. For a function f : Z
N → R ∪ {+∞}, the aggregation of f with respect to P is defined as
a function g : Zm → R ∪ {+∞,−∞} given by
g(y1, y2, . . . , ym) = inf{ f (x) | x(N j) = y j ( j = 1, 2, . . . ,m)}. (4.7)
If m = n − 1 (in which case we have |Nk| = 2 for some k and |N j| = 1 for other j , k), this
is called an elementary aggregation. Any (general) aggregation can be obtained by repeated
applications of elementary aggregations.
For jumpM-convex functions the following fact serves as the technical pivot in discussing
aggregation, convolution, and transformation by a network (see [14] for details).
Lemma 4.4 ([14, Lemma 10]). The elementary aggregation of a jump M-convex function is
jump M-convex, provided it does not take the value −∞.
We can extend this lemma to jump M♮-convex functions by using the relation between
jump M♮- and M-convexity established in Theorem 3.2.
Lemma 4.5. The elementary aggregation of a jump M♮-convex function is jump M♮-convex,
provided it does not take the value −∞.
Proof. Let f : Zn → R ∪ {+∞} be a jump M♮-convex function, and g : Zn−1 → R ∪ {+∞} be
its elementary aggregation given by
g(y1, . . . , yn−2, yn−1) = inf{ f (y1, . . . , yn−2, xn−1, xn) | xn−1 + xn = yn−1}.
As in (3.2) we define f˜ : Zn+1 → R ∪ {+∞} and g˜ : Zn → R ∪ {+∞} by
f˜ (x0, x) =
{
f (x) (x0 = π(x)),
+∞ (otherwise),
g˜(y0, y) =
{
g(y) (y0 = π(y)),
+∞ (otherwise),
(4.8)
where x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn−1). Let h denote the elementary aggregation
of f˜ , that is,
h(y0, y1, . . . , yn−2, yn−1) = inf{ f˜ (y0, y1, . . . , yn−2, xn−1, xn) | xn−1 + xn = yn−1}.
It turns out that h coincides with g˜, which we prove later. Since f is jump M♮-convex, f˜ is
jump M-convex by Theorem 3.2 (“only if” part). Then, by Lemma 4.4, h is jump M-convex.
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By h = g˜ (shown below), g˜ is jump M-convex. Finally, Theorem 3.2 (“if” part) shows that g
is jump M♮-convex.
It remains to prove h = g˜. We use short-hand notations:
y′ = (y1, . . . , yn−2), η = yn−1, ξ1 = xn−1, ξ2 = xn.
Then we have y = (y′, η) and
g(y′, η) = inf{ f (y′, ξ1, ξ2) | ξ1 + ξ2 = η}, (4.9)
h(y0, y
′, η) = inf{ f˜ (y0, y
′, ξ1, ξ2) | ξ1 + ξ2 = η}. (4.10)
Obviously, we have π(y′, η) = π(y′, ξ1, ξ2) if ξ1 + ξ2 = η. If y0 = π(y
′, η), we have y0 =
π(y′, ξ1, ξ2) and hence
h(y0, y
′, η) = inf{ f (y′, ξ1, ξ2) | ξ1 + ξ2 = η} = g(y
′, η) = g˜(y0, y
′, η)
by (4.8), (4.9), and (4.10). If y0 , π(y
′, η), we have g˜(y0, y
′, η) = +∞ by the definition of g˜ in
(4.8), whereas h(y0, y
′, η) = +∞ since f˜ (y0, y
′, ξ1, ξ2) = +∞ for all (ξ1, ξ2) in (4.10). 
It follows from Lemma 4.5 that the aggregation of a jump M♮-convex function is jump
M♮-convex. This extends [14, Theorem 11] for jump M-convex functions.
Theorem 4.6. The aggregation of a jump M♮-convex function is jump M♮-convex, provided it
does not take the value −∞.
Theorem 4.6 implies that if a set S ⊆ ZN is an s.e. jump system, the subset of Zm defined
by
T = {(y1, y2, . . . , ym) ∈ Z
m | x ∈ S , x(N j) = y j ( j = 1, 2, . . . ,m)} (4.11)
is also an s.e. jump system.
4.3 Convolution
For two functions f1 : Z
N → R ∪ {+∞} and f2 : Z
N → R ∪ {+∞}, we define their (infimum)
convolution as a function f1 f2 : Z
N → R ∪ {+∞,−∞} given by
( f1 f2)(x) = inf{ f1(x1) + f2(x2) | x1 + x2 = x, x1 ∈ Z
N , x2 ∈ Z
N}. (4.12)
The following theorem states that the convolution operation preserves jumpM♮-convexity,
which extends [14, Theorem 12] for jump M-convex functions.
Theorem 4.7. The convolution of jump M♮-convex functions is jump M♮-convex, provided it
does not take the value −∞.
Proof. Consider the direct sum f : ZN × ZN → R ∪ {+∞} of f1 and f2, which is defined by
f (x1, x2) = f1(x1) + f2(x2),
where x1, x2 ∈ Z
N . Then f is jump M♮-convex by the assumed jump M♮-convexity of f1
and f2. Let P be the partition consisting of pairs of the corresponding elements. Then the
aggregation of f coincides with f1 f2. Hence, by Theorem 4.6, f1 f2 is jumpM
♮-convex. 
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Theorem 4.7 implies that the Minkowski sum S 1 + S 2 of s.e. jump systems S 1 and S 2 is
an s.e. jump system.
The composition operation is closely related to convolution. Let f1 : Z
S 1 → R ∪ {+∞}
and f2 : Z
S 2 → R ∪ {+∞}, where S 1 and S 2 are arbitrary (finite) sets. Put N0 = S 1 ∩ S 2,
N1 = S 1 \ N0, and N2 = S 2 \ N0. The composition of f1 and f2 is defined as a function
g : ZN1∪N2 → R ∪ {+∞,−∞} given by
g(y1, y2) = inf{ f1(y1, z1) + f2(y2, z2) | z1 = z2 ∈ Z
N0} (y1 ∈ Z
N1 , y2 ∈ Z
N2). (4.13)
Theorem 4.8. The composition of two jumpM♮-convex functions is jumpM♮-convex, provided
it does not take the value −∞ and its effective domain is nonempty.
Proof. Consider functions h1 and h2 defined by
h1(y1, z1, 0) = f1(y1, z1) (y1 ∈ Z
N1 , z1 ∈ Z
N0 , 0 ∈ ZN2),
h2(0, z2, y2) = f2(y2,−z2) (0 ∈ Z
N1 , z2 ∈ Z
N0 , y2 ∈ Z
N2).
These functions are jump M♮-convex, and hence, by Theorem 4.7, their convolution h1h2 is
jump M♮-convex. The restriction of h1h2 to N1 ∪ N2, which is jump M
♮-convex by Proposi-
tion 4.3(1), coincides with the composition g in (4.13). 
In [5] the composition operation is defined for jump systems, and it is shown that the
composition of two jump systems is a jump system. Theorem 4.8 implies that the composition
of two s.e. jump systems is an s.e. jump system.
Remark 4.1. The convolution operation contains the projection operation as a special case.
Let g(y) = inf{ f (y, z) | z ∈ ZN\U} be the projection of f to U as defined in (4.3). Let ϕ be the
indicator function of the (cylinder) set {(y, z) ∈ ZU × ZN\U | y = 0U}, where ϕ is a separable
convex function. The convolution fϕ is given as
( fϕ)(y, z) = inf{ f (y′, z′) + ϕ(y′′, z′′) | (y, z) = (y′, z′) + (y′′, z′′)}
= inf{ f (y′, z′) | (y, z) = (y′, z′) + (0, z′′)}
= inf{ f (y, z − z′′) | z′′ ∈ ZN\U}
= inf{ f (y, z′) | z′ ∈ ZN\U}
= g(y).
Thus, the value of projection g(y) is equal to that of convolution ( fϕ)(y, z) for any z. In this
sense the projection can be regarded as a special case of the convolution.
4.4 Splitting
Suppose that we are given a family of disjoint nonempty sets {Ui | i ∈ N} indexed by N =
{1, 2, . . . , n}. Let U =
⋃
i∈N Ui. For a function f : Z
N → R ∪ {+∞}, the splitting of f to U is
defined as a function g : ZU → R ∪ {+∞} given by
g(y1, y2, . . . , yn) = f (y1(U1), y2(U2), . . . , yn(Un)), (4.14)
where yi = (yi j | j ∈ Ui) is an integer vector of dimension |Ui| and yi(Ui) =
∑
{yi j | j ∈ Ui}
is the component sum of vector yi. If |U | = n + 1 (in which case we have |Uk| = 2 for some
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k and |U j| = 1 for other j , k), this is called an elementary splitting. Any (general) splitting
can be obtained by repeated applications of elementary splittings.
For jump M-convex functions the following fact is used in discussing transformation by
a network (see [14] for details).
Lemma 4.9 ([14, Lemma 6]). The elementary splitting of a jump M-convex function is jump
M-convex.
We can extend this lemma to jump M♮-convex functions by using the relation between
jump M♮- and M-convexity established in Theorem 3.2.
Lemma 4.10. The elementary splitting of a jump M♮-convex function is jump M♮-convex.
Proof. Let f : Zn → R ∪ {+∞} be a jump M♮-convex function, and g : Zn+1 → R ∪ {+∞} be
its elementary splitting given by
g(y1, . . . , yn−1, yn, yn+1) = f (y1, . . . , yn−1, yn + yn+1),
where y j ∈ Z for j = 1, 2, . . . , n + 1. As in (3.2) we define f˜ : Z
n+1 → R ∪ {+∞} and
g˜ : Zn+2 → R ∪ {+∞} by
f˜ (x0, x) =
{
f (x) (x0 = π(x)),
+∞ (otherwise),
g˜(y0, y) =
{
g(y) (y0 = π(y)),
+∞ (otherwise),
(4.15)
where x = (x1, x2, . . . , xn) and y = (y1, y2, . . . , yn+1). Let h denote the elementary splitting of
f˜ , that is,
h(y0, y1, . . . , yn−1, yn, yn+1) = f˜ (y0, y1, . . . , yn−1, yn + yn+1).
It turns out that h coincides with g˜, which we prove later. Since f is jump M♮-convex, f˜ is
jump M-convex by Theorem 3.2 (“only if” part). Then, by Lemma 4.9, h is jump M-convex.
By h = g˜ (shown below), g˜ is jump M-convex. Finally, Theorem 3.2 (“if” part) shows that g
is jump M♮-convex.
It remains to prove h = g˜. We use short-hand notations:
y′ = (y1, . . . , yn−1), η1 = yn, η2 = yn+1.
Then we have y = (y′, η1, η2) and
g(y′, η1, η2) = f (y
′, η1 + η2), (4.16)
h(y0, y
′, η1, η2) = f˜ (y0, y
′, η1 + η2). (4.17)
Obviously, we have π(y′, η1, η2) = π(y
′, η1+η2). If y0 = π(y
′, η1, η2), we have y0 = π(y
′, η1+η2)
and hence
h(y0, y
′, η1, η2) = f (y
′, η1 + η2) = g(y
′, η1, η2) = g˜(y0, y
′, η1, η2)
by (4.15), (4.16), and (4.17). If y0 , π(y
′, η1, η2), we have g˜(y0, y
′, η1, η2) = +∞ by the
definition of g˜ in (4.15), whereas h(y0, y
′, η1, η2) = +∞ since y0 , π(y
′, η1 + η2) and hence
f˜ (y0, y
′, η1 + η2) = +∞ by (4.15). 
It follows from Lemma 4.10 that the splitting of a jump M♮-convex function is jump M♮-
convex. This extends [14, Theorem 7] for jump M-convex functions.
Theorem 4.11. The splitting of a jump M♮-convex function is jump M♮-convex.
Theorem 4.11 implies that if a set S ⊆ ZN is an s.e. jump system, the subset of ZU defined
by
T = {(y1, y2, . . . , yn) ∈ Z
U | yi ∈ Z
Ui , xi = yi(Ui) (i ∈ N)} (4.18)
is also an s.e. jump system.
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4.5 Transformation by networks
In this section, we consider the transformation of a jump M♮-convex function through a net-
work. LetG = (V, A; S , T ) be a directed graph with vertex set V , arc set A, entrance set S , and
exit set T , where S and T are disjoint subsets of V . For each a ∈ A, the cost of integer-flow
in a is represented by a function ϕa : Z → R ∪ {+∞}, which is assumed to be convex in the
sense of (4.2).
Given a function f : ZS → R ∪ {+∞} associated with the entrance set S of the network,
we define a function g : ZT → R ∪ {+∞,−∞} on the exit set T by
g(y) = inf
ξ,x
{
f (x) +
∑
a∈A
ϕa(ξ(a)) |
∂ξ = (x,−y, 0), ξ ∈ ZA, (x,−y, 0) ∈ ZS × ZT × ZV\(S∪T )
}
(y ∈ ZT ), (4.19)
where ∂ξ ∈ ZV is the vector of “net supplies” given by
∂ξ(v) =
∑
a: a leaves v
ξ(a) −
∑
a: a enters v
ξ(a) (v ∈ V).
If such (ξ, x) does not exist, we define g(y) = +∞. We may think of g(y) as the minimum
cost to meet a demand specification y at the exit, where the cost consists of two parts, the cost
f (x) of supply or production of x at the entrance and the cost
∑
a∈A ϕa(ξ(a)) of transportation
through arcs; the sum of these is to be minimized over varying supply x and flow ξ subject to
the flow conservation constraint ∂ξ = (x,−y, 0). We regard g as a result of transformation (or
induction) of f by the network.
The following theorem shows that the transformation of a jump M♮-convex function by
a network results in another jump M♮-convex function. This theorem extends [14, Theorem
14] for jump M-convex functions.
Theorem 4.12. Assume that f is jump M♮-convex and ϕa is convex for each a ∈ A. Then the
function g induced by a network G = (V, A; S , T ) is jump M♮-convex, provided dom g , ∅ and
g > −∞.
Proof. This fact can be proved based on Theorem 4.6 for aggregation, Theorem 4.11 for
splitting, and other basic operations. See the proof of [14, Theorem 14] for the detail. 
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