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$r=(r_{1}, r_{2}, \cdots, r_{I})$ $c=(c_{1}, c_{2}, \cdots, c_{J})$ $I\cross J$
$\Omega(r, c)$ $(N= \sum_{i=1}^{I}r_{i}=\sum_{j=1^{C_{j}}}^{J})$ . , $u=(u_{ij})\in\Omega(r, c)$
$u_{ij}\in N=\{0,1,2, \cdots\},$ $\sum_{j=1}^{J}u_{ij}=r_{i},$ $\sum_{i=1}^{I}uij=c_{j}$ .
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2 Gr\"obner basis
1 $Z^{I},$ $Z^{J}$ $\{e_{i}\},$ $\{e_{j}’\}$ ,





, $\Omega(r, c)=\{u\in N^{IJ}|\pi(u)=[r c]’\}$ . $\pi$ $Z^{IJ}$
$ker(\pi)\subset Z^{IJ}$ , $ker(\pi)\subset Z^{IJ}$ ), $ker(\pi)$
. , $ker(\pi)$ $\Omega(r, c)$ Markov
basis . , $\{m_{1}, \cdots, m_{L}\}\subset ker(\pi)$ Markov basis ,
$u,$ $u’\in\Omega(r, C)$ , $(\epsilon_{1}, m_{i_{1}}),$ $\ldots,$ $(\epsilon_{A}, m_{i_{A}})$ ( , $\epsilon_{i}=\pm 1$),
$\bullet$ $u’=u+ \sum_{j=1}\epsilon jmAi_{j}$
$\bullet$ $u+ \sum_{j=1}^{a}\epsilon jmi_{\mathrm{j}}\geq 0(1\leq a\leq A)$
.
Gr\"obner basis , (1)
:




, $x=(x_{1112}, x, \cdots, x_{IJ})$ , $t=(t_{1}, t_{2}, \cdots, t_{I+J})$ . ,
$\langle x_{ij}-te_{\mathrm{i}}\oplus e’j\rangle$ (3)
$IJ+I+J$ $x,$ $t$ $k[x, t]$ ) , $\mathrm{I}:=\mathrm{k}\mathrm{e}\mathrm{r}(\hat{\pi})$
$k[x]$ . $I$ Markov basis :
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2([7]) $N^{IJ}$ term $order\succ$ , $M\subset k\vee er(\pi)$
$\{x^{m^{+}}-x^{m^{-}}|m\in M\}$
$I$ Gr\"obner basis $M$ . $M$ $\Omega(r, c)$ Markov
basis .
2 , Markov basis (2) $\mathrm{k}\mathrm{e}\mathrm{r}(\hat{\pi})$
. Gr\"obner basis ([5])
, Markov basis . , 3.2
([9], [2]).
Markov basis ([5])
$\bullet$ $\langle x_{ij}-t^{e_{i}\oplus e’}j\rangle(\subset k[x, t])\text{ }$ reduced Gr\"obner basis (with elimination order $t\succ x$ )
$G$ .
$\bullet$ $G’:=G\cap k[X]$ $I$ ( $k[x]$ ) Gr\"obner basis i.e. $I=\langle G’\rangle$ . $G’$
Markov basis .
$\mathrm{k}\mathrm{e}\mathrm{r}(\hat{\pi})$ reduced Gr\"obner basis (drl with $x_{11}\prec x_{12}\prec\cdots\prec x_{IJ}$) ,









3 $M\subset ker(\pi)$ , $\Omega(r, c)$ $\mathcal{G}_{M}$ .
$\Omega(r, c)$ $\mathcal{G}_{M}$ . $u,$ $u’$ , $m\in M$ ,
$u=u’+\epsilon\cdot m(\epsilon=\pm 1)$ .
, .
4([5]) $\mathcal{G}_{M}$ $\Leftrightarrow\{x^{m^{+}}-x^{m^{-}}|m\in M\}$ $I$
.
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5 $N^{IJ}$ term order , $\Omega(r, c)$ $\mathcal{G}_{M,\succ}$
. $\mathcal{G}_{M}$ , $u$ $u’$ $u’\prec u$
.
, :
6([5]) $\mathcal{G}_{M,\succ}$ unique sink $\Leftrightarrow\{x^{m^{+}}-x^{m^{-}}|m\in M\}$ $I$ $\succ$
Gr\"obner basis .
3 Backward search




1. $M$ : $\mathrm{k}\mathrm{e}\mathrm{r}(\hat{\pi})$ Gr\"obner basis $G$
2. $u’\in\Omega(r, c)$ – ( )
3. $x^{u’}arrow+Gx^{u’’}$ : $u”$ $\Omega(r, c)$ unique sink
4. ;Active $:=\{u’’\}$ , Passive $:=\emptyset$ ;
5. while (Active $\neq\emptyset$ ) do
Choose $u\in$ Active
forall $m=m^{+}-m^{-}\in M(m^{+}\succ m^{-})$ do
if $(u-m^{-}\geq 0)$ and ($u+m\not\in$ Passive) then Active $:=$ Active
{u+m};
Active $:=\mathrm{A}\mathrm{C}\mathrm{t}\mathrm{i}\mathrm{v}\mathrm{e}\backslash \{u\}$ ;
Passive $:=\mathrm{P}\mathrm{a}\mathrm{s}\mathrm{s}\mathrm{i}\mathrm{v}\mathrm{e}\cup\{u\}$ ;





11 [4] . 4
, , ,
. ,
A + 0% $\mathrm{B}$ 25%
$\mathrm{C}$ + 50% $\mathrm{D}$ + 75%
.
12 unique sink . 4 4 $\mathrm{x}3$
, backward search 13 .
, exact $P$ (DEC Alpha station $400\mathrm{M}\mathrm{H}_{\mathrm{Z}},$ $256\mathrm{M}\mathrm{B}$ CPU Time $(\sec)$ )
MCMC( $10^{6}$ ) $P$ . $P$
$p= \sum \mathrm{P}\mathrm{r}(v)$
$v\in\tau$
, $\mathcal{T}=\{v\in\Omega(r, c)|\mathrm{P}\mathrm{r}(v)\leq \mathrm{P}\mathrm{r}(u)\}$ . , 4 ,
1).
11:
$\vee \mathrm{f}\mathrm{l}\not\in\epsilon \mathrm{S}\Xi_{\grave{\mathrm{J}}}\Phi\ovalbox{\tt\small REJECT} \mathrm{x}b\mathrm{f}\mathrm{f}\mathrm{i}(\S \mathrm{f}\mathrm{f}\mathrm{l}$
$\ovalbox{\tt\small REJECT}^{3\mathrm{A}}\mathrm{D}138\mathrm{c}1436423\mathrm{B}1535412261090912222205$
$\ovalbox{\tt\small REJECT}^{2\mathrm{A}86}\mathrm{D}7742\mathrm{C}11619\mathrm{B}1238234420137431187$
1) [11] , 15,272,124 , exact $P$ 0.7677
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12: unique sink
13: , $P$ MCMC
$\ovalbox{\tt\small REJECT}^{11,10}4--)(35,279839421,104,6,4540067,9944040600_{53}(2,574)(0_{4’}70523400_{849}61007663580)7859363$
3.2 $3\cross 3\cross 3$
Backward search , [10], [11], [13] ,
. , $3\cross 3\cross 3$ . 3 $\cross 3\cross 3$
177
, 27 line sums
u.jk $:= \sum_{i=1}^{3}$ $uijk$ ’ $u_{i.k}:= \sum_{i=1}u_{ijk}3,$ $u_{ij}$ . $:= \sum_{i=1}u_{ijk}3$
, $\mathrm{r}_{u_{ijk})}\backslash$ . $u_{jk}.=$
$u_{i.k}=u_{ij}$ . $=s$ 14 (DEC Alpha station $400\mathrm{M}\mathrm{H}\mathrm{z}$ ,
$256\mathrm{M}\mathrm{B})$ . 15 $3\cross 3\cross 3$ Markov basis ([2]).
14: $u_{jk}.=u_{i.k}=u_{ij}$ . $=s$
15: $3\cross 3\cross 3$ Markov basis
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