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Abstract
This thesis primarily deals with the estimation of the slope parameter of the
simple linear regression model in the presence of measurement errors (ME)
or error-in-variables in both the explanatory and response variables. It is a
very old and dicult problem which has been considered by a host of authors
since the third quarter of the nineteenth century. The ME poses a serious
problem in tting the regression line, as it directly impacts on estimators
and their standard error (see eg Fuller, 2006, p. 3). The standard linear
regression methods, including the least squares or maximum likelihood, work
when the explanatory variable is measured without error. But in practice,
there are many situations where the variables can only be measured with
ME. For example, data on the medical variables such as blood pressure and
blood chemistries, agricultural variables such as soil nitrogen and rainfall etc
can hardly be measured accurately. The apparent observed data represents
the manifest variable which measures the actual unobservable latent variable
ii
with ME.
The ME model is divided into two general classications, (i) functional model
if the explanatory () is a unknown constant, and (ii) structural model if  is
independent and identically distributed random variable (cf Kendall, 1950,
1952). The most important characteristic of the normal structural model is
that the parameters are not identiable without prior information about the
error variances as the ratio of error variances () (see Cheng and Van Nees,
1999, p. 6). However, the non-normal structural model is identiable with-
out any prior information. The normal and non-normal structural models
with ME in both response and explanatory variables are considered in this
research.
There are a number of commonly used methods to estimate the slope param-
eter of the ME model. None of these methods solves the estimation problem
in varying situations. A summary of the well known methods is provided in
Table 1.
The rst two chapters of this thesis cover an introduction to the ME problem,
background, and motivation of the study. From Chapter 3 we provide a new
methodology to t the regression line using the reection of the explanatory
variable about the tted regression line with the manifest variables. The
asymptotic consistency and the mean absolute error (MAE) criteria are used
iii
Table 1: A summary of commonly used methods to handle the ME model
problem
Methods Model Assumption Criticism
Instrumental Normal and High correlation with . Dicult to fond valid IV
variable (IV) non normal No correlation with ME
Maximum likelihood Normal  known Misspecication .
(Orthogonal regression) True points fall on a straight line Large sample required
Fourth moments Non normal Model not close to normal. Dicult to satisfy
Large sample size these assumptions
Three moments Non normal Model not close to normal. Dicult to satisfy
Large sample size these assumptions
Grouping Normal and Groups are independent of ME Less eciency
non normal
Geometric Mean Normal and Unrealistic assumption,
non normal  = 21 too restrictive sensitive
to error variances
to compare the new estimators and the relevant existing estimators under
dierent conditions.
One of the most commonly used methods to deal with the ME model is the
instrumental variable (IV) method. But it is dicult to nd valid IV that
is highly correlated to the explanatory but uncorrelated with the error term.
Therefore, in Chapter 4 we propose a new method to nd a good IV based on
the reection of explanatory variable. The new method is easy to implement,
and performs much better than the existing methods. The superiority of
iv
this method is demonstrated both analytically and via numerical as well as
graphical illustrations under certain assumptions.
In Chapter 5, a commonly used method to deal with the normal structural
model, namely the orthogonal regression (OR) (which is the same the maxi-
mum likelihood solution when  = 1) method under the assumption of known
 is discussed. But the OR method does not work well (inconsistent) if 
is misspecied and/or the sample size is small. We provide an alternative
method based on the reection method (RM) of estimation for measure-
ment error model. The RM uses a new transformed explanatory variable
which is derived from the reection formula. This method is equivalent or
asymptotically equivalent to the orthogonal regression method, and nearly
asymptotically unbiased and ecient under the assumption that  is equal
to one and the sample size is large. If  is misspecied the RM method is
better than the OR method under the MAE criterion even if the sample size
is small.
Chapter 6 considers the Wald method (two grouping method) which is still
widely used, in spite of increasing criticism on the eciency of the estimator.
To address this problem, we introduce a new grouping method based on
the reection grouping (RG) approach. The proposed method provides new
grouping process to modify Wald method in order to increase its eciency.
The RG method introduces a new way of dividing the data using the rank of
vthe reection of the explanatory variable. The method recommends dierent
grouping criteria depending on the value of  to be one or more/less than
one. The RG method signicantly increases the eciency of Wald method,
and it is more precise than the other competing methods and works well for
dierent sample sizes and for dierent values of . Moreover, the RG method
also removes the shortcomings of the maximum likelihood method when  is
misspecied and sample size is small.
The geometric mean (GM) regression is covered in Chapter 7. The GM
method is widely used in many disciplines including medical, pharmacol-
ogy, astrometry, oceanography, and sheries researches etc. This method
is known by many names such as reduced major axis, standardized major
axis, line of organic correlation etc. We introduce a new estimator of the
slope parameter when both variables are subject to ME. The weighted ge-
ometric mean (WGM) estimator is constructed based on the reection and
the mathematical relationship between the vertical and orthogonal distances
of the observed points and the regression line of the manifest model. The
WGM estimator possesses better statistical properties than the geometric
mean estimator, and OLS-bisector estimator. The WGM estimator is stable
and work well for dierent values of  and for dierent sample sizes.
The properties of the proposed reection estimators are investigated in Chap-
ters 3-7. Also, these estimators are compared with the relevant existing es-
vi
timators by simulation studies. The computer package Matlab is used for
all computations and preparation of graphs. Based on the asymptotic con-
sistency and MAE criteria the proposed reection estimators perform better
than the existing estimators, in some cases, even the standard assumption
on  and sample size are violated.
Chapter 8 provides some concluding summaries remarks.
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