Mixed datasets consist of numeric and categorical attributes. Various K-means-based clustering algorithms have been developed to cluster these datasets. Generally, these clustering algorithms use random initial clusters which in turn produce different clustering results in different runs. A few cluster initialisation methods have been developed to compute initial clusters, however, they are either computationally expensive or they do not create the same clustering results in different runs. In this paper, we propose a novel approach to find initial clusters for K-means-based clustering algorithms for mixed datasets. The proposed approach is based on the observation that some data points in datasets remain in the same clusters created by K-means-based clustering algorithm irrespective of the choice of initial clusters. It is proposed that individual attribute information can be used to create initial clusters. A K-means-based clustering algorithm is run many times, in each run one of the attributes is used to create initial clusters. The clustering results of various runs are combined to produce a clustering result. This clustering result is used as initial clusters for a K-means-based clustering algorithm. Experiments with various categorical and mixed datasets showed that the proposed clustering approach produced accurate and consistent results.
I. INTRODUCTION
Clustering is a process in which similar data points are grouped in the same clusters whereas dissimilar data points are grouped is different clusters [1] . In clustering, n data points of a dataset having m attributes are grouped in K clusters. Some datasets have only numeric attributes, whereas, some datasets consist of only categorical attributes. Many datasets have both kinds of attributes, these datasets are called mixed datasets [2] , [3] .
Various clustering algorithms have been developed to cluster mixed datasets [4] , [5] . K-means-based clustering algorithms are popular clustering approach to handle these kinds of datasets because of low computational complexity [6] , [7] . However, these clustering algorithms have a weakness that the final clustering results are dependent upon the choice of initial clusters. Generally, random initial clusters are used for these clustering algorithms. In this method, the data points are assigned to different clusters randomly. Different initial clusters generally lead to different final clusters. Hence, it is difficult to get reliable and consistent clustering results from theses clustering algorithms.
Some methods have been developed to produce stable clustering results [8] - [12] for K-means-based clustering results for mixed datasets. However, these methods are either computationally expensive or do not produce consistent clustering results.
In this paper, we propose a method to compute initial clusters for K-means-based clustering algorithms for mixed datasets. The method has linear complexity with respect to the number of data points and produces consistent results in different runs. A K-means-based clustering algorithm [7] is used to show that these initial clusters produce accurate clustering results.
The paper is organised in the following way. Section 2 has related work. The proposed initial clusters method is presented in Section 3. Results are presented in Section 4. Section 5 has the conclusion and future directions. LG] 31 Jan 2019
Input-Mixed dataset T, n is the number of data points, m is the number of attributes, K is the number of clusters. Begin 1-Assign all data points to K clusters randomly 2-Repeat steps A and B (A) Calculate the centres of clusters. (B) Each data point is assigned to its nearest cluster by using the user defined distance measure. Until no data point changes cluster membership or predefined number of iterations are reached. End FIGURE 1: The K-means based clustering algorithm for mixed datasets with the random initial clusters.
II. RELATED WORK
K-means clustering algorithm is a popular clustering algorithm for datasets consisting of numeric attributes because of its low computational complexity [13] . The complexity is linear with respect to the number of data points and scales well for large datasets. It minimises the cost function presented in Equation 1 iteratively,
where n is the number of data points in the dataset, C i is the nearest cluster centre of data point d i . ξ is a chosen distance measure between d i and C i . Generally, Euclidean distance is used as the distance measure.
It is an iterative algorithm which computes cluster centres and cluster memberships in each iteration. The algorithm starts with user-defined initial clusters. Generally, random initial clusters are selected which produce different clustering results in different runs. To overcome this problem various methods have been proposed to compute the initial clusters [14] - [17] .
K-means clustering algorithm can only handle pure numeric datasets. For pure categorical datasets, K-modes clustering algorithm is proposed [18] , in which the cluster centre is represented by the mode of attribute values of data points presented in that cluster and Hamming distance is used to compute the distance between a data point and a cluster centre. Similar to K-means algorithm, this clustering algorithm also has the problem of random initial clusters. Various methods have been proposed to find appropriate initial clusters [19] - [21] . Various clustering algorithms have been developed to extend K-means clustering algorithm for mixed datasets [6] , [7] . New definitions for cluster centres and distances are proposed to handle mixed datasets [6] , [7] . The steps of K-means-based clustering algorithms for mixed datasets are presented in Figure 1 . As these algorithms are similar to K-means clustering algorithm, they are having the same random initial clusters problem. Some methods have been developed to address this problem. Ji et al. [9] suggest a method to find out initial clusters; in this method, they compute density and the distances between data points. Ji et al. [8] propose the concept of centrality on the basis of neighbour points and combine it with the distances between data points to compute the initial clusters. However, these algorithms have quadratic complexity which makes them inappropriate for K-means-based clustering algorithms as the time complexity of these algorithms is linear. Using density peaks [22] , Chen et al. [10] propose a novel algorithm to determine the initial cluster centres for mixed datasets. Higher density points are used to identify cluster centres. This algorithm has quadratic complexity. Wangchamhan et al. [11] combine a search algorithm, League Championship Algorithm [23] , with K-means clustering algorithm to identify the initial cluster centres. This algorithm has many parameters that make final clustering results dependent on parameter settings. Zheng et a. [24] combine evolutionary algorithm (EA) with K-prototypes clustering algorithm [25] . The global searching ability of EA makes the proposed algorithm stable to cluster initialisation. However, clustering results are dependent upon the parameters and not consistent in different runs.
K-Harmonic means clustering algorithm addresses the random initial clusters problem by using a different cost function [26] for numeric datasets. K-Harmonic means clustering algorithm clusters create more stable clusters as compared to K-means clustering algorithm with random initial clusters. Ahmad and Hashmi [12] combine the distance measure and the definition of cluster centres for mixed datasets suggested by Ahmad and Dey [7] with K-Harmonic clustering algorithm [26] to develop the K-Harmonic clustering algorithm for mixed datasets. This method is less sensitive to the choice of initial cluster centres. Generally, it does not give the same clustering results in different runs with different initial clusters.
The literature review suggest that the present methods that have been developed to address the problem of finding initial clusters are either computationally extensive or do not produce consistent results. In the next section, we present our proposed approach to compute initial clusters.
III. INITIAL CLUSTERS METHOD
The proposed method to compute initial cluster centers for mixed datasets is based on the observation that some data points in a given dataset have similar final cluster membership irrespective of initial clusters [16] , [19] . This observation has been used to find out initial clusters for K-means clustering algorithm (for pure numeric datasets) [16] and Kmodes clustering algorithm (for pure categorical datasets) [19] . We extend this approach to find out initial clusters for clustering mixed datasets.
One of the motivations for this method is that an attribute may be used to find out initial clusters [16] , [19] . The mixed data has two kinds of attributes; categorical and numeric. We use each of these attributes to create initial clusters in one of the runs of a clustering algorithm. We run the clustering algorithms m times by using initial clusters created by one of the attributes in each run. In other words, m clustering results are generated, one for each attribute. A clustering ensemble method [27] is used to combine these m clustering results. The clustering result is used as the initial clusters. The algorithm is presented in Figure 2 . We will discuss each step of the proposed method in detail.
Input-Mixed dataset T, the number of attributes is m, the number of numeric attributes is m r and the number of categorical attribute is m c (m = m r + m c ), K is the number of the desired clusters. Begin 1-For numeric attributes for i=1...m r do Create a clustering result by using the method presented in Figure 3 . end for 2-For categorical attributes for i=1...m c do Create a clustering result by using the method presented in Figure 4 . end for 3-We will have m clustering results as presented in Table  1 . 4-Combine these m clustering results by using a clustering ensemble method discussed in Section 3 to get a clustering results with K clusters. 5-These K clusters will be treated as initial clusters for a K-means-based clustering algorithm. End 4 Clustering results will be created for each data point. For example, in the first run, the first data point was in cluster a, in the second run, the first data point was in cluster b, in the third run the first data point was in cluster "b", in the fourth run the first data point was in cluster "a".
Data
First Second Third Fourth point run run run
1) Initial clusters with numeric attributes -Each numeric attribute is used to create initial clusters for one of the runs of the proposed method. A numeric attribute is assumed to have a normal distribution. Initial clusters are created such that probability distributions of attribute values are equal in each cluster. For K clusters, K-1 boundaries in normal distribution graph are created such that the area between two adjacent boundaries is 1 K . The extreme points -∞ and +∞ will also be used as Input-Mixed dataset T, a K-means-based clustering algorithm for mixed datasets, K is the the number of the desired clusters. Begin For i th numeric attribute 1-Assume that the i th attribute is normally distributed, convert it to the standard normal distribution by using following steps.
(i)-Calculate the mean µ for the i th numeric attribute (ii)-Calculate the standard variation σ for the i th numeric attribute.
(iii)-Calculate z-score of each value (x) of the i th attribute by using the formula x−µ σ . 2-Find out K-1 values of z that area between each range is equal to 1 K . We use -∞ and +∞ as the boundaries of extreme ranges. 3-Divide the data into K clusters, depending upon the range in which the attribute value falls. These groups act as initial clusters. 4-Use these initial clusters for a K-means-based clustering algorithm for mixed data to cluster the mixed data T . 5-Save the clustering results. End FIGURE 3: The method for creating clusters by using a Kmeans-based clustering algorithm for mixed datasets with initial clusters created by using a numeric attribute.
Input-Mixed dataset T, a K-means-based clustering algorithm for mixed datasets. Begin For i th categorical attribute 1-Create the clusters on the basis of attribute values such that data points having the same attribute value for i th attribute will be in the same cluster. 2-Use the output of the last step as the initial clusters for a K-means-based clustering algorithm for a mixed dataset to cluster the mixed dataset T. 3-Save the clustering results. As the number of categorical values may be different from the number of the desired clusters, K, the number of final clusters may not be equal to K. End FIGURE 4: The method for creating clusters by using a Kmeans-based clustering algorithm for mixed datasets with initial clusters created by using a categorical attribute.
boundaries along with K−1 boundaries, For example, if we want to create three clusters from a numeric attribute, two points z 1 and z 2 are selected such that the area between -∞ and z 1 is 1 3 , the area between z 1 and z 2 is 1 3 and the area between z 2 and +∞ is 1 3 . The data points are distributed in three clusters depending upon the range in which the attribute value of a data point lies. Our proposed method of creating is different from VOLUME 4, 2016 the method proposed by Khan and Ahmad [16] as that method computes initial cluster centres by selecting a point in a given range such that the area under the curve in that range is divided equally. These centres are used to create initial clusters for a run. However, as the normal distribution curve is not a straight line parallel to z axis, probability distributions of attribute values in the clusters are not equal. However, in the proposed method boundaries are computed in a way that the probability distributions of attribute values in the clusters are equal. Here, we would like to point out that our discussion is based on the assumption that the attribute is normally distributed. However, the result suggests that this assumption works well for finding initial clusters for numeric datasets [16] . The method for creating clusters by using a K-means-based clustering algorithm for mixed datasets with initial clusters created by using a numeric attribute is presented in Figure 3 .
2) Initial clusters with categorical attributes A categorical attribute has few distinct attribute values. It has been shown that these attribute values can be used to create clusters [19] , [28] , [29] . We will use the same methodology to create initial clusters for each categorical attribute. For example, if an attribute has three attribute values α, β and γ, the points can be distributed in the three clusters on the basis of the attribute value (α, β and γ). Each attribute is used to create initial clusters for one of the runs. Khan and Ahmad [19] use a similar approach to find out initial clusters for pure categorical datasets. Our approach is different in a sense that they generally use only those attributes which have attribute values equal to or less then the number of desired clusters so that a large number of distinct clustering strings (a clustering string is a combination of all clustering result for a data point, Table 1 ) are not created, whereas the proposed approach has no such constraints and all the categorical attributes are used to create initial clusters. The method for creating clusters by using a K-means-based clustering algorithm for mixed datasets with initial clusters created by using a categorical attribute is presented in Figure 4 . 3) Combining different clustering results In the proposed method, a K-means-based clustering algorithm for mixed datasets is run m times and m clustering results are combined to get the initial clusters. An example of many clustering results is given in Table 1 . The similar approach has been used by Khan and Ahmad [16] , [19] , however, the method used by them to combine m clustering results can be quadratic with respect to the number of data points in the worst case. Several cluster ensemble methods [27] , [30] , [31] have been developed to combine the results of different clustering results. These methods have shown excellent results on various datasets. Clustering ensemble approaches proposed by Strehl and Ghosh [27] have linear complexity. We use these clustering ensemble methods to combine the clus-tering results to get the initial clusters. a-HyperGraph Partitioning Algorithm In this method, the clustering ensemble problem is defined as partitioning problem of a hypergraph where hyperedges (a hyperedge is a generalisation of an edge that can connect any set of vertices) represents clusters. The complexity of this method is O(nkr) where r is the number of clustering results. b-Meta-CLustering Algorithm In this method, the cluster ensemble problem is considered as a cluster correspondence problem. Groups of similar clusters are identified and combined. The complexity of this method is O(nk 2 r 2 ).
A. A K-MEANS-BASED CLUSTERING ALGORITHM FOR MIXED DATASETS
Ahmad and Dey propose a K-means-based clustering algorithm for mixed datasets [7] . In this paper, we carried out experiments with this clustering algorithm. We will discuss this algorithm in detail. Ahmad and Dey [7] propose a new cost function which uses a distance measure for categorical attribute values. The weight of a numeric attribute which represents the significance of the attribute is also calculated in this method. A novel frequency-based definition of cluster centre for categorical attributes is also proposed for a better representation of clusters [7] . Following distance measure is proposed [7] to compute the distance between i th data point (d i ) and j th cluster center (C j );
Where w t is the weight of the t th numeric attribute; d r it is the value of t th numeric attribute of i th data point. C r jt is the value of t th numeric attribute of j th cluster centre. d c it is the value of t th categorical attribute of i th data point. C c jt is the centre representation of j th centre for t th categorical attribute. Ω is the distance between a cluster centre and a data point for a categorical attribute. There are two terms in the distance function (Equation 2), the distance for numeric attributes is computed in the first term and the distance for categorical attributes is computed in the second term. For numeric attributes, Euclidean distance with the weight of each numeric attribute is used. For categorical attributes, the frequency based definition for centre and co-occurrence based method to compute the distance between two attribute values are used to compute the distance. The algorithm does not take the distance between two attribute values of a categorical attribute as 0 or 1 (Hamming distance) but it computes the distance between two attribute values of an attribute from the data. The distance between two attribute values α and β with respect to the other attribute is computed by using the following formula
p(w|α) represents the probability of data points with attribute value α having other attribute values belonging to a set w, whereas p(∼w|β) represents the probability of data points with attribute value β having other attribute values not belonging to set w. Out of many subsets of attribute values, the subset is selected which maximises the value in Equation 3. The distance between two values of an attribute is computed with respect to all the other attributes and the average is taken as the distance between these two attribute values. This algorithm does not take the significance of the attribute numeric as equal but computes the significance of a numeric attribute from the data. A numeric attribute is discretized; the new attribute is treated as a categorical attribute. The average of the distances of all the pairs of attribute values is taken as the weight of the numeric attribute. The complete clustering algorithm is presented in Figure 5 . 
IV. EXPERIMENTS AND RESULTS
We implemented the proposed method is Java (JDK 1.8).
The Octave implementation of cluster ensemble methods was used [32] . A small modification was made in clustering ensemble implementation such that the method considered only HyperGraph Partitioning Algorithm and Meta-CLustering Algorithm to select the better clustering result on the basis of maximum average normalised mutual information [27] . The final number of clusters in these algorithms were set as the number of the desired clusters. The average of all the distances (between each pair of attribute values) is taken as the weight of the numeric attribute. end for Take the original data which has normalised numeric attributes and categorical attributes, assign the data points to K clusters randomly. Repeat steps A and B (A) Calculate the centres of clusters. For a numeric attribute, the mean is used to define a cluster centre whereas for a categorical attribute; A frequency-based measure is used to define a cluster centre. (B) Each data point is assigned to its nearest cluster by using the distance measure defined in Equation 2. Until no data point changes cluster membership or predefined number of iterations are reached. End FIGURE 5: K-means-based clustering algorithm for mixed datasets with the random initial clusters method [7] .
The proposed algorithm was tested on four pure categorical datasets and five mixed datasets. All the datasets had predefined classes. Those class labels were taken as ground truth. The number of the desired clusters was set to the number of the classes. The clustering accuracy was computed against the ground truth. Each cluster was mapped to a distinct class such that the following expression [7] had the maximum value;
Where G i is the number of data points correctly assigned to VOLUME 4, 2016 a class. This measure is called Clustering Accuracy (AC) and has been used to compare the clustering results [7] . Two other measures, AC (for average clustering accuracy) and SD (for standard deviation of clustering results), were also used to present the results of clustering methods with random initial clusters; The average clustering accuracy for T number of runs was defined in the following way;
Where AC i is the clustering accuracy in i th run. The standard deviation of clustering accuracy for T number of runs was computed in the following way;
Where AC i is the clustering accuracy in i th run.
The higher values of AC suggest better clustering results. The maximum value of AC can be 1. For K-means-based clustering algorithm with different initial clusters, the high value of AC was desired. The low value of SD suggested the robustness of the algorithm for different initial clusters.
We carried out the two kinds of studies. Firstly, we compared the clustering results of the proposed initial clusters method against the random initial clusters method. Ahmad and Dey's algorithm was run 50 times with random initial clusters method and AC and SD results were computed. We ran our algorithm only once for a dataset, hence the SD of the proposed initial clusters method was 0 for all the datasets. Secondly, the proposed clustering approach was also compared with the other available clustering algorithms. Results for the other clustering algorithms were taken from the published papers. We first present the results of categorical datasets then the results of mixed datasets are presented. The datasets are arranged on the basis of their sizes (the number of data points).
A. SOYBEAN-SMALL DATASET
It was a pure categorical data having 47 data points. Each data point was represented by 35 attributes. The dataset was divided into 4 classes. Three classes had 10 points each whereas the fourth class had 17 points. The clustering results by the proposed initial clusters method and the random initial clusters method are presented in Table 2 . K-meansbased clustering algorithm with the proposed initial clusters method performed better than with the random initial clusters method. The results of various clustering methods are presented in Table 3 . The results for K-modes algorithm clustering algorithms were taken from the paper [19] , whereas the result of CRAFTER method was taken from [33] . The proposed clustering method performed similar to or better than other clustering methods. 
B. VOTE DATASET
It was a pure categorical dataset with 435 data points. Each data point was represented by 16 attributes. There were two classes in the dataset; Democrat and Republican. 267 data points belonged to Democrats class and 168 data points belonged to Republican class. The average clustering accuracy and standard deviation for the proposed method and the random initial clusters method are presented in Table 4 . The proposed initial clusters method gave similar performance as the random initial clusters method. However, the clustering results were stable with the proposed approach. The comparative study with other clustering methods is presented in Table 5 . The results for other clustering algorithms were taken from the published papers [19] , [33] . The proposed method outperformed other clustering methods. 
C. BREAST CANCER DATASET
It was a pure categorical dataset. The dataset had 699 points and 9 attributes. The dataset had two classes; Benign and Malignant. 458 data points belonged to Benign class and 241 data points belonged to Malignant class. Two clusters were formed for the data. We present the results of the proposed Clustering method Clustering Accuracy (AC) 1 Proposed method 0.873 2 K-modes [18] with random initialisation 0.497 3 K-modes [18] with Wu's initialisation [21] -4 K-modes [18] with Cao's initialisation [20] -5 K-modes [18] with Khan and Ahmad's initialisation [19] 0.850 6 CRAFTER [33] 0.856 initial clusters method and the random initial clusters method in Table 6 . The proposed initial clusters method outperformed the random initial clusters method. Results presented in Table 7 (the results for other clustering algorithms were taken from the papers [19] , [33] ) show that the proposed clustering method performed better than other clustering methods. Clustering method Clustering Accuracy (AC) 1 Proposed method 0.974 2 K-modes [18] with random initialisation 0.836 3 K-modes [18] with Wu's initialisation [21] 0.911 4 K-modes [18] with Cao's initialisation [20] 0.911 5 K-modes [18] with Khan and Ahmad's initialisation [19] with the proposed initial clusters method and the random initial clusters method are presented in Table 8 . The proposed initial clusters method performed better than the random initial clusters method. The comparative study of various clustering methods is presented in Table 9 (the results for other clustering algorithms were taken from the papers [19] , [33] ). The proposed clustering method outperformed other clustering methods. 
E. ACUTE INFLAMMATIONS DATASET
It was a mixed dataset. The dataset had 5 categorical and 1 numeric attribute. There were 120 data points in the dataset. The dataset had two classes yes and no. 50 points belonged to Yes class whereas 70 points belonged to No class. Table  10 shows the results of the proposed initial clusters method and the random initial clusters method. The proposed method performed better than the random initial clusters method. Results for various clustering algorithms for mixed datasets are presented in Table 11 . The results for the K-prototype method and the Similarity-based Agglomerative clustering (SBAC) method were taken from [34] . The performance of the proposed method was better than that of other clustering methods. 
F. HEART (STATLOG) DATASET
It was a mixed dataset. This dataset had 270 data points. Each data point was represented by 13 attributes, 7 of them were categorical whereas 6 of them were numeric. There were two classes, absence of heart disease and presence of heart disease. 150 data points belonged to absence of heart disease class, whereas 120 data points belonged to presence of heart disease class. The clustering results for the proposed initial clusters method and the random initial clusters method are presented in Table 12 . The proposed method performed better than the random initial clusters method. The comparative study of various clustering algorithms for mixed datasets is presented in Table 13 . The results for the K-prototype method and the Object-cluster similarity metric (OCIL) method were taken from [37] . The proposed method outperformed other cluster methods. 
G. HEART (CLEVELAND) DATASET
It was a mixed dataset having 303 data points defined by 13 attributes. 7 attributes were numeric whereas 6 attributes were categorical. 303 data points were distributed in two classes; 164 data points in absence of heart disease class whereas 139 data points in presence of heart disease class. The comparative study of the proposed initial clusters method and the random initial clusters method were presented in Table 14 . The proposed initial clusters method had a performance advantage over the random initial clusters method. The comparative study of various clustering algorithms for mixed datasets is presented in Table 15 . The results for the K-prototype method and the OCIL method were taken from [37] . The result for the SBAC clustering method was taken from [38] . The proposed clustering algorithm had better performance as compared to other clustering algorithms. Proposed method 0.841 2 K-prototype [6] with random initialisation 0.772 3 K-prototype [6] with initialisation method proposed by Ji et al. [35] 0.808 4
Similarity-based Agglomerative clustering (SBAC) [36] 0.752 5
Object-cluster similarity metric (OCIL) algorithm 0.831
H. AUSTRALIAN CREDIT DATASET
It was a mixed dataset. There were 690 data points represented by 14 attributes; 8 categorical attributes and 6 numeric attributes. There were two classes, positive and negative. 383 data points belonged to negative class whereas 303 data points belonged to positive class. The clustering results for the proposed initial clusters method and the random initial clusters method were presented in Table 16 . The proposed method performed better than the random initial clusters method. The results for the various clustering algorithms for mixed datasets are presented in Table 17 . The results for the K-prototype method and the OCIL method were taken from [37] . The result for the SBAC clustering method was taken from [38] . The proposed clustering method outperformed other clustering methods. Clustering method Clustering Accuracy (AC) 1 Proposed method 0.858 2 K-prototype [6] with random initialisation 0.738 3 K-prototype [6] with initialisation method proposed by Ji et al. [35] 0.800 4 Similarity-based Agglomerative clustering (SBAC) [36] 0.600 5 Object-cluster similarity metric (OCIL) algorithm 0.757
I. GERMAN CREDIT DATASET
It was a mixed dataset. There were 20 attributes; 13 categorical attributes and 7 numerical attributes. These data points were divided into two classes; Good (700 data points) and Bad (300 data points). The clustering results with the proposed initial clusters method and the random initial clusters method are presented in Table 18 . The proposed initial clusters method outperformed the random initial clusters method. Table 19 shows the comparative study of the proposed clustering method against the other clustering algorithms for mixed datasets. The results for the K-prototype method and the OCIL method were taken from [37] . The proposed method had better performance than the K-prototype [6] method with random initial clusters, however, the OCIL clustering method performed better than the proposed approach. 
J. DISCUSSION
The results show that for all the categorical datasets, the proposed initial clusters method had better clustering accuracy than that of the random initial clusters method. The proposed initial clusters method gave consistent clustering results, whereas the clustering results of random initial clusters method changed in different runs starting with different initial clusters. The comparative study suggests that the proposed clustering approach outperformed other algorithms in terms of clustering accuracy. The proposed initial clusters method showed the similar behaviour for five mixed datasets as it performed better than the random initial clusters method. The proposed approach had the best performance among the different clustering methods for mixed datasets for four out of five datasets. For German credit dataset, it came second after the OCIL clustering method. The finding suggests that the proposed clustering approach produces accurate and stable clustering results.
K. ANALYSIS OF INDIVIDUAL CLUSTERING RESULTS
In the proposed method, we run K-means-based clustering algorithm m times. These m clustering results are combined to get the initial clusters and then the K-means-based clustering algorithm is run to get the final clustering results. To understand the relationship between individual clustering results and final clustering results, we analyse the accuracy of individual clustering results and the final clustering results. We selected two categorical datasets Vote and Mushroom and two mixed datasets Heart (Statlog) and Australian Credit for our study. For categorical datasets, we selected those datasets which had some attributes having the same number of attribute values as the number of the desired number of clusters. Similarly, for mixed datasets, we selected those datasets that had some categorical attributes having the same number of attribute values as the number of the desired clusters. Using categorical attributes having different numbers of attribute values to create initial clusters do not produce the desired number of clusters, the clustering accuracy in those cases was not the appropriate measure. Hence, the clustering results obtained by using the values of those attributes as the initial clusters were not considered in the study.
For Vote dataset, the individual clustering results for 16 categorical attributes as initial clusters in different runs are presented in Figure 6 . We did not observe large differences in individual clustering results (the minimum clustering accuracy -0.8709, the maximum clustering accuracy -0.8732). The final clustering (0.8732) was equal to the maximum VOLUME 4, 2016 clustering accuracy. For Mushroom dataset, only 4 attributes had 2 values (same as the number of desired clusters), the results for these 4 attributes are presented in Figure 7 . There was a large variation in individual clustering results (the minimum clustering accuracy -0.682 , the maximum clustering accuracy -0.893). The final clustering result (0.894) was slightly better than the best individual clustering (0.893). Figure 8 has individual clustering results (for 6 numeric and 2 categorical attributes) for Heart (Statlog) dataset (the minimum clustering accuracy -0.795, the maximum clustering accuracy -0.807), the final clustering accuracy was 0.817 which was slightly better than the best individual accuracy (0.807). The individual clustering results for Australia credit dataset (for 6 numeric and 4 categorical) are presented in Figure 9 (the minimum clustering accuracy -0.554 , the maximum clustering accuracy -0.858). There was a large variation in individual clustering results. The final clustering result (0.858) was equal to the best individual clustering result (0.858).
The analysis suggests that individual clustering results for various datasets had small or large variations; however, the final clustering results were equal to or better than the best individual clustering results. This shows that combining clustering results is a good approach to obtain better initial clusters, which when fed to a K-means-based clustering algorithm results in better clustering accuracy for the studied categorical and mixed datasets. 
V. CONCLUSION
K-means-based clustering algorithms suffer from the random initial clusters problem which leads to different clustering results in different runs. In this paper, we presented a novel method to find initial clusters for K-means-based clustering algorithms for mixed datasets. It is proposed that individual attributes can be used to compute initial clusters in a run of K-means-based clustering algorithm. Results of many runs are combined to get initial clusters. The clustering results obtained by using the proposed approach were accurate and consistent. The proposed initial clusters method outperformed the random initial clusters method in terms of clustering accuracy. The proposed clustering approach also performed better than other clustering algorithms.
The study also suggests that the clustering results obtained by using the initial clusters computed by combining clustering results of all the runs of the clustering algorithm performed similar to or better than the clustering results A circular dot shows the performance for K-mean type clustering by using that attribute for computing initial clusters. The straight line is the final clustering result obtained by the proposed method.
obtained in one run. K-means-based clustering algorithms have been suggested for fuzzy clustering [34] and subspace clustering [39] of mixed datasets, in future, we will explore the possibility of applying the proposed method to these kinds of clustering algorithms.
