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INSTITUTE OF MATHEMATICS
HEBREW UNIVERSITY
JERUSALEM, ISRAEL
Abstract. It was shown in [17] that for any subshift of finite type consid-
ered with a Gibbs invariant measure the numbers of multiple recurrencies to
shrinking cylindrical neighborhoods of almost all points are asymptotically
Poisson distributed. Here we not only extend this result to all ψ-mixing shifts
with countable alphabet but actually show that for all points the distributions
of these numbers are asymptotically close either to Poisson or to compound
Poisson distributions. It turns out that for all nonperiodic points a limiting
distribution is always Poisson while at the same time for periodic points there
may be no limiting distribution at all unless the shift invariant measure is
Bernoulli in which case the limiting distribution always exists. As a corollary
we obtain also that the first occurence time of the multiple recurrence event is
asymptotically exponentially distributed. Most of the results are new also for
widely studied single recurrencies (see, for instance, [14], [15], [3] and [5]), as
well.
1. Introduction
Ergodic theorems for nonconventional sums of the form
(1.1) SN = SN(ω) =
N∑
k=1
f1(T
q1(k)ω)f2(T
q2(k)ω) · · · fℓ(T qℓ(k)ω),
were initiated in [10] and employed there in the proof of Sz´emeredi’s theorem on
arithmetic progressions while the name ”nonconventional” comes from [11]. Here
T is an ergodic measure preserving transformation, fi’s are bounded measurable
functions and qi(k) = ik, i = 1, ..., ℓ. Since then results concerning such ergodic
theorems under various conditions evolved into a substantial body of literature.
More recently under appropriate mixing conditions a strong law of large numbers
and a functional central limit theorem were obtained even for more general sums
in [16] and [18], respectively.
If fi equals for each i an indicator IA of the same measurable set A then the
corresponding sum SN = S
A
N (ω) counts the multiple recurrence events T
qi(k)ω ∈
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A, i = 1, ..., ℓ which occur for k ≤ N . It was shown in [17] that if we count such
multiple arrivals to appropriately shrinking sets An then the sums
(1.2) SAnN (ω) =
N∑
k=1
IAn(T
q1(k)ω)IAn(T
q2(k)ω) · · · IAn(T qℓ(k)ω)
usually will have asymptotically Poisson distribution for suitably chosen sequences
N = Nn →∞ as n→∞. For ℓ = 1 and q1(k) = k this type of results was obtained
in a series of papers under various conditions (see, for instance, [14], [15], [3] and
[5]).
To explain the results of this paper more precisely let us specify first our setup
which consists of a stationary ψ-mixing discrete time process ξ(k), k = 0, 1, ...
evolving on a finite or countable state space A and of nonnegative increas-
ing functions qi, i = 1, ..., ℓ taking on integer values on integers and such that
q1(k) < q2(k) < · · · < qℓ(k) when k ≥ 1. For each sequence a = (a0, a1, ...) ∈ AN of
elements from A and any n ∈ N denote by a(n) the string a0, a1, ..., an−1 which
determines also an n-cylinder set Aan in AN consisting of sequences whose ini-
tial n-string coincides with a0, a1, ..., an−1. For appropriately chosen sequences
N = Nn we are interested in the number of those l ≤ N such that the process
ξ(k) = ξ(k, ω), k ≥ 0 repeats the string a(n) starting at times q1(l), q2(l), ..., qℓ(l).
Employing the left shift transformation T on the sequence space AN we can repre-
sent the number in question via SAN (ω) given by (1.2) with A = A
a
n and N = Nn
considering SAN as a random variable on the probability space corresponding to the
process ξ.
Viewing such S
Aan
N as random variables on AN considered with a Gibbs T -
invariant measure P it was shown in [17] that S
Aan
N for almost all a ∈ AN has
asymptotically a Poisson distribution with a parameter t provided
(1.3) N = Nn = N
a
n ∼ t(P(Aan))−ℓ as n→∞.
Observe that such asymptotic in n results make sense only for sequences a ∈ AN
such that P(Aan) > 0 for all n ≥ 1 but this is good enough since the set of such
a’s has probability one. We will show in this paper for linear qi’s that under
(1.3) for large n the distribution of S
Aan
N with N as in (1.3) is close either to a
Poisson distribution with a parameter t or to a compound Poisson distribution.
The latter or the former holds true depending on whether or not the string a(n)
looks periodic with relatively short with respect to n period. In the ”conventional”
case ℓ = 1 Poisson approximation estimates were obtained in [4] and [5] while
compound Poisson approximation estimates for periodic sequences were derived in
[15] but even in this case the complete dichotomy as described above seems to be
new.
Relying on our approximation estimates it is possible to see (assuming (1.3))
for which sequences a the distribution of S
Aan
N approaches for large n the Poisson
distribution and for which compound Poisson. Moreover, we will show that un-
der (1.3) for all nonperiodic sequences a the sum S
Aan
N converges in distribution as
n → ∞ to a Poisson random variable with the parameter t. On the other hand,
for periodic sequences a the limiting distribution may not exist at all and we pro-
vide a corresponding example. We observe that an attempt to construct such an
example was made in Section 3.4 of [15] but it follows both from our estimates
and, actually, already from [5] that for the example in [15] the limiting distribution
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exists and it is Poisson. We prove also that if P is a product stationary measure
on AN (Bernoulli measure), i.e. if coordinate projections are independent identi-
cally distributed (i.i.d.) random variables, then the limiting distributions, either
Poissonian or compound Poissonian, exist for all sequences a. The above results
describe completely the limiting behavior as n→∞ in this setup and they seem to
be new even for the extensively studied ℓ = 1 case. Furthermore, either of the above
convergence results ruins also the example in [15] since the latter counts arrivals
to cylinders constructed by a nonperiodic sequence and it is built on a shift space
with a product probability measure. Nevertheless, as our nonconvergence example
shows a slight perturbation of independency may already create sequences a where
convergence fails.
Let a ∈ AN and τAan(ω) be the first time k when the string a(n) starts at each of
the places q1(k), q2(k), ..., qℓ(k) of a sequence ω ∈ AN. When ℓ = 1 and q1(k) = k
such hitting times were studied in a number of papers (see, for instance, [2], [3] and
references there) where it was shown that under appropriate normalization they
have as n→∞ exponential limiting distribution. As a corollary of our Poisson and
compound Poisson approximations we will extend here this type of results to the
nonconventional ℓ > 1 situation.
Our results are applicable to larger classes of dynamical systems and not only
to shifts. Indeed, any expansive endomorphism S of a compact M , in particular,
any smooth expanding endomorphism of a compact manifolds, has a symbolic rep-
resentation as a one sided shift by taking a finite partition α1, ..., αk of M into
sets of small diameter and assigning to each point x ∈ M the sequence j0, j1, ...
such that x ∈ ∩∞i=0S−iαji while noticing that the last intersaction is a singelton
in view of expansivity. Smooth expanding endomorphisms of compact manifolds
have many exponentially fast ψ-mixing invariant measures which are Gibbs mea-
sures constructed by Ho¨lder continuous functions which ensures fast decay of our
approximation estimates in this case. Our results remain valid also for many invert-
ible dynamical systems having symbolic representations as two sided shifts, notably,
for Axiom A (in particular, Anosov) diffeomorphisms. Within number theoretic ap-
plications the results can be formulated in terms of occurence of prescribed strings
of digits in base–m or continued fraction expansions.
The structure of this paper is the following. In the next section we describe
precisely our setup and conditions, give necessary definitions, formulate our main
results and discuss more their connections and relevance. In Section 3 we state
and prove some auxiliary lemmas. In Sections 4 and 5 our Poisson and compound
Poisson approximations results will be proved. In Section 6 we prove existence of
limiting distributions in the i.i.d. case while in Section 7 we exhibit our nonconver-
gence example.
2. Preliminaries and main results
We start with a probability space (Ω,F ,P) such that Ω is a space of sequences
AN with entries from a finite or countable set (alphabet) A which is not a singelton,
the σ-algebra F is generated by cylinder sets and a probability P invariant with
respect to the left shift T acting by (Tω)i = ωi+1 for ω = (ω0, ω1, ...) ∈ Ω = AN.
For each I ⊂ N denote by FI the sub σ-algebra of F generated by the cylinder sets
[ai, i ∈ I] = {ω = (ω0, ω1, ...) ∈ Ω : ωi = ai ∀i ∈ I}. Without loss of generality
we assume that the probability of each 1-cylinder set is positive, i.e. P([a]) > 0 for
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every a ∈ A, and since A is not a singelton we have also supa∈A P([a]) < 1. Our
results will be based on the ψ-mixing (dependence) coefficient defined for any two
σ-algebras G,H ⊂ F by (see [9]),
ψ(G,H) = supB∈G, C∈H
{∣∣ P(B∩C)
P(B)P(C) − 1
∣∣, P(B)P(C) 6= 0}(2.1)
= sup{‖E(g|G)− Eg‖∞ : g is H−measurable and E|g| ≤ 1}
where ‖ · ‖p is the Lp(Ω,P)-norm. Next, we set
(2.2) ψm = sup
n∈N
ψ(F0,n,Fn+m+1,∞)
where Fk,n = F{i: k≤i≤n} when 0 ≤ k ≤ n ≤ ∞. It follows from (2.1) and (2.2)
that ψm is non increasing in m and the measure P is called ψ-mixing if ψ0 < ∞
and ψm → 0 as m→∞.
Another important ingredient of our setup is a collection of ℓ positive increasing
integer valued functions q1, ..., qℓ defined on positive integers N+ and such that
q1(n) < q2(n) < · · · < qℓ(n), ∀n ∈ N+ and(2.3)
limn→∞(qi+1(n)− qi(n)) =∞, ∀i = 1, ..., ℓ− 1.
Our estimates will involve the following quantities related to these functions
(2.4) g(n) = inf
k≥n
min
1≤i≤ℓ−1
(qi+1(k)− qi(k)) and γ(n) = min{k ≥ 0 : g(k) ≥ 2n}
where n ∈ N+. In view of the second assumption in (2.3) the function γ(n) is well
defined for all n.
Denote by Cn the set of all n-cylinders A = [a0, , a1, ..., an−1]. Here and in what
follows we denote as above by [Q] a cylinder if Q is a finite string of elements from
A but, as usual, when Q is a number then [Q] denotes the integral part of Q.
Similarly to [5] we introduce also for each A = [a0, a1, ..., an−1] ∈ Cn the quantity
(2.5) π(A) = min{k ∈ {1, 2, ..., n} : A ∩ T−kA 6= ∅}
setting also A(π) = [a0, a1, ..., aπ(A)−1] ∈ Cπ(A). Next, for each A ∈ Cn we write
(2.6) SAN =
N∑
k=1
XAk where X
A
k =
ℓ∏
i=1
IA ◦ T qi(k)
and often, when A will be fixed and clear, we will drop the index A in XAk and S
A
N .
In order to shorten our formulas we will use throughout this paper the notation
℘(x) = xex. The following result exhibits our Poisson approximation estimates (for
ℓ = 1 a similar estimate was obtained in [5]).
2.1. Theorem. Let A ∈ Cn with P(A) > 0, t > 0, N = [t(P(A))−ℓ] and assume
that ψn < (3/2)
1/(ℓ+1) − 1. Then
supL⊂N |P{SAN ∈ L} − Pt(L)| ≤ 16P(A)
(
ℓ2nt+ γ(n)(1 + t−1))(2.7)
+6P(A(π))tnℓ2(1 + ψ0) + 2℘(2
ℓtψn + γ(n)P(A))
where Pt(L) is the probability assigned to L by the Poisson distribution with the
parameter t. Moreover, assume that P is ψ-mixing (i.e. ψn → 0 as n → ∞) then
(2.7) holds true with
(2.8) P(A) ≤ e−Γn and P(A(π)) ≤ e−Γπ(A)
for some Γ > 0 independent of A and n.
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Next, for each ω = (ω0, ω1, ...) ∈ Ω and n ≥ 1 set Aωn = [ω0, ....., ωn−1]. Denote
by ΩP the set of ω ∈ Ω such that P(Aωn) > 0 for all n ≥ 1. Clearly, TΩP ⊂ ΩP
and P(ΩP) = 1 since ΩP is the complement in Ω of the union of all cylinder sets
A ∈ Cn, n ≥ 1 such that P(A) = 0 and the number of such cylinders is countable.
Theorem 2.1 yields the following asymptotic result.
2.2. Corollary. Assume that the conditions of Theorem 2.1 together with the ψ-
mixing assumption hold true. Then for P-almost all ω ∈ Ω there exists M(ω) <∞
such that for any n ≥M(ω),
supL⊂N |P{SA
ω
n
N ∈ L} − Pt(L)| ≤ 16e−Γn
(
ℓ2nt+ γ(n)(1 + t−1)(2.9)
+tℓ2n4(1 + ψ0)
)
+ 2℘(2ℓtψn + γ(n)e
−Γn)
provided N = Nωn = [t(P(A
ω
n))
−ℓ].
Theorem 2.1 yields that if both π(Aωn) and g(n) grow fast enough in n then
under the ψ-mixing condition the distribution of SAN approaches the Poisson one
as n→∞. The fast growth of π(Aωn) in n means that ω is ”very” nonperiodic and
Corollary 2.2 sais that almost all ω’s fall into this category. The above results can be
compared with Theorem 2.3 from [17] where P was supposed to be a Gibbs invariant
measure corresponding to a Ho¨lder continuous function concentrated on a subshift
of finite type space (see [8]). A ψ-mixing coefficient of such a measure decays in n
exponentially fast (see [8]), and so (2.8) holds true then. Under conditions of [17]
the function g(n) grows faster than logarithmically, and so γ(n) grows slower than
exponentially which yields a fast decay of the errors in the Poisson approximations
above which improves the result from [17] where no estimates of the convergence
rate were obtained. Note also that any Gibbs measure P gives a positive weight
to each cylinder in the corresponding subshift of finite type space, and so in this
case the latter space coincides with ΩP. We observe that in the ”conventional”
ℓ = 1 case similar to Theorem 2.1 error estimates in the corresponding Poisson
approximations were obtained in [4] and [5].
Next, we describe our compound Poisson approximations where we assume that
(2.10) qi(k) = dik for some di ∈ N, i = 1, ...., ℓ with 1 ≤ d1 < d2 < · · · < dℓ.
For each R = [a0, a1, ....., ar−1] ∈ Cr and an integer n ≥ r set
Rn/r =
( ∩[n/r]−1k=0 T−kr(R)
) ∩ T−[n/r]([a0, ..., an−r[n/r]−1])
where we define [a0, ..., an−r[n/r]−1] = Ω if r divides n. Observe that if A =
[a0, a1, ..., an−1], A(π) = R and π(A) = r then R
n/r = A.
2.3. Theorem. Let A = [a0, a1, ..., an−1] ∈ Cn with P(A) > 0, t > 0, N =
[t(P(A))−ℓ] and assume that ψn < (3/2)
1/(ℓ+1) − 1. Set r = π(A), R =
[a0, ....., ar−1],
(2.11) κ = lcm
{ r
gcd{r, di} : 1 ≤ i ≤ ℓ
}
and ρ = ρA =
ℓ∏
i=1
P{R(n+diκ)/r|A}
where lcm and gcd denote the least common multiple and the greatest common
divisor, respectively. Assume that P is ψ-mixing then
(2.12) sup
A∈Cn, n≥1
ρA < 1
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and if ω ∈ Ω is not a periodic sequence then
(2.13) lim
n→∞
ρAωn = 0
where Aωn is the same as in Corollary 2.2. Furthermore, let W be a Poisson random
variable with the parameter t(1 − ρ). Then for any n > r(dℓ + 6) there exists a
sequence of i.i.d. random variables η1, η2, ... independent of W such that P{η1 ∈
{1, ..., [nr ]}} = 1 and the compound Poisson random variable Z =
∑W
k=1 ηk satisfies
supL⊂N |P{SAN ∈ L} − P{Z ∈ L}| ≤ 22ℓ+7(1 + ψ0)2ℓ
(
dℓℓ
2n4e−Γn/2(2.14)
+ψn(1− e−Γ)−1
)
+ 2℘
(
10(1 + ψ0)
2ℓdℓn
2(t+ 1)e−Γn/2 + 2ℓtψn
)
.
We will see in Lemma 3.7 that for any nonperiodic sequence ω ∈ Ω both (2.13)
and rωn = π(A
ω
n) → ∞ as n → ∞ hold true which together with appropriate
estimates for the distribution of ηi’s constructed in Theorem 2.3 will yield the
following result.
2.4. Corollary. Under conditions and notations of Theorem 2.3 for any nonperi-
odic sequence ω ∈ ΩP the sum SA
ω
n
N converges in distribution to a Poisson random
variable with the parameter t.
An important role in the proof of estimates in both Theorems 2.1 and 2.3 will
play the estimates from [6]. We observe that both Theorem 2.3 and Corollary 2.4
seem to be new even for the ”conventional” case ℓ = 1. Some compound Pois-
son approximation estimates were obtained in [15] but they deal there only with
cylinders A = Aan constructed for periodic sequences a and only with geometri-
cally distributed random variables ηi appearing in the compound Poisson random
variable Z. Only results about convergence for almost all sequences ω were known
before while Corollary 2.4 asserts convergence for all but periodic points whose
number is countable.
2.5. Remark. In fact, all above results can be formulated assuming that N ∼
t(P(A))−ℓ instead of N = [t(P(A))−ℓ] where A ∈ Cn. Indeed, in view of Lemma 3.2
of the next section for all sufficiently large (in comparison to n) k,
EXAk ≤ C(P (A))ℓ
for some C > 0, and so
∑
min(N,t(P(A))−ℓ)≤k≤max(N,t(P(A))−ℓ))
XAk → 0 in probability as n→∞.
Next, for any A ∈ Cn define
(2.15) τA(ω) = min{k ≥ 1 :
ℓ∏
i=1
IA ◦ T qi(k)(ω) = 1}
which is the first time k for which the multiple recurrence event {T qi(k)ω ∈ A, i =
1, ..., ℓ} occurs. Then combining Theorems 2.1 and 2.3 (assuming zero occurence of
multi recurrence events in question) we derive
2.6. Corollary. Suppose that P is ψ-mixing and qi(k) = dik, i = 1, ..., ℓ. Then for
any A ∈ Cn with P(A) > 0 and t ≥ 0,
|P{(P(A))ℓτA > t} − e−(1−ρA)t| ≤ 22ℓ+8(1 + ψ0)2ℓ(t+ 1)
(
ψn(1− e−Γ)−1(2.16)
+dℓℓ
2n4(1 + t−1)e−Γn/(dℓ+6)
)
+ 2℘
(
2ℓtψn + 10e
−Γn/2(1 + ψ0)
2ℓdℓn
2(t+ 1)
)
,
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provided ψn < (3/2)
1/(ℓ+1) − 1.
We observe that when ℓ = 1 the random variable τA can be treated as a stopping
time and most direct methods which deal with τA in this case are based on this fact
(see, for instance, [2], [3] and references there). In our nonconventional situation
when ℓ > 1 the random variable τA depends on the future and it is difficult to
deal with it directly. By this reason we obtain Corollary 2.6 as an immediate
consequence of Poisson and compound Poisson approximations applied to the case
when no multiple recurrence event occurs until time t(P(A))−ℓ. Observe that if we
replace t in (2.16) by u = t(1 − ρA) then in view of (2.12) Corollary 2.6 will take
the form of Theorem 1 from [2] which dealt though only with the ”conventional”
ℓ = 1 case. Recall, also that arrivals to more general than cylindrical sets may lead
to other limiting distribution (see [20]) so in order to remain in the class of Poisson
and compound Poisson distributions we have to restrict the investigation to arrivals
to cylinder sets.
In Section 5 we will derive from Corollary 2.6 together with the Shannon-
McMillan-Breiman theorem the following result.
2.7. Corollary. Suppose that (2.10) holds true and the ψ-mixing coefficient of P
satisfies
(2.17)
∞∑
n=1
ψn lnn <∞.
Then for P-almost all ω ∈ Ω,
(2.18) lim
n→∞
1
n
(
ln τAωn + ℓ lnP(A
ω
n)
)
= 0 P− a.s.
If, in addition,
(2.19) −
∑
a∈A
P([a]) lnP([a]) <∞
then for P-almost all ω ∈ Ω,
(2.20) lim
n→∞
1
n
ln τAωn = hP(T ) P− a.s.
where hP(T ) is the Kolmogorov-Sinai entropy of the shift T with respect to its in-
variant measure P.
In the ”conventional” ℓ = 1 case relying on estimates of Theorem 1 from [2] it is
possible to obtain (2.20) under weaker than (2.17) conditions.
Under additional independency conditions we obtain a more specific than in
Theorem 2.3 compound Poisson approximation of SAn constructed via independent
geometrically distributed random variables.
2.8.Theorem. Suppose that the conditions of Theorem 2.3 are satisfied and assume
in addition that P is the product stationary probability on AN, i.e. that coordinate
projections from Ω to A are i.i.d. random variables. Let W be the same as in
Theorem 2.3 and ζ1, ζ2, ... be i.i.d. random variables independent of W and having
the geometric distribution with the parameter ρ defined in Theorem 2.3, i.e. P{ζ1 =
k} = (1− ρ)ρk−1, k = 1, 2, .... Let Y =∑Wk=1 ζk then
supL⊂N |P{SAN ∈ L} − P{Y ∈ L}|(2.21)
≤ 22ℓ+8(t+ 1)ℓ2dℓn4e−Γn/2 + 2℘(12dℓn2(t+ 1)e−Γn/2) + t[n/r]+1([n/r]+1)! .
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where A, N, and r are the same as in Theorem 2.3.
We observe that when P is a product stationary measure on Ω = AN then ΩP = Ω
since then in view of our assumption that P([a]) > 0 for all a ∈ A any cylinder set
has positive probability. The following result, which seems to be new even in the
”conventional” ℓ = 1 case, sais that under the independency conditions of Theorem
2.8 the limiting distribution, either Poisson or compound Poisson, always exists.
2.9. Theorem. Suppose that the conditions of Theorem 2.8 are satisfied. For each
ω ∈ Ω and n ≥ 1 set Uωn = SA
ω
n
Nωn
where Aωn is the same as in Corollary 2.2,
Nωn = [t(P(A
ω
n))
−ℓ] and t > 0. Let rωn = π(A
ω
n), R
ω
n = [ω0, ω1, ..., ωrωn−1] and
ρωn = P(R
ω
n). Then the limits
(2.22) lim
n→∞
rωn = r
ω and lim
n→∞
ρωn = ρ
ω
exist for any ω ∈ Ω.
(i) If ω is not a periodic point then Uωn converges in distribution as n→∞ to a
Poisson random variable with the parameter t.
(ii) If ω is a periodic point (sequence) of a minimal period d then rω = d and
ρω = (P(Aωd ))
k0 where
k0 =
κω
rω
ℓ∑
i=1
di
with κω defined by (2.11) for rω in place of r there. Furthermore, let W be a
Poisson random variable with the parameter t(1−ρω) and ζ1, ζ2, ... be a sequence of
i.i.d. random variables independent of W having the geometric distribution with the
parameter ρω, i.e. P{ζ1 = k} = (1 − ρω)(ρω)k−1, k = 1, 2, .... Then Uωn converges
in distribution to Y ω =
∑W
k=1 ζk as n→∞.
A number theory (combinatorial) application of Theorem 2.9 can be described
in the following way. Fix a point a ∈ [0, 1) having a base m ≥ 2 expan-
sion a =
∑∞
i=0 aim
−(i+1). For each point ω ∈ [0, 1) with a base m expansion
ω =
∑∞
i=0 ωim
−(i+1) count the number Nn(ω) of those i ≤ tmn for which the ini-
tial n-string a0, a1, ..., an−1 of a is repeated starting from all places d1i, d2i, ..., dℓi
in the expansion of ω. Then the random variable Nn(ω) on the probability space
([0, 1],Leb) converges in distribution either to a Poisson (with the parameter t) or
to a compound Poisson random variable depending on whether the expansion of a
is nonperiodic or periodic. In particular, for all irrational and for some rational a
the limiting distribution will be Poissonian.
Since we allow also countable alphabet shift spaces our results are applicable
to continued fraction expansions, as well. There the Gauss map Gx = 1x (mod
1), x ∈ (0, 1], G0 = 0 preserves the Gauss measure µG(Γ) = 1ln 2
∫
Γ
dx
1+x which is
exponentially fast ψ-mixing (see, for instance, [13]) and G (restricted to points with
infinite continued fraction expansions) is conjugate to the left shift on a sequence
space with a countable alphabet. Thus Theorems 2.1 and 2.3 are applicable here, as
well. On the other hand, Theorem 2.9 does not work for the Gauss measure which
does not produce i.i.d. digits in continued fraction expansions (see, for instance,
[19]), and so in order to apply Theorem 2.9 here we have to take other probabability
measures conjugated to product measures on the shift space which produce i.i.d.
continued fraction digits. Moreover, these results remain valid for a larger class of
transformations generated by, so called, f -expansions (see [13]).
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It follows from both Corollary 2.4 and Theorem 2.9 that the nonconvergence
example from Section 3.4 in [15] is not correct and, in fact, the limiting distribution
exists there and it is Poisson since the cylinder sets constructed there were based
on a nonperiodic point and the probability measure on the sequence space was a
product measure, whence both Corollary 2.4 and Theorem 2.9 above are applicable.
Still, we construct in Section 7 an example of a point ω ∈ Ω and of a ψ-mixing
shift invariant measure such that S
Aωn
Nωn
considered with ℓ = 1 and d1 = 1 does not
have a limiting distribution as n → ∞. Moreover, the ψ-mixing coefficient ψl in
our example equals zero for any l ≥ 1 while ψ0 < ∞, i.e. the situation there is
as close as possible to independence where Theorem 2.9 asserts convergence for all
points ω ∈ Ω.
2.10.Remark. Observe that our convergence theorems above are based on approx-
imation estimates of Theorems 2.1 and 2.3 which yield convergence of distributions
with respect to the total variation distance but for integer valued random variables
we are dealing with this is equivalent to convergence in distribution.
2.11. Remark. All above results were stated for one-sided shifts but essentially
without changes they remain true for two-sided shifts, as well. We can also restrict
the discussion to a subshift of finite type space considering invariant probability
measures supported there. This enables us to apply the results to Axiom A diffeo-
morphisms (see [8]) considered with their Gibbs invariant measures relying on their
symbolic representations via Markov partitions.
3. Auxiliary lemmas
We start with the following result.
3.1. Lemma. Suppose that P is ψ-mixing then there exists a constant Γ > 0 such
that for any A ∈ Cn,
(3.1) P(A) ≤ e−Γn.
Proof. The proof is contained in Lemma 1 from [1] and in Lemma 1 from [12]. In
both places the authors assume summability of ψn but, in fact, both proofs use only
convergence of ψn to zero as n→∞ which is ψ-mixing. In both papers the result
is formulated with a constant in front of the exponent in (3.1) but it is clear from
the proofs there that this constant can be taken equal 1. Furthermore, the authors
there work on finite alphabet shift spaces but the proof of this result remains valid
without any changes for countable alphabets, as well. 
We will need also the following result which is, essentially, well known but for
readers’ convenience we give its simple proof here.
3.2. Lemma. Let Q1, ...., Ql, l ≥ 1 be subsets of nonnegative integers such that for
i = 2, ..., l− 1,
(3.2) maxQi−1 + k ≤ minQi ≤ maxQi ≤ minQi+1 − k
for some integer k > 0. Then for any Ui ∈ FQi , i = 1, ..., l,
(3.3) |P(∩li=1Ui)−
l∏
i=1
P(Ui)| ≤ ((1 + ψk)l − 1)
l∏
i=1
P(Ui).
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Proof. By the definition (2.1) and (2.2) of the coefficient ψ,
(3.4) |P(∩j+1i=1Ui)− P(∩ji=1Ui)P(Uj+1)| ≤ ψkP(∩ji=1Ui)P(Uj+1)
for j = 1, ..., l − 1. applying (3.4) successively l− 1 times we obtain
(3.5) |P(∩li=1Ui)−
l∏
i=1
P(Ui)| ≤ ψk
l−1∑
j=1
(
P(∩ji=1Ui)
l∏
i=j+1
P(Ui)
)
.
Furthermore, applying (3.4) successively j − 1 times we see that
(3.6) P(∩ji=1Ui) ≤ (1 + ψk)P(∩j−1i=1Ui)P(Uj) ≤ (1 + ψk)j−1
j∏
i=1
P(Ui).
This together with (3.5) yields (3.3). 
3.3. Lemma. let Q and Q˜ be two subsets of nonnegative integers such that at least
one of these sets is finite and
d = min
i∈Q, j∈R
|i − j| > 0.
Let k bound the number of components of Q and Q˜ which are separated by some
elements of the other set. Assume that ψd < 2
1/k − 1. Then
(3.7) ψ(FQ,FQ˜) ≤ 22k+2ψd(2 − (1 + ψd)k)−2.
Proof. Suppose, for instance, that Q is a finite set. Then Q and Q˜ can be repre-
sented as disjoint unions
Q = ∪ki=1Q2i−1 and Q˜ = ∪ki=1Q2i
such that Q1 and Q2k may be empty sets while all Qj , j = 2, ..., 2k−1 are nonempty
and
(3.8) maxQj−1 + d ≤ minQj ≤ maxQj ≤ minQj+1 − d
for j = 2, ..., 2k − 1 where if j = 2 and Q1 = ∅ or if j = 2k − 1 and Q2k = ∅ then
we disregard the first or the last inequality in (3.8), respectively.
Next, let U = ∩ki=1U2i−1 and V = ∩ki=1U2i where U2i−1 ∈ FQ2i−1 and U2i ∈
FQ2i , i = 1, ..., k. Then by Lemma 3.2,
(3.9) |P(U ∩ V )−
2k∏
j=1
P(Uj)| ≤
(
(1 + ψd)
2k − 1)
2k∏
j=1
P(Uj),
(3.10) |P(U)−
k∏
i=1
P(U2i−1)| ≤
(
(1 + ψd)
k − 1)
k∏
i=1
P(U2i−1)
and
(3.11) |P(V )−
k∏
i=1
P(U2i)| ≤
(
(1 + ψd)
k − 1)
k∏
i=1
P(U2i).
Combining (3.9)–(3.11) we obtain that
(3.12) |P(U ∩V )−P(U)P(V )| ≤ ((1+ψd)2k−1
) k∏
i=1
P(U2i−1)
(
P(V )+2
k∏
i=1
P(U2i)
)
.
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Next, by Lemma 3.2,
(3.13) P(U) ≥ (2− (1 + ψd)k)
k∏
i=1
P(U2i−1) and P(V ) ≥ (2− (1 + ψd)k)
k∏
i=1
P(U2i),
which together with (3.12) yields that
|P(U ∩ V )− P(U)P(V )|(3.14)
≤ ((1 + ψd)2k − 1)(4 − (1 + ψd)k)(2− (1 + ψd)k)−2P(U)P(V ).
The inequality (3.14) remains true when U and V are disjoint unions of intersections
of sets as above and it will still holds under monotone limits of sets U ∈ FQ and
V ∈ FQ˜. Hence, it holds true for all U ∈ FQ and V ∈ FQ˜, and so (3.7) follows (see
[7]). 
We will need also the following estimate of the total variation distance between
two Poisson distributions.
3.4. Lemma. For any λ, γ > 0,
(3.15)
∞∑
l=0
|Pλ(l)− Pγ(l)| ≤ 2e|λ−γ||λ− γ| = 2℘(|λ− γ|).
Proof. Assume, for instance, that λ ≥ γ. Then
∑∞
n=0 |e−λ λ
n
n! − e−γ γ
n
n! | ≤
∑∞
n=0 e
−λ λn
n!
(|1− eλ−γ |
+eλ−γ |1− (γλ )n|
) ≤ |1− eλ−γ |+ eλ−γ |λ− γ| ≤ 2(λ− γ)eλ−γ
and (3.15) follows. 
The following two lemmas will be used in the proof of Theorem 2.3.
3.5. Lemma. Let H = [a0, ..., ah−1] ∈ Ch, h ≥ 1 and either π(H) = h or h is not
divisible by π(H). Then π(Hn/h) = h for each n ≥ 2h.
Proof. For each B ∈ Cm set
O(B) = {k ≤ m, k ≥ 1 : B ∩ T−kB 6= ∅},
so that π(B) = min(O(B)). It follows from Theorem 6 and Remark 7 from [22]
that we can also write
O(B) = {π(B), 2π(B), ..., [ mπ(B) ]π(B)}(3.16)
∪{k ∈ {m− π(B) + 1, ...,m} : B ∩ T−kB 6= ∅}.
Let n ≥ 2h and set π(Hn/h) = k. Clearly, h ∈ O(Hn/h) and so h ≥ k. We suppose
that h > k and arrive at a contradiction. By the definition of π it follows thatHn/h∩
T−k(Hn/h) 6= ∅. Therefore, [ak, ..., ah−1] = [a0, ..., ah−1−k] and [a0, ..., ak−1] =
[ah−k, ..., ah−1], and so k, h − k ∈ O(H). Thus, k ≥ π(H) and if π(H) = h we
would have k ≥ h which contradicts our assumption. Hence, it remains to consider
the case when h is not divisible by π(H). Since k, h−k ∈ O(H) then π(H) ≤ k, h−k,
and so k, h−k ≤ h−π(H). This together with (3.16) yields that there exist integers
a and b such that 1 ≤ a, b ≤ [ hπ(H) ], k = a · π(H) and h− k = b · π(H). Therefore
h = (h − k) + k = (a + b)π(H) which contradicts our assumption that h is not
divisible by π(H). Hence, h = k and the proof is complete. 
The following result will be used in the proof of Theorem 2.3.
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3.6. Lemma. Let qi, i = 1, ..., ℓ be as in (2.10) and n ≥ r(dℓ+1). For any positive
integers m and n satisfying m > 2dℓn set
N = Nm,n = {l = 1, 2, ..., n : {Xm = 1, Xm+l = 1} 6= ∅}.
Then minN = κ where κ is defined by (2.11) with n being the length of a cylinder
A there and r = π(A).
Proof. It follows from (3.16) that if 1 ≤ l ≤ n−rdℓ then l ∈ N if and only if r divides
dil for each i = 1, ....., ℓ. By the definition r divides κdi and by the assumption of
the lemma κ ≤ r ≤ n−rdℓ . Hence, κ ∈ N , and so κ ≥ y = minN . Now, let l ∈ N
satisfies l ≤ n−rdℓ .Then r divides dil for each 1 ≤ i ≤ ℓ, and so rgcd{r,di} divides l.
Thus, κ divides l, and so κ ≤ l. It follows that κ ≤ y, completing the proof of the
lemma. 
In Sections 5 and 6 we will need the following results. As in Corollary 2.2 for each
ω = (ω0, ω1, ...) ∈ Ω set Aωn = [ω0, ..., ωn−1], rωn = π(Aωn) and Rωn = [ω0, ..., ωrωn−1].
Next, define κωn and ρ
ω
n by (2.11) with r = r
ω
n and A = A
ω
n .
3.7. Lemma. Given ω ∈ Ω the limit rω = lim
n→∞
rωn exist. Furthermore, if ω is a
periodic point with period d ∈ N+ (i.e. the whole path {T kω : k ≥ 0} of ω consists
of d points) then rω = d, otherwise rω =∞. Assume that P is ψ-mixing. If ω ∈ ΩP
is not a periodic point then
(3.17) lim
n→∞
ρωn = 0.
Furthermore, if independency conditions of Theorem 2.9 are satisfied then the limit
ρω = lim
n→∞
ρωn always exists. Moreover, in this case if ω is a periodic point with
period d ∈ N+ then ρω = (P([ω0, ..., ωd−1])
)k0
with k0 defined in Theorem 2.9(ii),
otherwise ρω = 0.
Proof. Assume that ω is periodic with period d ∈ N+ and set D = [ω0, ..., ωd−1].
By the definition of a period of a point it follows that π(D) = d or π(D) does not
divide d. This together with Lemma 3.5 yields that π(Dn/d) = d for all n ≥ 2d.
Moreover, T d(ω) = ω which implies that Dn/d = Aωn for each n ≥ d. From this it
follows that
lim
n→∞
rωn = limn→∞
π(Aωn) = limn→∞
π(Dn/d) = d
Now assume that ω is not periodic. Given n ≥ 1, from the definition of O in Lemma
3.5 it follows that rωn+1 ∈ O(Aωn) ∪ {n + 1}, which implies that rωn ≤ rωn+1. This
holds true for all n ≥ 1, and so rω = lim
n→∞
rωn exists and it is in the set N
+ ∪ {∞}.
Assume by contradiction that rω < ∞, then there exists an integer M ≥ 1 such
that rωn = r
ω for all n ≥ M . From this it follows that Aωn = [ω0, ..., ωrω−1]n/r
ω
for
all such n which implies that ω = [ω0, ..., ωrω−1]
∞ , and so ω is a periodic point
which is a contradiction to our assumption. From this it follows that rω =∞ and
the assertion concerning rω is proved.
Next, let ω ∈ ΩP be not a periodic point. Let r = rωn , κ = κωn , A = Aωn and
R = Rωn . Since r divides diκ for each i = 1, ..., ℓ we see by (2.1), (2.2) and (3.1)
that
(3.18) P(R(n+diκ)/r) ≤ (1 + ψ0)P(A)P(T nrR(nr+r)/r) ≤ (1 + ψ0)e−ΓrωnP(A)
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where nr = n (mod r) = n− [n/r]r. Now (3.17) follows since by the above rωn →∞
as n → ∞ when ω is not periodic. Under the conditions of Theorem 2.9 the
remaining assertion concerning ρω follows from the properties of rωn derived above
together with the independence assumption. 
The assertion (2.12) of Theorem 2.3 we obtain as a separate lemma.
3.8. Lemma. Assume that P is ψ-mixing then (2.12) holds true.
Proof. First, clearly ρA ≤ 1 for any A ∈ Cn and each n ≥ 1. Next, let An =
[a
(n)
0 , ..., a
(n)
n−1] ∈ Cn and write
(3.19) P
(
R(n+d1κn)/rnn |An
)
=
P
(
R
(n+d1κn)/rn
n
)
P(An)
= 1− δn, δn ≥ 0
where Rn = [a
(n)
0 , ..., a
(n)
rn−1
], rn = π(An) and κn is given by (2.11) with r = rn.
Then we show by induction that for any k ∈ N,
(3.20) P
(
R(n+kd1κn)/rnn
) ≥ (1− 2k−1δn)P(An).
Indeed, (3.20) is satisfied for k = 1 in view of (3.19). Suppose that (3.20) holds
true for k = m and prove it for k = m+1. Set nr = n− rn[n/rn] and observe that
for any l ≥ 1,
(
R
(n+(l−1)d1κn)/rn
n ∩ T−(n+(l−1)d1κn)(Ω \ T nrR(nr+d1κn)/rnn )
)
(3.21)
∪R(n+ld1κn)/rnn = R(n+(l−1)d1κn)/rnn ⊂ An
and the union above is disjoint. The induction hypothesis together with (3.21)
considered with l = m yields
P
(
R
(n+md1κn)/rn
n ∩ T−(n+md1κn)(Ω \ T nrR(nr+d1κn)/rnn )
)
(3.22)
≤ P(T−d1κ(R(n+(m−1)d1κn)/rnn ∩ T−(n+(m−1)d1κn)(Ω \ T nrR(nr+d1κn)/rnn ))
)
= P
(
R
(n+(m−1)d1κn)/rn
n ∩ T−(n+(m−1)d1κn)(Ω \ T nrR(nr+d1κn)/rnn )
)
≤ δn2m−1P(An).
Employing (3.21) with l = m+ 1 we obtain from (3.22) and (3.20) for k = m that
P
(
R(n+(m+1)d1κn)/rnn
) ≥ P(R(n+md1κn)/rnn
)− δn2m−1P(An) ≥ (1− 2mδn)P(An),
and so (3.20) holds true with k = m+ 1 completing the induction.
Now observe that by (2.1), (2.2) and (3.1),
(3.23) P
(
R(n+kd1κn)/rnn
) ≤ (1 + ψ0)e−ΓkrnP(An).
Since always rn ≥ 1 we can choose k so large that (1 + ψ0)e−Γkrn < 12 for all
n making the right hand side of (3.23) less than 12P(An) for all n. Now suppose
by contradiction that there exists a subsequence lm → ∞ as m → ∞ such that
δlm → 0 as m→∞. Then, we can choose n = lm in (3.20) with m so large that the
right hand side of (3.20) will be bigger than 12P(An) which leads to a contradiction
proving the lemma. 
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4. Poisson approximation
4.1. Proof of Theorem 2.1. If t−1γ(n)(P(A))ℓ ≥ 14 then the theorem clearly
holds true, and so we can assume that γ(n) < t(P(A))
−ℓ
4 . Set U = S
A
N . If t(P(A))
−ℓ <
4 then for each L ⊂ N,
|P{U ∈ L} − Pt(L)| ≤ P{U 6= 0}+ |P{U = 0} − Pt{0}|+ Pt(N+)(4.1)
≤ 2P{U 6= 0}+ 2Pt(N+) ≤ 2NP(A) + 2(1− e−t) ≤ 8P(A) + 2t ≤ 16P(A).
Again the theorem holds true, so we can assume that t(P(A))−ℓ ≥ 4 and then
γ(n) < t(P(A))
−ℓ
4 ≤ N .
Set W =
N∑
α=γ(n)
Xα, where Xα = X
A
α was defined in (2.6), and λ = EW . For
any L ⊂ N,
|P{U ∈ L} − Pt(L)| ≤ |P{U ∈ L} − P{W ∈ L}|(4.2)
+|P{W ∈ L} − Pλ(L)|+ |Pλ(L)− Pt(L)| = δ1 + δ2 + δ3
where δ1, δ2 and δ3 denote the first, the second and the third terms in the right
hand side of (4.2), respectively. We estimate δ1 by
(4.3) δ1 ≤ 2P{U −W > 0} ≤ 2
γ(n)∑
α=1
P{Xα = 1} ≤ 2γ(n)P(A).
In order to estimate δ2 we use Theorem 1 from [6]. Note that from the assumption
ψn ≤ (3/2)1/(ℓ+1)− 1 and from Lemma 3.2 whenever γ(n) ≤ α ≤ N it follows that
P{Xα = 1} ≥ (2 − (1 + ψn)ℓ)(P(A))ℓ > 1
2
(P(A))ℓ > 0.
Hence, the conditions of Theorem 1 from [6] are satisfied with the collection
{Xγ(n), ..., XN}. For each α ∈ N+ satisfying γ(n) ≤ α ≤ N set
Bα = {β ≥ γ(n), β ≤ N : such that |qi(α)−qj(β)| < 2n for some i, j = 1, 2, ..., ℓ}.
Then by Theorem 1 from [6],
(4.4) δ2 ≤ b1 + b2 + b3
where
b1 =
N∑
α=γ(n)
(
∑
β∈Bα
P{Xα = 1}P{Xβ = 1}),
b2 =
N∑
α=γ(n)
(
∑
α6=β∈Bα
P{Xα = 1, Xβ = 1}) and b3 =
N∑
α=γ(n)
E
∣∣E(Xα − EXα | Bα)
∣∣
with Bα = σ{Xβ : β /∈ Bα}.
From Lemma 3.2 and the fact that |Bα| ≤ 4ℓ2n for each α it follows that
(4.5) b1 ≤ N4ℓ2n
(
(1 + ψn)P(A)
)2ℓ ≤ 8ℓ2nt(P(A))ℓ.
Next, we estimate b2. Let γ(n) ≤ α ≤ N and α 6= β ∈ Bα. Assume without loss
of generality that α < β, so q1(α) < q1(β). If q1(β) − q1(α) < π(A) then by the
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definition of π(A) it follows that P{Xα = 1, Xβ = 1} = 0, so we can assume that
q1(β)− q1(α) ≥ π(A). Now by (2.1), (2.2) and Lemmas 3.1 and 3.2,
P{Xα = 1, Xβ = 1} ≤ P(T−q1(α)([a0, ..., aπ(A)−1]) ∩ {Xβ = 1})
≤ (1 + ψ0)P(A(π))P{Xβ = 1} ≤ (1 + ψ0)P(A(π))(1 + ψn)ℓ(P(A))ℓ.
Since by our assumption (1 + ψn)
ℓ ≤ 3/2 we obtain that
(4.6) b2 ≤ 6(1 + ψ0)Nℓ2nP(A(π))(P(A))ℓ ≤ 6(1 + ψ0)ℓ2tnP(A(π)).
In order to estimate b3 we use Lemma 3.3. Fix an integer α such that γ(n) ≤
α ≤ N and set
Q = Qα = {qi(α) +m : i = 1, ..., ℓ; m = 0, 1, ..., n− 1} and
Q˜ = Q˜α = {qj(β) +m : j = 1, ..., ℓ; β 6∈ Bα, m = 0, 1, ..., n− 1}.
Then the conditions of Lemma 3.3 are satisfied with d = n and such Q and Q˜.
Taking into account that Bα ⊂ FQ˜ we derive easily from Lemmas 3.2 and 3.3 that
for p = EXα,
E
∣∣E(Xα − p | Bα)
∣∣ = E
∣∣E(E(Xα − p | FQ˜) | Bα)
∣∣
≤ EE(∣∣E(Xα − p | FQ˜)
∣∣ | Bα)
= E
∣∣E(Xα − p | FQ˜)
∣∣ ≤ 22ℓ+4ψnP{Xα = 1} ≤ 22ℓ+5ψn(P(A))ℓ
Hence,
(4.7) b3 ≤ N22ℓ+5ψn(P(A))ℓ ≤ 22ℓ+5tψn.
In order to estimate δ3 we use Lemma 3.4 which yields
δ3 ≤
∞∑
l=0
|Pλ{l} − Pt{l}| ≤ 2e|λ−t||λ− t| = 2℘(|λ− t|).
We also have by Lemma 3.2 that
|λ− t| ≤ |E(
N∑
α=γ(n)
Xα)−N(P(A))ℓ|+ (P(A))ℓ
≤
N∑
α=γ(n)
|P{Xα = 1} − (P(A))ℓ|+ γ(n)(P(A))ℓ
≤ Nψn2ℓ(P(A))ℓ + γ(n)(P(A))ℓ ≤ 2ℓtψn + γ(n)(P(A))ℓ.
It follows that
(4.8) δ3 ≤ 2℘(2ℓtψn + γ(n)(P(A))ℓ).
Now (2.7) follows from (4.1)–(4.8) while (2.8) follows from Lemma 3.1, completing
the proof of the theorem. 
4.2. Proof of Corollary 2.2. Set c = 3Γ−1 and fix M ∈ N such that M > c lnM
and ψn ≤ (3/2)1/(ℓ+1) − 1 for all n ≥ M . Denote by Ω∗ the set of all ω ∈ Ω for
which there exist an M(ω) ≥M such that for each n ≥M(ω),
π(Aωn) > n− c lnn and P(Aωn) > 0.
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Set Uωn = S
Aωn
N . Assuming (2.8) it follows from Theorem 2.1 that for each ω ∈ Ω∗
and n ≥M(ω),
sup
L⊂N
|P{Uωn ∈ L} − Pt(L)|
≤ 16e−Γn(ℓ2nt+ γ(n)(1 + t−1) + tℓ2n4(1 + ψ0)
)
+ 2℘(2ℓtψn + γ(n)e
−Γn)
which gives (2.11) and it remains to show that Ω∗ has the full measure.
For each n ≥M set
Bn = {ω : π(Aωn) ≤ n− c lnn}.
Fix n ≥ M and let d = [n − c lnn]. For a0, a1, ..., ad and r ≤ d set Aar =
[a0, a1, ..., ar−1] andD
a
r,n = {ω = (ω0, ω1, ...) : ωk = ak−r[k/r] ∀ k = r, r+1, ...n−1}.
Then by (2.1), (2.2) and Lemma 3.1,
P(Bn) ≤
d∑
r=1
P{ω : Aωn ∩ T−r(Aωn) 6= ∅} =
d∑
r=1
( ∑
a0,...,ar−1∈A
P(Aar ∩Dar,n)
)
≤ (1 + ψ0)
d∑
r=1
∑
a0,...,ar−1∈A
P(Aar)P(D
a
r,n) ≤ (1 + ψ0)
d∑
r=1
e−Γ(n−r)
× ∑
a0,...,ar−1∈A
P(Aar) = (1 + ψ0)
d∑
r=1
e−Γ(n−r) ≤ d(1 + ψ0)e−Γ(n−d)
≤ n(1 + ψ0)e−Γc lnn = (1 + ψ0)n1−Γc = (1 + ψ0)n−2.
It follows that
∞∑
n=M
P(Bn) ≤ (1 + ψ0)
∞∑
n=M
n−2 <∞.
Now from the Borel-Cantelli lemma we obtain that P{Bn i.o.} = 0 where i.o. stands
for ”infinitely often”. Set D = Ω\ΩP which, recall, is the union of cylinders A with
P(A) = 0. Since P(D) = 0 then P(Ω \ Ω∗) = P(D ∪ {Bn i.o.}) = 0 completing the
proof of the corollary. 
5. Compound Poisson approximation
5.1. Proof of Theorem 2.3. First, recall that assertions conserning ρ = ρA are
contained in Lemmas 3.7 and 3.8. Throughout this subsection A ∈ Cn will be fixed,
and so we will write Xk and SN for X
A
k and S
A
N , respectively. Next, set K = 5dℓrn
and Xˆα = Xα if K < α ≤ N and Xˆα = 0 if α ≤ K or α > N . Now define
U =
N∑
α=1
Xˆα =
N∑
α=K+1
Xα and Xα,j = (1− Xˆα−κ)(1 − Xˆα+jκ)
j−1∏
k=0
Xˆα+kκ.
Observe that for any m,
(5.1) |SN − U | ≤
K∑
α=1
Xα and |U −
N∑
α=K+1
m∑
j=1
jXα,j| ≤ m
N∑
α=K+1
m∏
k=0
Xα+kκ
with κ defined by (2.11). Introduce also
I0 = {K + 1, ..., N} × {1, ..., n0},
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where, recall, n0 = [
n
r ],
λα,j = EXα,j , λ =
∑
(α,j)∈I0
λα,j and s = t(1− ρ)
with ρ defined in (2.11).
Next, we estimate |λ − s|. For each i = 1, 2, ..., ℓ set for brevity ci = n + diκ.
Then
|λ− s| ≤ (P(A))ℓ+∣∣
N∑
α=K+1
n0∑
j=1
λα,j −N(P(A))ℓ(1− ρ)
∣∣
≤ (K + 1)(P(A))ℓ +
N∑
α=K+1
∣∣ n0∑
j=1
λα,j − (P(A))ℓ(1− ρ)
∣∣
= (K + 1)(P(A))ℓ +
N∑
α=K+1
∣∣P(
n0∪
j=1
{Xα,j = 1})− (P(A))ℓ +
ℓ∏
i=1
P(Rci/r)
∣∣
≤ 2Ke−Γn +
N∑
α=K+1
P{
n0∏
k=0
Xα+kκ = 1}
+
N∑
α=K+1
∣∣P{(1−Xα−κ)Xα = 1} − P{Xα = 1}+ P(
ℓ∩
i=1
T−di(α−κ)Rci/r)
∣∣
+
N∑
α=K+1
(∣∣P{Xα = 1} − (P(A))ℓ
∣∣+
∣∣P(
ℓ∩
i=1
T−di(α−κ)Rci/r)−
ℓ∏
i=1
P(Rci/r)
∣∣)
= 2Ke−Γn + σ1 + σ2 + σ3.
Here σ1, σ2 and σ3 denote the first, second and third sums, respectively, and we
use in the last inequality above that
N∑
α=K+1
P{
n0∏
k=0
Xα+kκ = 1} ≥
N∑
α=K+1
∣∣P{(1−Xα−κ)Xα = 1} − P(∪n0j=1{Xα = 1})
∣∣.
In order to estimate σ1 we observe that the choice of K gives α(di+1−di) ≥ 3din
for any α > K and i = 1, ..., ℓ − 1. It follows that whenever 0 ≤ m ≤ n0 and
α > K there exist disjoint sets of integers Q1, Q2, , ..., Qℓ satisfying (3.2) with
k ≥ 1 and such that T−diα ∩n0l=0 T−dilκA ∈ FQi , i = 1, ..., ℓ. Since r divides diκ and
diκ ≤ dir < n by the assumption then for such m each ∩ml=0T−dilκA is contained
in Di,m ∩ T−dimκA where Di,m is a cylinder set of the length dimκ ≥ rm and
such that Di,m ∈ F0,dimκ−1 while, clearly, T−dimκA ∈ Fdimκ,∞. Hence, relying on
Lemmas 3.1 and 3.2 we conclude from here that
∑N
α=K+1 P{
∏m
l=0Xα+lκ = 1} =
N∑
α=K+1
P
( ℓ∩
i=1
T−diα ∩ml=0 T−dilκA
)
(5.2)
≤ (1 + ψ0)ℓ
∑N
α=K+1
∏ℓ
i=1 P(∩ml=0T−dilκA)
≤ (1 + ψ0)2ℓN(P(A))ℓe−Γℓrm ≤ (1 + ψ0)2ℓte−Γℓrm.
In particular, taking m = n0 we obtain
(5.3) σ1 ≤ (1 + ψ0)2ℓte−Γℓrn0 ≤ (1 + ψ0)2ℓte−Γn/2.
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Next we show that the term σ2 vanishes. Since r divides diκ for each i = 1, ..., ℓ
we have that Rci/r = Rdiκ/r ∩ (T−diκA). It follows that for any α > K,
ℓ∩
i=1
T−di(α−κ)Rci/r = (
ℓ∩
i=1
T−di(α−κ)Rdiκ/r) ∩ ( ℓ∩
i=1
T−diαA)
= (
ℓ∩
i=1
T−di(α−κ)A) ∩ ( ℓ∩
i=1
T−diαA) = {Xα−κXα = 1}.
Hence,
P{Xα = 1} − P(
m∩
i=1
T−di(α−κ)Rci/r) = P{Xα = 1} − P{Xα−κXα = 1}
= P{(1−Xα−κ)Xα = 1},
and so σ2 = 0.
Next, we estimate σ3 using Lemma 3.2 similarly to above which gives
(5.4) σ3 ≤ 2ℓNψn(P(A))ℓ ≤ 2ℓtψn.
Hence, by (5.3) and (5.4),
|λ− s| ≤ 2Ke−Γn + (1 + ψ0)2ℓte−Γ2 n + 2ℓtψn(5.5)
≤ 2(1 + ψ0)2ℓK(t+ 1)e−Γ2 n + 2ℓtψn.
Next, assume that λ = 0. Then by (5.1),
(5.6) P{SN 6= 0} ≤
K∑
α=1
P{Xα = 1}+ σ1 ≤ KP(A) + σ1.
Let η1, η2, ... be a sequence of i.i.d. random variables with P{η1 ∈ N+} = 1 inde-
pendent of a Poisson random variable W with the parameter s and Z =
∑W
k=1 ηk.
Then by (5.3), (5.5) and (5.6) for any L ⊂ N,
|P{SN ∈ L} − P{Z ∈ L}| ≤ P{SN 6= 0}+ |P{SN = 0} − P{Z = 0}|(5.7)
+P{Z 6= 0} ≤ 2(P{SN 6= 0}+ P{Z 6= 0}) = 2(P{SN 6= 0}+ (1− e−s))
≤ 2(P{SN 6= 0}+ s) ≤ 8(1 + ψ0)2ℓK(t+ 1)e−Γ2 n + 2ℓ+1tψn.
Hence, if λ = 0 the theorem follows for any such i.i.d. sequence η1, η2, ..., and so
we can assume that λ > 0.
Define
I = {(α, j) ∈ I0 : P{Xα,j = 1} > 0}
When λ > 0 then I 6= ∅. For each j ∈ {1, ..., n0} set
λj = λ
−1
N∑
α=K+1
λα,j
We choose an i.i.d. sequence {ηk}∞k=1 such that P{η1 = j} = λj for each 1 ≤ j ≤ n0
and set, again, Z =
∑W
k=1 ηk where, as before, W is a Poisson random with the
parameter s independent of ηk’s. Set X = {Xα,j}(α,j)∈I and let Y = {Yα,j}(α,j)∈I
be a collection of independent random variables such that each Yα,j has the Poisson
distribution with the parameter λα,j . Given (aα,j)(α,j)∈I = a ∈ NI define
f(a) =
∑
(α,j)∈I
jaα,j and hL(a) = If(a)∈L.
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Then
|P{SN ∈ L} − P{Z ∈ L}| ≤ |P{SN ∈ L} − EhL(X)|(5.8)
+|EhL(X) − EhL(Y)| + |EhL(Y)− P{Z ∈ L}| = δ1 + δ2 + δ3
where δ1, δ2 and δ3 denote the respective terms in the right hand side of (5.8).
By (5.1) and (5.3) we obtain that
δ1 ≤ 2P{SN 6= f(X)} ≤ 2
∑K
α=1 P{Xα = 1}+ 2σ1 ≤ 2KP(A) + 2σ1(5.9)
≤ 2KP(A) + 2(1 + ψ0)2ℓte−Γ2 n ≤ 4(1 + ψ0)2ℓK(t+ 1)e−Γ2 n.
In order to estimate δ2 we use Theorem 2 from [6]. Note that by the definition
of I for each (α, j) ∈ I we have P{Xα,j = 1} > 0, and so the use of the theorem is
justified. For each (α, j) ∈ I define
Bα,j = {(β, k) ∈ I : ∃ i1, i2 = 1, ..., ℓ such that |di1α− di2β| < K}.
By Theorem 2 in [6] we see that
(5.10) δ2 ≤
∥∥L(f(X)) − L(f(Y))∥∥ ≤ 2(2b1 + 2b2 + b3),
where ∥∥L(ξ)− L(ζ)∥∥ = 2 sup
L⊂N
|P{ξ ∈ L} − P{ζ ∈ L}|
is the total variation distance between distributions of nonnegative integer valued
random variables ξ and ζ,
b1 =
∑
(α,j)∈I
(
∑
(β,k)∈Bα,j
P{Xα,j = 1}P{Xβ,k = 1}),
b2 =
∑
(α,j)∈I
(
∑
(α,j) 6=(β,k)∈Bα,j
P{Xα,j = 1, Xβ,k = 1}) and
b3 =
∑
(α,j)∈I
E
∣∣E(Xα,j − λα,j | Bα,j)
∣∣
where Bα,j = σ{Xβ,k : (β, k) /∈ Bα,j}. For each (α, j) ∈ I it follows by Lemma 3.2
that
P{Xα,j = 1} ≤ P{Xα = 1} ≤ 2(P(A))ℓ.
Since the number of elements in Bα,j and in I do not exceed 2Kℓ
2n and nN ,
respectively, we obtain from here that
(5.11) b1 ≤ 8n2NKℓ2(P(A))2ℓ ≤ 8Kℓ2tn2(P(A))ℓ ≤ 8Kℓ2tn2e−Γn.
Now we estimate b2. Fix (α, j) ∈ I, let (α, j) 6= (β, k) ∈ Bα,j and set F =
{Xα,j = 1, Xβ,k = 1}. We want to estimate P(F ) from above. Clearly, if α = β
then F = ∅, so without loss of generality we can assume that α < β. Suppose,
first, that α + n−3rdℓ > β and show that in this case F = ∅. Indeed, assume by
contradiction that F 6= ∅ then by Lemma 3.6 it follows that α ≤ β − κ. Let ω ∈ F
then Xβ,k(ω) = 1, and so Xβ−κ(ω) = 0 and Xβ(ω) = 1. Hence, there exists an
1 ≤ i0 ≤ ℓ such that
IA ◦ T di0(β−κ)(ω) = 0 and IA ◦ T di0β(ω) = 1.
It follows that for c = di0κ,
(5.12) IRc/r ◦ T di0(β−κ)(ω) = 0.
By our assumption,
di0(β − α) < dℓ(β − α) < n− 3r < (n0 − 2)r.
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Write di0(β − α) = ur + v where u, v ∈ N and v < r. Then di0α + ur ≤ di0α +
(n0 − 2)r. Since Xα,j(ω) = 1, and so IA ◦ T di0α(ω) = 1, we obtain from the last
inequality and the definition of n0 that IR2 ◦ T di0α+ur(ω) = 1 where R2 = R2r/r is
the concatenation of two copies of R. Since Xβ,k(ω) = 1, and so IA ◦T di0β(ω) = 1,
we obtain also that
IR2 ◦ T di0α+ur+v(ω) = IR2 ◦ T di0β(ω) = 1.
Hence, R2 ∩ T−v(R2) 6= ∅. By the assumption v < r and if v > 0 then π(R) ≤
π(R2) ≤ v < r. If r is not divisible by π(R) then by Lemma 3.5 we would have
π(R2) = r contradicting the above inequality and if π(R) divides r then π(R) ∈
O(A) contradicting π(A) = r. Hence, v = 0, and so di0(β − α) = ur. Since
Xα,j(ω) = 1, r divides di0κ and n ≥ ur = di0(β − α) ≥ di0κ it follows from here
that
1 = Xα(ω) ≤ IA ◦ T di0 ·α(ω) ≤ IRur/r ◦ T di0 ·α(ω)
= (I
R
(ur−di0
κ)/r ◦ T di0 ·α(ω)) · (IRc/r ◦ T (di0 ·α+ur−di0κ)(ω))
≤ IRc/r ◦ T (di0 ·α+ur−di0κ)(ω) = IRc/r ◦ T di0 ·(β−κ)(ω)
where, again, c = di0κ and we set R
0/r = Ω. Hence, IRc/r ◦ T di0(β−κ)(ω) = 1
contradicting (5.12), and so F = ∅ in this case.
Thus, we can assume that α+ n−3rdℓ ≤ β, and so dℓα+ n ≤ dℓβ + 3r. Hence, by
Lemma 3.2,
P{Xα,j = 1, Xβ,k = 1} ≤ P{Xα = 1, IA ◦ T dℓβ = 1}
≤ P{Xα = 1, IR(n−3r)/r ◦ T dℓβ+3r = 1}
≤ (1 + ψ0)P{Xα = 1}P(R(n−3r)/r) ≤ 4ψ0(P(A))ℓe−Γ(n−3r).
Since the number of elements in Bα,j and in I do not exceed 2Kℓ
2n and nN ,
respectively, we obtain that
(5.13) b2 ≤ 8n2NKℓ2ψ0(P(A))ℓe−Γ(n−3r) ≤ 8ℓ2ψ0Ktn2e−Γ2 n.
In order to estimate b3 we use Lemma 3.3 with
Q = Qα,j = {di(α+ lκ) +m : i = 1, ..., ℓ; l = −1, 0, 1, ..., j, m = 0, 1, ..., n− 1}
and Q˜ = Q˜α,j = {di(β + lκ) +m : β 6∈ Bα,j ,
i = 1, ..., ℓ, l = −1, 0, 1, ..., n0, m = 0, 1, ..., n− 1}.
Then by the choice of K the conditions of Lemma 3.3 are satisfied with d = n and
such Q and Q˜. Taking into account that Bα,j ⊂ FQ˜ we obtain from (2.1), (2.2) and
Lemma 3.3 that
E
∣∣E(Xα,j − λα,j | Bα,j)
∣∣= E
∣∣E(E(Xα,j − λα,j | FQ˜) | Bα,j)
∣∣
≤ E∣∣E(Xα,j − λα,j | FQ˜)
∣∣≤ 22ℓ+4ψnP{Xα,j = 1}.
For each 1 ≤ i ≤ ℓ set ci = n+ κdi(j − 1). Then by Lemma 3.2 we see that
P{Xα,j = 1} ≤ P{
m∩
i=1
IRci/r ◦ T diα} ≤ 2
ℓ∏
i=1
P(Rci/r)
≤ 2(1 + ψ0)
ℓ∏
i=1
(P(A)e−Γκdi(j−1)) ≤ 2(1 + ψ0)(P(A))ℓe−Γℓr(j−1).
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It follows from the above estimates that
b3 =
∑
(α,j)∈I
E
∣∣E(Xα,j − λα,j | Bα,j})
∣∣≤
N∑
α=K+1
n0∑
j=1
22ℓ+4ψnP{Xα,j = 1}(5.14)
≤ 22ℓ+5(1 + ψ0)ψnN(P(A))ℓ
n0∑
j=1
e−Γ(j−1)
≤ 22ℓ+5(1 + ψ0)ψnN(P(A))ℓ 11−e−Γ ≤ 22ℓ+5(1 + ψ0)tψn(1− e−Γ)−1.
Next, we estimate δ3. Given a random variable ξ we denote by ϕξ the char-
acteristic function of ξ. Let ξ be a Poisson random variable with a parameter λ
independent of {ηk}∞k=1 and set Ψ =
ξ∑
k=1
ηk. Then for each s ∈ R,
ϕΨ(s) =
∞∑
l=0
P{ξ = l}
l∏
k=1
ϕηk(s) = e
−λ
∞∑
l=0
λl
l!
(ϕη1(s))
l = exp(λ
n0∑
j=1
λj(e
ijs − 1))
and
ϕf(Y)(s) =
∏
(α,j)∈I
ϕYα,j (js) = exp(
∑
(α,j)∈I
λα,j(e
ijs − 1)) = exp(λ
n0∑
j=1
λj(e
ijs − 1))
warning the reader that the last two formulas are the only places in this paper
where i stands for
√−1 and not for an integer. It follows from here that f(Y) and
Ψ have the same distribution, and so by Lemmas 3.2 and 3.4,
δ3 = |P{Ψ ∈ L} − P{Z ∈ L}| =
∞∑
l=0
|P{ξ = l} − P{W = l}|P{
l∑
k=1
ηk ∈ L}(5.15)
≤
∞∑
l=0
|P{ξ = l} − P{W = l}| ≤ 2e|λ−s||λ− s| = 2℘(|λ− s|).
Finally, (2.14) follows from (5.5), (5.7)–(5.11) and (5.13)–(5.15) completing the
proof of Theorem 2.3. 
5.2. Proof of Corollary 2.4. Let ω ∈ ΩP be a nonperiodic sequence, A = Aωn
and r = rωn = π(A
ω
n). Assume first that n > r
ω
n (dℓ+6) so that Theorem 2.3 can be
applied. Then by (5.2) and the definition of the sequence η1, η2, ... in the proof of
Theorem 2.3 we obtain that
(5.16) P{η1 = j} = λj = λ−1
N∑
α=K+1
λα,j ≤ λ−1(1 + ψ0)ℓ+1te−Γℓr(j−1).
Let Ξ be a Poisson random variable with the parameter t and Z =
∑W
l=1 ηl be the
compound Poisson random variable constructed by Theorem 2.3 with A = Aωn , ρ =
ρωn and r = r
ω
n . Then for any L ⊂ N,
|P{Ξ ∈ L} − P{Z ∈ L}| ≤∑∞l=0 |P{Ξ = l} − P{W = l}|P{
∑l
k=1 ηk ∈ L}(5.17)
+
∑∞
l=0 P{Ξ = l}|P{
∑l
k=1 ηk ∈ L} − IL(l)|
where IL(l) = 1 if l ∈ L and = 0, otherwise.
By Lemma 3.4,
(5.18)
∞∑
l=0
|P{Ξ = l} − P{W = l}| ≤ 2tρωnetρ
ω
n = 2℘(tρωn).
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Next, by (5.16),
|P{∑lk=1 ηk ∈ L} − IL(l)| ≤ 2P{
∑l
k=1 ηk 6= l} ≤ 2lP{η1 6= 1}(5.19)
= 2l
∑n0
j=2 λj ≤ 2lλ−1(1 + ψ0)2ℓte−Γℓr
ω
n (1− e−Γℓrωn )−1.
Now (5.17)–(5.19) yield
(5.20) |P{Ξ ∈ L}−P{Z ∈ L}| ≤ 2℘(tρωn)+2λ−1(1+ψ0)ℓ+1t2e−Γℓr
ω
n (1−e−Γℓrωn )−1
where we used that t = EΞ = e−t
∑∞
l=0 l
tl
l! .
If n ≤ rωn (dℓ + 6) then we apply Theorem 2.1, and so we can write
|P{SAωnN ∈ L} − P{Ξ ∈ L}| ≤ max(ε1(n) + ε2(n), ε3(n))
where ε1(n) and ε2(n) are right hand sides of (2.14) and (5.20), respectively, while
ε3(n) = 16e
−Γn/(dℓ+6)
(
ℓ2nt+γ(n)(1+ t−1)+ tnℓ2(1+ψ0)
)
+2℘
(
2ℓtψn+γ(n)e
−Γn
)
.
Clearly, ε1(n), ε3(n) → 0 as n → ∞ and since ρωn → 0 and rωn → ∞ as n → ∞ by
Lemma 3.7 then ε2(n) → 0 as n → ∞, as well, and so the assertion of Corollary
2.4 follows. 
5.3. Proof of Corollary 2.6. Let t > 0 be given. If n > r(dℓ + 6) then we take
W and Z to be as in Theorem 2.3. Note that P{(P(A))ℓτA > t} = P{SAN = 0} and
P{Z = 0} = P{W = 0}, and so by Theorem 2.3,
|P{(P(A))ℓτA > t} − P{W = 0}| = |P{SAN = 0} − P{Z = 0}|(5.21)
≤ 22ℓ+7(1 + ψ0)2ℓ(t+ 1)
(
dℓℓ
2n4e−Γn/2 + ψn(1− e−Γ)−1
)
+2℘
(
2ℓtψn + 10e
−Γn/2(1 + ψ0)
2ℓdℓn
2(t+ 1)
)
On the other hand, if n ≤ r(dℓ+6) then by Theorem 2.1 (with qi’s being linear),
(5.22) |P{(P(A))ℓτA > t} − Ps{0}| ≤ |P{SAN = 0} − Pt{0}|+ |Pt{0} − Ps{0}|.
where s = t(1 − ρ). Furthermore, κ ≥ rd1 , and so
ρ =
ℓ∏
i=1
P{R(n+diκ)/r | A} ≤ P(R(n+d1κ)/r)
P(A) ≤ ψ0P(R(d1κ)/r)(5.23)
≤ ψ0e−Γd1κ ≤ ψ0e−Γr.
By Theorem 2.1,
|P{SAN = 0} − Pt{0}| ≤ 16e−Γn(ℓ2nt+ γ(n)(1 + t−1))(5.24)
+6(1 + ψ0)tnℓ
2e−Γr + 2℘
(
2ℓtψn + γ(n)e
−Γn
)
and by (5.23),
(5.25) |Pt{0} − Ps{0}| ≤ |t− s| ≤ tψ0e−Γr.
Taking into account that γ(n) ≤ 2n when qi’s are as in Theorem 2.3 and that
r ≥ n/(dℓ + 6) in (5.24) we obtain the estimate of Corollary 2.6 from (5.21)–
(5.25). 
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5.4. Proof of Corollary 2.7. First, observe that our mixing conditions imply, in
particular, that P is ergodic. Set ι = supA∈Cn, n≥1 ρA and b(n) =
2 lnn
1−ι recalling
that ι < 1 by (2.12). Now, by Corollary 2.6 for any A ∈ Cn with P(A) > 0,
P{(P(A))ℓτA > b(n)} ≤ e−(1−ι)b(n)(5.26)
+22ℓ+8(1 + ψ0)
2ℓ(b(n) + 1)
(
dℓℓ
2n4(1 + 1b(n) )e
−Γn/(dℓ+6) + ψn(1 − e−Γ)−1
)
+2℘
(
2ℓb(n)ψn + 10e
−Γn/2(1 + ψ0)
2ℓdℓn
2(b(n) + 1)
)
and
P{(P(A))ℓτA ≤ n−2} = 1− P{(P(A))ℓτA > n−2}(5.27)
≤ |1− e−(1−ρA)n−2 |+ |P{(P(A))ℓτA > n−2} − e−(1−ρA)n−2 |
≤ n−2 + 22ℓ+8(1 + ψ0)2ℓ(n−2 + 1)
(
dℓℓ
2n4(1 + n2)e−Γn/(dℓ+6)
+ψn(1− e−Γ)−1
)
+ 2℘
(
2ℓn−2ψn + 10e
−Γn/2(1 + ψ0)
2ℓdℓ(1 + n
2)
)
. Applying (5.26) and (5.27) to A = Aωn with ω ∈ ΩP we obtain by the Borel-
Cantelli lemma that there exists a random variable m = m(̟) on Ω finite P-a.s.
and such that for all n ≥ m(̟),
(5.28) n−2 < (P(Aωn))
ℓτAωn (̟) ≤ b(n)
which implies (2.18). Finally, if (2.19) holds true then (2.20) follows from (2.18)
and the Shannon-McMillan-Breiman theorem (see, for instance, [21]). 
6. I.i.d. case
6.1. Proof of Theorem 2.8. We use the same notation as in the proof of Theorem
2.3 and as there we can assume that λ > 0 and N > K = 5dℓrn. In order to derive
(2.21) we will estimate |P{Z ∈ L}− P{Y ∈ L}| for any L ⊂ N and combine it with
(2.14). Observe that under the assumption that the coordinate projections from Ω
onto A are i.i.d. random variables it follows that
(6.1) ρ =
ℓ∏
i=1
P{R(n+diκ)/r | A} =
ℓ∏
i=1
P(R(diκ)/r) =
(
P(R))k0 ≤ P(R),
where k0 =
κ
r
∑ℓ
i=1 di, and also that λα,j = (1−ρ)2(P(A))ℓρj−1 for each (α, j) ∈ I.
Let η1, η2, ... be i.i.d. random variables constructed in the proof of Theorem 2.3.
Then, for each j = 1, 2, ..., n0 = [n/r],
P{η1 = j} = λj = ((N −K)
n0∑
l=1
λN,l)
−1(N −K)λN,j
= ((1 − ρ)2(P(A))ℓ
n0∑
l=1
ρl−1)−1(1− ρ)2(P(A))ℓρj−1
= ((1− ρ)
n0∑
l=1
ρl−1)−1P{ζ1 = j} = P{ζ1 = j | ζ1 ∈ {1, ..., n0}}
where ζ1, ζ2, ... are i.i.d. random variables described in the statement of Theorem
2.8. Furthermore, for any j > n0,
P{η1 = j} = 0 = P{ζ1 = j | ζ1 ∈ {1, ..., n0}}
Hence, by the independence for any l ≥ 1 and each j1, ..., jl ∈ N+,
P{η1 = j1, ..., ηl = jl} = P{ζ1 = j1, ..., ζl = jl | ζ1, ..., ζl ∈ {1, ..., n0}}.
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It follows from here that
P{
l∑
k=1
ηk ∈ L} = P{
l∑
k=1
ζk ∈ L | ζ1, ..., ζl ∈ {1, ..., n0}}.
Introduce the event Ψ = {∃k ≤ l, k ≥ 1 : ζk /∈ {1, ..., n0}}. Then by the law of
total probability it follows that
|P{
l∑
k=1
ζk ∈ L} − P{
l∑
k=1
ηk ∈ L}|
=
∣∣P{ζ1, ..., ζl ∈ {1, ..., n0}}P{
l∑
k=1
ζk ∈ L | ζ1, ..., ζl ∈ {1, ..., n0}}
+P(Ψ)P{
l∑
k=1
ζk ∈ L | Ψ} − P{
l∑
k=1
ζk ∈ L | ζ1, ..., ζl ∈ {1, ..., n0}}
∣∣
= 2P(Ψ) ≤ 2
l∑
k=1
P{ζk /∈ {1, ..., n0} = 2lρn0 .
Set again s = t(1− ρ). Then
|P{Z ∈ L} − P{Y ∈ L}| ≤
∞∑
l=0
P{W = l}|P{
l∑
k=1
ηk ∈ L} − P{
l∑
k=1
ζk ∈ L}|
≤
n0∑
l=1
|P{
l∑
k=1
ηk ∈ L} − P{
l∑
k=1
ζk ∈ L}|+ P{W > n0}
≤
n0∑
l=1
2lρn0 + e−s(es −
n0∑
l=0
sl
l! ) ≤ 2n20ρn0 + t
n0+1
(n0+1)!
.
Taking into account that ψn ≡ 0 under the independency assumption (2.21) follows
from here together with (2.14), (6.1) and Lemma 3.1, completing the proof of
Theorem 2.8. 
6.2. Proof of Theorem 2.9. In the i.i.d. case the assertion (i) can be derived
easily studying the asymptotic behavior of the compound Poisson distribution con-
structed Theorem 2.8 but since (i) follows from the more general result of Corollary
2.4 we will prove now only the assertion (ii). Assume that ω is periodic with a pe-
riod d ∈ N+. From Lemma 3.7 it follows that there exist a positive integer M ≥ 1
such that rωn = d for all n ≥M . Next, by (6.1) for any n ≥M ,
ρωn =
(
P([ω0, ..., ωrωn−1])
)k0
=
(
P([ω0, ..., ωd−1])
)k0
= ρω
which does not depend on n. Hence, for all n ≥ max(M,d(dℓ + 6)) we can apply
Theorem 2.8 in order to obtain that
sup
L⊂N
|P{Uωn ∈ L} − P{Y ∈ L}|
≤ 22ℓ+8(t+ 1)dℓℓ2n4e−Γn/2 + 2℘
(
10dℓn
2(t+ 1)e−Γn/2
)
+ t
[n/d]+1
([n/d]+1)!
where Γ = min{− ln(P{ω0 = a}) : a ∈ A}. The expression on the right hand side
of the last inequality tends to 0 as n→∞, and so (ii) is proved. 
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7. A nonconvergence example
We assume here that A = {0, 1} and consider the probability space (Ω,F ,P)
such that Ω = {0, 1}N, F is the σ-algebra generated by cylinder sets and P is a
probability measure on Ω such that the coordinate projections {ωj}∞j=0 from Ω onto
{0, 1} are i.i.d. random variables with P{ω0 = 0} = p0 = 1 − p1 = 1 − P{ω0 = 1}
where p0, p1 > 0, p0 + p1 = 1 and p0 6= p1. As before T will denote the left shift
on Ω and we introduce here another map S : Ω→ Ω acting by (Sω)n = ωn+ωn+1
(mod 2) for any n ≥ 0 and ω = (ω0, ω1, ...).
Set P0 = SP which is a probability measure on Ω defined by P0(U) = P(S
−1U)
for any U ∈ F . We claim that P0 is T -invariant. Indeed, let A = [a0, a1, ..., an−1]
be a cylinder set then
(7.1) S−1A = [0, α1, ..., αn] ∪ [1, β1, ..., βn]
where αi + βi = 1 for all i = 1, ..., n and ai = αi + αi+1 (mod 2) = βi + βi+1 (mod
2) for i = 0, 1, ..., n− 1 where α0 = 0 and β0 = 1. Similarly,
(7.2)
S−1T−1A = [0, 0, α1, ..., αn] ∪ [1, 0, α1, ..., αn] ∪ [1, 1, β1, ..., βn] ∪ [0, 1, β1, ..., βn].
It follows from (7.1) and (7.2) that
(7.3) P0(T
−1A) = P(S−1T−1A) = P(S−1A) = P0(A).
Since (7.3) holds true for all cylinder sets, it remains true for their disjoint unions
and since it is preserved under monotone limits we obtain that (7.3) is satisfied for
any A ∈ F which proves our claim.
Next, we will show that P0 has a ψ-mixing coefficient ψl equal zero for any l ≥ 1
while ψ0 <∞. First, observe that ψl can be defined using only cylinder sets saying
that ψl is the infimum of constantsM ≥ 0 such that for each n ≥ 0 and any cylinder
sets A ∈ F0,n and B ∈ Fn+l+1,∞ (as defined at the beginning of Section 2),
(7.4) |P0(A ∩B)− P0(A)P0(B)| ≤MP0(A)P0(B).
Indeed, if (7.4) holds true for such cylinder sets then it remains true for their cor-
responding disjoint unions and it is preserved under monotone limits which yields
that (7.4) is satisfied for any sets A ∈ F0,n and B ∈ Fn+l+1,∞, proving the as-
sertion. Now, if A ∈ F0,n and B ∈ Fn+l+1,∞ are cylinder sets then analysing
their preimages under S−1 similarly to (7.1) we conclude that S−1A ∈ F0,n+1 and
S−1B ∈ Fn+l+1,∞. Hence, if l ≥ 1 then S−1A and S−1B are independent events
with respect to the probability P, and so
P0(A ∩B)− P0(A)P0(B) = P(S−1A ∩ S−1B)− P(S−1A)P(S−1B) = 0
implying that ψl = 0 in this case.
In order to estimate ψ0 we observe that if B = [bn, bn+1, ..., bn+m−1] = {ω =
(ω0, ω1, ...) : ωi = bi when n ≤ i ≤ n+m− 1} then
S−1B = [γn, γn+1, ..., γn+m] ∪ [δn, δn+1, ..., δn+m]
where γi + δi = 1 for i = n, ..., n + m and γi + γi+1 = δi + δi+1 = bi for i =
n, ..., n+m− 1. This together with (7.1) yields that
P0(A ∩B) = P(S−1A ∩ S−1B) =
n∏
i=0
pαi
n+m∏
j=n+1
pγj +
n∏
i=0
pβi
n+m∏
j=n+1
pδj ,
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where α0 = 0, β0 = 1 and without loss of generality we assume that αn = γn and
βn = δn. On the other hand,
P0(A) = P(S
−1A) =
n∏
i=0
pαi +
n∏
i=0
pβi and
P0(B) = P(S
−1B) =
n+m∏
j=n
pγj +
n+m∏
j=n
pδj .
It follows that
P0(A ∩B)
P0(A)P0(B)
≤ 2(p−1γn + p−1δn ) = 2(p−10 + p−11 ).
Hence, ψ0 ≤ 1 + 2(p−10 + p−11 ) <∞ as required.
Let 1∞ = ω ∈ Ω and t > 0. For each n ≥ 1 let Aωn , Nωn and Uωn = SA
ω
n
Nωn
be as
defined in Section 2. We now show that the sequence {Uωn }∞n=1 does not converge
in distribution when we take P0 as the measure on Ω. For two strings S1 and S2
of 0 and 1 digits we denote by S1 · S2 the concatenation of S1 with S2, and for any
integer k ≥ 1 we denote by Sk1 the concatenation of S1 with itself k times. For
every even n ≥ 1,
P0(1
n) = P([[1, 0]n/2 · 1]) + P([[0, 1]n/2 · 0]) = pn2+11 p
n
2
0 + p
n
2+1
0 p
n
2
1 = (p1p0)
n
2
And for every odd n ≥ 1,
P0(1
n) = P([[1, 0](n+1)/2]) + P([[0, 1](n+1)/2]) = 2(p1p0)
n+1
2 .
From this it follows that for every even n ≥ 1,
ρAωn = P0(1
n+1 | 1n) = 2(p1p0)
n+2
2
(p1p0)
n
2
= 2p1p0
while for every odd n ≥ 1,
ρAωn = P0(1
n+1 | 1n) = (p1p0)
n+1
2
2(p1p0)
n+1
2
=
1
2
.
Now for each n ≥ 1 set θn = P0{Uωn = 0}. Then from Theorem 2.3 it follows that
lim
n→∞
θ2n = e
−t(1−2p1p0) and lim
n→∞
θ2n+1 = e
− t2 .
Since p0 6= p1 then 1− 2p1p0 6= 12 , and so the sequence {Uωn }∞n=1 does not converge
in distribution when we take P0 as the measure on Ω.
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