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第 65 回昭和大学学士会総会　教育講演②
2018 年 12 月 1 日　15：15 ～ 15：40　昭和大学 1号館 7階講堂
○司会　2 席を始めさせていただきます．続きまし
て，昭和大学歯学部口腔病態診断科学講座歯科放射
線医学部門教授 荒木和之先生から，「AI ブームと
コンピューター支援診断（CAD）―現状と歯科領
域での将来」につきまして，お話をしていただきま
す．座長は昭和大学学士会副会長 宮崎 隆先生，お
願いいたします．
○宮崎　それでは荒木和之先生の講演を始めさせて
いただきます．荒木先生は 1986 年に九州大学の大
学院をご卒業されまして，九州大学，長崎大学を経
て，1996 年から本学の准教授を務め，2017 年に教
授に昇任しております．本日はAI ブームとコン
ピューター支援診断の放射線領域から歯科領域の将
来のお話が承れると思っております．どうぞよろし
くお願いいたします．
○荒木　みなさんこんにちは．それから宮崎先生，
過分なご紹介どうもありがとうございます．また，
今日このような貴重な発表の機会を与えていただき
ました関係のみなさまに，心からお礼申し上げます．
　今日は，「AI ブームとコンピューター支援診断」
ということで発表させていただきます．私はニュー
ラルネットワークの画像診断への応用というのを，
すこしかじっておりましたのでそういうのを含め
て，また，AI の概説を含めてお話させていただい
て，何か少しでもみなさまのこれからの研究に役立
つような情報が入っていればと思っております．
　今日の内容ですけど，最初はこのAI とは，とし
て簡単な用語の説明．それから，AI の発達史．そ
れからニューラルネットワークとディープラーニン
グについて話したいと思います．
　最初に，AI 人工知能，それから機械学習，ニュー
ラルネットワーク，深層学習，最近はこのような言
葉をよく耳にすることが多いのではないかと思いま
すが，これはそれの包含関係を示した模式図です．
AI というのが一番広い範囲を指しておりまして，
ディー プラーニングが一番狭い範囲になります．AIと
は，と言い出すと，これは研究する人によって，微妙
に定義が違っておりまして，なかなか理解が難しい
所もあるのですが，ここでは人間並みの知的な処理
をコンピューター上で実現するというぐらいの，すご
く大まかな定義のほうがわかりやすい気がします．
　そのAI の中で機械学習という言葉があります．
収集したデーターに基づいて，AI 自身のモデルが
うまくいくように学習して，良いパフォーマンスが
でるようにする仕組み全体を機械学習と言います．
その機械学習の方法には，さまざまな方法があるの
ですが，そのうちの一つがニューラルネットワーク
というものです．これは生体のニューロンを模した
ユニットをコンピューター上に作り上げて，それを
組み合わせて知的な処理を行えるようにしようとい
う方法です．
　ディープラーニングというのは，このニューラル
ネットワークの一つで，多層のニューラルネット
ワークで，大量のデーターを使って学習を行う方法
です．
　次に，AI の発達史について少しお話をさせてい
ただきます．AI はこれまで 3 回，現在を含めて 3
回のブームがあります．最初は 1950 年から 60 年代
頃．AI の黎明期です．AI という言葉が最初に使わ
れたのは，1956 年のダートマス会議でと言われて
おります．この時代は推論と探索の時代とも言われ
ておりまして，ルールとゴールが明確に決められて
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いるゲーム，例えば迷路を解くとか，そういうこと
がコンピューターでできるようになった時代です．
また，後半に話しますニューラルネットワークの基
になるようなパーセプトロンの概念がこの時代に発
表されております．
　この推論と探索の時代ですが，結局適応範囲は，
ルールとかゴールが厳密に決まっている，フレーム
（枠組み）がきちっと決まっている，そういう時に
初めてコンピューターが働いてくれるものです．実
際の現実世界では，ルールとかあまりハッキリしな
いことも多いし，ゴールが曖昧なことも多い．だか
ら，なかなか現実的な世界では使えないということ
で，AI に対する熱は急速に冷めて，1 回目の冬の
時代に入りました．
　2回目のブームですけど，これは 1970 年から 90
年代の初めぐらいまでの間です．この時代は，コン
ピューターで論理的判断ができるようになった．if 
then else という表現をコンピューターではよく使
うのですが，もしAという条件が成り立つならば，
それはBである，そうでなければCであるという，
三段論法的なことです．こういうロジックで，人の
知識とかルールを全部現していければ，人間のやっ
ていることは全てコンピューターで表現できるとい
う考え方で成り立つものです．
　そのロジックを利用したものの一つに，エキス
パートシステムというのがあるのですが，これは専
門家がいろいろ考えていく，その専門家の知識とか
ルールを，if then else のロジックで全部コンピュー
ター上に表現したら，複雑な問題も全部解けるので
はないかという考え方で発達してきたものです．
　MYCIN っていうのは，この時代の有名なエキス
パートシステムの一つで，スタンフォード大が開発
した，感染症の診断・治療を支援するシステムで
す．これ自身は，500 個ぐらいの知識データベース
しか持っていないと言われています．医師がいくつ
かの質問にYes とか No とか答えていくことで，考
えられる感染源，細菌の種類と，適切な治療法をリ
ストとして提出してくれました．この時は，感染症
の専門家でない医師よりも良い診断結果を出してい
ましたが，専門家と比べると診断能力が落ちていた
ということでした．
　じゃあ，専門家と同じようにするにはどうするか
というと，専門家のあらゆる知識を教え込む必要が
出て来ます．診断とかしていく時に，あらゆる知識
が全てルールに従ってやっているかっていうのは難
しい所があります．あらゆる知識を教え込もうとし
ていくと，矛盾したルールみたいに見えることもあ
ります．コンピューターはそういうことを許しませ
んから，矛盾したルールがあると，そこで止まって
しまいます．また，教えていない例外事象が出てき
たら，全然対処できません．
　結局の所，第一次ブームの時よりも，対応はより
広い範囲に進んではきましたが，やはり明確なルー
ルとかゴールが無いと対処できないという欠点があ
りました．
　そのため，2000 年代のちょっと前ぐらいから 2
回目の冬の時代に入っていきます．ニューラルネッ
トワークはこの時代はそれほど注目されてなかった
のですが，少しずつ改良が進んでいます．
　3回目のAI のブームは 2005 年ぐらいからと言わ
れております．ほぼ現在までに至っています．これ
は最初にお話した機械学習とディープラーニングが
再度人気を博してきているという時代が現在です．
　これはどちらも，機械学習もディープラーニング
も，コンピューター自身に何か判断とかさせようと
する時，その時に存在する法則を学習させること
で，AI の判断能力を高めようとする方法です．た
だ，人工知能の専門家にしますと，フレーム問題は
まだ完全には解決していないんじゃないかという意
見もかなりあります．
　最後の項目，ニューラルネットワークとディープ
ラーニングになります．これ，私が少し行ってきた
ことを含めて解説させていただきたいと思います．
　ニューラルネットワークですが，人のニューロン
に相当するニューロンとかユニットとか呼ばれるも
のを層状に，入力層，隠れ層，出力層というような
形で層状に組み合わせて，入力層にデーターを入力
して，出力層から正しい結果を取り出すというふう
に考えられたシステムです．入力層は 1層で，隠れ
層は通常 1～ 3層ぐらい，出力層は 1層になってい
ます．ユニットの数は任意になります．学習を繰り
返して，望ましい出力が得られるように隠れ層の層
の数とか，各ユニットの数とかを調整していくとい
うことを行います．
　このスライドは 1個のユニットの拡大図です．入
力から出力の信号の流れはスライド向かって左から
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右に行く形になります．前の段のユニットの出力
X₁ から Xn までは重みを掛け合わせて該当のユニッ
トに入力されます．さらに予め指定したしきい値を
引いてこれに伝達関数の処理を行ってから出力され
次のユニットに伝わります．
　伝達関数は，2000 年ぐらいまでは，シグモイド
関数がよく使われていたのですが，最近はレクテイ
ファイドリニアユニット関数がよく使われておりま
す．これはその模式図です．青がシグモイド関数
で，入力値が大きくなってきた時に傾きがゼロに近
づいてしまい学習が収束しなくなりやすい．赤い線
はレクテイファイドリニアユニット関数で，入力値
が大きくなっても勾配がゼロにならないので，学習
がうまく進んでいくと言われています．
　結果がわかっているデーターを入力させて，結合
荷重とかを修正していく作業のことをニューラル
ネットワークにおける学習と言います．
　これはその模式図になりますが，教師信号を入力
し判定して出力が得られます．それと，望まれる出
力との誤差を求めて，この誤差ができるだけ小さく
なるように出力層から，逆に入力層に向かって信号
を伝えながら，重み係数を修正していく作業が
ニューラルネットワークの学習になります．
　実際は，この一つの構造のニューラルネットワー
クの学習だけではなくて，隠れ層の，例えば数と
か，そういうネットワーク全体の構造も変えて，最
も良い出力値，すなわち誤差が最も少なくなるよう
に学習を進めていきます．
　私どもは，このニューラルネットワークの画像診
断への応用ということで，頸部リンパ節転移の診
断，耳下腺部の腫脹性病変の診断，う蝕の画像診断
などを検討してまいりました．今日はこの頸部リン
パ節転移の診断について，少しだけお話させてくだ
さい．
　対象としたのは，口腔扁平上皮癌 80 名．リンパ
節としては 1,100 個です．転移有が 100 個で転移無
しが 1,000 個でした．これを 2つに分けて，教師信
号とテスト信号としてネットワークの学習とその精
度検討を行いました．画像としては超音波画像を用
いております．
　スライドは，超音波画像の例とニューラルネット
に入力した所見を示しております．リンパ門がある
かないかで，この症例だとリンパ門はない．内部エ
コーの状態はこの症例だと中間．短径の実測値，こ
の症例だと 9 mmです．それから長径と短径の比率
長短径比は，2.1．これらを画像の所見として入力
しました．
　ニューラルネットワークの全体として使ったのは，
先ほどの画像の所見4つに加えて，原発巣の大きさ，
原発部位，リンパ節の位置の 7つの項目を入力層に
入力しました．そのため入力層のユニット層を 7つ
もつニューラルネットワークを構築しました．
　その結果を示します．最も成績が良かったニュー
ラルネットワークは入力層に加えて，隠れ層が 3層
と出力層という構造です．判定を行ったところ，経
験の浅い，経験 5 年未満の読影者とセンシティビ
ティはほぼ一緒で，スペシフィシティとアキュレイ
シィが良いという結果になりました．ただ残念なが
ら，経験 5年以上のベテランの読影者と比べると有
意差は出ませんでした．
　限定的ではありますが，ニューラルネットワーク
も診断のサポートには使えるかなという結果になり
ました．ただ，大きな問題としては画像を 1回人間
が見ないといけないと．そういうことがあって，臨
床応用には行きませんでした．
　この 2000 年頃までのニューラルネットワークだ
と，先ほどお見せしました超音波のネットワーク診
断と同様に，コンピューターのハードウエアの限界
があり，画像を直接入力することができない，読影
者が所見を 1回判断してそれからネットワークが判
定していくという形になります．画像を直接入力し
て，それをそのまま特徴を取り出せれば一番良い形
です．
　それから，隠れ層が最大 3層ぐらいと，中間層が
すごく単純なので非線形分離はなかなかうまくいか
ない．それから，私どもでも 1,000 個ぐらいしかリ
ンパ節なかったですけど，データーが少ないので，
例外のあるものが多いという問題点がありました．
これらをディープラーニングは改善していると言わ
れております．
　それでは，ディープラーニングはどんなものかと
いうのを，次の 2つで説明させていただきます．こ
れは，元々 1979 年に福島先生らが発表したネオコ
グニトロンの発展形と言われております．コン
ピューターのパワーが向上して，複雑なネットワー
クの構造をしても学習とかが可能になった．それか
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ら，インターネットをはじめとして大量のデーター
を入手できるようになってきたっていうことで，可
能になってきたとされております．
　ディープラーニングの画期的な出来事としては，
画像認識コンペ，数万の画像を見せてそこに何が
映っているか，例えば猫が映っているとか，犬が
映っているとかというのを判定させるのですが，そ
の 2012 年のコンペでディープラーニングを使ってい
るネットワークが他の方式と比べて極端に良い値を
出したっていうことで一気に注目されました．それ
以外にも IBMのワトソンがテレビのクイズ番組で優
勝したり，アルファ碁が碁の世界チャンピオンに
勝ったりして世間の注目を一気に集めております．
　ディープラーニングのもう少し突っ込んだ構造を
見ますと，これはその 1 例で畳み込みニューラル
ネットワークと言います．その構造を例に説明させ
ていただきます．
　これは最初のニューラルネットと同様に入力層と
出力層があります．その間に複数の畳み込み層，
プーリング層がいくつも組み合わさっています．畳
み込み層というのは，画像の一部分を拡大して，そ
の中にある特徴例を取り出します．それをプーリン
グ層で圧縮することでその特徴量を抽象化する．こ
のような処理を何回も繰り返すことで画像の中にあ
る特徴量を自動で抽出できるとされています．ここ
が昔のニューラルネットと大きく違う所です．画像
を直接入力して処理することができるようになって
います．
　われわれも少し検討を始めました．まだ予備実験
の段階ですが，ちょっと紹介させてください．目的
としてはパノラマ X線写真からう蝕とか歯周炎，
あるいは根尖病巣についての診断を支援すること
を，ディープラーニングで行う．まだ予備実験の段
階ですが，対象としてはパノラマX線写真 90 例，
歯の本数としては約 2,600 本，教師用 2,100 本，テ
スト用 500 本で検討をしております．
　今日お示しするデーターはこの内の根尖病巣があ
るかないかという診断です．実際に約 2,600 本の中
で，根尖病巣が無いのが約 2,500 本弱と，あるのが
約 200 本弱しかなくてこのデーターの偏りが結果へ
も影響する部分があるのではないかというのがあり
ます．
　これが訓練した畳み込みニューラルネットワーク
で判定した結果です．トータルとして見ると，正診
率と特異度はいいのですが，まだセンシティビティ
がすごく低い状態です．一番の問題は，まだデー
ター数が少ないことです．やっぱり歯の数として数
万本になるように今分析を進めております．
　最後になりますが，AI のこれからの有用な部分
をまとめさせていただきます．1つには情報検索，
ワトソンに見られるような，いろんな論文検索とか
の部分．それから定型処理が得意ですから，特に会
計処理などは電子化されたデーターから可能ですか
ら，それらの処理．それから畳み込みニューラル
ネットワークなどは，パターン認識が得意で，画像
認識処理とかが，近い将来有効かなと思います．
　ずっと先になりますと，AI 自身が勝手に学習し
て，能力が上がっていくのではないかとも言われて
います．いずれにしても，われわれは情報科学の専
門ではないんで，そういう専門家と共同で臨床での
応用研究を進めていくというのが望まれているので
はないかと思っております．
　最後になりましたけど，今日の発表に協力してい
ただいたみなさまに感謝いたします．ご清聴ありが
とうございました．
○宮崎　荒木先生，ありがとうございました．AI
の歴史，ニューラルネットワーク，またディープ
ラーニングと，詳しいお話を承ったと思います．そ
れでは，フロアからどなたかご質問ございません
か．はい，どうぞ．
○高橋　荒木先生，ありがとうございます．口腔リ
ハビリテーション科の高橋ですけど，いつもいろい
ろ画像ではお世話になっています．先生，先ほど聞
いていてちょっとわからなかったのですけど，超音
波のほうで，あれは，パソロジカルなファインディ
ングとの正診率を最終的にチェックされたわけです
ね？
○荒木　はい，病理的に確定ができたリンパ節のみ
使っております．
○高橋　あと，歯のほうの根尖病巣とかは？
○荒木　まだそこまで行っていません．
○高橋　まだ行っていないのですね．それで，あ
と，2年目から 5年目よりは良かったということを
出されていましたけど，なんかあの，超音波だと読
影だけじゃなくて撮像のほうのレベルもあるかなっ
ていう感じはすごくするんですけど．要するに，調
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べる，検知する人ですね．それが若い人だと，結構
あまりうまく描出できないとかあるかと思うんです
けど，実際にその像を造られた方っていうのは，何
年目ぐらい？
○荒木　あの実験で使ったデーターは 6年目以上が
撮影しました．
○高橋　そうすると，撮像に関してなんかコメント
ありますか．
○荒木　やっぱり，超音波って，ああいうのを作っ
た僕が言うのもなんですけど，画像を出しながら半
分診断している所があるので，やっぱりほんとはそ
こまで，画像を出す所までコンピューターがサポー
トできるようになればいいのかなと思います．
○宮崎　よろしいでしょうか．それでは時間になり
ましたので，荒木先生の講演を終わらせていただき
ます．ありがとうございました．
○司会　ありがとうございました．それでは座長か
ら荒木先生に記念の盾を贈呈いたします．
（記念盾贈呈）
