Cross-project defect prediction (CPDP) methods can be used when the target project is a new project or lacks enough labeled program modules. In these new target projects, we can easily extract and then measure these modules with software measurement tools. However, labeling these program modules is time-consuming, error-prone and requires professional domain knowledge. Moreover, directly using labeled modules in the other projects (i.e., the source projects) can not achieve satisfactory performance due to the large data distribution difference in most cases. In this article, to our best knowledge, we are the first to propose a novel method ALTRA, which can utilize both active learning and TrAdaBoost to alleviate this issue. In particular, we firstly use Burak filter to select similar labeled modules from the source project after analyzing the unlabeled modules in the target project. Then we use active learning to choose representative unlabeled modules from the target project and ask experts to label the type (i.e., defective or non-defective) of these modules. Later, we use TrAdaBoost to determine the weights of labeled modules in the source project and the target project, and then construct the model via weighted support vector machine. After selecting a small number of modules (i.e., only 5% modules ) in the target project, we terminate the method ALTRA and return the final constructed model. To show the effectiveness of our proposed method ALTRA, we choose 10 large-scale open-source projects from different application domains. In terms of both F1 and AUC performance indicators, we find ALTRA can perform significantly better than seven state-of-the-art CPDP baselines. Moreover, we also show that the usage of Burak filter, the uncertainty active learning strategy, the class imbalanced learning method and TrAdaBoost are competitive in our proposed method ALTRA.
I. INTRODUCTION
Software defect prediction (SDP) [18] , [25] , [46] can construct models by mining version control systems and bug tracking systems, and then uses the constructed models to predict defective modules in advance. Therefore, limited software quality assurance (SQA) resources can be reasonably allocated on these identified defective modules, which can effectively improve the quality of deployed software. Most of previous studies [18] focused on the scenario of within-project defect prediction (WPDP). However, sometimes a target project may be a new project or has a few labeled modules. A most straightforward method is to directly The associate editor coordinating the review of this manuscript and approving it for publication was Luca Ardito .
use the labeled modules in other projects (i.e., the source projects) to train the models. However, the constructed models based on the source projects may not achieve satisfactory performance on the target project, since the data distributions between different projects can not satisfy similar distribution assumption in most cases. Therefore, designing effectively cross-project defect prediction (CPDP) methods is a challenge task. This problem has been widely studied [21] , [22] and is an active topic in the domain of SDP, most of proposed CPDP methods are based on transfer learning, which focuses on transferring the knowledge across different but related domains [38] .
According to previous studies on SDP [18] , [25] , [46] , most of the researchers employed SZZ method [42] to identifying bug-introducing changes and then labeled the VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ extracted modules. However, SZZ method can unavoidable introduce noises (e.g., changes that only modifying blank lines or code comments) [12] , [14] . Therefore, using SZZ method is error-prone. However, if we manually label all the modules, professional domain knowledge is required and it is time-consuming. Therefore, in our study, we want to use active learning to select a small number of representative modules in the target project and resort experts to label these chosen modules. This setting can help us to select valuable modules from the target project to construct high-quality models. In addition, this setting can also effectively reduce the noises during module labeling process and reduce the labeling cost. Moreover, we want to use TrAdaBoost [13] to further determine appropriate weights for the labeled program modules in the source project and the target project respectively. The motivation of using TrAdaBoost is to assign higher weights to the labeled modules in the source project, which are more similar to the labeled modules in the target project. Based on the above motivation, we propose a novel CPDP method ALTRA. In particular, we first use a classical instance filter based transfer learning method (i.e., Burak filter [45] ) to filter out the modules in the source project, which are not similar to the modules in the target project. Then we use active learning to choose a small number of representative unlabeled modules from the target project and ask experts to label these modules. Later, we use TrAdaBoost to determine the weights of labeled modules in the source project and the target project respectively. This step aims to assign higher weights to the modules in the source project that are more similar to the modules in the target project, and then construct the model via a weighted variant of support vector machine (WeightSVM), which considers module weights during optimization. After selecting and then labeling only 5% unlabeled modules in the target project, we terminate the method ALTRA and return the current constructed model.
To show the competitiveness of our proposed method ALTRA, we conduct empirical studies on 10 real open-source projects. Final empirical results show: (1) Our proposed method ALTRA can perform significantly better than seven state-of-the-art CPDP baselines by only considering additional 5% unlabeled modules in the target project in terms of both F1 and AUC performance indicators. (2) The performance of our proposed method ALTRA can be highly improved with the uncertainty active learning strategy, the class imbalanced method, TrAdaBoost [13] and Burak filter [45] .
The main contributions of this article can be briefly summarized as follows:
• To our best knowledge, we are the first to propose a novel CPDP method ALTRA via active learning and TrAdaBoost. In particular, this method firstly uses Burak filter to keep relevant modules in the source project. Then it only needs to query and then label 5% unlabeled modules (i.e., 10∼50 modules in our study) in the target project via active learning. Moreover, this method assigns appropriate weights to the labeled modules in the source project and the target project respectively. Finally it uses WeightSVM to construct the CPDP models.
• To show the effectiveness of our proposed CPDP method ALTRA, we choose 10 real large-scale open-source projects as our experimental subjects. Compared with seven state-of-the-art CPDP baselines, our method ALTRA shows much better performance with only 5% labeled modules in the target project. Moreover, we also verify the current setting of ALTRA is more competitive compared with other candidate settings. The rest of this article is organized as follows. Section II first introduces the background and related work of cross-project defect prediction and secondly introduces the background of active learning and its application to SDP. Section III introduces the framework of our proposed method ALTRA and the implementation details of this method. Section IV shows experimental setup, such as experimental subjects, performance indicators, statistical analysis methods and experimental settings. Section V shows the result analysis. Section VI discusses potential threats to validity for our empirical studies. Section VII concludes this article and points out some potential future studies.
II. BACKGROUND AND RELATED WORK A. CROSS-PROJECT DEFECT PREDICTION
Designing effective cross-project defect prediction methods is a challenging task, since the data distribution between different projects can not satisfy similar distribution assumption in most cases. Researchers conducted several large-scale empirical studies to investigate the feasibility of CPDP. Zimmermann et al. [51] conducted CPDP on 12 large-scale projects, which are from open-source communities and a commercial corporation Microsoft. They found only 3% of the cases can achieve satisfactory performance. Later He et al. [20] conducted CPDP only on the projects from the open-source community and also found only 0.3% to 4.7% of the cases can achieve satisfactory performance depending on different classifiers. These empirical studies clearly indicated the challenge of the CPDP issue.
Researchers have proposed different CPDP methods until now and more detailed analysis of these CPDP methods can be found in a recent systematic literature review and meta-analysis [22] . Some methods focus on metric value transformation. For example, Cruz et al. [6] applied power transformation to the metric value. Some methods focus on relevant source project selection. For example, Krishna and Menzies [27] considered the concept of bellwether. Liu et al. [30] proposed a two-phase method TPTL. Some methods focus on instance selection or instance weight setting for the source project. For example, Turhan et al. [45] proposed Burak filter and Peters et al. [40] proposed Peters filter. Amasaki et al. [2] investigated the influence of data simplification by removing redundant information. Ma et al. [33] proposed TNB (Transfer Naive Bayes) method. Some methods focus on feature mapping and feature selection. For example, Nam et al. [35] applied a classical transfer learning method TCA to reduce the difference of feature distributions between two different projects. He et al. [19] analyzed the feasibility of the CPDP models trained by a simplified feature subset. Ni et al. [36] proposed a cluster based method FeSCH. The remaining studies consider other machine learning methods. For example, Panichella et al. [39] proposed a combined method CODEP by using ensemble learning. Menzies et al. [34] considered local models.
B. ACTIVE LEARNING AND ITS APPLICATION TO SOFTWARE DEFECT PREDICTION
Active learning [41] aims to query the ground truth of the chosen examples from an oracle (i.e., a human expert). The key of the active learning is to select representative unlabeled examples for query so that the performance of the constructed model can be improved with a minimum number of queries. Recently, active learning has been introduced into the field of software defect prediction. Lu and Cukic [31] proposed a defect prediction framework in the adaptive way, which considers both supervised learning and active learning. Li et al. [29] proposed an active semi-supervised learning method ACoForest. Lu et al. [32] then applied active learning to cross-version defect prediction. They considered both active learning and feature compression techniques (i.e., feature selection techniques and dimensionality reduction techniques). For the cross-version defect prediction, Xu et al. [49] also proposed a method HALKP, which combines hybrid active learning with kernel principal component analysis. In particular, this method first selects some informative and representative unlabeled modules in the current version, and then utilizes a non-linear mapping method (i.e., kernel principal component analysis), which can embed the original data from two different versions into a high-dimension space.
Based on the above analysis, we find previous two studies [29] , [31] only focused on the within-project defect prediction scenario. The latest two studies [32] , [49] only focused on the cross-version defect prediction scenario, which has the smaller distribution difference when compared to the cross-project defect prediction scenario focused in our study [22] . In this article, we are the first to combine active learning and TrAdaBoost to solve a more challenge problem (i.e., CPDP problem) and to our best knowledge, this kind of method has not been investigated in the previous CPDP studies.
III. OUR PROPOSE METHOD ALTRA
In this section, we first introduce the framework of our proposed method ALTRA. Then we show the details of important steps in our proposed method.
A. FRAMEWORK OF ALTRA Figure 1 shows the framework of ALTRA and its pseudocode can be found in Algorithm 1. Initially, we have the labeled program modules T in the source project and the unlabeled program modules U in the target project. Here we suppose T VOLUME 8, 2020
Algorithm 1 Pseudocode for Our Proposed Method ALTRA Input:
Labeled modules in the source project T Unlabeled modules in the target dataset U Sampling percentage sp The number of sampled modules for each query sn Output:
selected ← ALSampling(T u , sn) 10: assign labels to selected via experts 11: T s ← T s ∪ selected 12: T u ← T u \selected 13: 16 : end while 17: return CL includes size(T ) modules and U includes size(U ) modules. First, we use Burak filter [45] (Line 4) to select similar program modules from the source project, which are more similar to the modules in the target project. We use these selected modules to construct the initial training dataset T . Then we assign initial weights (i.e., 1) to each module in T (Line 6). Notice all the module weights constitute the weight vector V .
Then, we use a two-phase approach to construct the model for each iteration by combining active learning and TrAdaBoost [13] . In the first phase, we construct a model via the weighted variant of support vector machine (WeightSVM) model, which performs optimization by considering the module weights (Line 8). Then we use active learning to query the top-sn informative unlabeled modules selected in the target project (Line 9). In our study, the value of sn is set to 5. Later, experts (i.e., oracle) can analyze these modules manually and assign appropriate labels (i.e., defective or non-defective) to them (Line 10). In the second phase, We reset the weights (i.e., 1) of modules in T T (Line 14). Then we use TrAd-aBoost to determine the weights of labeled modules in the source project and the target project respectively (Line 15). When the termination criteria (i.e., the predefined number of sampled modules ALNum) is satisfied (Line 7), we stop the iteration process and return the current constructed model as the output. There is one thing to notice that we only need to select and label 5% unlabeled modules from the target project (i.e., sp is set to 0.05 in our study).
B. DETAILS OF ALTRA 1) INSTANCE SELECTION FOR THE SOURCE PROJECT
We use Burak filter [45] to perform instance selection for the source project. In particular, Burak filter uses a k-nearest neighbor algorithm to select similar labeled modules in the source project, which are more similar to the unlabeled modules in the target project, in the iterative way. Pseudocode for the method BurakFilter can be found in Algorithm 2.
Algorithm 2 Pseudocode for the Method BurakFilter Input:
Labeled Source dataset T Unlabeled Target dataset U Output:
New Source dataset T 1: T ← ∅ 2: for each module um in U do 3: for each module tm in T do 4: dis(tm, um) 5: end for 6: selected ← top-10 nearest modules in T 7:
T ← T ∪ selected 8: end for 9: T ← unique(T ) 10: return T In Algorithm 2, Burak filter uses Euclidean distance (i.e., dis()) to measure the distance of each module in T from each module in U (Line 4). For each iteration, we select the top-10 nearest modules selected in T when given a modules in U (Line 6) and add these modules selected to T (Line 7). It is not hard to find that some modules in T may be selected multiple times in T , since these modules may exist multiple times in top-10 nearest modules for different modules in U . Therefore, we use the function unique to guarantee the module in T can be selected into T at most one time (Line 9).
2) MODELING CONSTRUCTION WITH THE WEIGHTED VARIANT OF SUPPORT VECTOR MACHINE
In ALTRA, we mainly use the weighted variant of support vector machine (WeightSVM) to construct the model. First, during the optimization, we assign weights V =
is the number of all the modules in T T . Then, we train the model via WeightSVM by solving the following primal problem:
subject to:
where w is the vector which can define the separating hyperplane, ξ i denotes the permitted training errors, C is the usual penalty parameter, which can determine the trade off between the margin maximization and the training error minimization, b is the associated bias term. Then the associated dual problem can be described as:
where α i is the Lagrange multipliers in the final SVM decision function related to each training point.
Notice the upper bound for these coefficients, which can define the actual influence of the support vectors is dependent on the sample weight v i . This will induce the flexibility of the method, with samples allowed to receive α i coefficients larger than the employed C value when v i > 1. Therefore, relevant instances could have an extra impact on the trained model when especially compared with the traditional support vector machine.
Since most of the defects are only concentrated in a small number of program modules, class imbalanced problem exists in most of gathered SDP datasets [4] , [5] , [7] , [17] , [43] . Therefore, we preprocess the weight of each module before using WeightSVM to train the model [26] . The intuition is that we assign higher weights to the defective modules than to the non-defective modules. We use n + to denote the number of defective modules in T T and use n − to denote the number of non-defective modules in T T . The weights of defective modules can be calculated as follows:
The weights of non-defective modules can be calculated as follows:
Based on the original modules weights, we can further update the weights of modules according to the type of the modules. In particular, for the defective modules, the weights for this type of modules can be updated as follows:
For the non-defective modules, the weights for this type of modules can be updated as follows: 
3) REPRESENTATIVE MODULE QUERYING VIA ACTIVE LEARNING
In ALTRA, we use uncertainty sampling strategy to query representative modules for labelling. Uncertainty sampling strategy selects the unlabeled modules with the highes uncertainty. Figure 2 shows a schematic diagram of this active learning strategy based on WeightSVM.
In Figure 2 , The blue plane denotes the separating hyperplane of the WeightSVM, red points denote predicted defective modules in the target project, and yellow points denote predicted non-defective modules in the target project. For the uncertainty sampling strategy, the uncertainty degree of an unlabeled module in the target project is measured by the distance of the module from the decision plane. The closer the unlabeled module is from the decision plane, the higher the uncertainty degree of this module. For example, point A is a defective module predicted by WeightSVM. And point B is a non-defective module predicted by WeightSVM. From Figure 2 , we can find the distance of the point A from the separating hyperplane is closer than the point B. This shows that the point A has higher uncertainty than the point B. The uncertainty sampling strategy selects the modules in the target project which are closest to the separating hyperplane's boundary.
Different from the uncertainty sampling strategy, there is another active learning strategy based on WeightSVM and it is called as certainty sampling strategy [15] . In the certainty sampling strategy, the certainty degree of an unlabeled module in the target project is also measured by the distance of the module from the decision plane. The farther the unlabeled module is from the decision plane, the higher the certainty degree. For example, the distance of the point A from the separating hyperplane is closer than the point B. This shows that the point B has higher certainty than the point A. Therefore, the certainty sampling strategy selects the modules in the target project which are the farthest to the separating hyperplane's boundary. In our empirical study, we will conduct the performance comparison between these two different active learning strategies.
4) WEIGHT ASSIGNMENT FOR MIXED LABELED DATA
Before constructing the model via WeightSVM, we should assign weights for the mixed labeled data (i.e., labeled modules in both the source project and the target project). In ALTRA, we use TrAdaBoost [13] to determine the weights of labeled modules, and the pseudocode of the method weightUpdate is shown in Algorithm 3. TrAdaBoost is a boosting-based learning algorithm. By weighting the modules, this algorithm utilizes boosting to filter out the modules whose distributional characteristics differ from the target project.
Algorithm 3 Pseudocode for Weightupdate Input:
New Source dataset T Selected target dataset T s Initial weights V Iteration number iter Output:
The learned weights
Using y ∈ T T and y predict to calculate t according to Eq.(14) 6: Calculating β and β t according to Eq.(12) and Eq.(13) 7: if t > 0.5 then 8: β t ← 1 9: end if 10: if t == 0 then 11: break 12: end if 13 :
The main inputs of this method is the source dataset T and the selected modules T s in the target project. It is obvious that T and T s have different value distributions. T T is the union of T s and T (Line 1). For each iteration (Lines 2-15), the module from T may conflict with T s if it is incorrectly predicted. We should multiply β |h t (x i )−c(x i )| to decrease its weights. If the module from T s is misclassified, We should multiply β
to increase its training weights. c(x i ) is the ground truth and h t (x i ) is the prediction result. Notice that β and β t is calculated according to Eq.(12) and Eq. (13): 
where k denotes the number of T , T denotes the number of iterations (i.e., iter), and t is calculated as Eq. (14):
where m denotes the number of T s and v t i is the weight of the i-th module in the t-th iteration. After a certain number of iterations, the modules from T that fit the T s better will have higher weights, while the modules from T that conflict with T s will have lower weights. At last, the modules from T T which have higher weight will help the classifier perform better. Notice iter is set to 5 in our study.
IV. EMPIRICAL SETUP A. EXPERIMENTAL SUBJECTS
We conduct extensive experiments on PROMISE dataset, which is constructed by mining 10 open-source software projects. The PROMISE dataset has been widely used in previous CPDP studies [21] , [22] and is of high quality. This dataset was gathered by Jureczko and Madeyski [24] with the help of two tools (i.e., BugInfo and CKJM). The granularity of program modules is set to class. 20 metrics based on the code complexity are used to measure the extracted program modules and the detailed description of these metrics can be found in the paper [24] . The statistics of datasets gathered from these projects can be found in Table 1 .
B. PERFORMANCE INDICATORS
In our study, we treat defective and non-defective modules as positive and negative instances respectively. Then according to the actual type and the predicted type of program modules, we can classify these modules into four types: true positive, false positive, true negative and false negative. Notice, if the predicted defective probability is larger than the given threshold (0.5 is set in our study), this module will be classified as the defective module, otherwise, it will be classified as the non-defective module. For example, if the defective modules are predicted as non-defective modules, we call these modules as false negative. Later, we can use TP, FP, TN and FN to denote the number of true positives, false positives, true negatives, and false negatives respectively. Then the performance indicator precision can be defined as:
The performance indicator recall can be defined as:
Due to the trade-off between precision and recall, we use the performance indicator F1 in our study. This indicator is the harmonic mean between precision and recall, and F1 can be defined as:
Moreover, we also use AUC (Area Under the receiver operator characteristic Curve) to measure the performance of the constructed models. Some researchers [44] , [47] state AUC does not depend on an arbitrarily selected threshold and is insensitive to the class imbalanced problem. Therefore, this indicator has been used by more and more researchers in current SDP studies. The higher the AUC value is, the better the performance of the constructed models is.
C. STATISTICAL ANALYSIS METHODS
Statistical test can be used to analyze whether there is a statistically significant difference between the performance of two different methods. In our study, we first use Wilcoxon signed-rank test [48] to perform statistical test, since Wilcoxon signed-rank test does not have any distribution requirement for the underlying data. At the 95% confidence level, if p-value is less than 0.05, it means the performance difference between two methods is statistically significant. Otherwise the performance difference is not statistically significant. Then we use Cliff's δ [3] to measure the effect size between two methods. Cliff's δ is a non-parametric effect size measure, which can quantify the amount of difference between the performance of two methods. Table 2 shows the effectiveness level and its corresponding Cliff's δ value range.
In summary, a method performs significantly better or worse than another method, if p value of Wilcoxon signed-rank test is less than 0.05 and the effectiveness level is not negligible based on Cliff's δ. While the difference is not significant, if p value is not less than 0.05 or p-value is less than 0.05 and the effectiveness level is negligible.
D. EXPERIMENTAL SETTINGS
We use 10×2-fold cross validation (CV) on the target project to evaluate the performance of trained models. Figure 3 shows the the process of model evaluation in our empirical study. In Figure 3 , we randomly shuffle all the unlabeled modules in the target project ten times. We conduct 2-fold CV for every time. The process of 2-fold CV can be summarized as follows: The modules in the target project are randomly divided into two folds with approximately equal size via VOLUME 8, 2020 stratified sampling. Then each fold has the same ratio of defective modules as the entire dataset. To ensure the fairness of experimental comparison (i.e., the models by the baselines and ALTRA are evaluated on the same test dataset), the model constructed on the source project by the baselines is tested only based on the modules in the one fold. Notice, for our proposed method ALTRA, we need to select representative modules from the other fold in the target project and use the ground truth of the dataset as the label results of experts. After we conducted 10× 2-fold CV on the target project, we can get 20 different results.
Our proposed method ALTRA and all the CPDP baselines are run on Windows 10 Operation System (CPU: Intel i5-4210U, memory 8GB).
V. RESULT ANALYSIS A. RESULT ANALYSIS FOR RQ1 1) RQ1: CAN OUR PROPOSED METHOD ALTRA PERFORM SIGNIFICANTLY BETTER THAN STATE-OF-THE-ART CPDP BASELINES?
In this RQ, we choose seven state-of-the-art CPDP baselines to show the effectiveness of our proposed method ALTRA. These baselines are chosen since these methods can achieve better performance when compared to other CPDP methods in a recent comparative study [21] or these methods have been widely used in previous CPDP studies [22] . Since our proposed method ALTRA is based on hand-crafted metrics [24] , we do not consider recently proposed deep learning based CPDP methods [28] , [47] , since these methods leveraged deep learning models (such as deep belief network, convolutional neural network) to automatically learn semantic metrics from token vectors extracted from abstract syntax trees. Notice, For a fair comparisons, all the baselines (except for baseline3 and baseline6 due to the characteristics of these two baselines) use support vector machine to construct models.
Baseline1. In this baseline, Camargo et al. [6] applied power transformation to the metric value. By using this transformation method, the symmetry and normality of the metric value can be improved. In addition, the outliers can also be effectively removed.
Baseline2. In this baseline, Turhan et al. [45] first normalized the metric data via logarithm transformation. Then they applied a relevancy filter to the available labeled modules in the source project via a k-nearest neighbor algorithm. After using this relevancy filter, the k nearest modules in the source project can be selected when given an module in the target project. Moreover, the value of the parameter k is set to 10 in our empirical studies.
Baseline3. In this baseline, Menzies et al. [34] used the WHERE algorithm to construct local models after performing clustering on the training dataset. Then they used WHICH rule learning algorithm in the classification process. Notice WHICH rules were generated for each cluster and then used for constructing local models.
Baseline4. In this baseline, Nam et al. [35] proposed the transfer defect learning method. This method first provided a set of rules for selecting an appropriate method from three candidate normalization methods (i.e., min-max normalization, Z-score normalization, no normalization) when given a pair of the source project and the target project. Then they applied a state-of-the-art transfer learning approach TCA (transfer component analysis) [37] on the normalized data to reduce the distribution difference of two different projects.
Baseline5. In this baseline, Ma et al. [33] proposed TNB (Transfer Naive Bayes) method. Different from instance selection based methods [34] , this method assigned weights to the labeled modules in the source project according to the similarity between the source project and the target project. Then it utilized a classifier to construct models based on these modules with different weights.
Baseline6. In this baseline, Panichella et al. [39] proposed a CODEP (COmbined DEfect Predictor) method. They investigated six different classifiers from four categories. Empirical results showed these different classifiers can identify different defective program modules in most cases via principal component analysis and overlap metrics, though these classifiers can achieve similar performance. Then they proposed a combined model based on these six classifiers via stack based ensemble learning.
Baseline7. In this baseline, Amasaki et al. [2] investigated the influence of data simplification by removing redundant information. In particular, they first identified redundant metrics in the target project via an unsupervised based feature reduction method. Then, they removed the same features from the source project. Table 3 shows the performance of ALTRA and seven baselines in terms of F1 performance indicator. Notice this table shows the average performance value for each method when given the target project. Compared to seven baselines (i.e., from Baseline1 to Baseline7), ALTRA can outperform them by 108.643%, 82.910%, 59.993%, 93.676%, 88.058%, 45.002% and 213.417% respectively on average. After conducting Wilcoxon signed-rank test, the p-value is 1.17e-205, 1.07e-192, 9.16e-150, 3.17e-203, 4.74e-202, 2.49e-126 and 0. After measuring the effect size, the Cliff's δ is 0.586, 0.570, 0.502, 0.585, 0.584, 0.460 and 0.749. Based on the above statistical analysis methods, we can find ALTRA can perform significantly better than all the seven baselines.
We further use Scott-Knott test [23] to rank our proposed method ALTRA and all the seven baselines. Scott-Knott test was recommended by Ghotra et al. [16] and then widely used in previous empirical studies for software defect prediction [8] - [11] , [50] . This method performs the grouping process in a recursive way. After the grouping, there is no significant difference in performance between methods in the same group, but there is significant difference in performance between methods in different groups. Figure 4 shows the comparison results between ALTRA and seven baselines in terms of F1 performance indicator via Scott-Knott test. In this figure, ALTRA can perform significantly better than all the baselines. For the baselines, Baseline6 is in the second group. Baseline3 is in the third group. Baseline2, Baseline5 and Baseline4 are in the forth group. Baseline1 and Baseline7 are in the last two groups. Table 4 shows the performance of ALTRA and seven baselines in terms of AUC performance indicator. Compared to seven baselines (i.e., from Baseline1 to Baseline7), ALTRA can outperform them by 21.821%, 7.020%, 6.575%, 5.386%, 6.080%, 20.842% and 37.858% respectively on average. After conducting Wilcoxon signed-rank test, the p-value is 3.04e-199, 2.15e-26, 1.67e-40, 9.22e-20, 1.90e-23, 3.64e-253 and 0. After measuring the effect size, the Cliff's δ is 0.580, 0.205, 0.256, 0.175, 0.192, 0.654, 0.726. Based on the above statistical analysis methods, we can find ALTRA can perform significantly better than all the seven baselines.
We further use Scott-Knott test [23] to rank our proposed method ALTRA and all the seven baselines. Figure 5 shows the comparison results between ALTRA and seven baselines in terms of AUC performance indicator via Scott-Knott test. In this figure, ALTRA can perform significantly better than all the baselines. For the baselines, Baseline2 to Baseline5 are in the second group. Baseline6 and Baseline1 are in the third group. Baseline7 is in the last group.
Summary for RQ1: Our proposed method ALTRA can perform significantly better than seven state-of-the-art baselines with only 5% labeled modules in the target project in terms of both F1 and AUC performance indicators. In this RQ, we identify four important settings in our proposed method ALTRA. In particular, we first want to analyze the influence of active learning strategies on ALTRA in RQ2.1. Then we want to analyze whether using the class imbalanced learning algorithm can improve the performance of ALTRA in RQ2.2. Later we want to analyze whether using TrAdaBoost can improve the performance of ALTRA in RQ2.3. Finally we want to analyze whether using Burak filter can improve the performance of ALTRA in RQ2.4.
RQ2.1: Analysis on the active learning strategies. In our proposed method ALTRA, we set uncertainty sampling strategy (Uncertainty) as our default strategy. In RQ2.1, we use certainty sampling strategy (Certainty) and random sampling strategy (Random) as two baselines. The details of the certainty sampling strategy can be found in Section III-B3. For the random sampling strategy, we will randomly select ALNum modules. Figure 6 uses boxplot to show the performance comparison results among different active learning strategies.
(1) In terms of F1 performance indicator, compared to Certainty and Random strategies, Uncertainty strategy can outperform them by 27.712% and 23.897% respectively on average. After conducting Wilcoxon signed-rank test, the p-value is 2.07e-60 and 3.79e-48. After measuring the effect size, the Cliff's δ is 0.316 and 0.281. (2) In terms of AUC performance indicator, compared to Certainty and Random strategies, Uncertainty strategy can outperform them by 10.367% and 14.250% respectively on average. After conducting Wilcoxon signed-rank test, the p-value is 9.66e-64 and 6.75e-114. After measuring the effect size, the Cliff's δ is 0.324 and 0.437.
In summary, using Uncertainty strategy in ALTRA can perform significantly better than other two active learning strategies.
RQ2.2: Analysis on the using class imbalanced method. In our proposed method ALTRA, we set using the class imbalanced method (in Section III-B2) as our default setting. In RQ2.2, we use not using the class imbalanced method as the baseline. Figure 7 uses boxplot to show the influence of using the class imbalanced method on the performance of ALTRA.
(1) In terms of F1 performance indicator, compared to the baseline, using the class imbalanced method can outperform it by 37.156% on average. After conducting Wilcoxon signed-rank test, the p-value is 1.86e-109. After measuring the effect size, the Cliff's δ is 0.428. (2) In terms of AUC performance indicator, compared to the baseline, using the class imbalanced method can outperform it by 5.157% on average. After conducting Wilcoxon signed-rank test, the p-value is 1.97e-18. After measuring the effect size, the Cliff's δ is 0.169.
In summary, using the class imbalanced method in ALTRA can perform significantly better than not using the class imbalanced method.
RQ2.3: Analysis on the using TrAdaBoost. In our proposed method ALTRA, we set using TrAdaBoost (in Section III-B4) as our default setting. In RQ2.3, we use not using TrAdaBoost as the baseline. signed-rank test, the p-value is 1.03e-15. After measuring the effect size, the Cliff's δ is 0.154.
In summary, using TrAdaBoost in ALTRA can perform significantly better than not using TrAdaBoost.
RQ2.4: Analysis on the using Burak filter. In our proposed method ALTRA, we set using Burak filter (in Section III-B1) as our default setting. In RQ2.3, we use not using Burak filter as the baseline. Figure 9 uses boxplot to show the influence of using Burak filter on the performance of ALTRA. (1) In terms of F1 performance indicator, compared to the baseline, using Burak filter can outperform it by 13.108% on average. After conducting Wilcoxon signed-rank test, the p-value is 2.76e-20. After measuring the effect size, the Cliff's δ is 0.178. (2) In terms of AUC performance indicator, compared to the baseline, using Burak filter can outperform them by 8.344% on average. After conducting Wilcoxon signed-rank test, the p-value is 9.50e-49. After measuring the effect size, the Cliff's δ is 0.282.
In summary, using Burak filter in ALTRA can perform significantly better than not using Burak filter.
Summary for RQ2: Using the uncertainty active learning strategy, the class imbalanced method, TrAdaBoost and Burak filter can improve the performance of our proposed method ALTRA.
VI. THREATS TO VALIDITY A. THREATS TO INTERNAL VALIDITY
The first threat is the potential implementation faults in our proposed method ALTRA and baselines. To alleviate this threat, on the one hand, we implement our proposed method based on scikit-learn framework, 1 then we perform software testing and code inspection on the code of our proposed method ALTRA. On the other hand, we utilize the baseline implementation provided by the CrossPare platform [21] . The second threat is the hyperparameters' value used in our study. In our empirical study, we use the default value of the hyperparameters in the classifier in our proposed method and the baselines for a fair comparison. In the future, we will investigate the influence of hyperparameter optimiza tion [1] , [9] , [44] for ALTRA in our empirical studies. The third threat is that we only select 5% modules in the target project to label. However, empirical results verify the competitiveness of our proposed method ALTRA when only the small number of modules is queried and labeled. It is obviously that labeling more representative unlabeled modules in the target project can help construct high-quality CPDP models in most cases but at the cost of labeling efforts.
B. THREATS TO EXTERNAL VALIDITY
The first threat is that we only conduct empirical studies on PROMISE dataset. However, the PROMISE dataset has been widely used in previous CPDP studies [22] and the quality of the dataset can be guaranteed. The second threat is the choice of baselines. We choose these baselines in RQ1, since these baselines can achieve better performance when compared to other CPDP methods in a recent comparative study [21] or these methods have been widely used in previous CPDP studies [22] as baselines. Therefore, choosing these baselines can reflect the state of the art of current CPDP studies.
C. THREATS TO CONSTRUCT VALIDITY
In our study, we not only consider the threshold-dependent performance indicator (i.e., F1), but also consider the threshold-independent performance indicator (i.e., AUC). Therefore the performance indicators used in our study can reflect the real situation in software defect prediction. In the future, we also want to evaluate our constructed models in terms of other performance indicators (such as recall, balance).
D. THREATS TO CONCLUSION VALIDITY
To better rank our proposed method ALTRA and all the CPDP baselines in terms of a specific performance indicator, we use Scott-Knott test [23] . Since recent studies [8] - [11] , [50] have suggested that using the Scott-Knott test is superior to some post hoc tests (e.g., Friedman-Nemenyi test).
VII. CONCLUSION AND FUTURE WORK
In this article, we propose a novel CPDP method ALTRA. In this method, we first use instance filter based method (such as Burak filter) to select the modules from the source project that are more similar to the target project. Then we use a two-phase strategy to utilize unlabeled modules in the target project in the iterative way until the specific number of modules are selected. In particular, we use active learning to select representative unlabeled modules and resort to experts to label these modules in the first phase, then we use TrAdaBoost to determine the weights of labeled modules in the source project and the target project respectively and use the weighted variant of support vector machine to construct the model for the next iteration. Empirical studies on 10 large-scale open-source projects show the effectiveness of our proposed method after compared with seven state-of-the-art CPDP baselines.
In the future, we want to extend our research in three ways. We first want to verify the generalization of our empirical results by considering more real world projects from the open-source community and the commercial enterprises. We second want to resort to state-of-the-art instance filter based transfer learning method, or active learning strategies to further improve the performance of ALTRA. Finally we want to enhance ALTRA to support deep learning based cross-project defect prediction methods.
For the convenience of other researchers to follow our study, we provide a package 2 to replicate our proposed method ALTRA.
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