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Abstract
In this work, we consider a statistically based multiwavelet thresholding method which acts on the empirical wavelet coefﬁcients
in groups, rather than individually, in order to obtain an edge-preserving image denoising technique. Our strategy allows us to exploit
the dependencies between neighboring coefﬁcients to make a simultaneous thresholding decision, so that estimation accuracy is
increased.
By interpreting the multiwavelet analysis in a statistical context, we propose a new weighted multiwavelet matrix thresholding
rule, based on the statistical modeling of empirical coefﬁcients. This allows the thresholding decision to be adapted to the local
structure of the underlying image, hence producing edge-preserving denoising. Extensive numerical results are presented showing
the performance of our denoising procedure.
© 2006 Published by Elsevier B.V.
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1. Introduction
In this work, we address the classical problem of removing additive Gaussian noise from a corrupted image, namely,
the denoising problem. The goal of any denoising method is to eliminate the noise parts while retaining as much as
possible of the important signal characteristics, such as, for example, the edges and sharp features. More precisely,
given a noisy image represented by a function f¯ (x, y), deﬁned on a square domain I, it can be interpreted as the
following sum:
f¯ (x, y) = f (x, y) + (x, y),
where f (x, y) is the original image, and (x, y) is a Gaussian noise component. Our goal is to ﬁnd an approximation
of f¯ which is as close as possible to the function f, corresponding to the original non-perturbed image. This can be
reformulated as the following variational problem. Let  be a positive parameter; we wish to ﬁnd a function g∗ that
minimizes, over all possible functions g in a smoothness space Y, the functional
‖f¯ − g‖2L2(I ) + 2‖g‖Y , (1)
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where the L2-norm ‖f¯ − g‖L2(I ) measures the difference between f¯ and g, and ‖g‖Y is the norm in the space Y. The
positive parameter  balances the smoothness of g with the goodness of the ﬁt, determining the amount of noise that
must be removed to obtain a good approximation. In [4], it has been shown that, ifY is the Besov space Y =B11 (L1(I )),
when the wavelet expansion of f¯ and g are considered, the exact minimizer of (1) is obtained by means of the
so-called soft thresholding rule, which was previously introduced by Donoho and Johnstone in [7]. This procedure
estimates wavelet coefﬁcients term by term, on the basis of their individual magnitudes. Other coefﬁcients have no
inﬂuence on the treatment of any singular coefﬁcient. On the other hand, in [1–3,10,11,13,5,9], soft thresholding is
performed by considering empirical wavelet coefﬁcients in groups, rather than individually. Since the proper setting
for working with blocks of wavelet coefﬁcients is the multiwavelet framework, the main idea of this paper is to
consider a multiwavelet decomposition of the original noisy image, in order to naturally take into account the local
dependencies of neighboring coefﬁcients. In this context, we propose a weighted matrix shrinkage rule which yields
the exact minimizer of a new functional involving a roughness penalty term. This consists in a sum of a weighted
penalty for each multiwavelet coefﬁcient. The crucial point of our approach is to ﬁnd suitable weights, depending
only on the starting data, that allow us to eliminate the noise, while retaining the important signal features. Since
it is well known that the multiwavelet transform coefﬁcients can be modeled, within each subband, as independent
identically distributed (i.i.d.) random variables with Generalized Gaussian distribution [13], we use the entries of each
block multiwavelet coefﬁcient to statistically estimate the standard deviation of the original non-corrupted image. This
allows us to choose, for the entries of each block, weights that are inversely proportional to the ratio between the energy
of the original signal and the energy of the noise, and to themagnitude of the entries themselves. In addition, we perform
a data-driven selection of the parameter , by suitably adapting the sure estimation procedure proposed by Donoho and
Johnstone [8].
Our paper is organized as follows. In Section 2, some basics on multiwavelets are given. Section 3 is devoted to our
proposed weighted matrix shrinkage. The choice of the weight matrices is considered in Section 4, while the choice of
the thresholding parameter and our encouraging numerical results are discussed in Section 5.
2. Basics on multiwavelets
Given a function f ∈ L2(R), and an orthogonal multiwavelet basis {j,k}j,k∈Z of L2(R)r , obtained by dilating and
translating a vector-valued “mother wavelet” (·) = [1(·),2(·), . . . ,r (·)]T, i.e., j,k(·) : =2j/2(2j · −k), the
multiwavelet expansion of f is given by
f =
∑
j,k∈Z
dTj,kj,k =
∑
j,k∈Z
〈f,j,k〉Tj,k , (2)
where dj,k = 〈f,j,k〉 =
∫
R f (x)j,k(x) dx are r-vectors. A simple construction of the mother multiwavelet  can be
realized by introducing the concept of multiresolution analysis (MRA) of multiplicity r, namely, a nested sequence of
subspaces of L2(R)r , {Vj }j∈Z, satisfying . . . Vj−1 ⊂ Vj ⊂ Vj+1, . . . , and a vector-valued scaling function , such
that, for each j ∈ Z, the integer translates of the jth diadic dilates of , {j,k(x) : =2j/2(2j x − k), k ∈ Z} form an
orthonormal basis for Vj (see [6] for details). More precisely, the space Vj is deﬁned as
Vj := span{2j/2i (2j − k), 1 ir, k ∈ Z}.
For an assigned MRA of multiplicity r {Vj }j∈Z we can deﬁne the complementary space Wj of Vj , for every j ∈ Z,
such that Vj+1 = Vj ⊕ Wj . In this context, for each j ∈ Z, the integer translates of the j th diadic dilates of the mother
multiwavelet , {j,k(x) : =2j/2(2j x − k), k ∈ Z} form an orthonormal basis for Wj . More precisely, the space Wj
is deﬁned as
Wj := span{2j/2i (2j − k), 1 ir, k ∈ Z}.
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From 1-dimensional andwe can simply construct, using the tensor product technique, a 2-dimensional multiscaling
function(x, y)=(x)⊗(y) and the correspondingmultiwavelets(1)(x, y)=(x)⊗(y),(2)(x, y)=(x)⊗(y)
and (3)(x, y) = (x) ⊗ (y). If, for example, we consider r = 2, we have
(x, y) =
[1(x)1(y) 1(x)2(y)
2(x)1(y) 2(x)2(y)
]
, (1)(x, y) =
[1(x)1(y) 1(x)2(y)
2(x)1(y) 2(x)2(y)
]
,
(2)(x, y) =
[1(x)1(y) 1(x)2(y)
2(x)1(y) 2(x)2(y)
]
, (3)(x, y) =
[1(x)1(y) 1(x)2(y)
2(x)1(y) 2(x)2(y)
]
.
By setting B = {(1)(x, y),(2)(x, y),(3)(x, y)} and x = (x, y) we have that the set of functions
{j,k(x) = 2j(2jx − k)}∈B,j∈Z,k∈Z2 (3)
forms an orthonormal basis for L2(R2). For every f ∈ L2(R2) we then have,
f =
∑
k∈Z2, j∈Z,∈B
Dj,k, j,k, (4)
where the symbol  indicates the scalar product of the two vectors containing the ordered entries of the two matrices
involved,1 and the r × r matrix coefﬁcients Dj,k,, for every  ∈ B , are given by
Dj,k, := 〈f,j,k〉 =
∫
R2
f (x)j,k(x) dx. (5)
The L2-norm of f ∈ L2(R2) is given in terms of its multiwavelet coefﬁcients by
‖f ‖2
L2(R2)
=
∑
k∈Z2,j∈Z,∈B
‖Dj,k,‖22 , (6)
where D = [D(i, l)]i,l=1...r and ‖D‖22 =
∑
i,lD2(i, l) denotes the Frobenius norm of each matrix coefﬁcient.
3. Weighted matrix shrinkage
The denoising problem concerns in ﬁnding an approximation of f¯ which is as close as possible to the function f,
corresponding to the original non-perturbed image. In the present paper, we consider a variational approach in the
multiwavelet domain, by minimizing a constrained least squares functional. We did not consider the traditional choice
of quadratic constraint, namely, the Frobenius norm of the matrix multiwavelet coefﬁcients, since it is well known
that it leads to oversmoothing at discontinuities, but we have preferred non-smooth penalty, such as 1-norm, because
of their edge preserving properties. In particular, we have considered a penalization term chosen as the sum of the
weighted 1-norm of the matrix coefﬁcients.
More in detail, let the symbol |A|1 denote the 1 norm of the vector, whose entries are the ordered elements of the
matrix A, namely, |A|1 =
∑
i,j |A(i, j)|. We state the following Theorem:
Theorem 3.1. Let f¯ =∑j,k,D¯j,k, j,k and g =∑j,k,D˜j,k, j,k be the representation in the multiwavelet
domain of f¯ and g, respectively. Let j,k, = [j,k,(i, l)]i,l=1,...,r be an r × r matrix with positive entries which
1 As suggested by the anonymous referee, f can also be denoted as f = Dj,k, : j,k , with k ∈ Z2, j ∈ Z, ∈ B where the symbol:
indicates Trace(DT
j,k,j,k).
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only depend on the elements of D¯j,k,. Consider the following functional:
‖f¯ − g‖2L2(I ) + 2
∑
k∈Z2,j∈Z,∈B
|j,k,  D˜j,k,|1 . (7)
The multiwavelet expansion of the exact minimizer g∗ of (7) is given by
g∗ =
∑
k∈Z2,j∈Z,∈B
D∗j,k, j,k (8)
with D∗
j,k, = [Sj,k,,(D¯j,k,)], where
Sj,k,,(D¯j,k,(i, l)) =
⎧⎪⎪⎨
⎪⎪⎩
D¯j,k,(i, l) − j,k,(i, l), D¯j,k,(i, l)> j,k,(i, l),
0, |D¯j,k,(i, l)|j,k,(i, l),
D¯j,k,(i, l) + j,k,(i, l), D¯j,k,(i, l)< − j,k,(i, l)
(9)
and the operator Sj,k,, is called weighted matrix shrinkage operator.
Proof. The proof of this theorem uses the norm equivalence (6), which leads to the following equivalent problem
∑
k∈Z2,j∈Z,∈B
‖D¯j,k, − D˜j,k,‖22 + 2
∑
k∈Z2,j∈Z,∈B
|j,k,  D˜j,k,|1 . (10)
This problem is “interblock” separable and is equivalent to minimizing
‖D¯j,k, − D˜j,k,‖22 + 2|j,k,  D˜j,k,|1 , (11)
namely,
∑
i,l
(D¯j,k,(i, l) − D˜j,k,(i, l))2 + 2
∑
i,l
j,k,(i, l)|D˜j,k,(i, l)|. (12)
According to the hypothesis on the weights, the problem is also “intrablock” separable; hence we get the following
expression to minimize:
(D¯j,k,(i, l) − D˜j,k,(i, l))2 + 2j,k,|D˜j,k,(i, l)|. (13)
With easy computations, we obtain that the exact solution of the above problem is D∗
j,k,(i, l) given by relation (9),
which proves the assertion. 
4. Choice of the weighting matrices
This section is devoted to the choice of the weight matrices j,k,, which characterize the previously introduced
weighted matrix shrinkage operator. Our aim is to obtain weights that allow us to reduce shrinkage both for high
coefﬁcient magnitude (corresponding to edges) and when the signal is much stronger than the noise. Since, as above
mentioned, the multiwavelet coefﬁcients can be modeled as i.i.d. random variables with GG distribution [13], we use
the information about neighboring coefﬁcients belonging to the same multiwavelet block to make a statistical estimate
of the standard deviation D of each matrix coefﬁcient of the unknown function f.
When applying the DMWT to the noisy image, we obtain that each noisy coefﬁcient can be seen as
D¯j,k, = Dj,k, + j,k,,
where Dj,k, represents its deterministic part and j,k, the multiwavelet noise component. Since the noise was
assumed to be white Gaussian noise with variance 2, and we use an orthonormal multiwavelet transform, j,k, is
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Fig. 1. Test images: (a) 512 × 512 Lena; (b) 512 × 512 chessboard; (c) 512 × 512 MRI; (d) 512 × 512 MRI2.
Table 1
Numerical results on the test images with increasing values of the standard deviation of the noise
Images V S Proposed method Classical method
RMSE PSNR RMSE PSNR
Lena
= 15 76.64 44.83 6.84 31.42 8.33 29.71
= 25 125.79 53.13 8.59 29.44 9.38 28.68
= 35 175.08 124.77 10.69 27.54 13.06 25.80
Circles
= 15 75.73 26.63 4.88 34.35 6.25 32.19
= 25 124.97 135.28 7.75 30.33 12.61 26.11
= 35 176.05 158.01 9.72 28.37 13.99 25.21
MRI
= 15 76.67 8.80 5.77 32.89 6.76 31.52
= 25 125.36 31.90 7.19 30.98 8.14 29.91
= 35 175.46 165.46 9.82 28.28 14.34 24.99
MRI2
= 15 74.59 17.01 5.58 33.19 6.00 32.56
= 25 124.13 52.19 7.69 30.40 8.71 29.32
= 35 175.25 44.49 9.80 28.30 11.20 27.13
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also white Gaussian noise with the same variance. The estimation of the variance 2D of the unperturbed multiwavelet
block coefﬁcient Dj,k, can be obtained using an approximate maximum likelihood (ML) estimator, as follows:
D = argmax
s20
∏
(i,l=1,...,r)
P (D¯j,k,(i, l)|s2) = max
⎛
⎝0, 1
r2
∑
(i,l=1,...,r)
D¯j,k,(i, l)2 − 2
⎞
⎠ ,
whereP(.|s2) is theGaussian distributionwith zeromean and variance s2+2 and r2 is the number of scalar coefﬁcients
in the multiwavelet block D¯j,k,. For more details the reader is referred to [12].
In order to make a proper weight choice, we have taken into account that a good weight gives a lesser penalization
to multiwavelet coefﬁcients with higher magnitude. Moreover, since it is also important to fully exploit the local
dependencies inside the multiwavelet block coefﬁcients we are working with, the weight matrixj,k, is chosen such
that each element is inversely proportional to the ratio Dj,k,/. More precisely, we get
j,k,,(i, l) = 
2
2Dj,k,|D¯j,k,(i, l)|
. (14)
Fig. 2. Numerical results. Left column: corrupted images. Right column: denoised images obtained by the proposed method.
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Fig. 2. (continued).
In fact, when D/?1, the energy of the considered block is greater than the noise energy, i.e., the signal is much
stronger than the noise, and the weights j,k, are chosen to be small in order to preserve most of the signal and
remove some of the noise; vice-versa, when D/>1, the noise dominates and the weights are chosen to be large to
remove the noise which has overwhelmed the signal.
By substituting expression (14) in the multiwavelet expansion of the exact minimizer (9), we obtain the following
rule:
D∗j,k,(i, l) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
D¯j,k,(i, l) − 
22
2D|D¯j,k,(i,l)|
, D¯j,k,(i, l)> D ,
0, |D¯j,k,(i, l)| D ,
D¯j,k,(i, l) + 
22
2D|D¯j,k,(i,l)|
, D¯j,k,(i, l)< − D ,
(15)
that turns out to be a weighted quadratic matrix thresholding operator with weight 2/2D, namely, a generalization of
the quadratic matrix thresholding rule, introduced in [2].
5. The choice of the threshold level and numerical results
As above mentioned, when working with thresholding algorithms, a crucial point is the choice of the threshold
level . A possibility is to apply the universal threshold proposed by Donoho and Johnstone [7], namely, to choose
V =
√
2 ln N , N being the length of the signal.As this value does not seem to be adequate to handle images with sharp
edges, the same authors proposed, in [8], in the context of the classical scalar soft thresholding rule, the alternative
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Fig. 3. Numerical results. Comparison between the proposed method and the classical scalar thresholding method on the “Circles” image zooming
the results.
Sure threshold S. The value of S is smoothness-adaptive: a threshold level is assigned to each decomposition step by
the principle of minimizing the Stein’s unbiased risk estimator (SURE) for threshold. Nevertheless, the Sure principle
can present some drawbacks in situations of high sparsity of the wavelet coefﬁcients. To overcome this problem, in this
work we have applied a hybrid scheme as follows. In the ﬁrst decomposition level we use the universal threshold V ,
while in the other levels we compute an image-dependent threshold S by means of the Sure procedure adapted to our
weighted quadratic matrix thresholding rule.
In order to test the performance of the proposed denoising method, we have experimented it for the denoising of
several images using the orthonormal multiwavelet bases with 4 vanishing moments, constructed in [2]. We have
considered the four 512 × 512 test images shown in Fig. 1; namely the “Lena” image, the “Circles” image, and
two medical magnetic resonance images, that we call “MRI1” and “MRI2”. Test images have been corrupted with
i.i.d. Gaussian noise with different values of standard deviation. To evaluate the quality of the results we have
considered the RMSE (root mean squared error) and the PSNR = 20 log10 255/RMSE (peak signal to noise ratio).
Our numerical experiments are organized as follows: in Table 1, we show our numerical results on the test im-
ages with increasing values of the standard deviation of the noise. For comparison purposes, we also show the
results obtained by means of the scalar quadratic thresholding rule, where it is clear that Dj,k,/ = 1. As high-
lighted by the numerical results, both in terms of RMSE and PSNR, and in terms of the visual quality of the re-
sulting images, our method turns out to be an effective tool, since it greatly outperforms the scalar one, especially
when working with sharp edge images. In fact, the performance of our technique is particularly evident on the
“Circles” image and on the medical images, where the edges play an important role in the whole visual quality
(Figs. 2 and 3).
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