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Abstract
We consider a problem of solution of a multi-valued inclusion with Z-type mapping on a cone segment and propose extensions
of Jacobi algorithms to ﬁnd its solution. A modiﬁed double iteration process yields both upper and lower solutions. Some examples
of applications are also described.
© 2006 Elsevier B.V. All rights reserved.
MSC: 47J20; 47H07; 65K10
Keywords: Multi-valued inclusions; Z-mappings; Jacobi algorithms
1. Introduction
The problemof solving a systemof nonlinear equations is one of the basic andmost investigated problems considered
inNonlinearAnalysis, andmany results havebeenderived in its theory and solutionmethods; see e.g., [12] and references
therein.Most results are related to the single-valued and differentiable cases and are usually based upon theNewton-type
methods. However, these conditions seem too restrictive for many applications arising in Mathematical Physics and
Economics, which are formulated as multi-valued inclusions or variational inequalities; see e.g., [10,1]. One of the most
efﬁcient approaches to investigate such problems consists in exploiting order monotonicity properties of the underlying
mapping, which enable one to obtain signiﬁcant existence results even for multi-valued discontinuous mappings; see
e.g., [1, Section 9.4], [11, Chapters 3–4]. But the development of solution methods is restricted by continuous single-
valued mappings. This “gap” is caused by many difﬁculties. For instance, ﬁnding even suitable multi-valued order
monotonicity concepts is not so easy.
Recently, in [5], a Jacobi-type algorithm for solving complementarity problems whose cost mappings are compo-
sitions of single-valued Z-mappings and multi-valued diagonal monotone mappings was proposed. In this paper, we
intend to develop such an algorithm for multi-valued inclusions involving more general compositions of multi-valued
mappings, thus extending the usual Jacobi algorithm from the single-valued case; see e.g., [12].
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2. Classes of order monotone mappings
We start our considerations from recalling deﬁnitions of order monotonicity properties for single-valued mappings;
see [12]. As usual, all the mappings are deﬁned in the Euclidean space Rn with utilizing the standard ordering induced
by the non-negative orthant Rn+ = {x ∈ Rn | xi0, i = 1, . . . , n}; i.e., xy means that x − y ∈ Rn+.
Deﬁnition 1. Let D be a convex and closed set in Rn. A mapping F : Rn → Rn is said to be
(a) isotone on D, if for each pair of points x, y ∈ D such that xy, it holds that F(x)F(y);
(b) antitone on D if −F is isotone on D;
(c) inverse isotone on D if for each pair of points x, y ∈ D such that F(x)F(y), it holds that xy;
(d) a Z-mapping (or an off-diagonal antitone mapping) on D if for each pair of points x, y ∈ D such that xy, it
holds that Fk(x)Fk(y) for each index k with xk = yk .
These properties have been investigated rather well due to their various applications; see e.g., [12,11]. In particular,
if F is of the form
F(x) = Ax + b,
thenF is isotone (respectively, inverse isotone, a Z-mapping) if and only ifA has only non-negative entries (respectively,
A−1 has only non-negative entries, A has only non-positive off-diagonal entries). Also, if F is of the form
F(x) = x − (x),
where  is an isotone mapping, then F is clearly a Z-mapping. It follows that the well-known problem of ﬁnding ﬁxed
points of an isotone mapping implies the problem of ﬁnding zeroes of a Z-mapping.
We now present streamlined extensions of the above concepts for the multi-valued case. In what follows, (Rn)
denotes the family of all non-empty subsets of Rn.
Deﬁnition 2. Let D be a convex and closed set in Rn. A multi-valued mapping G : Rn → (Rn) is said to be
(a) isotone on D, if for each pair of points x, y ∈ X such that xy, x = y, it holds that g′g′′ for all g′ ∈ G(x), g′′ ∈
G(y);
(b) antitone on D if −G is isotone on D;
(c) a Z-mapping on D if for each pair of points x, y ∈ D such that xy, x = y, it holds that g′kg′′k for all g′ ∈ G(x),
g′′ ∈ G(y) and for each index k such that xk = yk;
(d) monotone on D if for each pair of points x, y ∈ D it holds that 〈g′ −g′′, x′ −x′′〉0 for all g′ ∈ G(x), g′′ ∈ G(y).
Note that, unlike (d), the additional condition x = y cannot be dropped in Deﬁnition 2(a)–(c) since otherwise the
mapping becomes single-valued. Nevertheless, the new concepts may appear too restrictive.
Deﬁnition 3. A mapping G : Rn → (Rn) is said to be
(a) diagonal if G(x) =∏ni=1 Gi(xi);
(b) quasi-diagonal if G(x) =∏ni=1 Gi(x).
Clearly, (a)⇒(b). Moreover, each single-valued mapping is quasi-diagonal. Next, observe that each diagonal single-
valued mapping is Z, but this is not the case if it is multi-valued. Although all the properties in Deﬁnitions 1 and 2 are
additive, various compositions of multi-valued diagonal and Z-mappings may not possess the Z property as well.
We now present some other concepts which somewhat remove the above difﬁculties; see also [1,11].
Deﬁnition 4. Let D be a convex and closed set in Rn. A mapping G : Rn → (Rn) is said to be
(a) upper (lower) isotone on D if for each pair of points x, y ∈ D such that xy and for each g′′ ∈ G(y) there exists
g′ ∈ G(x) (respectively, for each g′ ∈ G(x) there exists g′′ ∈ G(y)) such that g′g′′;
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(b) weakly isotone on D if it is both upper and lower isotone on D;
(c) weakly (upper, lower) antitone on D if −G is weakly (lower, upper) isotone on D;
(d) an upper (a lower) Z-mapping on D if for each pair of points x, y ∈ D such that xy and for each g′ ∈ G(x)
there exists g′′ ∈ G(y) (respectively, for each g′′ ∈ G(y) there exists g′ ∈ G(x)) such that g′kg′′k for every index
k such that xk = yk;
(e) a weak Z-mapping on D if it is both an upper and a lower Z-mapping on D.
Clearly, these concepts extend those in Deﬁnition 2, moreover, they are also additive. Also, it is easy to see that each
(multi-valued) diagonal mapping is a weak Z-mapping. The next assertion is also obvious and its proof is omitted.
Proposition 1. If  : Rn → (Rn) is weakly (upper, lower) isotone on D, then the mapping G : Rn → (Rn),
deﬁned by
G(x) = x − (x),
is a weak (a lower, an upper) Z-mapping.
Therefore, the ﬁxed point problemwith themulti-valued isotone-typemapping can be replaced by themulti-valued
inclusion with the Z-type mapping G in general.
We recall also the continuity properties for multi-valued mappings; see e.g., [10,1,4].
Deﬁnition 5. Let D be a convex and closed set in Rn. A mapping G : Rn → (Rn) is said to be
(a) upper semicontinuous on D if for any point x ∈ D and for any neighborhood U of the set G(x), there exists a
neighborhood V of the point x such that G(y) ⊆ U whenever y ∈ V ∩ D;
(b) a K-mapping on D if it is upper semicontinuous and has non-empty, convex, and compact image sets on D.
3. Statement of the problem and the Jacobi algorithm
Let us consider the problem of ﬁnding a point x∗ ∈ Rn such that
0 ∈ G(x∗) (1)
under the following standing assumptions.
(A1) The mapping G : Rn → (Rn) is of the form
G(x) =
l∑
s=1
F (s) ◦ H(s)(x), (2)
where F (s) : Rn → (Rn) is a quasi-diagonal, weak Z-, and K-mapping on some rectangle set containing H(s)(D),
H(s) : Rn → (Rn) is a diagonal monotone K-mapping on D for each s = 1, . . . , l; D is a rectangle set in Rn.
(A2) There exist points x0, y0 ∈ D, x0 <y0, such that
g′0g′′ for some g′ ∈ G(x0) and g′′ ∈ G(y0). (3)
Observe that the identity map I is both diagonal monotone and weak Z and we can set either F (s) or H(s) to be I for
some indices. Also, the sum in (2) may contain ﬁxed vectors, so that there is no loss of generality in removing such
a vector in (1). In Section 5, we describe some applications of just this class of problems, but it clearly contains the
nonlinear equations with Z-mappings.
Given a vector x ∈ Rn and a number yi , we set
(x−i , yi) = (x1, . . . , xi−1, yi, xi+1, . . . , xn).
We now describe an ascent Jacobi-type algorithm for this problem.
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Algorithm 1. Starting from the point x0, construct a sequence {xk} in conformity with the following rules.
At the kth iteration, k=0, 1, . . . ,wehave a point xk ∈ D such that x0xky0 and there exist gk∈∑ls=1F (s)(h(s,k,x))
and q ∈∑ls=1F (s)(h(s,0,y)) for some h(s,k,x) ∈ H(s)(xk) and h(s,0,y) ∈ H(s)(y0) such that
gk0q and h(s,k,x)h(s,0,y), s = 1, . . . , l. (4)
For each separate index i = 1, . . . , n, we determine numbers xk+1i , p(1)i , . . . , p(l)i such that
xki xk+1i y
0
i , h
(s,k,x)
i p
(s)
i h
(s,0,y)
i , p
(s)
i ∈ H(s)i (xk+1i ), s = 1, . . . , l, (5)
and
∃g˜ki ∈
l∑
s=1
F
(s)
i (h
(s,k,x)
−i , p
(s)
i ), g˜
k
i = 0, (6)
with the help of the dichotomy Procedure A. Afterwards, set h(s,k+1,x) = p(s) for s = 1, . . . , l and go to the (k + 1)th
iteration.
Procedure A (Dichotomy). It is applied when the indices k and i are ﬁxed and consists of the following sequences of
steps.
Step 1: If gki = 0, then set xk+1i = xki , g˜ki = gki , p(s)i = h(s,k,x)i for s = 1, . . . , l and stop. Otherwise set x′i = xki ,
(s)i = h(s,k,x)i , x′′i = y0i , (s)i = h(s,0,y)i for s = 1, . . . , l and go to Step 2.
Step 2: Generate a sequence of inscribed segments [x′i , x′′i ] contracting to a point zi by choosing ui = 12 (x′i + x′′i ),
(s)i ∈ H(s)i (ui), and setting x′i = ui , (s)i = (s)i if g˜i0 for some g˜i ∈
∑l
s=1F
(s)
i (h
(s,k,x)
−i , 
(s)
i ) or x
′′
i = ui, (s)i = (s)i
otherwise, i.e., when g˜i > 0.
Step 3: Set xk+1i = zi and compute numbers p(s)i ∈ H(s)i (zi) for s = 1, . . . , l such that (5)–(6) are satisﬁed.
We now establish convergence of the above algorithm.
Theorem 1. Let assumptions (A1) and (A2) be fulﬁlled. Then Algorithm 1 with Procedure A is well deﬁned and
generates a sequence {xk} converging to a solution x∗ of problem (1) such that x0x∗y0.
Proof. First, we notice that (4) holds for k = 0 due to (A2) and due to the monotonicity of H(s). Next, by the weak
Z property of F (s) we have q˜i0 for some q˜ ∈∑ls=1F (s)(h(s,0,x)−i , h(s,0,y)i ) since (h(s,0,x)−i , h(s,0,y)i )h(s,0,y) for each
s = 1, . . . , l.
We now show that Procedure A is well deﬁned. Clearly, termination at Step 1 gives (5)–(6). By construction, we
have (s)i 
(s)
i for s = 1, . . . , l. At the point zi , we deﬁne a multi-valued mapping  : Rl → (R) on the rectangle
[(1)i , (1)i ] × · · · × [(l)i , (l)i ] as follows:
(pi) =
l∑
s=1
F
(s)
i (h
(s,k,x)
−i , p
(s)
i ) with pi = (p(1)i , . . . , p(l)i ) ∈ Rl .
By construction, we have −(i ) ∩ R+ = ∅ and (i ) ∩ R+ = ∅ for i = ((1)i , . . . , (l)i ) and i = ((1)i , . . . , (l)i ),
moreover, i , i ∈ H(zi) since  and H are K-mappings. Then there exists a number > 0 such that 0 ∈ (pi) for the
point pi =i + (1−)i ∈ Rl . Since each H(s) has convex images, p(s)i ∈ H(s)(zi) for s =1, . . . , l, and we conclude
that all the relations in (5)–(6) are satisﬁed. Next, since (h(s,k,x)−i , p(s)i )p(s)i for each f˜ (s)i ∈ F (s)i (h(s,k,x)−i , p(s)i ) there
exists f (s)i ∈ F (s)i (p(s)) such that f˜ (s)i f (s)i by the weak Z-property, hence
0 = g˜ki =
l∑
s=1
f˜
(s)
i 
l∑
s=1
f
(s)
i = gk+1.
This means that (4) holds for each k = 0, 1, . . . , and that Algorithm 1 is well deﬁned.
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On account of (5), the sequence {xk} is non-decreasing and bounded above, hence it converges to a point x∗ such
that x0x∗y0. Analogously, for each s, the sequence {h(s,k,x)} is non-decreasing and bounded, hence
lim
k→∞ h
(s,k,x) = h(s,x)
for some h(s,x) ∈ H(s)(x∗) by the K property. Without loss of generality we can suppose that
0 = lim
k→∞ g˜
k
i = g∗i ∈
l∑
s=1
F
(s)
i (h
(s,x)),
i.e., 0 ∈ G(x∗) and the proof is complete. 
4. Modiﬁcations
Together with the ascent Jacobi algorithm we can clearly consider its descent counterpart starting from y0 with the
same convergence property.
Algorithm 2. Starting from the point y0, construct a sequence {yk} in conformity with the following rules.
At the kth iteration, k=0, 1, . . . ,wehave a pointyk ∈ D such thatx0yky0 and there existg ∈∑ls=1F (s)(h(s,0,x))
and qk ∈∑ls=1F (s)(h(s,k,y)) for some h(s,0,x) ∈ H(s)(x0) and h(s,k,y) ∈ H(s)(yk) such that
g0qk and h(s,0,x)h(s,k,y), s = 1, . . . , l. (7)
For each separate index i = 1, . . . , n, we determine numbers yk+1i , p˜(1)i , . . . , p˜(l)i such that
x0i yk+1i y
k
i , h
(s,0,x)
i  p˜
(s)
i h
(s,k,y)
i , p˜
(s)
i ∈ H(s)i (yk+1i ), s = 1, . . . , l, (8)
and
∃q˜ki ∈
l∑
s=1
F
(s)
i (h
(s,k,y)
−i , p˜
(s)
i ), q˜
k
i = 0, (9)
with the help of the dichotomy Procedure B. Afterwards, set h(s,k+1,y) = p˜(s) for s = 1, . . . , l and go to the (k + 1)th
iteration.
Procedure B (Dichotomy). It is applied when the indices k and i are ﬁxed and consists of the following sequences of
steps.
Step 1: If qki = 0, then set yk+1i = yki , q˜ki = qki , p˜(s)i = h(s,k,y)i for s = 1, . . . , l and stop. Otherwise set y′i = x0i ,
(s)i = h(s,0,x)i , y′′i = yki , (s)i = h(s,k,y)i for s = 1, . . . , l and go to Step 2.
Step 2: Generate a sequence of inscribed segments [y′i , y′′i ] contracting to a point z˜i by choosing vi = 12 (y′i + y′′i ),
(s)i ∈ H(s)i (vi) and setting y′i = vi, (s)i = (s)i if q˜i < 0 for some q˜i ∈
∑l
s=1F
(s)
i (h
(s,k,y)
−i , 
(s)
i ) or y
′′
i = vi, (s)i = (s)i
otherwise, i.e., when q˜i0.
Step 3: Set yk+1i = z˜i and compute numbers p˜(s)i ∈ H(s)i (z˜i ) for s = 1, . . . , l such that (8)–(9) are satisﬁed.
Theorem 2. Let assumptions (A1) and (A2) be fulﬁlled. Then Algorithm 2 with Procedure B is well deﬁned and
generates a sequence {yk} converging to a solution y∗ of problem (1) such that x0y∗y0.
The proof can be obtained along the lines of that of Theorem 1 and is omitted.
It should be noticed that monotone coordinate processes for nonlinear equations and ﬁxed point problems with
single-valued mappings are well known; see [3,2]. In [13,12], several classes of such algorithms were substantiated
for nonlinear equations with single-valued, strictly isotone and inverse isotone Z-mappings, the algorithms admitting
relaxation parameters. Unrelaxed processes for nonlinear equations and complementarity problems with continuous
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Z-mappings were considered in [9,14]. The crucial point for convergence of Algorithms 1 and 2 is the additional level
of monotonicity, which is forced for ensuring the total convergence. The initial algorithms involved two simultaneous
iteration sequences converging to upper and lower elements of the solution set. Taking into account relations (4)–(6)
and (7)–(9), we conclude that such a combined algorithm can be constructed for problem (1).
Algorithm 3. Starting from the pair of pointsx0, y0, construct sequences {xk} and {yk} in conformitywith the following
rules.
At the kth iteration, k = 0, 1, . . . , we have points xk, yk ∈ D such that x0xkyky0 and there exist gk ∈∑l
s=1F (s)(h(s,k,x)) and qk ∈
∑l
s=1F (s)(h(s,k,y)) such that
gk0qk and h(s,0,x)h(s,k,x)h(s,k,y)h(s,0,y), s = 1, . . . , l,
for some h(s,k,x) ∈ H(s)(xk), h(s,k,y) ∈ H(s)(yk), h(s,0,x) ∈ H(s)(x0), h(s,0,y) ∈ H(s)(y0) for s = 1, . . . , l.
For each separate index i = 1, . . . , n, we determine numbers xk+1i , p(1)i , . . . , p(l)i such that
xki xk+1i y
k
i , h
(s,k,x)
i p
(s)
i h
(s,k,y)
i , p
(s)
i ∈ H(s)i (xk+1i ), s = 1, . . . , l,
∃g˜ki ∈
l∑
s=1
F
(s)
i (h
(s,k,x)
−i , p
(s)
i ), g˜
k
i = 0,
with the help of the dichotomy Procedure A˜. Afterwards, set h(s,k+1,x) = p(s) for s = 1, . . . , l.
For each separate index i = 1, . . . , n, we determine numbers yk+1i , p˜(1)i , . . . , p˜(l)i such that
xk+1i y
k+1
i y
k
i , h
(s,k+1,x)
i  p˜
(s)
i h
(s,k,y)
i , p˜
(s)
i ∈ H(s)i (yk+1i ), s = 1, . . . , l,
∃q˜ki ∈
l∑
s=1
F
(s)
i (h
(s,k,y)
−i , p˜
(s)
i ), q˜
k
i = 0,
with the help of the dichotomy Procedure B˜. Afterwards, set h(s,k+1,y) = p˜(s) for s = 1, . . . , l and go to the (k + 1)th
iteration.
Procedure A˜ is a simple modiﬁcation of Procedure A. Namely, at Step 1 we now set x′′i = yki , (s)i = h(s,k,y) instead
of x′′i = y0i , (s)i = h(s,0,y). Also, Procedure B˜ is a simple modiﬁcation of Procedure B. Similarly, at Step 1 we set
y′i = xk+1i , (s)i = h(s,k+1,x) instead of y′i = x0i , (s)i = h(s,0,x).
Observe that the order of computations of the new iterates xk+1 and yk+1 can be changed, but it leads to the same
convergence properties.
Theorem 3. Let assumptions (A1) and (A2) be fulﬁlled. Then the sequences {xk} and {yk} generated by Algorithm 3
converge to solutions x∗ and y∗ of problem (1) such that x0x∗y∗y0.
The proof of this assertion is obtained by the simple modiﬁcation of that of Theorem 1 and is also omitted.
Thus, the presented algorithms are applicable for solving very general classes of multi-valued inclusions.
5. Examples of applications
There exist a lot of equilibrium-type problems which are formulated as multi-valued inclusions with Z-mappings.
We now give examples which illustrate diversity of possible applications.
Many problems arising in Mathematical Physics, can be formulated as multi-valued inclusions or complementarity
problems; see e.g., [1]. In particular, mesh approximations of free and moving boundary problems with constraints and
unknown boundaries such as the well-known dam and continuous casting problems as well as the Stefan problem with
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prescribed convection and some problems of solute ﬁltration in a porous medium were investigated in [6,7], where they
were formulated as the multi-valued inclusion (1) with G having one of the following forms:
G(x) = Ax + C(x) + q,
or
G(x) = Ax + B · C(x) + H(x) + q,
or
G(x) = Ax +
l∑
s=1
Bs · Cs(x) + q,
whereA, B andBs, s=1, . . . , l, are squareM-matrices;C,H, andCs, s=1, . . . , l, are diagonal monotoneK-mappings,
and q is a ﬁxed element in Rn. Obviously, all these forms are particular cases of (2) under the assumptions in (A1),
moreover, this is the case even if A,B and Bs, s = 1, . . . , l are Z-matrices.
Similarly, various equilibrium problems in Economics are traditionally formulated as multi-valued inclusions; see
e.g., [10]. We now describe an extension of the price equilibrium model from [8]. The model involves n sellers of a
homogeneous commodity, so that each seller supplies qi units of the commodity and proposes the price pi . Given a
price vector p= (p1, . . . , pn), the consumers of the market are able to determine the set of values of their total demand
measured in the same currency for each ith seller (producer)
Di(p) = 
∑
j =i
(pj − pi) for i = 1, . . . , n,
where  is a positive constant,  : R → (R) is a multi-valued function such that (−∞) = {0}, (+∞) = {1}.
Then we can deﬁne the excess supply of the market for the ith commodity
Gi(p) = qipi − Di(p) (10)
and describe the price adjustment process
dpi
dt
∈ −Gi(p) for i = 1, . . . , n.
Hence the classical price equilibrium will coincide with the inclusion (1). Clearly, the mapping G is quasi-diagonal
and we may suppose that (A2) holds for some points 0<x0 <y0. Next, if  is weakly isotone, then the mapping G
deﬁned by (10) is a weak Z-mapping, therefore (A2) holds and we obtain a particular case of the multi-valued inclusion
problem discussed in Sections 3–4. For this reason, Theorem 1 yields the existence of an equilibrium state and we can
apply one of the corresponding algorithms for computation of this state. Of course, this approach can be applied for
various extensions of the above economic equilibrium problem.
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