ABSTRACT In this paper, we are interested in a symbiotic radio (SR) system, in which a passive full-duplex backscatter device (BD) is parasitic in an active primary transmission. The primary transmitter (PT) with multiple antennas is designed to broadcast common messages to the primary receiver (PR) and the BD, as well as to support passive information transmission from the BD to the PR. To do so, the full-duplex BD absorbs a fraction of the incident signal from the PT to decode the common messages and simultaneously transmits its own information to the PR by backscattering the remaining part of the incident signal. We derive the achievable rates of the BD transmission with Gaussian and quadrature amplitude modulation codewords. We also formulate a transmit power minimization problem by jointly designing the beamforming vector at the PT and the power splitting factor at the BD. This problem is first solved by the semi-definite relaxation technique together with a one-dimensional linear exhaustive search over the power splitting factor. Then, a suboptimal but low-complexity solution with closed-form expressions is proposed. The simulation results have shown that the proposed suboptimal solution achieves almost the same performance as that obtained by the exhaustive search. In addition, our proposed SR system with the full-duplex BD outperforms the half-duplex system with the time-division-multiplexing mode in general.
I. INTRODUCTION
Due to the tremendous growth in the number of Internetof-Things (IoT) devices, it is highly imperative to design novel spectrum-and energy-efficient communication technologies to support massive wireless connections [1] . One promising solution to solve the problems is called symbiotic radio (SR) [2] , in which backscatter devices (BDs), also called passive IoT devices, are integrated with an active primary transmission system. The BD transmits its messages over the incident primary signal via the backscatter modulation without requiring active radio frequency (RF) components.
A typical example of the SR system is ambient backscatter communication (AmBC) [3] , in which the BD is parasitic in an ambient radio system, such as TV and WiFi transmission. In the conventional AmBC system, the primary The associate editor coordinating the review of this manuscript and approving it for publication was Marco Martalo.
transmission unintentionally provides the BD with ambient RF sources, and the BD receiver only decodes the messages from the BD via energy detection. Thus, the BD suffers from severe direct-link interference (DLI) problem, resulting in low date-rate and short-range transmission. To tackle the DLI problem, the primary receiver (PR) can be designed to jointly decode the messages from the primary transmitter (PT) and the BD [4] . Thus, successive-interference-cancellation (SIC) technique can be adopted at the PR to cancel out the DLI. Furthermore, the PT can be designed to purposely support the primary and BD transmissions together. In [2] , the PT performs transmit beamforming to maximize the weighted sum rate of the primary and BD transmissions in the properly designed SR system. Hence, a high data-rate and long-range BD transmission can be achieved in the SR system, thanks to the cooperation at the PT and the PR.
The BDs are required to not only transmit the messages collected from the environment but also receive the control messages sent from the IoT central controller.
Thus, full-duplex is a promising technique to reduce the transmission latency and to improve the spectral efficiency in the SR networks [5] . However, traditional full-duplex techniques generally require complex and costly hardware designs to support SIC, which is unaffordable for low-complexity and low-power IoT devices. Typically, active SIC techniques rely on advanced signal processing in analog or digital domain [6] and are supported by additional RF circuits, while passive SIC techniques are widely implemented using physical isolation between the transmit antenna and the receive antenna [7] . In [8] , a special backscatter communication is implemented in a full-duplex BD. To be specific, the full-duplex BD absorbs a fraction of the incident signal for information decoding while backscattering the remaining signal for information transmission. The self-interference induced by the backscatter operation can be mitigated by simple low-power analog circuits [9] .
In this paper, we introduce a full-duplex BD into the SR system to further improve its spectral efficiency. The PT in the SR system exploits multiple antennas to broadcast common messages to the PR and the BD, while the full-duplex BD also transmits its messages to the PR by backscattering the remaining part of the incident signal. Thus, the PR is designed to decode the broadcast signal from the PT as well as the backscattered signal from the BD. In other words, the system aims to support passive IoT transmissions from the BD to the PR without requiring additional energy and spectrum resources.
The main contribution of this paper is summarized as follows:
• We propose a new SR model in which a full-duplex BD is parasitic in a primary broadcast transmission.
The main difference between the proposed system and the existing technologies is as follows: (i) Compared with conventional SR system, the full-duplex BD in our system can use a fraction of the incident signal to decode its information, and thus the PT provides not only the RF source but also the information transfer to the BD. (ii) Compared with conventional broadcast channel model, the full-duplex BD enables wireless information transfer from an IoT device to its receiver, which helps to reduce the transmission latency and further improve the spectral efficiency.
• We investigate the performance of the proposed full-duplex SR system. To be specific, we derive the achievable rates of the BD transmission with Gaussian and quadrature amplitude modulation (QAM) codewords. We formulate an optimization problem to minimize the transmit power by jointly optimizing the transmit beamforming at the PT and the power splitting factor at the BD under given rate requirements.
To solve the problem, we use the semi-definite relaxation (SDR) together with the exhaustive search to find a high-quality approximate solution. Then, we derive a suboptimal solution in closed form driven by the insight from the solution of the single-input single-output case.
Numerical results show that our suboptimal solution can achieve almost the same performance as the standard SDR technique with the exhaustive search. Besides, the proposed full-duplex SR system is superior to the half-duplex system which consists of two transmission phases, the broadcast transmission and the active BD-PR transmission, in the time-division-multiplexing mode. The rest of this paper is organized as follows. In Section II, we compare the active transmitter with the passive transmitter and introduce the structure of the full-duplex BD. In Section III, we present the SR system model with a full-duplex BD and derive the achievable rates of the broadcast and the BD transmissions for different modulation schemes. In Section IV, we formulate the transmit power minimization problem. In Section V, we present the SDR-based solutions to the formulated problems. In Section VI, we propose a suboptimal with closed-form expressions according to the investigation on the single-input single-output (SISO) case. In Section VII, we present simulation results for performance evaluations. Finally, the paper is concluded in Section VIII.
The main notations in this paper are listed as follows: The lowercase, boldface lowercase, and boldface uppercase letters such as t, t, and T denote the scalar, vector, and matrix, respectively. |t| denotes the absolute value of t. t denotes the norm of vector t. CN (µ, σ 2 ) denotes the circularly symmetric complex Gaussian (CSCG) distribution with mean µ and variance σ 2 . E[·] denotes the statistical expectation. t * denotes the conjugate of t. T T and T H denotes the transpose and conjugate transpose of matrix T, respectively.
II. PRELIMINARY
In this section, we first present the typical RF analog circuit designs and the power consumption of the active and passive transmitters. Then, the structure of the full-duplex BD is investigated, which illustrates how the full-duplex BD transmits and receives messages simultaneously with the backscatter communication technique.
A. ACTIVE TRANSMITTER
As shown in Fig. 1(a) , active transmitters require a series of signal processing blocks to generate the transmit RF signal. To evaluate the power consumption at the active transmitter, the power model proposed in [10] is investigated.
The active RF analog chain is mainly composed of the digital-to-analog convertor (DAC), the low-pass filter, the upconversion mixer, the local oscillator (LO), the passband filter and the power amplifier (PA). When the transmitter is active, the power consumption is then approximated by
where P DAC , P filter , P LO , P mix and P PA are the power consumptions of the DAC, filters, LO, mixer and PA, respectively. Furthermore, P active can be divided into two parts, namely the transmit power and the circuit power. The transmit power consumed at the PA determines the quality and range of the transmission. Thus, for a reliable transmission, the PA usually consumes a substantial power to transmit its signal. On the other hand, the circuit power is consumed to support the operation of these active components like the DAC, filters, mixer and LO. In particular, it takes a large amount of power to generate a high-frequency carrier signal at the LO, and thus the LO is the most power-consuming component among them.
For a long-range communication, the circuit power is generally less than the transmit power. For example, when the transmission distance is d = 10 m and the signal peakto-average ratio is PAR = 5 dB, the transmit power and the circuit power are around 126.5 mW and 106.4 mW, respectively [11] . However, as the transmission range gets shorter, the active transmitter may consume more power in the circuit rather than the transmission, which is uneconomical.
B. PASSIVE TRANSMITTER
As shown in Fig. 1(b) , passive transmitters do not require these active signal processing blocks to generate the transmit RF signal but modulate their messages over the incident RF signal by varying the load impedances at the antenna. Given a load impedance, the incident signal will be backscattered with a fixed phase rotation and amplitude attenuation by the passive transmitter. Hence, the micro controller can switch the load impedances to map a sequence of digital symbols onto the backscattered signals, which is called backscatter modulation. At the same time, the remaining part of the incident signal is absorbed in the circuits, which can be used for either energy harvesting (EH) [12] or information decoding (ID).
To understand how the load impedances affect the backscattered and absorbed signal, we use Green's decomposition [13] to decompose the backscattered wave into two components: structural mode and antenna mode scattering waves. The scattered field for any load impedance Z i and a fixed antenna impedance Z a is written as
where the first and second term in (2) correspond to the structural and antenna mode components, respectively. The structural mode scattering E scat (Z * a ) depends on the geometrical layout of the receive antenna and the electromagnetic properties of the material. Though it is independent of the load impedance, its value can be measured when the load impedance is conjugate matched to the antenna impedance, that is Z i = Z * a . On the contrary, the antenna mode scattering mainly varies from the load impedance which decides the reflection coefficient i defined by
In addition, I m is the scattering current of a conjugate matched antenna, corresponding to the maximum power transfer condition, while E ant is the field radiated by the antenna when the current at the terminals is I a and no externally incident wave is applied, and its relation can be checked in [14] . The passive transmitter can present different reflection coefficients by varying the discreetly variable load impedances Z i . Meanwhile, given a reflection coefficient i , a fraction of the incident signal is absorbed by the passive transmitter. The absorbed signal power is written as:
where P m is the absorbed power of a conjugate matched antenna. The absorbed part is usually used to harvest the energy to support the circuit implementation at the passive transmitter [15] . However, if the incident signal is of useful messages, it can also be used to decode the messages [8] , [9] . As aforementioned, the passive transmitter does not generate the active RF signals by itself. Thus, it is energy-efficient to realize the short-range transmission with backscatter communication. For example, one of the typical backscatter communication systems, radio frequency identification (RFID), realizes a short-range transmission at the micro watt (µW) level [16] . Fig. 2 shows the structure of a full-duplex BD which realizes the information transmission and reception simultaneously with the backscatter communication circuits. The backscatter operation divides the incident signal at the antenna into the backscattered signal and the absorbed signal. The backscattered signal is modulated by the micro controller via the backscatter modulation to transmit the messages from the BD, while the absorbed signal is decoded by the information decoder after the self-interference cancellation (SIC) to retrieve the messages from the RF source. It is observed that the transmission part is similar to the passive transmitter. However, it is different from the conventional backscatter communication at the reception part. The absorbed signal is used for ID rather than EH at the full-duplex BD, if the incident signal is of useful messages. Thus, the external power may be needed to support the circuit operations. Besides, it is not straightforward to retrieve the messages from the absorbed signal. As shown in (4), compared to the matched state, the absorbed signal explores different amplitude attenuations with different reflection coefficients, resulting in additional self-interference at the reception part. Thus, the SIC should be implemented to cancel the self-interference. In the analog circuit design, the lowpass filter and the comparator can be exploited to cancel the self-interference in an asymmetric full-duplex backscatter transmission [9] . In addition, the micro controller has the information about reflection coefficient variation, which can be exploited by the SIC block to cancel the self-interference.
C. FULL-DUPLEX BACKSCATTER
If the full-duplex BD applies the discreet finite set of Q reflection coefficients defined by X c = 1 , 2 , . . . , Q and all the elements in the set are equiprobable, the average absorbed signal power is defined by
where
is referred to as the power splitting factor. Thus, 1 − β portion of the incident signal is backscattered in the power domain. Fig. 3 shows the SR system which consists of three nodes, namely a PT, a PR, and a full-duplex BD. It is assumed that the PT is equipped with M (M ≥ 1) antennas and both the BD and the PR are equipped with a single antenna. The PT performs transmit beamforming to broadcast common messages to the PR as well as the BD, and at the same time enables the BD to transmit information to the PR. Specifically, at the full-duplex BD, a fraction of the incident signal is absorbed to decode the messages from the PT, while the remaining part is used to convey the BD messages to the PR using backscatter modulation [8] . Thus, the PR needs to decode the messages from both the PT and the BD.
III. SYSTEM MODEL A. CHANNEL MODEL
Block flat-fading channel models are considered in this paper. During each fading block, the PT-BD channel and the PT-PR channel are denoted by h 1 ∈ C M ×1 and h 2 ∈ C M ×1 , respectively, while the BD-PR channel is denoted by g ∈ C.
In addition, we mainly consider the antenna mode scattering component in (2) , since the structural mode scattering component can be regarded as an environment scattering included in h 2 [15] . The PT and the BD are assumed to know perfectly the channel state information (CSI) of all involved channels.
B. SIGNAL MODEL 1) TRANSMITTED SIGNAL AT THE PT
Let s(n) be the broadcast symbol transmitted by the PT, and s(n) is assumed to follow a standard CSCG distribution, i.e., s(n) ∼ CN (0, 1). The transmitted signal is given by
where p is the transmit power and v is the beamforming vector with v = 1 at the PT.
2) ABSORBED SIGNAL AT THE BD
It is assumed that the BD uses β portion of the incident signal to decode the broadcast messages s(n), and backscatters the remaining 1 − β portion for its own information transmission. The incident signal at the BD antenna is h H 1 x t (n), and the received signal used for decoding message s(n) is thus given by
where z 1 (n) ∼ CN (0, σ 2 1 ) is the received noise at the BD.
3) BACKSCATTERED SIGNAL AT THE BD
At the same time, the BD modulates its own symbol c(n) E |c(n)| 2 = 1 over the remaining incident signal, which gives the following backscattered signal,
Notice that there is no addictive noise in the backscattered signal, since the backscatter modulation block only includes passive components [14] .
4) RECEIVED SIGNAL AT THE PR
The received signal is represented as
where the first term is the broadcast signal from the PT, the second term is the backscattered signal from the BD, and z 2 (n) ∼ CN 0, σ 2 2 is the received noise at the PR.
C. ACHIEVABLE RATE 1) BROADCAST MESSAGES s(n)
At the BD, the received signal-to-noise ratio (SNR) of s(n) is
and the achievable rate of s(n) is thus written as
Upon receiving y 2 (n), the PR first decodes the broadcast messages s(n). It treats the backscattered component as interference whose average power is
at the PR, the signal-to-interference-plus-noise ratio (SINR) of s(n) is given by
2) BD MESSAGES c(n)
After successfully decoding s(n), the PR cancels out the broadcast signal component √ ph H 2 vs(n) via the SIC technique to decode the BD message c(n). If the interference from the broadcast signal is removed perfectly, we obtain
When decoding c(n), the PR treats the broadcast signal s(n) as part of the channel effect, resulting in the following instantaneous SNR
a: GAUSSIAN CODEWORDS
If the BD applies Gaussian codewords to transmit its own messages (i.e., c(n) ∼ CN (0, 1)), the achievable rate with a given broadcast message symbol s is written as
The average achievable rate of c(n) is thus given by
where f (x) = e −x , x > 0 is the exponential distribution probability density function of |s| 2 , Ei(x)
u e u du is the exponential integral, and γ 2,c =
is the average SNR of c(n).
b: QAM CODEWORDS
Considering a more practical scenario, we assume that the BD applies QAM codewords like BPSK, QPSK and 16-QAM to transmit its own messages, which can be realized by the RF switch [17] . The BD can even exploit the adaptive QAM modulation according to the instantaneous CSI, and then the PR can adaptively classify the BD's modulation schemes by some powerful deep learning tools [18] - [20] .
With the instantaneous SNR γ 2,c (|s| 2 ), the achievable rate with QAM modulation which has Q equiprobable codewords is given by [21] , and C is the entire complex plane. It is intractable to analyze the achievable rate performance with such a complicated integral. To derive a simplified achievable rate, the piece-wise linear (PWL) curve fitting is exploited [22] , which fits the modulation-constrained rate R QAM 2,c (|s| 2 ) by a series of line segments. Thus, when the achievable rate with QAM modulation is between r k−1 and r k , it can be approximated as
where m k and b k are the slope and intercept for a line segment k of the PWL fitting, respectively. The achievable rate of c(n) with an Q-size QAM modulation is thus given by
VOLUME 7, 2019
With PWL approximation, the average achievable rate is written as:
2 m k γ 2,c , r max = log 2 (Q) is the maximum rate with the modulation order Q, andγ max is an approximation to γ max whose SNR achieves r max (i.e.,γ max = (r max − b K −1 )/m K −1 ). The values of b k , r k and m k can be found in [22, Table I ] for different modulation schemes.
IV. TRANSMIT POWER MINIMIZATION
In this section, we consider the transmit power minimization (TPM) problem, which aims to minimize the PT's transmit power p by jointly optimizing the transmit beamforming v and the power splitting factor β under the following constraints.
A. SIC CONSTRAINT
To ensure that SIC is implemented successfully at the PR, the achievable rate of s(n) at the PR R 2,s should be greater than that at the BD R 1,s [23] . Thus, the rate constraint can be converted into the following SINR/SNR constraint:
B. BROADCAST AND BD RATE REQUIREMENTS
To guarantee the quality of the transmissions for the broadcast messages and the BD messages, we introduce the minimum rate requirements η s to s(n) and η c to c(n), which can be written as
≥ η c ), respectively. From (11) and (17) (or (21)), the rate constraints are equivalent to the following SNR constraints:
where s and c are the minimum SNR requirements of s(n) and c(n), respectively. Notice that, with (22) and (23), the rate requirement of R 2,s is implicitly fulfilled.
C. POWER SPLITTING FACTOR CONSTRAINT
According to the energy conservation law, the energy used to decode and backscatter messages at the BD must be equal to the energy of the incident signal. Thus, the power splitting factor must satisfy the following constraint:
D. BEAMFORMING NORMALIZATION CONSTRAINT
The transmit beamforming is assumed to be normalized, and thus we have
Take the above constraints into consideration, and the problem can thus be formulated as (22), (23), (24), (25), (26).
It can be verified that (P1) is a non-convex optimization problem, and thus it is difficult to obtain its optimal solution in general.
V. SEMI-DEFINITE RELAXATION SOLUTION
To solve (P1), the semi-definite relaxation (SDR) technique can be exploited to find a (sub)optimal solution. We define
Problem (P1) is recast into the following equivalent optimization problem (P1-PSD) with a positive semi-definite (PSD) matrix variable V:
Rank V = 1.
If the nonconvex rank-one constraint (27f) is relaxed, (P1-PSD) is an SDR problem (P1-SDR). Notice that, for a given β, (P1-SDR) can be recast into a convex optimization problem which can be solved effectively by the interior point method. Hence, (P1-SDR) can be solved by one-dimensional exhaustive search over β to find the optimal β first. With the optimal β , the optimal SDR solution V is obtained and the minimum transmit power is given by p = Tr( V ). The steps to solve (P1-SDR) is summarized in Algorithm 1.
If we have Rank V = 1, i.e.,
is the optimal beamforming vector. Otherwise, we use the randomization-based method [24] to obtain a high-quality approximate (suboptimal) one to (P1).
VI. SUBOPTIMAL SOLUTION
Although the method in Section V may lead to the optimal solution, the computational complexity is very high, since it has to solve an SDR problem for each search over β. To reduce the computational complexity, we propose a novel
Algorithm 1 for Solving (P1-SDR)

Input:
The CSI matrix H 1 and H 2 , the channel gain |g| 2 , the rate requirement s and c , the noise power σ 2 1 and σ 2 2 . Output: The solution for (P1-SDR)Ṽ .
1: Initialization: β = 0, the interval β, and iteration index i = 1. 2: while β < 1 do 3: Given β, solve (P1-SDR) by using CVX to obtain the optimalṼ i and objective value P i = Tr Ṽ i .
4:
β ← β + β.
5:
i ← i + 1. 6: end while 7: Obtain the optimal solution to (P1-SDR) asṼ =Ṽ i , where i = arg min
suboptimal solution with closed-formed expressions based on the results from the single-input signal-output (SISO) case.
A. SINGLE-ANTENNA TRANSMITTER
In this subsection, we first consider the scenario where the PT is equipped with a single antenna. Consequently, the PT-BD channel and the PT-PR channel degrade into a SISO case, and can be represented by a scalar h 1 ∈ C and h 2 ∈ C, respectively. Hence, (P1) can be simplified as (P2).
P2 min
Notice that our proposed TPM may be infeasible in the SISO case. This is because the transmit power is limited due to the SIC constraint (28b), and thus the rate requirements may not be fulfilled with the limited transmit power. Problem (P2) shows the relation between the transmit power p and the power splitting factor β clearly, and then we have the following observations. For a given β, if (P2) is feasible, it has the following closed-form solution,
where f 1 (β) = (1−β)|g| 2 |h 1 | 2 . If β is a variable, the TPM problem can be solved by geometric programming. That is, we aim to find the minimum point in the feasible region bounded by the constraints (28b)-(28e). Then, we investigate the variation of these constraints with respect to β.
Obviously, f 1 (β) and f 2 (β) have the form of 1 β and 1 1−β , respectively. Hence, f 1 (β) is monotonically decreasing with β ∈ (0, 1), while f 2 (β) is monotonically increasing with β ∈ (0, 1).
In the following, we analyze the properties of the function
and C = |g| 2 |h 1 | 4 , then g(β) is rewritten as
is monotonically decreasing when β ∈ (0, 1) and ranges over (−∞, +∞).
is monotonically decreasing when β ∈ 0, β − and monotonically increasing when β ∈ β − , 1 , and ranges over g(β − ), +∞ , where β − is the root of the quadratic equation: −Bβ 2 +2Aβ − A = 0, for β ∈ (0, 1). In addition, we have g(β − ) > 0.
Proof: Please refer to Appendix. In addition, we are also interested in the corner points of these functions:
,
These are derived by letting g(β) = f 1 (β), g(β) = f 2 (β) and f 1 (β) = f 2 (β), respectively. Notice that β 1 and β 2 may not lie in the interval (0, 1). Thus, when β ∈ (0, 1), g(β) has one corner point at most with f 1 (β) and f 2 (β), respectively. As shown in Fig. 4 , we sketch possible feasible regions by analyzing the properties of (P2) with these functions and their corner points. If we denote the optimal solution of (P2) by p and β , we have the following cases and theorems concerning p and β from the observations in Fig. 4 .
Case 1:
, 0 < β 1 < β 3 . As shown in Fig. 4 (a) , p attains its minimum value at β = β 1 . Therefore, β = β 1 and p = p 1 . In this case, the constraint (28b) and (28c) are active. Case 2:
, β 3 ≤ β 2 < β 1 . As shown in Fig. 4 (b) , p attains its minimum value at β = β 3 . Therefore, β = β 3 and p = p 3 . In this case, the constraint (28c) and (28d) are active. Case 3:
, f 1 (β 3 ) ≤ g(β 3 ). As shown in Fig. 4 (c) and (d), p attains its minimum value at β = β 3 . Therefore, β = β 3 and p = p 3 . In this case, the constraint (28c) and (28d) are active. Theorem 1: When (P2) is feasible, the optimal β and p always satisfy the following equation: 
That is, if (P2) is feasible, the constraint (28c) is always active.
Theorem 2: The optimal solution of (P2) is given by
where β 1 , β 2 and β 3 are given in (31)-(33), respectively. In addtion, β = 1 can be interpreted as (P2) being infeasible with the given channel realizations and rate requirements, and thus the BD will not backscatter the incident signal to realize its transmission to the PR.
B. MULTIPLE-ANTENNA TRANSMITTER
In this subsection, we come back to the multiple-input single-output (MISO) case. Compared with the SISO case, the beamforming vector v at the PT also needs to be optimized. Based on the optimal solution in the SISO case, we propose a closed-form suboptimal solution to (P1). The equivalent problem is considered as follows:
where v = √ pv is the beamforming vector with the transmit power. To derive the closed-form solution, we first introduce an optimal beamforming structure. Lemma 1: The optimal beamforming vector v is in the
Proof: The proof is similar to that of [25, Lemma 1] and thus omitted for brevity.
Lemma 1 provides the optimal structure of v. On the basis of Lemma 1, the channels h 1 and h 2 are expanded as
By applying the linear transformation, (P1-E) can be recast into
P1-Linear
Proposition 2: For arbitrary β ∈ (0, 1), (P1) always has feasible solutions, provided of course that none of the channel vectors is identically zero and the channel vectors h 1 and h 2 are not parallel to each other.
Proof: From (P1-Linear), the SNR requirement (39c) and (39d) can be fulfilled by increasing the component |a v |. Given a |a v |, the SINR requirement (39b) can be fulfilled by increasing the component |b v |. Thus, there always exists a beamforming v = a v h 1 + b v h ⊥ 2 that fulfill all the requirements. That is, (P1), which is equivalent to (P1-Linear), always has feasible solutions.
It can be verified that (P1-Linear) is a non-convex problem, and thus it is difficult to find its optimal solution. In the following, we propose a suboptimal solution by fixing a specific β † which deliberately makes the constraint (39d) equivalent to (39c) and then the beamforming vector is obtained by solving (P1-Linear).
From Theorem 2, the transmit power p reaches the optimal one with high probability when we have
Thus, by using β † in the MISO case, (P1-Linear) is recast into
P1-Sub
which can be solved by using standard geometry. Without loss of generality, we assume that a 1 = 0, a 2 = 0 and b 2 = 0. Theorem 3: For (P1-Sub), the optimal beamforming vector and the optimal transmit power are given by
, respectively, where a v and b v can be given by following
Case 1 indicates that the SIC constraint (40b) is inactive. Hence, in this case, the transmit beamforming is identical to that of maximal-ratio-transmission (MRT) design for the PT-BD channel h 1 and the transmit power is allocated to fulfill the rate requirements. On the other hand, Case 2 indicates that the SIC constraint (40b) is active, thus the PT needs to allocate additional power to the direction h ⊥ 2 to fulfill the SIC constraint.
VII. SIMULATION RESULTS
In this section, we investigate the transmit power performance of the proposed system by numerical simulations. In the simulations, it is assumed that the PT-BD channel h 1 and the PT-PR channel h 2 are drawn from the family of random vectors for which each element follows the independent and identically CSCG distribution CN (0, 1). Then, since the BD is close to the PR, the BD-PR channel g is assumed to be a line-of-sight channel with 20 dB path-loss. The noise power is assumed to be normalized to one. Monte Carlo simulations with 1000 randomly generated channel realizations are implemented. For ease of explanation, we generally investigate the TPM problem by varying the BD rate requirement η c with a fixed broadcast rate requirement η s and assume the full-duplex BD applies the Gaussian codewords unless otherwise stated.
A. SISO CASE Fig. 5 shows the minimum transmit power p performance versus the BD rate requirement η c for the SISO case when M = 1. With the same channel realizations, it is observed that for lower η c , the minimum transmit power increases as the broadcast rate requirement η s increases. This is because at this time the broadcast rate constraint is the bottleneck that limits the transmit power performance. However, for higher η c , the minimum transmit power remains the same with different η s , which means η c dominates the transmit power performance now. In addition, when η s = 2 bps/Hz, we compare the performance of our proposed solution with that of the exhaustive search method. It is shown that the two methods have almost the same performance, which verifies the accuracy of our solution. and the broadcast rate requirement is set to be η s = 1 bps/Hz. Compared to the case where the BD receives half the power of the incident signal (β = 0.5), the transmit power can be significantly reduced by the BD that operates with the optimal power splitting factor β . In addition, Fig. 6 also shows that our proposed suboptimal solution with β † can achieve almost the same performance as the optimal β obtained by standard SDR technique together with the one-dimensional exhaustive search. However, the computational complexity of the suboptimal solution is dramatically reduced. Fig. 7 shows the minimum transmit power performance with different modulation schemes when M = 4 and η c = 4 bps/Hz. With the increase of η c , all the curves increase. The curves with BPSK, QPSK and 16QAM codewords have a bounded minimum power consumption, since the maximum rate requirements for these modulation-constrained cases are bounded by η c ≤ log 2 (Q). However, the curve with Gaussian codewords can increase infinitely. Particularly, in the low η c (low SNR) regime, the achievable rate with Gaussian codewords (17) is a good approximation of the achievable rates with QAM modulation (21), especially for the high order modulation case. Since the BD usually has a relatively low data rate requirement (i.e., low SNR), to a certain degree, it makes sense to use the Gaussian codewords rate to estimate the modulation-constrained rate at the BD when analyzing the rate performance in the SR system. 
C. MINIMUM TRANSMIT POWER VERSUS BD MODULATION SCHEMES
D. FULL-DUPLEX VERSUS HALF-DUPLEX
In this subsection, we consider the half-duplex system which operates the time-division-multiplexing mode to realize the broadcast and BD transmission. During a normalized transmission duration, the PT broadcasts the messages to both the BD and the PR via transmit beamforming in the first time duration τ (0 < τ < 1), and then the BD transmits its messages by the active transmission to the PR in the remaining time (1 − τ ). The minimum power consumption . Then, we have the total transmit power P half = P half,1 + P half,2 in the half-duplex system.
For fair comparison, it is assumed that, during a transmission duration, the PT needs to transmit L s bits per Hertz (Hz) to each receiver, and the BD needs to transmit L c bits to the PR per Hz. Thus, we have the rate requirements η s = L s and η c = L c for the full-duplex system, while we have the rate requirements η s = L s /τ and η c = L c /(1 − τ ) for the half-duplex system. figure, it is observed that as τ increases, the minimum transmit power of the half-duplex system initially decreases and finally increases after reaching its minimum, which indicates that there exists a trade-off between the broadcast and BD transmissions. This is because with the increase of τ , the rate requirements η s decreases but η c increases, resulting in the less and more power consumption in the first and second phases, respectively. However, even with the optimal τ , the full-duplex system also outperforms the half-duplex system, implying that our proposed full-duplex SR system is more energy-efficient.
VIII. CONCLUSION
In this paper, the full-duplex backscatter technique is introduced into the SR system, which enables a BD to transmit and receive information simultaneously. First, the power consumption and the structure of the full-duplex BD are investigated to illustrate its principle of operation. Second, the achievable rates of the BD transmission with Gaussian codewords or other modulation-constrained codewords are derived. Then, the optimization problem is formulated to minimize the transmit power for the system considered, by jointly optimizing the transmit beamforming at the primary transmitter and the power splitting factor at the BD. The SDR technique together with a one-dimensional exhaustive search can be used to solve the problem. Finally, based on the results from the single-input single-output case, a suboptimal solution with closed-form expressions is proposed to reduce the computational complexity. Simulation results have shown that the proposed suboptimal solution achieves almost the same performance as the exhaustive search solution using SDR and the proposed full-duplex SR system outperforms the half-duplex system in the time-division-multiplexing model.
APPENDIX PROOF OF PROPOSITION 1
We first derive the first-order derivative of g(β),
of which the sign depends on the numerator h (β) = −Bβ 2 + 2Aβ − A. Since h (β) is a quadratic function in which the parabola opens downwards, it reaches maximum value h Hence, g(β) is monotonically decreasing when β ∈ 0, β − and monotonically increasing when β ∈ β − , 1 . Thus, it reaches the minimum when β = β − . The minimum value is g(β − ) > 0, since we have A − Bβ − > 0 in this case. Besides, due to the limits of g (β), lim β→0 − g (β) = +∞ and lim β→1 − g (β) = +∞, g(β) ranges over g β − , +∞ . 
