Abstract Orthogonal frequency division multiplexing (OFDM) is becoming a fundamental technology in future generation wireless communications. Call admission control is an effective mechanism to guarantee resilient, efficient, and quality-of-service (QoS) services in wireless mobile networks. In this paper, we present several call admission control algorithms for OFDM-based wireless multiservice networks. Call connection requests are differentiated into narrow-band calls and wide-band calls. For either class of calls, the traffic process is characterized as batch arrival since each call may request multiple subcarriers to satisfy its QoS requirement. The batch size is a random variable following a probability mass function (PMF) with realistically maximum value. In addition, the service times for wide-band and narrow-band calls are different. Following this, we perform a tele-traffic queueing analysis for OFDM-based wireless multiservice networks. The formulae for the significant performance metrics call blocking probability and bandwidth utilization are developed. Numerical investigations are presented to demonstrate the interaction between key parameters and performance metrics. The performance tradeoff among different call admission control algorithms is discussed. Moreover, the analytical model has been validated by simulation. as well as the result provides an efficient tool for planning next-generation OFDM-based broadband wireless access systems.
System Model and Call Admission Control Algorithms

Traffic Model
Let C denote the number of subcarriers in a cell. Denote R b as the average data rate per subcarrier. The particular value of R b can be calculated from the statistical values of the adaptive modulation coding (AMC) parameters for each subcarrier. As a result, a cell has totally C R b rate resources. In multiservice wireless networks, we categorize the call connections into narrow-band call and wide-band call. An exemplary system can be voice/data integrated wireless networks. For each call, it requests multiple subcarriers to satisfy the data rate transmission requirement. As a result, the call requests can be seen as a batch arrival process. It is noteworthy that, for the narrow-band call, it is reasonable to assume multiple subcarriers instead of a single subcarrier since one subcarrier may not be sufficient to support its data rate request in an OFDM wireless system.
Batch Blocking Scheme
Upon the arrival of a narrow-band call, the call may request a number of subcarriers k to satisfy the data rate requirement. If the number of unoccupied subcarriers is smaller than the required number of subcarriers k, then the call is blocked. Otherwise, if the number of free subcarriers is equal or greater than the batch size k, then the call will be accepted. This policy is also applicable to wide-band calls. That is, upon the moment of a wide-band call arrival, the call may request a number of subcarriers k to satisfy the data rate requirement. If the number of unoccupied subcarriers is smaller than k, then the wide-band call is blocked. Otherwise, if the number of free subcarriers is equal or greater than k, then the wide-band call will be accepted. This call admission control mechanism is named as batch blocking scheme.
Partial Blocking Scheme
When a narrow-band call arrives, and the number of available subcarriers is less than the required number, the call is not blocked but accepted with degraded QoS. In other words, if an arriving narrow-band call requests k subcarriers, while the number of free subcarriers is smaller than the batch size k, then the narrow-band call will be accepted with a provided service of these free subcarriers. This policy can also be applied to wide-band calls. This call admission control mechanism is named as partial blocking scheme.
Either the batch blocking scheme or the partial blocking scheme can be applicable to narrow-band calls. Similarly, wide-band calls can employ either the batch blocking scheme or the partial blocking scheme. As a consequence, there are four combinations.
-COMB1: Both the narrow-band and wide-band calls employ the batch blocking scheme -COMB2: Narrow-band calls employ the batch blocking scheme while wide-band calls use the partial blocking scheme -COMB3: Narrow-band call employs the partial blocking scheme while wide-band calls use the batch blocking scheme -COMB4: Both the narrow-band and wide-band calls employ the partial blocking scheme
In the following, we will develop an analytical model and a simulation model to evaluate the trade-off among these different mechanisms.
The narrow-band call connections are consequently characterized as follows. The narrow-band call requests follow the Poisson process with the mean batch (or group) arrival rate λ n . At each arrival instant, the number of the batch size is denoted as x n . Let the discrete random variable x n follow the probability mass function (PMF) x n, j ( j = 1, 2, . . . , N n ) where N n R b denotes the highest data rate that a narrow-band call may request. Then,
The average value of the group size is given by
where X represents the expected value of the random variable X . Equivalently, x n R b represents the average data rate that a narrow-band call requests. The service time is exponentially distributed with mean 1/µ n . Here, the exponential distributed service time is not exceptional.
The simulation results in Sect. 3 indicate that different distribution functions for the service time lead to insignificant discrepancy on the performance metrics. Hence, the exponential distribution for the service time is able to provide sufficient accuracy. Similarly, the wide-band call requests follow the Poisson process with the mean batch arrival rate λ w . At each arrival moment, the number of batch size is denoted as x w . Let this discrete random variable x w follow the PMF x w, j ( j = 1, 2, . . . , N w ) where N w denotes the highest data rate N w R b that a wide-band call may request. Then,
The average value of the group size in a wide-band call is given by
The service time is exponentially distributed with mean 1/µ w . Hence, the cell has two batch arrival processes. The batch size for each process is a random variable having a maximum value. The service times for the two processes are different. Thereafter, it can be characterized as a multi-class multi-server batch arrival queueing system.
COMB1:
Both Narrow-band Call and Wide-band Call Use Batch Blocking Scheme
In this strategy, at the time at which a narrow-band call arrives, if the number of available subcarriers is less than the required number of subcarrier, the call is blocked. In other words, if an arriving narrow-band call requests k n (1 ≤ k n ≤ N n ) subcarriers, while the number of unoccupied subcarriers is smaller than the batch size k n , then the narrow-band call is blocked. This policy is also applicable to wide-band calls. Define the system state as (i, j) with i representing the number of subcarriers used by narrow-band calls and j the number of subcarriers used by wide-band calls. Then, the state space is given by Figure 1 illustrates an intuitive example when C = 4, N n = 1, N w = 2. We take the specific state (1, 2) as an example. There are four events that can trigger a state transition from the current state (1, 2): -Narrow-band call arrival: transit to the neighbouring state (2, 2) with rate λ n . -Narrow-band call completion: transit to the neighbouring state (0, 2) with rate µ n . -Wide-band call arrival: transit to the neighbouring state (1, 3) with rate λ w x w,1 . Note that the transition to state (1, 4) is not feasible, because this state is invalid in the state space . In addition, if this wide-band call requires two subcarriers with rate λ w,2 , then the call is blocked without state transition. -Wide-band call completion: transit to the neighbouring state (1, 1) with rate 2µ w .
Following the similar reasoning, we are able to analyze the state transition entering or exiting a particular state; and obtain the transit rate diagram with generalized parameters. Let π(i, j) be the steady state probability distribution for a valid state (i, j) ∈ . We develop the set of global balance equations. In what follows, b i, j represents the total transit rate out of the state (i, j) ∈ .
For the state (i, j) = (0, 0),
where
For the states (i, j) with 1 ≤ i < C and j = 0,
For the states (i, j) with i = 0 and 1 ≤ j < C,
For the states (i, j) with 0
For the states (i, j) with i + j = C,
In addition, the summation of all steady state probabilities satisfies the normalization constraint (i, j)∈ π(i, j) = 1. Combining the equations above, we can solve the set of the linear equations and consequently the steady state probability. In particular, the set of linear equations can be solved by using an iterative method called successive over-relaxation (SOR) [11, 12] . Then, we can obtain the steady state probability.
Let P n and P w denote the narrow-band and wide-band call blocking probabilities, respectively. At the time when a particular narrow-band (or wide-band) call with batch size k arrives, and the number of available subcarriers is less than k, the call is blocked. As a result, the narrow-band call blocking probability is expressed as
The wide-band call blocking probability is given by
The bandwidth utilization γ is defined as the ratio of the average number of busy subcarriers to the total number of subcarriers C, i.e.,
2.3 COMB2: Narrow-band Call Uses Batch Blocking Scheme while Wide-band Call Use Partial Blocking Scheme
In this mechanism, the narrow-band call follows the batch blocking scheme while the wideband call follows the partial blocking scheme. We develop the set of global balance equations. For the state (i, j) = (0, 0)
For the states (i, j) with 0 < i + j < C,
The summation of all steady state probabilities satisfies the normalization constraint. We assume that the system state is (i, j) when a call arrives. The narrow-band call blocking probability is given by
A wide-band call is blocked when all subcarriers are occupied. Hence, the wide-band call blocking probability is given by
The bandwidth utilization is given by (14).
COMB3: Narrow-band Call Uses Partial Blocking Scheme While Wide-band Call Use Batch Blocking Scheme
In this mechanism, the narrow-band call follows the partial blocking scheme while the wideband call follows the batch blocking scheme. We develop the set of global balance equations. For the state (i, j) = (0, 0),
where b 0,0 = λ n + λ w . For the states (i, j) with 1 ≤ i < C and j = 0,
where b i, j = iµ n + jµ w . Again, the summation of all steady state probabilities satisfies the normalization constraint. The narrow-band call blocking probability is given by
COMB4: Both Narrow-band Call and Wide-band Call Use Partial Blocking Scheme
In this strategy, both narrow-band call and wide-band call employ partial blocking scheme. We express the set of global balance equations. For the state (i, j) = (0, 0),
where b 0, j = jµ w + λ n + λ w . For the states (i, j) with 0 < i + j < C,
where b i, j = iµ n + jµ w . The narrow-band call and wide-band call blocking probabilities are expressed as
The bandwidth utilization is given by (14) .
Numerical Examples
In this section, we will validate the presented analysis via simulations. In addition, illustrative numerical examples are presented to indicate the interaction between the performance metrics and key parameters. Here, the performance metrics refer to the call blocking probability and bandwidth utilization. The key parameters include the traffic load and service time distribution functions. Following the similar settings in [2] , the downlink is based on a multiple-input and multiple-output (MIMO) OFDM air interface. The average coding rate is 2/3 with 16-QAM and spatial multiplexing mode. There are two transmit antennas and up to four receive antennas. The system has a bandwidth of 5 MHz and consists of C = 32 subcarriers. Based on the settings, the peak throughput is 20.6 Mbps [2] . As a consequence, each subcarrier has an average data rate R b = 20.6 Mbps/32 = 659.2 kbps. To validate the analytical model, we have developed a discrete event simulation program in C++. Figure 2 shows the performance metrics in terms of narrow-band call traffic intensity, which is defined as ρ n = x n λ n /(Cµ n ). The simulation results (indicated by a symbol over each line) are presented for the purpose of validation. It is observed that the analysis and the simulation match up with each other very well in all four situations. In addition, the three performance metrics increase with the higher traffic intensity ρ n , which is intuitively understandable. Comparing the four call admission control algorithms, we can observe that COMB3 is able to achieve the lowest narrow-band call blocking probability while COMB2 achieves the lowest wide-band call blocking probability. With respect to the bandwidth utilization, the difference between COMB2 and COMB3 is very small. Hence, if narrow-band calls demand lower call blocking probability than wide-band calls, the algorithm COMB3 shall be used. Otherwise, COMB2 can be employed. On the other hand, if both narrow-band calls and wide-band calls have similar requirement on call blocking probability, the scheme COMB4 may be a choice, which is also able to achieve maximum bandwidth utilization in these algorithms. Figure 3 shows the performance metrics in terms of narrow-band call traffic intensity. Different from the previous example, the service times for the narrow-band and wide-band calls are different. The symbol in the figure represents the simulation result. Again, the analysis and the simulation agree with each other. With greater wide-band call traffic intensity, the call blocking probability and bandwidth utilization in Fig. 3 are respectively higher than the results in Fig. 2 . Moreover, the similar performance tradeoff can be observed among the four call admission control algorithms. Figure 4 shows the performance metrics with different service time distributions in the scheme COMB1. In each figure, the exponential distribution, Erlang distribution and hyper- Erlang distribution for the narrow-band and wide-band call service times are employed for comparison. The hyper-Erlang distributed service times have the probability density function
Here, a hyper-Erlang distributed service time is employed since a hyper-Erlang distribution has been proven to be able to arbitrarily approximate to the distribution of any positive random variable as well as measured data [13] [14] [15] . The comparison indicates that the discrepancy is very small when employing different service time distributions to evaluate the network performance. Hence, adopting the exponential distribution for the service times in the queueing model enables to provide accurate results. It is noteworthy that we have examined the service time distribution effect in the schemes COMB2, COMB3 and COMB4. Similarly, ignorable difference can be observed when we use different service time distributions.
Conclusions
In this paper, four call admission control algorithms are proposed for OFDM-based wireless multiservice networks. Analytical models are presented to investigate the performance tradeoff among these schemes. The good agreement between the analysis and simulation results under various scenarios validates the correctness of the analytical queueing model. The result indicates that the exponential distribution can provide sufficient accuracy for the 
