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Abstract
In this thesis, new techniques for the fast semiautomatic generation of high-quality
block-structured B-spline volume meshes for numerical flow simulations are presented.
The starting point is a given surface of arbitrary topology representing an object in
a flow field. It is defined by a collection of untrimmed or trimmed B-spline patches
described by parametrizations which are usually not suitable for numerical flow simu-
lations, e.g., due to gaps or overlaps.
The first part of the mesh generation process developed in this work is the generation
of a surface mesh as a control mesh for a Catmull-Clark surface which approximates
the given surface. For this purpose, an initial coarse polyhedron has to be constructed
manually or with the aid of templates first. A control mesh is then generated from
this initial polyhedron by applying an iterative surface fitting approach. The first
iteration step is a subdivision of the initial polyhedron using a modified Catmull-Clark
method. The modification allows for modeling sharp creases. The second iteration
step precomputes points of the Catmull-Clark limit surface. These limit points are
projected onto the target surface in the third iteration step by applying the Nelder-
Mead algorithm. In the last iteration step, the projected points are approximated using
the CGLS method to obtain new surface mesh vertices with improved approximation
properties for the following iteration loop. User interventions, e.g., for surface mesh
smoothing, parameter correction or feature detection, are possible at any stage of the
iterative process. The surface meshing is finished when the approximation of the given
surface is sufficient, measured by the distance of the limit points to the B-spline surface.
The convergence behavior of the iterative process is investigated.
The extension of the surface mesh to a volume mesh is done in two steps: first, an
offset mesh is attached to the surface mesh for the accurate resolution of thin boundary
layers, which occur in viscous fluid flow close to objects, e.g., for high Reynolds number
flows. The second step of the volume mesh generation is the construction of a far-field
mesh which is attached to the offset mesh. This is the part of the meshing process of
this work which needs the most user input.
In a last step, the final volume mesh is converted into a block-structured B-spline
mesh. The inner surface mesh can then be understood as a control mesh for a B-spline
surface described by a watertight reparametrization of the given B-spline surface. Fur-
ther refinements of the volume mesh can then be applied by spline evaluation. Alter-
natively, an extension of the Catmull-Clark rules for the application to volumes can
be used. If the offset and the far-field mesh are generated during the iterative surface
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meshing process, this process can be continued by replacing the surface subdivision in
the first iteration step by volume subdivision. The final B-spline volume meshes are
well-suited for adaptive flow simulations.
The new meshing techniques are tested for two different wing-fuselage configurations
and an airplane engine. For one of the wing-fuselage configurations, results of numerical
simulations with the adaptive finite volume flow solver Quadflow are compared with
experimental data obtained from wind tunnel readings.
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Zusammenfassung
In dieser Arbeit werden neue Methoden zur schnellen halbautomatischen Generierung
qualitativ hochwertiger blockstrukturierter B-Spline-Volumengitter für numerische Strö-
mungssimulationen präsentiert. Der Ausgangspunkt ist eine gegebene Fläche beliebiger
Topologie, die ein Objekt in einem Strömungsfeld repräsentiert. Eine solche Fläche ist
definiert durch eine Ansammlung ungetrimmter oder getrimmter B-Spline-Patches mit
Parametrisierungen, die üblicherweise zur Anwendung im Bereich der Strömungssimu-
lation ungeeignet sind, z.B. durch das Vorhandensein von Löchern oder Überlappungen.
Der erste Teil des in dieser Arbeit entwickelten Gittergenerierungsprozesses ist die
Generierung eines Oberflächengitters als Kontrollgitter einer Catmull-Clark-Fläche, die
die gegebene Fläche approximiert. Hierzu muss zunächst manuell oder mithilfe von
Templates ein grobes Anfangspolyeder konstruiert werden. Davon ausgehend wird
dann durch die Anwendung eines iterativen Prozesses zur Flächenapproximation ein
Kontrollgitter erstellt. Der erste Iterationsschritt unterteilt das Anfangspolyeder durch
modifizierte Catmull-Clark-Subdivision. Die Modifikation ermöglicht die Modellierung
scharfer Kanten. Im zweiten Iterationsschritt werden Punkte der Catmull-Clark-Grenz-
fläche vorausberechnet, die im dritten Schritt mithilfe des Nelder-Mead-Algorithmus
auf die gegebene Zielfläche projiziert werden. Im letzten Iterationsschritt werden die
projizierten Punkte unter Verwendung der CGLS-Methode so approximiert, dass neue
Kontrollgitterpunkte mit verbesserten Approximationseigenschaften für die folgende
Iteration berechnet werden. Interventionen durch den Benutzer sind jederzeit während
des iterativen Prozesses möglich, z.B. zur Glättung, Parameterkorrektur oder Kanten-
erkennung. Die Oberflächengittergenerierung kann beendet werden, wenn eine ausrei-
chende Approximationsgüte bezüglich der gegebenen Fläche erreicht worden ist. Dies
wird über den Abstand der Grenzflächenpunkte zur gegebenen B-Spline-Fläche quan-
tifiziert. Das Konvergenzverhalten der iterativen Methode wird untersucht.
Die Erweiterung eines Oberflächengitters zu einem Volumengitter erfolgt in zwei
Schritten: Zunächst wird ein Offsetgitter an das Oberflächengitter angeschlossen. Dieses
dient der Auflösung von dünnen Grenzschichten, die in reibungsbehafteter Strömung in
der Nähe von Objekten entstehen, beispielsweise bei Strömungen mit hoher Reynolds-
Zahl. Anschließend wird ein Fernfeldgitter konstruiert, das an das Offsetgitter ange-
schlossen wird. Dieser Teil des Gesamtprozesses zur Gittergenerierung erfordert die
meiste Benutzerinteraktion.
In einem letzten Schritt wird das finale Volumengitter in ein blockstrukturiertes B-
Spline-Gitter konvertiert. Das innere Oberflächengitter kann dabei als Kontrollgit-
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ter für eine B-Spline-Fläche betrachtet werden, beschrieben durch eine wasserdichte
Reparametrisierung der gegebenen B-Spline-Fläche. Weitere Verfeinerungen des Volu-
mengitters können durch Splineevaluation erreicht werden. Alternativ kann eine Er-
weiterung der Catmull-Clark-Unterteilungsregeln auf den Volumenfall angewendet wer-
den. Wenn das Offset- und das Fernfeldgitter während des iterativen Prozesses zur
Oberflächengittergenerierung konstruiert werden, kann dieser Prozess fortgesetzt wer-
den, indem die Oberflächen-Subdivision im ersten Iterationsschritt durch Volumen-
Subdivision ersetzt wird. Die finalen B-Spline-Gitter sind gut geeignet für adaptive
Strömungssimulationen.
Die neuen Gittergenerierungsmethoden werden anhand zweier Flügel-Rumpf-Konfi-
gurationen und eines Flugzeugtriebwerks getestet. Für eine der beiden Flügel-Rumpf-
Konfigurationen werden Ergebnisse numerischer Simulationen mit dem adaptiven Fi-
nite-Volumen-Löser Quadflow verglichen mit experimentellen Daten aus Windkanal-
Messungen.
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1 Introduction
This thesis deals with a new approach for the fast semiautomatic generation of high-
quality block-structured volume meshes for computational fluid dynamics (CFD). To
ease the classification of this approach, Section 1.1 surveys the current state of the
art regarding different mesh types and related mesh generation and adaptation tech-
niques. Section 1.2 explains recurring terms regarding the elements of a mesh and their
properties. In Section 1.3, the goals and contributions of this work are discussed. Sec-
tion 1.4 presents the structure of the thesis, and Section 1.5 lists recurring mathematical
notations.
1.1 Mesh Generation: State of the Art
The results of numerical flow simulations depend on many criteria such as the type and
quality of the discretization of the flow equations, the choice of a turbulence model or
the convergence behavior of the flow solver. However, the best flow solver is useless
if the computational mesh is of poor quality. There is a wide variety of methodolo-
gies for the generation of meshes which can be categorized in terms of the resulting
mesh, e.g., two-dimensional triangle/quadrilateral meshes, three-dimensional tetrahe-
dral/hexahedral meshes or structured/unstructured meshes. Surveys of these methodolo-
gies can be found, for instance, in [1–3]. The historical development of mesh generation
techniques is traced in [4].
Table 1.1 lists common volume mesh types and construction methods, cf. [1, 4]. All
of them have their advantages and disadvantages regarding the complexity and level
of automation of the generation and the solution accuracy when they are used for flow
simulations. Single-block, multi-block or overset hexahedral meshes are structured, i.e.,
they possess a regular ordering such that adjacent mesh elements can be found by
indexing. The tetrahedral meshes are unstructured, and hexahedral meshes can also be
constructed as unstructured ones. Their irregular connectivity and shape allow for an
easier discretization of complex geometries, but the computational efficiency regarding
speed and memory requirements of the flow solver is not as good as for structured
meshes. A combination of an unstructured and a structured mesh is called hybrid
mesh.
Typical techniques for the generation of single-block and multi-block hexahedral
meshes involve algebraic methods such as transfinite interpolation [5] or the numer-
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structured unstructured hybrid
hexahedral hexahedral tetrahedral
single-block plastering advancing front tetrahedral/hexahedral
multi-block medial surface Delaunay tetrahedral/prismatic
overset octree decomposition octree decomposition Cartesian/prismatic
Table 1.1: Common volume mesh types and construction methods.
ical solution of partial differential equations [6]. The multi-block idea was introduced
to mesh complex geometries by partitioning the flow domain into several blocks with
simpler geometry [7]. Each of these blocks can be meshed on its own such that the
meshing can be easier. Usually, the most accurate simulation results are achieved by
using multi-block hexahedral meshes which are also called block-structured meshes. On
the other hand, the automation of the generation of such meshes is difficult since the
partitioning into blocks usually has to be given by the user. Overset meshes [8] allow
for overlaps, e.g., a Cartesian mesh for the whole flow domain and a body-fitted mesh
for an object placed in the flow field. The generation of an overset mesh can be highly
automated and, hence, is easier compared with the generation of a multi-block mesh,
but the transfer of data between the overlapping meshes by applying interpolation
techniques is a considerable disadvantage.
The tetrahedral meshing methods all have reached a high level of automation. The
advancing front technique [9] starts at a boundary and from there inserts new elements
into the flow domain in layers. The Delaunay method [10] is based on a very coarse
initial triangulation and successively inserts points and reconstructs the refined trian-
gulation. The octree decomposition [11] embeds an object into a mesh of hexahedra
which are divided into tetrahedra in a second step. For the simulation of viscous fluid
flow, all unstructured tetrahedral meshes have a main drawback. The boundary layer
close to an object in a flow field may become very thin, e.g., for high Reynolds number
flows. This physical phenomenon demands the mesh to be of high resolution normal to
the surface of the object. Hence, highly anisotropic (i.e., stretched) volumetric cells are
necessary, but tetrahedra are not suitable for this purpose.
Unstructured hexahedral meshes can be a compromise between automation and so-
lution accuracy. Plastering [12] is an extension of the two-dimensional paving [13]
and inserts hexahedra by starting at the boundaries and progressing toward the flow
domain center, similarly to an advancing front technique. Another approach is the
decomposition of the flow domain by a set of medial surfaces [14,15]. A medial surface
of a three-dimensional object is generated from the midpoint of the sphere of maxi-
mum diameter which is rolled through the object. The octree decomposition is done as
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described above but without the division into tetrahedra.
Hybrid meshes combine structured and unstructured parts [16]. An example for the
construction procedure of hybrid meshes is the mesh generator Cartflow [17]: based on
an unstructured triangulated surface mesh, a structured prismatic mesh with stretched
cells is generated by marching away from the surface in layers of prisms. The outer flow
field is discretized by a Cartesian mesh. The main drawback of this approach is the
potentially poor quality of the cut-cells which occur at the interface of the Cartesian
and the prismatic mesh. These cut-cells can be of arbitrary shape and contain a high
number of mesh points.
Regarding mesh adaptation techniques, there are three main categories: r-refinement
relocates the mesh nodes without changing the number of nodes such that regions which
require a high resolution, e.g., due to a shock, are refined and others are coarsened. h-
refinement is similar: instead of relocating, it inserts and deletes nodes. Some of the h-
refinement approaches can lead to hanging nodes, e.g., if a volumetric cell is subdivided
into eight smaller cells and its neighbor cell is not. Then, a node occurs in the middle of
the common face, having no connection to the nodes of the non-refined cell which do not
belong to the common face. The third adaptation strategy is p-refinement. It increases
the degree of the polynomial approximation in the mesh elements and does not change
the mesh. A combination of the adaptation methods is possible, e.g., hp-refinement
which is particularly used with finite element methods.
1.2 Mesh Terminology
Terms for the elements of a mesh and their properties are explained in the following
list:
• Mesh, vertex, edge, face, cell: a surface mesh is composed of vertices, edges and
faces. A vertex is represented by its three-dimensional position in space and
denoted by pi ∈ IR3. It can also be called node, point or control point if it belongs
to a control mesh for a B-spline surface or volume. An edge is the straight line
connecting its start and end vertex, and a face consists of at least three vertices
(triangle). If a face contains more than three vertices, it can be nonplanar. In
addition to the above-mentioned elements, a volume mesh contains volumetric
cells.
• Adjacency: usually, a vertex is said to be adjacent to another vertex if it is
connected to that vertex by an edge. However, depending on the situation, a
vertex can also be called adjacent to another one if it is only connected by a face
or a cell. A vertex is adjacent to an element of higher dimension (edge, face,
cell) if it belongs to that element. Regarding the adjacency to elements of higher
dimension, the same holds for edges and faces. Adjacency to an element of the
3
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same dimension is given for edges, faces and cells if an element of one dimension
less connects the two elements: two edges are adjacent if they have a common
vertex, two faces are adjacent if they have a common edge and two cells are
adjacent if they have a common face.
The term incidence can be used to indicate the adjacency of two elements of dif-
ferent dimension, e.g., a vertex and an edge. The term adjacency would then only
relate elements of the same dimension to each other. In this work, no distinction
between adjacency and incidence is made.
• Inner and boundary elements: for a surface mesh, a boundary edge is an edge with
only one adjacent face, and a boundary vertex is a vertex belonging to a boundary
edge. A boundary face contains at least one boundary edge. For a volume mesh,
faces with only one adjacent cell are boundary faces. Vertices and edges belonging
to boundary faces are also boundary elements. Boundary cells are cells with at
least one boundary face.
All other elements are inner elements.
• Valence: the valence n of a vertex denotes the number of edges connected to the
vertex. It equals the number of faces adjacent to a vertex if the vertex is an inner
one.
• Regular and extraordinary vertices: if a surface mesh consists of quadrilaterals
exclusively, an inner vertex is regular if it is of valence n = 4. A regular bound-
ary vertex is of valence n = 2 or n = 3. In all other cases, a vertex is called
extraordinary.
• Crease edges: in the terminology of this work, the edges which model sharp creases
of the geometry are called crease edges.
1.3 Scope of the Thesis
This thesis presents newly developed methods for the fast semiautomatic generation of
block-structured B-spline volume meshes for adaptive or nonadaptive numerical simu-
lations of viscous or inviscid flows around given geometries. A typical objective is the
numerical simulation of the flow around a complete airplane or a wing of an airplane.
The particular flow characteristics play a key role regarding the requirements on the
computational mesh which is used for the simulation. In the example of a passenger
airplane, the flow is usually transonic (i.e., a typical Mach number is 0.8) such that
the mesh must be capable of capturing shocks. Even more importantly, such a high
Reynolds number flow leads to turbulent behavior and very thin boundary layers. The
latter effect has already been mentioned in Section 1.1. The resolution of the boundary
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layer is of particular relevance to accurately compute important values such as the drag
coefficient of a wing. The different scales are the main challenge for mesh generation
as the following example demonstrates: for a passenger plane with a total wing-span
of 60m, the maximum wing boundary layer thickness can be estimated to be about
0.05m. Then, the maximum distance between the surface of the geometry and the
first volume mesh points should not exceed 5 · 10−6m. Details on the estimation of
the maximum boundary layer thickness and the so-called wall distance can be found in
Sections 6.1.4 and 6.4.1. The fine resolution required in wall-normal direction leads to
the need of high-quality anisotropic cells being much coarser in flow direction. In this
work, aspect ratios of up to 1, 000 are used, see Section 6.4.1.
Apart from the requirements originating from the resolution of the boundary layer,
the computational meshes should be of high quality regarding their smoothness and
orthogonality such that stable and accurate flow simulations are possible. As mentioned
in Section 1.1, block-structured meshes usually provide the best simulation results, but
their generation demands some user input. Hence, the approach in this thesis is a
semiautomatic one, reducing the necessary user interaction to a minimum.
The newly developed approach is based on a given surface, e.g., a collection of
trimmed or untrimmed B-spline patches. This surface represents the object which
is placed in the flow field. Usually, such a given B-spline geometry is generated with a
CAD system (computer-aided design). It can have gaps or overlaps, or its parametriza-
tion can be not suitable for numerical simulations out of other reasons, e.g., an in-
homogeneous distribution of control points which could lead to jumps in the mesh
metric. A manual mending or improvement of these issues can be very difficult and
time-consuming. Since the objective in this work is to end up with B-spline meshes,
the semiautomatic generation of a surface mesh in this case corresponds to generating
a watertight reparametrization of a given surface with inappropriate parametrization.
An advantage of working with B-spline meshes is that the meshes can be represented
by a mesh function rather than a discrete mesh, i.e., the final meshes obtained by
the mesh generation tool of this work are control meshes for B-spline volumes. This
makes the mesh generation process independent of the discretization: due to evaluat-
ing mappings from the parameter domain to the physical domain and vice versa, the
final number of cells can be easily adapted for each block of a block-structured B-spline
volume mesh by just changing a parameter. Furthermore, the mesh points can be con-
centrated toward walls by applying stretching functions, leading to anisotropic meshes.
Hence, the same final control mesh can be used for inviscid Euler simulations without
boundary layer as well as for viscous Navier-Stokes simulations with boundary layer
just by modifying the stretching functions. Other advantages of using B-spline meshes
are listed in Section 5.1.
The overall process which has been developed for the generation of a surface control
mesh to obtain a reparametrization of a given surface and a volume mesh for the flow
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creation of an initial surface polyhedron by manual construction or template selection
optional: improvement of the initial polyhedron,
including the automatic detection of sharp creases
iter. step 1: surface mesh refinement by modified Catmull-Clark subdivision
iter. step 2: computation of limit points of the surface mesh
iter. step 3: projection of the limit points onto the target surface
iter. step 4: approximation of the target surface to obtain
new surface mesh control points
optional:
parameter
correction
optional: nonshrinking surface mesh smoothing
iterative surface meshing process
construction of an offset volume mesh
construction of a far-field volume mesh
conversion into a B-spline volume mesh
volume mesh refinement by B-spline evaluation or Catmull-Clark subdivision
output of the volume mesh for (adaptive) flow simulations
Figure 1.1: Process of B-spline volume mesh generation.
field around that surface is illustrated in Figure 1.1. At first, the user has to construct
a simple initial polyhedron which should be roughly approximating the target surface.
This is done by defining the coordinates, the face connectivity and optionally edges
which should be treated as creases. Such an initial polyhedron can be reused as a
template for similar objects. For the particular given target surface, it can be improved
by a preprocessing step, which includes the automatic detection of sharp creases, such
that the subsequent surface mesh generation is improved.
A core ingredient of the developed meshing techniques is the iterative surface meshing
approach discussed in Section 1.3.1. It generates a control mesh for a Catmull-Clark
surface which approximates a given B-spline surface and, hence, can be classified into
surface fitting and reconstruction methods for which an overview of the state of the art
is given in Section 1.3.2. Another main contribution is the volume meshing approach
described in Section 1.3.3.
All methods have been developed based on the application to two test geometries,
namely half models for wing-fuselage configurations, see Section 4.1. The applicability
to other geometries is not proven, but it is expected to be possible, at least after minor
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modifications or extensions of the implementation. The overall meshing quality has been
evaluated by running adaptive numerical flow simulations on a B-spline volume mesh
generated by the implemented process and by comparing the results with experimental
data.
Parts of the developed methods for the generation of a surface mesh have been pre-
sented in a previous work by Rom and Brakhage [18]. In more detail and together with
the basic ideas for the extension to volume meshes, they are described in a subsequent
paper also by Rom and Brakhage [19].
1.3.1 Surface Mesh Generation by an Iterative Fitting Approach
The surface mesh is generated in an iterative process which is terminated when the
approximation of the given target surface, which can be of arbitrary genus, is satisfying.
For the two-dimensional subdivisions of the surface mesh (iteration step 1), the scheme
presented by Catmull and Clark [20] is used. Due to the convergence of the Catmull-
Clark limit surface, which is the limit of repeated subdivision, to uniform bicubic B-
spline patches, see [20], a smooth C2-surface is obtained, with the exception of points
where no tensor product topology is given (C1 there). The results of Stam’s analysis of
the subdivision matrix [21] with an extension for modeling creases by de Rose et al. [22]
allow for the precalculation of limit points of the surface mesh at each refinement level
(iteration step 2). The limit points can then be used for the approximation of a given
target surface which in practical applications is often given as an untrimmed or trimmed
B-spline surface with one or more patches: the Nelder-Mead optimization algorithm [23]
is used for the projection of the limit points onto such a B-spline surface (iteration
step 3) and, subsequently, the projected limit points are approximated to obtain new
surface mesh control points (iteration step 4) by applying the CGLS method, called
CGNR in [24], to a linear least-squares problem.
For the improvement of a newly obtained surface mesh, a smoothing technique has
been implemented. It can be applied before the next iteration is started. The smoothing
is done in a nonshrinking manner such that the approximation property of the mesh
is kept. Another improvement can result from parameter correction steps, i.e., from
repeatedly applying the iteration steps 2 to 4 before the next complete loop is started
with a subdivision in iteration step 1.
Since the iterative surface meshing process can be applied step by step by the user,
intermediate interventions are possible, e.g., for mesh smoothing steps at other stages of
the process or for the manual repositioning of individual vertices. If the approximation
of the target surface is satisfying, the iterative process is stopped. The final surface
mesh is a control mesh for a Catmull-Clark surface. After a conversion (which is done
for the complete volume mesh, see Section 1.3.3), it can be used as a control mesh for
a surface composed of B-spline patches reparametrizing the given B-spline surface.
The new approach is flexible since it can be applied to any type of surface as long
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p(0)
target
curve
initial
polygon
p(1)
l(1)
lc,(1)
p˜(1)
Figure 1.2: Illustration of the four steps of one iteration of the process for the approxi-
mation and reparametrization of a given target curve.
as the approximation problem is linear. In addition, it is easily adaptable since, for
instance, interpolation can be used instead of approximation, the least-squares problem
can be changed to a weighted formulation or parameter correction steps can be applied
during the iterative process. The only semiautomatic step is the projection in iteration
step 3 which requires the input of parameters regarding the given surface. All other
steps are executed fully automatically.
Figure 1.2 illustrates the application of the iterative process in case of a curve instead
of a surface: p(0) is a vertex of a manually created initial polygon. One subdivision
(iteration step 1) leads to the new position of that point, called p(1), and to the insertion
of edge points. The point l(1) lies on the limit curve corresponding to the polygon
through p(1) and also to the one through p(0). It is computed in iteration step 2. The
projection of l(1) onto the given target curve c (iteration step 3) leads to the point lc,(1).
Finally, the projected points are approximated (iteration step 4) such that the control
polygon is recomputed to have better approximation properties for the next iteration
loop. Hence, the control point p(1) is moved to its new position p˜(1) and the next
iteration loop can be started by subdividing the polygon containing p˜(1).
With |V | denoting the number of vertices, |F | the number of faces and |E| the number
of edges, the four steps of the iterative surface meshing process regarding the points
involved in the procedure can be formulated as follows:
1. The subdivision which is applied to the surface mesh control points (= ver-
tices) p(k)i of subdivision level k, i = 0, . . . , |Vk| − 1, leads to a refined mesh
consisting of the vertices p(k+1)i , i = 0, . . . , |Vk|+ |Fk|+ |Ek|−1 = 0, . . . , |Vk+1|−1.
2. The evaluation of the Catmull-Clark limit surface as done in this work results in
the limit points l(k+1)i , i = 0, . . . , |Vk+1|+ |Fk+1|+ |Ek+1| − 1.
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3. The projection of the limit points onto the target surface s leads to the projected
limit points ls,(k+1)i , i = 0, . . . , |Vk+1|+ |Fk+1|+ |Ek+1| − 1.
4. By approximating the target surface, the recomputed surface mesh vertices p˜(k+1)i ,
i = 0, . . . , |Vk+1| − 1, are obtained. These are the pi for the next iteration loop.
The superscript indicating the subdivision level k or k + 1 is often omitted in the
following.
1.3.2 Surface Fitting and Reconstruction: State of the Art
The new iterative approach can be classified into surface fitting and reconstruction
methods which are often based on subdivision surfaces in general or the Catmull-Clark
scheme in particular. Usually, these methods are used in computer graphics (CG)
or computer-aided geometric design (CAGD) for the generation of smooth surfaces
from data point clouds or from polyhedral meshes of arbitrary topological type. The
different approaches are based on techniques involving interpolation, quasi-interpolation
or approximation. To the author’s knowledge, so far no surface fitting technique has
been developed in the field of computational fluid dynamics (CFD) explicitly for the
application to mesh generation for numerical simulations of high Reynolds number
flows.
An early work is the interpolation approach by Halstead et al. [25]. Their idea is to
compute a control mesh for a Catmull-Clark subdivision surface which interpolates a
given mesh. Therefore, they analyze the behavior of the Catmull-Clark limit surface
such that points of that surface can be computed directly in terms of the vertices of
the control mesh. The limit points are then used to set up an interpolation problem
for the computation of the searched control mesh. A major drawback, which appears
for all interpolation methods, is that the final surface has unwanted wiggles such that
an additional fairing is necessary. In addition, the overall approach is complex and
time-consuming.
Hoppe et al. [26] introduced a method for automatically reconstructing piecewise
smooth surfaces from scattered data. Their three-phase approach begins with con-
structing a dense triangular mesh which estimates the topological type of the surface.
In the second phase, this mesh is optimized by reducing the number of triangles and
improving the data fit. Based on the optimized triangular mesh, a Loop subdivision
surface is fitted to the data in the third phase.
A modification of the method of Hoppe et al. to fit B-spline surfaces instead of Loop
subdivision surfaces was presented by Eck and Hoppe [27]. Therefore, the optimized
triangular mesh has to be converted into a quadrilateral mesh first. Then, a control
mesh for the fitting B-spline surface is defined by topologically subdividing the quadri-
lateral mesh. Finally, the fitting is achieved by solving an optimization problem for the
control mesh vertices. This is done by alternately applying linear least-squares fitting
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and parameter correction steps which in total leads to a time-consuming process. The
conversion from a triangular into a quadrilateral mesh introduces a lot of extraordinary
vertices which later determine the division of the surface into B-spline patches. Ex-
tending such a mesh to a block-structured volume mesh would lead to a high number
of volume blocks which is undesirable for the purpose of numerical flow simulations.
An approach by Suzuki et al. [28] uses limit points of a Loop subdivision surface,
similarly to the scheme of Halstead et al., see above. However, the objective is not
to precisely interpolate the data points, i.e., to resolve all local characteristics, but to
quickly generate a surface which only captures the overall shape.
A quasi-interpolation method was proposed by Litke et al. [29]. It applies a mul-
tiresolution technique where the control mesh vertices of a subdivision level k can be
written as p(k) = S p(k−1) +d(k), where S is the subdivision operator and d(k) are detail
coefficients. These detail coefficients are displacement vectors which are determined
by the application of the quasi-interpolation operator to the difference between limit
points on the subdivision surface and their corresponding points on the target surface.
This approach leads to an adaptive approximation procedure due to local subdivisions.
While the algorithm is fast and allows for local control, the mathematical represen-
tation may become highly redundant for approximating complex geometries due to a
large number of detail coefficients. An even more important disadvantage regarding the
application to numerical flow simulations arises from the adaptivity of the algorithm:
the local insertion of control mesh vertices leads to a high number of extraordinary
vertices and, hence, to a high number of blocks in a volume mesh, see above.
Cheng et al. [30] introduced an approach for fitting a Loop subdivision surface to a
target surface defined by unorganized data points. They apply the concept of squared
distance minimization (SDM) [31] to compute distances of points on the fitting subdivi-
sion surface to the target surface. As the squared distance minimization can be derived
from the standard Newton method which has quadratic convergence, the surface fitting
requires less iterations than by using a standard linear approach, which Cheng et al.
call point distance minimization. Drawbacks of the SDM approach are that the setup
of the overall equation system for the approximation problem and the computation of
the principal curvatures which have to be calculated for each point on the target surface
are very time-consuming. Another problem concerns the application to mesh genera-
tion for numerical flow simulations: since iso-values for the distance lie on ellipsoids
rather than spheres as for point distance minimization, points can move farther away
from where they are positioned before an approximation. Hence, a homogeneous point
distribution of an initial control mesh is likely to be destroyed. Although this is not an
issue regarding a high approximation quality, it can lead to undesirable jumps in the
mesh metric of a computational mesh for a numerical flow simulation.
A scheme by Marinov and Kobbelt [32] combines global and local error optimization
for the approximation of scattered data with subdivision surfaces. The method is pre-
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sented for Loop surfaces, but it could also be used with Catmull-Clark surfaces. The
global error is minimized by alternately applying least-squares fitting and parameter
correction. Therefore, a distance metric is derived from the squared distance mini-
mization, avoiding the expensive curvature computation which is not even possible for
extraordinary vertices in the case of Loop subdivision surfaces. The local error mini-
mization is obtained by adaptively inserting vertices into the control mesh. Overall, an
iterative process of alternating local and global optimizations is developed. Again, the
above-mentioned drawbacks of using an SDM-like approach and local adaptation make
the method inapplicable for CFD mesh generation as it is required in this work.
A very simple scheme was introduced by Chen et al. [33] to interpolate a given quadri-
lateral mesh with a Catmull-Clark subdivision surface. Only the limit positions of the
vertices of the current control mesh and vectors for the distance of these limit positions
to the corresponding original vertices have to be computed. Another simple approach
by Deng and Yang [34] is based on the idea to compute a control mesh for a Catmull-
Clark subdivision surface from an initial mesh by applying Catmull-Clark subdivision
with modified rules such that the limit surface interpolates the original mesh. However,
since both methods use interpolation techniques, the resulting surfaces can be expected
to be of lower quality, i.e., less smooth and more sensitive to irregularities in the initial
mesh, than those obtained from a good approximation scheme.
A recent general survey on quadrilateral mesh generation was published by Bommes
et al. [35]. It contains topics away from the fitting techniques described above, such as
tri-to-quad conversion or parametrization-based and field-guided methods, to name only
a few. In addition, mesh processing, e.g., simplification or connectivity optimization, is
discussed.
1.3.3 Volume Mesh Generation
After or during the iterative surface meshing process, a block-structured volume mesh
can be constructed, being attached to the surface mesh. The volume mesh consists
of a body-fitted offset mesh and a far-field mesh. The offset mesh is generated such
that its cells are as orthogonal to the surface as possible to ensure a particularly high
mesh quality close to the surface for the resolution of the boundary layer. Especially
for concave regions of a surface, this goal demands a careful construction of the offset
cells.
Whereas the offset mesh generation is done automatically, the generation of the far-
field mesh is the step which requires the most user interaction. The goal is to build up
a template library for recurring geometries such as a wing-fuselage configuration or an
airplane engine and also for single blocks or even cells of a volume mesh. The user can
then choose to create a whole volume mesh and only has to adapt a few parameters, or
a volume mesh can be arranged block by block by choosing from template blocks one
after another. In addition, the blocks can be extended by single cells. Either way, the
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necessary user interaction is minimized.
The final volume mesh can be converted into a block-structured B-spline volume
mesh. Hence, it is possible to apply further mesh refinement by spline evaluation.
Alternatively, an extension of the Catmull-Clark subdivision rules for volume meshes
can be applied by using a combination of the schemes presented by Joy and Mac-
Cracken [36] and Bajaj et al. [37]. This extension is also used in iteration step 1 instead
of the Catmull-Clark surface mesh refinement if the iterative process is continued after
the generation of a volume mesh.
Since the B-spline volume mesh is represented by parametric mappings which are
defined by trivariate B-spline tensor products, a nested mesh hierarchy can be created
easily. Hence, such a B-spline mesh is well-suited for adaptive flow simulations, whereas
a combination of limit points of the surface mesh and control points of the volume mesh
away from the surface can be used as a discrete mesh for nonadaptive simulations.
Due to the construction of a body-fitted offset mesh, the simulation of viscous flows is
possible, but of course inviscid flow can be simulated, too. For the latter, the generation
of an offset mesh can be omitted. As mentioned above, in case of viscous flow, stretching
functions can be applied to the final B-spline volume mesh such that the offset mesh
is divided into a user-defined number of cell layers with an increasing height normal to
the object.
1.4 Structure of the Thesis
As a basis for the explanation of the implemented methods, Chapter 2 gives a brief in-
troduction to subdivision, B-splines and the relation between both. Chapter 3 presents
the Catmull-Clark subdivision method in a version modified for the modeling of creases
and an extension from the surface to the volume case. In addition, the computation of
the Catmull-Clark limit surface is explained in detail. In Chapter 4, the generation of a
control mesh for a Catmull-Clark subdivision surface, fitting a given B-spline surface, is
described by pointing out the implemented methods for the projection and the approx-
imation step, which are needed additionally to subdivision and limit point computation
to complete the iterative surface meshing process. Algorithms which have been realized
for the improvement of the meshing results and a convergence study of the iterative
process are also presented. The extension to a volume mesh by constructing an offset as
well as a far-field mesh and the subsequent conversion into a B-spline mesh are demon-
strated in Chapter 5. Chapter 6 explains some physical background and phenomena for
the flow simulations which have been applied. After the introduction of the flow solver
for the simulations and the description of the particular flow conditions, the simulation
results are illustrated. Finally, Chapter 7 concludes the thesis by summarizing the cur-
rent status and providing ideas for possible changes, extensions and improvements of
the implementation.
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1.5 Mathematical Notations
The most important mathematical notations recurring in this work are given in this
section. A three-dimensional vector in physical space is denoted by
x =

x0
x1
x2
 =

x
y
z
 , (1.1)
whereas in parameter space usually the notation
u =

u
v
w
 (1.2)
is used. Points are also written in bold face. Discrete mesh points are structured in an
ijk-ordering with i = 0, . . . , I, j = 0, . . . , J and k = 0, . . . , K.
The inner product of two vectors is indicated by · such that
x · y = x0 y0 + x1 y1 + x2 y2 (1.3)
and the vector product by ×, resulting in
x× y =

x1 y2 − x2 y1
x2 y0 − x0 y2
x0 y1 − x1 y0
 . (1.4)
For n-dimensional vectors, the tensor product is denoted by ⊗, leading to
x⊗ y =

x0
...
xn−1
⊗

y0
...
yn−1
 =

x0
...
xn−1
(y0 · · · yn−1) = xyT . (1.5)
A matrix is denoted by a nonbold capital letter and a tensor by a nonbold Greek letter.
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Subdivision
B-splines and subdivision are two of the main components of the mesh generation con-
cept presented in this work. Hence, this chapter provides a short overview of important
properties and methods regarding these two fields. The B-spline functions are intro-
duced in Section 2.1, and some essential properties are stated. Section 2.2 shows how
B-spline functions can be used to define curves in terms of piecewise polynomials, and
Section 2.3 discusses the extension of the concept to B-spline surfaces and volumes.
More information on the theoretical background on B-splines given in these three sec-
tions can be found in standard books such as [38–40]. Section 2.4 gives an overview
of the historical development of subdivision methods for curves, and Section 2.5 ex-
plains how the first subdivision schemes for surfaces evolved from the ones for curves.
Additionally, a classification of subdivision schemes for surfaces is presented.
2.1 B-Spline Functions
A B-spline function is a piecewise polynomial and can be defined by using the divided
differences
[ui, . . . , ui+p] f =
[ui+1, . . . , ui+p] f − [ui, . . . , ui+p−1] f
ui+p − ui (2.1)
for a function f ∈ Cp(IR) with
[ui] f = f(ui) ,
[ui, ui+1] f =
[ui+1] f − [ui] f
ui+1 − ui =
f(ui+1)− f(ui)
ui+1 − ui .
(2.2)
In addition, the truncated power functions
(x− u)p−1+ =
{
(x− u)p−1 if x ≥ u
0 else
(2.3)
are needed. A B-spline function of order p and polynomial degree p − 1 can then be
formulated as
Ni,p,U(u) := (ui+p − ui) [ui, . . . , ui+p] (· − u)p−1+ (2.4)
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for i = 0, 1, . . . ,m − p. The scalar values ui are called knots and collected in the knot
vector U = (ui)mi=0 which is a set of the m+ 1 nondecreasing real numbers
u0 ≤ u1 ≤ . . . ≤ um−1 ≤ um . (2.5)
The divided difference is applied to the argument ·, e.g.,
[ui, ui+1] (· − u)p−1+ =
[ui+1] (· − u)p−1+ − [ui] (· − u)p−1+
ui+1 − ui
=
(ui+1 − u)p−1+ − (ui − u)p−1+
ui+1 − ui .
(2.6)
If the knot vector U is nonstationary such that ui < ui+p for i = 0, . . . ,m − p, the
B-spline functions build a basis for the space of piecewise polynomials. The knot vector
can contain multiple knots ui = . . . = ui+k−1, where k ≥ 1 gives the multiplicity of a
knot. The case k = 1 denotes a single knot. A knot vector is called clamped at the left
end of its interval if u0 = . . . = up−1, i.e., the leftmost knot has a multiplicity of k = p.
Analogously, a knot vector is clamped at its right interval end if um−p+1 = . . . = um. If
all knots are spaced equidistantly, i.e., ui+1 − ui = const. for 0 ≤ i ≤ m − 1, the knot
vector is uniform. It is called open uniform if both interval ends are clamped and the
internal knots are spaced equidistantly, i.e., ui+1 − ui = const. for p− 1 ≤ i ≤ m− p.
The definition (2.4) can be used to state the B-spline functions recursively:
Ni,1,U(u) =
{
1 if ui ≤ u < ui+1
0 else
,
Ni,p,U(u) =
u− ui
ui+p−1 − uiNi,p−1,U(u) +
ui+p − u
ui+p − ui+1Ni+1,p−1,U(u)
(2.7)
for i = 0, 1, . . . ,m − p. This formulation is referred to as the Mansfield-Cox-de Boor
recursion formula [41,42]. In addition, the most important properties of B-spline func-
tions can also be directly derived from (2.4):
nonnegativity: Ni,p,U(u) ≥ 0 for u ∈ [up−1, um−p+1] , (2.8)
partition of unity:
m−p∑
i=0
Ni,p,U(u) = 1 for u ∈ [up−1, um−p+1] , (2.9)
local support: supp (Ni,p,U(u)) ⊆ [ui, ui+p] , (2.10)
Cp−k−1-continuity: Ni,p,U(u) is (p− k − 1) times continuously (2.11)
differentiable at an internal knot of multiplicity k
The derivatives of a B-spline function can be computed as linear combinations of B-
spline functions of lower order, leading to the first derivative
N
′
i,p,U(u) = (p− 1)
(
1
ui+p−1 − uiNi,p−1,U(u)−
1
ui+p − ui+1Ni+1,p−1,U(u)
)
(2.12)
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and to the second derivative
N
′′
i,p,U(u) = (p− 1) (p− 2)
[
1
ui+p−1 − ui
(
Ni,p−2,U(u)
ui+p−2 − ui −
Ni+1,p−2,U(u)
ui+p−1 − ui+1
)
− 1
ui+p − ui+1
(
Ni+1,p−2,U(u)
ui+p−1 − ui+1 −
Ni+2,p−2,U(u)
ui+p − ui+2
)]
.
(2.13)
2.2 B-Spline Curves
Together with a knot vector U = (ui)mi=0 and a control polygon resulting from m− p+ 1
control points pi ∈ IRd, a B-spline curve of order p (degree p− 1) can be defined by
x(u) =
m−p∑
i=0
piNi,p,U(u) (2.14)
for u ∈ [up−1, um−p+1]. The curve is Cp−k−1-continuous at an internal knot u of multi-
plicity k. Figure 2.1 shows an example for a cubic B-spline curve. The knot vector is
clamped at the left interval end due to a knot of multiplicity k = p = 4. This leads to
an exact match of the left end of the curve and the corresponding control point. Hence,
this property is called end point interpolation. Additionally, the curve is tangent to the
control polygon at the clamped end.
• •
• •
•
•
•p0 p1
p2 p3
p4
p5
p6
Figure 2.1: Cubic B-spline curve corresponding to seven control points
p0, . . . ,p6 and a nonuniform knot vector clamped at its left end:
(0, 0, 0, 0, 0.1, 0.2, 0.4, 0.6, 0.8, 0.9, 1).
2.2.1 Evaluation
For the evaluation of a B-spline curve at a given parameter u with ul ≤ u < ul+1,
the recursive definition (2.7) is very helpful. Applying it to the equation of a B-spline
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curve (2.14) and using the locality property (2.10) yields
x(u) =
m−p∑
i=0
piNi,p,U(u)
(2.10)
=
l∑
i=l−p+1
piNi,p,U(u)
(2.7)
=
l∑
i=l−p+1
pi
(
u− ui
ui+p−1 − uiNi,p−1,U(u) +
ui+p − u
ui+p − ui+1Ni+1,p−1,U(u)
)
=
l∑
i=l−p+1
pi
u− ui
ui+p−1 − uiNi,p−1,U(u) +
l+1∑
i=l−p+2
pi−1
ui+p−1 − u
ui+p−1 − uiNi,p−1,U(u)
(2.10)
=
l∑
i=l−p+2
(
pi
u− ui
ui+p−1 − ui + pi−1
ui+p−1 − u
ui+p−1 − ui
)
Ni,p−1,U(u) .
(2.15)
The last step again uses the locality property (2.10) which leads to Nl−p+1,p−1,U(u) = 0
and Nl+1,p−1,U(u) = 0. With the definition
αi :=
u− ui
ui+p−1 − ui , (2.16)
(2.15) can be written as
x(u) =
l∑
i=l−p+2
((1− αi)pi−1 + αi pi)Ni,p−1,U(u) . (2.17)
Repeatedly applying the procedure described by (2.15) to (2.17) leads to de Boor’s
algorithm [38]:
1. Determine l with ul ≤ u < ul+1.
2. Set pi,0 = pi for i = l − p+ 1, . . . , l.
3. For j = 1, . . . , p− 1, compute αi,j = u− ui
ui+p−j − ui , i = l − p+ 1 + j, . . . , l and
pi,j = (1− αi,j)pi−1,j−1 + αi,j pi,j−1. If ui+p−j − ui = 0, set αi,j = 0.
4. Set x(u) = pl,p−1.
The derivatives of a B-spline curve can be evaluated similarly.
2.2.2 Knot Insertion
By adding new knots to the knot vector, the number of control points can be in-
creased without changing the shape of the B-spline curve. This process is called
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• •
•
• •
•
•
•p0 p1
pˆ2
pˆ3
pˆ4
p4
p5
p6
Figure 2.2: Cubic B-spline curve and control polygon after insertion of the
knot uˆ = 0.15 such that the new knot vector is given by
(0, 0, 0, 0, 0.1, 0.15, 0.2, 0.4, 0.6, 0.8, 0.9, 1),
solid line: new control polygon, dashed line: part of the old control polygon.
knot insertion. Adding a knot uˆ with uj ≤ uˆ < uj+1 leads to the new knot vec-
tor Uˆ = (u0, . . . , uj, uˆ, uj+1, . . . , um). Using the locality property (2.10) and a similar
derivation as for (2.15), the curve can be represented by
x(u) =
j∑
i=j−p+1
piNi,p,U(u)
=
j∑
i=j−p+2
(
pi
uˆ− ui
ui+p−1 − ui + pi−1
ui+p−1 − uˆ
ui+p−1 − ui
)
Nˆi,p,U(u)
=
j∑
i=j−p+2
pˆi Nˆi,p,U(u) .
(2.18)
This indicates that the new control points pˆi are convex combinations of the two old
ones pi and pi−1. An example is depicted in Figure 2.2. The knot uˆ = 0.15 has been
added to the knot vector given in Figure 2.1. The new control polygon is given by the
solid line and the part of the old one before knot insertion by the dashed line. The
control points p2 and p3 have been replaced by pˆ2, pˆ3 and pˆ4. The procedure of knot
insertion is also known as Boehm’s algorithm [43]. A proof for (2.18) can be found
in [44]. A comparison with de Boor’s algorithm reveals that Boehm’s knot insertion
algorithm conforms to one step of de Boor’s algorithm. It is also possible to insert
several knots simultaneously, e.g., by using the Oslo algorithm developed by Cohen et
al. [45].
Successive knot insertion leads to subdivisions of the control polygon such that it
approaches the curve. If a cubic B-spline curve, specified by a closed control polygon
and a uniform knot vector, is considered, the insertion of a new knot at the midpoint of
every interval of the knot vector leads to the replacement of each old control point pi
with two new control points
pˆ2i =
1
8
(pi−1 + 6pi + pi+1) , pˆ2i+1 =
1
2
(pi + pi+1) . (2.19)
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2.3 Tensor Product B-Splines
Given two knot vectors U = (ui)mi=0 and V = (vj)nj=0 and (m − p + 1) · (n − q + 1)
control points pi,j ∈ IRd defining the control mesh, the bivariate B-spline tensor product
of order p in u-direction and order q in v-direction can be formulated by
x(u, v) =
m−p∑
i=0
n−q∑
j=0
pi,j Ni,p,U(u)Nj,q,V (v) , (2.20)
for d = 3 defining a parametric surface, also called patch. In this work, a surface
which contains one or more B-spline patches is called B-spline surface. Many prop-
erties of B-spline curves can be extended to the surface case. Changing one control
point pi,j influences the function only for the interval (u, v) ∈ [ui, ui+p] × [vj, vj+q].
On the other hand, for a region (u, v) ∈ [ui, ui+1] × [vj, vj+1], only the control points
pi−p+1,j−q+1, . . . ,pi,j have to be taken into account. Successive knot insertion of new
knots uˆ and vˆ leads to subdivisions of the control mesh and its convergence to the
surface. The evaluation of a B-spline surface takes advantage from the fact that lines
of constant v are B-spline curves defined by
xv(u) =
m−p∑
i=0
pi(v)Ni,p,U(u) (2.21)
with control points
pi(v) =
n−q∑
j=0
pi,j Nj,q,V (v) . (2.22)
Then, x(u, v) with ul < u < ul+1 and vr < v < vr+1 can be evaluated by computing
the p control points pl−p+1(v), . . . ,pl(v) by applying de Boor’s algorithm p times in
v-direction, followed by the evaluation of the B-spline curve segment in u-direction
using (2.21).
An example for a bicubic B-spline surface (p = q = 4) together with the corresponding
control mesh is depicted in Figure 2.3. The knot vectors in u- and v-direction both are
not clamped in this example.
A parametric volume can be defined by the trivariate tensor product
x(u, v, w) =
m−p∑
i=0
n−q∑
j=0
l−r∑
k=0
pi,j,kNi,p,U(u)Nj,q,V (v)Nk,r,W (w) . (2.23)
In addition to the surface case, there is a third knot vector W = (wk)lk=0. The order
in w-direction is given by r. Hence, the number of control points pi,j,k ∈ IRd results in
(m− p+ 1) · (n− q + 1) · (l − r + 1). A discussion of the properties of such volumes is
omitted since they carry over again, similarly to the surface case.
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Figure 2.3: Bicubic B-spline surface corresponding to 36 control points and uniform
knot vectors U = V = 1
9
(0, 1, 2, 3, 4, 5, 6, 7, 8, 9).
2.4 Subdivision for Curves
In 1947, de Rham [46] published an article about corner cutting with the edge ratio
1 : 1 : 1. An initial polygon with n control points p0,p1, . . . ,pn−1 is subdivided by
splitting each control point pi into two new points by applying the scheme
pi →

q2i−1 =
1
3
(2pi + pi−1)
q2i =
1
3
(2pi + pi+1)
(2.24)
with pn := p0, p−1 := pn−1 and q−1 := q2n−1. Such a method is called vertex split
scheme. An example according to (2.24) is depicted in Figure 2.4. The limit curve
resulting from repeatedly applying the process is C0-continuous. Later, de Rham gener-
alized his scheme by introducing a weight ω such that the new ratio was ω : 1− 2ω : ω.
He showed that the new scheme could produce a C1-continuous limit curve for the
case ω = 1
4
. In 1974, Chaikin [47] presented an efficient algorithm for the generation
of curves. This algorithm agrees with de Rham’s method for ω = 1
4
. By analyz-
ing Chaikin’s procedure, it was shown that it is an iterative way to generate uniform
quadratic B-spline curves. Further investigations led to the generalization that uniform
B-spline curves of any arbitrary degree can be created by a subdivision process. For the
uniform cubic case, Figure 2.5 shows an example. In this method, each edge is split into
two parts, and the control points are recomputed. Such a scheme is called edge split
scheme. The rules for the computation of the new control polygon in this particular
example are
q2i =
1
8
(pi−1 + 6pi + pi+1) , q2i+1 =
1
2
(pi + pi+1) (2.25)
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p0
p1
p2
p3
p4
p5
q0
q1
q2
q3
q4
q5
q6
q7q8
q9
q10
q11
Figure 2.4: Corner cutting scheme: each
old control point is split into two new ones
with the ratio 2 : 1 regarding the con-
trol point itself and the particular adja-
cent one.
p0
p1
p2
p3
p4
p5
q0
q1
q2 q3
q4
q5
q6
q7
q8q9
q10
q11
Figure 2.5: Cubic edge split scheme: new
control points on the edges are computed
with the ratio 1 : 1 of the adjacent points,
old control points are recomputed with
the ratio 1 : 6 : 1.
for i = 0, . . . , n − 1 with pn := p0 and p−1 := pn−1. The coefficients 18 , 34 , 18 and 12 , 12
are exactly the same as the ones for knot insertion into a closed uniform cubic B-spline
curve, see (2.19) in Section 2.2.2.
2.5 Subdivision for Surfaces
In 1978, the first subdivision schemes for surfaces were published. An extension of
de Rham’s / Chaikin’s vertex split method led to a quadratic subdivision procedure
introduced by Doo and Sabin [48, 49]. They also were the first ones to analyze the
behavior of subdivision methods. This was done by writing the rules in terms of matrix
multiplications, followed by a study of the eigenvalues and eigenvectors of the resulting
subdivision matrices. Other schemes for quadratic and cubic subdivision, with the
latter one corresponding to the curve construction described by (2.25), were presented
by Catmull and Clark [20] in 1978, too. Their cubic method has a lot of properties
making it the method of choice for the mesh generation purposes of this work which
are described in [50]. The method itself is described in detail in Chapter 3.
Surface subdivision schemes can be classified by several aspects, cf. [51]:
• type of subdivision (vertex split or edge/face split)
• approximating or interpolating behavior, where approximating means that the
points of the initial control polyhedron are changed over the subdivision process,
whereas they are not in the case of interpolating behavior
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• continuity of the limit surface away from extraordinary vertices
• topological type of the generated mesh (e.g., triangular or quadrilateral)
Table 2.1 lists several common subdivision methods and gives a classification using
the above-mentioned criteria. The historical development of subdivision schemes is
surveyed in [52].
edge/face split vertex split
triangular mesh quadrilateral mesh mixed-element mesh
approx. Loop [53] (C2) Catmull-Clark [20] (C2) Doo-Sabin [48,49] (C1)
interpol. Mod.Butterfly [54] (C1) Kobbelt [55] (C1) Midedge [56,57] (C1)
Table 2.1: Classification of subdivision schemes for surfaces.
23

3 Modified Catmull-Clark
Subdivision
Catmull-Clark subdivision [20] was originally developed for the construction of smooth
surfaces in the field of computer graphics, but together with a modification of the
subdivision rules, it can also be used for mesh generation in the context of computational
fluid dynamics. In this work, an initial polyhedron is constructed as a starting point
for the approximation of a given surface. Modified Catmull-Clark subdivision rules
are then applied to the polyhedron in iteration step 1 of the newly developed mesh
generation process, see Figure 1.1.
Section 3.1 introduces the Catmull-Clark method for surfaces and explains why it is
the method of choice for the purpose of mesh generation in this context. In addition,
a modification of the subdivision rules for modeling sharp creases is demonstrated.
In Section 3.2, the procedure of precomputing the limit surface, which results from
successive subdivisions, is described. In the mesh generation process, points of the
limit surface are computed in iteration step 2. Section 3.3 shows an extension of the
surface subdivision rules for the application to volumes.
The modified Catmull-Clark subdivision method (Section 3.1) and the precomputa-
tion of points of the limit surface (Section 3.2) are also described in a previous work by
Rom [58], using a slightly different derivation for the limit point computation.
3.1 Catmull-Clark Subdivision Surfaces
The Catmull-Clark scheme produces bicubic B-spline patches. Starting from a rectan-
gular mesh, for which all inner vertices of the mesh are of valence n = 4, the method
produces a standard bicubic B-spline mesh. In contrast to tensor product splines, the
scheme can also be applied to nonrectangular meshes. The following four steps belong
to one subdivision of a surface mesh:
1. For each face, add a point given by the average of the n face vertices pi:
f =
1
n
n−1∑
i=0
pi . (3.1)
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2. For each edge, add a point given by a weighted average of the two new adjacent
face points fleft, fright and the edge midpoint ec:
e =
1
4
(fleft + 2 ec + fright) . (3.2)
3. Move each old vertex to a new position given by a weighted average of the vertex p,
the average f˜ of the new adjacent face points and the average e˜c of the adjacent
edge midpoints:
pnew =
1
n
(
f˜ + 2 e˜c + (n− 3)p
)
, (3.3)
where n denotes the valence of p.
4. Build the new edges by splitting the old ones and connecting the new face points
to the new adjacent edge points. For one old face with n vertices, this leads to n
new faces with four vertices each instead of the old face.
The boundary vertices of a surface mesh are treated as the control points of a uniform
cubic B-spline curve. Hence, the subdivision rules at the boundary result from the coef-
ficients used for knot insertion in the uniform cubic B-spline case, see (2.19) and (2.25).
They replace the edge point rule for an inner edge (3.2) and the vertex recomputation
rule for an inner vertex (3.3):
1. For each boundary edge, add a point given as the midpoint of the edge:
e =
1
2
(pe,1 + pe,2) = ec , (3.4)
where pe,1 and pe,2 denote the end points of the edge.
2. Move each old boundary vertex to a new position given by a weighted average of
the vertex p and the two adjacent boundary vertices pleft and pright:
pnew =
1
8
(pleft + 6p+ pright) . (3.5)
Figure 3.1 shows a simple surface mesh consisting of a pentagon, a quadrilateral and
two triangles. Applying the first three rules of one subdivision of this mesh leads to the
new face and edge points and the recomputed vertex positions depicted in Figure 3.2.
The mesh in Figure 3.3 is the final mesh after finishing the subdivision by defining the
new edge and face connectivities according to the fourth rule.
The two curve rules (3.4) and (3.5) are formulated in a way that they only depend on
old vertices of the mesh and not on any newly inserted face or edge points. The rules
for the inner part of the surface mesh can also be written in such a way. For the case of
quadrilateral faces, this is demonstrated in Figure 3.4 for the face point insertion (3.1),
in Figure 3.5 for the edge point insertion (3.2) and in Figure 3.6 for the recomputation
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Figure 3.1: Simple surface mesh consisting of a pentagon, a quadrilateral and two tri-
angles.
Figure 3.2: Surface mesh after insertion of four face points (marked by ◦) using
rule (3.1), insertion of eleven edge points (4) using rules (3.2) and (3.4)
and recomputation of eight vertex positions () using rules (3.3) and (3.5).
Figure 3.3: Surface mesh after finishing the subdivision step by splitting the old edges
and connecting the new face points to the new adjacent edge points such
that all faces are quadrilateral ones.
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1
4
1
4
1
41
4
face point
f
Figure 3.4: Catmull-Clark subdivision
rule 1: insertion of a face point into a
quadrilateral face.
1
16
1
16
1
16 1
16
3
8
3
8
edge point
e
Figure 3.5: Catmull-Clark subdivision
rule 2: insertion of an edge point for an
edge adjacent to two quadrilateral faces.
1
4n2 3
2n2
1− 74n
3
2n2
1
4n2
3
2n2
1
4n2
3
2n2
1
4n23
2n2
1
4n2
p
pnew
new vertex
position
Figure 3.6: Catmull-Clark subdivision rule 3: recomputation of the position of an ex-
traordinary vertex of valence n = 5.
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of a vertex position (3.3) for an extraordinary vertex of valence n = 5. The coefficients
for the latter case are given in general form depending on n. Since the face point
insertion in Figure 3.4 and the edge point insertion in Figure 3.5 both are given for
the regular case in which a face consists of four vertices and an edge is adjacent to two
quadrilateral faces, the coefficients correspond to the ones calculated from the tensor
products of the curve coefficients and can be written in the mask form
Mf =
(
1
2
1
2
)
⊗
(
1
2
1
2
)
=
(
1
4
1
4
1
4
1
4
)
(3.6)
for the face point and
Me =

1
8
3
4
1
8
⊗
(
1
2
1
2
)
=

1
16
1
16
3
8
3
8
1
16
1
16
 (3.7)
for the edge point. The mask for the recomputation of a regular vertex of valence n = 4
is given by the tensor product
Mv =

1
8
3
4
1
8
⊗

1
8
3
4
1
8
 =

1
64
3
32
1
64
3
32
9
16
3
32
1
64
3
32
1
64
 . (3.8)
If the Catmull-Clark subdivision rules are applied to a mesh of quadrilaterals at
subdivision level k, the refined mesh at the next level k + 1 has the following numbers
of faces (|F |), edges (|E|) and vertices (|V |):
|Fk+1| = 4 |Fk| ,
|Ek+1| = 4 |Fk|+ 2 |Ek| ,
|Vk+1| = |Fk|+ |Ek|+ |Vk| .
(3.9)
In the modeling and mesh generation concepts used for this work, see [50], the goal is
to end up with smooth untrimmed B-spline patches. These can be provided by an easily
implementable conversion of the Catmull-Clark limit surface, see Section 5.4. Hence,
the Catmull-Clark scheme is the method of choice. The following list summarizes the
crucial properties, cf. [25, 59,60]:
• The surfaces can be of arbitrary genus since the subdivision rules can be carried
out to a mesh of arbitrary topological type.
• After one subdivision, all faces are quadrilaterals.
• Except at extraordinary vertices of valence n 6= 4, the limit surface converges to
uniform bicubic B-spline patches. Hence, the surface is C2-continuous except at
extraordinary vertices.
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• Near an extraordinary vertex, the surface can be shown to have a well defined
tangent plane at the limit point, but the curvature there is generally not well
defined.
• The number of extraordinary vertices is fixed after the first subdivision. Hence,
less smooth regions are scaled down with each further subdivision. This is illus-
trated in Figure 3.10.
• After two subdivisions, each face can contain one extraordinary vertex at most.
This allows for easily computing the points of the Catmull-Clark limit surface,
see Section 3.2.
• The subdivision rules can be modified such that infinitely sharp creases as well
as semi-sharp creases can be generated, i.e., creases for which the sharpness can
vary from zero (meaning smooth) to infinite, see de Rose et al. [22].
The implementation in this work allows for modeling (semi-)sharp creases by tagging
inner edges to be crease edges. These are treated as curves by applying the rules (3.4)
and (3.5) from the boundary case. A special case is a vertex connected to only one crease
edge, meaning that the crease ends at that vertex. It is treated as a normal inner vertex,
and rule (3.3) is used. Another exception affects a vertex which is connected to three or
more crease edges. This is possible if several creases end in one point. In this case, the
vertex is fixed and its position is not recomputed. For the semi-sharp crease edges, the
number of subdivisions for which they stay creases is stored such that they are treated
as normal edges and, hence, smoothed after this number is reached.
Below, two examples for modified Catmull-Clark subdivision are shown. Figure 3.7(a)
depicts an initial surface polyhedron with 82 vertices for modeling a simple wing-fuselage
configuration. The edges at the wing to fuselage connection are tagged to be infinitely
sharp creases. Additionally, the edges connecting the wing tip to the wing are semi-
sharp. After one subdivision, they are treated as normal inner edges. The crease and
(a) initial polyhedron (b) surface mesh after 3 subdivisions
Figure 3.7: Modified Catmull-Clark subdivision for wing-fuselage configuration.
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(a) initial polyhedron (b) surface mesh after 3 subdivisions
Figure 3.8: Modified Catmull-Clark subdivision for airplane engine.
boundary edges are printed in bold type. Figure 3.7(b) illustrates the surface mesh
after three subdivisions. The second example is a model for an airplane engine. The
initial polyhedron containing 66 vertices can be seen in Figure 3.8(a). Again, a few
sharp crease edges are defined. The resulting surface mesh after three subdivisions is
shown in Figure 3.8(b).
3.2 Limit Surface of the Subdivision Process
The limit surface of the Catmull-Clark subdivision process is the surface which results
from successive applications of the subdivision rules to the corresponding control mesh.
If one wants to compute points of the limit surface without explicitly subdividing, a
technique for the evaluation of that surface at arbitrary points is needed. An algorithm
for this purpose was given by Stam [21] in 1998. The ideas are based on the eigenanaly-
sis of the subdivision matrix presented by Doo and Sabin [49], as already mentioned in
Section 2.5, and enhancements of this analysis by Ball and Storry, proposed in [61–63].
Since Stam used an order of the control vertices such that the main part of the subdi-
vision matrix has a cyclical structure, he could apply the discrete Fourier transform to
compute its eigenstructure. The procedure for the limit point computation in this work
bases on Stam’s approach, but it uses a different vertex order. This is demonstrated for
each possible configuration for the limit point computation in Sections 3.2.1 to 3.2.7.
The following derivation of the limit point computation starts from the cubic edge
split scheme (2.25) applied to a polygon, in the limit leading to a uniform cubic B-spline
curve. Figure 3.9 illustrates this. The points pi define the initial control polygon. After
one subdivision, the new polygon is given by the points qi, whereas the ci are points on
the limit curve x(t), t ∈ [0, 1]. The subdivision points q0, q1 and q2 can be computed
31
3 Modified Catmull-Clark Subdivision
p0
p1
p2
p3
q0
q1
q2
q3
q4
c0
c1
c2
Figure 3.9: Cubic edge split scheme for a polygon defined by p0, . . . , p3: after one
subdivision, the new control points of the polygon are q0, . . . , q4. The
three points c0, c1 and c2 on the limit curve x(t), t ∈ [0, 1] are given
by c0 = x(0) = 16 (p0 + 4p1 + p2), c1 = x(0.5) =
1
6
(q1 + 4q2 + q3) =
1
48
(p0 + 23p1 + 23p2 + p3) and c2 = x(1) = 16 (p1 + 4p2 + p3).
by 
q0
q1
q2
 = S

p0
p1
p2
 (3.10)
with the subdivision matrix
S =

1
2
1
2
0
1
8
3
4
1
8
0 1
2
1
2
 . (3.11)
The eigenvalues of S are 1, 1
2
and 1
4
. Using the eigenvectors as columns of the matrix
V =

1 −1 −2
1 0 1
1 1 −2
 (3.12)
with the inverse
V −1 =

1
6
2
3
1
6
−1
2
0 1
2
−1
6
1
3
−1
6
 (3.13)
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leads to
V −1SV =

1 0 0
0 1
2
0
0 0 1
4
 = Λ ⇔ S = V ΛV −1 . (3.14)
The k-th power of S can then be calculated by
Sk =
(
V ΛV −1
)k
= V ΛkV −1 . (3.15)
For k →∞, this leads to
lim
k→∞
Λk =

1 0 0
0 0 0
0 0 0
 =: Λ∞ , (3.16)
yielding
lim
k→∞
Sk = V Λ∞V −1 =

1
6
2
3
1
6
1
6
2
3
1
6
1
6
2
3
1
6
 . (3.17)
Applied to the control points p0, p1 and p2, the equation for the limit curve point c0
reads
c0 = x(0) =
1
6
p0 +
2
3
p1 +
1
6
p2 . (3.18)
This is equivalent to using the uniform cubic B-spline basis functions
N0,4(u) =
1
6
(1− u)3 ,
N1,4(u) =
1
6
+
1
2
(1− u) + 1
2
(1− u)2u ,
N2,4(u) =
1
6
+
1
2
u+
1
2
u2(1− u) ,
N3,4(u) =
1
6
u3
(3.19)
for u = 0, omitting the uniform knot vector U . Now, the limit curve point c0 corre-
sponding to the initial point p1 has been computed. By a simple calculation, it can
be confirmed that this limit point also corresponds to the control point q1 after one
subdivision of the polygon:
c0 =
1
6
q0 +
2
3
q1 +
1
6
q2
=
1
6
(
1
2
p0 +
1
2
p1
)
+
2
3
(
1
8
p0 +
3
4
p1 +
1
8
p2
)
+
1
6
(
1
2
p1 +
1
2
p2
)
=
1
6
p0 +
2
3
p1 +
1
6
p2 .
(3.20)
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For the computation of the subdivision points q3 and q4, the extended subdivision
matrix
Sˆ =

1
2
1
2
0 0
1
8
3
4
1
8
0
0 1
2
1
2
0
0 1
8
3
4
1
8
0 0 1
2
1
2

(3.21)
is needed such that the matrix-vector formulation is given by
q0
q1
q2
q3
q4

= Sˆ

p0
p1
p2
p3
 (3.22)
for one subdivision of the initial polygon. Together with the matrix
L =

1
6
2
3
1
6
0 0
0 1
6
2
3
1
6
0
0 0 1
6
2
3
1
6
 , (3.23)
the computation of limit points can also be written as a system such that

c0
c1
c2
 = L

q0
q1
q2
q3
q4

= LSˆ

p0
p1
p2
p3
 =

1
6
2
3
1
6
0
1
48
23
48
23
48
1
48
0 1
6
2
3
1
6


p0
p1
p2
p3
 . (3.24)
The coefficients in the second row of the matrix LSˆ differ from the ones in the first and
third row because the limit curve point c1 = x(0.5) does not correspond to a point of
the initial polygon but to an edge. Analogously to the case u = 0, inserting u = 0.5
and u = 1 into the cubic B-spline basis functions (3.19) yields the same results for the
computation of c1 and c2, respectively.
Above, it is shown how to calculate the three limit curve points x
(
1
2
i
)
, i ∈ {0, 1, 2}
of a polygon for the cubic edge split scheme. Similarly, if a surface patch x(u, v) over
the unit square [0, 1] × [0, 1] is defined, the nine Catmull-Clark limit surface points
x
(
1
2
i, 1
2
j
)
, i, j ∈ {0, 1, 2} of a face can be computed, but only if the face is a quadrilat-
eral one and if it does not contain extraordinary vertices. Then, the coefficients for the
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limit point computation are defined by tensor products, similarly to the derivation of
the subdivision coefficients (3.6), (3.7) and (3.8). The face limit point x(0.5, 0.5) can
be calculated using the mask
Cf =

1
48
23
48
23
48
1
48
⊗

1
48
23
48
23
48
1
48
 =

1
2304
23
2304
23
2304
1
2304
23
2304
529
2304
529
2304
23
2304
23
2304
529
2304
529
2304
23
2304
1
2304
23
2304
23
2304
1
2304
 . (3.25)
For the edge limit points x(0, 0.5), x(1, 0.5), x(0.5, 0) and x(0.5, 1), the mask reads
Ce =

1
48
23
48
23
48
1
48
⊗

1
6
2
3
1
6
 =

1
288
1
72
1
288
23
288
23
72
23
288
23
288
23
72
23
288
1
288
1
72
1
288
 , (3.26)
and for the vertex limit points x(0, 0), x(0, 1), x(1, 0) and x(1, 1), it is determined by
Cv =

1
6
2
3
1
6
⊗

1
6
2
3
1
6
 =

1
36
1
9
1
36
1
9
4
9
1
9
1
36
1
9
1
36
 . (3.27)
The main difference between the curve and the surface case is the existence of extraor-
dinary vertices as control points of surface meshes. Hence, the surface mesh cannot be
evaluated everywhere using the bicubic B-spline masks (3.25), (3.26) and (3.27).
In the following, the implementation of the limit point computation for the faces of a
surface mesh in this work is described. Therefore, it is assumed that the surface mesh
only contains quadrilateral faces which is fulfilled after at most one subdivision of an
initial surface polyhedron. Additionally, the extraordinary vertices have to be isolated,
i.e., each face may contain one extraordinary vertex at most. This condition is satisfied
after two subdivisions at the latest. Cases in which extraordinary vertices of valence
n > 6 occur can be excluded for the mesh generation concept of this work since all
needed geometries can still be modeled despite this restriction. Hence, the remaining
problem is to show how to evaluate a quadrilateral face with one extraordinary vertex
of valence n ∈ {3, 5, 6}. Therefore, the surface patch x(u, v) with u, v ∈ [0, 1]× [0, 1] is
defined such that the point x(0, 0) corresponds to the extraordinary vertex. The limit
point at x(0, 0) can be evaluated as a linear combination of the surrounding vertices
and the vertex itself. In addition, x(u, 1) for u ∈ [0, 1] and x(1, v) for v ∈ [0, 1]
can be computed as regular bicubic B-spline parts. For the rest of the unit square,
enough subdivisions have to be done such that (u, v) belongs to a regular part at that
subdivision level. This can be seen in Figure 3.10: the region in which the surface cannot
be evaluated by bicubic B-spline methods is scaled down with each further subdivision.
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(a) initial polyhedron (b) after 1 subdivision (c) after 2 subdivisions (d) after 3 subdivisions
Figure 3.10: Behavior near an extraordinary vertex of valence n = 3: the nonregular
region (black) is scaled down with each further subdivision.
3.2.1 Limit Point Computation for an Inner Face without
Crease Edges
The setting for the computation of the nine limit points of a face with one extraordinary
vertex is demonstrated using two examples of valence n = 3 and n = 5, respectively.
These are depicted in Figure 3.11. The nine limit points, marked by , of the face in
the center which is bounded by the bold lines are to be computed. For that purpose,
the 2n + 8 vertices p0, . . . ,p2n+7 are needed in the given order. The extraordinary
vertex is always indexed by 0. The four limit points corresponding to the face vertices
are given by
l0 = x(0, 0) , l3 = x(0, 1) , l4 = x(1, 1) , l5 = x(1, 0) , (3.28)
 



 

p0
p1
p2
p3
p4p5p6
p7
= p2n+1
p8
p9
p10p11p12p13
= p2n+7
(a) valence of p0: n = 3
 



 

p0
p9
p2
p3
p4p5p6
p11
= p2n+1
p12
p13
p14p15p16p17
= p2n+7
p1
p7
p8
p10
(b) valence of p0: n = 5
Figure 3.11: Setup for the limit point computation for a face with one extraordinary
vertex (p0).
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l0 l3
l3_4
l4l4_5l5
subdivision
virtual
l31
l41l51
Figure 3.12: Six limit points of a face with one extraordinary vertex can be computed
directly (left), the remaining three limit points can be calculated after one
subdivision which is only done implicitly for the evaluation (right).
the next four points corresponding to the edges by
l31 = x
(
0,
1
2
)
, l51 = x
(
1
2
, 0
)
, l3_4 = x
(
1
2
, 1
)
, l4_5 = x
(
1,
1
2
)
(3.29)
and the one corresponding to the face by
l41 = x
(
1
2
,
1
2
)
. (3.30)
In this notation, a limit point li corresponds to a vertex pi and a limit point li_j to an
edge connecting the vertices pi and pj. A limit point lij cannot be computed until j
subdivisions have been applied such that it corresponds to the newly inserted vertex pi
on the reached subdivision level. Figure 3.12 illustrates the setting for the points (3.28)
to (3.30). The limit point corresponding to the extraordinary vertex is given by the
linear combination
l0 =
2n∑
i=0
c0,i pi (3.31)
of the surrounding vertices p1, . . . ,p2n and the extraordinary vertex p0 itself. The
coefficients c0,0, . . . , c0,2n are determined by
c0,0 =
n
n+ 5
,
c0,2i+1 =
4
n(n+ 5)
,
c0,2i+2 =
1
n(n+ 5)
(3.32)
for i = 0, . . . , n − 1. The derivation of the coefficients can be found, for instance,
in [25]. The limit points for the other three vertices (l3, l4 and l5) of the face and the
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ones for the edges which are not connected to the extraordinary vertex (l3_4 and l4_5)
can be computed without a subdivision of the face since these points belong to x(u, 1)
for u ∈ [0, 1] and x(1, v) for v ∈ [0, 1], respectively, and can be evaluated as regular
B-spline parts as explained above. The remaining three limit points l31 , l41 and l51 can
be calculated after one subdivision of the face, indicated by the index 1, because they
belong to the regular parts at the refined level. This subdivision has only to be taken
into account implicitly for the computation of the latter three limit points, i.e., it has
not to be done explicitly.
In the curve case, the end result for the computation of limit curve points has been
a matrix-vector formulation with the matrix LSˆ combined of limit coefficients in L
and subdivision coefficients in Sˆ, see (3.24). In the surface case, the limit points are
computed similarly. Hence, the first step is the definition of a subdivision matrix Sˆ. A
definition in blocks leads to
Sˆ =

S00,n 0
S10,n S11
S20,n S21
 . (3.33)
The dimensions of the submatrices are (2n + 1)× (2n + 1) for S00,n, 7× (2n + 1) for
S10,n, 7×7 for S11, 9×(2n+1) for S20,n and 9×7 for S21. For n = 3, the first submatrix
reads
S00,3 =

5
12
1
6
1
36
1
6
1
36
1
6
1
36
3
8
3
8
1
16
1
16
0 1
16
1
16
1
4
1
4
1
4
1
4
0 0 0
3
8
1
16
1
16
3
8
1
16
1
16
0
1
4
0 0 1
4
1
4
1
4
0
3
8
1
16
0 1
16
1
16
3
8
1
16
1
4
1
4
0 0 0 1
4
1
4

. (3.34)
The coefficients in the first row of S00,n result from the vertex recomputation rule (3.3).
All other coefficients correspond to the face point and edge point rules (3.1) and (3.2)
and, consequently, to the masks (3.6) and (3.7). The other submatrices are set up
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analogously, but they only contain regular coefficients (n = 4). They are given by
S10,3 =

1
16
1
16
3
8
3
8
0 0 0
3
32
1
64
3
32
9
16
3
32
1
64
0
1
16
0 0 3
8
3
8
1
16
0
1
64
0 0 3
32
9
16
3
32
0
1
16
0 0 1
16
3
8
3
8
0
3
32
1
64
0 1
64
3
32
9
16
3
32
1
16
1
16
0 0 0 3
8
3
8

, S11 =

1
16
1
16
0 0 0 0 0
1
64
3
32
1
64
0 0 0 0
0 1
16
1
16
0 0 0 0
0 1
64
3
32
1
64
3
32
1
64
0
0 0 0 0 1
16
1
16
0
0 0 0 0 1
64
3
32
1
64
0 0 0 0 0 1
16
1
16

(3.35)
and
S20,3 =

0 0 1
4
1
4
0 0 0
0 0 1
16
3
8
1
16
0 0
0 0 0 1
4
1
4
0 0
0 0 0 1
16
3
8
0 0
0 0 0 0 1
4
0 0
0 0 0 0 3
8
1
16
0
0 0 0 0 1
4
1
4
0
0 0 0 0 1
16
3
8
1
16
0 0 0 0 0 1
4
1
4

, S21 =

1
4
1
4
0 0 0 0 0
1
16
3
8
1
16
0 0 0 0
0 1
4
1
4
0 0 0 0
0 1
16
3
8
1
16
1
16
0 0
0 0 1
4
1
4
1
4
0 0
0 0 1
16
1
16
3
8
1
16
0
0 0 0 0 1
4
1
4
0
0 0 0 0 1
16
3
8
1
16
0 0 0 0 0 1
4
1
4

.
(3.36)
The subdivision matrices for the valences n ∈ {4, 5, 6} are given in Appendix A. Fig-
ure 3.13 shows which vertices of the next subdivision level can be computed with
the subdivision matrix Sˆ and its submatrices. These new vertices are denoted by
q0, . . . ,q22 = q2n+16. Using the submatrices, the first 2n+ 1 points are determined by

q0
...
q2n
 = (S00,n 0)

p0
...
p2n+7
 , (3.37)
marked by  in Figure 3.13. The next seven points (◦) are given by

q2n+1
...
q2n+7
 = (S10,n S11)

p0
...
p2n+7
 (3.38)
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p0
p1
p2
p3
p4p5
p6
p7
= p2n+1
p8
p9
p10p11p12p13
= p2n+7
q0
q1
q2
q3
q4
q5
q6
q7
q8
q9
q10
q11
q12q13
q14
q15
q16
q17
q18q19q20q21q22
Figure 3.13: Subdivision for the surroundings of a face with one extraordinary vertex
of valence n = 3 using the matrix Sˆ: q0, . . . ,q2n () are computed us-
ing the submatrices (S00,n 0), q2n+1, . . . ,q2n+7 (◦) using (S10,n S11) and
q2n+8, . . . ,q2n+16 (4) using (S20,n S21).
and the last nine (4) by

q2n+8
...
q2n+16
 = (S20,n S21)

p0
...
p2n+7
 . (3.39)
Overall, this leads to the system
q = Sˆp (3.40)
for which the subdivision points q0, . . . ,q2n+16 have been collected in the vector q and
the original vertices p0, . . . ,p2n+7 in the vector p.
Now that Sˆ has been set up, a correspondence for the matrix L in (3.24) is still needed.
It is derived by giving two examples for the computation of limit points, beginning with
40
3.2 Limit Surface of the Subdivision Process
l3 which can be obtained by applying the mask Cv from (3.27):
l3 =
1
36
q2 +
1
9
q7 +
1
36
q14
+
1
9
q3 +
4
9
q8 +
1
9
q15
+
1
36
q4 +
1
9
q9 +
1
36
q16 .
(3.41)
Replacing the subdivision points qi, i ∈ {2, 3, 4, 7, 8, 9, 14, 15, 16} with the original con-
trol points pj, j ∈ {0, . . . , 13} using (3.40) yields
l3 =
[
1
36
· 1
4
(p0 + p1 + p2 + p3)
+
1
9
(
1
16
(p0 + p1 + p7 + p8) +
3
8
(p2 + p3)
)
+
1
36
· 1
4
(p2 + p3 + p7 + p8)
+
1
9
(
1
16
(p1 + p2 + p4 + p5) +
3
8
(p0 + p3)
)
+
4
9
(
1
64
(p1 + p5 + p7 + p9) +
3
32
(p0 + p2 + p4 + p8) +
9
16
p3
)
+
1
9
(
1
16
(p2 + p4 + p7 + p9) +
3
8
(p3 + p8)
)
(3.42)
+
1
36
· 1
4
(p0 + p3 + p4 + p5)
+
1
9
(
1
16
(p0 + p5 + p8 + p9) +
3
8
(p3 + p4)
)
+
1
36
· 1
4
(p3 + p4 + p8 + p9)
]
=
1
9
p0 +
1
36
p1 +
1
9
p2 +
4
9
p3 +
1
9
p4 +
1
36
p5 + 0p6
+
1
36
p7 +
1
9
p8 +
1
36
p9 + 0p10 + 0p11 + 0p12 + 0p13 .
Since l3 belongs to the regular part of the face, the result is the same as directly applying
the mask Cv to the original vertices pj, j ∈ {0, 1, 2, 3, 4, 5, 7, 8, 9} instead of applying it
to the subdivision points qi as done above. However, for the computation of l31 , the
mask cannot be applied directly to any constellation of the vertices pj, j ∈ {0, . . . , 13}.
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Instead, it is applied to subdivision points qi again such that
l31 =
1
36
q1 +
1
9
q2 +
1
36
q7
+
1
9
q0 +
4
9
q3 +
1
9
q8
+
1
36
q5 +
1
9
q4 +
1
36
q9
(3.43)
and all subdivision points qi are replaced by original vertices pj by using (3.40):
l31 =
[
1
36
(
1
16
(p2 + p3 + p5 + p6) +
3
8
(p0 + p1)
)
+
1
9
· 1
4
(p0 + p1 + p2 + p3)
+
1
36
(
1
16
(p0 + p1 + p7 + p8) +
3
8
(p2 + p3)
)
+
1
9
(
5
12
p0 +
1
6
(p1 + p3 + p5) +
1
36
(p2 + p4 + p6)
)
+
4
9
(
1
16
(p1 + p2 + p4 + p5) +
3
8
(p0 + p3)
)
+
1
9
(
1
64
(p1 + p5 + p7 + p9) +
3
32
(p0 + p2 + p4 + p8) +
9
16
p3
)
(3.44)
+
1
36
(
1
16
(p1 + p3 + p4 + p6) +
3
8
(p0 + p5)
)
+
1
9
· 1
4
(p0 + p3 + p4 + p5)
+
1
36
(
1
16
(p0 + p5 + p8 + p9) +
3
8
(p3 + p4)
)]
=
131
432
p0 +
155
1728
p1 +
421
5184
p2 +
283
864
p3 +
421
5184
p4 +
155
1728
p5
+
17
2592
p6 +
1
288
p7 +
1
72
p8 +
1
288
p9 + 0p10 + 0p11 + 0p12 + 0p13 .
In general, the computation of a limit point lm with m ∈ {3, 4, 5, 3_4, 4_5, 31, 41, 51}
can be formulated as a linear combination
lm =
2n+7∑
k=0
cm,kpk (3.45)
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with the coefficients
cm,k =
2∑
i=0
2∑
j=0
Cvi,j SˆImi,j ,k . (3.46)
The Imi,j are index matrices. For the two examples above, they are given by
I3 =

2 2n+ 1 2n+ 8
3 2n+ 2 2n+ 9
4 2n+ 3 2n+ 10
 (3.47)
and
I31 =

1 2 2n+ 1
0 3 2n+ 2
5 4 2n+ 3
 . (3.48)
All these index matrices are built using the indices of the nine subdivision points nearest
to the considered limit point. The only special case is
I51 =

1(7) 0 3
6 5 4
2n+ 7 2n+ 6 2n+ 5
 (3.49)
for which the first entry is 1 if n = 3 or 7 if n ≥ 4. In a matrix-vector formulation
for (3.45), (3.46), the matrix L contains the coefficients Cvi,j . In the implementation in
this work, all coefficients which are needed for the limit point computation are precom-
puted once and stored. These are the coefficients according to (3.32) and (3.46), given
for all valences n ∈ {3, 4, 5, 6} in Appendix B.
Up to now, it has been shown how to compute nine limit points for an inner face with
one extraordinary vertex of valence n ∈ {3, 5, 6}. Adjustments of the coefficients are
necessary if a face is positioned at the boundary of a surface mesh or if an inner face
contains one or more crease edges. All these special cases are discussed in the following
sections.
3.2.2 Limit Point Computation for a Face with One Boundary
Vertex
The first special case for the limit point computation is a face which has no boundary
edge but one boundary vertex. This situation is depicted in Figure 3.14 in which the
boundary edges are illustrated by dashed lines. The ordering of the face vertices is
always chosen such that the boundary vertex gets the index 5.
To limit the number of cases for the implementation, it is prescribed that the vertices
p0, p3 and p4 must be of valence n = 4 and that the face must not have any crease
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p0
p1 p2
p3
p4p5
p6
p7
p8
p9
p10
p11
p12p13p14
l51 l41
l4_5
Figure 3.14: Face with one boundary vertex (p5): special coefficients are required for
the computation of the limit points l41 , l51 and l4_5 (4).
edges. If this is not fulfilled, the surface mesh has to be subdivided once before the
limit points can be computed. Due to this restriction, the number of involved vertices
for the limit point computation of such a special face is always 2n+ 7 = 2 · 4 + 7 = 15.
The limit point corresponding to p5 is calculated later when the boundary curve limit
points are determined, see Section 3.2.6. This applies to all limit points corresponding
to boundary vertices or boundary edges which occur in the special cases discussed in
Sections 3.2.3 and 3.2.4 and will not be mentioned again. The limit points marked by 
can be calculated regularly, only the computation of the three remaining limit points
which are marked by 4 (l41 , l51 and l4_5) differs since the subdivision matrix Sˆ cannot
be used for these points. As an example, the computation of the face limit point l41 is
demonstrated. It is defined by
l41 =
[
1
36
(
1
64
(p2 + p4 + p6 + p8) +
3
32
(p1 + p3 + p5 + p7) +
9
16
p0
)
+
1
9
(
1
16
(p1 + p2 + p4 + p5) +
3
8
(p0 + p3)
)
+
1
36
(
1
64
(p1 + p5 + p9 + p11) +
3
32
(p0 + p2 + p4 + p10) +
9
16
p3
)
+
1
9
(
1
16
(p3 + p4 + p6 + p7) +
3
8
(p0 + p5)
)
+
4
9
· 1
4
(p0 + p3 + p4 + p5)
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+
1
9
(
1
16
(p0 + p5 + p10 + p11) +
3
8
(p3 + p4)
)
(3.50)
+
1
36
(
1
8
(p6 + p14) +
3
4
p5
)
+
1
9
(
1
16
(p0 + p3 + p13 + p14) +
3
8
(p4 + p5)
)
+
1
36
(
1
64
(p0 + p10 + p12 + p14) +
3
32
(p3 + p5 + p11 + p13) +
9
16
p4
)]
=
523
2304
p0 +
23
2304
p1 +
23
2304
p2 +
528
2304
p3 +
523
2304
p4 +
541
2304
p5
+
25
2304
p6 +
22
2304
p7 +
1
2304
p8 +
1
2304
p9 +
23
2304
p10 +
23
2304
p11
+
1
2304
p12 +
22
2304
p13 +
25
2304
p14 .
Only the underlined term differs from the regular case because the subdivision coeffi-
cients for curves instead of those for surfaces have to be used for this term. The other
two special limit points l51 and l4_5 are computed analogously.
3.2.3 Limit Point Computation for a Face with One Boundary
Edge
If a face has one boundary edge such that two of the four face vertices are positioned
on the boundary curve, one of the other two vertices may be an extraordinary one.
The ordering of the 2n + 4 vertices which are needed for the limit point computation
of the face has to be adapted according to the setting such that it is clockwise or
counterclockwise. In any case, the index 0 is assigned to the extraordinary vertex.
Both possible situations are shown in Figure 3.15 for an extraordinary vertex of valence
n = 3.
The subdivision matrix Sˆ can be used for the computation of the three limit points
marked by , whereas the calculation of the points marked by 4 (l41 , l51 and l3_4)
requires modified coefficients. Again, the computation procedure is demonstrated for
the limit point corresponding to the face, given by
l41 =
[
1
36
(
1
6
(p1 + p3 + p5) +
1
36
(p2 + p4 + p6) +
5
12
p0
)
+
1
9
(
1
16
(p1 + p2 + p4 + p5) +
3
8
(p0 + p3)
)
+
1
36
(
1
64
(p1 + p5 + p7 + p9) +
3
32
(p0 + p2 + p4 + p8) +
9
16
p3
)
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p0
p1
p2
p3
p4p5p6
p7
p8
p9
l41
l51 l3_4
(a) clockwise ordering
p3
p7 p2
p0
p5p4p9
p1
p8
p6
l41l3_4
l51
(b) counterclockwise ordering
Figure 3.15: Face with one boundary edge with two possible situations depending on the
position of the extraordinary vertex p0 (here n = 3): special coefficients
are required for the computation of the limit points l41 , l51 and l3_4 (4).
+
1
9
(
1
16
(p1 + p3 + p4 + p6) +
3
8
(p0 + p5)
)
+
4
9
· 1
4
(p0 + p3 + p4 + p5)
+
1
9
(
1
16
(p0 + p5 + p8 + p9) +
3
8
(p3 + p4)
)
(3.51)
+
1
36
(
1
8
(p4 + p6) +
3
4
p5
)
+
1
9
· 1
2
(p4 + p5)
+
1
36
(
1
8
(p5 + p9) +
3
4
p4
)]
=
745
3456
p0 +
131
6912
p1 +
107
10368
p2 +
383
1728
p3 +
2591
10368
p4 +
1739
6912
p5
+
29
2592
p6 +
1
2304
p7 +
22
2304
p8 +
25
2304
p9 .
The underlined terms contain the subdivision coefficients for curves instead of those
for surfaces. The other two special limit points l51 and l3_4 are computed analogously.
Additionally, the computations for the valences n ∈ {4, 5, 6} can also be done analo-
gously.
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3.2.4 Limit Point Computation for a Face with Two Boundary
Edges
If a face contains two boundary edges, there is only one inner vertex left which may
be an extraordinary one and which is always indexed by 0. For the computation of
the corresponding limit point and the three special limit points l31 , l41 and l51 , a total
number of 2n+ 1 vertices is needed as depicted in Figure 3.16 for n = 3.
p0
p1
p2
p3
p4p5p6
l41l51
l31
Figure 3.16: Face with two boundary edges: special coefficients are required for the
computation of the limit points l31 , l41 and l51 (4).
The computation of the face limit point l41 results in
l41 =
[
1
36
(
1
6
(p1 + p3 + p5) +
1
36
(p2 + p4 + p6) +
5
12
p0
)
+
1
9
(
1
16
(p1 + p2 + p4 + p5) +
3
8
(p0 + p3)
)
+
1
36
(
1
8
(p2 + p4) +
3
4
p3
)
+
1
9
(
1
16
(p1 + p3 + p4 + p6) +
3
8
(p0 + p5)
)
+
4
9
· 1
4
(p0 + p3 + p4 + p5) (3.52)
+
1
9
· 1
2
(p3 + p4)
+
1
36
(
1
8
(p4 + p6) +
3
4
p5
)
+
1
9
· 1
2
(p4 + p5)
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+
1
36
(
1
8
(p3 + p5) +
3
4
p4
)]
=
89
432
p0 +
1
54
p1 +
29
2592
p2 +
211
864
p3 +
343
1296
p4 +
211
864
p5 +
29
2592
p6 .
As in the examples above, the subdivision coefficients for curves are used in the un-
derlined terms, and the computations of the other special limit points l31 and l51 and
for the valences n ∈ {4, 5, 6} are done analogously.
3.2.5 Limit Point Computation for an Inner Face with One or
Two Crease Edges
The limit points of an inner face with one or two crease edges are computed in the
same manner as the limit points of a boundary face with one or two boundary edges.
This can be a simplification as Figure 3.17 shows: the computation of the limit points
corresponding to the face with two creases (marked by ◦) only involves the vertices p0,
. . . , p8, meaning that the edge connecting p2 and p3 and the one connecting p5 and
p6 are treated as if they were creases. For a more accurate calculation, the vertices
p9, p10, p11 and p13, p14, p15 would also have to be taken into account. However,
the simplification is justified by the very low influence of the latter six vertices, and
the number of different settings for the implementation can be highly reduced. The
computation of the limit points corresponding to the faces with one crease (marked by
p0p1
p2 p3 p4
p5
p6p7p8
p9 p10 p11 p12
p13
p14
p15
Figure 3.17: Example for inner faces with one or two crease edges (dashed lines): the
limit points marked by4 are computed in the same manner as the ones of a
face with one boundary edge, see Section 3.2.3, and the limit points marked
by ◦ as the ones of a face with two boundary edges, see Section 3.2.4.
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4) is simplified analogously.
If a face has more than two crease edges or if the two crease edges of a face are
positioned oppositely such that they are not connected to each other, the surface mesh
has to be subdivided once in advance of computing the limit points of the mesh. Again,
this leads to a reduction of cases for the implementation.
3.2.6 Limit Point Computation on the Boundary Curve
The limit points corresponding to the vertices and edges of the boundary curve are
computed separately after looping through the faces of the surface mesh. Figure 3.18
illustrates a segment of a boundary curve. In the following, the computation procedure
for the limit points l1, l2 and l1_2 corresponding to the central boundary edge in the
figure is explained. For this purpose, the crease valence cv(pi) of the vertex pi is
introduced. It denotes the number of boundary and crease edges which are connected
to pi. The crease valence of a boundary vertex is at least two, but if one or more inner
crease edges are connected to a boundary vertex, it becomes three or larger.
p0 p1 p2 p3
l1
l1_2 l2
Figure 3.18: Segment of a boundary curve: the computation of the limit points l1, l2
and l1_2 depends on the crease valences of the vertices p1 and p2.
For the computation of the limit points corresponding to a boundary vertex, two
cases have to be distinguished between, depending on the crease valence of that vertex.
This is now shown for l1 and has to be done for l2 analogously:
1. cv(p1) = 2:
l1 =
1
6
p0 +
2
3
p1 +
1
6
p2 . (3.53)
2. cv(p1) ≥ 3 (vertex is fixed):
l1 = p1 . (3.54)
The coefficients 1
6
, 2
3
, 1
6
in (3.53) are the ones derived for the limit curve of the cu-
bic edge split scheme, see (3.24), equivalent to using the uniform cubic B-spline basis
functions (3.19).
Four cases have to be taken into account for the limit point l1_2 corresponding to the
boundary edge, depending on the crease valences cv(p1) and cv(p2):
1. cv(p1) = 2, cv(p2) = 2:
l1_2 =
1
48
p0 +
23
48
p1 +
23
48
p2 +
1
48
p3 . (3.55)
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2. cv(p1) = 2, cv(p2) ≥ 3:
l1_2 =
[
1
6
(
1
8
(p0 + p2) +
3
4
p1
)
+
2
3
· 1
2
(p1 + p2)
+
1
6
p2
]
=
1
48
p0 +
22
48
p1 +
25
48
p2 .
(3.56)
3. cv(p1) ≥ 3, cv(p2) = 2 (analogous to 2.):
l1_2 =
25
48
p1 +
22
48
p2 +
1
48
p3 . (3.57)
4. cv(p1) ≥ 3, cv(p2) ≥ 3:
l1_2 =
1
6
p1 +
2
3
· 1
2
(p1 + p2) +
1
6
p2 =
1
2
p1 +
1
2
p2 . (3.58)
The coefficients 1
48
, 23
48
, 23
48
, 1
48
in (3.55) again originate from the B-spline basis func-
tions (3.19) and occur in (3.24).
3.2.7 Limit Point Computation on Inner Crease Edges
The computation of limit points corresponding to the vertices and edges of inner creases
is similar to the boundary curve case discussed in Section 3.2.6. The main difference
is the potential existence of vertices of crease valence one, but in the implementation
in this work, these crease ending vertices are treated as if they were of crease valence
zero such that their corresponding limit points are computed while looping through
the faces. However, in addition to the four cases for the computation of a limit point
corresponding to a boundary edge which also apply to the inner crease case, there are
another five cases which are given in the list below. In Figure 3.19, in which inner
crease edges are marked by dashed lines, the setting is depicted exemplarily for the
case cv(p1) = 1, cv(p2) = 2. This case can occur in two different settings as the two
illustrations and case 6 in the list below indicate. For the other cases, the ordering of
the involved vertices is the same. Note that this ordering is arbitrary.
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p0 p1 p2 p3
p4 p5 p6 p7
p8 p9 p10 p11
l1_2
(a) crease edges: (p1, p2) and (p2, p10)
p0 p1 p2 p3
p4 p5 p6 p7
p8 p9 p10 p11
l1_2
(b) crease edges: (p1, p2) and (p2, p3)
Figure 3.19: Possible settings for the computation of the limit point l1_2 corresponding
to an inner crease edge (marked by the dashed lines) with crease valences
cv(p1) = 1 and cv(p2) = 2.
The five additional cases are determined as follows:
5. cv(p1) = 1, cv(p2) = 1:
l1_2 =
[
1
6
(
1
64
(p4 + p6 + p8 + p10) +
3
32
(p0 + p2 + p5 + p9) +
9
16
p1
)
+
2
3
· 1
2
(p1 + p2)
+
1
6
(
1
64
(p5 + p7 + p9 + p11) +
3
32
(p1 + p3 + p6 + p10) +
9
16
p2
)]
=
1
64
p0 +
85
192
p1 +
85
192
p2 +
1
64
p3 +
1
384
p4 +
7
384
p5
+
7
384
p6 +
1
384
p7 +
1
384
p8 +
7
384
p9 +
7
384
p10 +
1
384
p11 .
(3.59)
6. cv(p1) = 1, cv(p2) = 2 corresponding to the situation in Figure 3.19(a):
l1_2 =
[
1
6
(
1
64
(p4 + p6 + p8 + p10) +
3
32
(p0 + p2 + p5 + p9) +
9
16
p1
)
+
2
3
· 1
2
(p1 + p2)
+
1
6
(
1
8
(p1 + p10) +
3
4
p2
)]
=
1
64
p0 +
43
96
p1 +
91
192
p2 + 0p3 +
1
384
p4 +
1
64
p5
+
1
384
p6 + 0p7 +
1
384
p8 +
1
64
p9 +
3
128
p10 + 0p11 .
(3.60)
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An analogous situation is given if the crease edge with the vertices p2 and p10 is
replaced by a crease edge connecting the vertices p2 and p6.
cv(p1) = 1, cv(p2) = 2 corresponding to the situation in Figure 3.19(b):
l1_2 =
[
1
6
(
1
64
(p4 + p6 + p8 + p10) +
3
32
(p0 + p2 + p5 + p9) +
9
16
p1
)
+
2
3
· 1
2
(p1 + p2)
+
1
6
(
1
8
(p1 + p3) +
3
4
p2
)]
=
1
64
p0 +
43
96
p1 +
91
192
p2 +
1
48
p3 +
1
384
p4 +
1
64
p5
+
1
384
p6 + 0p7 +
1
384
p8 +
1
64
p9 +
1
384
p10 + 0p11 .
(3.61)
7. cv(p1) = 2, cv(p2) = 1: analogous to 6.
8. cv(p1) = 1, cv(p2) ≥ 3:
l1_2 =
[
1
6
(
1
64
(p4 + p6 + p8 + p10) +
3
32
(p0 + p2 + p5 + p9) +
9
16
p1
)
+
2
3
· 1
2
(p1 + p2)
+
1
6
p2
]
=
1
64
p0 +
41
96
p1 +
33
64
p2 + 0p3 +
1
384
p4 +
1
64
p5
+
1
384
p6 + 0p7 +
1
384
p8 +
1
64
p9 +
1
384
p10 + 0p11 .
(3.62)
9. cv(p1) ≥ 3, cv(p2) = 1: analogous to 8.
Up to now, semi-sharp creases are not taken into account for the limit point calcula-
tions since all limit points corresponding to crease edges are computed as if these were
infinitely sharp. The exact evaluation of semi-sharp creases as done for visualization
purposes, see for instance [64], is not necessary for the mesh generation process since
the gain of accuracy is small.
3.2.8 Summary of the Requirements and Priorities for the Limit
Point Computation
This section summarizes the requirements that have to be fulfilled for the computation
of points of the limit surface. The following list contains the necessary conditions
regarding the whole mesh:
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• The surface mesh must consist of quadrilateral faces exclusively.
• All extraordinary vertices must be isolated, i.e., each face may contain one ex-
traordinary vertex at most.
In addition, some rules to limit the number of different cases for the implementation
have been introduced:
• An inner face may contain two crease edges at most.
• If an inner face contains two crease edges, these must not be opposite edges.
Hence, the two crease edges must be connected to each other.
• A face with exactly one boundary vertex must not contain any inner crease edges.
• The three inner vertices of a face with exactly one boundary vertex must be
regular, i.e., they must be of valence n = 4.
In contrast to the rules listed above, the following conditions have not been stated yet:
• Faces with one boundary edge may have one additional inner crease edge, but
this crease edge must be connected to one of the two boundary vertices. The
limit points of such a face are calculated using the simplification described in
Section 3.2.7. Faces with two boundary edges must not contain any inner crease
edges.
• Only one end vertex of an inner edge which is not a crease edge may be con-
nected to one or more crease edges, not both end vertices. This is illustrated in
Figure 3.20 which shows a section of a surface mesh.
Figure 3.20: Situation which is not allowed for the limit point computation in this work:
the edge marked by the arrow is not a crease edge, but both end vertices
are connected to crease edges (dashed lines). Hence, the mesh has to be
subdivided once before the limit points can be calculated.
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If one of these conditions is violated, the surface mesh has to be subdivided once and the
conditions have to be checked again. All conditions are fulfilled after two subdivisions
at the latest.
The computation of a limit point corresponding to a face point is always unique.
Usually, this also holds for the limit points corresponding to the edge points and vertices.
However, all limit points are computed face-wise using one of the coefficient matrices
set up for the cases described in Sections 3.2.1 to 3.2.4, but usually only if they have
not been computed from another face before. Hence, it makes a difference for some
cases from which face an edge or vertex limit point is calculated. As an example, the
situation depicted in Figure 3.17 can be considered again: if the limit point for the
edge connecting p0 and p3, marked by the leftmost ◦, is computed from the central
left face with the vertices p0, p1, p2 and p3, the coefficient matrix for a standard inner
face without any crease or boundary vertices is used. On the other hand, if this point
is computed from the central face with the vertices p0, p3, p4 and p5, the coefficient
matrix for a face with two boundary edges is applied according to Section 3.2.5, leading
to a more accurate result, even though the above-mentioned simplification is applied.
Hence, a priority list for all faces of the current surface mesh is determined to compute
the limit points in the best order:
1. faces with two boundary edges
2. faces with one boundary edge
3. inner faces which may contain a boundary vertex but no crease edges
4. inner faces with one or two crease edges which are allowed to overwrite previous
results
Finally, the remaining limit points corresponding to the boundary curve and the ones
corresponding to inner creases are determined.
3.3 Three-Dimensional Subdivision Based on the
Catmull-Clark Method
Since the surface meshes are to be extended to volume meshes by constructing an offset
as well as a far-field mesh, an extension of the rules for Catmull-Clark subdivision
surfaces to rules for volumes is needed. In 1996, Joy and MacCracken [36] were the
first to formulate such rules by directly generalizing them from the surface case. Bajaj
et al. [37] tried a different approach: they wanted to analyze the smoothness of the
resulting volume mesh. Therefore, they factored the tricubic subdivision process into
trilinear subdivision followed by averaging. Overall, this leads to a different formulation
of the rules. In this work, a combination of both is used since the vertex recomputation
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formula developed by Joy and MacCracken does not consider an adjustment for the
number of edges a vertex is connected to. The generalization of the surface rules leads
to the restriction that the volume mesh has to contain only hexahedra composed of
eight vertices, six faces and twelve edges. This is guaranteed in this approach if the
surface mesh consists of quadrilaterals exclusively before the volumetric cells of the
offset mesh are constructed. Since the first Catmull-Clark subdivision always provides
a quadrilateral mesh, this requirement can be fulfilled easily. The extraordinary vertices
of the surface mesh become extraordinary edges in the volume mesh, resulting in C0-
continuity away from the surface mesh. For the purpose of flow simulations, this is
sufficient since a nested mesh hierarchy allowing for adaptive flow simulations can be
created, see Sections 5.1 and 6.2.
The first three subdivision rules for volumes in the following list are the ones presented
by Joy and MacCracken, whereas the fourth rule is taken from Bajaj et al.:
1. For each volumetric cell, add a point given by the average of the eight cell ver-
tices pi:
c =
1
8
7∑
i=0
pi . (3.63)
2. For each face, add a point given by a weighted average of the two new adjacent
cell points cleft, cright and the face centroid fc:
f =
1
4
(cleft + 2 fc + cright) . (3.64)
3. For each edge, add a point given by a weighted average of the edge midpoint ec,
the average c˜ of the new adjacent cell points and the average f˜c of the adjacent
face centroids:
e =
1
n
(c˜+ 2 f˜c + (n− 3) ec) , (3.65)
where n denotes the number of adjacent faces.
4. Move each old vertex to a new position:
pnew =
∑
qi ∈ ring(p)
33−dim(qi,p)
43 val(p)
val(qi,p)qi (3.66)
with ring(p) denoting the set of vertices qi connected to p by a cell, a face or an
edge. The vertex p itself is stored in ring(p), too. The number of cells containing p
is given by val(p), whereas val(qi,p) is the number of cells containing both qi
and p. The connection between qi and p is specified by dim(qi,p) which is 0 if
qi = p, 1 if qi and p lie on a common edge, 2 if they only lie on a common face
or 3 if they only lie in a common cell.
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5. Build the new edges by splitting the old ones, connecting the new face points
to the new adjacent edge points and connecting the new cell points to the new
adjacent face points. For one old cell, this leads to eight new cells instead of the
old one, twelve new faces connecting the eight new cells to each other and 24 new
faces instead of the six old faces bounding the old cell.
The faces, edges and vertices lying on the bounding surfaces of the volume mesh are
treated as described for the surface case in Section 3.1.
Inner volume faces, which are the faces not lying on the inner or outer bounding
surface, can be tagged to be special faces. These are needed later for the construction
of an offset mesh, see Section 5.2. The subdivision rules for these special faces differ
from the standard rules (3.64) to (3.66): for an edge of a special face, the sum of
special faces being connected to the edge is computed. If this sum is larger than two,
the edge point is computed using the curve rule (3.4) and tagged to become a fixed
vertex for further subdivisions. If the sum equals two, the edge point is calculated by
applying the surface rule (3.2) and tagged to become a vertex to which the surface vertex
recomputation rule (3.3) is applied for further subdivisions, i.e., f˜ and e˜c are computed
using only face points and edge midpoints belonging to the adjacent special faces. The
volume rule (3.64) for the face point insertion is replaced by the corresponding surface
rule (3.1), and, analogously to the edge point insertion with a tag sum of two, the face
point is tagged to become a vertex for which the surface vertex recomputation rule (3.3)
is used.
If the three-dimensional Catmull-Clark rules are applied to a volume mesh at subdi-
vision level k, the following numbers of cells (|C|), faces (|F |), edges (|E|) and vertices
(|V |) at the new subdivision level k + 1 are obtained:
|Ck+1| = 8 |Ck| ,
|Fk+1| = 12 |Ck|+ 4 |Fk| ,
|Ek+1| = 6 |Ck|+ 4 |Fk|+ 2 |Ek| ,
|Vk+1| = |Ck|+ |Fk|+ |Ek|+ |Vk| .
(3.67)
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The first goal of the mesh generation process presented in this work is the construction
of a surface mesh as a control mesh for a Catmull-Clark surface which approximates a
given B-spline geometry. This control mesh will be converted into a B-spline control
mesh later, see Section 5.4, such that the corresponding B-spline surface is described by
a reparametrization of the given B-spline surface. Such a reparametrization is usually
necessary to make the B-spline representation of the geometry in the flow field suitable
for numerical flow simulations since the original parametrization which can have gaps or
overlaps is converted into a watertight parametrization with a homogeneous distribution
of control points.
This chapter demonstrates how a Catmull-Clark surface approximating a given B-
spline surface can be generated by an iterative surface fitting technique. The approach
is demonstrated for two examples of half models of airplane wings, each being con-
nected to a simplified fuselage. These B-spline geometries are described in detail in
Section 4.1. For the surface mesh generation, at first an initial surface polyhedron has
to be constructed, roughly approximating the given B-spline surface, see Section 4.2.
This is the first part of the mesh generation process as it is depicted in Figure 1.1. After
that, the iterative surface meshing process can be started. The first two iteration steps
have been described in Sections 3.1 and 3.2, respectively. In iteration step 3, the limit
points of the current surface mesh are projected onto the given B-spline target surface.
The projection algorithm is demonstrated in Section 4.3. Iteration step 4 approximates
the projected limit points, see Section 4.4. It provides new surface mesh control points
with improved approximation properties for the next iteration loop such that the limit
surface corresponding to the new control mesh better approximates the target surface.
Optionally, the surface mesh obtained by the approximation step can be improved
by smoothing the mesh without shrinking it, as described in Section 4.5, or by applying
parameter correction steps, i.e., by repeatedly applying the iteration steps 2 to 4 to
obtain better approximation results without an intermediate subdivision of the mesh.
Further improvements of the whole mesh generation process can be achieved if the
polyhedron is prepared prior to the first iteration loop. This preparation step, including
an algorithm for the automatic detection of sharp creases, is discussed in Section 4.6.
Resulting surface meshes for the wing-fuselage half models after different numbers of
iterations are illustrated in Section 4.7, including a demonstration of the improvements
obtained by smoothing or parameter correction. A study of the convergence behavior
of the iterative surface meshing process for the approximation of the surface of a sphere
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and of the wing-fuselage test cases is presented in Section 4.8.
Apart from the manual construction of an initial polyhedron and some knowledge
regarding the B-spline surface which has to be given in a parameter list, see Section 4.3,
all introduced methods of the iterative process and for improving the meshing results
operate automatically.
4.1 Test Cases: Airplane Wings and Simplified
Fuselage
The newly developed surface mesh generation process is demonstrated based on two
test cases. The first one originates from the sub-project High Reynolds Number Aero-
Structural Dynamics (HIRENASD) of the collaborative research center SFB 401 Flow
Modulation and Fluid-Structure Interaction at Airplane Wings at RWTH Aachen Uni-
versity, see [65]. It is described in Section 4.1.1 and referred to as wing-fuselage con-
figuration in the following. The second test case comes from the follow-up project
Aero-Structural Dynamics Methods for Airplane Design (ASDMAD), see [66]. It is pre-
sented in Section 4.1.2 and called wing-winglet-fuselage configuration. More information
on the construction of the B-spline geometries can be found in [50].
4.1.1 Wing-Fuselage Configuration
This geometry represents a half model of a wing-fuselage configuration and consists of
three untrimmed B-spline patches defining the simplified fuselage, the wing and the wing
tip, respectively. The whole surface and the knot isolines are depicted in Figure 4.1.
uF,min = 0,
uF,max = 1.2
uF = 0.3
uF = 0.6
vF,min = −0.2
uW = 0.5
uW,min = 0, uW,max = 1
vW = 2
vW = 1
vW,min = 0,
vT,min = 1
vT,max = 1
vF,max = 1, vW,max = 3
Figure 4.1: B-spline surface consisting of three patches and representing a half model
of a wing-fuselage configuration, index F : fuselage, W : wing, T : wing tip.
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order order no. of knots no. of knots no. of control points
u-dir. v-dir. u-dir. v-dir. (m− p+ 1)
p q m+ 1 n+ 1 ·(n− q + 1)
fuselage 4 4 27 14 23 · 10 = 230
wing 4 2 53 6 49 · 4 = 196
wing tip 4 3 53 6 49 · 3 = 147
Table 4.1: Parameters of the B-spline patches for the wing-fuselage configuration.
The B-spline patches are constructed using the parameters listed in Table 4.1. These
parameters can be read in from an IGES (Initial Graphics Exchange Specification) [67]
or a STEP (Standard for the Exchange of Product model data) [68] file describing the
B-spline geometry.
The wing corresponds to a three-parted back-swept BAC 3-11 airfoil cruise configu-
ration with a rounded tip, see [69]. It is untwisted, i.e., leading and trailing edge lie in
a common plane. The fuselage has been placed between the wing and the wind tunnel
wall to diminish the influence of the wall on the fluid flow. The patch representing the
fuselage is modeled as an elliptical GC2 surface. It is periodic in u-direction (uF,min = 0,
uF,max = 1.2) and ranges in v-direction from the symmetry plane (vF,min = −0.2) to
the wing connection (vF,max = 1). The wing is constructed similarly: it is periodic in
u-direction (uW,min = 0, uW,max = 1), whereas the v-direction starts at the connection
curve to the wing tip (vW,min = 0) and ends at the wing to fuselage connection curve
(vW,max = 3). The trailing edge of the wing is slightly rounded. At vW = 1 and vW = 2,
the wing has sharp crease curves such that the trailing edge exhibits kinks at these
positions. Away from the sharp creases, the wing is constructed as a GC2 surface and
additionally smoothed. The wing tip with a continuously differentiable connection to
the wing is also modeled periodically in u-direction (uT,min = 0, uT,max = 1). The
v-direction starts at the connection curve (vT,min = 0) and ends in a line at the end of
the tip (vT,max = 1). All knot vectors are clamped.
The original wing which has been constructed for wind tunnel tests has a span of
1.28571m, measured without the wing tip. Together with the simplified fuselage, the
span increases to 1.375m. The mean aerodynamic chord is cref = 0.3445m and the
plan-view area Aref = 0.39255m2. The distance from the wing to fuselage connection
to the kink at v = 2 in the trailing edge is 0.28571m, and the distance to the other kink
at v = 1 adds up to 0.8m. The simplified fuselage has a maximum width of 1.63m and
a maximum height of 0.367m.
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4.1.2 Wing-Winglet-Fuselage Configuration
The wing-winglet-fuselage configuration is similar to the first geometry without the
winglet. Figure 4.2 shows the whole geometry together with the knot isolines, and
Table 4.2 lists the parameters for the B-spline patches.
uF,min = 0,
uF,max = 1.2
uF = 0.3
uF = 0.6
vF,min = −0.2
uW = 0.5
uW,min = 0, uW,max = 1
vW = 1
vW,min = 0, vL,min = 0
vT,max = 1
vL,max = 1,
vT,min = 0
vF,max = 1, vW,max = 2
Figure 4.2: B-spline surface consisting of four patches and representing a half model of a
wing-winglet-fuselage configuration, index F : fuselage, W : wing, L: winglet,
T : wing tip.
order order no. of knots no. of knots no. of control points
u-dir. v-dir. u-dir. v-dir. (m− p+ 1)
p q m+ 1 n+ 1 ·(n− q + 1)
fuselage 4 4 27 14 23 · 10 = 230
wing 4 2 49 5 45 · 3 = 135
winglet 4 4 49 20 45 · 16 = 720
wing tip 4 3 49 6 45 · 3 = 135
Table 4.2: Parameters of the B-spline patches for the wing-winglet-fuselage configura-
tion.
The fuselage is exactly the same as the one of the wing-fuselage configuration, but for
this work, the wing has been modified: its trailing edge is sharp to create another setting
regarding the implemented projection and mesh generation techniques, see below. The
use of a sharp trailing edge instead of the rounded one leads to a lower number of
control points in the periodic u-direction. The v-direction ranges from vW,min = 0 at
the connection to the winglet to vW,max = 2 at the connection to the fuselage. The
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crease curves on the wing are positioned at vW = 0 and vW = 1, respectively. The
patch for the winglet is modeled as a GC2 surface. It is periodic in u-direction with
uL,min = 0 and uL,max = 1. The v-direction starts at vL,min = 0 at the GC2 connection
to the wing and ends at vL,max = 1 at the continuously differentiable connection to the
wing tip (vT,min = 0). The v-direction of the wing tip still ends in a line at the end of
the tip (vT,max = 1), and the u-direction is still periodic (uT,min = 0, uT,max = 1). Again,
all knot vectors are clamped. The winglet has been modeled such that the wing-span
remains 1.28571m.
4.2 Manual Construction of an Initial Surface
Polyhedron
As a starting point for the generation of a surface mesh, an initial polyhedron has to
be defined. This is done by giving the vertex coordinates of the polyhedron and the
face connectivity by determining for each face the vertices which belong to the face. In
addition, edges can be tagged to be creases together with setting the number of subdivi-
sions for which they stay crease edges. This allows for modeling semi-sharp creases. The
initial polyhedron should roughly approximate the given target surface to ensure that
the projection algorithm, see Section 4.3, leads to reasonable results. It may contain
vertices of different valences n ∈ {3, 4, 5, 6} and faces being triangles, quadrilaterals,
pentagons or hexagons. Apart from that, there are no further restrictions regarding the
initial polyhedron. As explained in Section 3.1, the Catmull-Clark subdivision rules
are applicable to meshes of arbitrary topological type and the evaluation of the limit
surface, as implemented in this work, can be done after two subdivisions at the latest.
4.2.1 Wing-Fuselage Configuration
For the wing-fuselage configuration, an initial polyhedron consisting of 308 vertices and
293 faces has been constructed. Therefore, a few vertices have to be set manually, but
techniques like sweeping along the wing can be used to support the construction. The
polyhedron is depicted in Figure 4.3(a) together with the given B-spline surface. It is
used as the basis for the generation of a volume mesh for the numerical flow simulations
described in Chapter 6. All faces are quadrilaterals. 14 crease edges are defined to model
the wing to fuselage connection curve and another 28 on the wing to model the crease
curves at vW = 1 and vW = 2, respectively. One additional crease edge is positioned
close to the trailing edge corner on the wing tip. This crease helps to approximate the
corner since the smoothing and shrinking behavior of the Catmull-Clark method would
round it too much. The bold edges in Figure 4.3(a) are the crease and boundary edges.
The two points of valence n = 5 on the fuselage in front of the wing leading edge and
the corresponding two points behind the wing trailing edge, again of valence n = 5,
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(a) wing-fuselage configuration
(b) wing-winglet-fuselage configuration
Figure 4.3: Initial polyhedra as starting point for the construction of control meshes for
Catmull-Clark surfaces approximating the given B-spline surfaces.
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have been put close to the wing to ensure a good cell quality later when cells connected
to both the fuselage and the wing are generated: the farther away from the wing these
points are located, the more the cells are distorted. This can be better understood by
having a look at the offset cell generation techniques implemented in this work, see
Section 5.2. Out of a similar reason, the first ring of points around the wing has been
inserted close to the fuselage: it guarantees that the cells in this region are not too
stretched in span-wise direction. That could lead to problems regarding numerical flow
simulations since this region has to be highly resolved due to the boundary layer evolving
from the wing and the fuselage. For more information on volume mesh requirements and
boundary layer theory, see Sections 5.1 and 6.1.4, respectively. The above-mentioned
four points of valence n = 5 around the wing (two at the leading and two at the trailing
edge) ensure that the resulting mesh is an O-type mesh regarding the wing.
At the wing tip and the fuselage, the polyhedron contains faces which have two
extraordinary vertices, i.e., the extraordinary vertices are not isolated. In addition,
there are faces on the wing with two opposite crease edges. Hence, the polyhedron has
to be subdivided once before points of the Catmull-Clark limit surface can be computed.
4.2.2 Wing-Winglet-Fuselage Configuration
The initial polyhedron for the wing-winglet-fuselage configuration is depicted in Fig-
ure 4.3(b). It contains 173 vertices and 161 faces. The main difference in the modeling
of the wing and the fuselage compared with the configuration without winglet arises
from the modification of the trailing edge introduced for this work: since the trailing
edge of the B-spline surface is sharp, it is modeled with one instead of two lines in
the initial polyhedron. Hence, only three points of valence n = 5 are placed on the
fuselage around the wing, leading to a C-type mesh regarding the wing. Hence, the
implemented surface mesh generation techniques can be tested for an O- as well as for
a C-type mesh. The sharp creases on the wing are similar to those for the wing-fuselage
configuration. Two crease edges have been added on the wing tip, joining on the trailing
edge. If the trailing edge is later detected to be a sharp crease, see Section 4.6, the
corner point has three adjacent sharp edges and, hence, is treated as a fixed vertex for
subdivisions. Again, this improves the approximation of the corner which otherwise
would be rounded, see above. The three rings of points around the winglet should
guarantee a sufficient resolution of the curvature of the winglet.
4.3 Projection of Catmull-Clark Limit Points onto
B-Spline Surfaces
The limit points which have been computed in iteration step 2 of the mesh generation
process according to Figure 1.1 can be projected onto the given B-spline surface. For a
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given surface or patch s and a limit point li, the projection task can be written as
li → lsi . (4.1)
In this work, the surface or patch s is given by a B-spline representation
x(u, v) =
m−p∑
i=0
n−q∑
j=0
pi,j Ni,p,U(u)Nj,q,V (v) (4.2)
as described in Section 2.3, with (m−p+ 1) · (n− q+ 1) control points and the B-spline
basis functions Ni,p,U(u) and Nj,q,V (v) of order p and q, respectively. Together with
the knot vectors U and V , points x(u, v) and partial derivatives xu(u, v), xv(u, v) and
xuv(u, v) can be evaluated by applying de Boor’s algorithm [38]. Given such a B-spline
representation, the projection task is to search for parameter values ui and vi for each
limit point li such that
‖x(ui, vi)− li‖2 = min
u,v
‖x(u, v)− li‖2 . (4.3)
For solving this distance minimization problem, the Nelder-Mead optimization algo-
rithm [23] is applied. It is simple to understand and to implement, does not need any
derivatives and is very robust. Furthermore, it can be adapted to the use with other
than B-spline surfaces easily. Disadvantages are that no proof of convergence exists
and that it is only a first-order algorithm. For a higher performance, the implemen-
tation of a different method such as the second-order approach presented by Hu and
Wallner [70] could be thought of. However, the typical generation time for a complete
block-structured B-spline volume mesh with the tool of this work is in the order of
a minute, whereas a flow simulation can take a week or even more. Hence, the gain
in performance by using a second-order approach is negligible. In addition, defining
suitable initial values often is a problem such that the local convergence for the first
projection of limit points onto the target surface could not be guaranteed. Of course,
this also holds for the Nelder-Mead method, but due to the robustness of the algorithm,
this turns out to be unproblematic in practice.
The starting point of the algorithm is the construction of an initial simplex, which
in this two-dimensional case is a triangle in (u, v)-space, for each limit point around
the initial values (u0, v0) which have to be set once prior to the first projection. For
each further projection, far better initial values can be calculated, being closer to the
resulting values. This is explained below. In the first step of the Nelder-Mead algorithm,
the distances dj = ‖li − x(uj, vj)‖2, j = 0, 1, 2, between the limit point li and the B-
spline surface points x(uj, vj), calculated for the triangle points yj = (uj, vj)T , are
computed. This determines the best (b), the second-best (sb) and the worst (w) point
of the triangle:
db = min
j
dj , dsb = min
j 6=b
dj , dw = max
j
dj , j = b, sb, w . (4.4)
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The corresponding triangle points are denoted by yb = (ub, vb)T , ysb = (usb, vsb)T and
yw = (uw, vw)
T , respectively. After that, the midpoint
ym =
1
2
∑
j 6=w
yj , j = b, sb, w (4.5)
of the triangle edge opposite the worst point is computed. This leads to the reflection
point
yr = 2ym − yw . (4.6)
Depending on the distance dr of x(ur, vr) to the limit point, the triangle is changed by
applying the following rules:
• If dr < dsb, replace yw with yr and restart the algorithm at the first step.
• If dsb ≤ dr < dw, compute the contraction point
yc =
1
2
(ym + yr) . (4.7)
– If dc < dr, replace yw with yc and restart the algorithm at the first step.
– If dc ≥ dr, perform a shrinking transformation, see below.
• If dr ≥ dw, compute the contraction point
yc =
1
2
(ym + yw) . (4.8)
– If dc < dw, replace yw with yc and restart the algorithm at the first step.
– If dc ≥ dw, perform a shrinking transformation, see below.
• Shrinking transformation: compute two new points
y1 =
1
2
(yb + ysb) , y2 =
1
2
(yb + yw) (4.9)
and replace ysb with y1 and yw with y2. Restart the algorithm at the first step.
The algorithm is terminated if all three side lengths of the Nelder-Mead triangle are
smaller than a threshold. The finer the mesh is, i.e., the smaller the distances between
the vertices and, hence, the limit points are, the smaller the threshold value has to be.
Since a prediction for a good choice of the threshold value is difficult, it is set to 10−10
in this work. Due to the good initial values for u and v, the additional computational
cost induced by this small value is of inferior significance.
Dealing with B-spline surfaces composed of several patches requires a few modifica-
tions of the projection algorithm, especially regarding the patch boundaries. Therefore,
some parameters are needed which are read in from the geometry file or given by the
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user. The following considerations have been made for projecting points onto collections
of untrimmed B-spline patches. However, after a few minor modifications, the imple-
mentation should also be suitable for trimmed surfaces for which overlapping patches
have to be taken into account. The required parameters are summarized in the following
list:
• The number of patches and the B-spline surface input files which contain the knot
vectors in u- and v-direction and the control points are read in.
• Patch boundary coordinate direction x, y or z and the corresponding minimum
and maximum control point coordinate value (user-given): these values are needed
to decide to which patch a point belongs. This is only done once prior to the first
projection such that each limit point is assigned to a B-spline patch. An example
is the wing of the wing-fuselage configuration for which the z-coordinates (span-
wise direction) of all control points lie between z = 0 and z ≈ 1.286. All limit
points with z-coordinate in that range are chosen to belong to the wing patch,
the limit points with smaller z-coordinate to the fuselage and the ones with larger
z-coordinate to the wing tip.
• Initial parameter values u0i and v0i for the first projection (user-given): the initial
parameter values u0i and v0i for each limit point li are set depending on the position
of the point. Therefore, the crucial coordinate direction x, y or z and the ranges for
which the particular initial value is applied are defined. The wing, for instance,
is constructed such that the trailing edge lies at y ≈ 0. Due to the periodic
definition in u-direction, the lower side of the wing starts at the trailing edge with
the parameter value uW,min = 0 and ends at the leading edge at uW ≈ 0.5, and
the upper side starts at uW ≈ 0.5 and ends at the trailing edge at uW,max = 1.
The initial coordinate direction is then chosen to be y. All limit points assigned
to the wing with y ≥ 0 get the initial value u0W,i = 0.75 and the ones with y < 0
the initial value u0W,i = 0.25 for the first projection. For the fuselage and the
wing tip, the initial values for u are also set based on the coordinate value in
y-direction. The crucial coordinate direction for all initial values for v (v0W,i, v0T,i
and v0F,i) is the span-wise direction z. However, this implementation is somewhat
special since, for instance, the distinction between an upper and a lower side is
not necessarily possible.
One alternative method for the definition of initial values would be to project
one noncritical point onto the given surface and to recursively define initial values
for the adjacent points, based on the parameter values of the already projected
neighbors. A noncritical point would be one in a region away from patch bound-
aries and high curvature. A second alternative would be to create a very coarse
triangulation of the given surface and to find the nearest triangle point for each
point which is to be projected.
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An initial Nelder-Mead triangle40i corresponding to a limit point li is composed of
the points y40i ,0 =
(
u0i − d, v0i − 12 d
)
, y40i ,1 =
(
u0i , v
0
i +
(√
3− 1
2
)
d
)
and y40i ,2 =(
u0i + d, v
0
i − 12 d
)
such that the triangle is equilateral. A reasonable choice for d
is a fraction, e.g., one tenth, of the average edge length of the edges belonging to
the corresponding patch or to the whole mesh. If an initial triangle point exceeds
one or more patch boundaries, it is reset to fit into the patch at the particular
boundaries.
• Constant parameter values uconst and vconst (user-given): constant parameter
curves to which the projected limit points are fixed in the first projection step can
be defined. For the wing-fuselage configuration, there are four such curves: the
fuselage boundary at the symmetry plane, the wing to fuselage connection and
two curves on the wing starting and ending at the kinks of the trailing edge. For
fixing points to these curves, parameter ranges in which the point is moved to the
curve have to be given, e.g., for one of the kink curves on the wing, the constant
parameter is vW,const = 2 and a range of vW,1 = 1.75 to vW,2 = 2.25 could be de-
fined. If a limit point li is projected to a position with the parameter vW,i in the
given range, e.g., vW,i = 2.1, it is moved to its new position with the parameter
vW,i,const = 2. As mentioned above, this is only done in the first projection step.
For later projections, the points with a constant parameter are not allowed to be
changed regarding that parameter. They are only allowed to be moved along the
curve. If in a subdivision step an edge point is inserted for an edge with both
vertex limit points belonging to a fixed curve, the new edge limit point is also set
to lie on that curve.
• The patch boundaries regarding the knot vectors, i.e., the minimum and maximum
parameter values umin, umax, vmin and vmax of each patch, are read in. These are
needed to decide how to transform the Nelder-Mead triangle if it approaches and
exceeds a patch boundary, see below.
• Patch boundary type (user-given):
– Border: if the Nelder-Mead triangle is transformed such that one of its points
exceeds a patch border, the point is reset to lie at the patch border. For
the wing-fuselage test case, this condition occurs for the wing patch at the
connection to the fuselage. The same applies to the fuselage patch which in
addition has a border at the symmetry plane.
– Periodic (can be read in from an IGES or a STEP geometry file): in the
two examples, all patches are periodic in u-direction such that x(umin, v) =
x(umax, v) for v ∈ [vmin, vmax]. In the case of the wing, this means x(0, vW ) =
x(1, vW ), defining a line located at the trailing edge. If one point of the
Nelder-Mead triangle exceeds the patch boundary in the periodic direction,
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it has to be decided whether it stays on the same side or changes the side
such that the triangle has to be reconstructed.
As an example, consider the wing again: starting at the trailing edge at
uW,min = 0, the knot isolines for v = const. run along the lower side of the
wing to the upper side where they end at the trailing edge at uW,max = 1.
If u4i,j is smaller than zero for a Nelder-Mead triangle point y4i,j with
j ∈ {0, 1, 2}, i.e., the triangle approaches and exceeds the periodic boundary
from the lower side of the wing, it has to be decided whether the triangle
is kept at the lower side or moved to the upper side. The case u4i,j > 1 is
treated analogously.
Since the following considerations apply to all periodic patches, the index
for the patch is omitted. At first, with ubound = umin or ubound = umax, the
optimal position of the point on the line x(ubound, v) for v ∈ [vmin, vmax] is
searched for, i.e., finding the position on the periodic border line with the
minimum distance to the considered limit point li. This can be written as
‖x(ubound, vi,line)− li‖2 = min
v
‖x(ubound, v)− li‖2 (4.10)
and solved by applying a one-dimensional Nelder-Mead algorithm. If in the
wing-fuselage example
(li − x(ubound, vi,line)) · xu(ubound, vi,line) > 0 (4.11)
is fulfilled, the limit point has to be projected to the lower side of the wing
and otherwise to the upper side. This is shown schematically in Figure 4.4
which also demonstrates that the unit normal vectors for x(umin, vi,line) and
x(umax, vi,line) are the same and that xu(umin, vi,line) differs from xu(umax, vi,line)
just by a scaling factor. This is only fulfilled for the rounded trailing edge
of the wing-fuselage configuration.
li
n(x(umin, vi,line))
= n(x(umax, vi,line))
xu(ubound, vi,line)
= xu(umin, vi,line)
= txu(umax, vi,line)
x(ubound, vi,line)
Figure 4.4: Rounded periodic patch boundary: the limit point li has to be projected to
the lower side if (li − x(ubound, vi,line)) · xu > 0.
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li
n(li)
n(x(umin, vi,line))
n(x(umax, vi,line))
Figure 4.5: Sharp periodic patch boundary: the limit point li has to be projected to the
lower side if n(li) · n(x(umin, vi,line)) > n(li) · n(x(umax, vi,line)).
The trailing edge of the wing-winglet-fuselage configuration is sharp such
that the unit normal vectors for x(umin, vi,line) and x(umax, vi,line) are not
equal to each other and xu(umin, vi,line) and xu(umax, vi,line) point into different
directions. Figure 4.5 demonstrates this situation in which the test (4.11) is
replaced by
n(li) · n(x(umin, vi,line)) > n(li) · n(x(umax, vi,line)) , (4.12)
where the unit normal vector n(x(ui, vi)) at a projected point lsi = x(ui, vi)
can be computed by
n (x(ui, vi)) =
xu(ui, vi)× xv(ui, vi)
‖xu(ui, vi)× xv(ui, vi)‖2 (4.13)
and n(li) denotes the unit normal vector of the limit point li. Methods for
the calculation of the normal vectors n(li) are discussed in Section 4.3.1.
If the condition (4.11) or (4.12), respectively, is fulfilled, the limit point
has to be projected to the lower side of the wing. If u4i,j < umin and the
side has to be changed, a new Nelder-Mead triangle is constructed at the
other side with the three points yˆ4i,0 = (umax, vi,line − ls), yˆ4i,1 = (umax −√
3 ls, vi,line) and yˆ4i,2 = (umax, vi,line + ls), where ls is the scaled side length
ls =
1
4
(u4i,max − u4i,min) of the old triangle. If u4i,j > umax, the new points
are defined by yˆ4i,0 = (umin, vi,line − ls), yˆ4i,1 = (umin +
√
3 ls, vi,line) and
yˆ4i,2 = (umin, vi,line + ls). Testing for
‖li − x(yˆ4i,1)‖2 < ‖li − x(yˆ4i,0)‖2 and ‖li − x(yˆ4i,1)‖2 < ‖li − x(yˆ4i,2)‖2
(4.14)
provides a check if the new triangle is small enough. If it is small enough, it
will stay at the correct side until the Nelder-Mead algorithm has converged.
If the triangle is too large, ls is decreased, a new triangle is constructed and
the check is done again. Not doing this would cause the triangle to try to
immediately jump back to the side it just came from.
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Of course, all the considerations discussed above analogously apply for the
periodic case v = vbound.
– Jump inside of a patch: a patch boundary can lie inside of a patch, e.g.,
the line vT,max = 1 on the wing tip. If a Nelder-Mead triangle exceeds
such a line, the triangle is reset at the other side of the line. In the ex-
ample of the wing tip, the Nelder-Mead triangle is recomputed if the pa-
rameter v4i,j of the triangle point y4i,j = (u4i,j, v4i,j) is larger than one.
The new triangle is constructed by computing the three points yˆ4i,0 =(
umax − u4i,j − v4i,j−vmax√3 , vmax
)
, yˆ4i,1 = (umax − u4i,j, 2 vmax − v4i,j) and
yˆ4i,2 =
(
umax − u4i,j + v4i,j−vmax√3 , vmax
)
. This only works if the other pa-
rameter direction, in this case u, is periodic. The computations for an inner
patch boundary in u-direction are done analogously.
– Jump to an adjacent patch: points can be allowed to be projected to an
adjacent patch. In the wing-fuselage example, such a patch boundary can
be found at the transition from the wing to the wing tip which is not fixed.
If a triangle point in a patch P1 has a parameter value v4i,j < vP1,min or
v4i,j > vP1,max, this point is reset to belong to an adjacent patch P2 with the
new value vP2,min +
0.01
c
or vP2,max − 0.01c , depending on the patch boundary
parameter value of P2. The variable c is set to one in the beginning and
increased by one with each further iteration of the projection algorithm. This
guarantees convergence by preventing the triangle from infinitely jumping
back and forth between the patches. The v-values of the other two triangle
points are reset to the corresponding border values vP2,min or vP2,max. The
computations only work if the other parameter direction, in this case u,
has the same parametrization. In the example, both adjacent patches are
periodic with the parameter range 0 ≤ u ≤ 1. Otherwise, the u-values of the
triangle points would also have to be reset to construct the new Nelder-Mead
triangle. Again, all computations are done analogously for a patch boundary
in u-direction.
If the surface mesh is subdivided (iteration step 1 of the surface meshing process),
initial parameter values u0i and v0i for the next projection are needed for the limit points
corresponding to the newly inserted vertices which are the edge and face points of the
subdivision step. These values are set to be the ones of the corresponding edge and face
limit points of the last projection. After the subsequent computation of limit points
(iteration step 2), additional initial values are needed: a new edge limit point gets its
initial values by taking the average of the parameter values of the two edge vertices.
Analogously, the initial values for a new face limit point are set by taking the average
of the parameter values of the four face vertices. Only if a patch boundary crosses
the considered edge or face, the initial values are set differently: instead of taking
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li
lsi = x(ui, vi)
Figure 4.6: A limit point in a convex region which lies inside of the target surface can
be projected to a wrong position. The same applies for a limit point in a
concave region lying outside of the surface.
the average, the parameter values of only one of the two edge vertices or one of the
four face vertices are taken. The following example for the wing tip of the wing-fuselage
configuration shows why this is necessary: if two vertices of a face lie above the constant
parameter line vT,const = 1 and the other two below that line, the four u-parameters
could for instance be 0.24, 0.26, 0.74 and 0.76, leading to an average value of 0.5 for
which the B-spline point is not positioned in the near vicinity of the face. Hence, the
average would be a bad choice in this case.
For the projection of limit points onto the target surface in regions with a high
curvature, special care has to be taken. It has to be made sure that limit points in
convex regions of the mesh such as the trailing edge of the wing always lie outside
of the target surface to guarantee good projection results. This is demonstrated in
Figure 4.6 representing a slice through a trailing edge of a B-spline surface and of a
surface mesh with its limit points: the limit point li should be projected onto the trailing
edge of the surface, illustrated by the right arrow, but it lies inside of the target surface.
In such a case, the distance to another position than the trailing edge could be smaller,
as the left arrow shows. Hence, the limit point would be projected to the wrong position
x(ui, vi). Depending on the initial values for the projection, it could also be projected
to the lower side. A similar behavior occurs if a limit point in a concave region of the
mesh such as the wing to fuselage connection curve lies outside of the target surface.
The problem is solved by testing if
κmax(li)n (x(ui, vi)) · (x(ui, vi)− li) > 0 (4.15)
after the projection of li onto the surface, i.e., after the Nelder-Mead algorithm has
converged for li. The principal curvatures κ1(li) and κ2(li) at the limit point li determine
κmax(li) by
κmax(li) =
{
κ1(li) if |κ1(li)| ≥ |κ2(li)|
κ2(li) else
. (4.16)
In the implementation in this work, a region is detected to be convex if κmax < 0 and
to be concave if κmax > 0. The algorithms for the computation of κ1,2 are described
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li
x
n(x)
x− li
κmax(li) < 0
Figure 4.7: Violation of condition (4.15): the limit point li is projected to the wrong
position x on the target surface.
in Section 4.3.1. Condition (4.15) is illustrated in Figure 4.7, showing a close-up of
the trailing edge depicted in Figure 4.6. The dependence on (ui, vi) is omitted for x
and n(x).
A second problem arises in regions with a high convex curvature in one principal
direction and a high concave curvature in the other direction. In the examples, this
situation occurs on the wing to fuselage connection curve (concave) near the trailing
edge (convex). If in such a case κmax is larger than zero such that the region is detected
to be concave, a point close to the trailing edge is forced to lie inside of the target
surface. As described above, the point could then be projected to a wrong position,
but condition (4.15) would be fulfilled. Hence, using the unit normal vector n(li) of the
limit point li, a second condition
n(li) · n (x(ui, vi)) > 0 (4.17)
is introduced which for instance is violated if the point is projected to the wrong side
of the trailing edge.
If the conditions (4.15) and (4.17) are fulfilled, the projection of the limit point li is
accepted and the algorithm carries on with the next limit point. On the other hand, if
one of the conditions is violated, the limit point li is moved along its unit normal vector
n(li) and the Nelder-Mead algorithm is restarted for that point. The step size, i.e., the
factor by which the normal vector is multiplied for moving the point, is chosen to be
0.05 l˜e, where l˜e denotes the average edge length of the edges in the direct vicinity of
the limit point li. A small step size like this leads to a higher number of iterations, but
by not moving a limit point away from the target surface too far, it makes sure that
the projection results are good.
Examples for the application of the projection algorithm to the wing-fuselage and to
the wing-winglet-fuselage test case are presented in Section 4.7.
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4.3.1 Computation of Normal Vectors and Principal Curvatures
In this work, three different methods for the computation of normal vectors and princi-
pal curvatures of limit points corresponding to vertices, face points and edge points are
used: as Table 4.3 indicates, exact values can be calculated based on the evaluation of
the limit surface if a point is regular. This is the case for a vertex limit point if the ver-
tex is of valence n = 4, for a face limit point if all four face vertices are regular and for
an edge limit point if both edge end vertices are regular. The approximative method is
similar to the exact one, but it uses modified surroundings, and for the discrete method,
a scheme called Surface Normal Change by Flynn and Jain [71] is applied in an adapted
version. The three methods are described below. For the normal vectors and principal
curvatures of extraordinary face and edge points away from boundary or crease curves,
an alternative is to compute an implicit subdivision such that the considered face or
edge point corresponds to a regular vertex at the new subdivision level and to subse-
quently apply the exact method. However, the results of the approximative method
have turned out to be accurate enough.
normal vectors principal curvatures
regular extraordinary boundary regular extraordinary boundary
vertex exact exact discrete exact discrete discrete
face exact approx. approx. exact approx. approx.
edge exact approx. discrete exact approx. discrete
Table 4.3: Computation methods for normal vectors and principal curvatures of limit
points corresponding to vertices, face points and edge points.
The exact unit normal vectors of points of the Catmull-Clark limit surface corre-
sponding to regular and extraordinary vertices can be computed based on a discrete
Fourier transform operation, see [25]. They are given by
n =
c2 × c3
‖c2 × c3‖2 , (4.18)
where
c2 =
n−1∑
j=0
An cos
(
2pij
n
)
ej +
(
cos
(
2pij
n
)
+ cos
(
2pi(j + 1)
n
))
fj , (4.19)
An = 1 + cos
(
2pi
n
)
+ cos
(pi
n
)√
2
(
9 + cos
(
2pi
n
))
(4.20)
with n denoting the valence of the vertex, ej the adjacent edge points and fj the adjacent
face points. The vector c3 can be determined by replacing ej with ej+1 and fj with
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fj+1 in (4.19), where en := e0 and fn := f0. The points ej and fj have to be ordered
cyclically.
For the exact computation of the normal vectors of limit points corresponding to
regular face and edge points and the principal curvatures for all regular limit points,
the values
E = xu · xu , F = xu · xv , G = xv · xv , D =
√
E ·G− F 2 , (4.21)
o = xu × xv , l = o · xuu , m = o · xuv , n = o · xvv , (4.22)
L =
l
D
, M =
m
D
, N =
n
D
(4.23)
are needed to compute the Gaussian curvature K and the mean curvature H by
K =
LN −M2
EG− F 2 =
LN −M2
D
= κ1κ2 , (4.24)
H =
1
2
EN − 2FM +GL
EG− F 2 =
1
2
EN − 2FM +GL
D
=
1
2
(κ1 + κ2) . (4.25)
The principal curvatures κ1,2 can then be determined by
κ1,2 = H ±
√
H2 −K . (4.26)
The unit normal vector of an explicitly given surface is defined by
n =
xu × xv
‖xu × xv‖2 . (4.27)
These formulae for the normal vector and curvature computation are derived, for in-
stance, in [40]. For the normal n and the principal curvatures κ1,2, the partial deriva-
tives xu, xv, xuu, xuv and xvv are needed. For the Catmull-Clark limit surface, these
can be derived from the derivatives of the uniform cubic B-spline basis functions (3.19):
N
′
0,4(u) = −
1
2
+ u− 1
2
u2 ,
N
′
1,4(u) = −2u+
3
2
u2 ,
N
′
2,4(u) =
1
2
+ u− 3
2
u2 ,
N
′
3,4(u) =
1
2
u2 .
(4.28)
For u = 0 or u = 1, the curve stencil is −1
2
, 0, 1
2
, and for u = 1
2
, the stencil is given by
−1
8
,−5
8
, 5
8
, 1
8
. Furthermore, the second derivatives read
N
′′
0,4(u) = 1− u ,
N
′′
1,4(u) = −2 + 3u ,
N
′′
2,4(u) = 1− 3u ,
N
′′
3,4(u) = u
(4.29)
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with the stencils 1,−2, 1 for u = 0 or u = 1 and 1
2
,−1
2
,−1
2
, 1
2
for u = 1
2
. The tensor
products of the curve stencils lead to the following masks for the surface case:
Mv,xu =

−1
2
0
1
2
⊗

1
6
2
3
1
6
 =

− 1
12
−1
3
− 1
12
0 0 0
1
12
1
3
1
12
 (4.30)
for xu,
Mv,xv =

1
6
2
3
1
6
⊗

−1
2
0
1
2
 =

− 1
12
0 1
12
−1
3
0 1
3
− 1
12
0 1
12
 (4.31)
for xv,
Mv,xuv =

−1
2
0
1
2
⊗

−1
2
0
1
2
 =

1
4
0 −1
4
0 0 0
−1
4
0 1
4
 (4.32)
for xuv,
Mv,xuu =

1
−2
1
⊗

1
6
2
3
1
6
 =

1
6
2
3
1
6
−1
3
−4
3
−1
3
1
6
2
3
1
6
 (4.33)
for xuu and
Mv,xvv =

1
6
2
3
1
6
⊗

1
−2
1
 =

1
6
−1
3
1
6
2
3
−4
3
2
3
1
6
−1
3
1
6
 (4.34)
for xvv. The tensor products and masks for the limit points corresponding to regular
face and edge points can be found in Appendix C.
The normal vectors for extraordinary and boundary face limit points are approxi-
mated by using (4.18) for which the surrounding face points fj have to be replaced by
the face vertices, whereas the ej still denote the surrounding edge points. Similarly, for
the normal vectors of extraordinary edge limit points, the surrounding edge points ej
and the surrounding face points fj are replaced by the six surrounding vertices and
the two edge points opposite the edge. The principal curvatures in these cases are
approximated using (4.26) by applying the vertex masks (4.30) to (4.34) to the same
surrounding points as for the normals.
Discrete normal vectors are needed for limit points corresponding to boundary ver-
tices or boundary edges. For the boundary vertex points, they are computed by taking
the average of the adjacent face normals. At a symmetry boundary, the corresponding
coordinate value is set to zero. For the boundary edge points, the normals are set to
the average of the normals of the two edge end points.
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As mentioned above, the discrete principal curvatures are computed by investigating
the surface normal change. The principal curvature κ(li,q) at the limit point li in the
direction of the adjacent point q with q ∈ ring(li),q 6= li, is approximated by
κ(li,q) =

−‖n(li)− n(q)‖2‖li − q‖2 if ‖li − q‖2 ≤ ‖ (li + sn(li))− (q+ sn(q)) ‖2
‖n(li)− n(q)‖2
‖li − q‖2 else
,
(4.35)
where s is a small positive parameter, e.g., s = 10−6. The vicinity ring(li) is determined
depending on the type of the limit point: for a vertex limit point, the surrounding
vertices are taken into account, whereas for a boundary edge limit point, the surrounding
vertices and the edge point opposite the edge are used. The principal curvature κ1(li)
is set to the minimum of the values κ(li,q) and κ2(li) to the maximum.
4.4 Approximation of Projected Limit Points
After all limit points have been projected onto the target B-spline surface, a new control
mesh with improved approximation properties for the next iteration loop of the mesh
generation process can be computed, i.e., the limit surface corresponding to the new
control mesh better approximates the target surface: in iteration step 4, see Figure 1.1,
the projected limit points lsi = x(ui, vi) are approximated by using the linear combina-
tion li = ci ·pi according to (3.31) or (3.45) with all involved vertices pj in the vicinity
of li being collected in the vector pi and the weights cj of the associated vertices pj in
the vector ci. This leads to the equation
ci · pi = lsi + ei (4.36)
for a single point, where ei denotes the error vector resulting from the approximation.
For the minimization of the approximation error, the problem can be rewritten for the
whole mesh in the least-squares matrix-vector formulation
‖e‖2 = ‖Cp− ls‖2 → min
p
, (4.37)
where all coefficients are collected in the matrix C, all control points in the vector p,
all projected limit points in the vector ls and all approximation errors in the vector e.
As described in Section 3.1, there are |Vk| + |Fk| + |Ek| limit points at the current
subdivision level k and, consequently, the same number of projection points. Hence,
the result is an overdetermined sparse linear system for approximation. To solve this
system, the conjugate gradient method for linear least squares (CGLS) [24] is applied,
cf. [60]:
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Let A ∈ IRm×n with m ≥ n. It is well known that the solution for the linear least-
squares problem ‖Ax−b‖2 → min
b
can be determined by solving the normal equations
ATAx = ATb. Furthermore, if rank(A) = n, then ATA is symmetric positive definite.
Unfortunately, often ATA is badly conditioned, and for a sparse A, usually ATA is
not sparse. The conjugate gradient method (CG) can be reformulated to resolve both
problems. Using two residual vectors r(l) = b−Ax(l) and s(l) = ATb−ATAx(l) = AT r(l)
for the current iteration l, the CGLS algorithm can be formulated as follows:
For A ∈ IRm×n with rank(A) = n and arbitrary initial vector x(0):
r(0) = b− Ax(0)
s(0) = AT r(0)
d(0) = s(0)
for l = 0, 1, 2, ...
αl = ‖s(l)‖22 / ‖Ad(l)‖22 // store Ad(l)
x(l+1) = x(l) + αld
(l)
r(l+1) = r(l) − αlAd(l)
s(l+1) = AT r(l+1)
βl = ‖s(l+1)‖22 / ‖s(l)‖22
d(l+1) = s(l+1) + βld
(l)
until stop
The algorithm is stopped if a maximum number of steps is exceeded (emergency exit)
or if the residual of the normal equations becomes smaller than a given tolerance ε,
i.e., ‖s(l)‖2 = ‖ATb−ATAx(l)‖2 ≤ ε for the iteration l. The cost for one CGLS step is
linear in the number of approximation points.
Since each quadrilateral face has nine limit points, the Schoenberg-Whitney condi-
tion [72] is fulfilled. Hence, the full rank of the coefficient matrix C is guaranteed. The
2-norm condition number of CTC, evaluated by using the software Matlab, is always
around 300, independent of the meshing problem and the current iteration of the surface
mesh generation process. Hence, CTC is well-conditioned such that a fast convergence
without preconditioning can be expected. The tolerance ε is set to the value 10−8, but
it can be changed by the user. Since the vectors p and ls are vectors of vectors (points),
the residual is also a vector. Hence, its 2-norm is prescribed to have to fall below the
tolerance value ε.
The CGLS algorithm can alternatively be applied to a weighted least-squares problem
for which the normal equations read ATWAx = ATWb. The diagonal matrix W
contains the weights which could for instance be chosen depending on the local curvature
of the surface or such that certain points are passed through.
Approximation results for the wing-fuselage and the wing-winglet-fuselage configura-
tion can be found in Section 4.7.
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4.5 Nonshrinking Surface Mesh Smoothing
To smooth the slight kinks that can result from the approximation of the projected
limit points in iteration step 4, see Figure 1.1, or to obtain a more uniform distribution
of the mesh control points, a smoothing algorithm is used. It can be applied optionally
at each stage of the iterative surface meshing process. The implemented procedure is
nonshrinking regarding the shape of the geometry since the approximation of the given
surface geometry could be lost otherwise. For each regular control point pi of the mesh,
i.e., each control point of valence n = 4, two opposite adjacent control points padj,1
and padj,3 are searched for, and a parabola passing through these two opposite vertices
and the control point itself is constructed. The first smoothing step is then applied by
moving the control point pi along the parabola into the direction of the midpoint of
the parabola. The second step uses the other direction by passing a parabola through
the control point pi and its remaining two opposite neighbors padj,2 and padj,4 and by
moving again into the direction of the midpoint of that new parabola. An example for
the procedure is depicted in Figure 4.8 which shows a section of a surface mesh and
demonstrates the successive computation of parabolae for a control point pi.
padj,1
pi padj,3
(a) step 1
padj,2
pi
padj,4
(b) step 2
Figure 4.8: Smoothing by moving control points along parabolae.
The derivation of the computations needed for a smoothing step can be explained on
the basis of Figure 4.9. One equation for the planar parabola passing through the three
points padj,1, pi and padj,3 can be formulated as
p(ξ) = padj,1 +
ξ
d
(padj,3 − padj,1) + αξ(d− ξ)(pi − pm) , (4.38)
where d is given by
d = ‖padj,3 − padj,1‖2 . (4.39)
The point pm is defined by
pm = padj,1 + β (padj,3 − padj,1) . (4.40)
78
4.5 Nonshrinking Surface Mesh Smoothing
ξ
η
padj,1
padj,3
pi
pm
Figure 4.9: Setting for the computation of a planar parabola passing through three
points.
If this is inserted into the scalar product
(pi − pm) · (padj,3 − padj,1) = 0 , (4.41)
the result for β is
β =
(pi − padj,1) · (padj,3 − padj,1)
(padj,3 − padj,1)2 . (4.42)
Finally, α has to be determined such that the parabola passes through pi = p(βd),
leading to the equation
pi = padj,1 + β (padj,3 − padj,1) + αβd2(1− β) (pi − padj,1 − β (padj,3 − padj,1)) , (4.43)
which is equivalent to
αβd2(1− β) = 1 ⇔ α = 1
βd2(1− β) . (4.44)
Now, pi can be moved into the direction of p
(
1
2
d
)
.
The method only works well if padj,1 or padj,3 do not lie too close to pi because
the parabola may become very steep between the particular adjacent point (padj,1 or
padj,3) and pi in such a case, increasing the distance of the apex of the parabola to the
mesh quickly. Hence, the method is constrained to values of β between two user-given
threshold values, e.g., 0.3 and 0.7. If β is smaller than the first value, padj,1 is moved
away from pi on the straight line through padj,1 and padj,3 until β becomes equal to
or larger than the threshold, defining the new artificial point p¯adj,1. Then, the new
parabola passing through p¯adj,1, pi and padj,3 is computed. Analogously, padj,3 is moved
away from pi if β is larger than the second threshold value and the artificial point p¯adj,3
is constructed.
Finally, the control point is moved into the direction of the point p
(
1
2
d
)
by using a
damping factor. A good choice has turned out to be
ξ =
(
3
4
β +
1
8
)
d . (4.45)
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If the currently considered control point pi is an extraordinary vertex, i.e., being
of valence n 6= 4 and, hence, not being connected to four adjacent vertices by edges,
a different smoothing method has to be used. If n = 3, the plane through the three
adjacent control points connected to pi by edges is computed. Now, a local coordinate
system can be defined by using the unit vectors spanning the plane as x- and y-direction,
respectively. Hence, the signed distance of a control point to the plane gives the z-
coordinate. Then, an explicit surface
z(x, y) = ax2 + bxy + cy2 + dx+ ey + f (4.46)
can be fitted to the control point pi and its six adjacent control points, which are
the three connected by edges as mentioned above and another three only connected
by faces. If the plane is translated such that pi lies in it, pi can be chosen to be the
origin of the local coordinate system. Hence, f = 0 forces the plane to pass through pi.
The other five coefficients are computed by inserting the local coordinates of the six
adjacent control points into (4.46) and solving the resulting approximation problem
via a QR-algorithm. Finally, the new position for the control point pi is determined
by taking the x- and y-values of the barycenter of the triangle, defined by the three
adjacent control points connected by edges, and inserting them into the equation for
the fitted surface to obtain a z-coordinate.
If n ≥ 5, the approach is similar: Instead of a plane, a regression plane has to be
used since the control point pi in this case has five or more adjacent control points
connected by edges. To these and to the remaining adjacent control points which are
only connected by faces (again at least five), the surface
z(x, y) = ax3 + bx2y + cxy2 + dy3 + ex2 + fxy + gy2 + hx+ iy + j (4.47)
is fitted. Hence, an approximation problem has to be solved again.
An example demonstrating the improvement that can be achieved by applying smooth-
ing steps is shown in Section 4.7.
4.6 Improvement of the Initial Polyhedron
Before the iterative process for the generation of a surface mesh is started, the initial
polyhedron can be prepared to obtain better approximation properties regarding the
given B-spline surface. If an initial polyhedron has to be subdivided before points of the
limit surface can be computed, e.g., due to nonisolated extraordinary vertices as it is the
case for the wing-fuselage and the wing-winglet-fuselage configuration, it is a good choice
to improve the initial polyhedron prior to that first subdivision. Therefore, as a first
step, the control points are projected onto the B-spline surface. Then, a subdivision
of the new control mesh is applied which can be understood as the first step of the
iterative mesh generation process, see Figure 1.1. However, it is not followed by the
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n1
n2
e1
Figure 4.10: Sharp edge detection: the edge connecting the two faces is detected to be
a sharp concave one.
computation of limit points which would be iteration step 2. Instead, the control points
are projected onto the target surface again. This is done due to the shrinking behavior
of the Catmull-Clark subdivision scheme and forces the points of the initial polyhedron
to lie on the B-spline surface. In addition, better initial parameter values are obtained
for the following projection of limit points. Since the Catmull-Clark limit surface always
lies inside of the convex hull of its control polyhedron, each control point pi is moved
away from the surface along its normal vector ni prior to the first computation of limit
points, leading to
pi,new = pi + sni (4.48)
with a small parameter s.
At any stage, an algorithm for the automatic detection of sharp creases can be applied.
A trailing edge, for instance, should stay sharp such that it is not smoothed and shrinked
in chord direction of the wing if further subdivisions are applied. For the wing-fuselage
configuration, it is a good choice to detect the sharp creases after the first subdivision,
whereas they should be detected prior to the first subdivision for the wing-winglet-
fuselage configuration since the initial polyhedron for the latter test case has been
modeled with a sharp trailing edge from the beginning. For the detection, a rudimentary
algorithm is used which in this case provides sufficient results. It is illustrated for the
case of a sharp concave edge in Figure 4.10. An edge is detected to be sharp convex
(sharp concave) if the angle between the normal vector n1 of one of the two edge-
adjacent faces and the vector e1 pointing from the edge midpoint to the midpoint of
the other adjacent face is between 90 and 180 (0 and 90) degrees and if in addition the
angle between the normal vectors n1 and n2 of the two edge-adjacent faces is larger than
a user-specified threshold, e.g., 150 (30) degrees. Each sharp convex or concave edge
is set to stay sharp during the mesh generation process. For more complex geometries,
other algorithms could be used, e.g., the Gauss map clustering algorithm introduced
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(a) wing-fuselage configuration
(b) wing-winglet-fuselage configuration
Figure 4.11: Improved initial polyhedra.
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by Weber et al. [73]. This has been tested successfully within another project with the
goal of enhancing the mesh generator Cartflow [17], which has already been mentioned
in the Introduction, see Section 1.1.
The improved initial polyhedra for the wing-fuselage and the wing-winglet-fuselage
configuration are depicted in Figure 4.11, each together with the corresponding target
B-spline surface. In addition to the user-defined creases of the original initial polyhedra,
the trailing edges of both configurations have been detected and set to stay sharp for
the whole mesh generation process. The iterative surface meshing process can then be
started with iteration step 2, i.e., with the computation of limit points of the new initial
polyhedron.
4.7 Surface Mesh Generation Results
In this section, results of the iterative surface mesh generation process for the wing-
fuselage configuration, see Section 4.7.1, and the wing-winglet-fuselage configuration,
see Section 4.7.2, are presented.
Instead of applying the iterative process, an initial polyhedron could be subdivided
several times such that the projection of limit points and the successive approximation
both would only be done once. However, the projection results are of much better
quality using the iterative process since the initial values for u and v are improved with
each further projection, see above. The improvement of the initial values also leads to
a radically faster convergence of the projection algorithm. Another advantage of using
the iterative process is the smoothing of the mesh due to the subdivisions in iteration
step 1.
4.7.1 Wing-Fuselage Configuration
As a starting point, the improved initial polyhedron for the wing-fuselage configuration
shown in Figure 4.11(a) is used. At first, Catmull-Clark limit points of that polyhedron
are computed which can then be projected onto the B-spline surface. The projected
points are depicted in Figure 4.12. The following approximation of the projected limit
points is the last step of the first iteration loop and leads to the new control mesh
shown in Figure 4.13. The second iteration loop results in the surface mesh depicted in
Figure 4.14. Details can be seen in Figure 4.15 which presents a close-up of the trailing
edge and the wing to fuselage connection. The kink in the trailing edge is modeled very
well. Figure 4.16 shows the surface mesh for the fuselage and a part of the wing after
four iteration loops, and Figure 4.17 presents a detailed view of the wing tip at this
stage.
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Figure 4.12: Wing-fuselage configuration: B-spline surface, surface mesh and projected
limit points during the first iteration loop of the surface mesh generation
process.
Figure 4.13: Wing-fuselage configuration: after the first iteration loop of the surface
mesh generation process.
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Figure 4.14: Wing-fuselage configuration: after the second iteration loop of the surface
mesh generation process.
Figure 4.15: Wing-fuselage configuration: details of the wing to fuselage connection
(O-type mesh) and the trailing edge after the second iteration loop of the
surface mesh generation process.
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Figure 4.16: Wing-fuselage configuration: details of the fuselage and the connection to
the wing after the fourth iteration loop of the surface mesh generation
process.
Figure 4.17: Wing-fuselage configuration: details of the end of the wing and the wing
tip after the fourth iteration loop of the surface mesh generation process.
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(a) without mesh smoothing
(b) with two smoothing steps according to Section 4.5 prior to each iteration
loop
Figure 4.18: Wing-fuselage configuration: details of the wing tip after the second iter-
ation loop of the surface mesh generation process.
(a) without subsequent parameter correction
(b) after four subsequent parameter correction steps
Figure 4.19: Wing-fuselage configuration: details of the end of the fuselage in a view
from below after the first iteration loop.
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The close-ups of the wing tip after two iterations in Figure 4.18 reveal the effect
of smoothing: the mesh in Figure 4.18(a) has not been smoothed at any stage of
the process, whereas two smoothing steps according to the algorithms discussed in
Section 4.5 have been applied prior to each iteration loop for the mesh in Figure 4.18(b).
The smoothing steps lead to a more uniform distribution of the control points.
The influence of parameter correction can be seen in Figure 4.19: both parts show
a close-up of the control mesh, the B-spline surface and limit points at the end of the
fuselage in a view from below the wing-fuselage configuration after the first iteration
loop. For the mesh in Figure 4.19(b), four parameter correction steps have been applied
afterwards. Visually, the improvement of the parameter values and, hence, of the control
mesh after approximation is similar to a smoothing of the mesh.
Overall, after only two iterations of the mesh generation process and with only few
knowledge regarding the given B-spline surface, a surface mesh is obtained which con-
sists of well distributed control points and for which the Catmull-Clark limit surface
matches the given B-spline surface sufficiently: the average and the maximum distance
between the projected limit points of step 3 of the second iteration loop, when the
mesh contains 4, 745 vertices, and the corresponding limit points which can be com-
puted for the control mesh of the subsequent step 4 are about 9.06 ·10−6 and 3.64 ·10−4,
respectively.
The whole process only takes a few seconds on a usual office workstation. The surface
mesh can be used as a starting point for the construction of a volume mesh.
4.7.2 Wing-Winglet-Fuselage Configuration
The results for the wing-winglet-fuselage configuration are similar to those without the
winglet. The surface mesh after two iterations is presented in Figure 4.20. Details of
the wing to fuselage connection are depicted in Figure 4.21. A close-up of the winglet
is shown in Figure 4.22. The surface mesh after four iteration loops is depicted in a
detailed view of the whole wing and a part of the fuselage in Figure 4.23.
For this test case, the error computation by comparing the projected limit points
of step 3 of the second iteration loop, when the mesh contains 2, 621 vertices, with
the corresponding limit points which can be computed for the control mesh of the
subsequent step 4 results in about 2.21 · 10−5 for the average distance and 1.05 · 10−3
for the maximum distance.
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Figure 4.20: Wing-winglet-fuselage configuration: after the second iteration loop of the
surface mesh generation process.
Figure 4.21: Wing-winglet-fuselage configuration: details of the wing to fuselage con-
nection (C-type mesh) and the trailing edge after the second iteration loop
of the surface mesh generation process.
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Figure 4.22: Wing-winglet-fuselage configuration: details of the winglet after the second
iteration loop of the surface mesh generation process.
Figure 4.23: Wing-winglet-fuselage configuration: details of the wing and a part of the
fuselage after the fourth iteration loop of the surface mesh generation pro-
cess.
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4.8 Convergence Study for the Iterative Surface
Meshing Process
In this section, the convergence behavior of the iterative surface meshing process without
parameter correction is investigated. The theory for cubic spline approximation with
constant knot spacing shows that the error is of the order O(h4) for the approximation
of an at least C4-continuous function, see for instance [74]. This also holds for tensor
product surfaces. Since the B-spline patches of the wing-fuselage and the wing-winglet-
fuselage configuration are C2-continuous at most, the surface of a sphere (C∞) is used
for the convergence study first. With a radius of r = 1 and the origin as the center, the
sphere is defined by
x2 + y2 + z2 = 1 . (4.49)
For the approximation of this sphere, four different initial polyhedra for the iterative
process are used: a cube, a tetrahedron, a polyhedron composed of two pentagons and
five quadrilaterals (called poly5 in the following) and a polyhedron composed of two
hexagons and six quadrilaterals (called poly6 in the following). The four initial poly-
hedra are depicted in Figure 4.24, whereas Figure 4.25 shows them after three approx-
imations of the sphere. The cube has to be subdivided once before the Catmull-Clark
limit surface can be computed. For the other three polyhedra, two prior subdivisions
have to be applied. The projection of a limit point onto the sphere is given by the
(a) cube (b) tetrahedron (c) poly5 (d) poly6
Figure 4.24: Initial polyhedra for the approximation of the surface of a sphere.
(a) cube (b) tetrahedron (c) poly5 (d) poly6
Figure 4.25: Approximated sphere surfaces after three iterations.
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intersection of the straight line through the origin and the limit point with the surface
of the sphere: due to the radius r = 1, the projected limit point is given by
lsi =
li
‖li‖2 . (4.50)
In the following, k denotes the current subdivision level and k = 0 is the first level
at which the computation of limit points is possible. For the convergence study, the
maximum error
e(k)max = max
i
‖l(k)i − ls,(k)i ‖2 (4.51)
and the average error
e(k)avg =
1
|Lk|
|Lk|−1∑
i=0
‖l(k)i − ls,(k)i ‖2 (4.52)
for i = 0, . . . , |Lk| − 1 with |Lk| = |Vk| + |Fk| + |Ek| are computed. The results for
the approximation of the sphere are listed in Table 4.4 for the maximum error and
in Table 4.5 for the average error. The CGLS tolerance for this test has been set to
ε = 10−12. The errors e(0)max and e(0)avg depend on the initial positions of the polyhedron
vertices since no prior projection onto the sphere has been computed. Hence, these
results are omitted in the tables. The numerical order of convergence p can be estimated
by
(hp)l−m =
e(l)
e(m)
⇔ p =
log
((
e(l)
e(m)
) 1
l−m
)
log (h)
(4.53)
for l > m, where h denotes the change of the increment from subdivision level k to the
next level k + 1, i.e.,
h =
h(k+1)
h(k)
. (4.54)
Since the Catmull-Clark limit surface converges to uniform bicubic B-spline patches,
the increment h(k) conforms to the constant interval between two knots. This interval
is halved with each subdivision such that h ≈ 1
2
. For a realistic estimation, the level m
should be taken as the level from which on the reduction factor does not change largely
anymore. With m = 4 and l = 8, the numerical orders of convergence regarding
the maximum error result in pcube,max = 2.56, ptetra,max = 2.57, ppoly5,max = 1.73 and
ppoly6,max = 1.57. For the average errors with m = 3 and l = 8, the estimations are
pcube,avg = 4.08, ptetra,avg = 4.20, ppoly5,avg = 3.85 and ppoly6,avg = 3.64. The main
difference between the approximation starting from a cube and the one starting from
a tetrahedron is the distribution of the eight extraordinary vertices of valence n = 3,
leading to the same order of convergence regarding the maximum error and a slight
improvement regarding the average error for the tetrahedron. The other two examples
show that the order of convergence decreases, the higher the valence of the involved
extraordinary vertices is.
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k e
(k)
cube,max e
(k)
tetra,max e
(k)
poly5,max e
(k)
poly6,max
1 7.91 · 10−3 5.05 · 10−3 2.02 · 10−3 3.77 · 10−3
2 4.28 · 10−4 18.48 5.35 · 10−4 9.44 3.93 · 10−4 5.14 1.05 · 10−3 3.59
3 3.38 · 10−5 12.66 2.55 · 10−5 20.98 1.16 · 10−4 3.39 3.36 · 10−4 3.13
4 7.06 · 10−6 4.79 4.97 · 10−6 5.13 3.45 · 10−5 3.36 1.11 · 10−4 3.03
5 1.21 · 10−6 5.83 8.43 · 10−7 5.90 1.04 · 10−5 3.32 3.73 · 10−5 2.98
6 2.04 · 10−7 5.93 1.41 · 10−7 5.98 3.15 · 10−6 3.30 1.25 · 10−5 2.98
7 3.43 · 10−8 5.95 2.37 · 10−8 5.95 9.53 · 10−7 3.31 4.21 · 10−6 2.97
8 5.76 · 10−9 5.95 3.98 · 10−9 5.95 2.88 · 10−7 3.31 1.41 · 10−6 2.99
Table 4.4: Maximum errors and reduction factors for the approximation of the surface
of a sphere.
k e
(k)
cube,avg e
(k)
tetra,avg e
(k)
poly5,avg e
(k)
poly6,avg
1 2.83 · 10−3 9.85 · 10−4 1.92 · 10−4 2.40 · 10−4
2 1.19 · 10−4 23.78 9.81 · 10−5 10.04 1.22 · 10−5 15.74 1.59 · 10−5 15.09
3 8.23 · 10−6 14.46 4.42 · 10−6 22.19 8.93 · 10−7 13.66 1.35 · 10−6 11.78
4 5.02 · 10−7 16.39 2.24 · 10−7 19.73 6.05 · 10−8 14.76 1.05 · 10−7 12.86
5 2.91 · 10−8 17.25 1.17 · 10−8 19.15 4.09 · 10−9 14.79 8.25 · 10−9 12.73
6 1.69 · 10−9 17.22 6.41 · 10−10 18.25 2.83 · 10−10 14.45 6.60 · 10−10 12.50
7 9.89 · 10−11 17.09 3.65 · 10−11 17.56 2.01 · 10−11 14.08 5.38 · 10−11 12.27
8 5.88 · 10−12 16.82 2.14 · 10−12 17.06 1.45 · 10−12 13.86 4.42 · 10−12 12.17
Table 4.5: Average errors and reduction factors for the approximation of the surface of
a sphere.
The results for the average error are in good agreement with the expectation arising
from the theory (order O(h4), see above).
For the convergence study of the approximation of the wing-fuselage and the wing-
winglet-fuselage configuration, the improved initial polyhedra according to Figure 4.11
are used as the particular starting point k = 0. The surface points ls,(k)i are the
limit points which have been projected onto the given B-spline surface, i.e., ls,(k)i =
x(u
(k)
i , v
(k)
i ). The convergence results of the iterative surface meshing process are given
in Table 4.6. Since the given B-spline patches are C2-continuous at most, the numer-
ical orders of convergence are expected to be lower than for the approximation of the
surface of a sphere. Aside from that, the interventions for the improvement of the pro-
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k e
(k)
wfc,max e
(k)
wwfc,max e
(k)
wfc,avg e
(k)
wwfc,avg
1 6.70 · 10−3 3.98 · 10−3 7.67 · 10−4 9.34 · 10−4
2 1.14 · 10−3 5.88 2.83 · 10−3 1.41 3.55 · 10−5 21.61 7.26 · 10−5 12.87
3 4.57 · 10−4 2.49 5.55 · 10−4 5.10 3.86 · 10−6 9.20 1.19 · 10−5 6.10
4 1.36 · 10−4 3.36 2.03 · 10−4 2.73 4.76 · 10−7 8.11 1.59 · 10−6 7.48
5 6.50 · 10−5 2.09 8.72 · 10−5 2.33 9.48 · 10−8 5.02 2.07 · 10−7 7.68
6 3.18 · 10−5 2.04 5.33 · 10−5 1.64 2.36 · 10−8 4.02 5.34 · 10−8 3.88
Table 4.6: Maximum errors, average errors and corresponding reduction factors for the
approximation of the wing-fuselage configuration (wfc) and the wing-winglet-
fuselage configuration (wwfc).
jection results according to (4.15) and (4.17) lead to a further loss in the convergence
rate. This additional loss is highly acceptable since the significant improvement of the
projection results is much more important. These circumstances make the evaluation
or prediction of the convergence behavior difficult, but the numerical orders of conver-
gence regarding the maximum and the average error seem to converge to the values
pwfc,max ≈ pwwfc,max ≈ 1 and pwfc,avg ≈ pwwfc,avg ≈ 2.
In general, both the maximum and the average error can be reduced slightly by
applying parameter correction steps, especially in the beginning during the first one or
two iterations. Later, the errors with and without parameter correction equalize more
and more. The order of convergence stays the same.
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So far, methods for the generation of a surface mesh as a control mesh for a Catmull-
Clark surface well approximating a given B-spline surface have been described. Such a
surface represents an object placed in a fluid flow. For the numerical simulation of the
flow field, a volume mesh, which fulfills certain requirements, is needed. These require-
ments are listed in Section 5.1. Sections 5.2 and 5.3 demonstrate how a volume mesh
is constructed by applying fast semiautomatic algorithms which have been developed
in this work. The results are again illustrated using the wing-fuselage configuration. In
addition, an example of the volume mesh generation around an airplane engine docu-
ments that the introduced methods can be easily applied to other geometries, too. The
conversion of an obtained volume mesh into a B-spline mesh is described in Section 5.4.
5.1 Volume Mesh Requirements and Properties
The goal of the mesh generation process developed and implemented in this work is to
end up with a block-structured B-spline volume mesh. Several advantages arise from
using B-spline meshes for numerical flow simulations, cf. [75]:
• B-spline volume meshes are well-suited for adaptation based on nested mesh hi-
erarchies. A nested mesh hierarchy is given if each cell of a coarse adaptation
level is the union of the corresponding cells on the next finer level such that the
volume of the coarse cell is exactly the same as the sum of volumes of the finer
cells. This requirement can be a drawback of an adaptation method since the
coarse cells have to define the shape of the mesh and make the accurate discrete
representation of geometries such as the wing-fuselage configuration difficult or
even impossible. The solution is the use of curvilinear nested meshes, e.g., para-
metric mappings which are defined by trivariate B-spline tensor product volumes.
Hence, mesh refinements can be applied by function evaluation. This leads to the
next advantage:
• The mesh generation process does not depend on any discretization parameters,
e.g., the number of mesh points or a special point distribution obtained by using
stretching functions.
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• The evaluation of B-splines is fast and numerically stable such that mesh adap-
tations can be calculated efficiently.
• Due to the good approximation properties of B-splines, only a few parameters
have to be stored to obtain meshes of high quality.
• Moving and deforming meshes, necessary for fluid-structure interaction, can be
modeled easily since only a few mesh control points have to be changed.
As the first advantage in the list above implicates, the final B-spline volume mesh
has to consist of single blocks, each one being defined by its own parametric mapping
which represents a coordinate system in that block. Hence, the final result will be a
block-structured volume mesh.
Constructing B-spline volume meshes also fulfills the requirement that a mesh has to
be suitable for finite volume flow solvers since quantities such as the cell volumes can
be computed, even though the use of curvilinear edges and nonplanar faces makes the
computation more complex.
Another requirement results from a physical phenomenon: Viscous flows demand
the mesh to be of particular high quality close to the object because the viscous effects
mainly appear in the boundary layer which can become very thin, e.g., for high Reynolds
number flows (see Section 6.1 for an explanation of the Reynolds number). Hence, in
this work, the volume mesh generation process is divided into two parts: at first, a
body-fitted offset mesh is constructed, followed by the generation of a surrounding far-
field mesh. The methods which have been developed and implemented to realize these
two meshing steps are discussed in Sections 5.2 and 5.3.
5.2 Generation of a Body-Fitted Offset Mesh
The first goal regarding the volume mesh generation is the construction of a body-fitted
offset mesh. An idea would be to introduce one offset mesh point for each vertex of the
surface mesh by marching away from the surface mesh along the vertex normal. Each
cell would then be connected to the surface mesh by exactly one of its six faces. This
would lead to distorted volumetric cells in concave regions of the surface mesh such
as the wing to fuselage connection curve. Instead, a fully automatic offset generation
algorithm divided into two parts has been developed:
1. Generate offset cells in layers along concave curves such that each cell of the first
layer is connected to the surface mesh by exactly two of its six faces. Each cell of
an additional layer is then connected to the surface mesh by exactly one face and
to a previously constructed cell by another face. An edge is detected to belong
to a concave curve to which the algorithm of generating offset cells in layers is
applied if the angle between the normal vector of one of the two edge-adjacent
96
5.2 Generation of a Body-Fitted Offset Mesh
faces and the vector pointing from the edge midpoint to the midpoint of the other
adjacent face is between 0 and 90 degrees and if in addition the angle between
the normal vectors of the two edge-adjacent faces is larger than a user-specified
threshold, e.g., 30 degrees. These criteria are the same as the ones used for the
detection of sharp concave edges, see Section 4.6 and Figure 4.10. If no concave
curve is left or if all remaining concave curves contain an extraordinary vertex, the
algorithm is stopped. The face normals are computed according to Section 4.3.1.
2. Add the remaining cells by fitting them to offset cells which have already been
generated. For this purpose, it is possible that one or two new offset vertices have
to be introduced per cell. This is done by applying the approach of marching
along vertex normals mentioned above. The different cases for inserting new cells
are described below.
Only if the mesh does not contain any concave regions such that no concave curve is
found, the vertex normal approach is applied directly. The offset mesh can be con-
structed after the iterative surface meshing process has been finished, as depicted in
Figure 1.1. It is also possible to construct the offset mesh (and also the far-field mesh)
during the iterative process after the approximation in iteration step 4 and to con-
tinue with the next iteration of the surface mesh generation procedure. In the latter
case, two-dimensional Catmull-Clark subdivision in iteration step 1 is replaced by the
three-dimensional version discussed in Section 3.3.
If a surface mesh contains a concave curve, the offset height is determined by the
distances between the concave curve vertices and their particular adjacent vertices. For
the wing-fuselage configuration, the particular adjacent vertices lie on the wing and
on the fuselage, respectively. Since the distances are kept small in this case, see for
instance Figure 4.15, the following Figures 5.1 and 5.3 to 5.5 are for visualization
purposes based on a surface mesh generated for the same configuration by using a
different initial polyhedron with larger distances.
In the following, the algorithm for the construction of offset cells in layers along
concave curves is described. It is applied if such a curve exists and if all of its vertices
are regular. Then, each curve vertex, denoted by pi, has two adjacent vertices not
belonging to the current curve. These are called non-curve vertices and given by qi,1
and qi,2, respectively. For the first concave curve in the example at the wing to fuselage
connection, all directly adjacent vertices on the wing are the points qi,1, whereas the
points qi,2 identify all directly adjacent vertices on the fuselage. The number of vertices
of a concave curve at layer k is denoted by nk such that i = 0, . . . , nk − 1. For the
insertion of nk new offset vertices, a regression plane Pj(x) is fitted to each collection
of non-curve neighbors, i.e., j ∈ {1, 2}. It is given by
nj · (x−mj) = 0 , (5.1)
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where
mj =
1
nk
nk−1∑
i=0
qi,j (5.2)
is the midpoint of the nk non-curve neighbors qi,j of pi and nj is the unit normal vector
of the regression plane Pj(x). The normal vectors can be obtained by assembling the
matrices
Qj = [(q0,j −mj) . . . (qnk−1,j −mj)] (5.3)
and computing their covariance matrices QjQTj . The normal vectors are then the unit
eigenvectors corresponding to the smallest respective eigenvalue of QjQTj . The offset
vertices which have to be inserted are determined such that they lie on one of the two
regression planes. The correct regression plane is the one which lies farther away from
the curve vertices, measured in the direction of the curve vertex normals. Then, nk
temporary offset vertices p˜i,offset are created by computing
p˜i,offset = pi + s (qi,2 + qi,1 − 2pi) , (5.4)
where the parameter s has to be chosen such that p˜i,offset lies on the regression plane,
i.e.,
nj · (pi + s (qi,2 + qi,1 − 2pi)−mj) != 0 , (5.5)
leading to
s =
nj · (mj − pi)
nj · (qi,2 + qi,1 − 2pi) . (5.6)
There are three different user-controlled situations in which no regression plane is used:
• if the distance between the regression plane and one of the non-curve vertices to
which the regression plane has been fitted is larger than a user-given threshold,
• if the angle between the normal vector of the regression plane and one of the
normal vectors of the faces adjacent to the concave curve vertices is larger than
a user-given threshold, where the face normals are the ones pointing into the
direction in which the layers of cells are created, or
• if the user forbids the computation of a regression plane for a particular patch of
the given surface.
For the wing-fuselage configuration, the latter case could be applied at the fuselage since
the use of a regression plane is not reasonable there due to the curvature of the fuselage.
If no regression plane is to be used, the temporary offset vertices p˜i,offset are generated
by computing (5.4) with s = 1. An example for the use of a regression plane is depicted
in Figure 5.1 which shows a comparison between an offset mesh for the wing-fuselage
configuration with and one without the generation of offset cell points on regression
planes. The use of regression planes as in Figure 5.1(a) leads to an orientation of the
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(a) with the use of regression planes (b) without the use of regression planes
Figure 5.1: Offset mesh constructed in layers along concave curves.
corresponding cells into the flow direction, which can be identified by the straight mesh
lines on the wing.
Up to this point, the offset vertices are only computed temporarily because the first
goal is to determine the number of layers which are created successively in the same
direction. This number is needed for the real insertion of offset vertices later. All
cells which are created in layers in the same direction are automatically assigned the
same block number. As an example, consider the wing-fuselage configuration: all cells
connected to the wing are set to belong to block 0 and all cells (only) attached to
the fuselage to block 1. With this information, a rotation factor fb,k is computed,
depending on the block index b, the number of layers nl,b of this block and the layer
index k = 0, . . . , nl,b − 1 in the corresponding block:
fb,k =

k + 1
nl,b + 1
if 1 ≤ nl,b ≤ 3
k
nl,b − 1 if nl,b > 3
. (5.7)
The effect of the rotation factor, which is used in step 5 in the following algorithm, is
explained and illustrated below.
Assuming that a regression plane is used for the current layer k and that it is fitted to
the non-curve neighbors qi,2 of pi, the real offset vertices are inserted by using a heuristic
algorithm which needs further validation for the application to other geometries than
the wing-fuselage configuration and the airplane engine described in Section 5.3 and
depicted in Figure 5.24. The nine steps of this algorithm are given in the following list
and the resulting vectors of the first six of these nine steps are illustrated schematically
in Figure 5.2:
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1. Compute the length
li = ‖qi,1 − pi‖2 . (5.8)
2. Project the normal vector ni,2 of the non-curve vertex qi,2 onto the regression
plane P2. The projected unit normal is denoted by ni,2,p and given by
ni,2,p =
ni,2 + n2 · (m2 − (qi,2 + ni,2))n2
‖ni,2 + n2 · (m2 − (qi,2 + ni,2))n2‖2 . (5.9)
3. Compute a first distance vector resulting from using the projected normal vec-
tor ni,2,p to compute a possible offset position for the vertex pi:
dˆi = qi,2 + li ni,2,p − pi . (5.10)
4. Compute a second distance vector resulting from using the parallelogram spanned
by qi,1 − pi and qi,2 − pi:
ˆˆ
di = qi,2 + qi,1 − 2pi . (5.11)
5. Compute a third distance vector by taking a weighted average of dˆi and
ˆˆ
di:
di = fb,k
dˆi
‖dˆi‖2
+ (1− fb,k)
ˆˆ
di
‖ˆˆdi‖2
. (5.12)
6. Compute a temporary offset point
pˆi,offset = pi + sdi (5.13)
with the parameter s such that pˆi,offset lies on the regression plane P2, cf. (5.6).
7. Project the non-curve vertex qi,2 onto the regression plane P2. The projected
point is denoted by qi,2,p and computed by
qi,2,p = qi,2 + n2 · (m2 − qi,2)n2 . (5.14)
8. Recompute the distance vector di by
di = pˆi,offset − qi,2,p . (5.15)
9. Compute the final offset point
pi,offset = qi,2,p + tmin di , (5.16)
where the parameter tmin is given by the first intersection with the straight lines
through the temporary offset vertices p˜i,offset and p˜i+1,offset for i = 0, . . . , nk − 1,
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pi
qi,1
qi,2
pˆi,offset
pi+1
qi+1,1
qi+1,2
pi+1,offset
ni,2
ni,2,p
ˆˆ
di
dˆi
sdi
Figure 5.2: Illustration of the offset algorithm for the generation of cells along concave
curves, steps 1 to 6.
where i + 1 has to be replaced by 0 in the case i = nk − 1. Hence, the nk
overdetermined systems
qi,2,p + ti di = p˜i,offset + wi (p˜i+1,offset − p˜i,offset) + εi (5.17)
are solved by approximation such that the approximation errors εi are minimized.
Then, the parameter tmin can be determined for all i with 0 ≤ wi ≤ 1 by
tmin = min
ti>0
ti . (5.18)
If the regression plane is fitted to the non-curve neighbors indexed by 1, the compu-
tations are applied analogously. The last three steps are applied to control the length
of the vectors pi,offset − qi,2,p such that there are only moderate changes in the offset
height of adjacent offset vertices.
If no regression plane is used, only the first, third and fourth step of the algorithm
above are computed. The projected normal vector ni,2,p in (5.10) is replaced by the
original normal ni,2, and the final offset vertex is computed by
pi,offset = pi + fb,k dˆi + (1− fb,k) ˆˆdi . (5.19)
The rotation factor fb,k causes the offset vertices to be rotated into the direction
of the projected normal vector of the non-curve neighbor belonging to the regression
plane fit, in the example ni,2,p. With each further layer of a block, the offset vertices
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(a) fb,k = 1 (b) fb,k = 0
(c) variable fb,k
Figure 5.3: Offset cells at the concave wing to fuselage connection, generated using
different rotation factors fb,k.
are rotated further into that direction. This reduces the skewness and improves the
orthogonality of the remaining cells, which are connected to the cells at the concave
curves, while not distorting the faces of the cells at the concave curves too much. The
effect is demonstrated in a translucent view in Figure 5.3, showing a part of the leading
edge and its connection to the fuselage after generating the concave curve offset cells
based on a surface mesh after two iterations of the mesh generation process: for the
mesh in Figure 5.3(a), all rotation factors are set to one, leading to bad cells with heavily
twisted faces. In contrast, the cell faces of the mesh in Figure 5.3(b), constructed with
constant rotation factors of zero, are planar parallelograms, but the remaining cells
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(a) without modification of the offset cells (b) after the modification according to (5.20)
Figure 5.4: Last concave curve at the wing tip.
cannot be connected to these concave curve cells acceptably: again, heavily twisted
faces would occur, this time in the remaining cells connected to the concave curve cells,
as the vertex normal vectors of the surface mesh indicate. The compromise of using
variable rotation factors results in the mesh of Figure 5.3(c) with slightly twisted faces.
At last, the offset vertices of the cells created for the last concave curve of a block
are modified such that the new position is given by
pi,offset,new = pi + hi,new ni , (5.20)
where ni denotes the normal vector of pi and hi,new is the new offset height calculated
by
hi,new = min
(
h˜b,nl,b−1,
1
2
(
h˜b,nl,b−1 + hi
))
(5.21)
with the average offset height h˜b,nl,b−1 of the last layer nl,b− 1 of block b determined by
h˜b,nl,b−1 =
1
nk
nk−1∑
i=0
hi (5.22)
and the originally computed offset heights hi = ‖pi,offset − pi‖2. In the example of the
wing-fuselage configuration, the recomputation (5.20) is particularly important at the
wing tip: Figure 5.4(a) shows the last layer of offset cells at the wing tip without the
modification and Figure 5.4(b) the same situation with the modification. In the latter
case, the remaining cells can be connected such that the orthogonality is improved
rigorously.
In addition to inserting one offset vertex per concave curve vertex, three edges and
three faces have to be generated: the first edge connects qi,1 to pi,offset, the second
one qi,2 to pi,offset and the third one pi,offset to pi+1,offset. The first face is composed of
the vertices pi,qi,1,qi,2 and pi,offset, the second one of the vertices qi,1,qi+1,1,pi,offset and
pi+1,offset and the third one of the vertices qi,2,qi+1,2,pi,offset and pi+1,offset.
After the insertion of offset cells along concave curves has been finished, the remain-
ing cells are generated separately: for each face of the inner surface which is not yet
connected to an offset cell, a new cell is constructed. Therefore, five different cases as
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Figure 5.5: Example for the different situations for the insertion of single offset cells
after the generation of the concave curve cells.
depicted in Figure 5.5 have to be distinguished, depending on the vicinity of the new
cells:
1. Generate a cell at a face with all four edges being adjacent to offset cells by adding
one new face.
2. Generate a cell at a face with three edges being adjacent to offset cells by inserting
two new faces and one new edge.
3. Generate a cell at a face with two edges which are connected to each other and
adjacent to offset cells by creating three new faces, three new edges and one new
vertex. The new vertex position is determined by
pi,offset = pi + h˜b,nl,b−1 ni , (5.23)
where pi is the only vertex of the current face which is not connected to an offset
cell, h˜b,nl,b−1 again denotes the average offset height of the last concave curve
layer nl,b − 1 of the current block b, see (5.22), and ni is the normal vector of pi.
4. Generate a cell at a face with two oppositely arranged edges being adjacent to
offset cells by adding three new faces and two new edges.
5. Generate a cell at a face with one edge being adjacent to an offset cell by con-
structing four new faces, five new edges and two new vertices. The vertex positions
are computed analogously to (5.23).
The generation of the remaining cells is ordered such that the cell to be constructed
next always corresponds to a face with the currently highest number of adjacent cells.
This reduces the number of different cases to be implemented and, hence, explains why
the situation of no adjacent offset cell is not needed. All possible situations are depicted
in Figure 5.5 for which seven single cells have been inserted for illustration purposes in
addition to the concave curve cells. Note that these seven cells would not be added in
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(a) generated after one iteration of the surface
meshing process
(b) generated after one iteration of the surface
meshing process and refined by an additional
successive iteration
Figure 5.6: Details of offset meshes for the wing-fuselage configuration.
this order due to the restriction of always taking the face with the highest number of
adjacent cells, as mentioned above. At the face marked by x, no cell can be inserted
at the moment since the situation of a single vertex (and not an edge) being connected
to an offset cell has not been implemented. However, the face refers to case 3 after the
generation of the cell for the adjacent face of situation 4.
As discussed in Section 3.3, it is possible to define special faces for the volume mesh,
similarly to the crease edges in the surface case. While constructing the offset mesh,
inner volume faces are tagged to be special if their underlying edge on the inner surface
mesh is a crease edge. Hence, the crease property is extended to the three-dimensional
case. The creases at the trailing edge kinks, for instance, are then also modeled for the
offset mesh and stay at the correct position if the offset mesh is subdivided.
Details of final offset meshes for the wing-fuselage configuration are presented in
Figure 5.6 in a translucent view. In contrast to the meshes shown in Figures 5.1
and 5.3 to 5.5, these have been generated based on the initial polyhedron depicted
in Figure 4.3(a). Figure 5.6(a) shows an offset mesh generated after one iteration of
the surface mesh generation process. The result of another subsequent iteration such
that the offset mesh is subdivided and, hence, smoothed in iteration step 1 is revealed
in Figure 5.6(b). Due to the subdivision, this offset mesh contains two layers of cells
normal to the inner surface. Both meshes, and of course other alternatives, can be used
as a starting point for the generation of a far-field mesh which is described in the next
section. For the numerical flow simulations presented in Chapter 6, the basis mesh for
the generation of a far-field mesh is the one in Figure 5.6(b).
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5.3 Generation of a Far-Field Mesh
For the numerical simulation of the flow field around an object, a far-field mesh is
needed, being large enough to eliminate any in- or outflow boundary influences on the
simulation results. The construction of block-structured volume meshes around com-
plex geometries is a difficult task. Since a full automation of the block decomposition
procedure seems to be impossible, the main goal in the context of this work is the
creation of a template library for dealing with recurring geometries such as the wing-
fuselage configuration. The generation of volume meshes for similar geometries can then
be controlled by only adapting a few parameters. This minimizes the necessary user
interaction and, hence, simplifies and accelerates the process of volume mesh generation
significantly.
The first step is the partitioning of the outer surface of the offset mesh into regular
regions without any extraordinary vertices since the goal is to end up with a block-
structured B-spline volume mesh. This is done automatically and can be seen for an
offset mesh for the wing-fuselage configuration in Figure 5.7. Analogously to Section 5.2,
this mesh is for visualization purposes again not based on the initial polyhedron in
Figure 4.3(a). The same applies for Figures 5.9 to 5.17. The offset mesh has been
generated after the first iteration of the surface meshing process, and one additional
iteration has been applied subsequently. Hence, it consists of two layers of cells. The
decomposition into regular regions results in 15 blocks, each identified by a number.
This is depicted in Figure 5.7 in which the bold lines mark the block borders. The
block numbers are assigned automatically. For the conversion into a B-spline block,
each block must have the structure of a regular rectangular mesh, i.e., the number of
cell layers a block is divided into may not differ. Note that the blocks 0, 4, 7 and 10 do
not yet have this structure since the number of cell layers normal to the wing does differ:
close to the fuselage, it increases from two to four due to the cells which are connected
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Figure 5.7: Wing-fuselage configuration: offset mesh after partitioning into 15 regular
regions.
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Figure 5.8: Schematic illustration of a far-field block with an inner patch at k = 0 and
the opposite outer far-field side at k = K.
both to the wing and to the fuselage. This problem is fixed later by constructing the
far-field blocks, see below.
In the following, points of the patch to which a new far-field block is to be attached
are called inner patch points, regardless whether that patch belongs to the offset mesh or
to a far-field block that has been generated before. The points of the new far-field block
on the opposite of the inner patch are called outer far-field points. For the construction
of the far-field mesh, the user has to provide the order in which the far-field blocks are
created. Therefore, a list of parameters has to be given. For an easier understanding
of these parameters, Figure 5.8 schematically illustrates how the points of a far-field
block are ordered. The points specified in the sketch all occur in the list below. Points
of the inner patch are stored in an i, j-ordering with i = 0, . . . , I and j = 0, . . . , J . The
partitioning of a far-field block into layers is described by k = 0, . . . , K such that the
number of cell layers is K. The points of the inner patch are determined by k = 0 and
the outer far-field points by k = K. Aside from the manual setup of the parameter list,
the far-field mesh generation is done automatically. The necessary parameters which
have to be given for each new block are summarized in the following list:
• The block number of the underlying block determines where the new far-field block
is attached.
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• The coordinates of the four outer corners p0,0,K ,pI,0,K ,p0,J,K and pI,J,K of the
new far-field block determine the size and the shape of the block. In case of a
special block, only two outer corners have to be defined, see below. The outer
corners do not have to be given in a particular ordering since the correspondence
to the inner patch corners is found automatically.
• The number of cell layers K into which the new block is divided has to be pre-
scribed.
• The top spacing flag determines the kind of spacing at the top side k = K of a new
far-field block: the outer far-field points on the four bounding curves on the top
side of the new block are distributed depending on this flag. The end points of the
four bounding curves are the user-given outer corner points p0,0,K ,pI,0,K ,p0,J,K
and pI,J,K . The following equations are stated as an example for the bounding
curve between p0,J,K and pI,J,K . For a flag value of 0, an equidistant spacing is
used such that
pi,J,K = p0,J,K +
i
I
(pI,J,K − p0,J,K) (5.24)
with i = 1, . . . , I − 1. If the flag is set to 1, the distribution is computed by
applying an interpolation method:
pi,J,K = p0,J,K +
di,J,0
dI,J,0
(pI,J,K − p0,J,K) (5.25)
with the summed up distances
di,J,0 =
i∑
m=1
‖pm,J,0 − pm−1,J,0‖2 , dI,J,0 =
I∑
m=1
‖pm,J,0 − pm−1,J,0‖2 . (5.26)
The flag value 2 applies a spacing such that
pi,J,K = p0,J,K + si,J,0 (pI,J,K − p0,J,K) (5.27)
with the parameter
si,J,0 =

sˆi,J,0 if smin ≤ sˆi,J,0 − si−1,J,0 ≤ smax
smin + si−1,J,0 if sˆi,J,0 − si−1,J,0 < smin
smax + si−1,J,0 if sˆi,J,0 − si−1,J,0 > smax
, (5.28)
where s0,J,0 := 0 and
sˆi,J,0 =
pi,J,0,dir − p0,J,K,dir
pI,J,K,dir − p0,J,K,dir . (5.29)
Here, dir denotes the crucial coordinate direction such that the new far-field
cells are well positioned in the direction of the flow. The distance between two
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(a) equidistant (b) interpolation (c) flow-optimized
Figure 5.9: Far-field blocks generated by using different top spacing techniques.
adjacent points on a bounding curve is restricted to be between smin and smax
such that the cell sizes do not vary too much. A reasonable choice could be, for
instance, smin = 0.5I and smax =
1.5
I
. Without the restrictions, the spacing method
inserts the outer points on the particular bounding curve just by carrying over
the particular coordinate value of direction dir of each inner patch point.
All three possible spacings are demonstrated in Figure 5.9 for two far-field blocks
with their top side opposite the offset blocks at the leading and trailing edge
of the wing, respectively. For this example, the last spacing method leads to
the best cells concerning the up- and downstream flow at the wing. Hence, this
spacing method could be called flow-optimized spacing. The crucial coordinate
direction dir in this case is the one pointing into span-wise direction.
The outer far-field points between the outer bounding curves are computed by
connecting each point on a bounding curve to its corresponding opposite point by
a straight line and calculating all intersections of these lines.
• The parabola parameter fp ≥ 0 determines the connection of the inner patch
points (k = 0) to the outer far-field points (k = K) of the new far-field block:
depending on that parameter, the distances
di,j,K =
{
‖pi,j,K − pi,j,0‖2 if fp = 0
fp ‖pi,j,K − pi,j,0‖2 if fp > 0
(5.30)
are computed. The distribution into layers, i.e., the computation of the points
pi,j,k for k = 1, . . . , K − 1, is then applied by using a straight line or a parabola:
pi,j,k(ξi,j,k) =

pi,j,0 +
ξi,j,k
di,j,K
(pi,j,K − pi,j,0) if fp = 0
pi,j,0 + ξi,j,k
(
1− ξi,j,k
di,j,K
)
ni,j,0 +
(
ξi,j,k
di,j,K
)2
(pi,j,K − pi,j,0) if fp > 0
.
(5.31)
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(a) fp = 0 (b) fp = 0.5 (c) fp = 1
Figure 5.10: Far-field block for different parabola parameters fp.
The second equation is similar to (4.38), but this time the parabola is defined
by the inner and outer points pi,j,0 and pi,j,K and the normal vector ni,j,0 of the
inner point instead of using three points. The parameter ξi,j,k determines how a
new far-field block is divided into layers. This is explained below in the context
of the side spacing flag. The parabola parameter fp can be used to influence the
curvature of a parabola. Three cases for different values of fp are illustrated in the
examples in Figure 5.10 for which one far-field block has been generated at the
fuselage: the first one for fp = 0 shows a straight line connection, the second one
for fp = 0.5 a parabola with lowered curvature and the third one for fp = 1 the
actual parabola connection. The case fp = 0.5 can be a good compromise since
the straight lines for fp = 0 lead to distorted cells and the parabola connection for
fp = 1 can make the attachment of further far-field blocks difficult and again lead
to qualitatively bad cells, e.g., in the region of the wing to fuselage connection.
Regarding the cell quality, the application of the compromise can be justified,
demonstrated in the following for the example block of Figure 5.10: for each cell
which is connected to the inner patch on the offset, the maximum and the average
angle between its inner patch face normal vector and the four vectors pointing
from the face points to the corresponding outer points of the cell, i.e., pi,j,1−pi,j,0,
are measured. For an optimal cell quality, these angles should be close to zero.
In the three examples, the maximum angles for the left corner cell which is not
connected to the symmetry plane are 54.3 degrees for fp = 0, 17.2 degrees for
fp = 0.5 and 12.2 degrees for fp = 1. The average angles for all cells of the
first layer of the block are computed to 31.5 degrees for fp = 0, 8.1 degrees for
fp = 0.5 and 5.4 degrees for fp = 1. These numbers show that there is only a
slight increase of the angles using the compromise fp = 0.5 instead of the value
fp = 1, making the use of it well acceptable. Additionally, the large angles for
fp = 0 indicate that using straight line connections for this block is not a good
choice.
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• The side spacing flag determines the kind of spacing between the cell layers of
a new far-field block: this is similar to the spacing at the top side. After the
outer far-field points of the top side have been created, each one is connected by
a straight line or a parabola, see above, to its corresponding point on the inner
patch. Then, layers in between are generated according to the user-given number
of inner cell layers K and the spacing determined by the side spacing flag which
decides how to compute the parameter ξi,j,k in (5.31). For a side spacing flag value
of 0, the distribution into layers is computed equidistantly by
ξi,j,k =
k
K
di,j,K . (5.32)
The value 1 can be used to carry over the spacing ξi,j,k,adj of an adjacent block. If
the side spacing flag is set to 2, the spacing passes from the spacing of an adjacent
block into an equidistant spacing. Assuming that the side of the new block which
is connected to the adjacent block is the one with j = 0, this is computed by
ξi,j,k =
j k
K
di,j,K + (J − j) ξi,j,k,adj
J
. (5.33)
The other cases are calculated analogously. All three possible side spacings are
demonstrated in Figure 5.11 for a far-field block which is connected to an inner
patch at the fuselage and which has a sidewise connection to the top side of the
far-field block at the leading edge of the wing according to Figure 5.9(c). The
best choice in this example is the spacing taken from the adjacent block, depicted
in Figure 5.11(b).
(a) equidistant (b) taken from adjacent block (c) transition to equidistant
Figure 5.11: Far-field block generated by using different side spacing techniques.
• The merging flag determines whether the new block is merged to the underlying
one: if the flag is 0, the new block is not merged to the underlying block and gets
its own number. For a flag value of 1, all underlying cells are merged to the new
far-field block with a new block number. The old block is kept if there are cells
left belonging to it. This can happen if these cells are not connected to the new
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far-field block by faces, i.e., they are not underlying cells for the new block. If no
cells of the old block are left, it is deleted. In the latter case, all block numbers
larger than the deleted one have to be decreased by one to preserve a continuous
numbering. If the flag is set to 2, the new block is merged to the underlying one
by assigning the already existing block number of the underlying block to the new
cells.
Given these parameters, the current implementation provides three possible ways for
the construction of far-field blocks or cells:
• Generation of a normal block: a block which is attached to an inner patch at one
of its six sides is called a normal block. The inner patch can belong to the offset
mesh or to a far-field block which has been generated before. Each of the other
five sides either is a border of the far-field or connected to an adjacent far-field
block.
• Generation of a special block: a block which is attached to an inner patch at two
of its six sides is called a special block. An example are the two blocks at the
wing in Figure 5.9 which both are connected to the offset mesh at one inner patch
but at two sides, namely the wing and the fuselage. This always happens if an
inner patch to which a far-field block is to be attached can be divided into two
parts along a concave curve. In such a case, only two outer far-field corner points
have to be given by the user. The other two are corner points of the inner patch,
being detected automatically.
• Generation of single cells by filling dents: a typical situation in which a dent
occurs can be seen in Figure 5.10, especially in the two rightmost settings. A
dent has been produced between the offset cells at the wing and the new far-field
cells at the fuselage. Directly constructing a far-field block along the wing, being
connected to the fuselage, would lead to bad angles between the cells of that new
far-field block and the one depicted in the figure. Instead, one layer of single
cells can be introduced into the dent. The new cells are inserted such that the
first layer of offset faces at the wing and the first layer of far-field faces at the
fuselage belong to the dent-filling cells. In more detail and for the whole mesh,
the procedure is described below, based on the mesh in Figure 5.12 and leading
to the mesh in Figure 5.13 after dent-filling. The single cells are created using the
same five rules as for the construction of offset cells, see Section 5.2.
Details of the algorithms for these three strategies are given below. Beforehand, the
construction of a complete far-field mesh for the wing-fuselage configuration is demon-
strated. This should ease the understanding of the algorithms.
Usually, generating a far-field mesh is an iterative procedure of alternating user inter-
actions and the generation of blocks, as now explained on the basis of the wing-fuselage
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Figure 5.12: Wing-fuselage configuration: volume mesh with 23 blocks.
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Figure 5.13: Wing-fuselage configuration: volume mesh after dent-filling at the six
blocks 0, 3, 4, 7, 9 and 10.
example, see Figure 5.7. At first, eight new blocks are defined, being attached to the
fuselage blocks 1, 2, 5, 6, 8, 11, 13 and 14 along the symmetry plane, by giving the
underlying block numbers, the outer corner coordinates of the new blocks and the other
parameters according to the list above. All eight new blocks are in this example set up
to have seven layers of cells. They are normal blocks with five far-field sides and one
side connected to the offset mesh. For their construction, an equidistant top and side
spacing and a parabola parameter fp = 0.5 are used. The new mesh with an overall
number of 23 blocks is depicted in Figure 5.12. It reveals a dent in the wing to fuselage
connection region at the blocks 0, 3, 4, 7, 9 and 10. As mentioned above, directly
connecting new blocks to the dent along the wing would lead to bad cells due to the
connection to the surrounding blocks, e.g., between the blocks 0 and 15. Hence, the dent
is filled by single cells, see Figure 5.13. Since the dent-filling cells get the same block
number as their adjacent offset cells, a change of the block allocations is necessary: the
first layer of cells of each of the eight far-field blocks at the fuselage is allocated to its
underlying offset block. Hence, all offset blocks, which have been connected to far-field
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blocks so far, now consist of three layers of cells normal to the fuselage instead of two,
whereas the number of layers of the far-field blocks is reduced by one (six instead of
seven). The reallocation of cells to an underlying offset block due to filling dents is
done automatically.
The next four far-field blocks are constructed around the wing, connected to the
offset blocks 0, 4, 7 and 10. These blocks are detected to be special since each of it
contains a concave curve. Hence, they have four far-field sides and two offset sides (one
at the fuselage and one at the wing). The underlying offset cells at the wing are added
to the new blocks by merging them according to the first merging technique described
in the list above. This solves the above-mentioned problem of not having the structure
of a regular rectangular mesh required for the conversion into a B-spline volume mesh.
The number of cell layers of the four blocks is predetermined: the inner patches are the
ones along the wing, i.e., there must be two layers of cells to have a correct connection
to the fuselage. For each of the four blocks, the flow-optimized top spacing and the
side spacing from an adjacent block are used, which for the side spacing in this case
means to carry over the spacing at the fuselage part of the inner patch. The parabola
parameter fp is set to zero, which also applies for all following blocks. Another block
with the same parameters is defined at the wing tip. It is constructed using the second
merging technique such that the new cell layers belong to block 12. The mesh illustrated
in Figure 5.14 is then obtained by adding two normal blocks attached to the fuselage
blocks 3 and 9. Since these are connected to two of the far-field blocks at the wing,
the number of cell layers, in this case 17, is again predetermined. The top spacing is
equidistant, whereas the side spacing is taken from the particular adjacent block. The
volume mesh now consists of 29 blocks.
The next eight blocks are attached to the far-field blocks 15 to 22, as Figure 5.15
shows, each with 17 cell layers, an equidistant top spacing and a transition of the side
spacing from the particular underlying far-field block to an equidistant spacing.
Three further blocks with equidistant top and side spacing and a predetermined
number of six cell layers are connected to the blocks 12, 27 and 28, leading to the
rectangularly shaped volume mesh of Figure 5.16. The outer surface of this mesh has a
planar structure such that further blocks can be attached easily to increase the far-field.
To keep these bounding sides of the current far-field planar in case of a subdivision of
the mesh, the bounding edges of the cuboid are defined to be crease edges.
Figure 5.17 shows the inner surface mesh together with a selection of volume mesh
blocks to give an idea of the block partitioning inside of the volume mesh. The blocks
which have originally been generated as offset blocks consist of three or four layers of
cells normal to the inner surface, whereas the attached far-field blocks contain six layers
normal to the offset blocks.
As mentioned above, for the generation of the far-field mesh which has been used for
numerical flow simulations, see Chapter 6, the offset mesh depicted in Figure 5.6(b) is
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Figure 5.14: Wing-fuselage configuration: volume mesh with 29 blocks.
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Figure 5.15: Wing-fuselage configuration: volume mesh with 37 blocks.
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Figure 5.16: Wing-fuselage configuration: volume mesh with 40 blocks and planar outer
structure.
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Figure 5.17: Wing-fuselage configuration: inner surface mesh and selected volume mesh
blocks.
used as a basis. Figure 5.18 shows that offset mesh after the partitioning into regular
regions, Figure 5.19 the corresponding volume mesh with 23 blocks after dent-filling
and Figure 5.20 a selection of blocks to visualize the interior of the far-field mesh.
The latter one again demonstrates that the offset height normal to the inner surface is
smaller than for the mesh used for visualization purposes, cf. Figure 5.17.
The extension of the far-field is applied by attaching blocks to the planar sides of the
cuboid, except for the symmetry plane. Many of these extension blocks have a Cartesian
structure. The length of the extension in the direction of the particular coordinate is
another parameter which has to be given by the user. For the test case, extensions at
the inflow of 5m and at the downstream outflow of 20m have been chosen. At the
lower and upper outflow and in span-wise direction, the extensions are set to 5m each.
A part of the new volume mesh, now consisting of 59 blocks, is depicted in Figure 5.21.
The last 20 blocks are then attached to the new extension blocks to complete the far-
field mesh, eight at the sides and twelve at the front, such that the volume mesh has
79 blocks in total. All the extension blocks are generated using equidistant spacings.
The parabola parameter fp is obviously set to zero. Since the mesh is converted into a
B-spline mesh later and the edges of the extension blocks are straight lines, the number
of cell layers, which also defines the number of control points on the edges of a block,
is not important for these blocks. Hence, the enormously stretched cells which can be
seen in Figure 5.21 do not deteriorate the mesh quality. The real number of cells a
block of the B-spline volume mesh is divided into is given later separately. This also
means that the number of cell layers used for previous blocks (e.g., seven for the first
eight blocks along the symmetry plane) is not obligatory for the B-spline volume mesh.
It only decides about the number of control points of a block.
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Figure 5.18: Wing-fuselage configuration based on the mesh in Figure 5.6(b): offset
mesh after partitioning into 15 regular regions.
Figure 5.19: Wing-fuselage configuration based on the mesh in Figure 5.6(b): volume
mesh with 23 blocks after dent-filling.
Figure 5.20: Wing-fuselage configuration based on the mesh in Figure 5.6(b): inner
surface mesh and selected volume mesh blocks.
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Figure 5.21: Wing-fuselage configuration based on the mesh in Figure 5.6(b): volume
mesh with 19 extension blocks, overall 59 blocks.
Now, some details of the far-field block/cell generation strategies given in the list
above are presented, starting with the algorithm for the generation of a normal block
with four outer far-field corner points or a special block with only two outer corners:
1. Detect the corner points of all regular patches on the current outer surface mesh:
if each adjacent cell of a vertex on the outer surface mesh belongs to a different
block, that vertex is identified to be a corner point.
2. Test if the current patch to which a new far-field block is to be attached is a
special one: this is the case if the patch contains a concave curve. Hence, for each
edge of the patch which is not bounding the patch, it is checked if it is concave.
Therefore, the same approach as for the detection of sharp edges and for the
generation of offset cells along concave curves is applied, see Sections 4.6 and 5.2,
respectively. If such a curve exists and if its start and end point do not belong
to the corner points detected in the first step, the patch is marked as a special
patch.
3. Determine the four corners of the current patch: from the list stored in the first
step, the correct four corner points belonging to the current patch are chosen. In
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case of a special patch, there are six corners since the start and end point of the
concave curve are also stored as corners.
4. Prepare the computations in case of a special patch: the patch to which a special
block is attached has to be divided into two parts, namely the bottom of the
new far-field block and one side of that block. The division is applied along the
concave curve. Then, the direct way from the start and end point of the concave
curve to the particular next patch corner point is searched. If the number of
edges to reach the corner is the same as the user-given number of cell layers, the
side of the new far-field block is found and the corner is set to be an outer block
corner instead of an inner patch corner. All vertices, faces and edges between the
concave curve and the two new outer corners are then set to belong to the side
of the new far-field block, whereas all other remaining vertices, faces and edges
belong to the bottom of the block.
5. Store the vertices and faces of the current patch in a structured i, j-order according
to Figure 5.8. This sets up the vertex layer k = 0. For a special patch, only the
bottom part is ordered since the vertices of the side part belong to the layers
k > 0. There is no unique way of ordering, i.e., it does not matter which of the
four patch corners is the point p0,0,0 or into which direction i and j point. The
only constraint which has to be fulfilled originates from the used flow solver: for
the whole block, i, j, k have to be ordered such that the coordinate system is right-
handed. This can be checked by computing the vector triple product (ei×ej) ·ek,
where ei, ej and ek are the unit vectors spanning the block. If the result is smaller
than zero, i and j are swapped.
6. Assign each outer block corner to a detected inner patch corner point: for a
normal block, the user has to give the coordinates of all four outer corner points.
In contrast, for a special block, only the coordinates of two outer corner points
have to be given. In the latter case, the other two outer corners are the ones
belonging to the side part of the patch, detected in the fourth step. The sum
of distances is computed for each possible constellation of relating the four inner
patch corners to the four outer block corners such that there are 24 permutations
overall. The relation for which the sum of distances is minimal is then taken as
the correct one.
7. Compute the coordinates of the new far-field vertices: all points of a new far-field
block for the layers k = 1, . . . , K are computed depending on the top and side
spacing flag. Already existing points from an adjacent block are carried over.
8. Update the mesh: the new vertices, edges, faces and cells of a far-field block are
created and inserted into the data structure. Special care regarding the update
of the connectivity lists has to be taken if a new far-field block has one or more
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adjacent blocks: the connection to the adjacent blocks is searched and set up for
every vertex, edge and face.
9. If the merging flag is set to 1 or 2, merge the current far-field block with the
underlying block.
The algorithm for filling dents by single cells consists of the following steps:
1. Determine the surface faces of the user-given patch for which a dent has to be
filled.
2. Fill the dent iteratively by single cells: generate a cell for each face of the user-
given patch which is adjacent either to a cell of an adjacent block or to a cell
previously constructed for the current block by the dent-filling process. A cell
is generated for a face which has four, three, two connected or opposite or one
edge(s) being adjacent to a cell, as also done for the offset cells, see Section 5.2.
3. Update the block structure of the whole mesh: the new dent-filling cells are
assigned to belong to the underlying block. Hence, for all blocks which have cells
adjacent to the inserted dent-filling cells, a reassignment has to be applied, too.
With the techniques implemented in this work, not only a template for the generation
of a whole volume mesh for the geometry of a wing-fuselage configuration has been
developed but also templates for the generation of a single block which is attached to
a patch at one of its six sides, a single special block which is, due to a partition along
a concave curve, attached to a patch at two of its six sides or single cells which are
adjacent to one or more previously constructed cells.
Another template example for a recurring geometry is the airplane engine shown in
Figures 5.22 to 5.24. The initial polyhedron in Figure 5.22 is similar to the one presented
in Figure 3.8(a). The surface mesh in Figure 5.23 has been generated by two Catmull-
Clark subdivisions. After one subdivision, a volume mesh has been constructed by
applying the same techniques as the ones described above. Figure 5.24 shows selected
blocks of that volume mesh after one additional three-dimensional subdivision. The first
layer of cells connected orthogonally to the surface mesh is obtained by constructing
the offset mesh. All other layers originate from the far-field mesh generation. Dent-
filling has been applied to block 1 (and to the equivalent blocks 2 to 4 which are not
depicted). For the blocks 13 and 14, the flow-optimized top spacing has been used. All
other spacings are equidistant. The parabola parameter fp has been set to zero for all
blocks. The complete mesh contains 15 blocks.
The generation of a whole volume mesh such as the one for the wing-fuselage config-
uration, including the iterative surface mesh generation, is done in less than a minute
on a usual office workstation.
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Figure 5.22: Initial template for the sur-
face mesh of an airplane en-
gine.
Figure 5.23: Surface mesh for the airplane
engine after two Catmull-
Clark subdivisions.
0
1
5
9
1314
Figure 5.24: Airplane engine: inner surface mesh and selected volume mesh blocks.
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5.4 Conversion into a B-Spline Volume Mesh
As explained in Section 5.1, a volume mesh which is well-suited for adaptation based on
a nested mesh hierarchy is needed. So far, it has been shown how to generate a block-
structured volume mesh with each block representing a discrete regular rectangular
mesh. For the conversion of these blocks into B-spline volumes, the B-spline control
points have to be defined based on the control points for the inner Catmull-Clark
surface and the discrete points away from the inner surface control mesh. Two main
goals for that matter are to keep the good approximation of the given B-spline surface
representing the body and to achieve the best possible smoothness, especially on the
body and close to it, i.e., in and on the offset mesh. Special care has to be taken at each
block border where a smooth join with the particular adjacent block has to be ensured if
possible. For the purpose of geometric modeling, a method for the creation of smoothly
joining bicubic Nurbs starting from a Catmull-Clark surface mesh was proposed by
Peters [76]. Another method using bicubic patches for the approximation of Catmull-
Clark subdivision surfaces was presented by Loop and Schaefer [77]. These approaches
are based on the same concept as the one in this work. For an easy explanation, it
is demonstrated by showing how a C2 join of two uniform cubic B-spline curves can
be obtained. Later, the concept is extended to patches and volumes by making use of
tensor products. Figure 5.25 illustrates a part of a control polygon with the control
points pI−1 and pI belonging to a first curve and the points q0 = pI and q1 to a second
curve. Introducing two new control points
pI− 1
3
=
2
3
pI +
1
3
pI−1 , q 1
3
=
2
3
pI +
1
3
q1 (5.34)
and replacing pI with
pˆI =
1
2
(
pI− 1
3
+ q 1
3
)
=
1
6
pI−1 +
2
3
pI +
1
6
q1 (5.35)
pI−1
pI− 1
3
pI
q0
q 1
3
q1
pˆI
Figure 5.25: Join of two uniform cubic B-spline curves: replacing pI = q0 with pˆI and
inserting pI− 1
3
and q 1
3
guarantees a C2-continuous join.
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q1,1
q1,0
r1,1
p0,1
p0,0
r0,1
p1,1
p1,0
s1,1
pˆ0,1
p0, 1
3
pˆ0,0
p 1
3
,1
p 1
3
, 1
3
p 1
3
,0
p1, 1
3
pˆ1,0
Figure 5.26: Join of four patches for a two-dimensional example: replacing three points
according to (5.36) and inserting five new ones according to (5.37) guar-
antees a C2-continuous join in this regular case.
yields a point of the C2-continuous uniform cubic B-spline curve corresponding to the
whole control polygon, as derived in Section 3.2, see for instance (3.18). Since the
knot vectors later are defined to be clamped, the end control points of a patch or a
block are interpolated. Hence, C2 joins between patches or blocks are ensured by using
this technique. The insertion and replacement of points as done here conforms to an
increase of the multiplicity of the knot corresponding to pI by two, i.e., inserting that
knot twice into the knot vector.
For a regular surface patch corner, the situation is depicted in Figure 5.26. The
patch P with the control points denoted by p is adjacent to three other patches Q, S
and R with control points q, r and s, respectively, all of them joining in the point p0,0.
The bold lines mark the patch borders. The only point of the depicted corner face of
patch P not lying on a patch border is p1,1. Using the coefficient masks
(
1
6
2
3
1
6
)
and(
1
3
2
3
)
or tensor products computed from these masks, the three points p0,0, p1,0 and
p0,1 are replaced by
pˆ0,0 =
1
36
(p1,1 + q1,1 + r1,1 + s1,1 + 4 (p0,1 + q1,0 + r0,1 + p1,0) + 16p0,0) ,
pˆ1,0 =
1
6
(p1,1 + 4p1,0 + s1,1) ,
pˆ0,1 =
1
6
(p1,1 + 4p0,1 + q1,1) ,
(5.36)
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and the five points
p 1
3
,0 =
1
18
(p1,1 + s1,1 + 2 (p0,1 + r0,1) + 4p1,0 + 8p0,0) ,
p0, 1
3
=
1
18
(p1,1 + q1,1 + 2 (p1,0 + q1,0) + 4p0,1 + 8p0,0) ,
p 1
3
, 1
3
=
1
9
(p1,1 + 2 (p1,0 + p0,1) + 4p0,0) ,
p1, 1
3
=
1
3
(p1,1 + 2p1,0) ,
p 1
3
,1 =
1
3
(p1,1 + 2p0,1)
(5.37)
are inserted for a face positioned in the patch corner, whereas p1,1 and all other points of
the patch which are not lying on the patch border remain unchanged. The replacement
of points and the insertion of new ones has to be continued along the patch bounding
edges. Hence, the mask
(
1
6
2
3
1
6
)
is applied to recompute the points pi,0 and pi,J for
i = 1, . . . , I − 1 and p0,j and pI,j for j = 1, . . . , J − 1. Additionally, the points pi, 1
3
,
pi,J− 1
3
, p 1
3
,j and pI− 1
3
,j are inserted for the same ranges of i and j, respectively, by using
the mask
(
1
3
2
3
)
. Of course, analogous computations have to be applied to the three
adjacent patches.
These computations are done for the points on the inner surface. However, the patch
corners are usually extraordinary vertices such that a different technique has to be
used: if p0,0 is extraordinary, the calculation of pˆ0,0, p 1
3
,0, p0, 1
3
and p 1
3
, 1
3
differs from
the regular case described above. For pˆ0,0, the projection point computed in the last
iteration loop of the surface mesh generation is taken. For the computation of the
points p 1
3
,0 and p0, 1
3
, at first the points pˆ1,0 and pˆ0,1 are computed. This can be done
as shown above by using the coefficient mask
(
1
6
2
3
1
6
)
. Then, these two points are
projected onto the plane defined by npˆ0,0 · (p− pˆ0,0) = 0, where npˆ0,0 is the normal
vector of pˆ0,0. Since the projection point pˆ0,0 lies on the given B-spline surface, npˆ0,0 is
set to be the exact normal xu×xv‖xu×xv‖2 of the B-spline surface at the location determined
by the parameters (u, v). The final points p 1
3
,0 and p0, 1
3
are then computed applying
the mask
(
1
3
2
3
)
such that
p 1
3
,0 =
2
3
pˆ0,0 +
1
3
(
pˆ1,0 + npˆ0,0 · (pˆ0,0 − pˆ1,0)npˆ0,0
)
,
p0, 1
3
=
2
3
pˆ0,0 +
1
3
(
pˆ0,1 + npˆ0,0 · (pˆ0,0 − pˆ0,1)npˆ0,0
)
.
(5.38)
A relation for obtaining p 1
3
, 1
3
can be derived from the bicubic B-spline surface derivative,
called twist vector,
xuv(0, 0) = 9 (p0,0 − p1,0 − p0,1 + p1,1) . (5.39)
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The derivative xuv(u, v) is calculated at the location of the projection point pˆ0,0 and
scaled by one third of the length of the vector pointing from pˆ0,0 to p1,1,p. The latter
point p1,1,p is determined by the projection of p1,1 onto the plane npˆ0,0 · (p− pˆ0,0) = 0.
Hence, the scaled twist vector is set to
xˆuv(u, v) =
1
3
‖(p1,1,p − pˆ0,0)‖2
xuv(u, v)
‖xuv(u, v)‖2 . (5.40)
Finally, p 1
3
, 1
3
is obtained by
p 1
3
, 1
3
=
1
9
xˆuv(u, v) + p 1
3
,0 + p0, 1
3
− pˆ0,0 . (5.41)
In contrast to the C2 join for a regular point, the join in this case is only C1-continuous
at the extraordinary point and less than C1-continuous into and across the direction of
the adjacent inserted points. However, the patch transitions at these locations still are
smooth enough for the purpose of numerical flow simulations. Furthermore, only a few
small regions are affected by the decrease in smoothness. If a surface patch is located at
the boundary, the computations for boundary points reduce from the two-dimensional
to the one-dimensional case such that the coefficient masks
(
1
6
2
3
1
6
)
and
(
1
3
2
3
)
are
applied to replace and to insert points along the boundary curve, respectively. The
same holds for crease edges bounding a surface patch.
The conversion of the inner surface leads to a B-spline surface which can be un-
derstood as a watertight reparametrization of the approximation of the given B-spline
surface. It always consists of untrimmed patches regardless of the existence of trimmed
patches in the given surface. For the wing-fuselage configuration, the reparametrization
is depicted in Figure 5.27. The control mesh (green with yellow control points) and the
edges of the original mesh (black or yellow for crease edges) are also shown. The bold
black lines mark the patch borders.
The regular block borders away from the inner surface are treated analogously to the
ones on a surface patch with a regular corner point since tensor products of the curve
coefficients are used again. In the three-dimensional case, a block corner is regular if it
does not lie on an extraordinary edge. If a cell is positioned at such a block corner, i.e.,
three of its six faces are block bounding faces, one point of the cell remains unchanged,
seven points are replaced and 19 new ones are inserted. In detail, if p0,0,0 is the block
corner point, the unchanged point is p1,1,1. The seven replaced points and the 19 newly
inserted ones are listed in Table 5.1, sorted by the tensor products from which the
particular coefficients are computed. For the sake of readability, the superscript T
denoting transposed vectors is omitted in the table.
For the extraordinary points away from the inner surface, again other strategies are
needed: At first, it is searched for all directly adjacent points which are connected to
the extraordinary point by an edge or a face and belong to the same layer. These points
are sorted in a cyclic order. An example is an extraordinary point on the bounding
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Figure 5.27: Conversion of Catmull-Clark control mesh into B-spline control mesh for
the wing-fuselage configuration: B-spline surface (blue), B-spline control
mesh (green) with control points (yellow), edges of the original mesh (black
or yellow for crease edges).
tensor product points(
1
6
2
3
1
6
)⊗ (1
6
2
3
1
6
)⊗ (1
6
2
3
1
6
)
pˆ0,0,0(
1
6
2
3
1
6
)⊗ (1
6
2
3
1
6
)
pˆ1,0,0, pˆ0,1,0, pˆ0,0,1(
1
6
2
3
1
6
)
pˆ1,1,0, pˆ1,0,1, pˆ0,1,1(
1
3
2
3
)⊗ (1
6
2
3
1
6
)⊗ (1
6
2
3
1
6
)
p 1
3
,0,0, p0, 1
3
,0, p0,0, 1
3(
1
3
2
3
)⊗ (1
3
2
3
)⊗ (1
6
2
3
1
6
)
p 1
3
, 1
3
,0, p0, 1
3
, 1
3
, p 1
3
,0, 1
3(
1
3
2
3
)⊗ (1
3
2
3
)⊗ (1
3
2
3
)
p 1
3
, 1
3
, 1
3(
1
3
2
3
)⊗ (1
6
2
3
1
6
)
p 1
3
,1,0, p 1
3
,0,1, p1, 1
3
,0, p0, 1
3
,1, p1,0, 1
3
, p0,1, 1
3(
1
3
2
3
)⊗ (1
3
2
3
)
p 1
3
, 1
3
,1, p 1
3
,1, 1
3
, p1, 1
3
, 1
3(
1
3
2
3
)
p 1
3
,1,1, p1, 1
3
,1, p1,1, 1
3
Table 5.1: Tensor products used to compute the coefficients for replacing seven points
and inserting 19 new ones in case of a regular block corner point p0,0,0.
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surface of the offset mesh for which all the direct neighbors of the same layer also lie
on this bounding surface. Then, the Catmull-Clark limit point for the extraordinary
point is computed by applying (3.31) and the control point is defined as the limit
point. Analogously to the extraordinary surface patch case described above, the plane
npˆ0,0,k · (p− pˆ0,0,k) = 0 is constructed, in this notation assuming that the constant layer
is k and that the extraordinary vertex is denoted by p0,0,k and replaced by the limit
point pˆ0,0,k. The normal vector npˆ0,0,k is computed by (4.18). The points p 13 ,0,k and
p0, 1
3
,k are inserted by projecting pˆ1,0,k and pˆ0,1,k onto the plane and applying the mask(
1
3
2
3
)
. Hence, analogously to (5.38), the points are obtained by
p 1
3
,0,k =
2
3
pˆ0,0,k +
1
3
(
pˆ1,0,k + npˆ0,0,k · (pˆ0,0,k − pˆ1,0,k)npˆ0,0,k
)
,
p0, 1
3
,k =
2
3
pˆ0,0,k +
1
3
(
pˆ0,1,k + npˆ0,0,k · (pˆ0,0,k − pˆ0,1,k)npˆ0,0,k
)
.
(5.42)
Finally, the point p 1
3
, 1
3
,k is inserted by computing the fourth point of the parallelogram
defined by the other three points, leading to
p 1
3
, 1
3
,k = p 1
3
,0,k − pˆ0,0,k + p0, 1
3
,k . (5.43)
Especially on the bounding surface of the offset mesh, this method leads to smooth
transitions between the patches.
If a block border lies at the boundary or if the block bounding edges are creases,
the three-dimensional rules are replaced by the two-dimensional rules, similarly to the
surface patch case described above.
Another special case is given if all points of one side of a block lie on a plane. Then,
all these points remain unchanged, and the new points are inserted by applying the
mask
(
1
3
2
3
)
or the tensor product of that mask with itself. As an example, imagine
a corner point p0,0,K lying on a planar side of a block. Then, the points are given
by pˆ0,0,K = p0,0,K , p 1
3
,0,K =
2
3
p0,0,K +
1
3
p1,0,K , p0, 1
3
,K =
2
3
p0,0,K +
1
3
p0,1,K , p 1
3
, 1
3
,K =
1
9
(p1,1,K + 2 (p1,0,K + p0,1,K) + 4p0,0,K), pˆ1,0,K = p1,0,K , p1, 1
3
,K =
2
3
p1,0,K+
1
3
p1,1,K and
so on.
The extension of the far-field mesh, in the wing-fuselage example the blocks 40 to 78,
consists of blocks with planar sides exclusively. As the size of an extension block in
a particular coordinate direction can be many times larger than the size of the block
of the first far-field part it is attached to, the goal is to ensure a slight increase of
cell sizes along that direction. Therefore, the first new layer of control points of the
extension block is computed differently compared with the usual planar cases. Since the
extension blocks are always connected to the first far-field part such that the connection
layer is k = 0, the first new layer consists of the control points pi,j, 1
3
with i = 0, . . . , I and
j = 0, . . . , J . For each side of the cuboidal first far-field part except for the symmetry
plane, the average distance between the control points of the last layer of that side
and the ones of the previous layer is computed. The points pi,j, 1
3
of each block which is
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attached to that side are then moved away from the layer k = 0 by the average distance.
For the blocks completing the far-field mesh, which are connected to the first far-field
part only by edges or a point, the same distance is used in the particular directions. In
the example, these are the blocks 59 to 78.
A similar procedure can be applied to the first layer of inserted control points away
from the inner surface: if these control points are given by pi,j, 1
3
, they can be replaced
by
pi,j, 1
3
= cpi,j,0 + (1− c)pi,j,1 , (5.44)
where c is a user-given value between zero and one. If it is chosen to be larger than 2
3
,
the first layer of control points away from the surface is moved closer to the surface.
Hence, a stretching of the cell sizes normal to the wall is introduced such that the first
and the following layers of cells have a smaller wall distance.
In general, the importance of smooth transitions between blocks decreases, the farther
away from the inner surface and the offset mesh the points are located. As long as
C0 continuity is guaranteed, which in the implementation in this work is always the
case, the nested mesh hierarchy can be created.
For the numerical flow simulations in this work, see Section 6.4, the flow solver
Quadflow has been used. It is introduced in Section 6.2. The final B-spline volume
mesh has to be output in a special multi-block topology such that Quadflow can read
in the mesh. This is demonstrated for an example in Appendix D.
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Generation Process to
Computational Fluid Dynamics
For the validation of the overall mesh generation process which has been developed
and implemented in this work, the volume mesh for the wing-fuselage configuration as
depicted in Figures 5.18 to 5.21 is converted into a B-spline volume mesh according to
Section 5.4 and subsequently used to run numerical flow simulations.
Some physical background for the understanding of the occurring flow phenomena
is given in Section 6.1. The adaptive flow solver Quadflow, used for the simulations,
is briefly described in Section 6.2. Section 6.3 explains the origin of the experimental
results which are compared with the CFD results discussed in Section 6.4.
6.1 CFD: Physical Background and Flow Phenomena
Physical background on viscous fluid flow is given in Sections 6.1.1 and 6.1.2 by in-
troducing the governing equations, whereas Sections 6.1.3 to 6.1.5 explain the main
phenomena occurring for the test case of a transonic flow over an airplane wing, namely
turbulence, boundary layers and shocks.
6.1.1 Navier-Stokes Equations
The governing equations to describe compressible viscous fluid flow are the Navier-
Stokes equations. They are set up from conservation equations for mass, momentum
and energy. In an integral formulation, such a conservation equation for a control
volume Ω with boundary ∂Ω and the surface element dS ⊂ ∂Ω with outward normal
vector n is defined by ∫
Ω
∂u
∂t
dV +
∮
∂Ω
f(u) · n dS = 0 . (6.1)
Body forces are neglected in this equation. Additionally, initial values u(x, t0),x ∈ Ω,
and boundary conditions u(x, t)|∂Ω ,x ∈ ∂Ω, are needed. The Navier-Stokes equations
are obtained from (6.1) if the vector u of the conserved quantities and the conservative
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fluxes f(u) are given by
u =

ρ
ρv
ρetot
 , f(u) =

ρv
ρv ⊗ v + pI
(ρetot + p)v

︸ ︷︷ ︸
convective fluxes
+

0
−τv
−τvv + q

︸ ︷︷ ︸
dissipative fluxes
, (6.2)
where ρ is the fluid density, v the flow velocity vector with components v0, v1 and v2,
etot = e+
1
2
|v|2 the specific total energy with the specific internal energy e, p the static
pressure, I the identity matrix and q the heat flux. The elements of the shear stress
tensor τv are for a Newtonian fluid, e.g., air or water, defined by
τi,j = µ
(
∂vi
∂xj
+
∂vj
∂xi
)
− 2
3
µ δi,j∇ · v , i, j = 0, 1, 2 , (6.3)
where δi,j denotes the Kronecker delta which is one for i = j and zero for i 6= j. The
proportionality factor µ is the dynamic viscosity of the fluid which is highly depen-
dent on the temperature and only slightly on the pressure. Fourier’s law of thermal
conduction provides a relation for the heat flux q, namely
q = −λ∇T (6.4)
with the temperature T and the thermal conductivity
λ = cp
µ
Pr
= R
γ
γ − 1
µ
Pr
. (6.5)
The last equality is only valid for a thermally and calorically perfect gas. The Prandtl
number Pr gives the ratio of the viscous to the thermal diffusion rate, R is the specific
gas constant and γ = cp
cv
the ratio of the heat capacity at constant pressure cp to the
heat capacity at constant volume cv. For air, γ is 1.4 at a temperature of 293K. For
a thermally and calorically perfect gas, e.g., air up to a temperature of approximately
800K, the thermal equation of state
p = ρRT (6.6)
and the caloric equation of state
e = cv T = R
1
γ − 1 T (6.7)
provide the closure of the equation system for the five unknowns ρ,v, p, e and T .
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6.1.2 Navier-Stokes Equations in Dimensionless Form
The Navier-Stokes equations can be made dimensionless. The goal is to create physically
similar test cases. An airplane, for instance, can be modeled for a wind tunnel in
different sizes, but by adjusting a few dimensionless characteristic inflow values, the
result is scaled to the actual size. Therefore, each quantity is related to a reference
quantity, e.g., the fluid density to its value at the inflow. The dimensionless quantities
are denoted by the superscript ∗ and the reference values by the subscript ref. If
a reference value is chosen as the inflow value, the subscript ref is replaced by ∞.
Examples are
ρ∗ =
ρ
ρ∞
, u∗ = u
(
p∞
ρ∞
)− 1
2
, p∗ =
p
p∞
, e∗ = e
(
p∞
ρ∞
)−1
, T ∗ =
T
T∞
, x∗ =
x
lref
.
(6.8)
The dimensionless Navier-Stokes equations, derived from (6.1) and (6.2), are then given
by ∫
Ω
∂u∗
∂t∗
dV +
∮
∂Ω
f∗(u∗) · n dS = 0 (6.9)
with
u∗ =

ρ∗
ρ∗v∗
ρ∗e∗tot
 , f∗(u∗) =

ρ∗v∗
ρ∗v∗ ⊗ v∗ + p∗I
(ρ∗e∗tot + p
∗)v∗

︸ ︷︷ ︸
convective fluxes
+
1
Re∞

0
−τ ∗v
−τ ∗vv∗ +
1
Pr∞
q∗

︸ ︷︷ ︸
dissipative fluxes
.
(6.10)
The Reynolds number Re, giving the ratio of inertial forces to viscous forces, is one of
the main characteristic numbers for the simulation of flow problems. It is determined
by
Re∞ =
ρ∞ |v∞| lref
µ∞
, (6.11)
where the reference length lref depends on the problem: for an airplane wing, for in-
stance, a typical choice is the mean aerodynamic chord. The Prandtl number, cf. (6.5),
is defined by
Pr∞ =
µ∞ cp,∞
λ∞
. (6.12)
Another important characteristic number is the Mach number
M∞ =
|v∞|
c∞
, (6.13)
giving the ratio of the inflow velocity |v∞| to the speed of sound c∞ =
√
γ p∞
ρ∞ .
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6.1.3 Turbulence
In 1883, Reynolds examined the transition from a laminar pipe flow to an unstable
turbulent behavior and found that this transition occurs for certain critical parame-
ters [78], which led to the introduction of the Reynolds number. For the description of
incompressible turbulent flows, each unknown quantity is divided into a time-averaged
and a fluctuating quantity, e.g.,
u(x, t) = u(x) + u
′
(x, t) (6.14)
with the time average
u(x) = lim
∆t→∞
 1
∆t
t0+∆t∫
t0
u(x, t) dt
 (6.15)
for an adequate time interval ∆t. For the compressible case, a density-weighted aver-
aging, called Favre averaging, is applied by
u(x, t) = u˜(x) + u
′′
(x, t) (6.16)
with the Favre average
u˜ =
ρu
ρ
. (6.17)
Inserting (6.16) into the Navier-Stokes equations (6.1), (6.2) leads to the compress-
ible Reynolds-averaged Navier-Stokes equations or Favre-averaged Navier-Stokes equa-
tions. In dimensionless form, with the conserved quantities u∗ and the conservative
fluxes f∗(u∗), these are given by
u∗ =

ρ∗
ρ∗v˜∗
ρ∗e˜∗tot
 ,
f∗(u∗) =

ρ∗v˜∗
ρ∗v˜∗ ⊗ v˜∗ + p∗I
(ρ∗e˜∗tot + p∗)v˜∗

︸ ︷︷ ︸
convective fluxes
+
1
Re∞

0
−τ ∗v
−τ ∗vv∗ +
1
Pr∞
q∗

︸ ︷︷ ︸
dissipative fluxes
+

0
ρ∗ ˜v∗′′ ⊗ v∗′′
ρ∗e˜∗′′totv∗
′′ + p∗v∗′′

︸ ︷︷ ︸
additional terms
.
(6.18)
The additional nonlinear terms lead to a closure problem which can only be solved by
using turbulence models. Many of these concentrate on the turbulent Reynolds stress
tensor τ ∗t = ρ∗ ˜v∗
′′ ⊗ v∗′′ and assume that it is proportional to a turbulent viscosity µ∗t ,
similarly to the laminar case. In turn, the turbulent viscosity, also called eddy viscosity,
is often related to the turbulent kinetic energy and the dissipation. More details on
turbulence theory and modeling can be found, for instance, in [79,80].
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6.1.4 Boundary Layer Theory
A boundary layer is a fluid layer close to a wall of a body with a thickness depending
on the body length. Viscous effects mainly appear in this layer. Due to the no-slip
condition, the flow velocity is zero at the wall and increases to the value of the outer
freestream velocity. Usually, the boundary layer thickness is defined by the distance to
the wall at which 99 percent of the freestream velocity are reached. Figure 6.1 schemat-
ically illustrates a boundary layer which develops at a flat plate. In this example, the
freestream velocity is equal to the inflow velocity v∞. Boundary layer flow is described
by the boundary layer equations which are derived from the Navier-Stokes equations for
Re → ∞, leading to the Euler equations. However, since the no-slip condition cannot
be fulfilled by the Euler equations, the introduction of a boundary layer is necessary.
Hence, the flow field is divided into a viscous boundary layer and an outer flow field for
which any viscous effects are neglected. Prandtl developed this boundary layer theory
in 1904 [81].
For a laminar flow over a flat plate, the boundary layer thickness depending on the
position x in flow direction can be approximated by
δ(x) ≈ 5 x√
Rex
, Rex =
ρ∞u∞x
µ∞
, (6.19)
whereas for a turbulent flow an approximation is given by
δ(x) ≈ 0.37 x− x0
Re0.2x
. (6.20)
Here, x0 denotes the position of the transition from laminar to turbulent flow. The
relations reveal that boundary layers are very thin compared with the body length,
often in a dimension of a few millimeters or centimeters, and that turbulent boundary
layers are thicker than laminar ones. For more information on boundary layer theory,
the standard book [82] is recommended.
x0
x1δ(x0)
v∞
v(x0, x1)
v∞
Figure 6.1: Schematic illustration of a boundary layer for a flat plate with inflow veloc-
ity v∞, velocity profile v(x0, x1) and boundary layer thickness δ(x0).
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6.1.5 Shocks
In supersonic flows for which the Mach number is larger than one, the flow quantities can
change rapidly and almost instantaneously in an extremely thin region. Mathematically,
such a shock is treated as a discontinuity. Figure 6.2 illustrates an oblique shock in a
two-dimensional flow. The velocity vector v is split into a normal component vn and
a tangential component vt. The subscripts 1 and 2 denote the up- and downstream
position of the shock, respectively, σ is the shock angle and β the deflection angle.
The change of the flow quantities is described by jump conditions which relate the flow
quantities up- and downstream of the shock to each other under the assumption of a
steady state flow which is inviscid and has no heat conduction directly in front of the
shock and behind it:
ρ1 u1 = ρ2 u2 ,
ρ1 u1 v1 = ρ2 u2 v2 ,
ρ1 u
2
1 + p1 = ρ2 u
2
2 + p2 ,
1
2
|v1|2 + cp T1 = 12 |v2|2 + cp T2 ,
(6.21)
where ui := |vi,n| and vi := |vi,t| for i = 1, 2. Relations for the density, the pressure
and the temperature, which are not derived in this work, are given by
ρ2
ρ1
=
(γ + 1)M21 sin
2 σ
(γ − 1)M21 sin2 σ + 2
, (6.22)
p2
p1
=
2 γ M21 sin
2 σ − (γ − 1)
γ + 1
(6.23)
and
T2
T1
=
p2
p1
ρ1
ρ2
=
(
2 γ M21 sin
2 σ − (γ − 1)) ((γ − 1)M21 sin2 σ + 2)
(γ + 1)2M21 sin
2 σ
, (6.24)
see for instance [83]. Analyzing these equations yields that all three quantities increase
over the shock. In contrast to this, the velocity decreases, as
|v2|
|v1| =
√
u22 + v
2
2
u21 + v
2
1
=
√
u22 + v
2
1
u21 + v
2
1
=
√√√√ ρ21ρ22u21 + v21
u21 + v
2
1
(6.25)
indicates. Hence, also the Mach numberM2 is smaller thanM1. For a normal shock,M2
is always smaller than one. Note that the tangential velocity is constant due to (6.21),
i.e., v2 = v1. More information on shocks can be found in books on gas dynamics such
as [83].
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shock
β
σv1
v1,nv1,t v2
v2,n
v2,t
x
y
Figure 6.2: Schematic illustration of an oblique shock.
6.2 The adaptive flow solver Quadflow
Quadflow is a finite volume flow solver, originally developed by Bramkamp et al. [84]
and later extended by the contributions of many following projects, e.g., for mesh
adaptation. For an adaptive flow simulation, a parametric block-structured mesh is
required. Since such a mesh is generated by the mesh generator presented in this work,
only a conversion of the data structure is necessary such that Quadflow can read in
the generated meshes. This conversion is done fully automatically. The description
of the structure of a final mesh input file for Quadflow, which contains the multi-
block topology, divided into sections for vertices, edges, faces and blocks, can be found
for an example in Appendix D. In this topology notation, the final volume mesh for
the wing-fuselage configuration presented throughout this work consists of 148 vertices
(block corners), 362 edges (curves connecting the block corners), 294 faces (sides of the
blocks) and 79 blocks. Each B-spline representation is of fourth order, i.e., cubic for
the edges, bicubic for the faces and tricubic for the blocks.
The mesh adaptation strategy developed for Quadflow is an h-refinement method
based on a multiscale analysis and data compression which is similar to methods applied
in the field of image compression. As already mentioned in Section 5.1, it requires a
nested mesh hierarchy for the underlying wavelet construction. The method is described
in [85].
Quadflow uses a cell-centered finite volume discretization which is capable of dealing
with hanging nodes. This is necessary due to local mesh refinements. The flow solver
treats the mesh as an unstructured one with a face-based data structure. Hence, the
mesh topology is not restricted to quadrilateral/hexahedral elements. In addition, a cell
of the mesh can be composed of an arbitrary number of faces, which solves the hanging
node problem. In principle, two pointers map the mesh connectivity: one relating the
faces to the cells by stating the left and right cell neighbor for each face and another
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one relating the nodes to the faces by giving all nodes which belong to a face.
Further details about the above-mentioned concepts and information regarding the
implementation of data structures, turbulence models, flux discretization, time integra-
tion, boundary conditions, mesh evaluation methods for the computation of quantities
such as the cell centers, etc., can be found, for instance, in [75,84,86–90].
6.3 Wind Tunnel Experiments for the Wing-Fuselage
Configuration
As described in Section 4.1, the wing-fuselage configuration was constructed within the
scope of the HIRENASD project [65]. Static and dynamic aeroelastic measurements
were performed in the European Transonic Windtunnel (ETW) in Cologne, Germany.
The ETW is a cryogenic facility with closed circuit. Nitrogen gas is used as fluid with
possible temperatures between 110K and 313K and a total pressure in a range of
0.125MPa to 0.45MPa. The dimensions of the test section are 9.0m · 2.4m · 2.0m
(length · width · height).
The wing was equipped with 259 pressure sensors in the seven span-wise cross sections
η1 = 0.14, η2 = 0.32, η3 = 0.46, η4 = 0.59, η5 = 0.66, η6 = 0.8 and η7 = 0.95, related
to the wing-span measured without the fuselage. 205 of the pressure sensors measured
correctly. Wind tunnel readings were performed for numerous combinations of flow
conditions by varying the Mach number between M = 0.7 and M = 0.88, the Reynolds
number between Re = 7.0 · 106 and Re = 73.0 · 106 and the angle of attack between
α = −2.0◦ and α = 5.0◦. Results of the experiments can be found, for instance,
in [65, 91].
6.4 Numerical Flow Simulations
For the numerical flow simulations, two of the test cases from the ranges described
in Section 6.3 were chosen. The particular flow conditions are given in Table 6.1. In
addition, some parameters were set for the test medium nitrogen, independent of the
test case: the ratio of specific heats γ = 1.4, the gas constant R = 296.8 J
kgK
, the
Sutherland reference temperature TS = 300.55K, the Sutherland constant S∗ = 111KTs
and the Sutherland reference viscosity µS = 17.81 · 10−6 Pa s. The latter three values
are used to relate the dynamic viscosity µ∗ to the temperature T ∗ of an ideal gas by
the dimensionless form of Sutherland’s law
µ∗ =
µ
µS
=
1 + S∗
T ∗ + S∗
(T ∗)
3
2 . (6.26)
The simulations were performed as steady flow computations using the Menter SST
turbulence model [92]. Fluid-structure interaction was not considered.
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flow quantity test case I test case II
Mach number M∞ 0.8 0.8
Reynolds number Re∞ 7.0 · 106 23.5 · 106
angle of attack α 1.5◦ −1.34◦
static temperature T∞ 247.3K 181.7K
dynamic viscosity µ∞ 15.27 · 10−6 Pa s 11.77 · 10−6 Pa s
speed of sound c∞ 320.6 ms 274.8
m
s
velocity |v∞| 256.5 ms 219.8 ms
density ρ∞ 1.21 kgm3 3.65
kg
m3
static pressure p∞ 88, 812Pa 197, 055Pa
Table 6.1: Flow conditions for the simulations with Quadflow.
6.4.1 Final Volume Mesh for the Simulations
Regarding the final mesh for the simulations, a few considerations have to be made. The
accurate resolution of the boundary layer is the most important task. An estimation of
the boundary layer thickness for a turbulent flow over a flat plate is given by (6.20). This
equation is used here to roughly estimate the maximum height δmax of the boundary
layer for the wing-fuselage configuration, with x = lref = 0.3445m (mean aerodynamic
chord of the wing), Rex = Relref = Re∞ = 7.0 · 106 and x0 = 0m, i.e., fully turbulent
flow without transition point, leading to
δmax ≈ 0.37 0.3445m
(7.0 · 106)0.2 ≈ 0.00545m = 5.45mm . (6.27)
Another important value which has to be taken into account is the dimensionless wall
distance
y+ = y
√
τw ρ∞
µ2∞
(6.28)
with the wall shear stress τw = 12 ρ∞|v∞|2cf,x. For a turbulent flow over a flat plate,
the local friction coefficient cf,x can be approximated by cf,x = (2 log (Rex)− 0.65)−2.3
for Rex < 109, see [82]. This leads to
y+ =
1√
2
y
x
Rex (2 log (Rex)− 0.65)−1.15 . (6.29)
The goal is to choose the wall distance y of the first layer of mesh points away from
the wall such that y+ is of the order of one everywhere (y+ ≤ 1 would be optimal) to
obtain adequate simulation results in the boundary layer, see for instance [80]. For the
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wing-fuselage configuration, the result for y with x = lref = 0.3445m, Rex = Relref =
Re∞ = 23.5 · 106 and y+ = 1 is
y =
√
2 · 0.3445m (23.5 · 106)−1 (2 log (23.5 · 106)− 0.65)1.15 ≈ 4.34 · 10−7m . (6.30)
The estimations for δmax and y show how thin the boundary layer is and how fine
the mesh has to be close to the wall. The latter requirement leads to the need for
highly stretched cells. As long as the offset mesh is constructed in layers along concave
curves, its height is predetermined by the initial polyhedron: in the case of the wing-
fuselage configuration, the distance between the fuselage and the first ring of vertices
on the wing as well as the distance between the wing and the first ring of vertices on
the fuselage determine the height. If the offset mesh is generated by using the normal
vector approach directly, the offset height is a user-defined parameter. Contrarily, the
first wall distance can be adjusted after the whole volume mesh has been generated and
converted into a B-spline mesh. This is done by adapting the number of cells a block is
divided into in i-, j- and k-direction, respectively, and especially by using a stretching
function for the considered direction. The user can adjust these parameters as shown
in the example in Appendix D.
The stretching function is a mapping from the unit interval [0, 1] onto itself such that
the stretching is applied in parameter space. For the final volume mesh, the stretching
function
ϕ(s) =
exp
(
ln
(
1 + ε−k
)
s
)− 1
ε−k
(6.31)
proposed by Liseikin [93] has been used, where ε and k > 0 are input parameters
and s ∈ [0, 1] gives the position of a control point in the considered coordinate di-
rection in parameter space. For a sufficient resolution of the boundary layer of the
wing-fuselage configuration, (6.31) has been applied for each block connected to the
body with ε = 0.05 and k = 1.1, leading to the stretching function plotted in Fig-
ure 6.3. For the blocks attached to both the fuselage and the wing, this stretching
has correspondingly been applied in two parameter space coordinate directions. Other
examples for stretching functions are piecewise linear or exponential stretchings. A
detailed description can be found in [93].
The final B-spline volume mesh for the flow field around the wing-fuselage config-
uration has been set up such that it contains 10, 231, 040 cells. This high number of
cells is necessary since the maximum possible cell aspect ratio has been found out to
be approximately 1, 000. Higher aspect ratios lead to numerical instabilities during the
simulations with Quadflow. The inner surface mesh is depicted in Figure 6.4. Fig-
ures 6.5 and 6.6 show close-ups at the wing to fuselage connection, demonstrating the
cell stretching, and at the wing tip, respectively. These figures also indicate that the
numbers of cells of the different blocks have been chosen such that hanging nodes occur.
Figure 6.7 presents a cross section at η1 = 0.14 through a part of the far-field mesh to
give an impression of the overall B-spline volume mesh. It has been created by using
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s
ϕ(s)
Figure 6.3: Stretching function ϕ(s) according to (6.31) with ε = 0.05 and k = 1.1.
Figure 6.4: Final surface mesh for the wing-fuselage configuration.
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(a) leading edge (b) trailing edge
Figure 6.5: Close-ups of the wing to fuselage connection.
(a) leading edge (b) trailing edge
Figure 6.6: Close-ups of the wing tip.
Figure 6.7: Cross section through the final far-field mesh at η1 = 0.14 (created by using
value blanking).
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value blanking such that those cells for which all eight vertices have a larger coordinate
value in span-wise direction than the value for the cross section are hidden.
6.4.2 Simulation Results
The two simulations according to Table 6.1 were run using the implicit B2-scheme
proposed by Batten et al. [94], a variant of the backward Euler time integration scheme,
to compute a stationary solution. The CFL number, which controls the time step
according to the Courant-Friedrichs-Lewy condition, see [95], for iteration k + 1 was
evaluated by
CFL(k+1) = min
(
1.01k CFLmin, CFLmax
)
(6.32)
with CFLmin = 0.8 and CFLmax = 50. A mesh adaptation was performed after
3, 000 iterations. It increased the number of cells from 10, 231, 040 to 36, 082, 831 for
test case I (M∞ = 0.8, Re∞ = 7.0 · 106, α = 1.5◦) and to 35, 588, 694 for test case II
(M∞ = 0.8, Re∞ = 23.5 · 106, α = −1.34◦). Due to a very high memory consumption of
the implicit scheme in the flow solver Quadflow after the adaptation, the simulations
were continued using an explicit Runge-Kutta scheme with a fixed CFL number of 0.8
for 1, 000 iterations.
Figure 6.8 shows the convergence behavior of both test cases by plotting the evolution
of the dimensionless lift, drag and moment coefficients
cL =
L
1
2
ρ∞|v∞|Aref , cD =
D
1
2
ρ∞|v∞|Aref , cM =
M
1
2
ρ∞|v∞|Aref lref , (6.33)
where L and D are the surface force components perpendicular and parallel to the
incoming flow, respectively,M is the aerodynamic moment, Aref = 0.39225m2 the plan-
view area of the wing and lref = cref = 0.3445m the mean aerodynamic chord. The final
values for the coefficients are listed in Table 6.2. They are comparable to the values of
other simulations obtained within the scope of the first Aeroelastic Prediction Workshop
2012, see for instance [96,97]: for test case I, these other simulations lead to coefficients
in the ranges 0.3099 ≤ cL ≤ 0.352, 0.013 ≤ cD ≤ 0.0152 and −0.2931 ≤ cM ≤ −0.2619.
For test case II, the ranges are −0.0233 ≤ cL ≤ 0.0401, 0.009 ≤ cD ≤ 0.01103 and
−0.1322 ≤ cM ≤ −0.0813.
test case cL cD cM
I M∞ = 0.8, Re∞ = 7.0 · 106, α = 1.5◦ 0.3601 0.01284 −0.2771
II M∞ = 0.8, Re∞ = 23.5 · 106, α = −1.34◦ −0.01613 0.01004 −0.06565
Table 6.2: Resulting aerodynamic coefficients for the two simulation test cases: lift
coefficient cL, drag coefficient cD and moment coefficient cM .
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(a) test case I
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(b) test case II
Figure 6.8: Convergence behavior of the aerodynamic coefficients according to (6.33).
The black vertical line indicates the iteration at which the adaptation has
been performed.
142
6.4 Numerical Flow Simulations
(a) test case I, before adaptation (b) test case I, after adaptation
(c) test case II, before adaptation (d) test case II, after adaptation
Figure 6.9: Dimensionless wall distance y+.
test case wfc before ad. wfc after ad. wing before ad. wing after ad.
I 32.13 14.90 13.83 7.32
II 58.40 28.09 22.69 12.09
Table 6.3: Maximum values for y+ according to (6.28) before and after adaptation for
the whole wing-fuselage configuration (wfc) and for the wing only (wing).
The dimensionless wall distance y+, see (6.28), before and after the adaptation is
illustrated in Figure 6.9 for both test cases. It is small enough everywhere such that
the resolution of the boundary layer is sufficient, especially after the adaptation. The
maximum values are listed in Table 6.3. Since they occur on the fuselage, the maxima
for the wing only are also given.
A three-dimensional view of the shock structures emanating from the wing is given
in Figure 6.10 for both test cases. All cells with a Mach number lower than one are
blanked out such that this figure illustrates the shock surfaces. Due to the positive
angle of attack in test case I, the shock on the upper side is stronger than the one on
the lower side. Test case II reveals two shocks on the lower side of the wing. Due to
the negative angle of attack, both are stronger than the shock on the upper side.
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(a) test case I, upper side (b) test case I, lower side
(c) test case II, upper side (d) test case II, lower side
Figure 6.10: Shock surfaces at the wing.
A Mach number contour plot at cross section η1 = 0.14 is shown in Figure 6.11 for
both test cases. Since only one adaptation has been performed, the mesh away from the
boundary layer is still quite coarse. Again, the shocks on the upper and on the lower
side of the wing can be clearly seen. In case of the stronger shocks, the Mach number
rapidly decreases to a value below one behind the shock. For test case I, the maximum
Mach numbers at the cross section are about 1.22 for the shock on the upper side of
the wing and 1.14 for the shock on the lower side. For test case II, the maxima are
approximately 1.07 for the shock on the upper side, 1.35 for the shock at the leading
edge of the lower side and 1.29 for the shock further downstream on the lower side.
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(a) test case I
(b) test case II
Figure 6.11: Mach number distribution at cross section η1 = 0.14.
In addition to the shocks, the figures visualize the boundary layer in which the flow
velocity and, hence, the Mach number rapidly increase normal to the wall. Furthermore,
a shock-induced boundary layer thickening behind the shocks can be seen.
Overall, the maximum Mach numbers for test case I on the upper and lower side
are approximately 1.32 and 1.18, respectively, and for test case II about 1.15 and 1.59,
respectively.
A close-up of the cross section at η1 = 0.14 produced by using value blanking is
depicted in Figure 6.12. It demonstrates the effect of the mesh adaptation exemplarily
for test case I. The mesh has been refined especially in the regions near the shocks.
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Figure 6.12: Effect of mesh adaptation at cross section η1 = 0.14 for test case I (created
by using value blanking).
The distribution of the dimensionless pressure coefficient
cp =
p− p∞
1
2
ρ∞|v∞|2 (6.34)
at the seven cross sections η1 to η7 is plotted in Figures 6.13 to 6.16 for both test
cases together with experimental data from the ETW wind tunnel readings. Shocks
can be recognized by a rapid decrease of −cp, i.e., by a rapid increase of cp and, hence,
the pressure, cf. (6.23). In general, the agreement with the experimental data is very
good, especially for the second test case. The shocks of test case I are more distinct
in the simulation. In addition, a slight offset between the simulation results and the
experimental data on the upper side of the wing is visible in that case. It increases with
the distance of the cross section to the fuselage. The latter observation may be caused
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(a) η1 = 0.14 (b) η2 = 0.32
(c) η3 = 0.46 (d) η4 = 0.59
Figure 6.13: Distribution of the pressure coefficient cp at the cross sections η1 to η4 for
test case I.
by the fact that the simulations were performed without consideration of fluid-structure
interaction such that aeroelastic effects could not be taken into account.
For the distribution of the local skin friction
cf =
τw
1
2
ρ∞|v∞|2 , (6.35)
no experimental data are available. Figure 6.17 shows the simulation results for both
test cases for the cross section η1 = 0.14. These results show typical distributions of
the local skin friction for transonic flow, see for instance [86].
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(a) η5 = 0.66 (b) η6 = 0.8
(c) η7 = 0.95
Figure 6.14: Distribution of the pressure coefficient cp at the cross sections η5 to η7 for
test case I.
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(a) η1 = 0.14 (b) η2 = 0.32
(c) η3 = 0.46 (d) η4 = 0.59
Figure 6.15: Distribution of the pressure coefficient cp at the cross sections η1 to η4 for
test case II.
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(a) η5 = 0.66 (b) η6 = 0.8
(c) η7 = 0.95
Figure 6.16: Distribution of the pressure coefficient cp at the cross sections η5 to η7 for
test case II.
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(a) test case I
(b) test case II
Figure 6.17: Distribution of the local skin friction coefficient cf at the cross section
η1 = 0.14.
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7 Conclusion
In this thesis, a fast semiautomatic procedure for the generation of block-structured
B-spline volume meshes has been presented. The inner surface mesh is a control mesh
for a B-spline surface described by a reparametrization of a given B-spline surface. The
latter represents an object in a flow field and is the starting point of the mesh gener-
ation process. It has to be reparametrized since its original parametrization is usually
inappropriate for the purpose of numerical flow simulations. The final volume meshes
are of high quality regarding the smoothness of the inner surface, the cell orthogonal-
ity, especially for the body-fitted offset mesh, and the suitability for (adaptive) flow
solvers. Most of the procedure operates automatically, only an initial polyhedron has
to be generated manually or with the aid of templates, a few parameters according to
the given B-spline surface have to be set, and the construction of a far-field volume
mesh needs user input regarding the block sizes, the shape and spacing of the blocks
and the (re)allocation of cell layers to other blocks.
In Section 7.1, the current status regarding the implemented methods and features
of the B-spline volume mesh generator is summarized. An outlook to future work is
discussed in Section 7.2.
7.1 Current Status
The procedure for the generation of B-spline volume meshes as it has been implemented
in the scope of this thesis can be divided into four main parts: the iterative surface
meshing process (Chapters 3 and 4), the construction of a body-fitted offset volume
mesh (Section 5.2), the generation of a far-field volume mesh (Section 5.3) and the
conversion of the whole mesh into a B-spline mesh (Section 5.4).
One of the main contributions of the thesis is the iterative surface meshing process.
It consists of four main steps, but it can be influenced by user interactions for improving
the meshing results at any time. The Catmull-Clark subdivision scheme, modified to
allow for the modeling of sharp creases, is used to produce smooth surface meshes.
Points of the Catmull-Clark limit surface can be precomputed after each subdivision of
the surface mesh. Therefore, various situations are considered since the computation
differs depending on the type of the face for which the limit points are to be evaluated.
Possible are inner faces with zero, one or two tagged edges, faces with one boundary
vertex and faces with one or two boundary edges. For any other case, one subdivision
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has to be applied prior to the limit point computation. For faces with one or two
inner tagged edges, simplifications are used to reduce the number of cases. The errors
introduced thereby are insignificant.
For the projection of the Catmull-Clark limit points onto the given target surface,
the Nelder-Mead algorithm is used. It is robust and can be applied to other than
B-spline surfaces easily. The projection onto B-spline surfaces composed of several
patches requires a careful treatment at the patch boundaries which can be, for instance,
periodic. Sharp creases on the given B-spline surface are taken into account by fixing
the particular parameter value to be constant. Automatic interventions depending on
the curvature of the surface guarantee optimal projection results. They lead to a loss
of performance but to very good results in difficult regions such as the connection of a
trailing edge to a fuselage or a trailing edge corner at a wing tip. After the projection,
new control points of the mesh can be obtained by approximating the projected limit
points. This linear least-squares problem is solved by using the CGLS method.
Improvements of the surface meshing results can be achieved by applying intermediate
steps such as feature detection, nonshrinking mesh smoothing or parameter correction.
Additionally, it is possible to replace the original matrix-vector formulation of the ap-
proximation problem with a weighted one. An evaluation of the iterative process has
been done by a convergence study, showing that the order of convergence essentially
depends on the smoothness of the target surface and on the valence of the extraordinary
vertices. The expectation of convergence of fourth order for a sufficiently smooth target
surface and away from extraordinary vertices, arising from the theory for cubic spline
approximation, has been confirmed for the approximation of the surface of a sphere.
The extension to a volume mesh is performed in two steps during or after the iterative
surface meshing process. At first, a body-fitted offset mesh with high-quality volumetric
cells is constructed automatically to resolve the boundary layer in the case of a viscous
flow simulation and to guarantee a high solution accuracy in that region. Therefore,
an algorithm for the construction of the offset in layers of cells along concave curves
of the surface has been implemented. After that, the remaining cells are generated by
connecting them to offset cells which have been constructed before. Therefore, a vertex
normal approach is used: new vertices on the offset are inserted by marching along the
normal vectors of the surface mesh vertices. If a surface does not have any concave
curves, this approach can be used for the generation of the complete offset mesh.
In the second part of the volume mesh generation, a far-field mesh is attached to the
offset. Defining a few parameters, the far-field mesh can be constructed by choosing
from template geometries, e.g., for a wing-fuselage configuration or for an airplane
engine, or single blocks can be built from a selection of template blocks, e.g., a block
with a concave curve or a Cartesian block as an extension of the first part of the far-field
mesh. A third alternative is the generation of single cells as done by the dent-filling
algorithm. Being able to choose from such template libraries leads to a minimization
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of user input and, hence, a considerable acceleration of the volume meshing process.
If the volume mesh is generated before the surface meshing process has been finished,
the two-dimensional subdivision in iteration step 1, see Figure 1.1, is replaced by a
three-dimensional extension of the Catmull-Clark scheme.
For the conversion of a generated volume mesh into a B-spline mesh, special care
is taken close to the object to ensure the best possible smoothness in the sensitive
boundary layer region. The importance of smooth block transitions decreases with the
distance of a block to the inner surface. Several techniques have been implemented for
the insertion and recomputation of control points at the block borders, depending on
the properties of the block corner vertex which can be on the inner surface or away
from it in the volume mesh, regular or extraordinary, an inner or a boundary vertex, a
normal or a crease vertex and on a planar or a nonplanar block side.
The overall B-spline volume mesh generation process has been evaluated by using a
generated mesh for two adaptive numerical simulations of flows around a wing-fuselage
configuration. The simulation results are in very good agreement with the experimental
data from wind tunnel readings. In addition, the suitability for adaptive simulations
has been shown.
Due to the flexibility and adaptability of the whole mesh generation process, it is easy
to react to problems which occur during a flow simulation, e.g., if the user discovers
that the resolution of the boundary layer is not sufficient: one possibility would be to
increase the number of cells on the coarsest level which is an input parameter for the
flow solver Quadflow. Alternatively, the stretching could be changed to decrease the
wall-normal height of the first layers in the offset mesh. The third possibility concerns
the initial polyhedron for the iterative surface meshing process: by replacing just a
few vertices, the offset height can be influenced. For the wing-fuselage configuration,
the offset height is decreased if the distance between the fuselage and the first ring
of vertices on the wing as well as the distance between the wing and the first ring of
vertices on the fuselage are decreased. All these modifications have a low expenditure
of time, even though the whole mesh has to be constructed again in the case of the
latter option.
7.2 Outlook
The following list summarizes a few ideas for changes, extensions and improvements of
the currently implemented B-spline volume mesh generator:
• Projection algorithm:
– So far, the Nelder-Mead algorithm is used for the projection of limit points
onto the target surface and provides sufficient results. It is robust, easy to
handle and adaptable. However, for a better performance, a second-order
155
7 Conclusion
approach such as the one already mentioned in Section 4.3, see [70], or a line
search method could be implemented.
– Improvements of the projection results can probably be achieved by consid-
ering more geometric properties of the target surface, e.g., lines of curvature.
– As mentioned in Section 4.3, for the suitability of the projection algorithm
for trimmed B-spline surfaces, possible overlaps of patches have to be taken
into account.
– In addition to the implemented cases, further types of patch boundaries are
imaginable. Hence, the capabilities of the projection algorithm regarding
these boundaries should be enhanced.
– The projection of points onto other than B-spline surfaces and onto discrete
surface meshes such as triangle meshes should be made possible. For the
latter case, the projection of the discrete mesh points onto a Catmull-Clark
surface would be an interesting alternative.
• Offset mesh generation: the algorithm which generates volumetric offset cells in
layers along concave curves is stopped if such a concave curve contains an ex-
traordinary vertex. The surface mesh for the wing-winglet-fuselage configuration
as presented in Section 4.7.2 has an extraordinary vertex of valence n = 5 at the
connection of the trailing edge of the wing to the fuselage. For such a C-type
mesh, the offset algorithm in its current implementation cannot be used. Hence,
it should be extended to allow for the application to any kind of surface mesh.
• Far-field mesh generation:
– Further template geometries, blocks and cells should be added to build up a
library for recurring geometries.
– A further automation of the far-field mesh generation, e.g., by reducing the
number of necessary parameters, would further ease and accelerate the usage
of the mesh generator. One idea is the automatic computation of the outer
corner vertices of the far-field blocks, at least for simple geometries or as a
suggestion which reduces the user’s effort.
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A Subdivision Matrices for
n ∈ {4, 5, 6}
In Section 3.2.1, the subdivision matrix Sˆ and its submatrices S00,3, S10,3, S11, S20,3 and
S21 have been presented. These are needed for the computation of nine limit points of
a quadrilateral face with one extraordinary vertex of valence n = 3. The submatrices
S11 and S21 are always the same. Here, the remaining submatrices S00,n, S10,n and S20,n
are given for the cases n ∈ {4, 5, 6}.
Submatrices for n = 4
S00,4 =

9
16
3
32
1
64
3
32
1
64
3
32
1
64
3
32
1
64
3
8
3
8
1
16
1
16
0 0 0 1
16
1
16
1
4
1
4
1
4
1
4
0 0 0 0 0
3
8
1
16
1
16
3
8
1
16
1
16
0 0 0
1
4
0 0 1
4
1
4
1
4
0 0 0
3
8
0 0 1
16
1
16
3
8
1
16
1
16
0
1
4
0 0 0 0 1
4
1
4
1
4
0
3
8
1
16
0 0 0 1
16
1
16
3
8
1
16
1
4
1
4
0 0 0 0 0 1
4
1
4

, S10,4 =

1
16
1
16
3
8
3
8
0 0 0 0 0
3
32
1
64
3
32
9
16
3
32
1
64
0 0 0
1
16
0 0 3
8
3
8
1
16
0 0 0
1
64
0 0 3
32
9
16
3
32
0 0 0
1
16
0 0 1
16
3
8
3
8
0 0 0
3
32
0 0 1
64
3
32
9
16
3
32
1
64
0
1
16
0 0 0 0 3
8
3
8
1
16
0

,
S20,4 =

0 0 1
4
1
4
0 0 0 0 0
0 0 1
16
3
8
1
16
0 0 0 0
0 0 0 1
4
1
4
0 0 0 0
0 0 0 1
16
3
8
0 0 0 0
0 0 0 0 1
4
0 0 0 0
0 0 0 0 3
8
1
16
0 0 0
0 0 0 0 1
4
1
4
0 0 0
0 0 0 0 1
16
3
8
1
16
0 0
0 0 0 0 0 1
4
1
4
0 0

.
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Submatrices for n = 5
S00,5 =

13
20
3
50
1
100
3
50
1
100
3
50
1
100
3
50
1
100
3
50
1
100
3
8
3
8
1
16
1
16
0 0 0 0 0 1
16
1
16
1
4
1
4
1
4
1
4
0 0 0 0 0 0 0
3
8
1
16
1
16
3
8
1
16
1
16
0 0 0 0 0
1
4
0 0 1
4
1
4
1
4
0 0 0 0 0
3
8
0 0 1
16
1
16
3
8
1
16
1
16
0 0 0
1
4
0 0 0 0 1
4
1
4
1
4
0 0 0
3
8
0 0 0 0 1
16
1
16
3
8
1
16
1
16
0
1
4
0 0 0 0 0 0 1
4
1
4
1
4
0
3
8
1
16
0 0 0 0 0 1
16
1
16
3
8
1
16
1
4
1
4
0 0 0 0 0 0 0 1
4
1
4

,
S10,5 =
(
S10,4 0
)
,
S20,5 =
(
S20,4 0
)
.
Submatrices for n = 6
S00,6 =

17
24
1
24
1
144
1
24
1
144
1
24
1
144
1
24
1
144
1
24
1
144
1
24
1
144
3
8
3
8
1
16
1
16
0 0 0 0 0 0 0 1
16
1
16
1
4
1
4
1
4
1
4
0 0 0 0 0 0 0 0 0
3
8
1
16
1
16
3
8
1
16
1
16
0 0 0 0 0 0 0
1
4
0 0 1
4
1
4
1
4
0 0 0 0 0 0 0
3
8
0 0 1
16
1
16
3
8
1
16
1
16
0 0 0 0 0
1
4
0 0 0 0 1
4
1
4
1
4
0 0 0 0 0
3
8
0 0 0 0 1
16
1
16
3
8
1
16
1
16
0 0 0
1
4
0 0 0 0 0 0 1
4
1
4
1
4
0 0 0
3
8
0 0 0 0 0 0 1
16
1
16
3
8
1
16
1
16
0
1
4
0 0 0 0 0 0 0 0 1
4
1
4
1
4
0
3
8
1
16
0 0 0 0 0 0 0 1
16
1
16
3
8
1
16
1
4
1
4
0 0 0 0 0 0 0 0 0 1
4
1
4

,
S10,6 =
(
S10,4 0
)
,
S20,6 =
(
S20,4 0
)
.
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B Limit Coefficients for
n ∈ {3, 4, 5, 6}
In Section 3.2.1, the procedure for the computation of nine limit points for an inner
face of the surface mesh without any crease edges has been described. Such a face
can have one extraordinary vertex of valence n ∈ {3, 5, 6} or it can be regular, i.e., all
four face vertices are of valence n = 4. Since the limit points are computed as linear
combinations of surrounding vertices, a coefficient vector is needed for each limit point.
The first coefficient vector c0 corresponds to (3.32), whereas the coefficient vectors cm
with m ∈ {3, 4, 5, 3_4, 4_5, 31, 41, 51} are computed according to (3.46). The limit
points can then be calculated by
li = ci · p , i ∈ {0, 3, 4, 5, 3_4, 4_5, 31, 41, 51} ,
where p contains the 2n+ 8 vertices in the vicinity of the limit point ordered as shown
in Figure 3.11. For the sake of readability, all following coefficient vectors are given in
transposed formulation.
Coefficient vectors for n = 3
c0 =
(
3
8
1
6
1
24
1
6
1
24
1
6
1
24
0 0 0 0 0 0 0
)
,
c3 =
(
1
9
1
36
1
9
4
9
1
9
1
36
0 1
36
1
9
1
36
0 0 0 0
)
,
c4 =
(
1
36
0 0 1
9
4
9
1
9
0 0 1
36
1
9
1
36
1
9
1
36
0
)
,
c5 =
(
1
9
1
36
0 1
36
1
9
4
9
1
9
0 0 0 0 1
36
1
9
1
36
)
,
c3_4 =
(
23
288
1
288
1
72
23
72
23
72
23
288
0 1
288
23
288
23
288
1
288
1
72
1
288
0
)
,
c4_5 =
(
23
288
1
288
0 23
288
23
72
23
72
1
72
0 1
288
1
72
1
288
23
288
23
288
1
288
)
,
c31 =
(
131
432
155
1728
421
5184
283
864
421
5184
155
1728
17
2592
1
288
1
72
1
288
0 0 0 0
)
,
c41 =
(
1559
6912
67
3456
107
10368
1601
6912
149
648
1601
6912
107
10368
1
2304
23
2304
23
2304
1
2304
23
2304
23
2304
1
2304
)
,
c51 =
(
131
432
155
1728
17
2592
155
1728
421
5184
283
864
421
5184
0 0 0 0 1
288
1
72
1
288
)
.
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Coefficient vectors for n = 4
c0 =
(
4
9
1
9
1
36
1
9
1
36
1
9
1
36
1
9
1
36
0 0 0 0 0 0 0
)
,
c3 =
(
1
9
1
36
1
9
4
9
1
9
1
36
0 0 0 1
36
1
9
1
36
0 0 0 0
)
,
c4 =
(
1
36
0 0 1
9
4
9
1
9
0 0 0 0 1
36
1
9
1
36
1
9
1
36
0
)
,
c5 =
(
1
9
0 0 1
36
1
9
4
9
1
9
1
36
0 0 0 0 0 1
36
1
9
1
36
)
,
c3_4 =
(
23
288
1
288
1
72
23
72
23
72
23
288
0 0 0 1
288
23
288
23
288
1
288
1
72
1
288
0
)
,
c4_5 =
(
23
288
0 0 23
288
23
72
23
72
1
72
1
288
0 0 1
288
1
72
1
288
23
288
23
288
1
288
)
,
c31 =
(
23
72
23
288
23
288
23
72
23
288
23
288
1
288
1
72
1
288
1
288
1
72
1
288
0 0 0 0
)
,
c41 =
(
529
2304
23
2304
23
2304
529
2304
529
2304
529
2304
23
2304
23
2304
1
2304
1
2304
23
2304
23
2304
1
2304
23
2304
23
2304
1
2304
)
,
c51 =
(
23
72
1
72
1
288
23
288
23
288
23
72
23
288
23
288
1
288
0 0 0 0 1
288
1
72
1
288
)
.
Coefficient vectors for n = 5
c0 =
(
1
2
2
25
1
50
2
25
1
50
2
25
1
50
2
25
1
50
2
25
1
50
0 0 0 0 0 0 0
)
,
c3 =
(
1
9
1
36
1
9
4
9
1
9
1
36
0 0 0 0 0 1
36
1
9
1
36
0 0 0 0
)
,
c4 =
(
1
36
0 0 1
9
4
9
1
9
0 0 0 0 0 0 1
36
1
9
1
36
1
9
1
36
0
)
,
c5 =
(
1
9
0 0 1
36
1
9
4
9
1
9
1
36
0 0 0 0 0 0 0 1
36
1
9
1
36
)
,
c3_4 =
(
23
288
1
288
1
72
23
72
23
72
23
288
0 0 0 0 0 1
288
23
288
23
288
1
288
1
72
1
288
0
)
,
c4_5 =
(
23
288
0 0 23
288
23
72
23
72
1
72
1
288
0 0 0 0 1
288
1
72
1
288
23
288
23
288
1
288
)
,
c31 =
(
79
240
137
1800
1141
14400
2273
7200
1141
14400
137
1800
41
14400
121
14400
1
900
121
14400
41
14400
1
288
1
72
1
288
0 0 0 0
)
,
c41 =
(
297
1280
521
57600
283
28800
13171
57600
413
1800
13171
57600
283
28800
521
57600
1
3600
1
600
1
3600
1
2304
23
2304
23
2304
1
2304
23
2304
23
2304
1
2304
)
,
c51 =
(
79
240
121
14400
41
14400
137
1800
1141
14400
2273
7200
1141
14400
137
1800
41
14400
121
14400
1
900
0 0 0 0 1
288
1
72
1
288
)
.
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Coefficient vectors for n = 6
c0 =
(
6
11
2
33
1
66
2
33
1
66
2
33
1
66
2
33
1
66
2
33
1
66
2
33
1
66
0 0 0 0 0 0 0
)
,
c3 =
(
1
9
1
36
1
9
4
9
1
9
1
36
0 0 0 0 0 0 0 1
36
1
9
1
36
0 0 0 0
)
,
c4 =
(
1
36
0 0 1
9
4
9
1
9
0 0 0 0 0 0 0 0 1
36
1
9
1
36
1
9
1
36
0
)
,
c5 =
(
1
9
0 0 1
36
1
9
4
9
1
9
1
36
0 0 0 0 0 0 0 0 0 1
36
1
9
1
36
)
,
c3_4 =
(
23
288
1
288
1
72
23
72
23
72
23
288
0 0 0 0
0 0 0 1
288
23
288
23
288
1
288
1
72
1
288
0
)
,
c4_5 =
(
23
288
0 0 23
288
23
72
23
72
1
72
1
288
0 0
0 0 0 0 1
288
1
72
1
288
23
288
23
288
1
288
)
,
c31 =
(
145
432
2
27
409
5184
271
864
409
5184
2
27
13
5184
11
1728
1
1296
1
216
1
1296
11
1728
13
5184
1
288
1
72
1
288
0 0 0 0
)
,
c41 =
(
1615
6912
59
6912
101
10368
1577
6912
1189
5184
1577
6912
101
10368
59
6912
1
5184
1
864
1
5184
1
864
1
5184
1
2304
23
2304
23
2304
1
2304
23
2304
23
2304
1
2304
)
,
c51 =
(
145
432
11
1728
13
5184
2
27
409
5184
271
864
409
5184
2
27
13
5184
11
1728
1
1296
1
216
1
1296
0 0 0 0 1
288
1
72
1
288
)
.
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C Masks for Exact Normal Vectors
and Principal Curvatures
As explained in Section 4.3.1, the partial derivatives xu, xv, xuu, xuv and xvv are needed
for the computation of exact normal vectors and principal curvatures for points of the
Catmull-Clark limit surface. Here, the masks for regular face and regular edge limit
points are given.
Masks for a regular face limit point
Mf,xu =

−1
8
−5
8
5
8
1
8
⊗

1
48
23
48
23
48
1
48
 = 1384

−1 −23 −23 −1
−5 −115 −115 −5
5 115 115 5
1 23 23 1
 ,
Mf,xv =

1
48
23
48
23
48
1
48
⊗

−1
8
−5
8
5
8
1
8
 = 1384

−1 −5 5 1
−23 −115 115 23
−23 −115 115 23
−1 −5 5 1
 ,
Mf,xuv =

−1
8
−5
8
5
8
1
8
⊗

−1
8
−5
8
5
8
1
8
 = 164

1 5 −5 −1
5 25 −25 −5
−5 −25 25 5
−1 −5 5 1
 ,
Mf,xuu =

1
2
−1
2
−1
2
1
2
⊗

1
48
23
48
23
48
1
48
 = 196

1 23 23 1
−1 −23 −23 −1
−1 −23 −23 −1
1 23 23 1
 ,
Mf,xvv =

1
48
23
48
23
48
1
48
⊗

1
2
−1
2
−1
2
1
2
 = 196

1 −1 −1 1
23 −23 −23 23
23 −23 −23 23
1 −1 −1 1
 .
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Masks for a regular edge limit point
Me,xu =

−1
8
−5
8
5
8
1
8
⊗

1
6
2
3
1
6
 = 148

−1 −4 −1
−5 −20 −5
5 20 5
1 4 1
 ,
Me,xv =

1
48
23
48
23
48
1
48
⊗

−1
2
0
1
2
 = 196

−1 0 1
−23 0 23
−23 0 23
−1 0 1
 ,
Me,xuv =

−1
8
−5
8
5
8
1
8
⊗

−1
2
0
1
2
 = 116

1 0 −1
5 0 −5
−5 0 5
−1 0 1
 ,
Me,xuu =

1
2
−1
2
−1
2
1
2
⊗

1
6
2
3
1
6
 = 112

1 4 1
−1 −4 −1
−1 −4 −1
1 4 1
 ,
Me,xvv =

1
48
23
48
23
48
1
48
⊗

1
−2
1
 = 148

1 −2 1
23 −46 23
23 −46 23
1 −2 1
 .
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A mesh input file for Quadflow contains the multi-block topology which is divided into
sections for vertices, edges, faces and blocks. All these mesh elements have to be given
with a unique consecutive numbering. The vertices are the block corner control points,
determined by their x-, y- and z-coordinate. In the mesh file, a vertex is for instance
written as
VertexData(5)
{
coordinates = (-0.056882, 0.074521, -0.0033237);
} .
Each edge has a start and an end vertex, which are block corner control points, and is
defined by a B-spline representation by additionally defining the control points between
the start and the end vertex and giving a knot vector. Here, the knot vector is open
uniform. An edge is a B-spline curve e(u) with its start and end vertex corresponding to
u = 0 and u = 1, respectively, mapping the unit interval [0, 1] to the physical domain.
The notation in the mesh file is
EdgeData(3)
{
startvertex = 5;
endvertex = 6;
splinerep = BSpline(4, 3)
[ 0 0 0 0 0.33333 0.66667 1 1 1 1 ]
[ (-0.056882, 0.074521, -0.0033237) (-0.056668, 0.077788, 0.0091796)
(-0.056238, 0.084322, 0.034186) (-0.055582, 0.094078, 0.071440)
(-0.061161, 0.10532, 0.093639) (-0.063950, 0.11095, 0.10473) ];
} .
A face, which is a whole side of a block, is a bivariate mapping f(u, v) from the
unit square [0, 1] × [0, 1] to the physical domain. It consists of the four edges west
(u = 0), east (u = 1), south (v = 0) and north (v = 1) which have to be given with
the correct orientation: if the control points stored for the face are ordered reversely
compared with the ordering of the corresponding control points of one of its edges, this
has to be marked for the particular face edge. In the example below, the face edge
with the number 4 (east) is taken in reverse order, given by (1, 0) instead of (0, 1). A
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face is defined as a B-spline surface by giving the control points belonging to the face
together with two knot vectors, which in this case are again open uniform. In addition,
appropriate boundary conditions such as solid wall, symmetry plane, subsonic inflow or
subsonic outflow have to be given if necessary. An example for a face is
FaceData(2)
{
edge_west = 3 : (0, 1);
edge_east = 4 : (1, 0);
edge_south = 7 : (0, 1);
edge_north = 8 : (0, 1);
spline_rep = B-Spline-Surface(4, 4, 4, 3)
[ 0 0 0 0 0.25 0.5 0.75 1 1 1 1 ]
[ 0 0 0 0 0.33333 0.66667 1 1 1 1 ]
[ (-0.056882, 0.074521, -0.0033237) (-0.056668, 0.077788, 0.0091796)
(-0.056238, 0.084322, 0.034186) (-0.055582, 0.094078, 0.071440)
. . . ];
bnd_cond = 0 1 x 0 1 : solid_wall;
} .
Blocks are trivariate mappings b(u, v, w) from the unit cube [0, 1] × [0, 1] × [0, 1] to
the physical domain. The block boundaries are determined by the left (u = 0), right
(u = 1), front (v = 0), back (v = 1), bottom (w = 0) and top (w = 1) side of the
block. Again, the orientation regarding the block faces has to be considered: there are
eight possibilities how the control points of the block can be ordered compared with the
ordering of its particular faces. The orientation is marked by the numbers ±1,±2,±3
and ±4. More information on this topic can be found in [88]. In the example below,
the only face which is ordered differently from the block ordering is the one with the
number 4 (back). In addition to the block-face orientations, it has to be made sure that
all the blocks are ordered as a right-handed system regarding the control points in u-,
v- and w-direction. A block is then defined by its control points and three (here again
open uniform) knot vectors. Finally, the initial number of cells the block is divided into
and a stretching function are given for each parameter direction. A cell stretching is
particularly useful to obtain anisotropic refinements normal to a body to resolve the
boundary layer. A block example is
BlockData(1)
{
face_left = 1 : 1 (0, 1) x (0, 1);
face_right = 2 : 1 (0, 1) x (0, 1);
face_front = 3 : 1 (0, 1) x (0, 1);
face_back = 4 : -2 (0, 1) x (0, 1);
face_bottom = 5 : 1 (0, 1) x (0, 1);
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face_top = 6 : 1 (0, 1) x (0, 1);
base_rep = B-Spline-Volume(4, 4, 4, 16, 4, 3)
[ 0 0 0 0 0.0625 0.125 0.1875 0.25 0.3125 0.375 0.4375 0.5
0.5625 0.625 0.6875 0.75 0.8125 0.875 0.9375 1 1 1 1 ]
[ 0 0 0 0 0.25 0.5 0.75 1 1 1 1 ]
[ 0 0 0 0 0.333333333333 0.666666666667 1 1 1 1 ]
[ (0.61434, 0.075001, -0.0057431) (0.6152, 0.077991, 0.0066169)
(0.61691, 0.08397, 0.031337) (0.61946, 0.09282, 0.067873)
. . . ];
coarse_grid = 6 x 6 x 6;
stretch_u = IdenticStretch();
stretch_v = IdenticStretch();
stretch_w = LogarithmicStretch(0.05, 0.5);
} .
Here, IdenticStretch() means that no stretching function is used. The logarithmic
stretching function is the one briefly described in Section 6.4.1, see (6.31).
For each B-spline representation, the order and the number of formal polynomial in-
tervals for the particular parameter direction have to be provided. These are the num-
bers parenthesized after the keywords BSpline, B-Spline-Surface and B-Spline-Volume,
respectively.
It is also possible to model meshes with partial block interfaces. Then, the ranges
(0, 1) in the examples are replaced by (a, b) with a, b ∈ [0, 1]. Since the mesh generation
procedure implemented in this work does not produce such interfaces, this capability is
not needed here. Again, details can be found in [88].
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