Spatial reasoning is essential for many AI applications. In most existing systems the representation is primarily numerical, so the information that can be handled is limited to precise quantitative data. However, for many purposes the ability to manipulate high-level qualitative spatial information in a exible way would be extremely useful. Such capabilities can be proveded by logical calculi; and indeed 1st-order theories of certain spatial relations have been given 20]. But computing inferences in 1st-order logic is generally intractable unless special (domain dependent) methods are known.
Introduction
Spatial reasoning has a wide variety of potential applications in AI systems (e.g. spatial information plays a crucial role in robotics, geographical information systems, CAD/CAM, and systems used for medical analysis and diagnosis). In most existing computer systems representation and manipulation of spatial data is done numerically. Objects and regions are represented by sets of coordinates and information is extracted from this data by means of arithmetic and trigonometrical computations.
Numerical representation may be well suited for some purposes, in particular where the spatial information precisely describes some de nite situation and where the output required from the system is itself primarily numerical. However, in many cases, useful spatial information does not describe a unique physical situation but qualitatively characterises a situation as being of a particular type. Extracting information from such data requires logical reasoning about the concepts involved in describing a situation; and hence requires a rigorous (formal) theory of qualitative spatial relationships.
It is not true that spatial reasoning has been neglected by mathematicians. Indeed the elds of geometry and topology are extremely well developed and are of direct Modal Logics for Qualitative Spatial Reasoning 2 relevance to automated reasoning about spatial situations. But the problem with nearly all mathematical theories is that they are too complex to reason with e ectively. Topology is built upon a large amount of set theory so any naive reasoning algorithm based on standard formulations of topology will have as its search space virtually all of mathematics. Whilst rather more succinct axiomatisations of elementary geometry exist 23] these are still far too complex to be tackled by existing theorem proving techniques.
From a computational point of view, qualitative theories of spatial relations are relatively undeveloped. Nevertheless some signi cant work has been done. Randell and Cohn 19] and Randell et al. 20 ] specify a 1st-order theory of spatial regions based on a primitive relation of connectedness, C(x; y), together with a number of (quasi-Boolean) functions. Despite containing very few non-logical primitives this theory has been found to be quite expressive: indeed a large number of signi cant spatial relations can be de ned exclusively in terms of the C relation 10]. Egenhofer 6] presents a much more limited framework in which a number of topological relations can be represented. He also shows how some simple inference rules can be used to generate the composition of any pair of these relations. 1 The major problem in developing a useful formalism for reasoning about spatial information (indeed for any domain) is the trade o between expressive power and computational tractability. Whilst Egenhofer's representation does allow for certain inferences to be computed e ectively, the scope of the theory is limited. On the other hand, although the formalism presented by Randell et al. 20 ] is very expressive, since it is presented in 1st-order logic, reasoning in the calculus is extremely di cult (however the use of pre-calculated composition tables for relations de nable in the theory does enable certain kinds of inference to be computed e ciently).
The principal aim of this paper is to explore a framework for representing spatial information which is both expressive enough to be useful for solving real problems and is in some sense tractable. The formalisms which I suggest will provide such exible and yet practical reasoning systems are multi-modal 0-order logics. Such calculi are normally regarded as propositional logics but as we shall see, a spatial interpretation of expressions in these formalisms can be given in which the non-logical constants refer to spatial regions rather than propositions.
It is common in computer science to equate tractability with polynomial-time computability. But to a logician this will probably seem an overly harsh restriction, since proof procedures in nearly all interesting logics are at least exponentially hard. Nevertheless, the formalisms presented here are decidable and hence far better to reason with than 1st-order theories (such as that given in 20]). Towards the end of this paper I shall suggest how modal representations could be utilised in e ective reasoning systems by restricting the range of relations which can be expressed and customising proof procedures to limited classes of formulae.
The domain which we shall be concerned with is a limited but signi cant subdomain of spatial reasoning. Initially we shall look at formalisms which can represent topological relations such as those shown in gure 1 as well as Boolean-like relations between combinations of regions (e.g. x is the sum of y and z). In the latter half 1 Given any two relations R 1 and R 2 taken from a set B of pairwise disjoint and mutually exhaustive relations. The composition, R 1 R 2 , of R 1 and R 2 is the disjunction/sum of all those relations R 3 2 B such that given R 1 (x; y) and R 2 (y; z) it is possible that R 3 (x; z). of the paper we shall examine the notion of convexity, which can be used to de ne various concepts of containment.
I shall explicitly refer to the relations shown in gure 1. These are: Dis-Connection, External Connection, Partial Overlap, Tangential Proper Part, Non-Tangential Proper Part and Equality. The notations used for these relations are given under the diagrams. The part relations, being asymmetric, have inverses denoted, R ?1 . We shall also use some more general relations: 2 Models for modal logics Currently the best known interpretations of modal logics are those in terms of Kripke semantics 12] . In Kripke semantics a model consists of a set of possible worlds together with an accessibility relation | a binary relation between worlds | associated with each modal operator. Propositions denote sets of possible worlds (the set of worlds in which they are true). A Kripke model, M, is thus a structure hW; R; Pi, where W is a set of worlds, R is the accessibility relation, P is a mapping from natural numbers to subsets of W. P acts as an assignment to a denumerable set, fp 0 ; p 1 ; . . .g of propositional constants indexed by the natural numbers.
Such a model determines the truth of each modal formula at each possible world. Classical formulae are interpreted as follows:
Atomic formulae, p i are true in exactly the worlds in the set P(i).
Conjunctions, ^ , are true in worlds where both and are true. Disjunctions, _ , are true in worlds where either or (or both) is true. A vast spectrum of di erent modal operators can be speci ed by placing more or less general restrictions on the corresponding accessibility relation (often such restrictions are thought of as de ning a logic rather than an operator but this is misleading since the possible worlds semantics allows any number of di erent operators to be encompassed in a single logical language). Furthermore, Kripke semantics allows one to specify operators whose logic seems to correspond well with intuitive properties of modal concepts employed in natural language. Indeed, a number of logics proposed for natural language modalities, which were originally speci ed proof theoretically (by axiom schemas intended to capture intuitive properties of modal concepts) can be captured very easily within the Kripke paradigm by quite simple restrictions on the accessibility relation.
Nevertheless, the apparent power and exibility of Kripke style possible worlds semantics can be misleading. Many researchers in both AI and philosophical logic tend to think of possible worlds semantics as essentially based upon accessibility relations. However, whilst Kripke models may be appropriate for certain types of modal operator, in other cases a quite di erent structuring of possible worlds may be more natural.
Minimal and algebraic models
In this section I shall de ne an algebraic model structure, which will be the basis of the spatial logics developed in the rest of the paper. But rst I present minimal model semantics as described by Chellas 4] . These are actually equivalent to algebraic models although they are more similar in structure to Kripke models; thus are intermediate between relational and algebraic models.
A minimal model is a structure M = hW; N; Pi, where: W is a set of possible worlds. N maps each world to a set of sets of worlds. P maps each natural number (indexing a propositional constant) to a set of possible worlds. The semantics of the classical connectives are as in the Kripke models but the interpretation of the modal operator is as follows: If is a world in a minimal model M = hW; N; Pi then j = M i f j j = M g 2 N( ) The set f j j = M g is the set of all worlds at which is true. This is called the truth set of . We may also regard this set of worlds as the denotation of the formula . I shall adopt this terminology and write d( ) to refer to the denotation of (for atomic propositions d(p i ) = P(i)). Furthermore if formulae are also supposed Modal Logics for Qualitative Spatial Reasoning 5 to denote propositions then propositions become identi ed with the set of worlds in which they are true. Thus, if our modal operator is, for example, intended to be a necessity operator, the function N associates with each world the set of propositions (each of which is identi ed with a set of worlds) which are necessary at that world.
An algebraic model is similar to a minimal model but instead of having a function N mapping worlds to sets of sets of worlds, it has a function O mapping sets of worlds to sets of worlds. An algebraic model A = hW; O; Pi de nes a modal operator according to the stipulation that:
where d( ) is again the denotation/truth-set of . This can be speci ed more succinctly simply as d( ) = O(d( )) Each such model can be associated with a modal algebra 14]. This is a structure hA; \; ?; ni, where hA; \; ?i is a Boolean algebra and n is an extra (modal) operator. 2 An algebraic model hW; O; Pi corresponds to an assignment of elements of the modal algebra h2 W ; \; ?; Oi to the propositions in P | the elements of the algebra being sets of possible worlds.
Minimal and algebraic models are equivalent in that given a minimal model we can straightforwardly construct an algebraic model in which the same formulae are true at each world and vice versa. From the two de nitions of we see that if a minimal and algebraic model agree on the denotations of all propositions at all worlds then
. Therefore, N( ) = fS j S W^ 2 O(S)g and O(S) = f j 2 W^S 2 N( )g. However, algebraic models are more uniform than minimal models because the semantics of modal operators are speci ed in essentially the same way as the classical connectives. They also seem to be more natural from the point of view of spatial interpretations.
Algebraic semantics is actually the oldest formal interpretation for modal logics: an algebraic interpretation of S4 was given by Tarski 24] ; but, since Kripke's results 12], relational semantics has been given far more attention. The relationship between algebraic semantics and Kripke models was rst studied by Lemmon 14, 15] , who introduced the term`modal algebra' (however, a theory of`Boolean algebras with additional operators' had already been given by J onsson and Tarski 11] and modal algebras are essentially a special case of these). More recently, Goldblatt 9] gives a detailed examination of di erent kinds of semantics for modal logics and the relationships between them.
Denotation based algebraic models
Since in an algebraic semantics the denotation function is of central importance it will be convenient to use in the sequel an alternative formulation of model in which this function occurs as a primary element. Thus, a (denotation based) algebraic model for a logic L is a structure hU; C; di where: 2 A modal algebra hA; \; ?; ni is normal i n(x \ y) = n(x) \ n(y) and n(1) = 1. Lemmon 14] shows how normal modal algebras correspond to Kripke models. Further results linking these structures are given by Goldblatt 9] .
U is a (non-empty) set C is a denumerable set of constants | the non-logical constants of L d is a denotation function mapping (well-formed) formulae of L to subsets of U. d maps atomic formulae (i.e. elements of C) to subsets of U; and the denotations of complex formulae are determined by the denotations of the atomic formulae by means of recursive de nitions of the logical connectives in L. Formally
where is an n-ary connective in the language L and f maps n-tuples of subsets of U to subsets of U. Characterising the semantics of a logical language L consists in specifying (meta-mathematically) permissible values of d for atomic propositions and the functions f corresponding to each connective in L.
3 Spatial interpretation of 0-order calculi By far the best known interpretations of 0-order calculi are as propositional logics: the non-logical constants are regarded as denoting propositions and the connectives as operating on their (propositional) arguments to form more complex propositions. Within such a conception, the classical connectives are interpreted as expressing truth-functional combinations of their arguments, whilst modal operators are taken as asserting more subtle (non-truth functional) properties of their arguments. Many kinds of propositional modality have been studied: alethic modalities (necessity, possibility, contingency); propositional attitudes (knowledge, belief, certainty, etc.); deontic modalities (obligation, permission).
However, taking non-logical constants as denoting propositions is not the only way that 0-order calculi can be interpreted. Bennett 2] points out and makes use of non-propositional interpretations of both the standard classical 0-order calculus and also the 0-order intuitionistic calculus. Under these interpretations, the non-logical constants denote regions and the connectives correspond to operations forming new regions from their arguments. In fact this interpretation is compatible with many well known model theoretic accounts of 0-Order calculi, in which propositions are taken as denoting sets. These sets are often thought of as sets of possible worlds in which a proposition is true but they can also be regarded as sets of points (or atoms) making up a spatial region.
The classical calculus
In the case of the 0-order classical calculus (henceforth C 0 ) such a semantics can be formally characterised as follows: a model for the logic C 0 is a structure, hU; P; di, where U is a non-empty set, P is a denumerably in nite set of constants, and d is a denotation function which assigns to each constant in P a subset of U. The domain of d is extended to all C 0 formulae formed from the constants by stipulating that:
where for any set S, S is the set of all elements of U which are not elements of S. Under this interpretation it can be shown that all tautologies denote the universe, U, whatever the assignment of sets to the non-logical constants.
3.2 The intuitionistic calculus Tarski 21] gives similar but slightly more complex semantics for the 0-order intuitionistic logic (henceforth I 0 ). In addition to the usual set operators of union, intersection and complement, this requires an additional interior function, i. This is constrained to obey the axioms (see e.g. 13]) of an interior function, as employed in point-set topology; so the semantics can be seen as a topological interpretation of intuitionistic logic. A model for I 0 is then a structure hU; i; P; di where d now assigns to each constant an open subset of U (a set X such that i(X) = X) and its domain is extended to all I 0 formulae as follows:
This denotation function is such that all intuitionistic theorems denote U under any assignment of open sets to non-logical constants. Note that I use distinct symbols for negation and implication in the classical and intuitionistic languages (for classical implication I shall write`! ') but for conjunction and disjunction I use the same symbols, since their interpretations are the same in both systems.
Semantic correspondence to proof theory
For a semantic interpretation to be faithful to a logic, the property of theoremhood and the relation of entailment must be de nable in the semantics and these concepts must be shown to coincide with the corresponding proof-theoretic concepts. In the context of the algebraic set semantics considered here this will amount to establishing the following correspondences:
where``' is the derivability relation of the logic and`j =' is the entailment relation between properties of the algebraic model structures. CT and CE hold for both C 0 and I 0 under the interpretations given above (see 2] for further details).
These correspondences mean that the logic can straightforwardly be used to determine entailments between constraints on possible models which are speci ed in terms of equations of the form = U where is a set-term corresponding to some formula, Each formula is given either a positive or a negative interpretation depending upon whether it is a model or an entailment constraint (the reason for this terminology will be made clear below). In the former case the interpretation is that, in the situation being described, the denotation of the set-term equals the entire universe. Table 1 shows how four spatial relations can be characterised with model constraints stated in terms of the classical propositional calculus. 
Entailment constraints
A formula can also be given a negative interpretation by specifying it as an entailment constraint rather than a model constraint. The meaning of an entailment constraint is that the corresponding set-term does not denote the universe. Such negative constraints are essential for describing certain spatial situations in terms of the logics An important use of entailment constraints is to ensure that regions involved in a situation description are non-null. If null-regions are allowed they have properties which may seem counter-intuitive (for example the null region is both part of and disconnected from any other region) and many useful and apparently sound inferences may not hold if it is allowed that one of the regions involved may be null. The requirement that a region is non-null is expressed by the inequality X 6 = U, which corresponds to the entailment constraint :X (in C 0 ).
Modal Logics for Qualitative Spatial Reasoning 9 Since, speci cation of a spatial situation will generally require both positive and negative constraints, a situation description is represented by a pair of sets of formulae, hM; Ei, where M is a set of model constraints and E is a set of entailment constraints.
Thus`A is a proper part of B' (where A and B must be non-null) is represented by the expression hf:A _ Bg; f:B _ A; :A; :Bgi If L is a 0-order logic then the language obtained by extending the representation in this way will be called L + .
Spatial interpretation of the intuitionistic calculus
The intuitionistic calculus I 0 is particularly expressive for describing spatial relations. This is because the interior function in the semantics enables one to use I 0 formulae to specify constraints which distinguish between two regions being connected from their overlapping. This distinction is made possible by the following interpretation of the notions of region, overlap and connection:
A There is also a dual interpretation (which will be used in section 5.1) under which regions are identi ed with closed sets, which are connected if they share a point and overlap if they share an interior point. Table 2 shows how the set of eight relations shown in gure 1 can be represented by sets of model and entailment constraints speci ed by means of I 0 formulae interpreted in accordance with the semantics given in section 3.2. 
Extended 0-order calculi (EZOCs)
The interpretation of formulae as constraints can be applied to many logical calculi. And if the denotations of the constants are taken to be spatial regions (sets of atoms or points) then these constraints can be regarded as specifying spatial relationships between the regions. Whether these relationships are useful in describing spatial situations will depend upon whether the semantics of the logic re ects some structure which is relevant to signi cant features of the situations we wish to describe. If we have such a logic it is very likely that we will sometimes want to specify situations not only in terms of the constraints they satisfy but also in terms of their failure to satisfy certain constraints.
In this section I show how a logic can be extended to a language whose expressions consist of pairs of sets of formulae from the language of the original logic; one of these sets being interpreted as positive constraints and the other as negative constraints. I give de nitions of consistency and entailment for the extended language in terms of entailments in the original logic and specify the conditions under which these de nitions are correct.
Given a 0-order calculus L 0 whose formulae can be interpreted as algebraic functions of sets, we can de ne an extension L + 0 , whose expressions are pairs hM; Ei, where M and E are interpreted respectively as sets of constraints of the forms = U and 6 = U.
Thus the expression is consistent unless the following entailment holds: m 1 = U; . . .; m j = U j = S e 1 = U _ . . . _ e k = U (E) For most 0-order calculi it turns out that such an entailment can hold only if one of the disjuncts on the r.h.s. is itself entailed by the equations on the l.h.s.. The property of a theory/logic where disjunctions are only entailed if at least one disjunct is entailed is known as convexity 18] . If this convexity is established then one can check the entailment by checking whether any of the entailment constraints is individually entailed by the model constraints; and if the semantics is faithful to the logic L 0 then the correspondence CE enables this entailment to be determined by checking the associated entailment in L 0 . I shall now give a general condition under which a logic has the required convexity property. This guarantees that the method of using model and entailment constraints presented in 2] can be applied to many other 0-order calculi.
Models and convexity
The proof of convexity will generally involve showing that, for any entailment of the form E, if for each disjunct on the r.h.s. there is counter-model that shows that that equation is not entailed by the l.h.s., there exists a counter-model to the entailment as a whole. I shall call a counter-model for a disjunct a DCM and a counter-model for the whole entailment an ECM. The obvious way to carry out such an existence proof is to show how given DCMs for each of the disjuncts we can somehow construct an ECM. It could be that there are logics for which such a construction is very complex but we shall see that for a large class of well-known logics a very simple construction is possible.
A model for an arbitrary 0-order language L 0 will be a structure hU; F; P; di where F = hf 1 ; . . .; f n i
Each operator i in the language will be interpreted as the function f i . 4 These functions are mappings from subsets of U to subsets of U. (For example, the classical negation is associated with the function from each set X ( U) to the set fy j y 2 U^y 6 2 Xg.) In order to re ect the intended meanings of the operators, the structure hf 1 ; . . .; f n i must satisfy certain axioms . I shall write (F) to mean that F (a tuple of functions) satis es these axioms.
To form an ECM from a set of DCMs we can often just gather the DCMs together to form a model which includes the DCMs as`non-interacting' sub-models. The domain of the ECM will simply be the union of the domains of the DCMs. We will also have to construct new functions for the operators and for the assignment of sets to the atomic constants. The most straightforward way to interpret a function whose values are sets over a union of two domains is to simply evaluate it as the union of its denotations in each of the component domains. Given f 1 : 2 U1 ! 2 U1 and f 2 : 2 U2 ! 2 U2 . I de ne (f 1~f2 ) : 2 (U1 U2) ! 2 (U1 U2) to be the function such that (f 1~f2 )(X) = f 1 (X 1 ) f 2 (X 2 ), where X 1 = fx j x 2 X^x 2 U 1 g and X 2 = fx j x 2 X^x 2 U 2 g. I write hF 1~F2 i to denote the n-tuple resulting from applying`~' to corresponding pairs of functions in the n-tuples F 1 and F 2 .
Using this notation we can de ne a disjoint combination of two models as follows:
(hU 1 ; F 1 ; P; d 1 i~hU 2 ; F 2 ; P; d 1 i) = hU 1 U 2 ; F 1~F2 ; P; d~di By successive application of this operation we can combine any nite number of models. The key feature of these constructed models is that the denotation of any term with respect to the combined model is simply the union of its denotation in the component models. This means in particular that if = U in all component models then = U in the combined model and, if 6 = U in any component, 6 = U in the combination. Consequently it is clear that combining DCMs for an entailment of the form E will produce an ECM for this entailment.
However, for this construction to be permissible, we must ensure that in joining models together we get an admissible model for the logic | i.e. a model that satis es the axioms . Thus if we are to use this method of model combination to show the convexity of the model theory of a logic with respect to entailments of the form E we need to show that:
If
(F 1 ) and (F 2 ) then (hF 1~F2 i) (P) In practice it seems that this property P holds for most well-known logics. The case of classical logic is trivial because all its connectives are interpreted by pure set functions, which always distribute over sub-domains in the desired way. For logics interpreted with respect to an interior function, P can be seen to hold as long as the space is allowed to contain disconnected subspaces. P also holds for modal logics with a Kripke semantics in which the accessibility relation can be disconnected. The common feature of the all these logics is that their models may contain essentially independent sub-models, such that denotations of operators are unions of their denotation in each sub model. The procedure for determining entailments in an EZOC (including consistency checking as a special case) will be be called the Extended Zero-Order Reasoning Algorithm | EZORA for short.
Eliminating entailment constraints
The procedures for consistency checking and determination of entailments for the constraint calculi described above rely on the use of simple meta-level reasoning. In this section I explain how, by introducing into a 0-order calculus L 0 a new operator, , reasoning can be conducted at the object level of the enriched language. This language will be called L 0
In reasoning with an extended 0-order language L + 0 the meanings of the two types of constraint are handled at the meta-level: Determination of entailments in these languages involves checking a number of di erent object-level entailments in the logic L 0 . A situation description is consistent if and only if none of its entailment constraints is entailed by the set of all model constraints. A natural question regarding these representations is whether it might be possible to extend the calculi involved so that the semantics of the two types of constraint was built directly into the object language. This would mean that computation of entailments could be carried out entirely at the object level.
Since in the original notation a model constraint X is interpreted as X = U an obvious solution is simply to introduce a new (modal) operator, , such that X is interpreted as X = U . An operator of this kind can be very easily characterised in terms of the algebraic semantics for modal logics described above. If d( ) is the denotation of a formula , what we need is simply the operator such that:
This operator is an S5 modal operator, since a formula is true in a model i the formula is true at every point/world in the model. I shall call it a strong-S5 operator because it does not allow the possibility, arising in the slightly weaker Kripke characterisation of S5, that there are worlds/points which are not relevant to evaluating the at a particular world (because the set of worlds is partitioned into clusters which are not accessible to each other). 6 With such an operator we can write to assert that is a model constraint and : to assert that is an entailment constraint.
Let us look at a simple example of spatial reasoning carried out in the classical 0-order calculus supplemented with a strong-S5 box operator. We shall consider the transitivity of the proper part relation, PP.
PP(a; b)^PP(b; c) j = PP(a; c) PP(x; y) holds when x y = U but y x 6 = U . We also require that x and y are non-null (see 2]). Non-null constraints on regions can now be expressed as : :X for any region X (this could be written more succinctly as 3X but this notation would Introduction of the new box operator to enable positive and negative constraints to be distinguished gives us a more uniform representation since, whereas previously the meaning of an expression was tied up essentially with the reasoning methods employed, in the new language, expressions have a clear algebraic interpretation. We need no longer concern ourselves with the distinction between model and entailment constraints but can now describe spatial situations simply by a set of modal formulae; and can reason about consistency and entailment directly in this object language.
On the other hand it is not clear that this enriched language is more desirable from the computational point of view. Introduction of the new operator makes the language far more expressive and consequently much harder to reason with. The e ectiveness of the original I + 0 representation was in large point due to its lack of expressive power.
However, we have seen that as long as the new modal operator is only used to express what was previously expressed by means of the model/entailment constraint distinction, then all operators will only occur either up front or negated up front in the set of formulae describing a situation; and it seems likely that the optimal approach to reasoning with such formula sets is to mimic the EZORA algorithm (used for reasoning in the extended 0-order languages) described above. Speci cally this means rewriting the sequents (according to simple classical principles) to obtain sets of sequents in which all formulae have a single at the front: the l.h.s. is a conjunction and the r.h.s. a disjunction of such formulae. Once the sequents are in this form, it is easy to see that the sequents which correspond to entailments veri able by the extended 0-order reasoning algorithm can all be proved using only the modal rule RK together with classical reasoning.
As we know that EZORA is sound and complete we can conclude that only the rule RK is needed to prove all entailments in L 0 involving formulae in which the occurs either up-front or negated up-front. Nevertheless the more intuitive interpretation of the modal operator in this context is as the strong-S5 operator. Later on (section 6.1) we shall see the strong-S5 operator used in contexts where an operator satisfying only the RK rule would not su ce.
5 The S4 modality as an interior operator
In describing many relationships which can hold between spatial regions it is necessary to have some means of distinguishing the surface of a region from its interior. For instance we can say that one region is externally connected to another if the two regions share a boundary point but do not share any interior points. If they do share interior points we can say that they overlap. And, even if we do not want to reduce regions to points in our representation language, we shall still need to be able to make such distinctions.
As we saw in section 3.2 the intuitionistic calculus, I 0 , can be interpreted in terms of Boolean operators plus an interior function. This means that the calculus can be used to represent a signi cant family of spatial relations. One drawback with this representation is that no logical operator corresponding to the interior function appears explicitly in the language: the function occurs in the interpretations of intuitionistic negation and implication and is only referred to indirectly in logical formulae used to represent spatial constraints. In this section I explain how the modal logic S4 can be used as a spatial representation in which the modal operator corresponds directly to the interior function. The topological interpretation of S4 is not new (it can be directly inferred from the results presented in 24] and 22]), however, as far as I know it has not actually been used as a basis for spatial reasoning. It has long been known ( see 7] ) that formulae of the intuitionistic propositional calculus can be translated into modal formulae in such a way that an intuitionistic formula is a theorem if and only if the resulting modal formula is valid in the logic S4. The translation can be speci ed in terms of a recursive function, m, as follows:
If we compare this to the interpretation of I 0 given in section 3.2 we see that it is the same except that the operator occurs in place of i and each atomic proposition is also preceded by an additional operator. The latter di erence arises because
where X and Y are any subsets of U.
Since modal operators (under the algebraic interpretation) can be conceived of as operators on sets, we might hope that these axioms could be translated into modal schemas. 8 Indeed this is the case. To perform the translation we simply use the interpretation of the classical connectives as set operations given in section 3.1. We can then specify, for a new modal operator, schemata whose interpretations are exactly the axioms given above. In the sequel I shall use the symbol`' to represent the modal interior operator; this will avoid confusion with the strong-S5 operator, for which the symbol` ' will be reserved. The properties of can thus be stated by following schemata: (P^Q) $ ( P^ Q) schema 2 is actually stronger than the modal schema 4 but the bi-conditional can be weakened to a conditional in the presence of schema 1. Also, schema 3 is clearly equivalent to simply >. It is well-known (see 4]) that the weakest modal logic containing these schemas is S4, so this is the logic we need to capture the interior operator.
S4 is obtained from classical propositional logic by adding the schemas:
K.
(P ! Q) ! ( P ! Q);
T.
P ! P; and 4. P ! P;
and the rule of necessitation:`P RN] P . Schemas T and 4 correspond to required properties of the interior operator. It can also be proved (see 4] theorem 4.3 case (4)) that any modal theory containing N and R is a normal modal theory, and hence obeys the schema K, as long as it is closed under the rule of equivalence: P $ Q RE] P $ Q . Clearly any (extensional) function must conform to RE since a function applied to two terms which have the same value must have the same result.
That the 1st-order constraints on an interior function correspond to modal schemata de ning S is not at all surprising given the relation between I 0 and S4 described in 1. 8x conv(conv(x)) = conv(x)] 2. 8xTP(x; conv(x)) 3. 8x8y P(x; y) ! P(conv(x); conv(y))] 4. 8x8y conv(x) = conv(y) ! C(x; y)] 9 5. 8x8y prod(conv(x); conv(y)) = conv(prod(conv(x); conv(y)))] 10 Of these the rst four were presented in 2], where further comments can be found. The fth axiom states that the prod (i.e. intersection | see 20]) of two convex regions is itself convex. This list is not guaranteed to be a complete axiomatisation of the conv operator: it is very di cult to be sure that a set of axioms fully capture a concept unless we have a formal model (or set of models) within which the concept is de ned and show that the axioms are sound and complete with respect to that model (those models). Investigating such models is the subject of ongoing work.
conv as a modal operator
We would like to represent conv as a modal operator in a 0-order calculus. This calculus will be a multi-modal language containing the usual classical connectives (interpreted algebraically according to section 3.1) plus three modal operators:
an interior operator, constrained to behave exactly as the S4 modality, the strong-S5 operator, the convexity operator, whose properties are to be speci ed. To x the meaning of the new operator, we need to nd 0-order axiom schemata (or rule schemata) to enforce the desired properties of . These schemata will correspond to the 1st-order axioms given above. I do not know of a general method for performing this kind of transformation and it seems unlikely that such a method exists. However, in each case we can see that under the algebraic interpretations of the logical operators the schemata are equivalent to the axioms.
