This paper considers a flowshop scheduling problem of a manufacturing cell that contains 
Introduction
Batch manufacturing accounts for 60 to 80 percent of all manufacturing activities in the world. The high level of variety and the small lot sizes of products have been major difficulties in this type of manufacturing. Cellular manufacturing addresses some of the problems and helps to gain economic advantage of batch manufacturing. Cellular manufacturing helps companies to build a variety of products for their customers with as little waste as possible. Here waste refers to elements of a manufacturing process that add cost instead of value to the product, such as scrap, rework, stock-out, overproduction, unnecessary human and material movement, and excessive raw material. Cellular manufacturing is an application of group technology, which can be defined as a management philosophy that attempts to group products with similar design or manufacturing characteristics. In a cellular manufacturing environment, machines are grouped into cells. Each cell is dedicated to the production of a specific part family. A cell consists of people and machines or workstations, with the machines arranged in the processing sequence.
A cell based flowshop scheduling problem is considered in this paper. A regular flowshop problem consists of two main elements, which are a group of M machines and a set of N jobs to be processed on this group of machines. These N jobs have the same processing sequence on the M machines. Each job can be processed only on one machine at a time and only once on each machine. Moreover, each machine can process only one job at a time. In a cellular flowshop problem, the set of N jobs are grouped into different families according to their similar attributes or production techniques. The sequence of families and the sequence of jobs within each family are the same on all machines. The objective of such flowshop scheduling problem is to schedule the families and jobs within each family to minimize some performance criteria such as the makespan, total flow time, mean flow time, or total tardiness/earliness.
The makespan in a flowshop problem can be defined as the completion time, which is the total time of processing all jobs. The makespan criterion is usually used to weigh the utilizations of machines. As long as the makespan is minimized, the production efficiency can be improved.
The flow time refers to the time that a part spends from its entrance to the system to completion of all the operations. The total flow time is the sum of flow times of all the parts in the system. By minimizing the total flow time, the work-in-process inventory can be reduced.
Minimizing either of the makespan or total flow time in flowshop manufacturing cell problems is time consuming as they are Np-hard problems. Therefore, a multi-objective genetic algorithm has been developed in this paper which minimizes both criteria in a reasonable time.
The rest of the paper is organized as follows. Section 2 gives a comprehensive literature review of the related problems. Section 3 describes the considered problem and illustrates it by a simple example. Section 4 describes the lower bound for total flow time. The steps of proposed MOGA and the computational results have been explained in Section 5 and 6. Finally, Section 7 describes future avenues for solving this problem.
Literature review
Many researchers have considered flowshop problems with multi-objectives. Nagar et al. (1995) proposed a branch and bound approach to solve the two-machine flowshop problem with objectives of minimizing makespan and total flow time. Murata et al. (1996) proposed the multi-objective genetic algorithm (MOGA) to solve scheduling problems with makespan and total tardiness as a bi-objective problem and with makespan, total flow time, and total tardiness as a tri-objective problem. Jin et al. (2001) investigated the problem of multi-objective evolution strategies by adapting weighted aggregation. Allahverdi (2004) One of the important factors that need to be discussed in flowshop scheduling problems is the setup time, which can be defined as the time required to shift from one job to another on a given machine. For instance, consider a painting department where parts are grouped according to their color. The setup time to change from yellow to green is the same as the setup time to change from green to yellow when the problem is sequence independent.
On the contrary, the problem is sequence dependent if the required setup time of switching from yellow to green is shorter than switching from green to yellow. In many real life flowshop problems, the setup times of jobs are sequence dependent such as the PCB (printed circuit board) manufacturing environment.
In a cellular manufacturing flowshop, since jobs are assigned to families based on tooling and setup requirements, usually a negligible or minor setup is needed to change from one job to another within a family and hence can be included in the processing times of each job. However, a major setup is needed to change processing from one family to another.
Considering sequence independent setup times of the cellular manufacturing flowshop problems, Skorin-Kapov and Vakharia (1993) developed a tabu search approach to minimize the makespan in a flowshop that outperformed an existing simulated annealing approach proposed by Vakharia and Chang (1990) . Schaller (2001) developed a new lower bound for the flow shop group scheduling problem with a makespan criterion. Cheng et al. (2000) showed that most prior research on manufacturing cell scheduling assumed sequence independent setup times. Therefore it is worthy to pay more attention to problems with sequence dependent setup times.
Some cellular manufacturing flowshop problems with sequence dependent setup times have been considered as well. Schaller et al. (2000) solved a flowline manufacturing cell scheduling problem with sequence dependent family setup times and developed 11 new heuristics to minimize the makespan. Franca et al. (2005) considered the problem of scheduling a flowshop manufacturing cell with sequence dependent family setup times and developed an evolutionary algorithm to find minimum makespan permutation schedules. The heuristic algorithms Memetic Algorithm (MA), Genetic Algorithm (GA), and Multi-Start strategy were implemented. Hendizadeh et al. (2007) also considered the same problem and developed a Tabu Search (TS) method, and hybrid algorithms of Tabu Search and Simulated Annealing (TS/SA). The results of both MA and TS/SA algorithms showed that they were very effective in minimizing the makespan. Gupta and Schaller (2006) considered the problem of scheduling a flowshop manufacturing cell with family setup times and developed a branch and bound algorithm and several heuristic algorithms to find permutation schedules with minimum total flow time for medium size problems.
The branch and bound algorithm was found to be able to solve small problems quickly.
The proposed heuristic algorithms consistently generated solutions that were better than those solutions generated by the genetic algorithm developed by Sridhar and Rajendran (1996) .
Although some research has been done to optimize families of sequence-dependent setup times, they are mainly concerned with one criterion. This research attempts to address this problem with two criteria, and a multi-objective genetic algorithm is then developed to solve such a problem.
Problem description
In this paper, the cellular manufacturing flowshop scheduling problem is optimized with the objectives of minimizing both the makespan and total flow time. Sequence dependent setup times are considered in this problem and a multi-objective genetic algorithm (MOGA) is used to solve this problem. Several assumptions need to be clarified before the problem is described.
In this flowshop manufacturing system, the layout of machines has been set and the processing sequences are the same for all the jobs of each family and there is no preemption. The families of jobs have been identified based on their attributes or operation requirements. All of the jobs and families are processed with the same order on each machine for this permutation flowshop manufacturing system. As stated before, since the setup times of individual jobs are negligible, they are considered to be included in the processing times of jobs in each family. However, the setup times for changeover are required between families and these setup times are sequence dependent. After processing the first family, additional setups are required. Therefore, for the first job in family f=2,…,F on the first machine, the starting time can be shown as follows: Since all jobs have to be processed on machines one to four respectively, this is a flowshop production system. Also since all machines have to process jobs one to three respectively, this is a permutation flowshop production system. A job can not be processed on a machine unless it has been done on the previous machine and also this current machine is free, not processing or being set up. The next family is added to each machine with above considerations and with a needed setup time between two different families.
A lower bound for total flow time
One of the strictest methods to verify the performance of the heuristic algorithms is to compare their solution with the optimal solution or a lower bound. An efficient lower bound for makespan has been proposed in Schaller et al (2000) and has been used in this paper. To the sake of total flow time, a lower bound has been proposed in Gupta and Schaller (2006) but it is for sequence independent problems. In this paper this lower bound has been modified to be applicable for sequence dependent problems.
To minimize the total flow time a branch and bound (B&B) procedure is developed to obtain a family sequence and the sequences for jobs within families. The proposed B&B method modifies the procedure for scheduling families of jobs in a flowshop environment developed by Ham et al. (1985) .
Branching strategy
To map the idea of jobs and family in the B&B tree, two types of nodes are introduced in the proposed procedure: family nodes and job nodes. The first level of search tree begins with branching from root on family nodes. Procedure works down the tree by branching on each family node to determine arrangement of the jobs within the family. The second level of tree includes job nodes. The tree goes down the levels to do branching on jobs within the family until a complete job schedule for the family is obtained. When all jobs of a family are scheduled, nodes are created for all remaining unscheduled families. This process will continue until all the jobs are scheduled.
To determine if branching should continue on a node, a lower bound for optimal total flow time is calculated. Then it is compared with an incumbent value which is the total flow time of the best feasible solution that has been found so far. If the obtained value for the lower bound is less than the incumbent value, branching on the remaining family or job nodes continues unless a complete solution was achieved. This is due to this fact that the node with less lower bound value has more chance to generate a better solution than the nodes higher lower bound value. This B&B procedure is based on Depth-First Search (DFS). This search structure starts from the root and search as far as possible along each branch before back-tracking.
Formally, DFS is known by expanding the first node of the tree that appears and thus going deeper and deeper until a complete solution is found, or it hits a node that is fathomed. Then the search starts back-tracking returning to the most recent level and looks for the next open node to branch. The criterion for selecting a node to branch is having the minimum value for the lower bound among a set of qualified nodes. The same procedure will pursue to reach a complete solution or fathomed node. Again, search backtracks to the previous level until the whole tree is covered. As acquiring an incumbent value has crucial effect on fathoming open nodes, DFS was chosen to find the first incumbent value as soon as possible.
Lower bound
The lower bound estimates the sum of completion times in a flow shop to schedule families of jobs. Consider partial schedule ) ( ),..., 1 ( k
of k jobs out of n with k belongs to the family r, let  be the subset of all jobs which are not scheduled in the  .
Suppose that the family r has q job not scheduled in the  . Let the number of families not included in the  be ω. With the above definition, it is determined that the earliest time to start any job
at machine j, EST(i,j) satisfies the following condition:
For each family f, let p fj denotes the effective processing time on machine j that is determined by the following formula:
where n f is the number of jobs in family f . f j s is the minimum required setup time for family f on machine j with respect to the other families that can be processed before this family.
The proposed lower bound contains four major components. The first component considers the total flow time for the scheduled jobs. This is equal to the sum of completion time of jobs included in the partial schedule  .
The second component is the earliest time that a job i can start processing on machine j which is represented by EST(i,j) .
This condition specifies that to start a new job on the current machine, two conditions should be satisfied. First, the previously scheduled jobs in the sequence should have been processed at the current machine. Second, the current job which is going to be processed should be ready. That is, the process of current job on machines prior to this machine must be finished. 
The summation of these four components is the lower bound for  on machine j (LB j (  ,j)). The lower bound for the  is calculated according to the following formula:
Since the B&B is based on Depth First Search, it spends significant time on the last levels. Suppose that it has started at the first level from a family that is not the one in the optimal solution. There would be a huge gap between the acquired incumbent value from this branch and the optimal objective value. Moreover in most of the times the B&B can find the optimal solution pretty sooner than when it is stopped by itself, therefore a limit of CPU time can be useful to prevent spending significant time on computational experiments. Considering these two facts, the B&B is stopped when there is no any improvement in incumbent value after one hour.
The proposed Multi-Objective Genetic Algorithm
According to the literature review, GA has been successfully applied for scheduling production systems when multiple objectives are considered simultaneously. For comprehensive details on the theory of multi-objective optimization by means of GA, see Coello et al. (2002) and Deb (2001) .
The proposed MOGA starts from a random initial Elite Set as starting points and then tries to evolve the Elite Set over successive generations. In each generation, at first the individuals are ranked according to an assigned fitness value which specifies the chance that an individual would be selected for the next generation. The genetic operations are done on selected individuals to generate new and diverse individuals. The Elite Set is updated after comparing with a new population of individuals. The pseudo code of the proposed MOGA is given in Figure 3 A few steps of the algorithm are discussed in more details in the following sub-sections.
[Insert Figure 3 about here]
Non-dominated sorting
To assign appropriate fitness to individuals in a population when taking into account both objectives, the non-dominated sorting method proposed by Srinivas and Deb (1994) was selected. The non-dominated individuals present in the population are first identified from the current population. Then, all these individuals are assumed to constitute the first non-dominated frontier in the population and assigned a same large dummy fitness value.
The same fitness value is to give an equal reproductive potential to all these nondominated individuals. The individuals of the first non-dominated frontier are ignored temporarily to process the rest of the population in the same way to identify individuals for the second non-dominated frontier. These non-dominated solutions are then assigned a new dummy fitness value that is kept smaller than the minimum dummy fitness of the previous frontier. This process is continued until the entire population is classified into several frontiers.
To maintain diversity in the population, the first assigned dummy fitness value of these classified individuals is revised. By introducing the concept of niche cubicle proposed by Hyun et al. (1998) , the first assigned fitness value of an individual is divided by a quantity proportional to the number of individuals exist in its niche. As Figure 4 shows, a For an illustrative example for the non-dominated sorting with niching the readers may refer to Mansouri (2005) .
[Insert Figure 4 about here]

Selection
Individuals at each generation are selected according to the integer part of their associated Fitness Value. This is carried out using the so-called remainder stochastic sampling without replacement (Goldberg and Lingle (1985) ). The remaining individuals are randomly selected from the {Elite Set}. For instance, consider a population of four individuals: 1, 2, 3 and 4 whose associated fitness value are: 2.6, 1.4, 0.9 and 0.7, respectively. According to the selection scheme, two copies of individual 1 and one copy of individual 2 will be selected. The third and the forth individuals will be selected from the {Elite Set}.
Crossover
The crossover operator that has been used in this paper is a variant of the well known order crossover (OX) from Franca et al. (2005) . To illustrate how it works, consider the following representation of the problem. The flowshop scheduling problem of this paper can be considered as a two-stage scheduling problem that the sequence of families must be determined at first and then the sequence of jobs within each family is determined.
Thus the first part of the chromosome represents the sequence of families and the other parts represents the sequence of jobs in family number one, two, … respectively. As an example suppose that there are four families and family number one has three jobs, family number two has four jobs, family number three has two jobs and family number four has three jobs. A random solution of this problem can be represented as: The bold numbers represent the members that have been copied from the parent one and positioned in the same position that they had in parent one. The other members have been selected from parent two according to their sequence. The crossover could transfer important characteristics of the parents into the new offspring.
Mutation
Mutation is an operator that generates offspring from a single parent by mutating part of it. It first chooses two random positions in each part of a parent and then swaps the members of these two positions. Mutation is implemented to all individuals for at least one time. The times of mutation (TM) is determined in a parameter setting procedure to do mutation for more than one time.
The offspring produced by mutation operators are then compared to its corresponding parent. The parent will be replaced by its offspring if the parent individual turned out to be dominated. However, a dominated offspring is still given a chance to replace its parent. The probability for accepting a dominated offspring, starting from 1.0, is decreased exponentially over the generations. The probability for accepting a dominated offspring resulted from the mutation operator at a given time t is denoted by P(A) and determined using the following formula:
where t max is the maximum execution (CPU) time. The above formula is inspired by the annealing process of simulated annealing. The algorithm tries to be converged by accepting only new offspring that can not be dominated by their parents, when the algorithm reaches to the maximum execution time.
Parameter Setting
From the literature, it seems that parameter setting for metaheuristic algorithms presents one of the most difficult problems. In this work, comprehensive experiments have been done to determine the parameters' values of the proposed algorithm. The final parameter values are set as follows: population size of 30, crossover probability of 90%, TM of 2, and maximum CPU time of 60 seconds.
Computational Results
Comparison Method:
One of the most important issues in multi-objective problems is how to verify the obtained Pareto set. In the literature there are different kinds of quality indices. One of the most restricted quality indices is to compare each solution of the Pareto set with its corresponding lower bound or optimal solution. This kind of quality index has been used in Mansouri (2005) which tried to find the optimal solution for each of the considered objectives and simultaneously make them as close as possible to the optimal one. As the problem is a multi-objective problem, the objective functions must be conflicting, which means by making one of them better, the other one will get worse. Therefore, this kind of quality index can be used for the multi-objective problems which are not that much conflicting. The problem that has been considered in Mansouri (2005) is one of these kinds and in many problems the true Pareto set has just one solution. One of the other kinds of quality index is using the Schaumann et al. (1998) method which is based on obtaining the true-pareto set by total enumeration. In this study, it has been tried to follow the same approach by performing total enumeration for some small problems. For example, a problem with 3 families and 3, 6 and 4 jobs within each family, which has 622,080 different solutions, it takes about 180 seconds to find the true-pareto set. But suppose that instead of 3 jobs in family one, there are 8 jobs. This problem has 4,180,377,600 solutions and takes about 1,209,600 seconds (14 days) to find the trueoptimal solution. This dramatic increase in the number of solutions is the result of the combinatorial nature of these kinds of problems that made them hard to find the optimal solution even for single objective. These kinds of problems are Np-Hard problems and therefore many heuristics have been developed to find their near optimal solutions.
The other kind of quality index in the literature is to consider the best obtained objective value of Pareto set for each of the considered objectives and compare it to the lower bound or optimal objective value (Varadharajan and Rajendran (2005)). This kind of quality index has been used in this paper.
Comparative Results:
The proposed MOGA and B&B algorithm were coded in C++ and run on a Pentium IV processor of 3.0 GHz with 1.0 GB RAM. Table 1 shows the obtained makespan and total flow time for small test problems. These problems are exactly the same ones that have been used in Schaller et al. (2000) with at most 15 jobs. The corresponding lower bound for each of those problems has also been reported according to the proposed lower bound of the makespan from Schaller et al. (2000) and the lower bound of the total flow time that was presented in section 4. The first column denotes the setup time of a family. The following points can be drawn from the table 1:
 The exponential nature of the problem can be seen from the required CPU time for B&B procedure. That can be noticed by comparing the CPU time of a problem with 13 jobs and a problem with 15 jobs.
 Although the CPU time of B&B is in the matter of thousands, the MOGA could find a solution with a deviation of 0.13% in average from B&B in just 60 seconds.
 According to the mentioned stopping criterion for B&B, for some cases it could not find a near optimal solution as its value is much larger than the one obtained by MOGA. The negative in the last columns shows these cases. Also because of this fact the maximum of 15 jobs was chosen as the largest problem in small size problems.
 The average of deviation has increased by changing the setup time from large to small. This fact also verifies the Gupta and Schaller (2006) claim that the smaller setup time in comparison with processing time the more complex the problem more becomes.
 MOGA could find near optimal solution for both makespan and total flow time objective functions. This verifies Liu and Reeves (2001) claim that if it is difficult to solve a problem with the makespan objective function, it is also difficult to be solved with total flow time objective function. This means that if the proposed algorithm can find a near optimal solution with the first objective function, it also is likely capable of finding a near optimal solution with the second objective function.
 The distribution of jobs between the families affects the required CPU time for B&B procedure. Although two problems have the same number of jobs, but the one that has larger maximum number of jobs in the families is more time consuming.
The average deviation over all problems is 0.54% for makespan and 0.13% for total flow time. Therefore, the proposed MOGA is more capable of finding near optimal solutions for total flow time rather than makespan. Accoring to our knowledge, there is no optimization method to solve large problems with total flow time objective function (Gupta and Schaller (2006) ). Therefore, with keeping these two matters in mind, if the MOGA can find near optimal solution for large problems with makespan objective function, it would be also promising to find the near optimal solution with total flow time objective function. Table 2 shows the performance of MOGA for large problems. The average deviation for the makespan objective function is 1.41% in average. This shows that the proposed MOGA is capable of finding near optimal solution even for large problems.
Insert Table 1 about here]
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Conclusion and Future Research
In this paper, a Multi-Objective Genetic Algorithm (MOGA) has been proposed for bicriteria scheduling of a flowshop manufacturing cell with sequence dependent setup times. The makespan and total flow time have been considered as two conflicting objectives. Each of those objectives has been considered in the literature as a single objective problem and has been proved that they are Np-Hard problems. The performance of the proposed MOGA has been evaluated according to the makespan and total flow time lower bounds. It has been showed that the average overall deviation from the lower bounds is less than 1% for small problems and about 1% for large ones.
For future research, it is recommended to develop a more efficient lower bound for the total flow time objective function. In addition, the performance of the MOGA can be compared with other multi-objective meta-heuristics such as Multi-Objective Simulated Annealing. According to the literature, simulated annealing is promising to find a near optimal solution in less CPU time than GA with similar quality of the obtained solution.
There is also some room to make the proposed MOGA more efficient for example by using a structured population and also some other genetic operators. 
