Two new benchmark inverse problems for eddy currents are proposed. The rst originates in the optimal design of the tubular inductive heater. The authors' goal is to o er a simple problem which will allow to check whether a new software is able to minimize a multimodal objective function. The second benchmark is a simpli ed model of hardening device. The purpose of this problem is to test the ability of the software to deal with di erent design parameters. This benchmark can be easily extended for more complicated, coupled elds problems. For both benchmarks reference standard solutions are presented. They were obtained using nite element package for electromagnetics, developed by the authors.
Introduction
Inverse problems which arise in optimal design and identi cation of electromagnetic elds belong to the most up-to-date areas of research in computational electromagnetics. A vast range of methods are proposed for their solution. New algorithms and programs are still being developed and there is a need for a set of benchmark problems which could help in software testing and comparing.
Several inverse test problems have been proposed recently 1, 3, 2, 4], but most of them deal with static elds. We o er here two benchmarks for optimal shape design for eddy currents. They are designed to emphasize two aspects which appear in any inverse problem, but may be especially important while modelling eddy currents. The rst benchmark focuses on the problem of local minima which requires global optimization methods. The second one is aimed to exemplify di erent \mutations" of shape optimization (i.e. shape design, location and dimensioning).
Both problems are described in details together with reference standard solutions obtained with help of FAT package 7] developed at the Warsaw University of Technology.
FAT allows to use deterministic (gradient) algorithms and stochastic algorithms as well as hybrid stochastic-deterministic algorithms of optimization on the basis of Finite Element (FE) model of eddy currents.
Benchmark A { definition
The origin of the rst benchmark problem is in the optimal design of the tubular inductive heater 10]. In our model the heater consists of an inner tube made of copper and an outer tube made of iron. Geometry of the model is shown in Figure 1 . take in Figure 1 The results of the simulation can be easily veri ed by experiment. This benchmark serves to illustrate the problem of multimodal objective function. It can be used to check whether a tested package is able to nd the global solution.
The aim is to nd the value of the thickness of the inner tube (g in Figure 1 ) to satisfy the given amount of the power loss in the outer tube per unit length. Figure 2 presents variation of the power loss in the outer tube per unit length versus thickness of the inner tube. take in Figure 2 The model covers a 15-degree sector of the heater cross-section with the following data: frequency f = 50 Hz; copper: = 0 , = 5:6 10 7 S/m; iron: = 1000 0 , = 3:5 10 6 S/m; dimensions: R = 100 mm, d = 20 mm, r = 70 mm; eld excitation: U=L = 10 mV/m (in the inner tube only); constrains for g: 5 mm < g < 50 mm.
The prescribed power loss in the outer tube per unit length is P 0 = 5:5 10 ?5 W/m.
The objective function can be de ned as
The P(g) function plot, presented in Figure 2 , has been calculated by multiple solution of the forward (analysis) problem. Since P(g) is not monotonic, the objective function shown in Figure 3 has several minima. The minimum at g ' 9:075 mm is the global one.
If the upper constraint for g is greater than 15 mm, then F(g) may have local minima: the rst one is at g ' 30:4 mm, the next one for the function plotted in Figure 3 is at g ' 50 mm (i.e. the upper constraint for g). take in Figure 3 Benchmark A { sample solution FE Model The eld under consideration is harmonic and steady-state. It is convenient to use complex magnetic vector potential A = A re +jA im which has only one component in 2D case. For simplicity we assume here linear model of the steel, but nonlinear characteristics can be applied as well. In modelling process the nonlinear materials hysteresis e ects are usually ignored and the e ective characteristic, = 
For the sake of simplicity we will use symbol for e ective permeability in the rest of this article.
The di erential equations for A can be written as in non-conducting materials rot ( 1 rot A) = 0; Applying the common FE procedure we shall obtain the matrix equation for one nite element KA re + LA im + j(?LA re + KA im ) = P + jQ; (8) where A = A re + jA im , A = " N 0 0 jN # " A re A im # ; (9) N = N 1 ; . . .; N m ] are shape functions and vectors A re and A im contain real and imaginary components of A. The coe cients matrices K, L, P and Q are derived in many sources, e.g. 11] and will be not repeated here. The element matrices are assembled in the global system HA = G; (10) where
The vector A, contains real and imaginary components of all unknown potentials, while index s denotes summation of elements' matrices.
The sign change in the second row of (10) compared with (8) allows to obtain a symmetric sti ness matrix H. This is important for the e ectiveness of the analysis and optimization as it will be emphasized later.
Optimization Methods
Benchmark A was solved with stochastic (Genetic Algorithms), deterministic (Variable Metrics) and hybrid (GA+VM) optimizers. The most important advantages of GA are that it needs to calculate only the value of the objective function and that it is able to nd the global minimum. The main drawback of GA is very slow convergence. Deterministic algorithm (VM) uses the value of the function and its gradient as well. It bene ts in much faster convergence at the cost of more complicated code and possibility of nding local, not global minimum. Hybrid algorithm developed for FAT package 12] combines GA and VM methods. GA is used in the rst phase to locate a subdomain which contains the global minimum and in which the objective function is convex. The VM algorithm is then used to locate the minimum in the subdomain found by GA. The gradient of the objective function which is needed for the deterministic algorithm, is calculated using the adjoint variable concept. Now we will brie y present the basic idea of the sensitivity analysis implemented in FAT optimizer. 
Equation (21) is similar to (10) . This allows the following interpretation of the adjoint variable P: we may look at (21) as at FE approximation of the problem which is similar to our boundary problem, but which has di erent source and boundary conditions 13].
This form is very convenient to compute the adjoint vector P. We may use the results of the H matrix decomposition and perform only the backward-forward substitution with another (compare (10) and (21)) right hand vector. Having P we may compute dA dv i using (19).
Results
Results of the simulations for Benchmark A are presented in Table 1 .
take in Table 1 The variable metric algorithm searches for a local minimum and the nal solution depends on the starting point. GA is able to nd the global minimum, but it converges very slowly. Hybrid algorithm combines GA with VM, and allows us to nd global minimum in an e ective way. Comparing the last two rows of Table 1 one may notice, that hybrid algorithm is able to nd e ectively solution which is practically the same as those obtained with GA. Hybrid algorithm needs only about 200 FE analyses comparing to more than 4000 analyses required by GA.
Benchmark B
A simpli ed model of the inductive hardening device, similar to the static benchmark described in 3] is proposed as the second test problem. Geometry of the cross-section is shown in Figure 4 . take in Figure 4 The target is to design coils which will generate uniform current density magnitude on the surface of the hardened element within speci ed boundaries. 
where J m0 is the desired value of the current density magnitude along the segment (bp2-bp6x) in Figure 4 .
The authors prefer to use objective functions based on the L 2 norm as in (1) and (22). This norm should grant that the function is continuous and di erentiable. Other norms (e.g. L 1 or L 1 ) may cause unnecessary problems as they produce non-di erentiable, discontinuous or even non-analytic objective functions which confuse deterministic optimizers 3, 6] .
The governing equation for the magnetic eld may be written in three slightly di erent forms, depending on the medium type:
1. non-conducting material (air):
2. excitation coil|\in nitely thin" wires:
3. conductor (hardened cylinder):
Benchmark B model is axisymmetric and may be e ectively described in cylindrical coordinates r0z using modi ed magnetic vector potential U = rA ( 
The numerical model for the problem is similar to that proposed for the Benchmark A 11].
Design parameters
Many di erent design parameters may be chosen when solving inverse problems. In optimal shape design it may be important to obtain shapes which are acceptable from the technological point of view. Some of the possible design parameters for Benchmark B are shown in Figure 5 . take in Figure 5 Two versions of this benchmark will be presented. In the rst one we shall use dimensions of the coil (p,r,g in Figure 5 ) as only design parameters. In the second we shall modify slightly the starting geometry to show \classical" optimal shape design, using parameters: r7,r11,ra . . . rf and g.
Optimal dimensioning
As indicated above three design parameters are used: p,r,g (see Figure 5 ) with the constraints: 15 mm < p < 35 mm, 20 mm < r < 40 mm, 15 mm < g < 35 mm. Problem has been solved using multistart approach and using genetic algorithm. Possible starting values are: p = 25 mm, r = 30 mm, g = 25 mm, but starting from any point within the constraints the optimization process should converge to the global minimum. The solution is presented in Figure 6 . take in Figure 6 Figure 6 . The plot is far from being constant due to the constraints embedded in the design process by con ning the searching space. As indicated below, this results may be improved by the optimal shape design at the cost of more complicated shape of the coil.
Optimal shape design
The initial geometry for the optimal shape design di ers to the previous case. The excitation system consist of only one, thin and long coil, as shown in Figure 7 (left side, thin contour). All dimensions are the same as in the previous example with the exception of the coil dimensions which are now equal: g = 50 mm, r = 22 mm, p = 0 (compare Figure 7 and Figure 5 ). The mathematical model, domain and material data are the same as in optimal dimensioning problem. take in Figure 7 We have used 12 design parameters: 11 are radial coordinates of the nodes describing the outer contour of the coil and the 12th is the length of the coil. The mesh with 980 triangles and 540 nodes has been used in computations. The following solution, presented in Figure 7 , has been obtained: coil length g = 51:894 mm, coordinates of the outer nodes of the coil are shown in Table 2 . take in Table 1 Final remarks
In the nearest future computational electromagnetics will increase interest toward optimal shape design in eddy currents applications. In this context there is a need for benchmark problems to test and compare di erent software and algorithms. In this paper two benchmarks oriented towards eddy currents are presented. They should be useful in evaluating the software for inverse electromagnetics. The second problem may be easily extended to coupled electro-thermal elds. 
