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On Convergence of Spectral Expansions of Dirac Operators
with Regular Boundary Conditions
Alexander Makin
Spectral problem for the Dirac operator with regular but not strongly regular boundary conditions
and complex-valued potential summable over a finite interval is considered. The purpose of this
paper is to find conditions under which the root function system forms a usual Riesz basis rather
than a Riesz basis with parentheses.
We study spectral problem for the Dirac operator, generated be the differential
expression
Ly = By′ + V y,
where
B =
(−i 0
0 i
)
, V =
(
0 P (x)
Q(x) 0
)
,
functions P (x), Q(x) ∈ L1(0, pi) and two-point boundary conditions
U(y) = Cy(0) +Dy(pi) = 0,
where
C =
(
a11 a12
a21 a22
)
, D =
(
a13 a14
a23 a24
)
,
the coefficients aij are arbitrary complex numbers, and rows of the matrix
A =
(
a11 a12 a13 a14
a21 a22 a23 a24
)
are linearly independent. Denote by
E(x, λ) =
(
e11(x, λ) e12(x, λ)
e21(x, λ) e22(x, λ)
)
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the matrix of the fundamental solution system of the equation Ly = λy with
boundary condition E(0, λ) = I , where I is the unit matrix, and by
E0(x, λ) =
(
e011(x, λ) e
0
12(x, λ)
e021(x, λ) e
0
22(x, λ)
)
the fundamental solution system of the equation L0y = λy with boundary
condition E0(0, λ) = I , where L0y = By
′.
Obviously, e011(x, λ) = e
iλx, e022(x, λ) = e
−iλx, e012(x, λ) = e
0
21(x, λ) = 0. Denote
by Aij the determinant composed of the ith and jth columns of the matrix A. It
is known [4], that the characteristic determinant ∆(λ) of problem
Ly = λy, U(y) = 0 (1)
can be reduced to the form
∆(λ) = A12 + A34 + A32e11(pi, λ) + A14e22(pi, λ) + A13e12(pi, λ) + A42e21(pi, λ) =
= ∆0(λ) +
∫ pi
0 r1(t)e
−iλtdt+
∫ pi
0 r2(t)e
iλtdt,
(2)
where the function
∆0(λ) = (A12 + A34)−A23eipiλ +A14e−ipiλ (3)
is the characteristic determinant of problem
L0y = λy, U(y) = 0, (4)
functions rj(t) ∈ L1(0, pi), j = 1, 2. Denote Ω = (0, pi)× (0, pi), H = L2(0, pi) ⊕
L2(0, pi),
Ej1(a, x, λ) = ej1(x, λ)e22(a, λ)− ej2(x, λ)e21(a, λ),
Ej2(a, x, λ) = ej2(x, λ)e11(a, λ)− ej1(x, λ)e12(a, λ),
E0j1(a, x, λ) = e0j1(x, λ)e022(a, λ)− e0j2(x, λ)e021(a, λ),
E0j2(a, x, λ) = e0j2(x, λ)e011(a, λ)− e0j1(x, λ)e012(a, λ)
(j = 1, 2). The Green function of problem (1) admits [2] the following representation
G(t, x, λ) = i∆(λ)
(
A12
(E11(t, x, λ) −E12(t, x, λ)
E21(t, x, λ) −E22(t, x, λ)
)
+
+
(E11(pi, x, λ) −E12(pi, x, λ)
E21(pi, x, λ) −E22(pi, x, λ)
)(
A14 A24
A13 A23
)(
e22(t, λ) e12(t, λ)
−e21(t, λ) −e11(t, λ)
)
−
−∆(λ)χt>x(t, x)
(E11(t, x, λ) −E12(t, x, λ)
E21(t, x, λ) −E22(t, x, λ)
))
,
(5)
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where χt>x is the characteristic function of the triangle t > x.
Multiplying the matrixes in right-hand side of (5), we obtain
G(t, x, λ) =
iH(t, x, λ)
∆(λ)
− iχt>x(t, x)
(E11(t, x, λ) −E12(t, x, λ)
E21(t, x, λ) −E22(t, x, λ)
)
, (6)
where there matrix H(t, x, λ) = ||hjk(t, x, λ)|| has the elements
h11(t, x, λ) = A12E11(t, x, λ) + [A14E11(pi, x, λ)−A13E12(pi, x, λ)]e22(t, λ)−
−[A24E11(pi, x, λ)−A23E12(pi, x, λ)]e21(t, λ),
h12(t, x, λ) = −A12E12(t, x, λ) + [A14E11(pi, x, λ)− A13E12(pi, x, λ)]e12(t, λ)−
−[A24E11(pi, x, λ)−A23E12(pi, x, λ)]e11(t, λ),
h21(t, x, λ) = A12E21(t, x, λ) + [A14E21(pi, x, λ)−A13E22(pi, x, λ)]e22(t, λ)−
−[A24E21(pi, x, λ)−A23E22(pi, x, λ)]e21(t, λ),
h22(t, x, λ) = −A12E22(t, x, λ) + [A14E21(pi, x, λ)− A13E22(pi, x, λ)]e12(t, λ)−
−[A24E21(pi, x, λ)−A23E22(pi, x, λ)]e11(t, λ).
In the strip Π : |Imλ| < C the estimates
ejk(x, λ) = e
0
jk(x, λ) + o(1), Ejk(t, x, λ) = E0jk(t, x, λ) + o(1), (7)
are valid [2] uniformly by t, x, j = 1, 2, k = 1, 2,
It follows from [2] that the Green function G0(t, x, λ) of problem (4) can be
represented in the form
G0(t, x, λ) =
iH0(t, x, λ)
∆0(λ)
− iχt>x(t, x)
(
eiλ(x−t) 0
0 −eiλ(t−x)
)
,
where
H0(t, x, λ) = ||h0jk(t, x, λ)|| =
=
(
A12e
iλ(x−t) + A14eiλ(x−pi−t) −A24eiλ(x−pi+t)
−A13eiλ(pi−x−t) −A12eiλ(t−x) + A23eiλ(pi−x+t)
)
=
=
(
eiλ(x−t)(A12 +A14e−ipiλ) −A24eiλ(x−pi+t)
−A13eiλ(pi−x−t) eiλ(t−x)(−A12 + A23eipiλ)
)
.
(8)
It follows from (7) that the relations
hjk(t, x, λ) = h
0
jk(t, x, λ) + o(1) (9)
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hold in the strip Π.
Boundary conditions U(y) = 0 are called regular if
A14A23 6= 0, (10)
and ones are called strongly regular if besides (10) the following condition
(A12 + A34)
2 + 4A14A23 6= 0
takes place. It is well known, that the eigenvalues λ0n of problem (4) with regular
boundary conditions forms two series λ0n = λ
0
k,1 = − ipi ln z1 + 2k if n = 2k, and
λ0n = λ
0
k,2 = − ipi ln z2 + 2k if n = 2k + 1, k ∈ Z, where z1 and z2 are the roots of
square equation
A23z
2 − (A12 +A34)z − A14 = 0,
−pi < Imzj ≤ pi, j = 1, 2. Also, it is known [2] that the eigenvalues λn of problem
(1) with regular boundary conditions satisfy the asymptotic relation
λn = λ
0
n + o(1), (11)
where λ0n are the eigenvalues of corresponding problem (4).
It was established in [1-4] that the root function system of problem (1) with
strongly regular boundary conditions forms a Riesz basis in H and a Riesz basis
with parentheses in H in the case of regular but not strongly regular boundary
conditions. Further, we consider problem (1) only with regular but not strongly
regular boundary conditions, i.e., we suppose that
(A12 +A34)
2 + 4A14A23 = 0. (12)
One can readily see that in this case
z1 = z2 =
A12 + A34
2A23
= z,
and the spectrum consists of pairwise close eigenvalues λn = λk,1 = − ipi ln z +
2k + εk,1 if n = 2k, and λn = λk,2 = − ipi ln z + 2k + εk,2 if n = 2k + 1, k ∈ Z,
εk,j → 0 if k → ±∞. If for all k such that |k| > k0, λk,1 = λk,2, then the spectrum
is called asymptotically multiple.
Following [5], we call regular but not strongly regular boundary conditions
determined by the matrix A periodic-type if A13 = A24 = 0, A12 = A34.
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Periodic-type boundary conditions are equivalent to the conditions given by the
matrix (
1 0 a 0
0 a 0 1
)
, (13)
where a 6= 0. If a = −1, then boundary conditions (13) are periodic, and if a = 1,
ones are antiperiodic. It is known [5], that for problem (4) with periodic-type
conditions all root subspaces consist of two eigenfunctions, and for all remaining
conditions they consist of one eigenfunction and one associated function. In all
cases the root function system of indicated problem forms a Riesz basis in H.
Theorem 1. If the boundary conditions are not periodic-type conditions, then
the system of eigen- and associated functions of problem (1) forms a Riesz basis
in H if and only if the spectrum is asymptotically multiple.
Proof. The root function system of problem (1) is a Riesz basis of subspaces,
corresponding to closed eigenvalues λk,1 and λk,2. Let the spectrum of problem
(1) be asymptotically multiple. Choosing in every two-dimensional root subspaces,
corresponding to multiple eigenvalues, an orthonormal basis, we find [6, p. 414]
that the sequence of root functions, which is the union of all eigenfunctions,
corresponding to simple eigenvalues and all indicated orthonormal bases, forms a
Riesz basis in H.
By the condition of Theorem 1,
|A13|+ |A24|+ |A12 −A34| > 0. (14)
If A13 6= 0, then it follows from (8) that
||h021(t, x, λn)||L2(Ω) > c1 > 0,
which, together with (9) implies
||h21(t, x, λn)||L2(Ω) > c2 > 0.
If A24 6= 0, the it follows from (8) that
||h012(t, x, λn)||L2(Ω) > c3 > 0.
This and (9) imply
||h12(t, x, λn)||L2(Ω) > c4 > 0.
From the equation ∆0(λ) = 0 and relations (10), (12) we obtain
eipiλ
0
n =
A12 + A34
2A23
, e−ipiλ
0
n = −A12 + A34
2A14
,
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hence,
A12 +A14e
−ipiλ0n = (A12 − A34)/2, −A12 + A23eipiλ0n = (A34 −A12)/2.
Therefore, if |A12 −A34| > 0, then it follows from (8) that
||h011(t, x, λ0n)||L2(Ω) > c5 > 0, ||h022(t, x, λ0n)||L2(Ω) > c6 > 0.
which, together with (11) implies
||h011(t, x, λn)||L2(Ω) > c7 > 0, ||h022(t, x, λn)||L2(Ω) > c8 > 0.
It follows from two last inequalities and (9) that
||h11(t, x, λn)||L2(Ω) > c9 > 0, ||h22(t, x, λn)||L2(Ω) > c10 > 0.
Thus, under condition (14) there exist j, k, such that for all sufficiently large |n|
||hjk(t, x, λn)||L2(Ω) > c0 > 0. (15)
Let us estimate the function ∆′(λ). It follows from (2), (3) and the Riemann
lemma that in the strip Π
∆′(λn) = −ipi(A23eipiλn+A14e−ipiλn)+o(1) = −ipi(A23eipiλ0n+A14e−ipiλ0n)+o(1) = o(1).
(16)
Let λn be a simple eigenvalue of problem (1), let yn(x) = (y
[1]
n (x), y
[2]
n (x)) be
the corresponding eigenfunction, and let zn(x) = (z
[1]
n (x), z
[2]
n (x)) be the function
from the biorthogonally conjugate system that form a pair with yn(x). Then [7],
the principal part of Green function G(t, x, λ) in the neighborhood of λn has the
form
yn(x)zn(t)
λ− λn .
This and (6) imply
yn(x)zn(t) =
iH(t, x, λn)
∆′(λn)
. (17)
If the spectrum of problem (1) is not asymptotically multiple, then there exists
an infinite subsequence λnm (m = 1, 2, . . .) of simple eigenvalues. It follows from
(15-17) that
2∑
j=1,k=1
||y[j]nmz[k]nm||2L2(Ω) = ||ynm||2H||znm||2H →∞
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as m → ∞. This, together with a theorem of resonance type [8, p. 104] implies
existence of a function f ∈ H such that
|〈f , znm〉|||ynm||2H →∞
as m→∞. Theorem 1 is proved.
Remark. For the periodic-type conditions h0jk(t, x, λ
0
n) ≡ 0, where j = 1, 2, k =
1, 2.
The case of periodic and antiperiodic boundary conditions was investigated
in [5, 9-15] if the functions P (x), Q(x) ∈ L2(0, pi). In particular, an example of
potential matrix V (x), providing that the corresponding eigenfunction expansion
diverges in H was constructed in [9, Th. 71].
Consider problem (1) with periodic-type boundary conditions. It has the form
−iy′1 + P (x)y2 = λy1,
iy′2 +Q(x)y1 = λy2,
y1(0) + ay1(pi) = 0, ay2(0) + y2(pi) = 0.
(18)
Let a = reiϕ,−pi < ϕ ≤ pi. Denote τ0 = ϕ+pipi + i ln rpi . Then problem (18) has two
series of the eigenvalues
λn,j = τ0 + 2n+ εn,j, (19)
where n ∈ Z, εn,j → 0 as |n| → ∞, j = 1, 2. This, in particular, implies that if
|n| > n0, then the numbers λn,j lie inside the disks of radius 1/2 centered at the
points τ0 + 2n. The conjugate problem has the form
−iz′1 + Q¯(x)z2 = λz1,
iz′2 + P¯ (x)z1 = λz2,
a¯z1(0) + z1(pi) = 0, z2(0) + a¯z2(pi) = 0.
(18′)
Let λn,j be a simple eigenvalue of problem (18), and let yn(x) = (y
[1]
n,j(x), y
[2]
n,j(x))
be the corresponding eigenfunction. Let zn,j(x) = (z
[1]
n,j(x), z
[2]
n,j(x)) be the function
from biorthogonally conjugate system that forms a pair with yn,j(x). Since the
function (y¯
[2]
n,j(x), y¯
[1]
n,j(x)) is an eigenfunction of problem (18
′), corresponding to
the eigenvalue λ¯n,j , then zn,j(x) = γn,j(y¯
[2]
n,j(x), y¯
[1]
n,j(x)). Since 〈yn,j, zn,j〉 = 1,
then
γ¯n,j
∫ pi
0
y
[1]
n,j(x), y
[2]
n,j(x)dx = 1/2. (20)
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It is easily seen that
yn,j(x) = αn,j
(
e11(x, λn,j)
e21(x, λn,j)
)
+ βn,j
(
e12(x, λn,j)
e22(x, λn,j)
)
.
It follows from asymptotic relations (7) for the functions ejk(x, λ) that
y
[1]
n,j(x) = αn,j(e
iλnx + o(1)) + βn,jo(1), y
[2]
n,j(x) = αn,jo(1) + βn,j(e
−iλnx + o(1)).
(21)
In what follows, we assume without loss of generality that the root functions
corresponding to a multiple eigenvalue form an orthonormal basis in the corresponding
root subspace. Let T denote the set of those numbers n for which λn,1 6= λn,2. If
T is finite, then, according to [6, p. 414] the system of root functions is a Riesz
basis in H. Further, we suppose that T is infinite, n ∈ T .
Lemma 1. The system of eigen- and associated function of problem (18) is
a Riesz basis if and only if there exist constants C1, C2 > 0 such that for all
sufficiently large |n|
C1 <
∣∣∣∣αn,1βn,1
∣∣∣∣< C2. (22)
Proof. We can assume without loss of generality that
|αn,j|2 + |βn,j|2 = 1 (23)
(j = 1, 2). Relations (19), (21) and (23) yield
||yn,j||2H = |αn,j|2
∫ pi
0 e
−2Imλn,jxdx+ |βn,j|2
∫ pi
0 e
2Imλn,jxdx+ o(1) =
= |αn,j|2hn,j + |βn,j|2gn,j + o(1),
where
hn,j =
∫ pi
0
e−2Imλn,jxdx, gn,j =
∫ pi
0
e2Imλn,jxdx.
This implies the relations
0 < c1 < ||yn,j||H < c2, (24)
∫ pi
0
y
[1]
n,j(x)y
[2]
n,j(x)dx = piαn,jβn,j + o(1). (25)
If condition (22) holds, then, it follows from (23) that
|αn,1|, |βn,1| > c3. (26)
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Since
〈yn,1, zn,2〉 =
∫ pi
0
(y
[1]
n,1y
[2]
n,2 + y
[2]
n,1y
[1]
n,2)dx = 0, (27)
then, by virtue of (27) and (21) we have
αn,1βn,2 + αn,2βn,1 = o(1). (28)
Let us prove that for all sufficiently large |n|
|αn,2| > c4 > 0.
Indeed, otherwise, there exists a sequence of nk such that
lim
k→∞
αnk,2 = 0,
this, together with (23), (26) and (28) implies
lim
k→∞
βnk,2 = 0,
which contradicts normalization condition (23). Similarly, for all sufficiently large
|n|
|βn,2| > c5 > 0.
These observations together with (25) and (26) imply that for all sufficiently large
|n| ∣∣∣∣
∫ pi
0
y
[1]
n,j(x)y
[2]
n,j(x)dx
∣∣∣∣> c6 > 0.
It follows from the last inequality and (20) that
|γn,j| < c7.
This and (24) imply
||yn,j||||zn,j|| = |γn,j|||yn,j||2H < c8.
Since the root function system of problem (18) forms a a Riesz basis with parentheses,
it follows from the last inequality that the indicated system is a usual Riesz basis
in H.
If condition (22) does not hold, then, by virtue of (23)
lim|n|→∞|αn,1||βn,1| = 0.
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This and (25) imply
lim|n|→∞
∣∣∣∣
∫ pi
0
y
[1]
n,1(x)y
[2]
n,1(x)dx
∣∣∣∣= 0
and, according to (20)
lim|n|→∞|γn,1| =∞.
It follows from the last inequality and (24) that
lim|n|→∞||yn,1||H||zn,1||H = lim|n|→∞|γn,1|||yn,1||2H =∞,
hence, the root function system of problem (18) is not even a usual basis in H.
Lemma 2. The root function system of problem (18) forms a Riesz basis if
and only if there exist constants C1, C2 > 0 such that
C1 <
|e12(pi, λn,1)|
|e21(pi, λn,1)| < C2.
Proof. It follows from (2) that the characteristic equation of problem (18) has
the form
a2e11(pi, λ) + 2a+ e22(pi, λ) = 0. (30)
Estimates (7) imply that in the strip Π for all sufficiently large |λ| e11(pi, λ) 6= 0.
Multiplying equation (30) by e11(pi, λ) we obtain
a2e211(pi, λ) + 2ae11(pi, λ) + e11(pi, λ)e22(pi, λ) = 0, (31)
which implies(
e11(pi, λ) +
1
a
+
√
D(λ)
a
)(
e11(pi, λ) +
1
a
−
√
D(λ)
a
)
= 0, (32)
where D(λ) = 1−e11(pi, λ)e22(pi, λ) = −e12(pi, λ)e21(pi, λ). Since λn,1 6= λn,2, then
D(λn,1) 6= 0. Suppose, for example, that the first factor in (32) has a root λn,1.
This, together with (30) implies
e11(pi, λn,1) +
1
a
= −
√
D(λn,1)
a
, e22(pi, λn,1) + a = −a(ae11(pi, λn,1) + 1). (33)
It follows from (33) that
e22(pi, λn,1) + a = a
√
D(λn,1). (34)
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Denote
ujn,1(x) =
(
e1j(x, λn,1)
e2j(x, λn,1)
)
j = 1, 2. Then, according to [18 p. 84], the function
un,1(x) = V2(u
2
n,1(x))u
1
n,1(x)− V2(u1n,1(x))u2n,1(x)
is an eigenfunction, corresponding to the eigenvalue λn,1. It follows from (33) and
(34) that
un,1(x) = ((a+ e22(pi, λn,1))u
1
n,1(x)− e21(pi, λn,1)u2n,1(x) =
= a
√
D(λn,1)u
1
n,1(x)− e21(pi, λn,1)u2n,1(x) =
= a
√−e12(pi, λn,1)e21(pi, λn,1)u1n,1(x)− e21(pi, λn,1)u2n,1(x).
The assertion of Lemma 2 follows from the last equality and Lemma 1.
Let us find the asymptotic behavior of the functions e12(pi, λ), e21(pi, λ) if |λ| →
∞, λ ∈ Π. In [19] the Dirac system was considered in the form
L˜y = B˜y′ + P˜y,
where
B˜ =
(
0 −1
−1 0
)
, P˜ =
(
p(x) r(x)
r(x) −p(x)
)
.
In particular, it was established that if p(x), r(x) ∈ W 12 [0, pi], then elements yij
of the fundamental solution y(λ, x) of the equation
L˜y = λy (35)
with boundary conditions y(λ, 0) = I can be represented in the form yij =
yˆij/w(λ), where
yˆ11 = e
iλxu+(λ, x)[1 + σ−(λ, x)][1 + σ+(−λ, 0)]+
+e−iλxu−(−λ, x)[1− σ+(−λ, x)][1− σ−(λ, 0)], (36)
iyˆ12 = −eiλxu+(λ, x)[1− σ−(λ, x)][1 + σ+(−λ, 0)]+
+e−iλxu−(−λ, x)[1 + σ+(−λ, x)][1− σ−(λ, 0)], (37)
iyˆ21 = e
iλxu+(λ, x)[1 + σ−(λ, x)][1− σ+(−λ, 0)]−
−e−iλxu−(−λ, x)[1− σ+(−λ, x)][1 + σ−(λ, 0)], (38)
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yˆ22 = e
iλxu+(λ, x)[1− σ−(λ, x)][1− σ+(−λ, 0)]+
+e−iλxu−(−λ, x)[1 + σ+(−λ, x)][1 + σ−(λ, 0)], (39)
w(λ) = 2(1 + σ+(−λ, 0)σ−(λ, 0)), (40)
where
u±(λ, x) = 1 +
b±1 (x)
2iλ
+O(λ−2), (41)
b±1 (x) =
∫ x
0
(p2(x) + r2(x))dx, (42)
σ±(λ, x) = 1 +
σ±1 (x)
2iλ
+
σ˜±(λ, x)
2iλ
+ O(λ−2), (43)
σ±1 (x) = ip(x)∓r(x), σ˜±(λ, x) =
∫ x
0
σ±2 (x−t)e−2iλtdt, σ±2 (x) = ±r′(x)−ip′(x).
(44)
Let y = (y1, y2) be a solution of problem (35). We replace u1 = y1 + iy2, u2 =
y1 − iy2. Simple computations show that the vector u = (u1, u2) is a solution of
the system Lu = λu, where P (x) = p(x) + ir(x), Q(x) = p(x)− ir(x). Consider
the matrix
Y (λ, x) =
(
y11 + iy21 y12 + iy22
y11 − iy21 y12 − iy22
)
.
Obviously,
Y (λ, 0) =
(
1 i
1 −i
)
,
which implies that
Y −1(λ, 0) =
(
1 1
−i i
)
/2.
It follows from this and [19, p. 66] that
E(x, λ) =
(
e11(x, λ) e12(x, λ)
e21(x, λ) e22(x, λ)
)
= Y (λ, x)Y −1(λ, 0) =
= 12
(
y11 + y22 + i(y21 − y12) y11 − y22 + i(y12 + y21)
y11 − y22 − i(y12 + y21) y11 + y22 − i(y21 − y12)
)
.
(45)
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Relations (36-40) imply that
e12(x, λ) =
1
2(y11 − y22 + i(y12 + y21)) =
= 12w(λ)(e
iλxu+(λ, x)[1 + σ−(λ, x)][1 + σ+(−λ, 0)]+
+e−iλxu−(−λ, x)[1− σ+(−λ, x)][1− σ−(λ, 0)]−
−(eiλxu+(λ, x)[1− σ−(λ, x)][1− σ+(−λ, 0)]+
+e−iλxu−(−λ, x)[1 + σ+(−λ, x)][1 + σ−(λ, 0)])+
+(−eiλxu+(λ, x)[1− σ−(λ, x)][1 + σ+(−λ, 0)]+
+e−iλxu−(−λ, x)[1 + σ+(−λ, x)][1− σ−(λ, 0)])+
+eiλxu+(λ, x)[1 + σ−(λ, x)][1− σ+(−λ, 0)]−
−e−iλxu−(−λ, x)[1− σ+(−λ, x)][1 + σ−(λ, 0)],
(46)
e21(x, λ) =
1
2(y11 − y22 − i(y12 + y21)) =
= 12w(λ)(e
iλxu+(λ, x)[1 + σ−(λ, x)][1 + σ+(−λ, 0)]+
+e−iλxu−(−λ, x)[1− σ+(−λ, x)][1− σ−(λ, 0)]−
−(eiλxu+(λ, x)[1− σ−(λ, x)][1− σ+(−λ, 0)]+
+e−iλxu−(−λ, x)[1 + σ+(−λ, x)][1 + σ−(λ, 0)])−
−[(−eiλxu+(λ, x)[1− σ−(λ, x)][1 + σ+(−λ, 0)]+
+e−iλxu−(−λ, x)[1 + σ+(−λ, x)][1− σ−(λ, 0)])+
+eiλxu+(λ, x)[1 + σ−(λ, x)][1− σ+(−λ, 0)]−
−e−iλxu−(−λ, x)[1− σ+(−λ, x)][1 + σ−(λ, 0)]].
(47)
Substituting in equalities (46) and (47) asymptotic representations (41-44), we
obtain
e12(pi, λ) =
1
iλw(λ)
(eipiλ(σ−1 (pi) + σ˜
−(λ, pi) + O(λ−1))− e−ipiλ(σ−1 (0) + O(λ−1)) =
= 1λw(λ) [e
ipiλ(Q(pi) + e−2iλ
∫ pi
0 Q
′(t)e2iλdt+O(λ−1))− e−ipiλ(Q(0) +O(λ−1)].
(48)
e21(pi, λ) =
1
iλw(λ)(−eipiλ(σ+1 (0) +O(λ−1)) + e−ipiλ(σ+1 (pi) + σ˜+(−λ, pi) + O(λ−1)) =
= 1
λw(λ)
[−eipiλ(P (0) +O(λ−1)) + e−ipiλ(P (pi) + e2iλ ∫ pi0 P ′(t)e−2iλtdt+ O(λ−1))].
(49)
Denote by Ψ the set of pair of functions (P (x), Q(x)) ∈ L1(0, pi) ⊕ L1(0, pi)
such that the root function system of problem (18) forms a Riesz basis in H,
Ψ = (L1(0, pi)⊕ L1(0, pi)) \Ψ,
Theorem 2. The sets Ψ and Ψ are everywhere dense in L1(0, pi)⊕ L1(0, pi).
Proof. Suppose functions fi(x) ∈ L1(0, pi), (i = 1, 2), ε > 0. It is readily
seen that there exist functions Pˆ (x), Qˆ(x) such that Pˆ (x) ∈ C1[0, pi], Pˆ (0) = 0,
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Pˆ (pi) 6= 0, ||f1(x) − Pˆ (x)||L1(0,pi) < ε/2, Qˆ(x) ∈ C1[0, pi], Qˆ(0) = 0, Qˆ(pi) 6= 0,
||f2(x)−Qˆ(x)||L1(0,pi) < ε/2. Since for any n ∈ Z the inequality 0 < c1 < |eipiλn,j | <
c2 takes place, then it follows from (48), (49) that the elements of the fundamental
matrix of problem (18) with the potential Pˆ (x), Qˆ(x) satisfy the inequalities
c3
|λn,j| < |e12(pi, λn,j)| <
c4
|λn,j| ,
c3
|λn,j| < |e21(pi, λn,j)| <
c4
|λn,j| .
The last inequality and Lemma 2 imply that the set Ψ is everywhere dense in
L1(0, pi)⊕ L1(0, pi).
Obviously, there exists a function S(x) ∈ C1[0, pi] such that S(0) = S(pi) =
S ′(0) = S ′(pi) = 0, ||f1(x) − S(x)||L1(0,pi) < ε/10. Consider the Fourier-series
expansion of the function S(x) on the segment [0, pi]
S(x) = α0 +
∞∑
m=1
αme
2imx + βme
−2imx.
It is well known that there exists a number N such that S(x) = SN(x) +RN(x),
where
SN(x) = α0 +
N∑
m=1
αme
2imx + βme
−2imx,
and |RN(x)| < ε/10. Evidently, |SN(0)| < ε/10, |SN(pi)| < ε/10,
S ′N(x) = 2i
N∑
m=1
m(αme
2imx − βme−2imx).
Let a0 = N , ak+1 = Cak, k = 0, 1, . . ., where C = [e
2|w0|pi + 100]N2[1/ε2 + 1]. It
is readily seen that
∞∑
j=1,j 6=k
1
|aj − ak| =
k−1∑
j=1
1
ak − aj +
∞∑
j=k+1
1
aj − ak < c1
(
k
ak
+
1
Cak
)
<
c2
a
2/3
k
. (50)
Denote
θ(x) = e2iw0x
∞∑
k=1
e4iakx√
ak
.
It is easily shown that
|θ(x)| < ε/(10pi). (51)
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Let us estimate the integral
I0 =
∫ pi
0
θ(t)e−2iλak,1tdt = I1 + I2, (52)
where
I1 =
1√
ak
∫ pi
0
e−2iεak,1tdt, I2 =
∞∑
j=1,j 6=k
1√
aj
∫ pi
0
e2i(2aj−2ak−εak,1)tdt.
It is obvious that
3√
ak
< |I1| < 4√
ak
. (53)
It follows from (50) that
|I2| < c3
∞∑
j=1,j 6=k
1√
aj
1
|aj − ak| <
c4
a
2/3
k
(54)
and ∣∣∣∣
∫ pi
0
S ′N(t)e
−2iλak,1tdt
∣∣∣∣< c5N
2
ak −N <
c6
a
2/3
k
. (56)
Estimates (52-54) imply that the following inequality holds for all sufficiently large
k
2√
ak
< |I1| < 5√
ak
. (55)
Denote
F (x) = SN(x)+
∫ x
0
θ(t)dt, F0(x) =
F (pi)− F (0)
pi
x+F (0), P˜ (x) = F (x)−F0(x).
Evidently, P˜ (0) = P˜ (pi) = 0. It follows from (51) that |F (0)| < ε/10, |F (pi)| <
ε/5. These estimates imply∣∣∣∣
∫ pi
0
F ′0(t)e
−2iλak,1tdt
∣∣∣∣< c7ak .
This inequality, together with (55) and (56) gives the inequality
c8√
ak
<
∣∣∣∣
∫ pi
0
P˜ ′(t)e−2iλak,1tdt
∣∣∣∣< c9√ak .
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The last relation and (49) imply that
c10
ak
√
ak
< |e21(pi, λak,1)| <
c11
ak
√
ak
.
Thus, according to Lemma 2 the necessary condition of basis property fails for
problem (18) with the potential (P˜ (x), Qˆ(x)). Obviously,
||S(x)− P˜ (x)||L1(0,pi) < 2ε/5,
therefore,
||f1(x)− P˜ (x)||L1(0,pi) < ε/2.
Theorem 2 is proved.
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