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STABLE CMC INTEGRAL VARIFOLDS OF CODIMENSION 1:
REGULARITY AND COMPACTNESS
COSTANTE BELLETTINI & NESHAN WICKRAMASEKERA
Abstract. We give two structural conditions on a codimension 1 integral n-varifold
with first variation locally summable to an exponent p > n that imply the following:
whenever each orientable portion of the C1-embedded part of the varifold (which
is non-empty by the Allard regularity theory) is stationarity and the C2-immersed
part of it is stable with respect to the area functional for volume preserving deforma-
tions, its support, except possibly on a closed set of codimension 7, is an immersed
constant-mean-curvature (cmc) hypersurface of class C2 that can fail to be embed-
ded only at points where locally the support is the union of two C2 embedded cmc
disks with only tangential intersection. Both structural conditions are necessary for
the conclusions and involve only those parts of the varifold that are made up of em-
bedded C1,α-regular pieces coming together in a regular fashion, making them easy
to check in principle. We show also that any family of codimension 1 integral vari-
folds satisfying these structural and variational hypotheses as well as locally uniform
mass and mean curvature bounds is compact in the varifold topology. Our results
generalize both the regularity theory [Wic14] (for stable minimal hypersurfaces) and
the regularity theory of Schoen–Simon ([SchSim81], for hypersurfaces satisfying a
priori a smallness hypothesis on the singular set in addition to the variational hy-
potheses). Corollaries of the main varifold regularity theorem are obtained for sets of
locally finite perimeter, which generalize the regularity theory of Gonzalez–Massari–
Tamanini ([GMT83]) for boundaries that locally minimize perimeter subject to the
fixed enclosed volume constraint.
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1. Introduction
Our purpose here is to develop a local regularity and compactness theory for a class
of hypersurfaces (codimension 1 integral varifolds) that are stationary and stable on
their regular parts with respect to the area functional for deformations that preserve
the “enclosed volume” functional. There is a rich literature concerning local and global
geometric consequences of these variational hypotheses for a hypersurface of a smooth
Riemannian manifold whenever the hypersurface is a priori assumed to be of class C2.
For instance, it is well known that if a (piece of a) hypersurface is of class C2, then it is
area-stationary for volume preserving deformations if and only if it is a constant-mean-
curvature (CMC) hypersurface; and whenever the ambient manifold is simply connected
and has constant sectional curvature, a compact C2 hypersurface is stationary and
stable with respect to the area functional for volume preserving deformations if and
only if it is a geodesic sphere ([BDE88]). The main results of the present article give
sharp local structural conditions implying C2 (and hence also higher) regularity, away
from a small singular set, of a codimension 1 integral varifold having first variation
locally summable to a power greater than its dimension and satisfying stationarity and
stability hypotheses in the above sense.
The work described here is to be viewed as both a generalization, to CMC hypersur-
faces, of the regularity theory of [Wic14] (that if an n-dimensional minimal hypersurface
has stable regular set and has no “classical singularities”—see definition (†) below—then
it is regular except on a set of Hausdorff dimension n − 7, together with the associ-
ated compactness theory and various applications) and a generalization of the work of
Schoen–Simon ([SchSim81]) (that gives regularity and compactness conclusions as in
the theorems here but subject to an a priori smallness assumption on the singular set
in addition to the variational hypotheses). The proofs of the main results here, while
making indispensable use of the estimates of [SchSim81] and the techniques of [Wic14],
require also accounting for some new, considerable analytic difficulties which arise from
the combination of the failure of the two-sided strong maximum principle (in contrast
to the minimal hypersurface case) and the absence of any a priori size hypothesis on
the singular set; moreover, there are some subtleties in formulating the optimal set
of hypotheses of the theorems. We shall elaborate on these aspects in the discussion
that follows. In a forthcoming sequel [BelWic-1], we shall generalize the main results
obtained here even further, to include the setting where the scalar mean curvature of
the hypersurface is prescribed by a given, appropriately regular non-negative function
on the ambient manifold. This condition, much like the CMC case treated here, has
a variational formulation. Also, in the present article we shall confine ourselves to
ambient spaces that are open subsets of Rn+1, deferring to the sequel the discussion
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of the (routine) technical modifications necessary to extend the results to the case of
general Riemannian ambient spaces. In the case of CMC hypersurfaces of a Euclidean
ambient space, as considered here, the proofs of the main results not only allow for a
more transparent exposition but also contain many of the main necessary geometric
and analytic ingredients.
The theory developed here gives two sharp structural conditions, that are in principle
easy to check, on a codimension 1 integral varifold V of dimension n ≥ 2 having
first variation summable to an exponent > n and satisfying (appropriate forms of)
stationarity and stability hypotheses with respect to the area functional for volume
preserving deformations so that: (i) these hypotheses imply that V , possibly away
from a much lower dimensional closed set Σ of singularities, corresponds to a CMC
hypersurface of class C2 in the sense that away from Σ, the support of V is locally
either a single C2 embedded CMC disk or precisely two C2 embedded CMC disks with
only tangential intersection along a set contained in an (n− 1)-dimensional embedded
submanifold, and (ii) any subcollection of such hypersurfaces satisfying additionally
uniform volume and mean curvature bounds is compact in the topology of measure-
theoretic (i.e. varifold) convergence. The structural hypotheses and the precise form of
the variational hypotheses, as well as the main conclusions we establish, are contained
in Theorem 2.1 (regularity theorem) and Theorem 2.3 (compactness theorem) below.
Sections 1.1 and 1.2 below contain a less technical discussion of these hypotheses and
conclusions. (In particular, hypothesis (a) of the theorem in Section 1.1 gives the first
structural hypothesis, namely, the absence of classical singularities, and hypothesis (a′)
of the theorem in Section 1.2 gives the second).
The results established here should be regarded as giving conditions implying “em-
beddedness” of a stable codimension 1 CMC varifold away from a small set of genuine
singularities, although our conclusion allows for two C2 pieces of the varifold to intersect
tangentially. The most general manner in which tangential intersection of C2 pieces of
an n-dimensional CMC hypersurface is possible is as permitted in our conclusion (i)
above, i.e. along a set of dimension at most (n− 1). Such tangential intersection is in
fact natural for CMC hypersurfaces when the mean curvature is non-zero; consider for
instance two touching unit cylinders with parallel (n − 1)-dimensional axes in Rn+1,
which is an example at one extreme where the touching set is (n− 1)-dimensional, or
two touching unit spheres, an example at the other extreme with just a single touching
point. Of course without the full freedom of such intersection, no compactness assertion
as in (ii) above can be true (consider e.g. two disjoint half-cylinders with equal radii
coming together), and the usefulness of the theory would in principle be limited. Note
that since one of our structural hypotheses (the absence of classical singularities; see
Section 1.1 below) rules out transverse self intersections of the hypersurface, it follows
from the maximum principle that three distinct C2 pieces of a CMC hypersurface as
in our theorems cannot have a common point.
There is a rich variational theory of minimal hypersurfaces in Riemannian manifolds
that has been developed over the past seven or so decades. In that theory, under-
standing regularity and compactness properties of stable minimal hypersurfaces has
been indispensable for establishing existence of optimally regular minimal hypersur-
faces. In particular, a recent approach to this existence theory (established through
the combined works of Guaraco ([Gua15]), Hutchinson–Tonegawa ([HutTon00]) and
Tonegawa–Wickramasekera ([TonWic12])) shows that having at one’s disposal a sharp
regularity theory for stable minimal hypersurfaces (as in [Wic14]) makes it possible to
reduce the construction part of the theorem to a standard PDE mountain pass lemma,
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replacing the varifold min-max construction in the original Almgren–Pitts–Schoen–
Simon approach. See Section 1.3 below for a brief discussion on this. The success of
this PDE approach in that setting naturally leads to the question whether a similar the-
ory for hypersurfaces of more generally prescribed mean curvature could be developed.
We shall address this question in forthcoming work ([BelWic-2]). An essential step in
such a theory is to develop sufficiently strong regularity and compactness theorems for
the corresponding stable solutions. Our work here and in the sequel [BelWic-1] provide
these. We remark that the results established in the present work and in [BelWic-1]
however require no assumption that is specific to any existence construction; the work
in fact produces considerably general local results that might conceivably be applied
in a variety of different situations.
1.1. Caccioppoli sets. In the most general version of our main regularity and com-
pactness theorems (Theorem 2.1 and Theorem 2.3), a hypersurface means a codimen-
sion 1 integral n-varifold whose first variation is absolutely continuous with respect
to its weight measure and whose generalized mean curvature is locally in Lp for some
p > n. In that generality however the meaning of the notions of enclosed volume and
volume preserving deformations is not immediately clear, and these notions need to
be defined appropriately. Moreover, the theorem in that generality allows for mul-
tiplicity > 1. Before discussing these general theorems, it is perhaps instructive to
mention a special case (the theorem below, which is a mildly imprecise re-statement
of Corollary 2.1) which is simpler to state and yet involves a natural setting for CMC
hypersurfaces—namely, that of boundaries of sets of locally finite perimeter, known
also as Caccioppoli sets—in which it is clear what enclosed volume means. Moreover,
as it turns out, in this setting only one of the two structural hypotheses is necessary.
Let n ≥ 2. Recall that by definition, a subset E of Rn+1 is a Caccioppoli set if E
is Hn+1 measurable and its characteristic function χE ∈ BVloc(Rn+1). Thus if E is a
Caccioppoli set in Rn+1, it follows from the Riesz representation theorem that there is
a Radon measure on Rn+1, denoted |DχE |, and a |DχE |-measurable vector field νE on
Rn+1 with |νE | = 1 |DχE |-a.e. on Rn+1 satisfying
∫
E div g dHn+1 = −
∫
Rn+1 g·νE |DχE |
for every smooth compactly supported vector field g on Rn+1. (Thus in case E is a C1
domain, by the divergence theorem |DχE | is just Hn ∂ E and νE is the unit normal
to ∂ E pointing into E; in general, spt |DχE | is to be thought of as the generalized
boundary of E, and νE as the generalized unit normal to the generalized boundary
pointing into E.)
For λ ∈ R and O an open subset of Rn+1 with compact closure, let
JO(E) = |DχE |(O) + λHn+1(E ∩ O)
for Caccioppoli sets E in Rn+1. Note that stationarity of E with respect to JO for some
λ and arbitrary ambient deformations fixing E outside O is equivalent to stationarity
of E with respect to the perimeter functional (= |DχE |(O)) for deformations that fix
E outside O and preserve the enclosed volume Hn+1(E ∩ O).
The first of the two structural hypotheses (and the only one needed in the setting of
Caccioppoli sets), namely hypothesis (a) of the theorem below, requires the following
general definition:
(†) A classical singularity of a set W ⊂ Rn+1 is a point p ∈ W about which there
is a neighborhood U such that W ∩ U is, for some α ∈ (0, 1), the union of three
or more embedded C1,α hypersurfaces-with-boundary sharing a single common
boundary containing p, meeting pairwise only along the common boundary and
with at least one pair meeting transversely.
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In order to formulate the stability assumption we need the following notion of volume-
preserving deformation for immersions. Let ι : S → Rn+1 denote a smooth immersion of
an n-dimensional orientable manifold S into Rn+1. For O ⊂⊂ Rn+1, let ψ(t, x) = ψt(x)
(for t ∈ (− ε, ε) for some ε > 0 and x ∈ S) denote a one-parameter family of immersions
(smooth on (− ε, ε)× S) such that ψ0 = ι and ψt(x) = ι(x) for all t ∈ (− ε, ε) and all
x ∈ S \ ι−1(O). Let
Vol (t) =
∫
[0,t]×S
ψ∗dvol
where dvol denotes the usual volume form on Rn+1. We say that ψt is a volume-
preserving deformation of ι(S) in O as an immersion if
(1) Vol′(t) = 0 for all t ∈ (− ε, ε).
Theorem (Corollary 2.1). For n ≥ 2, let E be a Caccioppoli set in Rn+1 and U be an
open set, with Hn+1(E ∩ U) > 0. Let λ ∈ R be a constant. Suppose that:
(a) no point p ∈ spt |DχE | ∩ U is a classical singularity of spt |DχE |;
(b) For each open set O with compact closure in U, E is stationary with respect to
the functional JO(·) for ambient deformations that fix E outside O and
(c) For each open set O with compact closure in U, the smoothly immersed part M
of spt |DχE | (which by (b) is CMC) is stable with respect to the area functional
for volume-preserving deformations of M in O as an immersion.
Then there is a closed set Σ ⊂ spt |DχE | with Σ = ∅ if n ≤ 6, Σ discrete if n = 7 and
dimH (Σ) ≤ n− 7 if n ≥ 8 such that:
(i) locally near each point p ∈ (spt |DχE | ∩ U) \ Σ, either spt |DχE | is a single
smoothly embedded disk or spt |DχE | is precisely two smoothly embedded disks
with only tangential intersection along a subset contained in a smooth (n− 1)-
dimensional submanifold, and
(ii) the mean curvature H of (spt |DχE | ∩ U) \ Σ is given by H = −λνE where νE
is the unit normal to spt |DχE | pointing into E.
By virtue of the assumption that E is a Caccioppoli set, it follows from the well
known structure theorem of De Giorgi ([DeG54], [DeG55]; see also [Giu84], [Mag12])
that |DχE | is n-rectifiable, i.e. |DχE | = Hn ∂?E where ∂?E (the reduced boundary
of E) is an n-rectifiable set having a multiplicity 1 tangent hyperplane at every point.
Since E is a stationary point of JO for every open set O ⊂⊂ Rn+1, it follows (see
the discussion in Remark 2.19 below) that the first variation of the multiplicity 1
varifold V associated with |DχE | is absolutely continuous with respect to its weight
measure ‖V ‖ (= |DχE |) and that the generalized mean curvature of V is equal to −λνE .
Thus Allard’s regularity theorem ([All72]) implies that the singular set of spt |DχE |
(i.e. the set of points of spt |DχE | where spt |DχE | is not smoothly embedded) has
zero n-dimensional Hausdorff measure. What is new in the above theorem is that,
if additionally the C2 immersed part of spt |DχE | is stable with respect to area for
volume preserving variations, and if spt |DχE | has no classical singularities, then the
singular set of spt |DχE | decomposes as the disjoint union of the set of points near
which spt |DχE | consists locally of two smoothly embedded CMC disks intersecting
tangentially and a closed set of codimension ≥ 7.
Although the multiplicity of the hypersurface in the above theorem is 1 a.e., its
proof is not much simpler than the proof of our more general varifold regularity result,
Theorem 2.1 (reproduced in Section 1.2 below). This is because even in the above
special case, a multiplicity 2 tangent hyperplane can arise (e.g. as in the case of pieces
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of two touching unit spheres or unit cylinders in Euclidean space), and the occurrence
of tangent hyperplanes with multiplicity ≥ 3 cannot a priori be ruled out. It is part of
the conclusion that there are no tangent hyperplanes with multiplicity ≥ 3, and that a
multiplicity 2 tangent hyperplane can only occur at a point where two C2 pieces of the
hypersurface meet tangentially (in particular, tangent cones along Σ are non-planar).
In view of the topology induced on the space of Caccioppoli sets by its embedding
into L1loc, there is a different and yet very natural notion of stationarity for Caccioppoli
sets with respect to the functional JO. Although this stationarity condition is in fact
stronger than the one assumed in the preceding theorem, its advantage is that it au-
tomatically rules out classical singularities, and moreover allows us to assume stability
only on the smoothly embedded part (and hence stability needs to be checked only for
ambient volume-preserving deformations). Let us now describe the deformations this
stationarity condition entails and give the precise statement of the result it implies.
Let E be a Caccioppoli set in Rn+1. For each open set O ⊂ Rn+1 with compact
closure, consider a one parameter family of sets {Et}t∈[0,ε) such that Et is a Caccioppoli
set for each t ∈ [0, ε) with the properties:
• E0 = E; Et ∩ (Rn+1 \ O) = E ∩ (Rn+1 \ O) for all t ∈ [0, ε); and Hn+1(Et ∩ O) =
Hn+1(E ∩ O) for all t ∈ [0, ε);
• the map t ∈ [0, ε) → χEt is continuous, where the topology on the characteristic
functions χEt is the one induced by the embeddeding in L1loc; moreover the associated
map t ∈ [0, ε)→ JO(Et) is differentiable from the right at t = 0.
We refer to such a family {Et}t∈[0,ε) as a one-sided one-parameter volume-preserving
family of deformations in O with respect to the L1loc-topology.
Theorem (Corollary 2.2). For n ≥ 2, let E be a Caccioppoli set in Rn+1 and U be an
open set, with Hn+1(E ∩ U) > 0. Let λ ∈ R be a constant. Suppose that:
(b′) For each open set O with compact closure in U and for each one-sided one-
parameter volume-preserving family of deformations in O with respect to the
L1loc-topology, we have that
d
dt
∣∣
t=0+
JO(Et) ≥ 0;
(c′) the smoothly embedded part of spt |DχE | is stable with respect to JO(·) for am-
bient deformations that fix E outside O and preserve Hn+1(E ∩ O).
Then there is a closed set Σ ⊂ spt |DχE | with Σ = ∅ if n ≤ 6, Σ discrete if n = 7 and
dimH (Σ) ≤ n− 7 if n ≥ 8 such that:
(i) locally near each point p ∈ (spt |DχE | ∩ U) \ Σ, either spt |DχE | is a single
smoothly embedded disk or spt |DχE | is precisely two smoothly embedded disks
with only tangential intersection along a subset contained in a smooth (n− 1)-
dimensional submanifold, and
(ii) the mean curvature H of (spt |DχE | ∩ U) \ Σ is given by H = −λνE where νE
is the unit normal to spt |DχE | pointing into E.
We point out the following: Let X ∈ C1c (O,Rn+1) and ψt : (− ε, ε) × O → O be
a one-parameter family of ambient diffeomorphisms with ψ0 = Id and ddt
∣∣
t=0
ψt = X
and consider t ∈ (− ε, ε)→ χEt , where Et = ψt(E); then both t ∈ [0, ε)→ χEt and t ∈
[0, ε) → χE−t are one-sided one-parameter volume-preserving families of deformations
in O with respect to the L1loc-topology. Since in this case t ∈ (− ε, ε) → JO(Et) is
differentiable at t = 0, it is immediate that assumption (b′) implies, in particular, the
stationarity of E with respect to JO for all ambient deformations. The importance of
1-sided deformations allowed in (b′) lies in the fact that in the presence for example of
a classical singularity the deformations (in L1loc) that preserve the class of Caccioppoli
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sets are naturally 1-sided and, in such cases, the stationarity condition should entail
“not decreasing area to first order” (hence the inequality).
The preceding theorem generalizes the result by Gonzales–Massari–Tamanini [GMT83]
that established regularity of boundaries that minimize area subject to the fixed en-
closed volume constraint. The natural generalizations of the two theorems above to
the case of ambient Riemannian manifolds will be discussed in [BelWic-1].
1.2. More general varifolds. The most general setting in which the concepts of
first variation of n-dimensional area and area-stationarity can be understood is that
of n-varifolds. Amongst n-varifolds, the space Vn,p of integral n-varifolds V whose
first variation is absolutely continuous with respect to the weight measure ‖V ‖ and
generalized mean curvature HV is in L
p
loc(‖V ‖) for some p > n is amply general for
the study of many geometric variational problems. As established by the fundamental
regularity theory of Allard ([All72]), there is an embryonic control of singularities of
varifolds in Vn,p that allows one to directly extend classical geometric constraints (that
may, for instance, arise from variational conditions) to V ∈ Vn,p, albeit on an a priori
small part of V , namely, the regular part of spt ‖V ‖; indeed, by Allard’s regularity
theorem, if V ∈ Vn,p then the (open) subset reg1 V of points of spt ‖V ‖ near which
spt ‖V ‖ is a an embedded C1 submanifold is dense in spt ‖V ‖, and reg1 V is in fact
of class C1,1−
n
p (where n < p < ∞). The hypothesis HV ∈ Lploc (‖V ‖) however is not
strong enough to give any control of the size (Hausdorff measure) of the singular set
spt ‖V ‖ \ reg1 V ; there is in fact a well known example due to Brakke ([Bra78]) of
an integral 2-varifold in R3 with (variable) generalized mean curvature in L∞loc and a
singular set of positive 2-dimensional Hausdorff measure.
Our general regularity theorem (Theorem 2.1) is formulated and proved for varifolds
V ∈ Vn,p. Although as mentioned above its proof does not require much more effort
than the proof of the theorem above for Caccioppoli sets, there is some subtlety involved
in the formulation of its hypotheses so that they, while being not too restrictive, still
guarantee the conclusion that the hypersurface is “classical,” i.e. is of class C2 (in the
same sense as in the theorems above, allowing two C2 pieces to touch) away from an
(n−7)-dimensional closed set of genuine singularities. In particular, a second structural
hypothesis ((††) below) is necessary. There are in fact two important aspects with
regard to the hypotheses of the varifold version of the theorem that are not apparent
in the setting of Caccioppoli sets. Rather than reproducing a full, precise statement
of Theorem 2.1 here, let us just highlight these two main points and give a slightly
informal statement of the theorem:
(i) First, in light of the assumption that the first variation of V is locally sum-
mable to an exponent p > n, the stationarity requirement (i.e. the analogue of
hypothesis (b) in the first theorem in Section 1.1) needs to be imposed only
on reg1 V . This stationarity requirement precisely is the following: On every
orientable portion of reg1 V , there exists a choice of orientation such that that
portion is stationary with respect to area for deformations preserving the en-
closed volume (in the sense that (1) holds, or equivalently, with the enclosed
volume taken to be defined by (2) of Section 2.1 with respect to the chosen ori-
entation). See hypothesis 1 of Theorem 2.1 (or hypothesis (b) in the theorem
below). A posteriori this orientation is determined, up to sign (independent
of the connected component of the hypersurface), by the mean curvature vec-
tor. Existence a priori of such an orientation is necessary in order to make C2
regularity conclusions, as we do, away from a subset of codimension ≥ 2, as
shown by Figure 1 in Section 2.2. Note that whenever V is the varifold defined
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by |DχE | (= Hn ∂?E) for some Caccioppoli set E as in Section 1.1, this sta-
tionarity hypothesis is implied by hypothesis (b) of the theorem in Section 1.1)
since in that case we have that reg1 V = ∂?E, νE is an orienting unit normal
to reg1 V and by the divergence theorem, Hn+1(E) = 1n+1
∫
∂? E x · νE dHn.
(ii) In light of example in Figure 2 in Section 2.2, it is necessary to make an
additional hypothesis in the varifold setting (in addition to the no-classical-
singularities assumption, stationarity and stability) in order for the C2 regu-
larity conclusions to hold, as asserted, away from a singular set of codimension
≥ 2. Of course the additional hypothesis must automatically be satisfied in the
setting of Caccioppoli sets, but note that the example referred to above shows
that even when Hn(spt ‖V ‖\reg1 V ) = 0 (which is automatic for JO-stationary
Caccioppoli sets, as pointed out above), an additional hypothesis is necessary.
As it turns out, this additional hypothesis takes the form of a second struc-
tural condition; just as with the no-classical-singularities hypothesis, it requires
verification of a property only in regions where the entire structure of the vari-
fold is given by (two) C1,α hypersurfaces. Specifically, this hypothesis says the
following:
(††) Whenever a point p ∈ spt ‖V ‖ \ reg1 V that is not a classical singularity
of spt ‖V ‖ has a neighborhood U in which spt ‖V ‖ is, for some α ∈ (0, 1),
the union of two embedded C1,α hypersurfaces of U (i.e. whenever p is a
“touching singularity;” see Definition 2.4), p has a possibly smaller neigh-
borhood U˜ such that Hn ({q ∈ U˜ : Θ (‖V ‖, q) = Θ (‖V ‖, p)}) = 0.
Here Θ (‖V ‖, p) denotes the density of V at p. Since a point p as in (††) satisfies
Θ (‖V ‖, p) ≥ 2, this hypothesis is redundant when V corresponds to |DχE | for
some Caccioppoli set E because in that case Θ (‖V ‖, x) = 1 for every x ∈ reg1 V
and Hn (spt ‖V ‖ \ reg1 V ) = 0.
Our general regularity and compactness theorem can now be stated, albeit a little
imprecisely, as follows (see Theorems 2.1 and 2.3 for the precise statements):
Theorem. Let V be an integral n-varifold (n ≥ 2) in an open set U ⊂ Rn+1, whose
first variation is locally bounded and absolutely continous with respect to ‖V ‖ and whose
generalized mean curvature is in Lploc (‖V ‖) for some p > n, and let λ ∈ R be a constant.
Let reg1 V denote the C1 embedded part of spt ‖V ‖ (which by Allard’s regularity theorem
is a dense open subset of spt ‖V ‖). Suppose that:
(a) no point of spt ‖V ‖ is a classical singularity of spt ‖V ‖;
(a′) V satisfies (††);
(b) for each open set O ⊂⊂ U \(spt ‖V ‖\reg1 V ) such that reg1 V ∩O is orientable,
V O is stationary with respect to the functional JO : IVn(O)→ R given by
JO(W ) = ‖W‖(O) + λvolO(W )
for any ambient deformation that only moves V O, where volO (·) is the volume
enclosed by V O relative to a choice of orientation on reg1 V ∩ O;
(c) the C2 immersed part gen-regV of spt ‖V ‖ (which is a classical CMC immersion
by (b)) is stable (as an immersion) with respect to the functional JO(·) (on
multiplicity 1 immersions) for any volume preserving deformation that only
moves a compact region of gen-regV.
Then there is a closed set Σ ⊂ spt ‖V ‖ with Σ = ∅ if n ≤ 6, Σ discrete if n = 7 and
dimH (Σ) ≤ n− 7 if n ≥ 8 such that:
(i) locally near each point p ∈ spt ‖V ‖ \ Σ, either spt ‖V ‖ is a single smoothly
embedded disk or spt ‖V ‖ is precisely two smoothly embedded disks with only
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tangential intersection along a subset contained in a smooth (n−1)-dimensional
submanifold, and
(ii) spt ‖V ‖ \Σ is an orientable immersion and there is a continuous choice of unit
normal ν on spt ‖V ‖ \ Σ such that the mean curvature HV of spt ‖V ‖ \ Σ is
given by HV = λν.
Moreover, if (Vj) is a sequence of integral n-varifolds in U and (λj) is a sequence of
real numbers satisfying the above hypotheses with Vj in place of V and λj in place of
λ, and if lim supj(|λj | + ‖Vj‖(K)) < ∞ for each compact set K ⊂ U, then there exist
an integral n-varifold V in U and a number λ ∈ R satisfying the above hypotheses, and
a subsequence (j′) such that λj′ → λ and Vj′ → V as varifolds in U.
Remark. In fact a weaker stability assumption than (c) will suffice: we will need only
a special type of volume-preserving deformations as immersions (see Theorem 2.1). An
equivalent formulation of this condition can be given by the so-called weak stability
inequality, see (4).
Remark. In [BCW17] we expoit the above theorem and prove, for the class of weakly
stable CMC hypersurfaces with bounds on the area and on the mean curvature, a priori
curvature estimates for n ≤ 6 and, under an additional necessary flatness assumption,
sheeting theorems for arbitrary n.
We emphasize that apart from the requirement that the generalized mean curvature
HV ∈ Lploc for some p > n, each of the hypotheses of the above theorem is a condition
on a part of the varifold V where its regularity, at least of class C1,α in some form, is
known. Specifically, each of the two structural hypotheses rules out or controls a type
of singularity that is formed when C1,α embedded pieces of the varifold come together
in a regular fashion; and the two variational hypotheses are, likewise, required only
on the regular parts of the varifold—stationarity only on the C1,1−
n
p embedded part
reg1 V , and stability only on the C2 immersed part. This is a very useful feature of
the theorem because it makes these hypotheses easy to check in principle. Beyond
these requirements no hypothesis is necessary concerning the singular set, and the
theorem guarantees lower dimensionality of the singular set. For an arbitrary varifold
V satisfying HV ∈ Lploc for some p > n, clearly no such conclusion is possible in view
of Brakke’s example referred to above. What is surprising is that it suffices to impose
a set of hypotheses just on the “regular parts” of such a varifold V in order to infer
optimal size control of its singular set.
1.3. Minimal hypersurface theory: the Allen–Cahn construction. The present
work generalises the work [Wic14] which established an analogous regularity and com-
pactness theory for stable minimal hypersurfaces—more precisely, an analogous theory
for codimension 1 integral n-varifolds V that have no classical singularities; that are
stationary with respect to the area functional for (unconstrained) ambient deforma-
tions that fix the region outside a compact subset; and that have stable regular parts
reg1 V with respect to area for unconstrained ambient deformations that only move
compact regions of reg1 V . The work [Wic14] showed that whenever these hypothe-
ses are satisfied, spt ‖V ‖ is smoothly embedded away from a closed singular set of
Hausdorff dimension ≤ n − 7 which is empty if n ≤ 6 and discrete if n = 7. (Note
in particular that the present work in fact shows that the stationarity assumption in
[Wic14], which is equivalent to the requirement that the generalized mean curvature
HV = 0 everywhere, can be weakened to the combined requirement that HV ∈ Lploc for
some p > n and the C1 embedded part reg1 V be stationary; moreover, the stability
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condition can be relaxed to weak stability, i.e. stability (of reg1 V (= reg V )) for volume
preserving deformations.)
The regularity theory of [Wic14] has subsequently been used to give a new proof
of the celebrated existence theorem for embedded minimal hypersurfaces in compact
Riemannian manifolds. This theorem asserts that in any given (n + 1)-dimensional
compact Riemannian manifold N with n ≥ 2, there is a closed embedded minimal hy-
persurface M with a possible singular set whose Hausdorff dimension is ≤ n− 7. This
result was first established by the combined work of Almgren ([Alm65]), Pitts ([Pit77])
and Schoen–Simon ([SchSim81]) in the early 1980’s. The original proof was based on
a geometric min-max construction due to Pitts ([Pit77]) that refined earlier work of
Almgren ([Alm65]), giving a stationary integral n-varifold V with a special “almost
minimizing” property with respect to the area functional. This almost minimizing
property makes it possible for the regularity of V to be inferred from the compact-
ness theory of Schoen and Simon ([SchSim81]) for stable minimal hypersurfaces with
small singular sets. This approach of using a varifold min-max construction was sub-
sequently adapted by Simon–Smith [SimSmi82] to construct minimal 2-spheres in the
3-sphere with an arbitrary Riemannian metric. Both the general Almgren–Pitts argu-
ment and the Simon–Smith argument have been streamlined in the more recent works
of De Lellis–Tasnady [DelTas13] and of Colding–De Lellis [ColDel03] respectively. The
method has also been adapted in a very recent paper of Zhou–Zhu [ZhoZhu17] which
asserts the existence of a CMC hypersurface of prescribed mean curvature in dimensions
n with 2 ≤ n ≤ 6.
In contrast to the direct varifold min-max arguments as in these works, the new
proof of existence of minimal hypersurfaces is more PDE theoretic and is based on
the basic idea of obtaining the minimal hypersurface as a weak limit of level sets of
solutions to the (elliptic) Allen–Cahn equation on N . The first step of the argument
is the work of Tonegawa and the second author ([TonWic12]), in which the regularity
theory of [Wic14] in its full strength is used to establish regularity of the minimal
hypersurfaces Vac—the Allen–Cahn minimal hypersurfaces—arising as weak limits of
level sets of stable solutions to Allen–Cahn equations with perturbation parameters
j → 0+; earlier work of Hutchinson–Tonegawa ([HutTon00]) and Tonegawa ([Ton05])
had established the existence of varifold limits of the level sets. The second step is the
recent work of Guaraco ([Gua15]) that produces, by an elegant, simple PDE argument,
an approriate solution u of the -Allen–Cahn equation on N for every small  > 0;
this construction is based on a standard PDE mountain pass lemma and it produces a
smooth solution u such that the Morse index of u (with respect to the Allen–Cahn
energy functional) is bounded by 1, and the Allen–Cahn energy of u is bounded above
and away from zero independently of , guaranteeing in particular the non-triviality
of the limit varifold Vac corresponding to a sequence uj with j → 0+. The desired
regularity of the minimal hypersurface M = spt ‖Vac‖ follows in a straightforward
manner by applying the result of [TonWic12] in a small arbitrary ball Bρ(x) or in
N \Bρ(x) (in one of which regions a subsequence of uj must be stable, since the Morse
index of uj is at most 1), where x ∈ spt ‖Vac‖ is arbitrary (see [Gua15]).
There are two important aspects of this new proof. First, it avoids the intricate
Almgren–Pitts min-max construction, used in the original proof, that was carried out
directly for the area functional on the space of codimension 1 integral cycles on N ; in
its place, the new proof uses a much simpler PDE min-max construction implemented
in a Hilbert space, namely in W 1,2(N), giving u as above. In particular, the uniform
Morse index bound on u removes the necessity of anything like an almost minimizing
property to reduce the regularity question to that of stable hypersurfaces. The end
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result is a striking gain in simplicity on the part of the construction of a stationary
varifold, whose justification—and this is the second key aspect—requires a heavier
investment in regularity theory. This new proof and the role in it played by the sharp
regularity theory of [Wic14] partly provide motivation for the present work.
Finally, we remark that for n = 1, 2, different PDE approaches have been developed
by various authors; for immersed closed geodesics or branched minimal surfaces see the
works of Colding–Minicozzi ([ColMin08-1], [ColMin08-2]), Rivière ([Riv15]), Michelat–
Rivière ([MicRiv16]) and Pigati–Rivière ([PigRiv17]), and for prescribed mean curva-
ture CMC surfaces the work of Struwe ([Str88]).
1.4. Additional difficulties in the present work. We end this introduction by
briefly pointing out the main new challenges overcome in the proofs in the present
work that were not present in the work [Wic14]. The reader unfamiliar with [Wic14]
will benefit from reading Section 3 (below) before proceeding with the rest of this
discussion.
The main regularity result, Theorem 2.1, is first reduced to Theorem 2.2 where
“strong stability” (i.e. stability with respect to J for uncontrained deformations) of
the C2 immersed part of the varifold V can be assumed. Subsequently, the proof of
Theorem 2.2 is divided into three main steps, the Sheeting Theorem (Theorem 3.1),
the Minimum Distance Theorem (Theorem 3.2) and the Higher Regularity Theorem
(Theorem 3.3), all proved simultaneously by induction. Much of the additional effort
needed in the present work goes into the proof of the Higher Regularity Theorem. In
the case of zero mean curvature as in [Wic14], unlike here, this step is an immediate
consequence of the Hopf boundary point lemma and the standard elliptic regularity
theory.
The Sheeting Theorem roughly speaking says that if a varifold V as in Theorem 2.2
and with a fixed bound on the scalar mean curvature of its regular part is close to
a multiplicity q hyperplane P (in mass, L2 distance and Lp mean-curvature) then
it decomposes locally as the sum of q multiplicity 1 C1,α graphs over P with small
C1,α norm. The Higher Regularity Theorem says that if a varifold V is the sum of
q multiplicity 1 C1,α graphs over a hyperplane, and if V satisfies the hypotheses of
Theorem 2.2 (or Theorem 2.1) except for the stability hypothesis, then its support is
the union of q˜ (≤ q) C2 graphs, each separately CMC, and hence also smooth. (We
emphasize that when the mean curvature H 6= 0, this is only true for the support of
the varifold; the original graphs giving the varifold with multiplicity are no more than
C1,1 regular in general. See the example in Remark 2.16 and Figure 3.) The Minimum
Distance Theorem says that given a non-negative constant H and a stationary integral
cone C made up of three or more n-dimensional half-hyperplanes meeting along a
common (n−1)-dimensional subspace, there is a fixed positive lower bound (depending
on C and H) on the Hausdorff distance at unit scale between C and any varifold
V with its regular part having scalar mean curvature bounded by H and satisfying
the hypotheses of Theorem 2.2 as well as an appropriate mass bound. The induction
parameter for the Sheeting Theorem and the Higher Regularity Theorem is the positive
integer q, and that for the Minimum Distance Theorem is the density Θ (‖C‖, 0) of C
which takes values in {q, q + 1/2} for some integer q ≥ 1.
The proofs of the inductive steps of the Sheeting Theorem and the Minimum Dis-
tance Theorem follow closely the corresponding argument in [Wic14], but with two key
new aspects. One is that they make essential inductive use of the Higher Regularity
Theorem. The other is that the conclusion of the Sheeting Theorem yields, initially, a
weaker Hölder exponent for the gradient (of the functions defining the sheets) than in
[Wic14]. This exponent needs to be improved (as we do in the inductive step for the
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Higher Regularity Theorem) by independent arguments. The reason for this initially
weaker conclusion is that the key excess-decay result needed for the Sheeting Theo-
rem in the present context is obtained for an excess Eˆ that has, as is usual when the
mean curvature H is non-zero, e.g. as in [All72], an extra lower order additive term
(in addition to the L2 height term) involving H. In contrast to the multiplicity 1
setting of [All72] however, establishing excess-decay in the present higher-multiplicity
setting requires a priori estimates for the varifold that make crucial use of the mono-
tonicity formula (see Section 4.1). Consequently, the best possible choice for the lower
order term in Eˆ is of the order
√
‖H‖Lp(‖V ‖); see the definition of Eˆ in Theorem 2.1.
This limitation arises precisely from the “error term” in the monotonicity formula when
H 6= 0. Hence the excess-decay result we establish will initially only prove the Sheeting
Theorem with C1,α sheets for a value of α < 12(1− np ). Although we can improve this
Hölder exponent by a second run of the argument with the additional knowledge that
H is constant in the graph region, the best value of α we can get at this stage is still
< 12 .
In [Wic14], since H = 0, the value of α is irrelevant and higher regularity of the
sheets is immediate. This is because by the Hopf boundary point lemma, the distinct
sheets making up the support of the varifold are disjoint, and hence the functions
defining the individual sheets satisfy separately the minimal surface equation weakly.
In the present case, the sheets do not separate in this manner, and our hypotheses in
fact allow an a priori optimally large set T of points where the sheets may touch each
other; indeed, the only a priori control we have on T is that Hn (T ) = 0 (which follows
from the structural hypothesis (††) above, a sharp condition). Thus starting from just
knowing C1,α regularity, for some α < 1/2, of the distinct sheets of the support of the
varifold which are allowed to touch on a set T of measure zero, we need to prove their
C2 regularity. This requires considerable effort.
This is carried out, by means of PDE arguments, in Section 7 where the induc-
tion step for the Higher Regularity Theorem is completed. First we need to im-
prove the Hölder exponent obtained in the Sheeting Theorem to some α ≥ 12 (Sec-
tion 7.3). Then, exploiting the improved exponent, we show that the regularity can
be improved to C2 (Sections 7.4 and 7.5). We remark that the stronger hypothesis
Hn−1(spt ‖V ‖ \ reg1 V ) = 0 would lead to a substantially simpler proof of the Higher
Regularity Theorem. This is because then Hn−1 (T ) = 0 and hence by a straightfor-
ward cutoff function argument T can be shown to be removable for the PDE (the CMC
equation) satisfied, in the complement of T , by the functions defining the sheets. This
stronger hypothesis however is undesirable from the point of view of applications; for
instance, it is not implied by the general structure theory of Caccioppoli sets, nor does
it permit a full compactness theorem for the hypersurfaces as the one established here
(as shown by the example of a sequence Vi → V , where Vi is made up of two disjoint
half-cylinders of unit radius and parallel axes in R3 that come together in the limit V
made up of two half-cylinders touching along a line). In the general case, we still of
course show removability of T (for C1,α functions solving the the CMC equation away
from T ) but the proof is considerably more involved.
2. Main theorems
2.1. Definitions and the statements of the main results. The hypotheses of our
main theorems are motivated by the geometric variational problem of studying the
hypersurfaces that are stable critical points with respect to the hypersurface-area func-
tional for deformations that keep the volume enclosed by the hypersurface fixed. There
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is a vast literature on this subject in the classical setting where the hypersurfaces are
assumed to be smooth. However, in the geometric measure theory setting that we take
up here, where smooth hypersurfaces are replaced by codimension 1 integral varifolds,
it is not immediately clear how to define either the criticality or the stability for volume
preserving deformations; indeed, the classical notion of volume-preserving variations,
and stationarity with respect to such variations, require an oriented immersion with C1
regularity, while the notion of stability (of a stationary immersion) requires the immer-
sion to be of class C2. In the varifold setting, in addition to the hypersurfaces having
possibly large singular sets a priori preventing their orientability, they present also the
extra difficulty caused by the presence of multiplicity > 1. Nevertheless, as will be
clear soon, we will make as mild a set of hypotheses as possible on the varifolds in our
theorems; roughly speaking, we will impose stationarity and stability only on regions
of the varifold where these conditions make sense classically (i.e. away from singulari-
ties), and make the following assumption which is the only variational hypothesis that
concerns the varifold in its entirety: the (unconstrained) first variation of the varifold
is locally bounded, is absolutely continuous with respect to its weight measure and its
generalized mean curvature (i.e. the Radon-Nikodym derivative of the first variation
with respect to the weight measure) is in Lploc for some p > n. These conditions on
the first variation of the varifold are natural from the point of view that the class of
integral varifolds satisfying them enjoys good compactness properties under a uniform
bound on the area and the Lp-norm of the mean curvature ([All72], [Sim83]). In ad-
dition to these variational hypotheses, we will also need two structural conditions on
certain specific types of singularities of the varifold, to which we refer to as “classical
singularities” and “touching singularities” (see the definitions below).
Let V be an integral varifold of dimension n on and open set U ⊂ Rn+1 and let ‖V ‖
denote the weight measure associated with V .
Definition 2.1 (Regular set reg V and singular set singV ). A point X ∈ U is a regular
point of V if X ∈ spt ‖V ‖ and if there exists σ > 0 such that spt ‖V ‖ ∩ Bn+1σ (X) is
an embedded smooth hypersurface of Bn+1σ (X). The regular set of V , denoted reg V,
is the set of all regular points of V. The (interior) singular set of V , denoted sing V , is
(spt ‖V ‖ \ regV ) ∩ U . By definition, reg V is relatively open in spt ‖V ‖ and sing V is
relatively closed in U .
Definition 2.2 (C1-regular set reg1V ). We define reg1V to be the set of points X ∈
spt ‖V ‖ with the property that there is σ > 0 such that spt ‖V ‖ ∩ Bn+1σ (X) is an
embedded hypersurface of Bn+1σ (X) of class C1.
Definition 2.3 (Set of classical singularities singC V ). A pointX ∈ singV is a classical
singularity of V if there exists σ > 0 such that, for some α ∈ (0, 1], spt ‖V ‖∩Bn+1σ (X)
is the union of three or more embedded C1,α hypersurfaces-with-boundary meeting
pairwise only along their common C1,α boundary γ containing X and such that at
least one pair of the hypersurfaces-with-boundary meet transversely everywhere along
γ.
The set of all classical singularities of V will be denoted by singC V .
Definition 2.4 (Set of touching singularities singTV ). A point X ∈ singV \ reg1V
is a touching singularity of V if X /∈ singC V and if there exists σ > 0 such that
spt ‖V ‖∩Bn+1σ (X) is the union of two embedded C1,α-hypersurfaces of Bn+1σ (X). The
set of all touching singularities of V will be denoted by singT V .
Remark 2.1 (Graph structure around a point X ∈ singT V ). If X ∈ singTV then each
of the two C1,α-hypersurfaces corresponding to X (as in Definition 2.4) contains X
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and they are tangential to each other at X; the former is implied by the fact that
X ∈ singV \ reg1 V and the latter by the fact that X /∈ singC V . Let L be the common
tangent plane to the two hypersurfaces at X. Upon possibly choosing a smaller σ we
see that
spt ‖V ‖ ∩Bn+1σ (X) = (graphu1 ∪ graphu2) ∩Bn+1σ (X)
for two functions
u1, u2 :
(
Bn+1σ (X) ∩ L
)→ L⊥
of class C1,α such that u1(X) = u2(X) and Du1(X) = Du2(X) = 0. Note that u1 6= u2
since X ∈ singV \ reg1V .
Remark 2.2 (terminology). For a general integral varifold V and integer ` ≥ 2, one
may speak of an `-fold touching singularity : a point X ∈ singV is an `-fold touching
singularity of V if there exists σ > 0 such that
spt ‖V ‖ ∩Bn+1σ (X) = ∪`i=1Mi
whereMi are distinct C1,α embedded submanifolds of Bn+1σ (X) with X ∈Mi for every
i ∈ {1, ..., `} and TXMi = TXMj for any i, j ∈ {1, ..., `}. Denote by sing`T V the set
of all `-fold touching singularities of V. For the varifolds V in each of our theorems
in this paper, the only type of touching singularities on which we need to make any
assumption are those in sing2T V, and we will in fact a posteriori rule out the occurrence
of `-fold touching singularities in V for ` ≥ 3. For this reason, we will just refer to
a 2-fold touching singularity simply as a “touching singularity” and write singT V for
sing2T V .
We now precisely state the hypotheses (items labeled (I)-(V) below) on V together
with some comments related to them:
(I): The first variation of V is locally bounded in U and is absolutely continuous
with respect to ‖V ‖, and the generalized mean curvature of V is in Lploc(‖V ‖)
for some p > n.
Under the conditions (I) the monotonicity formula [Sim83, 17.6] holds and implies
that the density Θ(‖V ‖, X) := limρ→0 ‖V ‖(B
n+1
ρ (X))
ωnρn
exists for every X ∈ U, is upper-
semi-continuous and that Θ(‖V ‖, X) ≥ 1 for every X ∈ spt ‖V ‖. Moreover, Allard’s
regularity theorem [All72] implies the existence of a dense open subset of spt ‖V ‖ in
which spt ‖V ‖ agrees with an embedded C1 hypersurface (which in fact is of class
C1,α where α = 1 − np if p ∈ (n,∞) and α is any number ∈ (0, 1) if p = ∞). This
C1,α-embedded part of spt ‖V ‖ coincides with the set reg1 V as in Definition 2.2. As
explained in Lemma A.1, the density Θ (‖V ‖, X) is a locally constant integer for X ∈
reg1 V .
(II): V has no classical singularities, i.e. singC V = ∅.
(III): For each X ∈ singT V there exists ρ > 0 such that
Hn
({Y ∈ spt ‖V ‖ ∩Bn+1ρ (X) : Θ(‖V ‖, Y ) = Θ(‖V ‖, X)}) = 0.
Remark 2.3. Note that hypthesis (III), in view of Lemma A.2, implies that
Hn(singT V ) = 0.
Indeed, for every X ∈ singTV , Lemma A.2 gives that Θ(‖V ‖, X) = q for some q ∈ N
and that there exists a ball Bn+1ρ (X) such that
singT V ∩Bn+1ρ (X) ⊂ {Y ∈ spt ‖V ‖ : Θ(‖V ‖, Y ‖) = q};
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then hypothesis (III) implies that, possibly choosing a smaller ρ, singT V ∩ Bn+1ρ (X)
is Hn-null. Taking the union on q ∈ N we conclude that Hn(singT V ) = 0. (The same
conclusion could be reached, without the use of Lemma A.2, by means of a Besicovitch
covering argument.)
Let us now discuss the first and second variation hypotheses.
Stationarity. It is well-known that for an embedded C2 hypersurface M the sta-
tionarity of area with respect to volume-preserving deformations is equivalent to fact
that M has constant mean curvature—such critical points are indeed referred to as
constant mean curvature (CMC) hypersurfaces. By the divergence theorem, in the case
thatM is a boundary, the enclosed volume is equivalently given by
1
n+ 1
∫
M
~x · νˆ dHn,
where ~x = (x1, ..., xn+1) and νˆ is the outward unit normal on M . The advantage of
this formula lies in the fact that it makes sense in wider generality: M need not be
a boundary but merely orientable. Given V ∈ IVn(U), let O ⊂ U \(spt ‖V ‖ \ reg1V ),
so that spt ‖V O‖ ⊂ reg1V : then, if reg1V ∩ O is orientable, we define the enclosed
volume of V O as
(2) volO(V ) =
1
n+ 1
∫
reg1V ∩O
~x · νˆ d‖V ‖,
where ~x = (x1, ..., xn+1) and νˆ is a continuous choice of unit normal on reg1V ∩O. This
formula generalises the notion to the case when we have an orientable embedded C1-
hypersurface not necessarily closed and endowed with an integer multiplicity. Note that
this is a signed volume: a change of sign in the choice of the normal induces a change
in the sign of the enclosed volume. Geometrically, for a C1 embedded hypersurface D
of small size, |vol(D)| is the volume of the cone on D and vertex at the origin. With
the previous discussion in mind we can introduce the stationarity assumption that we
will make in our setting.
Given a vector fieldX ∈ C1c (O) (where, as above, spt ‖V O‖ ⊂ reg1V and reg1V ∩O
is orientable) we take an associated 1-parameter family of deformations Ψt, i.e. a one-
parameter family of diffeomorphisms Ψt : O → O such that ddt
∣∣
t=0
Ψt = X with
t ∈ (− ε, ε) for some ε > 0 small enough to ensure that Ψt is the identity on ∂O for
t ∈ (− ε, ε). In view of this, Ψt can also be viewed as a diffeomorphism U → U that
is the indentity on U \O for t ∈ (− ε, ε). The variation Ψt is called volume-preserving
if volO ((Ψt)]V ) is constant for t ∈ (− ε, ε). The stationarity condition on V is the
requirement that V is critical for the hypersurface measure under volume-preserving
variations, i.e. ddt
∣∣
t=0
‖(Ψt)]V ‖ = 0 for any Ψt that is volume-preserving. A natural
condition on X that guarantees the existence of an associated volume-preserving varia-
tion is
∫
reg1V ∩OX · νˆ d‖V ‖ = 0 (see [BarDoC84, Lemma 2.4] the proof of which, notice,
only requires C1-regularity of the hypersurface; note also that multiplicity is constant,
by Lemma A.1, on each connected component of reg1V ). As explained in [BarDoC84]
the first variation depends only on X and not otherwise on the family of deformation
Ψt.
Equivalently, we can encode the fixed-enclosed-volume constraint by introducing a
Lagrange multiplier [BarDoC84]: forW ∈ IVn(U) and λ ∈ R, we consider the functional
JO(W ) = AO(W ) + λvolO(W ),
where AO(W ) = ‖W‖(O), and require that V O is stationary for JO with respect to
arbitrary deformations, i.e. ddt
∣∣
t=0
JO((Ψt)]V ) = 0 for every X ∈ C1c (O). Again the
first variation depends only on X. Thus our stationarity assumption is the following:
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(IV): Whenever O ⊂ (U \(spt ‖V ‖ \ reg1V )) is such that reg1V ∩O is orientable,
there exists an orientation νˆ on reg1V ∩ O such that
d
dt
∣∣∣∣
t=0
‖(Ψt)]V ‖ = 0
for any X ∈ C1c (O) with
∫
reg1V ∩OX · νˆ d‖V ‖ = 0 and any deformation Ψt
with ddt
∣∣
t=0
Ψt = X, or equivalently, there exists λ ∈ R such that
d
dt
∣∣∣∣
t=0
JO((Ψt)]V ) = 0
for every X ∈ C1c (O) and for any deformation Ψt with ddt
∣∣
t=0
Ψt = X.
Discussion. Let us now analyse the local and global consequences of hypothesis (IV).
Since multiplicity on each connected component of reg1 V is constant by Lemma A.1,
every connected component of reg1 V can locally be expressed as a graph of a C1,α
function u (over a tangent plane) which, taken with multiplicity 1, is stationary for JO;
this yields that u satisfies, in a weak sense, the CMC equation
div
(
Du√
1 + |Du|2
)
= λ
for a constant λ, where u ∈ C1,1−np (BnR(0)). Standard elliptic theory yields that u is of
class C∞, and therefore that reg1V is a smooth hypersurface and thus reg1V = regV .
Moreover the equation is equivalent to the condition that ~H = λνˆ, where ~H is the
mean curvature of regV , i. e. graphu is a smooth CMC hypersurface with scalar mean
curvature h0 := λ. Note that at this stage the value h0 of the mean curvature, while
constant on each connected component, might still depend on the chosen connected
component of reg1V = regV . Note that, unless the mean curvature is zero1, the fact
that the mean curvature vector ~H is parallel implies that each connected component of
reg1 V is orientable. (We wish to emphasise that the preceding derivation only requires
the local orientability of reg1V , which is always true, and that either of the two possible
choices of orientation leads to the same conclusion.)
Let us next discuss the presence of distinct connected components. Note that the
volume preserving condition, without a preferred orientation for the varifold, is ambigu-
ous when we are dealing with two distinct connected components of reg1V = regV .
However, as we have seen, local considerations imply the existence of a (non-zero) par-
allel mean curvature vector on regV and hence a canonical global orientation. This
allows us to choose O to cover multiple connected components of regV .
We will next show that assumption (IV) implies that νˆ = + ~H| ~H| and νˆ = −
~H
| ~H| are
the only choices of orientation for which that assumption can possibly hold; moreover,
there exists a constant h such that ~H = hνˆ.
By the previous discussion reg1V = regV and moreover, for the chosen νˆ, on each
connected component R of reg1V , ~H = hRνˆ for a constant hR ∈ R. Now consider a
volume-preserving variation (with respect to the chosen orientation νˆ) that is supported
on the union of two distinct connected components R1 and R2 of reg1V = regV
and not separately volume-preserving on each of them. As we recalled earlier, such
a volume-preserving variation can be induced by any ζ ∈ C1c (R1 ∪ R2) such that
1Note that the orientability of each connected component is obtained here as a consequence of the
non-vanishing of the mean curvature. However our work covers the case H = 0 as well, see Remark
2.11.
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R1 ζθ1dHn +
∫
R2 ζθ2dHn = 0, where θ1, θ2 ∈ N denote respectively the (constant)
density on R1 and on R2, and such that
∫
R1 ζθ1dHn 6= 0,
∫
R2 ζθ2dHn 6= 0. Then by
[Sim83, §16] the first variation of area δV evaluated on the vector field ζνˆ is given by
(3) δV (ζνˆ) =
∫
~H · ζνˆ d‖V ‖ =
=
∫
R1
hR1ζθ1dHn +
∫
R2
hR2ζθ2dHn = hR1
∫
R1
ζθ1dHn + hR2
∫
R2
ζθ2dHn.
This implies that hR1 = hR2 and hence there exists a constant h ∈ R such that ~H = hνˆ.
Thus the assertion holds.
Stability and stability inequalities. Let us now discuss the stability hypothesis, i.e.
non-negativity for the second variation of V with respect to the area functional for
volume-preserving deformations. In our theroems, the stability assumption will be
made only on the smoothly immersed part of V , which we shall call the “generalized
regular set” of V :
Definition 2.5 (Generalized regular set). Let V ∈ IVn(U). A point X ∈ spt ‖V ‖ is
a generalized regular point if either (i) X ∈ regV or (ii) X ∈ singTV and the two
functions u1 and u2 corresponding to X (as in Definition 2.4) are smooth. The set of
generalised regular points will be denoted by gen-regV .
Remark 2.4. Under assumption (II) gen-regV is open in spt ‖V ‖. By definition
gen-regV can be realised as a smooth immersion in U of an abstract n-dimensional
manifold (possibly with many connected components).
Remark 2.5. It is important to note the following. Assume (I) (II) and (IV). Locally
near any point X ∈ gen-regV we have that spt ‖V ‖ is a smooth embedded hypersurface
or the union of exactly two smooth embedded hypersurfaces. By Allard’s regularity
theorem, regV is dense in spt ‖V ‖ and in particular any y ∈ singV is a limit point of
regV . Therefore the mean curvature is necessarily constant on each smooth embedded
hypersurface describing gen-regV ; in other words gen-regV is a C2 CMC immersion.
This condition is equivalent [BarDoC84, Proposition 2.7] to the fact that the immersion
is stationary for the (multiplicity 1) area measure under volume preserving variations.
The definition of enclosed volume can be given for any oriented immersion [BarDoC84,
(2.2)] and we will discuss it in detail after Remark 2.6.
Remark 2.6 (Maximum principle and the measure of gen-regV \ regV ). At any y ∈
gen-regV \regV by definition spt ‖V ‖ is locally given by the union of two smooth CMC
hypersurfaces that intersect tangentially at y. Set coordinates such that y = (0, 0) and
uj : B
n
σ (0)→ R are smooth and satisfy the CMC equation and describe spt ‖V ‖ around
y, with u1 ≤ u2, u1(0) = u2(0) and Du1(0) = Du2(0) = 0; here each function u1 and
u2 solves one of the following PDEs
div
(
Du√
1 + |Du|2
)
= +|h| or div
(
Du√
1 + |Du|2
)
= −|h|.
If the mean curvature is 0 then gen-regV \ regV = ∅ by the maximum principle. When
h 6= 0, analysing case by case and considering the possibilities for the signs on the
right-hand side of the equation and writing the PDE for the difference v = u1 − u2
we conclude, again by the maximum principle, that u1 must necessarily solve the PDE
with −|h| on the right-hand side and u2 must solve it with +|h| on the right-hand side.
This means, in other words, that the mean curvature vector ~H of graphu1 is such that
~H · eˆn+1 < 0 and the mean curvature vector ~H of graphu2 is such that ~H · eˆn+1 > 0.
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Moreover, observing the Hessian of v, there must exist an index ` ∈ {1, ..., n} such
that D2``v(0) 6= 0 (because of the non-vanishing of the mean curvature). The implicit
function theorem then gives that the set {D`v = 0} is, locally around 0, an (n − 1)-
dimensional submanifold. The set of points {u1 = u2} is contained in the set {Du1 =
Du2} by assumption (II) and therefore {u1 = u2} ⊂ {Dv = 0} ⊂ {D`v = 0}. This
implies in particular the the set gen-regV \ regV has locally finite Hn−1-dimensional
measure.
Since gen-regV is a C2 CMC immersion (possibly with many connected compo-
nents), it is orientable and is stationary (as an immersion) for volume-preserving vari-
ations, where the enclosed volume for an oriented immersion i : Mn → U is given by
the formula [BarDoC84, (2.2)]
vol (i) =
1
n+ 1
∫
Mn
~i · νˆ dM,
where dM is the metric induced on Mn by the immersion into U , νˆ is the unit normal
chosen by the orientation and ~i is the vector (i1, ..., in+1). (For the varifold V under
study this quantity is equal to
volU \(singV \gen-regV )(|regV |) =
1
n+ 1
∫
regV
~i · νˆ dHn;
note that Hn (gen-regV \ regV ) = 0.) We stress that, when we consider volume-
preserving variations of gen-regV as an immersion, we allow a one-parameter family
it : Mn → U of immersions, t ∈ (− ε, ε), with i0 = i , it(x) = i0(x) for x outside a
fixed compact subset of M and vol (it) = vol (i0). Such a deformation is not necessarily
induced by an ambient vector field in U : in a neighbourhood of a point in gen-regV \
regV the two touching sheets will generally be moved independently of each other
by such variations (while preserving vol (it)). We will not require the stability for all
possible volume-preserving variations as an immersion, but only for those induced by an
ambient test function; more precisely, we only need to test the stability for variations
with initial normal speed given by φν, where ν is the chosen unit normal and φ is
an arbitrary ambient smooth function compactly supported in U \(singV \ gen-regV )
such that
∫
gen-regV φdHn = 0 (as we will discuss below, the last integral condition is
necessary and sufficient for the existence of a volume-preserving variation with initial
normal speed φν).
Our stability assumption precisely is as follows:
(V): For V as above and for every φ ∈ C1c (U \(singV \ gen-regV )) that satisfies∫
gen-regV
φdHn = 0,
let it : Mn → U, with t ∈ (− ε, ε) for some ε > 0, be a smooth one-parameter
family of immersions such that ∂∂t
∣∣
t=0
it = φν, i0(Mn) = gen-regV , it = i0
outside a fixed compact set for every t ∈ (− ε, ε) and vol (it) = vol (i0) for
t ∈ (− ε, ε). Then
d2
dt2
∣∣∣∣
t=0
a(it) ≥ 0,
where a(it) =
∫
Mn dMt and dMt is the metric induced onM
n by the immersion
it.
Discussion. Let us now discuss hypothesis (V) and its consequences. First of all we
recall some facts from [BarDoC84]. Given a C2 CMC immersion i : M = Mn →
U and ζ ∈ C1c (M) such that
∫
M ζdg = 0, where g is the metric induced on M by
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U via the immersion, there exists a volume-preserving (normal) variation it whose
variation vector ddt
∣∣
t=0
it = ζνˆ, where νˆ is a (C1) choice of the unit normal vector on
M [BarDoC84, Lemma(2.4)]. Using this fact it is straightforward to show that (see
[BarDoC84, Proposition 2.10]) stability with respect to volume-preserving variations
implies the inequality
(4)
∫
M
|A|2ζ2dg ≤
∫
M
|∇ζ|2dg for any ζ ∈ C1c (M) such that
∫
M
ζdg = 0,
where A denotes the second fundamental form on M induced by the immersion and ∇
is the gradient on M . This is called the weak stability inequality. The terminology is
used to distinguish it from the strong stability inequality, i.e. the same inequality for
arbitrary ζ ∈ C1c (M) (that are not required to satisfy the condition
∫
M ζdg = 0). In fact
[BarDoC84, Proposition(2.10)] shows that, given an immersed C2 CMC hypersurface,
stability with respect to volume-preserving variations and the validity of the weak
stability inequality are actually equivalent. Let us outline this argument below.
Given an oriented immersion i : M = Mn → U with constant mean curvature h0νˆ,
consider the functional
(5) J(i) = a(i) + h0vol (i),
where vol (i) is the enclosed volume and a(i) is the area defined above. For any one-
parameter variation it : M → U with i0(Mn) = gen-regV , it = i0 for all t ∈ (− ε, ε)
outside a fixed compact set, and vol (it) = vol (i0) for t ∈ (− ε, ε), we let f = νˆ·
(
d
dt
∣∣
t=0
it
)
.
Then writing J(t) = J(it), a(t) = a(it) and vol (t) = vol (it) we have, by the constancy
of the mean curvature and [BarDoC84, Proposition(2.7)], that J ′(0) = 0. Moreover by
[BarDoC84, Lemma(2.8)] J ′′(0) depends only on f and
(6) J ′′(0) =
∫
M
(−|A|2f2 + |∇f |2)dg.
(See [BarDoC84, Appendix] for the computation; the difficulty in the preceding state-
ment is that the same f can be associated to many distinct variations, not necessarily
normal variations.) Once this is established, [BarDoC84, Proposition(2.7)] completes
the proof of the implication “weak stability inequality ⇒ stability for a under volume-
preserving variations” as follows: given any volume-preserving variation it, it easily
follows that its normal component fνˆ is such that
∫
M fdM0 = 0 and so by the weak
stability inequality (taken with ζ = f) we have J ′′(0)(f) ≥ 0. On the other hand
J ′′(0) = a ′′(0) + h0vol ′′(0) = a ′′(0) because it preserves vol , and hence a ′′(0) ≥ 0.
In light of this discussion, assumption (V) can be equivalently phrased by requiring
that the weak stability inequality
(7)
∫
gen-regV
|A|2φ2 dHn ≤
∫
gen-regV
|∇φ|2 dHn
holds for every φ ∈ C∞c (U \(singV \ gen-regV )) such that
∫
gen-regV φdHn = 0, where
∇ stands for the gradient on gen-regV .
Let us now come to an additional result (Remark 2.8 below) that will be important
for our later purposes. First we need the following:
Remark 2.7 (weak stability inequality ⇒ strong stability inequality at smaller scales).
LetM = i(M) be a C2 immersed CMC hypersurface in the open set U and g is the
metric induced on M by the immersion. assume that it satisfies
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∫
M
|A|2ζ2dg ≤
∫
M
|∇ζ|2dg
for all ζ ∈ C1c (M) with
∫
M ζdg = 0. Then whenever V1 and V2 are disjoint non-empty
open subsets of M it must be true that it (at least) one of them the inequality∫
Vj
|A|2ζ2dg ≤
∫
Vj
|∇ζ|2dg
holds for all ζ ∈ C1c (Vj) without the zero-average restriction. Indeed, assume that this
fails in both V1 and V2, then we can find ζ1 and ζ2 compactly supported respectively
in V1 and V2 such that ∫
Vj
|A|2ζ2j >
∫
Vj
|∇ζj |2
for j ∈ {1, 2}. Then we can find c1, c2 ∈ R such that c1ζ1 + c2ζ2 satisfies the zero
average condition on M , i.e. c1
∫
V1 ζ1 = −c2
∫
V2 ζ2, and since the supports of ζ1 and
ζ2 are disjoint we then have (c1ζ1 + c2ζ2)2 = c21ζ21 + c22ζ22 from which it follows that∫
M
|A|2(c1ζ1 + c2ζ2)2 >
∫
M
|∇(c1ζ1 + c2ζ2)|2,
contradicting the assumption. Thus the weak stability inequality implies the stong one
in at least one of two arbitrary disjoint subsets.
By using this fact we can see now that the weak stability inequality assumed on
i(M) ⊂ U with p ∈ i(M) actually implies that there exists an ambient open ball B
around p in which the strong stability holds (i.e. without the restriction of the zero-
average on the test function ζ ∈ C1c (B \ (singV \ gen-regV ))). To see this, consider,
for R > 0 fixed such that Bn+1R (p) ⊂ U and 0 < r < R, the ball Bn+1r (p) and the
annulus Bn+1R (p) \ B
n+1
r (p). By the previous discussion, the strong stability inequal-
ity must hold in at least one of the disjoint open sets i−1(Bn+1R (p) \ B
n+1
r (p)) and
i−1(Bn+1r (p)). We have either (i) for some r the strong stability inequality holds for
all ζ ∈ C1c
(
Bn+1r (p) \ (singV \ gen-regV )
)
or (ii) the strong stability holds with any
ζ ∈ C1c
(
Bn+1R (p) \ (singV \ gen-regV ) \ {p}
)
. In the latter case the inequality can
be shown to hold for an arbitrary ζ supported in Bn+1R (p) \ (singV \ gen-regV ) by a
standard capacity argument, since n ≥ 2. In either case we reach the same conclu-
sion: there is a ball B around p such that the strong stability inequality holds for all
ζ ∈ C1c (B \ (singV \ gen-regV )).
Remark 2.8 (assumption (V)⇒ local strong stability for J). Remark 2.7 says that the
requirement that a immersed CMC hypersurface is variationally stable (as an immer-
sion) in an open set with respect to volume-preserving variations induced by ambient
test functions (which is equivalent, as mentioned earlier, to the validity of the weak
stability inequality in the same open set) implies the validity of the strong stability
inequality in a neighbourhood of every point and therefore it gives the non-negativity
of J ′′(0) for any variation supported in that neighbourhood (non necessarily volume
preserving) that is induced by an ambient test function. Therefore the (geometrically
natural) variational stability of a CMC hypersurface for volume-preserving variations
implies that the hypersurface is locally a stable critical point for the functional J , for
the variations that we allowed. The importance of this observation lies in the fact that
J is an admissible functional for the validity of the results in [SchSim81].
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This concludes the discussion on the “CMC stable” assumptions and we are now
ready to state the main regularity result.
Theorem 2.1 (regularity for (weakly) stable CMC integral varifolds). Let
n ≥ 2 and let V be an integral n-varifold on an open set U ⊂ Rn+1 such that the
hypotheses (I)-(V) above hold; specifically:
(1) the first variation of V with respect to the area functional is locally bounded in
U and is absolutely continuous with respect to ‖V ‖, and the generalized mean
curvature ~H of V is in Lploc(‖V ‖) for some p > n;
(2) singCV = ∅;
(3) whenever X ∈ singTV there exists ρ > 0 such that2
Hn
({Y ∈ spt ‖V ‖ ∩Bn+1ρ (X) : Θ(‖V ‖, Y ) = Θ(‖V ‖, X)}) = 0;
(4) if an open set O ⊂ (U \(spt ‖V ‖ \ reg1V )) is such that reg1V ∩ O is orientable,
then, relative to one (of the two possible choices of) orientation on reg1 V ∩O,
V O is stationary with respect to the area functional under volume-preserving
variations;3
(5) for every φ ∈ C∞c (U \(singV \ gen-regV )) that satisfies
∫
gen-regV φdHn = 0,
gen-regV is stable with respect to the area functional under (volume-preserving)
variations with initial normal speed φν. 4
Then singV \singT V is empty if n ≤ 6, discrete if n = 7 and is a closed set of Hausdorff
dimension at most n − 7 if n ≥ 8. Moreover singT V ⊂ gen-regV (see Definition 2.5
above) and singT V is locally contained in a smooth submanifold of dimension (n− 1),
and gen-regV is a classical CMC immersion.
Remark 2.9. It follows directly from the definition of classical singularity that the no-
classical-singularities assumption (hypothesis 2) is equivalent to the following: there
exists a set Z ⊂ spt ‖V ‖ with Hn−1(Z) = 0 (not assumed closed) such that singC V ∩
(spt ‖V ‖ \ Z) = ∅.
Remark 2.10. The preceding regularity result is of local nature, so it suffices to prove
it locally around any point of spt ‖V ‖, i.e. taking U to be a small open ball around
any given point in spt ‖V ‖. On the other hand, in view of Remark 2.8, around any
X ∈ spt ‖V ‖ we can find a ball such that gen-regV is, in that ball, a C2 CMC immersion
that is strongly stable with respect to the functional J = a + h0vol (i.e. stable with
respect to J for variations induced by arbitrary ambient test functions not necessarily
having zero average), where h0 is the constant value for the scalar mean curvature
(implied by assumption 4, see the discussion after (IV) above).
In view of Remark 2.10 we see that Theorem 2.1 will be implied by the following
theorem in which strong stability is assumed. It turns out that, for the proof, we only
need to require the stability with respect to variations with initial speed fν where f is
a non-negative ambient test function.
Theorem 2.2 (regularity for strongly stable CMC integral varifolds). Let
n ≥ 2 and let V be an integral n-varifold on an open set U ⊂ Rn+1 that satisfies the
following assumptions:
2In particular from this assumption it follows that Hn (singTV ) = 0, see Remark 2.3.
3Of course locally on reg1 V there is always an orientation; by the discussion following (IV) all of
reg1 V is orientable (and smooth) whenever (IV) holds.
4The fact that gen-regV is a CMC C2-immersion (possibly with several connected components) is
not an assumption here, it is an immediate consequence of assumption 4, in view of Remark 2.5. Only
the stability is an assumption.
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(1) the first variation of V with respect to the area functional is locally bounded and
is absolutely continuous with respect to ‖V ‖, and the generalized mean curvature
~H of V is in Lp(‖V ‖) for some p > n;
(2) singCV = ∅;
(3) whenever X ∈ singTV there exists ρ > 0 such that5
Hn
({Y ∈ spt ‖V ‖ ∩Bn+1ρ (X) : Θ(‖V ‖, Y ) = Θ(‖V ‖, X)}) = 0;
(4) reg1V = regV and there exists a continuous choice of unit normal νˆ on regV
and a constant h ∈ R such that ~H = hνˆ everywhere on regV ;
(5) for each f ∈ C1c (U \ (singV \ gen-regV )) with f ≥ 0, gen-regV is stable with
respect to the functional J defined in (5) under variations (as an immersion)
with initial normal speed fν; equivalently,∫
gen-regV
|A|2f2 dHn ≤
∫
gen-regV
|∇f |2 dHn for all such f,
with notation as in (7).
Then singV \singT V is empty for n ≤ 6, discrete for n = 7 and for n ≥ 8 it is a closed
set of Hausdorff dimension at most n− 7. Moreover singTV ⊂ gen-regV , in the sense
of Definition 2.5 and singTV is locally contained in a smooth submanifold of dimension
(n− 1), and gen-regV is a classical CMC immersion.
Remark 2.11 (the case H = 0). For the minimal case (H = 0) Theorem 2.1 provides
the same result as [Wic14] but with weaker assumptions, namely the fact that H is
identically 0 is replaced by the requirements that (assumption 1) H ∈ Lp(‖V ‖) and
(assumption 3) H = 0 on reg1V , the C1,α embedded set. The global vanishing of H,
which is an assumption in [Wic14], is for us a conclusion. Assumption 2 becomes redun-
dant in the minimal case, as it follows from the remaining assumptions and from the
maximum principle that singTV = ∅. Moreover the variational stability (assumption
5) only needs to be assumed for volume preserving variations rather than for arbitrary
ones; note, to this end, that a complete minimal hypersurface in an open ball is always
orientable by [Sam69], and the argument extends to the case of a singular set having
codimension at least 7 (it will be clear from the proof that this is all that is needed).
The class of varifolds in Theorem 2.1 is moreover compact under mass and mean
curvature bounds:
Theorem 2.3 (compactness for stable CMC integral varifolds). Let n ≥ 2
and consider an open set U ⊂ Rn+1. The class of integral n-varifolds V that satisfy
assumptions (1)-(5) of Theorem 2.1 and have uniformly bounded masses ‖V ‖(U) ≤ K0
and uniformly bounded mean curvatures |H| ≤ H0 for K0, H0 ∈ R (where H is the
generalized mean curvature of V as in assumption 3) is compact in the varifold topology.
Remark 2.12. In the presence of touching singularities one could consider a stronger
stability assumption, namely one that allows variations that move the two C1,α hyper-
surfaces independently at the touching set. Such an assumption would make it possible
to employ techniques similar to those used in [Caf98] for the so-called obstacle prob-
lem, and in particular it would permit the regularity improvement from C1,α to C1,1.
Note that we are not allowing these variations; we impose only the weaker, classical
assumption that stability holds when we already know that the hypersurface is C2.
5In particular from this assumption it follows that Hn (singT V ) = 0, see Remark 2.3.
STABLE CMC INTEGRAL VARIFOLDS OF CODIMENSION 1 23
2.2. Optimality of the theorems: some examples.
Remark 2.13. As observed in Section 1.2, the stationarity assumption must be fulfilled
on any orientable portion of reg1 V for C2 regularity of reg1 V to follow, see Figure 1.
Figure 1. The 1-dimensional varifold V depicted here consists of two
quarters-of-circle with equal radii joined together in a C1,1 fashion,
taken with multiplicity 1. Every point of the varifold is in reg1 V but V
is not of class C2. Although all of V is orientable, V is not stationarity
(for volume preserving deformations) with respect to either choice of
orientation; V is stationary only away from the point where the two
circular arcs meet.
Remark 2.14. In the absence of hypothesis 3, the C2 regularity conclusion of Theo-
rem 2.1 away from a codimension 7 set cannot hold. This is easily seen by the following
1-dimensional example V in R2 which satisfies hypotheses 1, 2, 4, 5 but not hypothesis
3 of Theorem 2.1, and has one point where it is not C2 (but is C1,1) immersed. (Of
course, an n-dimensional example is obtained, with an (n − 1)-dimensional set where
the varifold is not C2 immersed, by taking the cartesian product of V with Rn−1). In
this example, V is supported on the set S ⊂ R2 defined, with (x, y) ∈ R2, by
S = {y ≤ 1, x2 + (y − 1)2 = 1} ∪ {y ≥ −1, x ≤ 0, x2 + (y + 1)2 = 1}
and has multiplicity 2 on the portion {(x, y) ∈ R2 : y ≤ 1, x ≥ 0, x2 + (y − 1)2 = 1}
and multiplicity 1 on the rest. See Figure 2. Observe that the origin is a touching
singularity and the mean curvature is constant on reg1V = S \ {(0, 0)}. The stability
is also true on S \ {(0, 0)} since we have graphical portions of a CMC curve. However
writing the support S at this touching singularity as the union of two graphs on the line
{y = 0} we are forced to use, for one of the graphs, the function u1 on [−1, 1] that takes
the value
√
1− x2 + 1 for x ≥ 0 and the value √1− x2− 1 for x ≤ 0, which is C1,1 and
enjoys no better regularity (the other graph is the one of the function u2 =
√
1− x2 +1,
that is C2).
Remark 2.15. If we drop assumption 2 (absence of classical singularities) we have the
examples of two spheres of equal radii crossing along an equator or two transversely
intersecting graphical pieces of spheres of equal radii. Both these examples have stable
regular parts, and in fact satisfy assumptions 1, 3, 4, 5, but clearly do not satisfy the
regularity conclusion. We conjecture that in the absence of assumption 2 the optimal
regularity should be that singV is at most (n− 1)-dimensional.
Remark 2.16 (jumps in the multiplicities at the touching points). We wish to stress that
the stability condition is given only on spt ‖V ‖, i.e. we neglect multiplicities: indeed,
with the notation from Definition 2.5 and implicitly restricting to a neighbourhood of
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Figure 2. Lack of C2 regularity in the absence of assumption 3, see
Remark 2.14.
p ∈ gen-regV ∩singTV , we do not generally have that V = q1|graphu1|+q2|graphu2| for
some constants q1, q2 ∈ N, as the following examples show. Consider the 1-dimensional
integral varifold V (higher dimensional examples follow by a trivial product with a
linear subspace) whose support is given by (see Figure 3) the set D ⊂ R2 defined by
(here (x, y) ∈ R2)
D = {y ≥ −1, x2 + (y + 1)2 = 1} ∪ {y ≤ 1, x2 + (y − 1)2 = 1}
with multiplicity 2 on the portions {(x, y) ∈ R2 : −1 ≤ y ≤ 0, x ≤ 0, x2 + (y+ 1)2 = 1}
and {(x, y) ∈ R2 : 0 ≤ y ≤ 1, x ≥ 0, x2 + (y − 1)2 = 1}, and multiplicity 1 on the rest.
The support of V agrees with gen-regV , the origin is a touching singularity and all
assumptions of Theorem 2.2 are satisfied.
Note that each of the two sheets {y = √1− x2 − 1} and {y = √1− x2 + 1}, taken
separately with the assigned multiplicity, is not stationary for the variational problem,
as it does not even have generalized mean curvature in Lp, due to the multiplicity jump
(the origin belongs to the so-called varifold boundary). For this reason the stability
assumption (V) is stated for spt ‖V ‖.
We can turn the given example, which is of local nature, into a global one in the
standard sphere S2, where the support of the varifold is given by the union of four
tangential circles of radius
√
2/2, as follows. Let S2 = {(x, y, z) : x2 +y2 + z2 = 1} and
C1 =
{
x2 + y2 =
1
2
, z =
√
2
2
}
, C2 =
{
x2 + z2 =
1
2
, y =
√
2
2
}
,
C3 =
{
x2 + y2 =
1
2
, z = −
√
2
2
}
, C4 =
{
x2 + z2 =
1
2
, y = −
√
2
2
}
.
We set multiplicities as follows: on the half-circles C1 ∩ {x > 0}, C2 ∩ {x < 0},
C3 ∩{x > 0} and C4 ∩{x < 0} we set the multiplicity equal to 2 and on the remaining
four half-circles we set it equal to 1.
Remark 2.17. In view of Remark 2.16 it is natural to consider the restricted class of
varifolds that satisfy the assumptions of Theorem 2.1 with the extra constraint that
for p ∈ singTV ∩ gen-regV the two embedded hypersurfaces going through p have
separately constant multiplicity. It will follow from the proof of Theorem 2.3 that
this class also enjoys the same compactness result (it is immediate that the regularity
theorem holds for this restricted class as well).
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Figure 3. A jumps in the multiplicity of each of two C2 CMC graphs
along the touching set, see Remark 2.16.
Remark 2.18. The possibility, allowed in the conclusion of Theorems 2.1 and 2.3, that
a codimension-7 singular set Σ may be present for n ≥ 7 is not surprising, in view
of the analogous statements for stable minimal hypersurfaces, shown to be optimal by
the example of Simons’ cone. The recent work [Irv17] constructs, in a spirit similar
to [CHS84], examples of CMC hypersurfaces with an isolated singularity that are as-
ymptotic to a singular minimal cone. These hypersurfaces are stable when the minimal
cone is strictly stable (e.g. Simon’s cone), showing the optimality of our conclusion.
2.3. Consequences for Caccioppoli sets. In this subsection we focus on a special
class of integral varifolds, namely multiplicity 1 varifolds associated to the reduced
boundary of Caccioppoli sets. The latter is a natural class for the variational problem
of minimizing boundary area for a fixed enclosed volume, indeed the literature on the
subject in the minimizing case is rich and rather complete, see e.g. [GMT83] for the
Euclidean case and [Mor03] for the extension to Riemannian manifolds. For “stationary
Caccioppoli sets” and for “stationary-stable Caccioppoli sets” there is not even a partial
local theory available for the variational problem under consideration and the notion of
stationarity/stability itself is not immediately clear. In the following we point out how
a very natural stationarity condition (on a Caccioppoli set) for ambient deformations
fits very well with hypotheses 1 and 3 in Theorem 2.1 and thus makes the class of
varifolds used in Theorem 2.1 suited to the context of Caccioppoli sets.
Remark 2.19 (stationarity for ambient deformations⇒ hypothesis 1 ). Any Caccioppoli
set E admits a natural notion of enclosed volume, namely
∫
χE , where χE denotes the
characteristic function of E. In order to make sense of this notion when the enclosed
volume is not necessarily finite, one restricts to an arbitrary open set with compact
closure. For O ⊂⊂ Rn+1 we consider the functional (for a certain λ ∈ R)
(8) JO(E) = ‖∂∗E‖(O) + λ
∫
O
χE ,
where ‖∂∗E‖(O) denotes the total mass of the boundary measure ∂∗E = DχE in
O, and impose the stationarity condition for the varifold |∂∗E| as follows. For any
one-parameter family of deformations ψt for t ∈ (− ε, ε) with initial velocity X ∈
C1c (O;Rn+1) we obtain a one-parameter family of Caccioppoli sets {Et = ψt(E)}t∈(− ε,ε)
such that E0 = E and Et \ O = E \ O for t ∈ (− ε, ε); we require
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(9)
d
dt
∣∣∣∣
t=0
JO(Et) = 0.
This is a stronger hypothesis compared to assumption (IV) above (we are allowing
variations not necessarily supported on reg1). In this case the stationarity implies
automatically that the generalised mean curvature of the multiplicity 1 n-varifold |∂∗E|
associated to the reduced boundary is a constant multiple of the unit normal with no
singular part, as we will show now. The first variation of
∫
O χEt is equal to
∫
∂∗E∩O ν ·
XdHn ∂∗E by the divergence theorem on E, where ν denotes the outer normal on
∂∗E. The first variation of ‖∂∗Et‖(O) = |Hn (∂∗Et ∩ O)| is, on the other hand, by
the first variation formula, given by δ∂∗E(X) =
∫
∂∗Et∩O div∂∗EX dHn ∂∗E and is by
definition a continuous linear functional on C1c (O;Rn+1). The stationarity assumption
implies that
δ∂∗E(X)− λ
∫
ν ·X(dHn ∂∗E) = 0
for every X ∈ C1c (O;Rn+1), i.e. δ∂∗E and the vector measure λ(dHn ∂∗E)ν are equal
as elements of the dual of C1c (O;Rn+1). The fact that (dHn ∂∗E)ν is a measure
implies therefore that δ∂∗E(X) ≤ CEλ|X|C0 for every X ∈ C1c (O;Rn+1), for some
constant CE , in other words the varifold |∂∗E| has locally bounded first variation
in the sense of [Sim83, §39] and δ∂∗E extends to a continuous linear functional on
X ∈ C0c (O;Rn+1): this extension necessarily agrees with λ(dHn ∂∗E)ν. The latter is
absolutely continuous with respect to the varifold measure Hn ∂∗E and we conclude
that the generalized mean curvature of |∂∗E| in O is ~H = λν for the constant λ, in
particular it is L∞. We point out that the stationarity for JO for arbitrary ambient
deformations is equivalent to the stationarity of the perimeter measure under volume-
preserving ambient deformations, see [Mag12].
Remark 2.20 (hypothesis 1⇒ hypothesis 3 ). When V is the multiplicity 1 varifold natu-
rally associated to the reduced boundary ∂∗E of Caccioppoli set E ⊂ Rn+1, hypothesis
3 in Theorems 2.1 and 2.2 is automatically satisfied in the presence of assumption 1.
Indeed, let ‖V ‖ = Hn ∂∗E; the assumption that the generalized mean curvature is
in Lp(‖V ‖) for p > n implies, by the monotonicity formula [Sim83, 17.6], that the
density Θ(‖V ‖, x) exists everywhere and is ≥ 1 on spt ‖V ‖. Moreover by [Sim83, The-
orem 3.15] we have that Θ(‖V ‖, x) = 0 for Hn-a.e. x ∈ spt ‖V ‖ \ ∂∗E, so we must
have Hn (spt ‖V ‖ \ ∂∗E) = 0. De Giorgi’s rectifiability theorem further gives that, for
x ∈ ∂∗E, Θ(‖V ‖, x) = 1. Since, by the definition of singTV , for any p ∈ singTV we
have Θ(‖V ‖, p) ≥ 2, it follows that hypothesis 3 of Theorem 2.1 holds.
Remarks 2.20 and 2.19 imply immediately the validity of the following corollary
of Theorem 2.1. It is worthwhile pointing out that, to our knowledge, proving this
corollary alone is not easier than proving the more general Theorem 2.1; the only
slight simplification lies in the fact that the jumps in multiplicities on gen-regV \ regV
described in Remark 2.16 would be prevented, as the multiplicity is necessarily 1 on
regV , but this would not contribute significantly to shortening the arguments.
Corollary 2.1 (stable CMC Caccioppoli sets). Let n ≥ 2 and let |∂∗E| be the
multiplicity 1 integral n-varifold associated to the reduced boundary ∂∗E of a Caccioppoli
set E ⊂ Rn+1. Let O ⊂⊂ Rn+1 and assume that:
(i) singC |∂∗E| ∩ O = ∅;
(ii) the set E is stationary with respect to the functional JO as in (8), i.e. the condi-
tion (9) holds (for ambient deformations ψt as specified in (9));
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(iii) gen-reg |∂∗E|∩O is stable as an immersion with respect to the functional J in (5),
written with h0 = λ and O instead of U, for all volume-preserving variations with initial
speed fν, where f ∈ C1c (O \ (sing |∂∗E| \ gen-reg |∂∗E|)) and
∫
gen-reg |∂∗E| fdHn = 0.
Then O∩(sing |∂∗E| \ singT |∂∗E|) is empty for n ≤ 6, closed and discrete for n = 7
and for n ≥ 8 it is a closed set of Hausdorff dimension at most n − 7. Moreover
O∩singT |∂∗E| ⊂ gen-reg |∂∗E| and singT |∂∗E| ∩ O is locally contained in a smooth
submanifold of dimension (n− 1).
Remark 2.21. The regularity conclusion in the preceding corollary is sharp, as shown by
the examples constructed in [Irv17]. Very recent remarkable work by Delgadino–Maggi
[DelMag17] classifies Caccioppoli sets in Rn+1 with finite volume that are stationary
with respect to the perimeter for volume-preserving ambient deformations, showing
that they are unions of balls. Even in the Euclidean case, a local analogue of this
regularity result does not hold under stationarity only, in view of [Irv17].
Remark 2.22. At first sight the stability assumption (iii) of Corollary 2.1 might seem
unsuited to the context of Caccioppoli sets, since we are requiring variations as an
immersion of gen-reg |∂∗E| and, in doing so, we may exit the class of Caccioppoli sets.
We wish to point out however that assumption (iii) can be rephrased as requiring non-
negativity at t = 0 of the second variation of the perimeter measure computed along
a deformation within the class of Caccioppoli sets that enclose the same volume and
that are close to the initial one with respect to the L1loc-topology. In particular is sat-
isfied under the area-minimizing assumption in Gonzales–Massari–Tamanini [GMT83].
Figure 4 shows the idea behind this claim, which can be made precise.
Remark 2.23. The notion of stability with respect to the L1loc-topology on Caccioppoli
sets, as discussed in Remark 2.22, leads to the natural question of what can be said
in the case when both stationarity and stability hold with respect to the L1loc-topology
(rather than assuming stationarity for ambient deformations, as in Corollary 2.1). We
will discuss this in the next subsection, where we will prove that under such variational
assumptions a stronger result can be obtained. In fact, subject to this stationarity
assumption, a weaker notion of stability suffices.
2.3.1. Stationarity among L1loc-close Caccioppoli sets. In the previous Corollary 2.1 we
required the stationarity condition for deformations induced by ambient vector fields
and the stability of gen-reg |∂∗E| as an immersion. Depending on the application of
the regularity theory, there might be more or less suited stationarity and stability
conditions. Much effort has been devoted to the case in which the Caccioppoli set is
minimizing for the isoperimetric problem ([GMT83], [Mor03]): this assumption can be
viewed as sitting at one end of the spectrum, where we are allowed to compare with any
other Caccioppoli set and we have a minimization property. A slightly weaker notion,
of similar flavour, is that of locally minimizing, where the Caccioppoli set minimizes
the perimeter measure among all Caccioppoli sets that are close to it in the sense of
the L1loc-topology. At the other end of the spectrum, we might require that stationarity
and stability hold for volume-preserving deformations induced by ambient vector fields.
We give, in this subsection, a corollary of our main result that is in between these
two ends. In this corollary, stationarity is required with respect to the L1loc-topology;
somewhat surprisingly, under such a stationarity assumption (clearly stronger than the
one in Corollary 2.1), we only need a very minimal stability requirement, namely only
stability of the smoothly embedded part of ∂∗E for volume-preserving deformations
(which are therefore induced by ambient vector fields). Beyond these variational hy-
potheses, no further condition, structural or otherwise, is needed and we in fact obtain
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Figure 4. We consider the Caccioppoli set E depicted in the bottom
left picture. In the first row, a volume-preserving deformation, as an
immersion, of the smoothly immersed boundary of E (close to a touch-
ing singularity) is depicted. In order to see the preservation of enclosed
volume as an immersion, we need to count with multiplicity two the
overlapping region (second row, left picture). The same enclosed vol-
ume and the same perimeter can be realized by “creating a copy” of
the overlapping region (second row, right picture). The bottom row de-
picts the corresponding volume-preserving deformation within the class
of Caccioppoli sets: note that the perimeter and enclosed volume of
the Caccioppoli set on the bottom right picture are respectively the hy-
persurface area and enclosed volume of the immersion in the top right
picture.
a stronger conclusion than in Corollary 2.1. We here prove this in the Euclidean case;
the routine extension to the case of an analytic ambient metric will be included in
[BelWic-1]. We conjecture that the same result should hold in a smooth Riemannian
manifold.
Definition 2.6. Let E be a Caccioppoli set and O be a bounded open set. A one-sided
one-parameter family of deformations of E in O is a collection {Et}t∈[0,ε) of Caccioppoli
sets, for some ε > 0, such that the curve
t ∈ [0, ε)→ χEt
is continuous in the L1loc-topology and such that Et = E in Rn+1 \O for every t ∈ [0, ε)
and E0 = E.
A one-sided one-parameter volume-preserving family of deformations of E in O is a
one-sided one-parameter family of deformations of E inO with the additional constraint
that |E ∩ O | = |Et ∩ O | for every t ∈ [0, ε).
Definition 2.7. Let E be a Caccioppoli set in Rn+1 and O be a bounded open set.
We say that E is stationary in O for the perimeter measure among Caccioppoli sets
that enclose the same volume when the following condition holds:
d
dt
∣∣∣∣
t=0+
‖DχEt O‖ ≥ 0
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for any choice of one-sided one-parameter volume-preserving family of deformations of
E in O as in Definition 2.6 such that the map t → ‖DχEt O‖ is differentiable from
the right at t = 0.
Definition 2.7 imposes a condition that is stronger than stationarity under ambi-
ent volume-preserving deformations (i.e. those deformations that are induced by C1c
ambient vector fields). More generally, for any one-parameter volume-preserving defor-
mation t ∈ (− ε, ε)→ Et, continuous with respect to the L1loc-topology on Et and such
that t → ‖DχEt O‖ is differentiable t = 0, then the requirement in Definition 2.7
immediately implies the stationarity condition ddt
∣∣
t=0
‖DχEt O‖ = 0. The purpose of
the requirement in Definition 2.7 is to impose a notion of stationarity in cases where the
structure of the Caccioppoli set naturally gives rise only to one-sided deformations6.
Corollary 2.2. Let E be a Caccioppoli set in Rn+1 such that E is stationary in a
bounded open set O for the perimeter measure among Caccioppoli sets with the same
enclosed volume, in the sense of Definition 2.7. Moreover assume that the smoothly
embedded part reg |∂∗E| is weakly stable, i.e. stable for the perimeter measure under
volume-preserving ambient deformations (in the sense of hypothesis (V), but with φ ∈
C1c (O \ sing |∂∗E|)).
Then there exists a closed set Σ such that dimHΣ ≤ n − 7 and ∂∗E ∩ (O \Σ) is
a smoothly immersed CMC hypersurface (possibly with several connected components)
and with the property that at every point p ∈ ∂∗E ∩ (O \Σ) at which ∂∗E is not locally
embedded there exists a neighbourhood Bn+1ρ (p) in which ∂∗E is the union of exactly two
smooth complete CMC hypersurfaces in Bn+1ρ (p) that intersect tangentially. Moreover
singT |∂∗E| is a finite union of submanifolds of dimensions between 0 and n− 2.
Corollary 2.2 generalizes the work of Gonzales–Massari–Tamanini ([GMT83]) that
established regularity of boundaries that minimize area subject to the fixed enclosed
volume constraint7.
In Section 9 we will prove this result by reducing it to Corollary 2.1. In particular, we
will show that the stationarity condition in Corollary 2.2 rules out classical singularities
and moreover forces gen-regV to have a more restrictive structure where tangential
CMC sheets do not touch along a submanifold of dimension n−1 (whence by analyticity
the touching set has locally finite n − 2 dimensional Hausdorff measure). This is the
reason why the stability requirement can be weakened to only involve regV . We point
out that there is actually only one type of one-sided volume-preserving deformation
that we need to employ that is not induced by an ambient deformation.
3. Main steps of the proof: Sheeting, Minimum Distance and Higher
Regularity Theorems
Let H be a non-negative constant. We will denote by SH the class of integral n-
varifolds satisfying assumptions 1, 2, 3, 4, 5 of Theorem 2.2 with U = Bn+12 (0) and
|h| ≤ H and with fixed p > n.
6Roughly speaking, and as will be clear from the proof in Section 9, when the reduced boundary has
a touching singularity or a classical singularity, then the L1loc-topology allows to “break the singularity
apart” in one direction only. From this perspective, a Caccioppoli set with a touching singularity or a
classical singularity should be thought of as sitting “at the boundary” of the space of Caccioppoli sets:
its deformations are therefore naturally one-sided, and the stationarity condition must be formulated
as an inequality.
7In [BelWic-1] we will similarly generalize the result of [Mor03] to Caccioppoli sets in anlytic
Riemannian manifolds that are stationary and stable in the sense of Corollary 2.2.
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Although many intermediate steps will be required, we can summarise the strategy
of the proof of Theorem 2.2 with the following three main theorems, which will all be
proved by simultaneous induction.
Theorem 3.1 (Sheeting Theorem). Let q be a positive integer. There exists ε =
ε(n,p, q,H) ∈ (0, 1) such that if V ∈ SH , (ωn2n)−1‖V ‖(Bn+12 (0)) < q + 1/2, q− 1/2 ≤
ω−1n ‖V ‖ (B1 × Rn(0)) < q + 1/2 and∫
Bn1 (0)×R
|xn+1|2 d‖V ‖(X) + 1
ε
(∫
Bn1 (0)×R
|h|p d‖V ‖(X)
) 1
p
< ε then
V
(
Bn1/2(0)× R
)
=
q∑
j=1
|graphuj |
where uj ∈ C1,α (Bn1/2(0);R) and u1 ≤ u2 ≤ . . . ≤ uq, with
‖uj‖2C1,α(Bn
1/2
(0)) ≤ C
∫
Bn1 (0)×R
|xn+1|2 d‖V ‖(X) + 1
ε
(∫
Bn1 (0)×R
|h|p d‖V ‖(X)
) 1
p

for some fixed constants α = α(n, p, q,H) ∈ (0, 1/2), C = C(n, p, q,H) ∈ (0,∞) and
each j = 1, 2, . . . , q.
Theorem 3.2 (Minimum Distance Theorem). Let δ ∈ (0, 1/2) and let C ∈ IVn(Rn+1)
be a stationary cone in Rn+1 such that spt ‖C‖ consists of three or more n-dimensional
half-hyperplanes meeting along a common (n − 1)-dimensional subspace. There ex-
ists ε = ε(C, δ, n, p,H) ∈ (0, 1) such that if V ∈ SH and (ωn2n)−1‖V ‖(Bn+12 (0)) ≤
Θ (‖C‖, 0) + δ then
distH (spt ‖V ‖ ∩Bn+11 (0), spt ‖C‖ ∩Bn+11 (0)) > ε .
Theorem 3.3 (Higher Regularity Theorem). Let q be a positive integer and let V ∈ SH
be such that
V
(
Bn1/2(0)× R
)
=
q∑
j=1
|graphuj |
where uj ∈ C1,α (Bn1/2(0);R) for some α ∈ (0, 1/2), and u1 ≤ u2 ≤ . . . ≤ uq. Then
spt ‖V ‖ ∩
(
Bn1/2(0)× R
)
= ∪q˜j=1graph u˜j
for some q˜ ≤ q and distinct functions u˜j : B1/2(0) → R with u˜1 ≤ u˜2 ≤ . . . ≤ u˜q˜
where:
(i) u˜j ∈ C2(Bn1/2(0);R) and solves the CMC equation on Bn1/2(0) (and hence by
elliptic regularity u˜j ∈ C∞(Bn1/2(0);R)) for each j ∈ {1, 2, . . . , q˜}.
(ii) if q˜ ≥ 2, the graphs of u˜j touch at most in pairs, i.e. if there exist x ∈ Bn1/2(0)
and i ∈ {1, 2, ...q˜ − 1} such that u˜i(x) = u˜i+1(x) then Du˜i(x) = Du˜i+1(x) and
u˜j(x) 6= u˜i(x) for all j ∈ {1, 2, ...q˜} \ {i, i+ 1}.
Thus the Higher Regularity Theorem says that the touching singularities of V are
always two-fold and they are in gen-regV .
The induction scheme for the proofs of the above theorems is as follows. Let q ≥ 2
be an integer, and assume the following:
induction hypotheses:
(H1) Theorem 3.1 holds with any q′ ∈ {1, . . . , q − 1} in place of q.
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(H2) Theorem 3.2 holds whenever Θ (‖C‖, 0) ∈ {3/2, . . . , q − 1/2, q}.
(H3) Theorem 3.3 holds with any q′ ∈ {1, . . . , q − 1} in place of q.
Completion of induction is achieved by carrying out, assuming (H1), (H2), (H3), the
following four steps in the order they are listed:
(i) Prove Theorem 3.1 (Sections 4 and 5);
(ii) prove Theorem 3.2 in case Θ (‖C‖, 0) = q + 1/2 (Section 6);
(iii) prove Theorem 3.2 in case Θ (‖C‖, 0) = q + 1 (Section 6);
(iv) prove Theorem 3.3 (Section 7).
The base case q = 1 of Theorem 3.1 is a direct consequence of Allard’s regularity
theorem [All72], and the case Θ (‖C‖, 0) = 3/2 of Theorem 3.2 follows from a theorem
of Simon [Sim93, Theorem 4]8. We wish to point out that, within step (i), there is a
large “substep” (Section 4) that is still part of the inductive scheme and is needed to
develop the necessary “linear theory” for the Sheeting Theorem.
The case Θ (‖C‖, 0) = 2 of Theorem 3.2 follows by taking q = 1 in the argument for
step (iii) above, and using the case q = 1 of Theorem 3.1 and the case Θ (‖C‖, 0) = 3/2
of Theorem 3.2 in place of the induction hypotheses (H1), (H2) respectively. In the
case q = 1 Theorem 3.3 is void and just needs to be replaced with the consequence of
Allard’s regularity theorem and the CMC assumption to obtain C2 regularity and the
validity of the CMC equation (i.e. it becomes the standard higher regularity for the
base case q = 1 of Theorem 3.1).
The three theorems above will be combined with the following elementary proposi-
tion, used at a number of places in the induction argument (precisely at a number of
places in the proof of the sheeting theorem and in the proof of the minimum distance
theorem), in order to complete the proof of Theorem 2.1.
Proposition 3.1. Let V ∈ SH(Ω), where Ω is an open subset of Bn+12 (0), and for
2 ≤ q ∈ N let Sq = {Z : Θ (‖V ‖, Z) ≥ q}. Assume that (H1), (H2), (H3) are satisfied
and assume further that Sq ∩ Ω = ∅: then
(i) (singV \ singTV ) ∩Ω = ∅ if n ≤ 6, (singV \ singTV ) ∩Ω is discrete if n = 7 and
dimH ((singV \ singTV ) ∩ Ω) ≤ n− 7 for n ≥ 8.
(ii) singTV ∩ Ω is locally contained in a smooth submanifold of dimension n− 1.
Proof of Proposition 3.1. Statement (i). This follows using a standard tangent cone
analysis, by means of Federer stratification theorem and Simons’ stability result, see
[Wic14, Section 6 Remarks 2 and 3].
Statement (ii).Given two C2 functions u1 ≤ u2 both satisfying the CMC equation
(with the same modulus for the mean curvature) and such that the set T = {u1 = u2}
has vanishing Hn-measure and u1 and u2 are tangential at all points in T , then the
mean curvature vector of graphu1 points downwards and the mean curvature vector of
graphu2 points upwards. In particular the CMC equations read
div
(
Du1√
1 + |Du1|2
)
= −h , div
(
Du2√
1 + |Du2|2
)
= h
for h > 0. This follows from the maximum principle, more precisely from Hopf bound-
ary point lemma applied to the difference9 u1 − u2. We want to show first af all that
8Incidentally, neither of these requires the stability hypothesis, and they both hold for stationary
integral varifolds of arbitrary co-dimension.
9In Lemma 7.1 we will be concerned with an instance of this fact without the assumption that the
functions u1 and u2 are globaly C2, so we do not give the details of the argument here as they will
appear in Section 7.
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the set {D(u1 − u2) = 0} is contained in a submanifold of dimension ≤ n− 1. By the
condition of opposite signs for the mean curvature, we get that for any x ∈ T there
exists i ∈ {1, . . . , n} such that D2ii(u1 − u2) is non-zero at x and therefore the implicit
function theorem gives that Di(u1− u2) = 0 is locally around x a smooth submanifold
of dimension ≤ n − 1. In particular we have that singTV is contained, locally around
any point, in a smooth submanifold of dimension ≤ n− 1.
As a side remark, note that at each point in T we necessarily have an index i for
which D2ii(u1−u2) is non-zero, and in case we have more than one index (say L of them)
we can apply the implicit function theorem L times and obtain that T is contained in
a submanifold of dimension n− L.

In the proof of our Sheeting Theorem 3.1 we will need to make use of the following
adaptation of [SchSim81, Theorem 2]. It is through the application of this result at
various places in the argument that the stability assumption predominantly enters our
proof.
Theorem 3.4 (Schoen-Simon Sheeting Theorem with codimension 7 singular set). If
in Theorem 3.1 we assume, in place of the hypotheses 1, 2, 3 (of Theorem 2.2), that
(i) singV \ singT V = ∅ in case n < 6, singV \ singT V is discrete in case n = 7 or
dimH (singV \ singTV ) ≤ n− 7 in case n ≥ 8
and that
(ii) singT V ⊂ gen-regV,
and keep all other assumptions, then the conclusion of Theorem 3.1 holds.
proof of Theorem 3.4. Let W = |regV |, i.e. the multiplicity 1 varifold associated with
regV. Then of course spt ‖W‖ = spt ‖V ‖. It suffices to show that under the hypotheses
of Theorem 3.4 that
W
(
Bn1/2(0)× R
)
=
q˜∑
j=1
|graph u˜j |
where q˜ ≤ q, u˜j ∈ C1,α (Bn1/2(0);R) and u˜1 ≤ u˜2 ≤ . . . ≤ u˜q˜, with
‖u˜j‖2C1,α(Bn
1/2
(0)) ≤ C
∫
Bn1 (0)×R
|xn+1|2 d‖V ‖(X) + 1
ε
(∫
Bn1 (0)×R
|h|p d‖V ‖(X)
) 1
p

for some fixed constants α = α(n, p, q,H) ∈ (0, 1/2), C = C(n, p, q,H) ∈ (0,∞) and
each j = 1, 2, . . . , q.
Since gen-regW = gen-regV is a smooth CMC immersion, the first variation for-
mula
∫
W divWXdHn W = −
∫
W
~H|W ·XdHn W holds for every X ∈ C1c (Bn+12 (0) \
(singV \ singTV );Rn+1), where ~H = Hνˆ (for a constant H ∈ R) is the (classical)
mean curvature of regV . By (i) and (ii) singV \ gen-regV (= singV \ singTV ) has
codimension 7 or higher, therefore a standard cutoff argument (which requires only
Hn−1 (singV \ singTV ) = 0 and the Euclidean volume growth for W ) allows to check
that the first variation formula
∫
W divWXdHn W = −
∫
W
~H|W ·XdHn W holds for
every X ∈ C1c (Bn+12 (0);Rn+1), where ~H is the (classical) mean curvature of regV .
The proof of the above can then be obtained by following the arguments in [SchSim81]
very closely. We cannot obtain Theorem 3.4 directly from [SchSim81] because the singu-
lar set would include also singTV , which can however have dimension (n−1) and this is
not allowed by the assumptions in [SchSim81]. However, the proof in [SchSim81] carries
over to our setting. The approximate graph decomposition constructed in [SchSim81]
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will cover singTV as well. In particular the (smooth) ordered graphs of the approxi-
mate decomposition will be weakly ordered, i.e. they can touch tangentially but cannot
cross. We will now describe how to adapt the arguments from [SchSim81].
The first step is to obtain the analogue of [SchSim81, Lemma 1] (which, in our
case, has µ1 = 0) for an arbitrary ϕ ∈ C1c (Bn1 × R). It is enough to obtain this for
ϕ ≥ 0, since only this case will be used later. For the proof of the inequality we
need, following [SchSim81, proof of Lemma 1], to use the strong stability inequality
with the test function ϕ(1− (ν · ν0)2)1/2. In order to justify its use, we note that ν is
defined up to sign on gen-regW ∩ singT V and thus ϕ(1− (ν ·ν0)2)1/2 is well-defined on
gen-regW , moreover it is locally Lipschitz on gen-regW because |∇ (1− (ν ·ν0)2)1/2| ≤
|A|; therefore it admits an ambient non-negative Lipschitz extension by Kirszbraun
theorem; the strong stability inequality extends from C1 functions compactly supported
away from singV \ singTV to C1 functions with arbitrary compact support in view of
the assumption that singV \ singTV has codimension 7 (standard cutoff argument, as
in [SchSim81]); moreover the strong stability inequality extends from C1 to Lipschitz
compactly supported functions, by a simple approximation. The use of the strong
stability inequality with the test function ϕ(1− (ν · ν0)2)1/2 leads to [SchSim81, (2.1)]
and the rest of [SchSim81, proof of Lemma 1] can be carried through with routine
modifications considering the abstract immersed hypersurface and pulling-back the
functions on it.
The arguments in [SchSim81, Sections 3, 4] can now be followed to conclude the
proof: we can construct a partial graph decomposition (where the partial CMC graphs
are allowed to touch) and then show that the “excess” decays, so that all of spt ‖W‖
must be covered by the graph decomposition in the end. We stress that the arguments
for the excess decay require (compare [SchSim81, proof of Lemma 3]):
(i) the use of (the analogue of) [SchSim81, Lemma 1] with ambient non-negative
compactly supported test functions (of the form ζ[log
(
21/ ελ1ϕ0
)
]+, with notations as
[SchSim81, p. 763]);
(ii) the use of (the analogue of) [SchSim81, Lemma 1] with a special non-ambient test
function, that is compactly supported on a single sheet Gi of a (previously constructed)
partial graph decomposition (of the form ζψi, with the notations of [SchSim81, p. 763]).
The first case has been covered in the previous discussion. In the second case, we
can use Lemma 1 straight from [SchSim81], since we are dealing with a smooth CMC
graph on some connected open set Ω and [SchSim81, Lemma 1] only needs to assume
the validity of the strong stability inequality on Gi, which is true for arbitrary CMC
graphs, as explained in Appendix B below; so the second case is also covered.
The arguments described so far lead to the decay result at the origin (for the fine
excess E) given by [SchSim81, Lemma 4]. We can ensure that the L2-excess Eˆ is
uniformly small in B2(0) and in B1(X) for any choice of X ∈ B 1
2
(0). The functional
J that we are addressing does not satisfy assumption [SchSim81, (1.6)]; on the other
hand, we observe that, upon pushing-forward the given varifold V by a translation TX
(so that an arbitrary point X becomes 0) and restricting to the unit ball, we have
that the translated varifold (TX)] V B1(0) fulfils the same assumptions for the same
functional J (indeed, the notions of being CMC and stable are independent of the
choice of coordinates). Therefore we obtain the decay result at an arbitrary X ∈ B 1
2
(0)
and can complete the proof following [SchSim81, p. 775]. 
Remark 3.1 (some differences with [Wic14]). In our Sheeting Theorem we obtain the
same qualitative C1,α conclusion as in [Wic14], however the geometry of the problem
allows the graphs to touch tangentially without coinciding identically (unlike [Wic14],
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where if two graphs touch at a point they must agree globally): the touching can
clearly happen as shown by the example of two spheres with equal radii touching at
a point, or two half-cylinders touching along an affine subspace. Given two tangential
C1,α graphs such that the varifold associated to the sum of the two graphs taken each
with multiplicity 1 is in SH , it is not straightforward to prove that the two graphs
are C2 and separately CMC. A second aspect to keep in mind is that we are also
allowing multiplicity, so we cannot expect that each graph obtained in Theorem 3.1 is
separately CMC, (unlike [Wic14] where each sheet solves the minimal surface equation
separately), see Remark 2.16: in that example we have three graphs, the bottom and
top ones are smooth half-circles but the middle one is only C1,1 and agrees partly with
the bottom graph and partly with the top one. It is for these reasons that we need
to implement, in the induction procedure, the Higher Regularity Theorem, where we
look at the support of the varifold and show that it admits a graph decomposition in
which each sheet is separately a smooth CMC hypersurface and sheets can touch only
in pairs (in the example of Remark 2.16 we would be neglecting the middle graph from
the previous decomposition, as it is redundant for the description of the support). We
wish to remark that the assumption that the touching set has zero measure (assumption
3 in Theorem 2.1) plays a crucial role in the proof of Theorem 3.3 but is not needed
directly in the proof of Theorem 3.1, where it is only used inductively by assuming
(H3). Compare Remark 2.14 at this stage. We also point out that in the proof of
Theorem 3.1 the inductive assumption (H3) and Proposition 3.1 allow the use of the
stability assumption around points of multiplicity ≤ Q− 1, which permits the use of a
version of [SchSim81], i.e. Theorem 3.4.
A further difference with [Wic14] lies in the fact that the Sheeting Theorem 3.1
is obtained with α < 12 (this cannot be changed by a technical improvement, it is
intrinsic in the strategy followed). In [Wic14] the actual value of α is irrelevant (graphs
do not touch and solve separately the minimal surface equation, therefore a C1,α graph
is automatically smooth by elliptic regularity). In the present work, at the stage of
the graph decomposition for the support of the varifold, i.e. in the Higher Regularity
Theorem 3.3, the fact two C1,α graphs might touch along a Hn-null set does not
permit to use the CMC equation separately for each graph and therefore improving the
regularity from C1,α with α < 12 to C
∞ requires a lot of work: the main intermediate
steps consist in improving the Hölder exponent first to α ∈ [12 , 1) and then obtaining
W 2,2 estimates. These steps are detailed in Section 7.
In view of the fact that the main thread in Sections 4, 5 and 6 follows the arguments
in [Wic14], we will not give the full details of the proofs but will only describe the main
steps and point out the necessary modifications that need to be implemented in our
situation.
Remark 3.2. We point out that, assuming inductively the validity of (H1), (H2), (H3),
we are able to improve the regularity of the functions uj appearing in (H1): they are
in fact C1,1 (and in general not better), with norm controlled by the L2-excess Eˆ2V,ε,1,
i.e. the quantity appearing on the right-hand side of the C1,α-estimate in Theorem
3.1. On a first reading the reader may prefer to skip the proof, presented in the
following lines. To see how to get this improved regularity, we point out that (H1)
and (H3) deliver two sets of functions, respectively u1 ≤ ... ≤ uq that are C1,α with
small gradients and u˜1 ≤ ... ≤ u˜q˜ that are smooth and solve the CMC equation and
spt ‖V (B1×R)‖ is given by the union of the graphs of the functions {uj}qj=1 and also
by the union of the graphs of the functions {u˜`}q˜`=1. Moreover the functions {u˜`} can
touch at most in pairs by (H3) and the set {u˜` = u˜`+1} (for any `) is contained locally
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in a smooth (n− 1)-dimensional submanifold. By higher regularity for the CMC PDE
we obtain sup bounds |Du˜`| + |D2u˜`| ≤ C(n, q,H0) for every `. In particular we can
deduce that, denoting by T = pi{x ∈ B : u˜`(x) = u˜`+1(x) for some `}, the functions uj
are smooth on B \T and agree locally with exactly one of the u˜`, in particular we have
|Duj |+|D2uj | ≤ C(n, q,H0) on B\T for every j. From this we will deduce that actually
each uj is W 2,∞ with norm bounded by C(n, q,H0). The regularity must be proven, in
a neighbourhood of every point x ∈ T , for every function uj such that for some ` the
graphs of u˜` and u˜`+1 touch at p = (x, uj(x)). Note that there is a neighbouhood of x
over which the graphs u˜1, ..., u˜`−1 and the graphs u˜`+2, ..., u˜q˜ are completely separated
from the graphs of u˜` and u˜`+1. On such a neighbourhood U of x we consider the
function f = Duj −Du˜` and note that it is 0 on the whole of {u˜` = u˜`+1}∩U ; indeed,
for y ∈ U either uj(y) = u˜`(y) or uj(y) = u˜`+1(y) by continuity of uj and moreover
Du˜` = Du˜`+1 whenever u˜` = u˜`+1. We know that f ∈ C0,α and we will show that
f ∈ W 1,∞(U), which clearly suffices. Let χε be a standard one-parameter family of
cut-off functions that are 0 in an ε-tubular neighbourhood of {u˜` = u˜`+1} ∩ U and 1
away from a 2 ε-tubular neighbourhood of {u˜` = u˜`+1} ∩ U . It is a standard fact that
this family can be chosen in such a way that
∫ |Dχε| is equibounded in ε by CHn−1(T )
For ζ ∈ C1c (U) we have
−
∫
U
fDζ = − lim
ε→0
∫
χεfDζ = lim
ε→0
∫
(Dχε)fζ + lim
ε→0
∫
χεDfζ =
= lim
ε→0
∫
(Dχε)fζ +
∫
U\T
Dfζ
and using the facts that f = 0 on T and f ∈ C0,α we get that the first term is controlled
by C εα ‖ζ‖L∞ so in conclusion
−
∫
U
fDζ =
∫
U\T
Dfζ.
Recalling the definition of f we conclude that the distributional derivative D2uj is an
L∞ function.
4. Coarse blow-ups and the linear theory
Proposition 4.1. [Alm83, Corollary 3.11][Almgren’s Lipschitz approximation via
multiple-valued graph] Let V be a n-varifold in Bn+12 (0) with generalized mean cur-
vature in Lp(‖V ‖) for p > n. Let q ∈ N and σ > 0 be fixed. Assume that
(10)
1
ωn2n
‖V ‖ (Bn+12 (0)) < q + 12; q − 12 < 1ωn ‖V ‖ (Bn1 (0)× R) < q + 12 .
Moreover we need to assume smallness of the following “modified L2-height excess”,
namely assume that for ε = ε(n, q, σ) small enough we have
∫
Bn1 (0)×R
|xn+1|2d‖V ‖+
 ∫
Bn1 (0)×R
|h|pd‖V ‖

2
p
< ε .
Then there exist Lipschitz functions uj : Bσ → R for j ∈ {1, 2, ...q} (the multiple-
valued graph) such that uj : Bσ → R, j = 1, 2, . . . , q, with u1 ≤ u2 ≤ . . . ≤ uq
and
Lipuj ≤ 1/2 for each j ∈ {1, 2, . . . , q}
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and a measurable subset Σ of Bσ (the bad set) such that
(11) spt ‖V ‖ ∩ ((Bσ \ Σ)× R) = ∪qj=1graphuj ∩ ((Bσ \ Σ)× R)
and
(12) ‖V ‖(Σ×R) +Hn (Σ) ≤ C
 ∫
Bn1 (0)×R
|∇V xn+1|2d‖V ‖+
 ∫
Bn1 (0)×R
|h|pd‖V ‖

2
p

where C = C(n, q, σ) ∈ (0,∞).
For a nice presentation of this result (extended to other contexts as well) see [Whi97,
Theorem 4].
We10 will now recall the concept of coarse blow-up for a sequence {Vk} of varifolds
where each Vk in the class SHk for Hk ≤ H0. Assume that (10) with Vk in place of V
holds for every k. Moreover we assume that a certain “modified L2-height excess” is
going to zero. The notion of excess that we use is the following (for ε ≤ 1 and ρ ≤ 1):
Eˆ2V,ε,ρ := ρ
−n−2
∫
Bnρ (0)×R
|xn+1|2d‖V ‖ + ρ1−np
( ∫
Bnρ (0)×R
|h|pd‖V ‖
) 1
p
ε
.
Remark 4.1. Since ε will always be small, the smallness of the excess EˆV,ε .1 will always
guarantee the smallness of the quantity appearing in the assumption in Proposition 4.1.
The reason tfor the choice of the power 1/p in the second term of EˆV,ε .1 (as opposed
to the exponent 2/p which is customary in [All72], [Alm83], [Wic14]) will become clear
in the forthcoming arguments. This necessary choice will reflect into the fact that, in
a first moment, we will get a Sheeting Theorem with C1,α-regularity for α < 12 .
We assume that there exists a sequence εk → 0 such that
Eˆk := EˆVk,εk,1 < εk → 0.
Let σ ∈ (0, 1) and apply Almgren’s approximation Proposition 4.1: we obtain for each
sufficiently large k Lipschitz functions ujk : Bσ → R (j = 1, 2, . . . , q) and a measurable
subset Σk of Bσ with the properties explained above. Set
(13) vjk(x) = Eˆ
−1
k u
j
k(x)
for x ∈ Bσ, and write vk = (v1k, v2k, . . . , vqk). Then vk is Lipschitz on Bσ; and by (11)
and (12),
(14)
∫
Bσ
|vk|2 ≤ C, C = C(n, q, σ) ∈ (0,∞).
Furthermore, by taking X = xn+1ζ2en+1 for a suitable choice of ζ ∈ C1c (B1×R) in the
first variation formula [Sim83, 16.4] for an arbitrary V with generalized mean curvature
H ∈ Lp(‖V ‖) and a straightforward computation, we also have (compare [Sim83, 22.2])
10Note the following scaling properties: the invariance is to be understood with respect to the
operation (geometrically natural homothethy on the graph of f : Rn → R) f˜(x) := f(rx)
r
. Under this
change of variable we find (i)
∫
B1
|f˜ |2 = r−n−2 ∫
Br
|f |2 and (ii)
(∫
B1
|H˜|p
) 1
p
= r
(1−n
p
)
(∫
Br
|H|p
) 1
p ,
where H and H˜ denote respectively the mean curvatures of the graphs of f and f˜ in Rn+1.
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(15)
ρ−n
∫
Bρ/2×R
|∇V xn+1|2d‖V ‖ ≤ C(n)
ρ−n−2 ∫
Bρ
|xn+1|2d‖V ‖+ ρ2(1−np )
(∫
Bρ
|h|p
) 2
p
 .
Remark 4.2. Note that, if V is the graph of a Lipschitz function f , then |∇V xn+1|2 =
|Df |2
1+|Df |2 .
As a consequence of Remark 4.2, and using Lipuj ≤ 1/2 and (12), we find that the
sequence Vk satisfies
(16)
∫
Bσ
|Dvk|2 ≤ C, C = C(n, q, σ) ∈ (0,∞).
In view of the arbitrariness of σ ∈ (0, 1), by (14), (16), Rellich’s theorem and a diag-
onal sequence argument, we obtain a function v ∈ W 1,2loc (B1;Rq) ∩ L2 (B1;Rq) and a
subsequence {kj} of {k} such that vkj → v as j → ∞ in L2 (Bσ;Rq) and weakly in
W 1,2 (Bσ;Rq) for every σ ∈ (0, 1).
Definitions: (1) Coarse blow-ups: Let v ∈W 1,2loc (B1;Rq)∩L2 (B1;Rq) correspond,
in the manner described above, to (a subsequence of) a sequence {Vk} of integral n-
varifolds (Vk ∈ SHk) on Bn+12 (0) satisfying (10) and with Eˆk → 0. We shall call v a
coarse blow-up of the sequence {Vk}.
(2) The Class Bq: Denote by Bq the collection of all coarse blow-ups of sequences of
varifolds {Vk} ⊂ SHk satisfying (10) with Vk in place of V and for which Eˆk → 0.
We have the following:
Theorem 4.1 (Linearization theorem). If the induction hypotheses (H1), (H2),
(H3) hold, then Bq is a proper blow-up class, i.e. it satisfies conditions (B1)-(B7) below.
Definition 4.1. [Wic14, Section 4][proper blow-up class] Fix an integer q ≥ 1. A
collection B of functions v = (v1, v2, . . . , vq) : B1 → Rq is said to be a proper blow-up
class if it satisfies the following properties for some fixed constant C ∈ (0,∞):
(B1) B ⊂W 1,2loc (B1;Rq) ∩ L2 (B1;Rq).
(B2) If v ∈ B, then v1 ≤ v2 ≤ . . . ≤ vq.
(B3) If v ∈ B, then ∆ va = 0 in B1 where va = q−1
∑q
j=1 v
j .
(B4) For each v ∈ B and each z ∈ B1, either (B4 I) or (B4 II) below is true:
(B4 I) The Hardt-Simon inequality
q∑
j=1
∫
Bρ/2(z)
R2−nz
(
∂
(
(vj − va(z))/Rz
)
∂ Rz
)2
≤ C ρ−n−2
∫
Bρ(z)
|v − `v, z|2
holds for each ρ ∈ (0, 38(1− |z|)], where Rz(x) = |x− z|, `v, z(x) = va(z) +
Dva(z) · (x− z) and (v − `v, z) = (v1 − `v, z, v2 − `v, z, . . . , vq − `v, z).
(B4 II) There exists σ = σ(z) ∈ (0, 1− |z|] such that ∆ v = 0 in Bσ(z).
(B5) (Invariances) If v ∈ B, then
(B5 I) v˜z,σ(·) ≡ ‖v(z + σ(·))‖−1L2(B1(0))v(z + σ(·)) ∈ B for each z ∈ B1 and σ ∈
(0, 38(1− |z|)] whenever v 6≡ 0 in Bσ(z);
(B5 II) v ◦ γ ∈ B for each orthogonal rotation γ of Rn and
(B5 III) ‖v − `v‖−1L2(B1(0)) (v − `v) ∈ B whenever v − `v 6≡ 0 in B1, where `v(x) =
va(0) +Dva(0) · x for x ∈ Rn and v − `v is abbreviation for (v1 − `v, v2 −
`v, . . . , v
q − `v).
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(B6) (Compactness) If {vk}∞k=1 ⊂ B then there exists a subsequence {k′} of {k} and
a function v ∈ B such that vk′ → v locally in L2(B1) and locally weakly in
W 1,2(B1).
(B7) (Minimum Distance property) If v ∈ B is such that for each j = 1, 2, . . . , q,
there exist linear functions Lj1, L
j
2 : Rn → R with Lj1(y, 0) = Lj2(y, 0) for
y ∈ Rn−1, vj(y, xn) = Lj1(y, xn) if xn < 0 and vj(y, xn) = Lj2(y, xn) if xn ≥ 0,
then v1 = v2 = . . . = vq = L for some linear function L : Rn → R.
Before proving Theorem 4.1, let us take a close look at the significance of its con-
clusion. The following regularity theorem says that functions in a proper blow-up class
are nothing but harmonic functions. For the proof we refer to [Wic14].
Theorem 4.2 ([Wic14, Theorem 4.1] Sheeting theorem for proper blow-up
classes (linear theory)). If B is a proper blow-up class for some C ∈ (0,∞), then
each v ∈ B is harmonic in B1. Furthermore, if v ∈ B and there is a point z ∈ B1 such
that (B4 I ) is satisfied, then v1 = v2 = . . . = vq.
Remark 4.3. Note the significance of property (B7) for Theorem 4.2; an obvious coun-
terexample to the theorem in the absence of this property is the set of all functions
v = (v1, v2) : B1 → R2 such that v1 = min{`, `′} and v2 = max{`, `′} for some affine
functions `, `′ : Rn → R with ‖`‖L2(B1), ‖`′‖L2(B1) ≤ 1.
Note that in view of the compactness property (B6), the property (B7) implies the
following: Let H = (H1, H2, . . . ,Hq) : Rn → Rq be such that H1 ≤ H2 ≤ . . . ≤ Hq,
at least two of H1, H2, . . . ,Hq are distinct, and for each j = 1, 2, . . . , q, there exist
linear functions Lj1, L
j
2 : Rn → R with Lj1(y, 0) = Lj2(y, 0) for y ∈ Rn−1 such that
Hj(y, xn) = Lj1(y, x
n) if xn < 0 and Hj(y, xn) = Lj2(y, x
n) if xn ≥ 0. Then there exists
ε = ε(H,B) ∈ (0, 1) such that ∫B1/2 |v − H|2 ≥ ε for each v ∈ B. This explains why
property (B7) is called the Minimum Distance property.
first part of the proof of Theorem 4.1: properties (B1)-(B2)-(B3)-(B5)-(B6). The
case q = 1 of Theorem 4.1 corresponds to Allard’s regularity theorem see [Wic14, p.
880] and [Sim83, p. 115]: in this case one only needs to show that the function v is
harmonic.
For general case (under the inductive assumptions) it is rather straightforward to
verify properties (B1), (B2), (B5), (B6) and for property (B3) one needs to use the first
variation formula very similarly to the case q = 1 11. 
It takes substantially more effort to establish that Bq satisfies the remaining proper-
ties (B4) and (B7)—in particular (B7) (the Minimum Distance Property) will require
a rather lengthy argument. For the sake of clarity we prefer to keep the proofs of (B4)
and (B7) in distinct subsections.
4.1. Proof of Theorem 4.1: verification of (B4). To show that property (B4)
holds for Bq (with a constant C depending only on n, q and H0), one argues as follows:
Fix v ∈ Bq and z ∈ B1. If
v − `v,z ≡ (v1 − `v,z, v2 − `v,z, . . . , vq − `v,z) = 0
there is nothing further to prove, so assume v − `v,z 6= 0. Then by (B5III), v˜ =
‖v − `v,z‖−1L2(B1)(v − `v,z) ∈ Bq. Let {Vk} ⊂ S be a sequence of varifolds whose coarse
blow-up is v˜. Consider the following two alternatives, one of which must hold:
11All these properties would be true even without stability and structural assumptions on V .
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(1) there exists σ > 0 such that for all sufficiently large k, Z ∈ Bσ(z) × R =⇒
Θ (‖Vk‖, Z) < q;
(2) there exists a subsequence {k′} of {k} and points Zk′ = (z1k′ , z′k′) ∈ spt ‖Vk′‖
with
Θ (‖Vk′‖, Zk′) ≥ q
such that z′k′ → z.
These two alternatives correspond respectively to the validity of (B4II) and (B4I), as
we will show in the rest of the subsection.
We begin by showing that, if (1) is true, then alternative (B4II) must hold. Indeed
(1) implies, by means of Proposition 3.1, that for all sufficiently large k, sing Vk (Bσ(z)×
R) = ∅ if n ≤ 6, sing Vk (Bσ(z)× R) is discrete if n = 6 and
dimH (sing Vk (Bσ(z)× R)) ≤ n− 7
if n ≥ 7. Thus in this case, we may apply Theorem 3.4 to conclude that, for all suffi-
ciently large k, Vk (Bσ/2(z)×R) is given by q (weakly) ordered graphs of C1,α functions
ujk on Bσ/2(z) (for j = 1, ...q), with ‖ujk‖C1,α(Bσ/2(z)) ≤ CEˆk by the associated elliptic
estimates (for a constant C independent of k). As a consequence, upon extracting a
subsequence that we do not relabel, we have that, for every j, Eˆ−1k u
j
k converges in
C1(Bσ/2(z)) to a C1,α-function v˜j (the limit is necessarily the coarse blow up).
On the other hand, in view of (H3), we have that locally around every point
spt ‖Vk (Bσ/2(z)× R)‖
is given by the union of one or two smooth graphs (with small gradient) satisfying
the CMC equation individually (here we are working on the subsequence implicitly
extracted above). Consider the set U of x ∈ Bσ(z) such that spt ‖Vk (Bσ/2(z)×R)‖ is
embedded at (x, uj(x)) for every j ∈ {1, ..., q}. Such a set is open by definition and its
complement has Hausdorff dimension 1, by (H3) and by remark 2.6. On each connected
component of U we have that spt ‖Vk (U × R)‖ is given by q˜ ≤ q (weakly) ordered
graphs of smooth functions u˜jk on Bσ/2(z) (for j = 1, ...q˜), individually solving the
CMC equation. At this stage q˜ might depend on the chosen connected component of U ,
however again by the structure given by (H3) we have that if y ∈ spt ‖Vk (Bσ/2(z)×R)‖
and pi(y) is on the (topological) boundary of two distinct connected components of U ,
then q˜ cannot change when we pass from one connected component to the other. This
allows to obtain a unique well-defined extension to Bσ/2(z) of the functions u˜
j
k (for
j = 1, ...q˜) such that the union of their graphs describes spt ‖Vk (Bσ/2(z) × R)‖. We
remark that u˜jk individually solve the CMC equation with hk on the r.h.s. and with
hk → 0. Hence in this case we conclude with the help of higher order elliptic estimates
that Eˆ−1k u˜
j
k converges (upon extracting a subsequence of the previous one, that we
again do not relabel) in C2(Bσ/2(z)) to a C2,α-function ˜˜vj and by passing the CMC
equation to the limit and recalling that Eˆ−1k hk → 0 we obtain that ∆˜˜vj = 0 for every
j. The harmonicity implies the fact that if ˜˜vj(x) = ˜˜vj+1(x) for a point x ∈ Bσ/2(z)
and an index j ∈ {1, ..., q˜ − 1}, then ˜˜vj ≡ ˜˜vj+1 on Bσ/2(z).
Comparing the two sequences (with the same indexation) Eˆ−1k u
j
k and Eˆ
−1
k u˜
j
k we
have, by construction, that, for every k the support of the graphs of ujk agrees with
the union of the graphs of the functions u˜jk. The convergence respectively in C
1 and
C2 for the two sequences Eˆ−1k u
j
k and Eˆ
−1
k u˜
j
k forces therefore the union of the graphs of
the functions v˜j to agree with the union of the graphs of the functions ˜˜vj ; the latter is
however a disjoint union of C2 graphs, as established before. Then necessarily for each
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v˜j there is a ˜˜v` with the same graph, in particular all the functions v˜j are harmonic
and alternative (B4II) must hold.
If on the other hand (2) holds, we will use an argument due to Hardt-Simon [HarSim79]
to conclude that alternative (B4I) must hold.
We will need some preliminary estimates. We follow the reasoning leading to [Wic14,
Theorem 7.1(a)] with the due changes. The almost monotonicity formula in our case
is given by [Sim83, 17.6(1)], in which we set Λ = C(n, q, p)‖H‖Lp in view of [Sim83,
17.9(2)]; therefore [Wic14, (7.1)] is replaced by an inequality ≤ with an additional
term C(n, q, p)‖H‖Lp on the right-hand side. We then follow the argument given in
the estimate [Wic14, (7.2)] (which uses the condition Θ (‖V ‖, Z) ≥ q) by replacing (in
the second line of [Wic14, (7.2)]) the excess Eˆ2V appearing there with
∫
Bn1 (0)×R
|∇V xn+1|2d‖V ‖+
 ∫
Bn1 (0)×R
|H|pd‖V ‖

2
p
.
(This term originates in (12) and enters the argument in the computation at the top
of [Wic14, page 877], replacing the term Eˆ2V appearing there.) The replacements for
[Wic14, (7.1)] and [Wic14, (7.2)] that we have just pointed out imply that
(17)∫
Bn+1
3/8
(Z)
|(X − Z)⊥|2
|X − Z|n+2 d‖V ‖(X) ≤ C
 ∫
Bn1 (0)×R
|xn+1|2d‖V ‖+
 ∫
Bn1 (0)×R
|H|pd‖V ‖

1
p
 ,
which replaces [Wic14, (7.3)]. The right-hand side is CEˆ2V,1,1 in our notation.
The replacement for [Wic14, (7.4)] is quite immediate, no change is needed except
that we need to use the almost monotonicity [Sim83, 17.6 (2)] and therefore the estimate
becomes
(18)
∫
Bn+1
1/4
(Z)
|(X − Z)⊥|2
|X − Z|n+2 d‖V ‖(X) ≥ C|z
n+1|2 − CEˆ2V,1,1,
i.e. Eˆ2V,1,1 appears instead of the term appearing in [Wic14, (7.4)], because in our
situation we use (15).
Putting together the two inequalities (17) and (18), we have the following statement,
that replaces [Wic14, Theorem 7.1(a)]: there exists a number ε1 > 0 such that, if (10)
holds and Eˆ2V,ε,1 ≤ ε, then for any Z such that Θ(‖V ‖, Z) ≥ q we have
(19) |zn+1|2 ≤ CEˆ2V,1,1,
Let us now go back to the proof of (B4I), assuming that alternative (2) holds. For
any fixed ρ ∈ (0, 38(1− |z|)) we use (17) with ηZk′ ,ρ# Vk′ in place of V and 0 in place
of Z and we follow (without changes) the computation at the top of [Wic14, page 883].
Combining these two inequalities we deduce that, for all sufficiently large values of k′,
(here uk, Σk are as in Proposition 4.1) the following inequality holds (this replaces
[Wic14, (8.9)])
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q∑
j=1
∫
Bρ/2(z
′
k′ )\Σk′
 R2z′k′
(ujk′ − zn+1k′ )2 +R2z′
k′
n+22 R2−n
z′
k′
∂
(
(ujk′ − zn+1k′ )/Rz′k′
)
∂ Rz′
k′
2
≤ C
ρ−n−2 ∫
Bρ(z′k′ )×R
|xn+1|2d‖Vk′‖(X) + ρ1−
n
p
(∫
Bρ(z′k′ )×R
|Hk′ |pd‖Vk′‖
) 1
p

where C = C(n, q, ‖H‖Lp) ∈ (0,∞); for any fixed y ∈ Rn, Ry(x) = |x − y| and
∂
∂ Ry
denotes the radial derivative x−yRy · D. One then notes that the first factor (in
the left-hand side integrand) goes to 1 as k′ → ∞ (in the almost everywhere sense)
thanks to (19). The final step is then to divide both sides of the above inequality
by Eˆ2k′ and pass to the limit, which yields the Hardt–Simon inequality in (B4I). For
the right-hand side observe that, under our smallness assumption Eˆ2V,ε,1 ≤ ε, we have( ∫
Bn1 (0)×R
|H|pd‖V ‖
) 1
p
≤ ε Eˆ2V,ε,1, so after dividing by Eˆ2k′ , the term involving the mean
curvature on the right-hand-side goes to 0 in the limit and only the term involving the
L2-height remains. Follow [Wic14, Section 8] for details.
4.2. Proof of Theorem 4.1: verification of (B7). Non-concentration of tilt-
excess. The following lemma establishes a certain a priori estimate for integral n-
varifolds V on Bn+12 (0) with h ∈ Lp(‖V ‖) and with small “modified height-excess”
relative to a plane P. This estimate is inspired by Simon’s estimates [Sim93] and says
that if the density ratio of V at unit scale is between q − 1/2 and q + 1/2 and if there
are points of spt ‖V ‖ with density ≥ q “evenly distributed” in a certain precise sense
near an (n − 1)-dimensional subspace L, then the tilt-excess of V relative to P in a
small neighborhood of L is at most a small fraction of the total excess of V. This result,
used in the proof that Bq satisfies property (B7), may also be of independent interest.
The precise claim, assuming without loss of generality that P = Rn×{0}, is as follows:
Lemma 4.1. Let q be a positive integer, τ ∈ (0, 1/16) and µ ∈ (np , 1).There exists
a number ε1 = ε1(n, q, τ, µ) ∈ (0, 1/2) such that if V is an integral n-varifold on
Bn+12 (0) with h ∈ Lp(‖V ‖) and with
(ωn2
n)−1‖V ‖(Bn+12 (0)) < q + 1/2, q − 1/2 ≤ ω−1n ‖V ‖(B1 × R) < q + 1/2 and
Eˆ2V,ε1,1 :=
∫
Bn1 (0)×R
|xn+1|2d‖V ‖(X) +
( ∫
Bn1 (0)×R
|H|pd‖V ‖
) 1
p
ε1
≤ ε1,
and if L is an (n− 1)-dimensional subspace of {0} × Rn such that
L ∩B1/2 ⊂ ({Z ∈ spt ‖V ‖ : Θ (‖V ‖, Z) ≥ q})τ , then∫
(L)τ∩(B1/2×R)
|∇V xn+1|2d‖V ‖(X)
≤ Cτ1−µ
[∫
B1×R
|xn+1|2d‖V ‖(X) +
(∫
B1×R
|H|pd‖V ‖(X)
)1/p]
.
Here C = C(n, q, µ) ∈ (0,∞), so in particular C is independent of τ, and for a subset
A of Rn+1, we use the notation (A)τ = {X ∈ Rn+1 : dist (X,A) ≤ τ}.
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Proof. The argument follows [Wic14, Section 7]. The number µ ∈ (0, 1) needs to satisfy
(n− µ)q < n, i.e. µ > np , in order to ensure the Lq-summability of the test function ψ
in [Wic14, page 878], where q is such that 1p +
1
q = 1 (the L
q-integrability follows by a
decomposition of the ball in diadic annuli). Observe that, in following the argument in
the formula at the bottom of [Wic14, p. 878] we find (from the first variation formula)
an extra term
∣∣∫ h · ψ∣∣ on the right-hand side. This term can be bounded using Hölder’s
inequality and the facts that h ∈ Lp for p > n and ψ is in Lq. The term ‖H‖Lp is
controlled by ε1 Eˆ2V,ε1,1. This should be combined with (17) and (19) to obtain, for
every Z = (z′, zn+1) ∈ spt ‖V ‖ such that Θ(‖V ‖, Z) ≥ q the following:∫
Bn+14τ (Z)
|xn+1 − zn+1|2d‖V ‖(X)
≤ Cτn+2−µ
 ∫
B1×R
|xn+1|2d‖V ‖(X) +
 ∫
B1×R
|H|pd‖V ‖(X)
 1p
 .
In view of the hypothesis, for each Y ∈ L ∩ B1/2 we can find zn+1 ∈ R so that the
previous estimate implies∫
Bn+13τ (Y )
|xn+1 − zn+1|2d‖V ‖(X)
≤ Cτn+2−µ
 ∫
B1×R
|xn+1|2d‖V ‖(X) +
 ∫
B1×R
|H|pd‖V ‖(X)
 1p

and using (15) after a suitable translation we find that for any Y ∈ L ∩B1/2∫
Bn+13τ
2
(Y )
|∇V xn+1|2d‖V ‖(X)
≤ Cτn−µ
 ∫
B1×R
|xn+1|2d‖V ‖(X) +
 ∫
B1×R
|H|pd‖V ‖(X)
 1p

+Cτ
n+2(1−n
p
)
 ∫
B1×R
|H|pd‖V ‖(X)
 2p
≤ Cτn−µ
 ∫
B1×R
|xn+1|2d‖V ‖(X) +
 ∫
B1×R
|H|pd‖V ‖(X)
 1p
 .
We may cover the set (L)τ ∩
(
B1/2 × R
)
with balls Bn+13τ
2
(Yj) for j = 1, ..., N with
N ≤ C(n)τ1−n and Yj ∈ L∩B1/2 and with a fixed maximal number of balls overlapping
(also a constant C(n)). Then we can conclude the proof by adding up the previous
inequality (written for each Bn+13τ
2
(Yj)) for j = 1, ...N . 
Easy case of the Minimum Distance Property. We next establish the validity
of (B7) in the “easy case”, namely the case where the coarse blow up v is given by q
linear functions on each of the two sides of a hyperplane and on one of the two sides
these q linear functions agree, i.e. the following:
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Lemma 4.2. Let v = (v1, v2, . . . , vq) be such that
(20) vj(y, xn) = Lj1(y, x
n) if xn < 0 and vj(y, xn) = Lj2(y, x
n) if xn ≥ 0.
If either L11 = L
2
1 = . . . = L
q
1 or L
1
2 = L
2
2 = . . . = L
q
2, then there exists a linear function
L such that vj = L for each j = 1, 2, . . . , q.
Proof. Assume without loss of generality that L11 = L21 = . . . = L
q
1 = 0. Note that in
view of property (B3), it suffices to show that L12 = L22 = . . . = Lq2, so assume, for a
contradiction, that
(†) Lj2 6= Lj+12 for some j ∈ {1, 2, . . . , q − 1}.
Let {Vk} ⊂ SH be a sequence of varifolds whose coarse blow-up is v and let τ ∈
(0, 1/8) be arbitrary. Assumption (†) implies, by the argument establishing property
(B4) for Bq, that for all sufficiently large k, Z ∈ (B1×R)∩{xn > τ} =⇒ Θ (‖Vk‖, Z) <
q, so by Proposition 3.1 and Theorem 3.4, it follows that Vk ((B9/16×R)∩{xn > τ/4})
is given by ordered graphs of C1,α functions u1k ≤ . . . ≤ uqk with small gradients. Thus,
with ujk giving rise to a coarse blow-up as in (13), we have
(21) Vk (((B9/16 × R) ∩ {xn > τ/4}) =
q∑
j=1
|graphujk| ((B9/16 × R) ∩ {xn > τ/4})
where ujk are C
1,α on B9/16 ∩ {xn > τ/4} and satisfy
(22) ‖ujk‖C1,α(B1/2∩{xn>τ/4}) ≤ Cτ Eˆ
2
k ,
where Cτ is a constant depending only on n and τ .
To derive the necessary contradiction, take now ψ(X) = ζ˜(X)en in the first variation
formula [Sim83, 16.4] to deduce that
(23)
∫
∇Vk xn · ∇Vk ζ˜(X)d‖Vk‖(X) =
∫
hk ζ˜ νˆ · en d‖Vk‖(X)
for each k = 1, 2, . . . and each ζ˜ ∈ C1c (B1 ×R). Choosing ζ˜ to be independent of xn+1,
i.e. ζ˜(x′, xn+1) = ζ(x′) in a neighborhood of spt ‖Vk‖∩ (B1/4×R), where ζ ∈ C1c (B1/4)
is arbitrary, this leads to the identity
(24)
q∑
j=1
∫
B1/4
√
1 + |Dujk|2
(
Dnζ − Dnu
j
k(Dζ ·Dujk)
1 + |Dujk|2
)
= Fk, where
Fk = −
∫
(B1/4∩Σk)×R
∇Vk xn · ∇Vk ζ˜(X)d‖Vk‖(X)
+
q∑
j=1
∫
B1/4∩Σk
√
1 + |Dujk|2
(
Dnζ − Dnu
j
k(Dζ ·Dujk)
1 + |Dujk|2
)
+
∫
B1/4×R
hk ζ˜ νˆ · en d‖Vk‖(X)
with Σk as in Proposition 4.1. Since
∫
B1/4
Dnζ = 0, it follows from (24), subtracting∫
B1/4
Dnζ on the left-hand side, that
(25)
q∑
j=1
∫
B1/4
|Dujk|2
1 +
√
1 + |Dujk|2
Dnζ − Dnu
j
k(Dζ ·Dujk)√
1 + |Dujk|2
= Fk.
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It is not difficult to check using (21), (22) and the definition of Σk that
(26) B1/4 ∩ Σk ⊂ B1/4 ∩ {xn < τ/2},
and also that for all sufficiently large k, (this uses a Besicovitch covering and the
construction of Σ in the proof of Proposition 4.1, see [Wic14, page 892] for details)
‖Vk‖((B1/4 ∩ Σk)× R) +Hn(B1/4 ∩ Σk)
≤ C
∫
(B1/2×R)∩{xn<τ}
|∇Vk xn+1|2d‖Vk‖(X) + C
 ∫
(B1/2×R)∩{xn<τ}
|hk|pd‖Vk‖(X)

2/p
(27)
where C ∈ (0,∞) is a fixed constant depending only on n and q. Moreover, it follows
from the fact that Eˆ−1k uk → 0 in L2 on B9/16 ∩ {xn ≤ −τ/2} that
Eˆ−2k
∫
(B9/16×R)∩{xn≤−τ/2}
|xn+1|2d‖Vk‖(X)→ 0
and consequently, by (15) and Remark 4.1, that
(28) Eˆ−2k
∫
(B1/2×R)∩{xn≤−τ}
|∇Vk xn+1|2d‖Vk‖(X)→ 0.
Note also that by arguing by contradiction with the help of Proposition 3.1 and Theo-
rem 3.4, it follows from the assumption (†) that for all sufficiently large k,
(29) {xn = 0} ∩B1/2 ⊂ ({Z ∈ spt ‖Vk‖ : Θ (‖Vk‖, Z) ≥ q})τ ,
and hence Lemma 4.1 is applicable to the Vk’s. Inequality (27), Lemma 4.1 (with a
choice of µ > np ) and (28) (using that the integrands in the first two terms in the
definition of Fk are bounded independently of k by C(n, q)|Dζ|) then imply that
(30) Eˆ−2k |Fk| ≤ C(sup |Dζ|τ1−µ + εk)
for all sufficiently large k, where C = C(n, q) ∈ (0,∞).
Using the abbreviation wk =
∑q
j=1
|Dujk|2
1+
√
1+|Dujk|2
Dnζ− Dnu
j
k(Dζ·Dujk)√
1+|Dujk|2
for the left-hand
side of (25), we have the straightforward estimate (recall Remark 4.2)∫
B1/4\Σk∩{xn≤τ}
|wk| ≤ C sup |Dζ|
∫
(B1/2×R)∩{x2≤τ}
|∇Vk xn+1|2d‖Vk‖(X),
and by (27)∫
B1/4∩Σk
|wk| ≤ C sup |Dζ|
∫
(B1/2×R)∩{xn≤τ}
|∇Vk xn+1|2d‖Vk‖(X),
where C = C(n), so that again by Lemma 4.1 (with µ as before) and (28),
(31) Eˆ−2k
(∫
B1/4\Σk∩{xn≤τ}
|wk|+
∫
B1/4∩Σk
|wk|
)
≤ C sup |Dζ|τ1−µ
for all sufficiently large k, where C = C(n). Finally, by (22), which guarantees the C1-
convergence to the coarse blow-up,
(32) lim
k→∞
Eˆ−2k
∫
B1/4∩{xn≥τ}
wk = −1
2
q∑
j=1
∫
B1/4∩{xn≥τ}
|Dnvj |2Dnζ
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which also uses the fact that Divj ≡ 0 for i = 1, . . . , (n−1) and j = 1, 2, . . . , q. Dividing
(25) by Eˆ2k and first letting k →∞ and then letting τ → 0 imply, in view of (30), (31)
and (32), that
q∑
j=1
∫
B1/4∩{xn≥0}
|Dnvj |2Dnζ = 0
for any ζ ∈ C1c (B1/4). Since vj = Lj2 on {xn ≥ 0}, this contradicts (for any choice of
ζ ∈ C1c (B1/4) with
∫
B1/4∩{xn≥0}Dnζ 6= 0) our assumption that L
j
2 6= Lj+12 for some
j ∈ {1, 2, . . . , q − 1}. 
Hard case of the Minimum Distance Property. Let v be as in (20). The
second case of the proof that Bq satisfies property (B7) is to rule out the possibility
that there are at least two distinct linear functions defining v on either side, i.e. to
establish the following12:
Lemma 4.3. Let v = (v1, v2, . . . , vq) be as in (20). There exist no indices i, j ∈
{1, 2, . . . , q−1} such that Li1 6= Li+11 and Lj2 6= Lj+12 ; consequently (in view of Lemma 4.2),
vj = L for some linear function L and each j = 1, 2, . . . , q, and Bq satisfies (B7).
Recall that this is a lemma for Theorem 4.1, so we are working under those assump-
tions. To describe the basic idea of the proof of Lemma 4.3, let v ∈ Bq and let the linear
functions Lj1, L
j
2 : Rn → R, 1 ≤ j ≤ q, be as defined in (20), and assume, contrary to
the assertion of Lemma 4.3, that we have for some i, j ∈ {1, 2, . . . , q},
(33) Li1 6= Li+11 and Lj2 6= Lj+12 .
In view of properties (B3) and (B5), we may assume without loss of generality that
(34)
q∑
j=1
Ljk = 0 for k = 1, 2, and that
(35) ‖v‖2L2(B1)
= q∑
j=1
‖Lj1‖2B1∩{xn<0} + ‖L
j
2‖2B1∩{xn≥0}
 = 1.
Let {Vk} ⊂ SH0 be a sequence of varifolds whose coarse blow-up is v. The proof of
Lemma 4.3 is accomplished by showing that under the hypotheses (33), (34), (35),
one can find k sufficiently large such that there exists a point Zk ∈ sing Vk with the
property that a suitable sequence of re-scalings followed by rotations of Vk about Zk
converges to a cone supported on at least four distinct half-hyperplanes meeting along
a common boundary, contradicting directly the induction hypothesis (H2).
We will use the following notation for the rest of this subsection, where we shall
explain in more detail how this contradiction is obtained.
(N1) Let Cq denote the set of hypercones C of Rn+1 of the form C =
∑q
j=1 |Hj |+ |Gj |,
where for each j ∈ {1, 2, . . . , q}, Hj is the half-hyperplane defined by Hj = {xn <
0 and xn+1 = λjxn}, Gj the half-hyperplane defined by Gj = {xn > 0 and xn+1 =
µjx
n}, with λj , µj constants, λ1 ≥ λ2 ≥ . . . ≥ λq and µ1 ≤ µ2 ≤ . . . ≤ µq. We do not
assume that the cones in Cq are stationary in Rn+1.
12This lemma is false already in the minimal case H = 0 if we drop either the stability hypothesis
or the no-classical-singularities hypothesis on the varifolds Vk giving rise to v, as can be seen by
considering in the former case an appropriate sequence of minimal surfaces in the Scherk’s family of
surfaces and in the latter an appropriate sequence of pairs of transverse planes.
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(N2) For V ∈ SH and C ∈ Cq define a height excess (“fine excess”) QV (C) of V
relative to C by
QV (C) =
(∫
(B1/2\{|xn|<1/16})×R
dist2(X, spt ‖V ‖) d‖C‖(X)
+
∫
B1×R
dist2 (X, spt ‖C‖) d‖V ‖(X)
)1/2
.
Let Ck ∈ Cq be the cone corresponding to EˆVkv, i.e.
Ck =
q∑
j=1
|graph EˆVkLj1| {xn < 0}+ |graph EˆVkLj2| {xn ≥ 0}.
It is possible to verify with the help of Proposition 3.1 and Theorem 3.4 that for any
given ε, γ ∈ (0, 1), after passing to appropriate subsequences of {Vk} and {Ck} without
changing notation, there exist points Zk ∈ spt ‖Vk‖ with Θ (‖Vk‖, Zk) ≥ q and Zk → 0
such that for each k, Hypotheses 4.1 below are satisfied with V˜k ≡ ηZk,2(1−|Zk|) # Vk in
place of V and Ck in place of C (see the proof of [Wic14, Corollary 14.2] for details).
Note that Eˆ
V˜k,εk,1
→ 0, and that the coarse blow-up of the sequence {V˜k} (relative to
{Ck}) is still v.
Hypotheses 4.1 (Contradiction Hypotheses).
(1) V ∈ SH , Θ (‖V ‖, 0) ≥ q, (ωn2n)−1‖V ‖(Bn+12 (0)) < q+1/2, ω−1n ‖V ‖(B1×R) <
q + 1/2.
(2) C ∈ Cq.
(3) Eˆ2V,ε,1 ≡
∫
B1×R |xn+1|2d‖V ‖(X) + 1ε
(∫
B1×R |h|pd‖V ‖(X)
) 1
p
< ε .
(4) {Z : Θ (‖V ‖, Z) ≥ q} ∩ ((B1/2 \ {|xn| < 1/16})× R) = ∅.
(5) Q2V (C) < γEˆ
2
V,ε,1.
One can also check, in view of (34) and (35), that passing to a subsequence of {V˜k}
without changing notation, the following hypothesis is satisfied with M = 1 and with
V˜k in place of V :
Hypothesis (?):
Eˆ2V,ε,1 <
3
2
M inf
{P={xn+1=λxn}∈Gn :λ∈R}
∫
B1×R
dist2 (X,P )d‖V ‖(X).
The contradiction will be found by iteratively applying Lemma 4.4 below, starting
with V = V˜k and C = Ck for suitably large fixed k, to produce a sequence of numbers
σj → 0, a sequence of rotations Γj of Rn+1 and a cone W supported on four or more
distinct half-hyperplanes meeting along a common axis and with Θ (‖W‖, 0) = q such
that
(36) ησj #Γj#V˜k →W
as varifolds as j →∞, directly contradicting the induction hypothesis (H2) as desired.
In this lemma (upon which we comment in Remark 4.4) and subsequently, M0 denotes
a certain explicit constant > 1 that depends only on n and q.
Lemma 4.4. Let q ≥ 2 be an integer. For j = 1, 2, . . . , 2q− 3, let θj ∈ (0, 1/4) be such
that θ1 > 8θ2 > 64θ3 > . . . > 82q−4θ2q−3. There exist numbers
ε = ε(n, q, θ1, θ2, . . . , θ2q−3) ∈ (0, 1/2),
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γ = γ(n, q, θ1, θ2 . . . , θ2q−3) ∈ (0, 1/2)
such that if the varifold V and the cone C satisfy Hypotheses 4.1 and Hypothesis (?)
with M = M0, and if the induction hypotheses (H1), (H2), (H3) hold, then there exist
an orthogonal rotation Γ of Rn+1 and a cone C′ ∈ Cq satisfying
(a) |en+1 − Γ(en+1)|2 ≤ κ
Q2V (C) + 1ε
 ∫
B1×R
|h|pd‖V ‖
 1p
 ,
|ej − Γ(ej)|2 ≤ κEˆ−2V,ε,1
Q2V (C) + 1ε
 ∫
B1×R
|h|pd‖V ‖
 1p

for each j = 1, 2, . . . , n;
(b) dist2H (spt ‖C′‖ ∩ (B1 × R), spt ‖C‖ ∩ (B1 × R))
≤ C0
Q2V (C) + 1ε
 ∫
B1×R
|h|pd‖V ‖
 1p

and the following for some j ∈ {1, 2, . . . , 2q − 3} :
(c) θ−n−2j
∫
Γ
((
Bθj/2\{|xn|≤θj/16}
)
×R
) dist2 (X, spt ‖V ‖) d‖Γ#C′‖(X)
+ θ−n−2j
∫
Γ(Bθj×R)
dist2 (X, spt ‖Γ#C′‖) d‖V ‖(X)
+θ
1−n
p
j
1
ε
(∫
Γ(Bθj×R)
|h|p d‖V ‖(X)
)1/p
≤ νjθ
1−n
p
j
Q2V (C) + 1ε
 ∫
B1×R
|h|pd‖V ‖
 1p
 ;
(d)
(
θ−n−2j
∫
Bθj×R
dist2 (X,P ) d‖Γ−1# V ‖(X)
)1/2
≥ C1 distH (spt ‖C‖ ∩ (B1 × R), P ∩ (B1 × R))
−C2
Q2V (C) + 1ε
 ∫
B1×R
|h|pd‖V ‖
 1p

1
2
;
for any P ∈ Gn of the form P = {xn+1 = λxn} for some λ ∈ (−1, 1);
(e) {Z : Θ (‖Γ−1# V ‖, Z) ≥ q} \
(
(Bθj/2 ∩ {|xn| < θj/16})× R
)
= ∅;
(f)
(
ωnθ
n
j
)−1 ‖Γ−1# V ‖(Bθj × R) < q + 1/2.
Here C1 = C1(n); the constants κ,C0, C2 ∈ (0,∞) depend only on n in case q = 2
and only on n, q and θ1, θ2, . . . , θ2q−4 in case q ≥ 3; ν1 = ν1(n, q); and, in case q ≥ 3,
νj = νj(n, q, θ1, . . . , θj−1) for each j = 2, 3, . . . , 2q − 3. In particular, νj is independent
of θj , θj+1, . . . , θ2q−3 for each j = 1, 2, . . . , 2q − 3.
Remark 4.4. Allowing multiple scales is a natural idea used in [Wic14] to overcome
certain issues arising from the presence of higher multiplicity. In view of the fact that
for each j ∈ {1, 2, . . . , 2q−3} the constant νj in the lemma is independent of the scales
θj , θj+1, . . . , θ2q−3, it is possible to choose the scales θ1, θ2, . . . , θ2q−3 depending only on
n and q such that νjθ2j < 4
−1 for each j = 1, 2, . . . , 2q − 3. With this choice of scales
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and under the hypotheses of the lemma, part (c) says that the excess (fine height excess
plus the mean curvature term) of suitably rotated and rescaled V relative to the new
cone ∈ Cq improves by a factor 4−1 at each iteration of the lemma. Parts (b), (d),
(e), (f) of the conclusion imply that the original hypotheses (i.e. Hypothesis 4.1 and
Hypothesis (?)) are satisfied at the new scale, so the lemma can be iterated indefinitely
to produce controlled scales σj → 0, rotations Γj and a non-planar cone W ∈ Cq such
that the desired conclusion (36) holds.
The first step in proving Lemma 4.4 is to reduce it to a result (Lemma 4.5 below) in
the same spirit but with stronger hypotheses and stronger conclusions; specifically, to
show that the conclusions of Lemma 4.4 hold at a fixed given single scale θ ∈ (0, 1/4)
(rather than at one of a finite set of scales {θ1, θ2, . . . , θ2q−3} allowed in Lemma 4.4) pro-
vided we make one additional hypothesis. To describe this hypothesis, it is convenient
to use the following notation:
(N3) For p ∈ {2, 3, . . . , 2q}, let Cq(p) denote the set of hypercones C =
∑q
j=1 |Hj | +
|Gj | ∈ Cq as defined in (N1) above such that the number of distinct half-hyperplanes
in the set
{H1, . . . ,Hq, G1, . . . , Gq}
is p. Then, of course, Cq = ∪2qp=2 Cq(p).
(N4) For q ≥ 2 and p ∈ {4, . . . , 2q}, let
Q?V (p) = inf
C∈∪pk=4Cq(k)
QV (C)
where QV (C) is as defined in (N2) above.
With this notation, consider for small β ∈ (0, 1) to be chosen depending only on n
and q and for V ∈ SH the following:
Hypothesis (??): Either
(i) C ∈ Cq(4) or
(ii) q ≥ 3, C ∈ Cq(p) for some p ∈ {5, . . . , 2q}, Q2V (C) < β (Q?V (p− 1))2 .
The idea is that under Hypotheses 4.1 and Hypothesis (??) for suitably small ε, γ
and β, the sheets of V away from a small tubular neighborhood T of the singular axis
of C organize themselves as sets of ordered graphs over the distinct half-hyperplanes
making up spt ‖C‖, with the absolute value of the height function defining the graphs
equal to the distance to spt ‖C‖. (See conclusion (a) of Lemma 4.6 below.) This
prevents in a strong way the possibility of concentration of the fine excess QV (C) in
any small region outside T .
With Hypothesis (??) in place in addition to the other hypotheses as in Lemma 4.4,
the claim now is the following:
Lemma 4.5. For any given θ ∈ (0, 1/4), there exists ε = ε(n, q, θ) ∈ (0, 1/2), γ =
γ(n, q, θ) ∈ (0, 1/2), β = β(n, q, θ) ∈ (0, 1/2) such that if V ∈ SH , C ∈ Cq satisfy
Hypotheses 4.1, Hypothesis (?) with M = M20 and Hypothesis (??), and if the induction
hypotheses (H1), (H2), (H3) hold, then there exist an orthogonal rotation Γ of Rn+1
and a cone C′ ∈ Cq such that
conclusions (a) and (b) of Lemma 4.4 hold with the same formulation and with κ
depending only on n, q and θ,
conclusions (d), (e) and (f) of Lemma 4.4 hold with θ in place of θj and with C1 =
C1(n) and C0, C2 depending only on n, q and θ,
and moreover
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θ−n−2
∫
Γ((Bθ/2\{|xn|≤θ/16})×R)
dist2 (X, spt ‖V ‖) d‖Γ#C′‖(X)
+ θ−n−2
∫
Γ(Bθ×R)
dist2 (X, spt ‖Γ#C′‖) d‖V ‖(X)
≤ νθ2
Q2V (C) + 1ε
 ∫
B1×R
|h|pd‖V ‖
 1p

where ν = ν(n, q).
Once Lemma 4.5 is in place it is not difficult to deduce Lemma 4.4; that is to say to
remove Hypothesis (??) from Lemma 4.5, provided we do not insist that the conclusions
hold at a single smaller scale (unless q = 2) and instead allow ourselves the freedom
of a fixed set of finitely many (in fact 2q − 3) scales θ1, θ2, . . . , θ2q−3 at one of which
the conclusions are required to hold. This is done by inducting on the unique number
p ∈ {4, 5, . . . , 2q} for which C ∈ Cq(p). We refer to [Wic14, pp 943-946] for details,
describing here only the key idea to prove Lemma 4.4 assuming Lemma 4.5.
Sketch of the proof of Lemma 4.4 (assuming Lemma 4.5). For the sake of simplicity,
we make two technical simplifications, i.e. we ignore the effect of the rotation Γ ap-
pearing in Lemma 4.5 and we assume that C′ = C (in other words we pretend that
the excess improvement given by Lemma 4.5 is verified with repect to exactly the same
cone C in Lemma 4.5), and we focus on the procedure needed to establish assertion
(c), in order to make evident how the multiple scales in Lemma 4.4 are a natural way
to deal with high multiplicity. We use the notation
Q2V (C, ρ) = ρ
−n−2
∫
(Bρ/2\{|xn|≤ ρ16})×R
dist2(X, spt ‖V ‖)d‖C‖(X)+
+ρ−n−2
∫
Bρ/2×R
dist2(X, spt ‖C‖)d‖V ‖(X).
With these technical simplifications and notation, the content of Lemma 4.5 (c) is as
follows: given θ there are ε(θ) and β(θ) such that, assuming the validity of Hypothe-
sis (??) with β = β(θ), we have
Q2V (C, θ) ≤ νθ2
(
Q2V (C, 1) +
1
ε
(∫
B1
|h|pd‖V ‖
)1/p)
,
with ν > 0 independent of θ. Moreover it is straightforward that
θ
1−n
p
ε
(∫
Bθ
|h|pd‖V ‖
)1/p
≤ θ
1−n
p
ε
(∫
B1
|h|pd‖V ‖
)1/p
.
Putting together, Lemma 4.5 says that the following excess improvement holds for some
ν˜ independent of θ and with ε = ε(θ), assuming the validity of Hypothesis (??) with
β(θ):
(37)
Q2V (C, θ) +
θ
1−n
p
ε
(∫
Bθ
|h|pd‖V ‖
)1/p
≤ ν˜θ1−np
(
Q2V (C, 1) +
1
ε
(∫
B1
|h|pd‖V ‖
)1/p)
.
Now, in order to prove Lemma 4.4, let p ≤ 2q be such that C ∈ C(p); we start
with θ1 and from Lemma 4.5 we obtain ε(θ) and β(θ) such that, if Hypothesis (??) is
fulfilled (at scale 1) with β(θ1), then the excess improvement (37) holds with θ = θ1
and ε = ε(θ1), so in this case Lemma 4.4 is proved with ν1 = ν˜. On the other hand, if
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Hypothesis (??) with β(θ1) does not hold, then we can choose a cone C(1) ∈ C(p− 1)
(at scale 1) such that
(38) Q2V (C
(1)) ≤ Q
2
V (C)
β(θ1)
;
we pass now to the scale θ2 and ask whether Hypothesis (??) holds or not with β = β(θ2)
and with C(1) on the left hand side and Q∗V (p− 2) on the right hand side. If yes, then
we have that the excess improvement (37) holds with θ = θ2, ε = ε(θ2) and with C(1)
instead of C on the left- and right-hand side of (37). Using the fact that we are working
under the validity of (38), we then conclude (using β < 1)
(39)
Q2V (C
(1), θ2) +
θ
1−n
p
2
ε(θ2)
(∫
Bθ2
|h|p
)1/p
≤ ν˜
β(θ1)
θ
1−n
p
2
(
Q2V (C, 1) +
1
ε(θ2)
(∫
B1
|h|p
)1/p)
,
i.e. the desired excess improvement holds at scale θ2, with ε = ε(θ2) and ν2 = ν2(θ1) =
ν˜
β(θ1)
. This is the desired conclusion for Lemma 4.4 at scale θ2, and it was obtained
under the assumptions that Hypothesis (??) does not hold with C and β(θ1) and it
holds with C(1) and β(θ2). Continuing with the analysis of possibilities, we address
the next alternative, i.e. that Hypothesis (??) fails both with C, p, β = β(θ1) and with
C(1) in place of C, p−2 in place of p and β = β(θ2); in view of the latter we can choose
C(2) ∈ C(p− 2) such that
(40) Q2V (C
(2)) ≤ Q
2
V (C
(1))
β(θ2)
.
Then we consider θ3 and ask whether Hypothesis (??) holds or not with β = β(θ3),
C(2) on the left hand side and Q∗V (p− 3) on the right hand side. If it does, we obtain,
as before, the desired excess improvement at scale θ3 with ν3 = ν3(θ1, θ2) = ν˜β(θ1)β(θ2) ,
namely
Q2V (C
(2), θ3) +
θ
1−n
p
3
ε(θ3)
(∫
Bθ3
|h|pd‖V ‖
)1/p
≤ ν3θ
1−n
p
3
(
Q2V (C, 1) +
1
ε(θ3)
(∫
B1
|h|pd‖V ‖
)1/p)
;
otherwise we continue the procedure, which can go on for at most 2q− 3 steps (i.e. we
get at most to the scale θ2q−3), which happens in the case that Hypothesis (??) fails,
for every j = 1, ..., 2q − 4, with β = β(θj), with the cone C(j−1) on the left-hand side
and with Q∗V (p−j) on the right-hand side. In this case, however, from the last negation
of Hypothesis (??), we choose a cone C(j) ∈ C(p − 2q + 4), which necessarily fulfils
Hypothesis (??), namely alternative (i), because p ≤ 2q. Remark that by construction
the constant νj (appearing in the excess improvement at scale θj) depends only on the
scales θ1, ...θj−1. In conlusion the desired excess decay in assertion (c) holds at one of
the chosen scales.
Keeping track of the choices of C(j) we can also see how assertion (b) can be verified
(we are still working under the simplified assumption that the excess improvement
given by Lemma 4.5 is verified with repect to exactly the same cone C, the actual
proof would require to absorbe the additional errors). Then by the triangle inequality
we have
dist2H(C
(1), C) ≤ 2
(
dist2H(C
(1), V ) + dist2H(V,C)
)
;
using (38) and the fact that Q2V (C˜) ≥ dist2H(V, C˜), we get
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dist2H(C
(1), C) ≤ 2
(
1 +
1
β(θ1)
)
Q2V (C).
Similarly, using (40) we get
dist2H(C
(2), C) ≤ 2
(
1 +
1
β(θ1)β(θ2)
)
Q2V (C),
and so on for any C(j). 
The method used for the proof of Lemma 4.5 —the so called blow-up method—is
inspired by the pioneering work of Simon [Sim93] where this method was first used to
prove asymptotic decay results near non-isolated singularities for minimal submanifolds
in certain multiplicity 1 classes.
The main a priori estimates needed for the blow up argument in the present context
are collected in the lemma below.
Lemma 4.6. Let q be an integer ≥ 2, τ ∈ (0, 1/8), δ ∈ (0, 1/8) and µ ∈ (np , 1). For each
ρ ∈ (0, 1/4], there exist numbers ε0 = ε0(n, q, δ, τ, ρ) ∈ (0, 1), γ0 = γ0(n, q, δ, τ, ρ) ∈
(0, 1) and β0 = β0(n, q, τ, ρ) ∈ (0, 1) such that the following is true: Let V ∈ SH ,
C ∈ Cq satisfy Hypotheses 4.1, Hypothesis (?) and Hypothesis (??) with M = M30 and
ε0,γ0, β0 in place of ε, γ, β respectively. Suppose also that the induction hypotheses
(H1), (H2), (H3) hold. Write C =
∑q
j=1 |Hj |+ |Gj | where for each j ∈ {1, 2, . . . , q},
Hj is the half-space defined by Hj = {xn < 0 and xn+1 = λjxn}, Gj the half-space
defined by Gj = {xn > 0 and xn+1 = µjxn}, with λj , µj constants, λ1 ≥ λ2 ≥ . . . ≥ λq
and µ1 ≤ µ2 ≤ . . . ≤ µq; for (y, xn) ∈ Rn and j = 1, 2, . . . , q, define hj(y, xn) = λjxn
and gj(y, xn) = µjxn. Then, after possibly replacing C with another cone C′ ∈ Cq
with spt ‖C′‖ = spt ‖C‖ and relabelling C′ as C, the following must hold for each
Z = (η, ζn, ζn+1) ∈ spt ‖V ‖ ∩ (B3/8 × R) with Θ (‖V ‖, Z) ≥ q:
(a): V (R× (B3/4 \ {|xn| < τ})) =
∑q
j=1 |graph (hj + uj)|+ |graph (gj +wj)|,
where, for each j = 1, 2, . . . , q,
uj ∈ C1,α (B3/4 ∩ {xn < −τ});
wj ∈ C1,α (B3/4 ∩ {xn > τ});
h1 + u1 ≤ h2 + u2 ≤ . . . ≤ hq + uq ;
g1 + w1 ≤ g2 + w2 ≤ . . . ≤ gq + wq;
dist ((hj(y, x
n) + uj(x
n, y), xn, y), spt ‖C‖) = (1 + λ2j )−1/2|uj(y, xn)|
for (y, xn) ∈ B3/4 ∩ {xn < −τ};
dist ((gj(y, x
n) + wj(x
n, y), xn, y), spt ‖C‖) = (1 + µ2j )−1/2|wj(y, xn)|
for (y, xn) ∈ B3/4 ∩ {xn > τ};
if hj(x) + uj(x) = hj+1(x) + uj+1(x) for some x then hj ≡ hj+1;
if gj(x) + wj(x) = gj+1(x) + wj+1(x) for some x then gj ≡ gj+1;
(a′): ∪qj=1graph (hj + uj) = ∪j∈J˜1graph (hj + u˜j),
∪qj=1graph (gj + wj) = ∪j∈J˜2graph (gj + w˜j)
where J˜1, J˜2 ⊂ {1, ..., q}, #J˜1 = q˜1 ≤ q, #J˜2 = q˜2 ≤ q,
and, for each j ∈ J˜1 or J˜2,
u˜j ∈ C2 (B3/4 ∩ {xn < −τ});
w˜j ∈ C2 (B3/4 ∩ {xn > τ});
hj + u˜j and gj + w˜j solve the CMC equation on their domains;
(b): |ζn+1|2 + Eˆ2V,ε,1|ζn|2 ≤ C
∫
B1×R dist
2 (X, spt ‖C‖) d‖V ‖(X)
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+Cε
( ∫
B1×R
|h|pd‖V ‖
) 1
p
;
(c):
∫
Bn+1
5ρ/8
(Z)
dist2 (X,spt ‖TZ#C‖)
|X−Z|n+2−µ d‖V ‖(X)
≤ C˜ρ−n−2+µ ∫Bρ(η,ζn)×R dist2 (X, spt ‖TZ #C‖) d‖V ‖(X)
+C˜ρ
1−n
p 1
ε
( ∫
Bρ×R
|h|pd‖V ‖
) 1
p
.
(d): Bn+1δ (y, 0) ∩ {Z : Θ (‖V ‖, Z) ≥ q} 6= ∅
for each point (y, 0) ∈ (Rn−1 ∩B1/2)× {0}.
(e):
∫
Bn+1
1/2
(0)∩{|(xn,xn+1)|<σ} dist
2 (X, spt ‖C‖) d‖V ‖(X)
≤ C1σ1−µ
∫
B1×R dist
2 (X, spt ‖C‖) d‖V ‖(X) + 1ε
( ∫
B1×R
|h|pd‖V ‖
) 1
p

for each σ ∈ [δ, 1/4).
Here TZ : Rn+1 → Rn+1 is the translation X 7→ X + Z; C = C(n, q) ∈ (0,∞),
C˜ = C˜(n, q, µ) ∈ (0,∞) and C1 = C1(n, q, µ) ∈ (0,∞) (In particular, C, C˜, C1 do not
depend on ρ or τ .)
For conclusions (a) and (a′) of Lemma 4.6 (which are regularity statements for V in
a region a fixed distance away from the singular axis of the cone C), it turns out that
the argument is fairly directly based on the induction hypotheses (H1), (H2), (H3).
Notice that the role of (a′) when compared to (a) is similar to the role of (H3) when
compared to (H1), namely we remove some of the graphs obtained in (a) that do not
affect the resulting support of Vk {|xn| > τ} and gain, in doing so, the C2 regularity
and the fact that hj + u˜j and gj + w˜j solve the CMC equation. The subset J˜1 is such
that ∪j∈J˜Hj = ∪qj=1Hj (similarly for J˜2 and Gj). For the other conclusions however
(which require information on the part of V very near the axis of C), a considerable
amount of delicate additional technical arguments are needed to implement Simon’s
[Sim93] basic strategy. See [Wic14, Section 10] for the proofs.
With the help of Lemma 4.6, the blow up argument needed to establish Lemma 4.5
proceeds as follows (the proof continues until the end of this subsection).
Proof of Lemma 4.5. Let {εk},{γk} and {βk} be sequences of positive numbers
such that
εk, γk, βk → 0.
Consider sequences of varifolds Vk ∈ SH and cones Ck ∈ Cq such that, for each k =
1, 2, . . . , with Vk, Ck in place of V , C respectively, Hypotheses 4.1 hold with εk, γk in
place of ε, γ; Hypothesis (?) holds with M = M30 and Hypothesis (??) holds with βk
in place of β.
Let {δk}, {τk} be sequences of decreasing positive numbers converging to 0, and let
Ek =
(∫
B1×R
dist2 (X, spt ‖Ck‖) d‖Vk‖(X) + 1εk
(∫
B1×R
|h|p d‖Vk‖(X)
) 1
p
)1/2
.
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By passing to appropriate subsequences of {Vk}, {Ck}, and possibly replacing Ck
with a cone C′k ∈ Cq with spt ‖C′k‖ = spt ‖Ck‖ without changing notation, we obtain
functions u(k)j ∈ C2
(
B3/4 ∩ {xn < −τk}
)
and w(k)j ∈ C2
(
B3/4 ∩ {xn > τk}
)
, 1 ≤ j ≤ q,
satisfying the conclusions of Lemma 4.6 with Vk in place of V , Ck in place of C, u
(k)
j ,
w
(k)
j in place of uj , wj and with δk, τk in place of δ, τ respectively. By Lemma 4.6(a),
(a’) and elliptic estimates, there exist harmonic functions ϕj ∈ C2
(
B3/4 ∩ {xn < 0}
)
and ψj ∈ C2
(
B3/4 ∩ {xn > 0}
)
, 1 ≤ j ≤ q such that
E−1k u
(k)
j → ϕj and E−1k w(k)j → ψj
where the convergence is locally in C1 in the respective domains; assertion (a) and
C1,α-estimates allow to find a C1-limit, while assertion (a’) and C2,α estimates on the
u˜j and w˜j allow to prove the harmonicity of ϕj and ψj with an argument similar to
the one given in Section 4.1. It also follows from Lemma 4.6(e) that ϕj ∈ L2(B1/2 ∩
{xn < 0}) and ψj ∈ L2 (B1/2 ∩ {xn > 0}), and that the convergence above is also in
L2(B1/2 ∩{xn < 0}) and L2 (B1/2 ∩{xn > 0}) respectively. Write ϕ = (ϕ1, ϕ2, . . . , ϕq)
and ψ = (ψ1, ψ2, . . . , ψq).
Definition 4.2. Let BFq be the (smaller) class of pairs of functions (ϕ,ψ) (the fine
blow-ups) arising as above corresponding to sequences Vk, Ck satisfying all of the
hypotheses required as above but with M = M20 in Hypothesis (?).
What is required next in order to prove Lemma 4.5 is sufficiently strong uniform
regularity estimates for the functions ϕ, ψ with (ϕ,ψ) ∈ BFq in fixed smaller regions in
their domains, e.g. in B1/4 ∩ {xn < 0} and B1/4 ∩ {xn > 0} respectively, necessarily
up to the boundary B1/4 ∩ {xn = 0}. For instance a uniform C1,α estimate up to the
boundary B1/4 ∩ {xn = 0} for some fixed α ∈ (0, 1) suffices.
First step: Hölder continuity up to the boundary. The first step in obtaining such
regularity estimates is a uniform continuity estimate up to the boundary for ϕ and ψ
(compare [Wic14, proof of Lemma 12.1]). This is obtained as follows, essentially as a
consequence of Lemma 4.6(b), (c), (d). For any Y ∈ B5/16 ∩ {xn = 0} we can find,
thanks to (d) (upon extracting a subsequence from the sequence Vk giving rise to the
fine blow up (ϕ,ψ), that we do not relabel) Zk = (ηk, ζnk , ζ
n+1
k ) such that Zk → Y and
we set (taking, in the following, subsequential limits that we do not relabel)
κ1(Y ) := lim
k→∞
ζn+1k
Ek
, κ2(Y ) := lim
k→∞
Eˆk
ζnk
Ek
;
these limits are finite thanks to (b) in Lemma 4.6, moreover we can see that they depend
only on Y and not on the choice of {Zk}, so the notation is appropriate. Indeed, using
Lemma 4.6(c) for the chosen subsequence Vk, Zk = (ηk, ζnk , ζ
n+1
k ) (in place of V and
Z = (η, ζn, ζn+1)) and with µ ∈ (np , 1), dividing by E2k and passing to subsequential
limit, we obtain the validity of inequality (42) below; the finiteness of the integrals
forces the continuity of ϕ and ψ up to the boundary with boundary values respectively
(κ1(Y ) − `j κ2(Y )) and (κ1(Y ) − mj κ2(Y )). The choice of a different subsequence
Zk = (ηk, ζ
n
k , ζ
n+1
k ) → Y will not alter the fine blow up (ϕ,ψ), which has been fixed,
so necessarily κ1 and κ2 depend only on Y . Summarizing, we have established:
There exist two functions κ1, κ2 : B5/16 ∩ {xn = 0} → R with
|κ1(Y )|, |κ2(Y )| ≤ C for Y ∈ B5/16 ∩ {xn = 0}
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and numbers `j ,mj (1 ≤ j ≤ q) with `1 ≥ . . . ≥ `q, m1 ≤ . . . ≤ mq,
c ≤ max {|`1|, |`q|} ≤ c1, c ≤ max {|m1|, |mq|} ≤ c1 and
min {|`1 − `q|, |m1 −mq|} ≥ 2c(41)
where C = C(n, q), c = c(n, q), c1 = c1(n, q), such that
(42)
q∑
j=1
∫
Bρ/2(Y )∩{xn<0}
|ϕj(x)− (κ1(Y )− `j κ2(Y ))|2
|x− Y |n+2−µ dx
+
q∑
j=1
∫
Bρ/2(Y )∩{xn>0}
|ψj(x)− (κ1(Y )−mj κ2(Y ))|2
|x− Y |n+2−µ dx ≤
≤ C1ρ−n−2+µ
q∑
j=1
∫
Bρ(Y )∩{xn<0}
|ϕj − (κ1(Y )− `jκ2(Y ))|2+
+C1ρ
−n−2+µ
q∑
j=1
∫
Bρ(Y )∩{xn>0}
|ψj − (κ1(Y )−mjκ2(Y ))|2 + C1ρ1−
n
p ,
where C1 = C1(n, q) ∈ (0,∞).
This estimate implies (see [Wic14, Lemma 12.1]) that ϕ, ψ are respectively uniformly
Hölder continuous in B5/16 ∩ {xn ≤ 0}, B5/16 ∩ {xn ≥ 0} with a fixed Hölder exponent
β = β(n, p, q) ∈ (0, 1/2) and the functions ϕ(Y ) ≡ (κ1(Y ) − `1 κ2(Y ), . . . , κ1(Y ) −
`q κ2(Y )), ψ(Y ) ≡ (κ1(Y )−m1 κ2(Y ), . . . , κ1(Y )−mq κ2(Y )) are respectively the con-
tinuous boundary values of ϕ, ψ on B5/16 ∩ {xn = 0}. We point out that the choice
of µ in [Wic14, Lemma 12.1] is µ = 12 , which is not generally allowed here, where we
choose µ ∈ (np , 1); when replicating the proof of [Wic14, Lemma 12.1], the different
value of µ will affect the value of γ appearing there. Moreover, due to the last term on
the right-hand side of (42), inequality [Wic14, (12.5)] must be written with an extra
term σ1−
n
p on the left-hand side and an additional term C1
(
σ
ρ
)1−n
p
ρ
1−n
p : this will
also alter the value of β, which will be 0 < β < min
{
1−n
p
2 ,− 12 log4 γ
}
; apart from this
specific value, the statement of [Wic14, Lemma 12.1] holds in the present setting with
exactly the same formulation.
Second step: higher regularity up to the boundary. In order to improve regularity of
(ϕ,ψ), it then suffices to show that the boundary values ϕ(Y ), ψ(Y ) as functions of
Y ∈ B1/4∩{xn = 0} are more regular. This is achieved by employing two separate first
variation arguments based on the fact that the varifolds Vk giving rise to the blow-up
(ϕ,ψ) are CMC. The first one is the first variation induced by a vector field ζ˜en+1
(“vertical vector field”), while the second one by a vector field ζ˜en (“horizontal and
orthogonal to the axis of C”), following the notations in [Wic14, Theorem 12.2]. We
point out that when writing the analogue of [Wic14, (12.14)] we have
∫
hkζ˜e
n+1 ·νˆd‖Vk‖
instead of 0 on the right-hand side and, keeping track of this term, we have to replace
the right-hand side of inequality [Wic14, (12.16)] with C(sup |Dζ|τ1−µ + εk Ek)Ek.
Dividing by Ek and sending k → ∞ at fixed τ , and then letting τ → 0, we obtain
[Wic14, (12.24)]. Analogue changes must be made for the arument involving the second
type of first variation, thanks to which we obtain the analogue of [Wic14, (12.33)] with
the right-hand side replaced by C(sup |Dζ|τ 1−µ2 Eˆk + εk Ek)Ek. Dividing by EˆkEk and
sending k → ∞ at fixed τ , and then letting τ → 0, we obtain [Wic14, (12.39)]. From
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[Wic14, (12.24)] and [Wic14, (12.39)] it can be shown, following [Wic14], that the two
linear combinations of κ1, κ2 defined by
Φ(Y ) = 2qκ1(Y )−
 q∑
j=1
(`j +mj)
κ2(Y ) and
Ψ(Y ) =
 q∑
j=1
(`j +mj)
κ1(Y )−
 q∑
j=1
(`2j +m
2
j )
κ2(Y )
for Y ∈ B9/32 ∩ {xn = 0} are smooth functions satisfying
‖Φ‖C3(B9/32∩{xn=0}) + ‖Ψ‖C3(B9/32∩{xn=0}) ≤
≤ C
(∫
B1/2∩{xn≤0}
|ϕ|2 +
∫
B1/2∩{xn≥0}
|ψ|2
)1/2
,
where C = C(n, q) ∈ (0,∞). Since the Jacobian J associated with the above linear
system for κ1, κ2 is given by
J = 2q
q∑
j=1
(`2j +m
2
j )−
 q∑
j=1
(`j +mj)
2
=
1
2
q∑
i=1
q∑
j=1
(
(mi −mj)2 + (`i − `j)2 + 2(`i −mj)2
)
,
J satisfies, by (41), C˜ ≥ J ≥ C > 0 for constants C˜ = C˜(n, q), C = C(n, q). It
follows that κj , j = 1, 2, and hence ϕ|B9/32∩{xn=0} and ψ|B9/32∩{xn=0} , are C3 on
B9/32 ∩ {xn = 0}, and moreover
‖ϕ‖C3(B9/32∩{xn=0}) + ‖ψ‖C3(B9/32∩{xn=0})
≤ C
(∫
B1/2∩{xn≤0}
|ϕ|2 +
∫
B1/2∩{xn≥0}
|ψ|2
)1/2
for a constant C = C(n, q). By standard boundary regularity theory for harmonic
functions, this leads to the desired improved regularity for (ϕ,ψ), specifically to the
conclusion that ϕ ∈ C2 (B1/4 ∩ {xn ≤ 0}), ψ ∈ C2 (B1/4 ∩ {xn ≥ 0}) with
‖ϕ‖C2(B1/4∩{xn≤0}) + ‖ψ‖C2(B1/4∩{xn≥0})
≤ C
(∫
B1/2∩{xn<0}
|ϕ|2 +
∫
B1/2∩{xn>0}
|ψ|2
)1/2
where C = C(n, q). Lemma 4.5 follows from this estimate in a fairly standard way,
exploiting the corresponding decay property up to the boundary for the harmonic
functions ϕ,ψ.
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5. Proof of the Sheeting Theorem subject to the induction hypotheses
Once it is established that Bq is a proper blow up class, it follows from Theorem 4.2
that each v ∈ Bq is given by a set of q (classical) harmonic functions on B1. Moreover,
given v ∈ Bq, a sequence of varifolds {Vk} ⊂ SH giving rise to v and any σ ∈ (0, 1),
we have the dichotomy that either Θ (‖Vk‖, Z) < q for all k sufficiently large and
Z ∈ Bσ(0) × R, or (by Lemma 4.2 and by the argument described in the proof of
Theorem 4.1 in establishing property (B4) for Bq) that v1 = v2 = . . . = vq on B1. Given
this fact, it is fairly straightforward to establish, using elliptic estimates for harmonic
functions and with the help of Proposition 3.1 and Theorem 3.4, the following lemma:
Lemma 5.1. Let q be an integer ≥ 2, θ ∈ (0, 1/4) and suppose that the induction
hypotheses (H1), (H2), (H3) hold. There exists a number β0 = β0(n, q, θ) ∈ (0, 1/2)
such that if V ∈ SH , (ωn2n)−1‖V ‖(Bn+12 (0)) < q+1/2, q−1/2 ≤ (ωn)−1‖V ‖(B1×R) <
q + 1/2, and
∫
B1×R
dist2 (X,P ) d‖V ‖(X) +
(∫
B1×R |h|pd‖V ‖(X)
) 1
p
β0
< β0
for some affine hyperplane P of Rn+1 with dist2H (P ∩ (B1 × R), B1 × {0}) < β0, then
the following hold:
(a) Either V (B1/2 × R) =
∑q
j=1 |graphuj | where uj ∈ C2 (B1/2;R) for j =
1, 2, . . . , q with u1 ≤ u2 ≤ . . . ≤ uq on B1/2, uj0 < uj0+1 on B1/2 for some
j0 ∈ {1, 2, . . . , q − 1}, and for each j ∈ {1, 2, . . . , q},
supB1/2 |uj − p|2 + |Duj −Dp|2 + |D2 uj |2
≤ C
∫
B1×R
dist2 (X,P ) d‖V ‖(X) + C
(∫
B1×R |h|pd‖V ‖(X)
) 1
p
β0
where C = C(n, q) ∈ (0,∞) and p : Rn → R is the affine function such that
graph p = P ; or, there exists an affine hyperplane P ′ with
dist2H
(
P ′ ∩ (B1 × R), P ∩ (B1 × R)
)
≤ C1
∫
B1×R
dist2 (X,P ) d‖V ‖(X) +
(∫
B1×R |h|pd‖V ‖(X)
) 1
p
β0
and
θ−n−2
∫
Bθ×R
dist2 (X,P ′) d‖V ‖(X)
≤ C2θ2
∫
B1×R
dist2 (X,P ) d‖V ‖(X) +
(∫
B1×R |h|pd‖V ‖(X)
) 1
p
β0

where C1 = C1(n, q) ∈ (0,∞) and C2 = C2(n, q) ∈ (0,∞).
(b) (ωn(2θ)n)−1 ‖V ‖(Bn+12θ (0)) < q + 1/2 and
q − 1/2 ≤ (ωnθn)−1‖V ‖(Bθ × R) < q + 1/2.
For any given z ∈ B3/4, we may apply this lemma iteratively starting with η(0,z),1/4 # V
in place of V , stopping the iteration when we reach a scale at which the first alternative
in (a) occurs. Notice that when this happens, the lemma shows that V (Bσ(z) × R)
for some some σ ∈ (0, 1/8) is the union of embedded graphs of q smooth functions
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over Bσ(z) ⊂ Rn each with small gradient. If the iteration proceeds indefinitely, then
spt ‖V ‖ contains precisely one point above z, and V at that point has a unique mul-
tiplicity q tangent hyperplane that is almost parallel to Rn × {0}, to which V decays
upon rescaling (by the decay of Eˆ2V,β,θ that holds in case the second alternative of (a)
is verified). With a little extra work, it is not difficult to see that these facts lead to
Theorem 3.1 with α ∈
(
0, 12
(
1− np
))
.
6. Proof of the Minimum Distance Theorem subject to the induction
hypotheses
The next part of our simultaneous proof by induction is the completion of induction
for the Minimum Distance Theorem, i.e. steps (ii) and (iiii) listed in Section 3. With
regard to this, the idea is to complete step (ii) first, using among other things the result
of step (i), and then use both step (i) and step (ii) to complete step (iii).
In both cases, the argument is by contradiction and uses a version of the blow-up
method described in the preceding section, the argument this time being much closer to
its original form used by Simon in [Sim93]. More specifically, the goal is to show if there
is a sequence of varifolds Vj ∈ SH converging to a cone C as in the Minimum Distance
Theorem (with the appropriate density at the origin, namely, Θ (‖C‖, 0) = q + 1/2
in step (ii) and Θ (‖C‖, 0) = q + 1 in step (iii)), then for sufficiently large j, Vj must
have a classical singularity, in direct contradiction to the definition of SH . It is in
completing step (ii) and step (iii) that the no-classical-singularities hypothesis is used
non-inductively for the first and the only time in the entire proof.
To describe steps (ii) and (iii) in more detail, let C be as in the Minimum Distance
Theorem 3.2. Then C =
∑m
j=1 qj |P1| for some m (≥ 3) distinct half-hyperplanes
P1, P2, . . . , Pm meeting along a common boundary L and for some positive integers
q1, q2, . . . , qm. If ηj is the unit vector along Pj orthogonal to L, it is an easy exercise
to show that stationarity of C in Rn+1 is equivalent to the requirement that
m∑
j=1
qjηj = 0,
and to show, using this fact, that
Θ (‖C‖, 0) ∈ {q + 1/2, q + 1} =⇒ qj ≤ q for each j = 1, 2, . . . ,m.
Thus, in view of step (i), we have, whenever the induction hypotheses (H1), (H2),
(H3) hold and a cone C and a varifold V are as in Theorem 3.2 with Θ (‖C‖, 0) ∈
{q + 1/2, q + 1}, then V is regular away from any ε-neighborhood of the axis of C
provided V is sufficiently close to C (depending on C and ε).
Consider now step (ii), namely, the case when Θ (‖C‖, 0) = q + 1/2. In this case,
the first task in preparation for the blow up argument is to establish the analogues of
Simon’s estimates (as in the conclusion of Lemma 4.6 above) for V ∈ SH satisfying the
appropriate set of contradiction hypotheses (analogous to the hypotheses of Lemma 4.6)
corresponding to step (ii), including the hypothesis that V is close as a varifold to C
in the unit ball Bn+11 (0).
Unlike in the case of Lemma 4.6 above, the estimates this time are established
following Simon’s argument in [Sim93] very closely; the reason why it is possible to
do so even though, strictly speaking, the “multiplicity 1 class” hypothesis needed in
[Sim93] does not hold in the present situation is because by hypothesis (of the Minimum
Distance Theorem with Θ (‖C‖, 0) = q+ 1/2), the density ratio of V is not much more
than q + 1/2, and that implies, by (H1) and step (i) (which provides the Sheeting
58 C. BELLETTINI & N. WICKRAMASEKERA
Theorem for multiplicity up to and including q), complete regularity of V in any small
toroidal region around and close to the axis of C whenever V is close in distance to
spt ‖C‖ in a slightly larger torus. This fact serves the purpose that Allard’s regularity
theorem served in the argument of [Sim93]. See [Wic14, Theorem 16.2, Corollary 16.3
and Corollary 16.4].
Note also that the crucial “no δ gaps” condition, i.e. the analogue of Lemma 4.6(d),
holds in the present setting. For if not, then there is a ball Bδ = Bn+1δ (Y ) of fixed
size δ about some point Y on the axis of C in which all singularities of V have density
< q + 1/2, implying, in view of Proposition 3.1, which uses the Almgren–Federer
Generalized stratification theorem, the induction hypotheses (H1), (H2), (H3) and
Step (i), that V Bδ is “generalized regular” up to a singular set of codimension 7. The
following argument leads to a contradiction whenever V in distance is sufficiently close
to C (depending on δ).
Note first of all that in view of the fact that V Bδ is “generalized regular” up
to a singular set of codimension 7 allows us to set the multiplicity equal to 1 almost
everywhere without losing the fact that the new varifoldM belongs to SH , as explained
in the first paragraph of the proof of Theorem 3.4. A standard capacity argument shows
that sing V \ gen-regV is “removable for the stability inequality” in the sense that the
inequality
∫
gen-reg V |A|2ζ2 ≤
∫
gen-reg V |∇ ζ|2 holds for every ζ ∈ C1c (U) (and not just
for ζ ∈ C1c (gen-regV ) (as initially required). In particular, we may take a standard
cut-off function ζ in this improved stability inequality to deduce that∫
M∩Bn+1
3/4
(0)
|A|2 ≤ C
for a fixed constant C = C(n,Λ) independent of M, where Λ is any upper bound
for Hn (M ∩ Bn+11 (0)). This, the Cauchy–Schwarz inequality, and the volume growth
bounds for M (implied by the monotonicity formula) imply that if L is an (n − 1)-
dimensional subspace of Rn+1, then for each fixed Λ > 0,
(43) sup
M∈M,Hn(M∩Bn+11 (0))≤Λ
∫
M∩Bn+1
3/4
(0)∩(L)τ
|A| → 0
as τ → 0.
On the other hand, if C is as in Theorem 3.2, L is the singular axis of C, p :
Rn+1 → L is the orthogonal projection, and if, contrary to Theorem 3.2, there is a
sequence Mj ∈ M with ω−1n Hn(Mj ∩ Bn+11 (0)) ≤ Θ(‖C‖, 0) + 1/2 and distH (Mj ∩
Bn+11/2 (0), spt ‖C‖ ∩ Bn+11/2 (0)) → 0, then for sufficiently large j, p−1(y) ∩Mj ∩ (L)τ is
a non-empty finite collection of disjoint, smooth embedded curves γkj , 1 ≤ k ≤ `j , for
Hn−1-a.e. y ∈ L ∩Bn+11/4 (0), and by Theorem 3.1 (inductive assumption), if νj denotes
a choice of unit normal to Mj , then
(44) θ ≤ inf
1≤k≤`j
∣∣∣νj(P k,1j )− νj(P k,2j )∣∣∣ ≤ ∫
p−1(y)∩Mj∩(L)τ
|A| dH1
where P k,1j , P
k,2
j are the end points of γ
k
j and θ is a fixed positive constant determined
by spt ‖C‖. Integrating over y ∈ L ∩ Bn+11/4 (0) and using the co-area formula, we see
that this leads to a contradiction with (43) for sufficiently large j. 13
13Notice that this simple argument clearly breaks down if we do not have the (inductive) assump-
tions (H1) for q and (H3) for q − 1. Indeed, even under the hypothesis Hn−1 (sing V ) = 0 which is
stronger than the no-classical-singularities hypothesis and which together with Theorem 3.1 makes it
possible to justify (44) for Hn−1-a.e. y ∈ L ∩ Bn+11/4 (0), the above argument breaks down because in
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Once Simon’s estimates are established, a blow up argument analogous to the one
described above in the context of Lemma 4.4 can be used to show that when V ∈ SH is
sufficiently close (as a varifold) to C in Bn+11 (0), V must contain a classical singularity
somewhere near the origin, contradicting directly the definition of SH and thereby
completing step (ii). See [Wic14, Section 16] for details.
Armed with step (ii), we can repeat the blow up argument, in an identical fashion to
how it is used in step (ii) but with the assumption that Θ (‖C‖, 0) = q+1, to complete
step (iii).
7. Proof of the Higher Regularity Theorem subject to the induction
hypotheses
The last part of our simultaneous proof by induction is the completion of induction
for the Higher Regularity Theorem, i.e. step (iv) listed in Section 3. We inductively
assume the validity of (H1), (H2), (H3) and step (i), step (ii), step (iii).
In view of this, by assumption we have that V decomposes as q sheets:
V
(
Bn1/2(0)× R
)
=
q∑
j=1
|graphuj |,
with uj ∈ C1,α (Bn1/2(0);R) and u1 ≤ u2 ≤ . . . ≤ uq, α ∈ (0, 12). Whenever spt ‖V ‖
is embedded at (x, uj(x)) then the CMC equation is valid (in weak form) for uj in a
neighbourhood of x, implying C2 regularity for ui in that neighbourhood (and even C∞
by bootstrapping). Moreover keep in mind that for V as in assumptions of Theorem
3.3 the density θ is everywhere integer-valued and we can inductively assume that
spt ‖V ‖ ∩ {θ ≤ q − 1} ⊂ gen-regV . Note that we cannot hope that the uj ’s are
separately smooth and CMC, since the assumptions allow the possibility presented in
example 2.16: in such a situation, we would have u1 ≤ u2 ≤ u3 with u1 and u3 smooth
and CMC but u2 is only C1,1 and it coincides partly with u1 and partly wth u3. This
is why in order to express the higher regularity result, we need to find a representation
of spt ‖V ‖ by neglecting multiplicities.
7.1. Absence of `-fold touching singularities for ` ≥ 3. Our first claim is that, for
H 6= 0 and X /∈ regV , whenever there exist (under the assumptions of Theorem 3.3)
sheets touching at X then exactly two sheets touch at X when we discard multiplicities
and moreover the mean curvature vector points upwards on the top sheet and down-
wards on the bottom sheet on the embedded parts. In particular three-fold, four-fold
etc. touching singularities are ruled out.
Lemma 7.1. Under the assumptions of Theorem 3.3 and assuming the validity of (H1),
(H2), (H3), let X = (x,Xn+1) ∈ spt ‖V ‖ be a point of density q where spt ‖V ‖ is not
embedded. Assume that H 6= 0. Then
(1) spt ‖V ‖ = graphu1 ∪ graphuq and X = (x,Xn+1) ∈ singT V ;
(2) in a neighbourhood of X and away from singV , we have that ~H · eˆn+1 > 0 on
graphuq and ~H · eˆn+1 < 0 on graphu1.
Remark 7.1. The same argument shows that if H = 0 then under the assumptions
of Theorem 3.3 any two graphs ui, ui+1 either coincide identically (i.e. ui ≡ ui+1) or
have empty intersection (i.e. ui < ui+1). Then the minimal surface PDE very directly
implies that each uj is smooth.
this case, a priori we do not know even whether
∫
reg V ∩Bn+1
3/4
(0)∩(L)τ |A| < ∞, let alone the statement
(43).
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Proof. Recall that any two graphs touching must touch tangentially (otherwise we
would create a classical singularity). Denoting with pi : Bn1/2(0) × R → Bn1/2(0) the
standard projection, let C = pi{y ∈ spt ‖V ‖ : θ(y) = q} be the closed set in Bn1/2(0)
above which the density of the varifold is q, i.e. the set of x ∈ Bn1/2(0) such that
u1(x) = ... = uq(x). If C is the whole ball Bn1/2(0) then V is embedded in the cylinder
Bn1/2(0) × R (and we can use standard bootstrapping to infer that u1 ≡ ... ≡ uq(x) is
a smooth function), against the assumption.
Therefore C ( Bn1/2(0). Denote by B the ball B
n
1/2(0) and consider the open set
(Bn1/2(0)\C)×R: here we have the validity of the inductive assumptions, as the density
is ≤ q−1. Consider x ∈ B such that spt ‖V ‖ is embedded at (x, uj(x)) for every j. The
set U of such points x is open and dense (by Allard’s theorem). Then we can “neglect
multiplicities” and define q˜(x) as the number of points without multiplicity above x.
By embededness q˜ is locally constant on U , i.e. constant on each connected component
of U . This allows to define u˜1 < ... < u˜q˜ on U , with q˜ constant on each connected
component of U and spt ‖V (U × R)‖ described by the union of the graphs of u˜j .
We will however show that q˜ actually extends to a locally constant function on B \C.
Indeed, clearly U ⊂ B \ C and on (B \ C)× R we can use the inductive assumptions,
thanks to which we know that spt ‖V (B \ C) × R‖ ⊂ gen-regV : by definition of
gen-reg this means that at any point y in (B \ C) × R where V is not embedded
the structure of spt ‖V ‖ is, in a neighbourhood, exactly the union of two C2 graphs
touching tangentially on a set of 0-measure. Therefore if pi(y) is on the (topological)
boundary of any two connected components of U , the number q˜ cannot change when
we pass from one connected component to the other. This allows to extend uniquely
the definition of the functions u˜1 ≤ ... ≤ u˜q˜ to B \ C so that the union of their graphs
is equal to spt ‖V (B \ C) × R‖ and moreover each u˜j is C2 on B \ C and satisfies
the CMC PDE. In particular q˜ is locally constant on B \ C. The great advantage in
passing to the functions u˜1 ≤ ... ≤ u˜q˜ is that these are smooth and CMC on B \ C.
Note that necessarily we have u1 = u˜1 and uq = u˜q˜.
Take any connected component A of B \C on which q˜ ≥ 2 (such a component exists
otherwise V is embedded everywhere). We will show that there exists m ∈ {1, ...q˜− 1}
such that u˜1|A = ...u˜m|A and u˜m+1|A = u˜q˜|A (m might depend on which connected
component has been chosen). For y ∈ A consider open balls centred at x and contained
in A and pick the supremum R of the radii of such balls: then BR(y) ⊂ A and there
exists p ∈ ∂BR(y) ∩ C. On the ball BR, by the inductive assumptions, each u˜j is
smooth and solves the CMC equation
div
(
Du˜j√
1 + |Du˜j |2
)
= |h| or − |h|
classically, with the sign on the right-hand side depending on whether the mean curva-
ture vector ~H points upwards or downwards, i.e. whether respectively ~H · eˆn+1 > 0 or
~H · eˆn+1 < 0 on |graph(u˜j |BR(y))|. For any couple u˜i, u˜j (with i 6= j) we then consider
the possibility that the mean curvatures on these two graphs point in the same direc-
tion. Subtracting the PDE for u˜j+1 from the one for u˜j we find that u˜j − u˜j+1 is 0 on
C and solves an elliptic PDE on BR(y), namely (47) with the right-hand side replaced
by 0. Unless u˜j ≡ u˜j+1 on BR(y) we can apply Hopf boundary point lemma, yielding
that the derivative of u˜j − u˜j+1 along the outward normal to the boundary of the ball
at ξ must be strictly positive: this contradicts the vanishing of the gradient of u˜j− u˜j+1
on C (tangentiality of the graphs, equivalently absence of classical singularities).
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Summing up, we have by now that spt ‖V ‖ in the cylinder Bn1/2(0)×R is represented
by the union of the graphs of u1 = u˜1 and uq = u˜q˜ (since every other u˜j coincides with
one of these two on B \ C and on C clearly all graphs coincide). Moreover there
exists a non-empty open set A on which u˜1 < u˜q. We can conclude that actually
u1 = uq only on the set C; on Bn1/2(0) \ C we have u1 < uq. Indeed Lemma A.2
forces V = q1(x)|graph(u1)|+ (q− q1(x))|graph(uq)|, with q1 integer-valued and locally
constant on the embedded part. The set {u1 = uq} is therefore exactly the set C. 14
The previous argument settles part 1 of the lemma and moreover shows that, for
any two sheets touching, the mean curvature vectors must point in opposite directions.
However, if the top sheet u˜j+1 has mean curvature vector pointing downwards and
the bottom sheet u˜j has mean curvature pointing upwards, then the CMC equation
is solved by u˜j with right hand side |h| and by u˜j+1 with right hand side −|h|. So
the same argument yields that u˜j − u˜j+1 is a subsolution of the same elliptic PDE of
which it was solution before, more precisely u˜j − u˜j+1 solves the PDE (47) with the
right-hand side replaced by −2|h| ∫ ζ. Hopf lemma applies again, so part 2 is proved
as well. 
7.2. Average and semi-difference and their PDEs. In order to complete the proof
of Theorem 3.3 we need to prove C2 regularity of each sheet across the touching points,
i.e. we need to show that these touching points belong to gen-regV . Note that we only
know that the set of points where sheets touch (tangentially) is a set of Hn-measure
zero, but such an estimate is too weak to allow any capacity argument for the extension
of the CMC equation to each sheet. In other words, with our knowledge so far there
could still be (for a single sheet) a singular part of the generalized mean curvature that
is concentrated on the touching set (with the mean curvature of the other sheet that
annihilates the first). In the following subsections we will rule out this possibility. By
Lemma 7.1 we only need to consider the case of two distinct sheets, so for the sequel
we will work in the following situation.
Hypotheses 7.1. We consider two sheets u1 ≤ u2, each of them is C1,α(Bn1 (0)) for
α < 12 , they can touch tangentially (the touching singularities singT are contained in
this touching set) and they cannot cross. Away from the touching set {(x, u1(x)) :
u1(x) = u2(x)} we have C2-regularity and constant mean curvature in the classical
sense.
Remark 7.2. By Lemma 7.1 on any open set Bnρ ×R where there are no singular points,
the two sheets have mean curvature vectors pointing in opposite directions, precisely
the top sheet u2 must have mean curvature pointing upwards and the bottom sheet u1
must have mean curvature pointing downwards. The varifold V is given by integration
on the union of the two sheets endowed with an integer multiplicity. The multiplicity
14Actually we can even prove that C has 0-measure. All points above C in the support of the varifold
are either embedded or two-fold touching singularities. Embeddedness is an open condition, so above
∂C we must have touching singularities, and ∂C 6= ∅. So let p ∈ ∂C and consider (p, u1(p)) ∈ singTV .
In a neighbouhood of p the set C must have then 0-measure: if that were not the case, then we would
contradict assumption 3 of the class SH , in that we would produce on C the presence of a twofold
toucing singularity (p, u1(p)) for which the zero-measure condition fails. Now consider the following:
at every point of C we either have (if the point is in the interior) an open neighbourhood that is all
contained in C or (if the point is on the boundary) an open neighbourhood in which C has 0-measure.
This gives rise to an open cover of C and we can extract a finite cover. Denote by N the open set that
is the union of all open neighbouhoods that lie in the interior, clearly N ( C. Then for every point
p ∈ ∂N we have that p must be contained in another set L from the cover that was centred at the
boundary of C, so C should have 0-measure in L. On the other hand L ∩N is open and contained in
the interior of C, contradiction.
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is q ∈ N on the touching set, it is denoted by q1(x) on u1 (on the set where u1 < u2)
and, by Lemma A.2, it is q − q1(x) on u2 (on the set where u1 < u2). Moreover q1(x)
is locally constant on the C2 embedded portions.
The two auxiliary functions that will play a key role in this section are the average
ua :=
u1+u2
2 and the semi-difference v :=
u2−u1
2 of the two sheets.
PDE for the semi-difference Consider v = u2−u12 , well-defined on B
n
1 (0) and
assume without loss of generality that (0, 0) ∈ Bn1 (0) × R is a touching singularity of
the varifold. Then v(0) = 0 and Dv(0) = 0. The set
(45) T = {x ∈ Bn1 : v(x) = 0, Dv(x) = 0}
is the projection on Bn1 of {(x, u1(x)) : u1(x) = u2(x)} (i.e. where the two sheets agree
- we know that they must be tangential there).
We are assuming that on the embedded C2 parts the two sheets are CMC with mean
curvatures having the same absolute value H > 0. Moreover for u1 we have ~H = −Hνˆ
and for u2 we have ~H = Hνˆ, with νˆ · ~en+1 > 0 (i.e. normal vectors νˆ to the sheets
pointing upwards).
Then consider the (possibly several) connected components of Bn1 \ T , these are
open sets above which u1 and u2 are C2 and classically CMC. Then we can neglect
multiplicities on the two sheets (since on such a connected component each sheet is
counted with constant multiplicity) and deduce the first variation formulae∫
Bn1
Diu1√
1 + |Du1|2
Diζ = H
∫
Bn1
ζ∫
Bn1
Diu2√
1 + |Du2|2
Diζ = −H
∫
Bn1
ζ(46)
for all test functions ζ compactly supported in Bn1 \ T . Then we write
F i(p) =
pi√
1 + |p|2 for p ∈ R
n
F i(Du2)− F i(Du1) =
∫ 1
0
d
dt
[F i(tDu2 + (1− t)Du1)]dt =
=
∫ 1
0
∂F i
∂pj
(tDu2+(1−t)Du1)(Dju2−Dju1)dt =
∫ 1
0
∂F i
∂pj
(tDv+Du1)(Dju2−Dju1)dt =
= 2Djv
∫ 1
0
∂F i
∂pj
(Dua − (1− t)Dv)dt.
Set aij(p, q) =
∫ 1
0
∂F i
∂pj
(p− (1− t)q)dt and, taking the difference of the two equations in
(46), we find ∫
Bn1
aij(Dua, Dv)DjvDiζ = −H
∫
Bn1
ζ
for all test functions ζ compactly supported in Bn1 \ T .
Since ∂F
i
∂pj
=
δij√
1+|p|2 −
pipj
(1+|p|2) 32
, aij(p, q) = δij + bij(p, q) with |bij(p, q)| ≤ C(|p|2 +
|q|2), which will allow us to view the PDE obtained for v, namely,
(47)
∫
Bn1
(δij + bij(Dua, Dv))DjvDiζ = −H
∫
Bn1
ζ
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as a perturbation of (the weak form of) ∆v = H. Recall that we only use test functions
ζ compactly supported in Bn1 \ T . By assumption T has zero Hn-measure and v = 0,
Dv = 0 on T .
PDE for the average. Consider u1 with multiplicity q1(x) and u2 with multiplicity
q2(x) = q − q1(x), with qj(x) constant on any open set disjoint from T . The first
variations give
(48)
∫ (
q1(x)Diu1√
1 + |Du1|2
+
q2(x)Diu2√
1 + |Du2|2
)
Diζ = H
∫
(q1(x)− q2(x))ζ.
Writing F i(p) = pi√
1+|p|2 for p ∈ R
n we have
q2(x)F
i(Du2)−q1(x)F i(−Du1) =
∫ 1
0
d
dt
[(tq2(x)+(1−t)q1(x))F i(tDu2−(1−t)Du1)]dt =
∫ 1
0
(q2(x)−q1(x))F i((2t−1)Dua+Dv)dt+2
∫ 1
0
(q1(x)+t(q2(x)−q1(x))∂F
i
∂pj
((2t−1)Dua+Dv)Djuadt
Set aij(p, q) = 2
∫ 1
0 (q1(x)+t(q2(x)−q1(x))∂F
i
∂pj
((2t−1)p+q)dt. Then the initial equation
(48) becomes
∫
Ω
(
aij(Dua, Dv)Djua + (q2(x)− q1(x))
∫ 1
0
δij(2t− 1)Djua +Div√
1 + |(2t− 1)Dua +Dv|2
dt
)
Diζ = H
∫
Ω
(q2(x)−q1(x))ζ.
Setting bij(p, q) = aij(p, q) + (q2(x)− q1(x))δij
∫ 1
0
(2t−1)√
1+|(2t−1)Dua+Dv|2
dt, we can rewrite
the equation as follows: ∫
Ω
bij(Dua, Dv)DjuaDiζ =
= H
∫
Ω
(q2(x)−q1(x))ζ−
∫
Ω
(q2(x)−q1(x))
(∫ 1
0
1√
1 + |(2t− 1)Dua +Dv|2
dt
)
DivDiζ
7.3. Sheeting theorem - higher Hölder regularity for the gradients. Next we
need to improve exponent α of the C1,α regularity, that was obtained in the Sheeting
Theorem 3.1 with α < 12 :
Proposition 7.1. Under the assumption that V ∈ SH and
V
(
Bn1/2(0)× R
)
=
q∑
j=1
|graphuj |,
with uj ∈ C1,α (Bn1/2(0);R) and u1 ≤ u2 ≤ . . . ≤ uq for some α(0, 12), we have that
uj ∈ C1,α (Bn1/2(0);R) for any α ∈ (0, 1).
In particular we will need α ≥ 12 at a later stage in this section. Note that it suffices,
in view of Lemma 7.1, to focus on two sheets u1 and u2, for which we may assume the
knowledge of C1,α regularity for some α < 12 : the aim is to conclude that then actually
the Hölder exponent can be improved. Roughly speaking the strategy for the proof of
Proposition 7.1 is to show a De Giorgi type decay for each separate sheet by obtaining
such a decay for the semi-difference v and for the average ua at all touching points.
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Consider the semi-difference v on B1 = Bn1 (0) (without loss of generality we are
considering graphs on B1(0), which can always be obtained by homothetic rescaling)
and let K := {v = 0, Dv = 0} and assume without loss of generality that 0 ∈ K. We
saw in (47) that v satisfies a PDE of the form
(49)
∫
B1
(δij + bij(x))DjvDiζ = −H
∫
B1
ζ for ζ ∈ C1c (B1 \K) with H > 0.
In the case of (47), the coefficients bij(x) are, more precisely, the C0,α functions
bij(Dua(x), Dv(x)). In order to produce a De Giorgi type decay for v we will use
a contradiction argument/blow up method for which the following a priori estimate is
needed.
Proposition 7.2 (Schauder estimates for the semi-difference). There exist β,H0 > 0
such that if v ∈ C1,α(B1) satisfies the PDE (49) on B1\K with supB1 |bij |+[bij ]α,B1 ≤ β
and H ≤ H0 then
[Dv]α,B1/2 ≤ C(‖v‖L2(B1) +H),
where C depends only on n,H0, β.
The key difficulty here is that the PDE is satisfied only away from the closed set K,
of which no regularity properties are known. To prove Proposition 7.2 we adapt the
scaling argument due to L. Simon ([Sim97]).
Lemma 7.2. ∀δ > 0∃C > 0, C = C(δ,H0, β, δ) such that
[Dv]α,B1/2 ≤ δ[Dv]α,B1 + C(|v|0,B1 + |Dv|0,B1 +H).
proof of Lemma 7.2. The proof proceeds by contradiction: assume that we can find
δ > 0 such that for every k ∈ N there is a vk satisfying the same assumptions and such
that the reverse inequality holds, i.e. for every k we have (with 0 ≤ Hk ≤ H)
(50) [Dvk]α,B1/2 ≥ δ[Dvk]α,B1 + k(|vk|0 + |Dvk|0 +Hk).
Choose xk, yk ∈ B1/2 such that
(51)
|Dvk(xk)−Dvk(yk)|
|xk − yk|α >
1
2
[Dvk]α,B1/2 .
Denote ρk = |xk − yk|. Observe that in view of (51) and (50) we have 12 [Dvk]α,B1/2 ≤
2|Dvk|0
ραk
≤ 2[Dvk]α,B1/2kραk . Therefore we must have ρk → 0 as k →∞.
We distinguish two cases: (I) Bρk(xk) ⊂ B1 \Kk for all k, (II) there exists a subse-
quence (not relabelled) such that there is a point zk in the set Kk ∩Bρk(xk).
If we are in case (I) consider the rescaling of vk as follows:
wk(x) :=
vk(xk + ρkx)− vk(xk)− ρk
∑n
i=1Divk(xk)xi
ρ1+αk [Dvk]α,B1
.
If we are in case (II) consider the rescaling of vk as follows:
wk(x) :=
vk(xk + ρkx)
ρ1+αk [Dvk]α,B1
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and denote pk = zk−xkρk . Then we have wk = 0 and Dwk = 0 at the point pk ∈ B1(0)
(the point pk plays the role of an “anchor point” so there is no need to subtract the
first jet, which we must do in case (I) in order to make the origin the “anchor point”).
In either case we consider the sequence wk thus obtained and we will now prove that
it converges (up to extraction of a subsequence) in C1 on any compact set to a C1,α
function w defined on Rn and such that w is harmonic on the open set {w 6= 0}. Then
we will show that such a w is harmonic in the whole of Rn.
Case (I): by definition we have wk(0) = 0, Dwk(0) = 0 and let ζk := yk−xkρk so that|ζk| = 1. By (51) and (50)
|Dwk(ζk)−Dwk(0)| > δ
2
,
and moreover we know that [Dwk]α,B 1
2ρk
(0) ≤ 1 by rescaling properties. SinceDwk(0) =
0 then for 0 < σ < 12ρk and x ∈ Bσ(0) we have |Dwk(x)| = |Dwk(x) − Dwk(0)| ≤
[Dwk]α,B 1
2ρk
(0)|x− 0|α ≤ σα. Similarly |wk(x)| ≤ σ1+α.
We now want to send k → ∞. We have just seen that on any compact set a tail of
the sequence satisfies the requirements of Ascoli-Arzelà’s theorem: this yields a C1,α
function w on Rn to which a subsequence of wk converges in C1 on any compact set
(a diagonal argument is needed here, by using an exhausting sequence of compact sets
B 1
2ρk
). We may assume, up to extracting a further subsequence that we do not relabel,
that ζk → ζ as k →∞ with |ζ| = 1. The function w satisfies (by the C1 convergence)
(52) [Dw]α,Rn ≤ 1 and |Dw(ζ)−Dw(0)| > δ
2
.
Case (II): this time, with the notation pk = zk−xkρk , we have wk(pk) = 0, Dwk(pk) = 0.
We have still ζk := yk−xkρk so that |ζk| = 1. By (51) and (50)
|Dwk(ζk)−Dwk(0)| > δ
2
,
and moreover we know that [Dwk]α,B 1
2ρk
(0) ≤ 1 by rescaling properties. For 0 < σ < 12ρk
and x ∈ Bσ(0) we have |Dwk(x)| = |Dwk(x)−Dwk(pk)| ≤ [Dwk]α,B 1
2ρk
(0)|x− pk|α ≤
(σ + 1)α. Similarly |wk(x)| ≤ (σ + 1)1+α. As before we can extract a converging
subsequence using Ascoli-Arzelà’s theorem and get as above w of class C1,α on Rn with
(52) valid.
Since vk ≥ 0 for all k, in case (II) we will have w ≥ 0 and the set {w = 0} is the set
of z such that there exists a sequence zk → z with xk + ρkzk ∈ Kk. We will consider
the open set {w > 0} and will show that w is harmonic there.
In case (I), on the other hand, let Zk be the closed set such that xk+ρkZk = Kk; then
wk takes on the set Zk the same value as the affine function
−vk(xk)−ρk
∑n
i=1Divk(xk)·i
ρ1+αk [Dvk]α,B1
;
here · denotes the variable and ·i its i-th coordinate. Therefore the limsup Z (as
k → ∞) of the sets Zk will be such that the value of w on Z coincides with the value
taken by a certain affine function, which is the C1-limit of those exhibited above. We
will consider the open set Rn \ Z and will conclude that w is harmonic there.
Observe that both in case (I) and case (II) we can obtain a PDE for w on the open
set Rn \Z by suitable rescaling the (weak) PDEs for vk and passing to the limit by the
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C1 convergence: indeed the open set on which we are focusing comes from dilations
of the open sets on which the PDEs for vk are valid. The limiting process follows the
lines of the blow up argument in L. Simon’s [Sim97] and will be omitted.
We now have w that is harmonic away from a closed set where it coincides with an
affine function. By subtracting this affine function we obtain both in cases (I) and (II)
that we have a function w ∈ C1,α that is harmonic wherever it is non-zero. Then w
is harmonic in the whole of Rn. To see this we show first of all that |D2w| (which is
well-defined on Rn \ Z since w is smooth there) is locally L2-summable on Rn \ Z.
Consider a convex smooth and monotone increasing function γδ : [0,∞[→ R, for
δ > 0, such that
γδ(t) =
{
0 for 0 ≤ t ≤ δ
t− δ for t ≥ 2δ ,
and γδ is positive increasing. Noting that w is smooth wherever γδ(|∇w|2) 6= 0 we can
compute
∆
(
γδ(|∇w|2)
)
= div
(
γ′δ(|∇w|2)∇(|∇w|2)
)
=
= γ′′δ (|∇w|2)
∣∣∇(|∇w|2)∣∣2 + γ′δ(|∇w|2)∆(|∇w|2))
(keeping in mind that the higher derivatives of w have only appeared where they are
classically well-defined). Using the convexity assumption γ′′δ ≥ 0 and Bochner’s formula
for harmonic functions we conclude that
∆
(
γδ(|∇w|2)
) ≥ 2γ′δ(|∇w|2)|D2ijw|2.
Let ψ be any non-negative bump function that is compactly supported in BR ⊂ Rn
and identically 1 in Z ∩BR−1 (R large). Then the previous inequality yields
2
∫
|Dw|≥√2δ
|D2w|2ψ ≤ 2
∫
Rn
γ′δ(|∇w|2)|D2w|2ψ ≤
∫
Rn
∆
(
γδ(|∇w|2)
)
ψ ≤
≤
∫
Rn
γδ(|∇w|2)∆ψ ≤ CR‖Dw‖C0
∫
∆ψ,
and sending δ → 0 (since the r.h.s. does not depend on δ) we have the desired local
summability on the open set {Dw 6= 0}. At points in the set {Dw = 0}\Z the function
w is C2 (and harmonic), in particular D2w = 0 almost everywhere on this set. In view
of this we conclude the L2-summability of D2w on any domain BR∩ (Rn \Z). We note
that actually we would need only L1 summability for the next step.
Now with f = Diw for i ∈ {1, ...n} we can use Lemma C.1 to conclude that the
function that takes the value Dlf on Rn \ {f = 0} and the value 0 on {f = 0} is in
L2loc(Rn) and is the distributional l-derivative of f = Div in Rn. In other words we
have obtained that w ∈ W 2,2loc and so ∆w = 0 on the whole of Rn: so w is everywhere
harmonic (recall that adding back the affine function in case (I) does not change the
harmonicity of the blow up function w).
To conclude the proof of Lemma 7.2 we only need to recall that we have obtained a
harmonic function w on Rn satisfying (52). Then Dlw is harmonic (for any l) and with
sublinear growth (first inequality in (52)), which implies by Liouville theorem that Dlw
is constant. But then we contradict the second inequality in (52). 
proof of Proposition 7.2. The estimate follows as in [Sim97] from Lemma 7.2 by means
of the “simple abstract lemma” [Sim97, p. 398]. 
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Now we are in a position to prove the De Giorgi-type decay for the “modified L2-
excess” of v.
Proposition 7.3 (De Giorgi decay for the semi-difference). Let v ∈ C1,α(B1) (with
0 < α < 12) solve the PDE (49) on B1 \K. Assume that supB1 |bij |+ [bij ]α,B1 ≤ β and
H ≤ H0, with β,H0 as in Proposition 7.2. Let µ ∈ (0, 1). For every θ ∈ (0, 14) there
exists C, ε > 0 (depending on θ) such that if
∫
B1
|v|2 + H2ε ≤ ε then
(53)
1
θn+2
∫
Bθ
|v|2 + θ
2
ε
H2 ≤ Cθ2µ
(∫
B1
|v|2 + H
2
ε
)
.
proof of Proposition 7.3. We consider a sequence of vk satisfying the PDE with Hk on
the r.h.s. and such that
∫
B1
|vk|2 + H
2
k
εk
≤ εk → 0. Consider the blow-up obtained by
dividing by the L2-height excess:
v˜k :=
vk(∫
B1
|vk|2 + H
2
k
εk
) 1
2
and remark that ‖v˜k‖C1,α(B1/2) is bounded by C independently of k thanks to the a
priori Schauder type estimate in Proposition 7.2. This allows to find v˜ ∈ C1,α(B1/2)
to which a subsequence of v˜k converges in C1(B1/2). Moreover ‖v˜k‖L2(B1/2) are equi-
bounded ≤ 1 and for any R < 1/2 the norms ‖v˜k‖W 1,2(BR) are equibounded, implying
the strong L2-convergence on every compact set in B1/2. Then ‖v˜‖L2(K) ≤ 1 indepen-
dently of K on any compact set K contained in B1/2. So v˜ ∈ L2(B1/2). Moreover v˜
is harmonic on B1/2 (by the rescaling properties of the PDE the function v˜k solves the
PDE (47) with Hk ≤ εk on the r.h.s. and we have C1 convergence so we can pass the
PDE to the limit) and by C1 convergence we have that Dv˜(0) = 0 (since Dvk(0) = 0
for every k as 0 ∈ T ). Harmonic function theory and the vanishing of the gradient at
0 guarantee the validity of the inequality
1
θn+2
∫
Bθ
|v˜|2 ≤ Cθ2µ
∫
B1/2
|v˜|2, with C = Cn.
By strong L2-convergence on Bθ we have, for k large enough (we need to ensure the
validity of
∫
Bθ
|v˜ − v˜k|2 < θn+2+2µ) the inequality
1
θn+2
∫
Bθ
|v˜k|2 ≤ θ2µ
(
Cn
∫
B1/2
|v˜|2 + 1
)
,
in other words (recall that
∫
B1/2
|v˜|2 ≤ 1), by definition of v˜k,
1
θn+2
∫
Bθ
|vk|2 ≤ (Cn + 1)θ2µ
(∫
B1
|vk|2 + H
2
k
εk
)
.
The desired inequality (53) follows now immediately, since the second term on the l.h.s.
of (53) is easily bounded. 
The decay result obtained for (49) immediately applies to the PDE (47) for the semi-
difference, upon ensuring the bounds for bij and H by performing suitable homothetic
dilations.
We will now focus on the average of the two sheets and prove a similar decay property.
Rather than a PDE for the average, however, we will seek a PDE for the weighted
average q1u1 + q2u2. Comparing with the case of the semi-difference, we wish to point
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out that this time we will have no control over the values of the weighted average at
the points corresponding to the “touching set”, nor on the gradient; on the plus side,
however, we will have a PDE that is valid across the touching set.
The PDE is obtained from the first variation formula (48): in a first step we have
∫  q1(x)Diu1√
1 + |Du1|2
+
q2(x)Diu2√
1 + |Du2|2︸ ︷︷ ︸
Diζ = H ∫ (q1(x)− q2(x))ζ,
and we can rewrite the braced expression as
q1(x)Diu1
(
1 +
(
1√
1 + |Du1|2
− 1
))
+ q2(x)Diu2
(
1 +
(
1√
1 + |Du2|2
− 1
))
so that the equation becomes
∫
(q1(x)Diu1 + q2(x)Diu2)Diζ = H
∫
(q1(x)−q2(x))ζ +
∫
O(|Du1|3)Diζ +
∫
O(|Du2|3)Diζ.
Rewriting q1(x)Diu1 = Di(q1(x)u1)− u1Diq1 (and similarly for u2) we get∫
Di(q1(x)u1+q2(x)u2)Diζ = H
∫
(q1(x)−q2(x))ζ +
∫
O(|Du1|3)Diζ +
∫
O(|Du2|3)Diζ +
+
∫
(u1Diq1 + u2Diq2)Diζ.
The last term is however zero, since on the support of the distributions Diq1, Diq2 (the
touching set of the two graphs, see remark 7.2) we have u1 = u2 and Diq1 = −Diq2.
This gives the PDE for the weighted average q1u1 + q2u2:
(54)
∫
Di(q1u1 +q2u2)Diζ = H
∫
(q1−q2)ζ +
∫
O(|Du1|3)Diζ +
∫
O(|Du2|3)Diζ.
Choice of excess for the weighted average. We let, for a reference affine function L
and ρ ∈ (0, 1] (here ε > 0 is a constant to be chosen in Proposition 7.4 below):
E2L(ρ) := ρ
−n−2
∫
Bρ
|q1u1+q2u2−L|2+ρ2H
2
ε
+
(
ρ3α
)2
ε
(
[Du1]
3
α,Bρ
)2
+
(
ρ3α
)2
ε
(
[Du2]
3
α,Bρ
)2
.
We will prove the following decay at points where u1 = u2, assuming that 0 is such a
point and that we have rotated coordinates so that Du1(0) = Du2(0) = 0 and q is fixed.
Proposition 7.4 (De Giorgi decay for the weighted average). Let µ ∈ (12 , 1) and
θ ∈ (0, 14). Assume that Du1(0) = Du2(0) = 0. There exists ε = ε(n, µ, θ) and
C = C(n, µ) such that, if E2L(1) ≤ ε for a certain L, then there exists L′ for which
(55) E2L′(θ) ≤ Cθ2µE2L(1),
(56) |L− L′|2C1(B1) ≤ CE2L(1).
Notational remark : the excess E2L(ρ) computed for the function uk will be denoted in
the following proof by E2L(ρ, k).
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Proof. Note that the last two terms in the definition of the excess E are defined so that
they are naturally rescaling under the geometric transformation u(rx)r when evaluating
the Hölder seminorm at 0.
Elliptic L2-theory for a PDE as (54) of the form div(∇w) = f+divg with f ∈ L∞(B1)
and g ∈ L2(B1(0)) give ‖w‖W 1,2(B1/2) ≤ C
(‖w‖L2(B1) + ‖f‖L∞(B1) + ‖g‖L2(B1)), see
e.g. [GilTru, Chapter 8]. Note that we can subtract a linear function from q1u1 + q2u2
and find (since a linear function is harmonic)∫
Di(q1u1 + q2u2 − L)Diζ = H
∫
(q1 − q2)ζ +
∫
O(|Du1|3)Diζ +
∫
O(|Du2|3)Diζ.
For this PDE the elliptic estimate reads
‖q1u1 + q2u2 − L‖W 1,2(B1/2) ≤ C
(‖q1u1 + q2u2 − L‖L2(B1)+
+Hq +
(∫
B1
O
(|Du1|3)2)1/2 + (∫
B1
O
(|Du2|3)2)1/2)
Using Du1(0) = 0 and |Du1|(x) = |Du1(x)−Du1(0)| ≤ [Du1]α,B1 |x|α we can continue
≤ C
(
‖q1u1 + q2u2 − L‖L2(B1) +Hq +
(∫
B1
(
[Du1]
3
α,B1
)2)1/2
+
(∫
B1
(
[Du2]
3
α,B1
)2)1/2) ≤
≤ C (‖q1u1 + q2u2 − L‖L2(B1) +H + [Du1]3α,B1 + [Du2]3α,B1) ≤ KEL(1).
We can thus perform a blow up argument, assuming to have a sequence εk → 0 and
uk1, u
k
2 with E2L(1, k) ≤ εk. Define
u˜k =
q1u
k
1 + q2u
k
2 − L
EL(1, k)
.
The elliptic estimate just discussed gives that ‖u˜k‖W 1,2(B1/2) ≤ K and therefore u˜k →
u˜ ∈W 1,2(B1/2) strongly in L2(B1/2) and weakly in W 1,2(B1/2). The blow up function
u˜ is harmonic on B1/2. Indeed the PDE (54) for u˜k is of the form∫
Diu˜kDiζ =
∫
fkζ +
∫
gkDiζ
with |fk| ≤ εk and |gk| ≤ εk, for any ζ ∈ C∞c (B1/2). Passing to the limit thanks to the
W 1,2-weak convergence on the left-hand-side we get∫
B1/2
Diu˜Diζ = 0,
as desired. By the harmonicity of u˜ we get an affine function L˜′ (tangent to the graph
of u˜ above the origin) and a constant C˜ = C(n, µ) such that
θ−n−2
∫
Bθ
|u˜− L˜′|2 ≤ C˜θ2µ
∫
B1/2
|u˜|2.
Recalling the definition of u˜k and by the L2-strong convergence to u˜ we can see that
for k large enough it holds
θ−n−2
∫
Bθ
|q1uk1 + q2uk2 − L− EL(1, k)L˜′|2 ≤
(
C˜
∫
B1/2
|u˜|2 + 1
)
θ2µE2L(1, k),
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and we can set L′ to be the affine function L+EL(1, k)L˜′ and recall that
∫
B1/2
|u˜|2 ≤ K
(the constant in the elliptic estimate): this bounds the first term in the excess that
appears on the left-hand-side of (55). The remaining three terms of the excess on the
left-hand-side of (55) are easily bounded by using θ ≤ 1 and [Duj ]α,Bθ ≤ [Duj ]α,B1 (for
j = 1, 2).
Note that ∇u˜ is harmonic and so by the mean vaue theorem |∇L˜′| = |∇u˜(0)| and
|u˜(0)| = |L˜′(0)| ≤ ‖u˜‖L2(B1/2) ≤ K, so |L˜′|C1(B1) ≤ ‖u˜‖W 1,2(B1/2) ≤ K (the constant
in the elliptic estimate). We therefore have also obtained the desired control (56) over
the tilting of the plane. 
Remark 7.3 (Iteration step). The purpose of the decay lemma (Proposition 7.4) is to
perform an iterative procedure. Start with the given u1 and u2 with coordinates set
such that u1 = u2 = Du1 = Du2 = 0 at the origin. If the varifold was dilated enough
we can also ensure smallness of H and of [Duj ]α,B1 in order to have E2L(1) ≤ ε (at
this initial step the choice of L = 0 will do). Now consider the homotetic dilation of a
factor θ (which dilates the ball Bn+1θ (0) to the unit ball B
n+1
1 (0)). The corresponding
tranformations for the two graphs are u˜1(x) =
u1(θx)
θ and u˜2(x) =
u2(θx)
θ .
The term θ−n−2
∫
Bθ
f2 is designed to be scale invariant, i.e. setting f˜(x) = f(θx)θ we
have by a change of variable θx = y the equality
∫
B1
f˜2 =
∫
B1
f(θx)2
θ2
= 1
θn+2
∫
Bθ
f2.
Therefore for q1u˜1 + q2u˜2 we find∫
B1
|q1u˜1 + q2u˜2 − L˜′|2 = θ−n−2
∫
Bθ
|q1uk1 + q2uk2 − L′|2,
where L˜′ is the affine function obtained by dilating L′.
Consider the PDE (54) written for q1u˜1+q2u˜2, with u˜1, u˜2, H˜ and note that H˜ = θH
by rescaling properties. Therefore the second term 1εθ
2H2 that appears (for q1u1+q2u2)
in E2(θ) is equal to 1εH˜
2, i.e. the second term that appears in E2(1) for q1u˜1 + q2u˜2.
The dilation preserves the fact that u˜1 = u˜2 = Du˜1 = Du˜2 = 0 at the origin.
Moreover, since Du˜1(x) = Du1(θx) we have
[Du˜1]α,B1 = sup
x,y∈B1
|Du˜1(x)−Du˜1(y)|
|x− y|α = θ
α sup
x,y∈B1
|Du1(θx)−Du1(θy)|
|θx− θy|α = θ
α[Du1]α,Bθ
and therefore (for j ∈ {1, 2}) the term θ3α[Duj ]3α,Bθ that appears (for q1u1 + q2u2) in
E2(θ) is equal to the term [Du˜j ]3α,B1 that appears, for q1u˜1 + q2u˜2, in E
2(1).
In other words we have seen that the excess (for q1u˜1 + q2u˜2) E2L˜′(1) is exactly equal
to the excess E2L′(θ) of q1u1 + q2u2 at scale θ with respect to L
′ and so the decay
(55) ensures that the smallness condition of the excess at scale 1 is still satisfied by
q1u˜1 +q2u˜2, upon choosing θ small enough so that Cθ2µ < 1, which can be done since C
does not depend on θ. We are thus able to apply Proposition 7.4 to u˜1, u˜2 and iterate.
Rescaling back to the original picture this iteration gives, for d ∈ N, an affine function
L(d) such that
E2
L(d)
(θd) ≤ Cdθ2µdE2L(1).
Moreover the second line in (56) gives the convergence of L(d) to a certain affine function
L∞ (both the gradients and the translations, in the original picture, converge by the
geometric control provided by the inequality). Note that C is independent of θ.
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Choosing 0 < δ < µ (δ much smaller than µ) and θ small enough15, a standard
argument delivers that for any ρ ∈ (0, Rδ) the following inequality holds:
E2L∞(ρ) ≤ ρ2(µ−δ)E2L∞(1).
Moreover we know that Du1(0) = Du2(0) = 0: this means that L∞ is actually the
zero-function and the previous inequality shows how the excess decays to it.
proof of Proposition 7.1. The decay obtained in Propositions 7.3 and 7.4 is valid (for a
certain fixed µ−δ ∈ (12 , 1)) at all points of the touching set. Moreover away from these
points we have complete smoothness and elliptic estimates for u1 and u2: combining
these two facts (see [Wic14, Lemma 4.3]) with standard theory of Campanato spaces
gives that the gradients of q1u1 + q2u2 decay to L∞ ≡ 0 in a C0,µ−δ fashion.
With an analogous iteration step based on the decay established in Proposition 7.3
we get that the gradients of u1 − u2 decay to L∞ ≡ 0 in a C0,µ−δ fashion.
Here µ can be chosen as close as we want to 1 and δ is as small as we wish. There-
fore (since we have two independent linear combinations of u1 and u2) the proof of
Proposition 7.1 is complete. 
7.4. The semi-difference is in W 2,2loc . The aim of this section is to conclude that
v ∈ W 2,2loc (B). The function v solves (47) for test functions ζ compactly supported in
Bn1 \T . By assumption v = 0, Dv = 0 on T . Moreover v > 0 on B \T and Dv is Hölder
continuous on B and actually C1 on B \T (the fact that T has zero Hn-measure is not
needed for this argument). With Proposition 7.5 below we will ensure a L2-bound for
D2v|B\T : once this is achieved, Lemma C.1 will immediately imply that v ∈W 2,2loc (B).
Proposition 7.5. We have the summability statement
∫
B\T |D2v|2 <∞.
The proof occupies the rest of this section. For the purpose of obtaining the L2-
bound for D2v|B\T we will use the PDE (47) with the test function Dk(γδ(Dkv)ζ) and
ζ ∈ C∞c (B) (for a fixed k), where γδ is as in Lemma C.1. Plugging in, switching the
order of differentation and integrating by parts we obtain∫
B
(δij+bij(Dua, Dv))DkDjv Di(γδ(Dkv)ζ)+
∫
B
Dk ((δij + bij(Dua, Dv)))Djv Di(γδ(Dkv)ζ) = 0.
Standard computations, with the notation bij(p, q) and p = (p1, ..., pn), q = (q1, ..., qn),
yield∫
|Dkv|>δ
(δij+bij(Dua, Dv))(DjDkv)(DiDkv)ζ+
∫
|Dkv|>δ
(Dqlbij)(Dua, Dv)DkDlv Djv DiDkv ζ =
= −
∫
|Dkv|>δ
(δij+bij(Dua, Dv))(DjDkv)γδ(Dkv)Diζ−
∫
|Dkv|>δ
(Dqlbij)(Dua, Dv)DkDlv Djv γδ(Dkv)Diζ−
15For any chosen δ such that 0 < δ < µ we can get d0 ∈ N such that 2δd0 > n + 2: then there
exists θ small enough such that θ2δd0−n−2 ≤ 1
4Cd0
. On the other hand θ is also small enough so that
Cθ2µ < 1, therefore θ2δd−n−2 ≤ 1
4Cd
holds for all d ≥ d0. For ρ < θd0 = Rδ we have that there exists
d ≥ d0 such that θd+1 ≤ ρ ≤ θd. By the decay inequality
1
ρn+2
∫
Bρ
|f−L(d)|2 ≤ 1
θ(d+1)(n+2)
∫
B
θd
|f−L(d)|2 = 1
θ(n+2)
1
θd(n+2)
∫
B
θd
|f−L(d)|2 ≤ C
d
θn+2−2µd
E2L(1) ≤ 1
4
E2L(1).
Together with the triangle inequality and (56), and recalling the geometric rescaling of the other terms
appearing in the definition of the excess E2, we obtain E2L∞(ρ) ≤ ρ2(µ−δ)E2L∞(1) for ρ ≤ Rδ.
72 C. BELLETTINI & N. WICKRAMASEKERA
(57)
−
∫
|Dkv|>δ
(Dplbij)(Dua, Dv)DkDluaDjv DiDkv ζ−
∫
|Dkv|>δ
(Dplbij)(Dua, Dv)DkDluaDjv γδ(Dkv)Diζ
and relabeling indexes in the second term on the left-hand-side we can rewrite the left
hand side of the previous equality (57) in the form
(58)∫
|Dkv|>δ
(δij+bij(Dua, Dv))(DjDkv)(DiDkv)ζ+
∫
|Dkv|>δ
(Dqjbil)(Dua, Dv)DkDjv Dlv DiDkv ζ.
Here we can notice the elliptic matrix whose coefficients are
δij + bij(Dua, Dv)) +
∑
l
(Dlv)(Dqjbil)(Dua, Dv);
the ellipticity is guaranteed by the smallness of bij in C1-norm and the Hölder continuity
of Dua and Dv with Dua(0) = Dv(0) = 0 (either start with a good dilation so that
these quantities are small enough, or work at this stage in a small enough ball around
0). So there exists c > 0 (independent of δ) such that
(59) c
∫
|Dkv|>δ
|∇(Dkv)|2ζ ≤ (58) for all ζ ≥ 0.
Recall that (58) is the left-hand side of (57) and so we can replace (58) by the right-
hand side of (57). Therefore we will now analyse the four terms on the right-hand side
of (57) and find suitable bounds. We begin with the third term: by Young’s inequality,
choosing ε > 0 small compared to c in (59), we find
(60)
∣∣∣∣∣∣∣
∫
|Dkv|>δ
(Dplbij)(Dua, Dv)DkDluaDjv DiDkv ζ
∣∣∣∣∣∣∣ ≤
≤ 1
ε
∫
|Dkv|>δ
|(Dplbij)(Dua, Dv)|2|DkDlua|2|Djv|2ζ + ε
∫
|Dkv|>δ
|DiDkv|2ζ.
The second term on the r.h.s. of (60) will be absorbed on the left-hand side of (59): it
is not a priori clear, however, that the first term on the r.h.s. of (60) is summable with
a uniform bound, independently of δ. This is obtained in the following lemma (which
will also be needed later on in Section 7.5).
Lemma 7.3. We have the following summability statements:∫
B\T
|D2ua|2|Djv|2ζ <∞ and
∫
B\T
|D2v|2|Djv|2ζ <∞.
Proof. The summability of
∫
B\T
|D2ua|2|Djv|2 comes from the following observations.
Let x ∈ B \ T and take the largest open ball BR(x) that is disjoint from T , so that
R = dist(x, T ). Then ∃y ∈ T ∩ ∂BR(x). The function Dlu1 satisfies (by differentiating
the CMC equation)
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(61)
∫
BR(x)
1√
1 + |Du1|2
(
δij − Diu1Dju1
1 + |Du1|2
)
Dj(Dlu1)Diζ = 0
with uniform ellipticity on B \ T . In other words f = Dlu1 satisfies div(A∇f) = 0
with A = (aij)ni,j=1, where aij =
∂ai
∂pj
(Du1) =
1√
1+|Du1|2
(
δij − Diu1Dju11+|Du1|2
)
and ai(p) =
pi√
1+|p|2 , so aij are smooth uniformly elliptic entries (we can assume that ∇u1 is small)
and hence by Schauder estimates, we have that for any constant λ1 ∈ R,
(62) |∇(Dlu1)|(x) ≤ C
R
sup
BR(x)
|Dlu1 − λ1|.
Similarly, for any constant λ2 ∈ R,
(63) |∇(Dlu2)|(x) ≤ C
R
sup
BR(x)
|Dlu2 − λ2|.
Taking the average ua = u1+u22 we get
∇(Dlua) = 1
2
(∇(Dlu1) +∇(Dlu2))
so from (62) and (63) we infer, after choosing λ1 = Dlu1(y) and λ2 = Dlu2(y) and using
the Hölder continuity of Du1 and Du2, that |D2ua|(x) ≤ Cdist(x, T )α−1. Therefore
(64)
∫
B\T
|D2ua|2|Djv|2ζ ≤
∫
B\T
dist(x, T )2(2α−1)ζ <∞
since we can choose α ≥ 12 , as proved in Proposition 7.1. Note that the same summa-
bility behaviour can be obtained for v = u1−u22 , i.e. |D2v|(x) ≤ Cdist(x, T )α−1 and
(65)
∫
B\T
|D2v|2|Djv|2ζ ≤
∫
B\T
dist(x, T )2(2α−1)ζ <∞.

Lemma 7.3 establishes the desired bound on the first term on the r.h.s. of (60). In
order to conclude the L2-bound for D2v|B\T in Proposition 7.5, we now go back to the
remaining three terms on the right hand side of (57). Let us analyse the second:∣∣∣∣∣∣∣
∫
|Dkv|>δ
(Dqlbij)(Dua, Dv)DkDlv Djv γδ(Dkv)Diζ
∣∣∣∣∣∣∣ ≤
(66) ≤
∫
|Dkv|>δ
|(Dqlbij)(Dua, Dv)| |DkDlv| |Djv| (|Dkv|+ δ)|Diζ|
and we can use the summability of |D2v||Dv| on B \ T , which is a consequence of
Lemma 7.3, so the right-hand-side of (66) is finite and bounded independently of δ.
We can argue similarly for the first and fourth terms on the right hand side of (57).
With this we conclude (recall that there is an absorption on the left hand side to be
performed, for each fixed δ, when splitting the third term on the right hand side of
(57)), sending δ → 0, that
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∫
B\T
|∇(Dkv)|2ζ <∞.
We thus have D2v|B\T is in L2loc. As mentioned at the beginning of this section, this
implies v ∈ W 2,2loc (B) since we can now apply Lemma C.1 (D2v develops no further
distribution supported on T ).
7.5. Extension of the PDE for v across T and higher regularity conclusions.
Consider the PDE for v (47): the aim of this subsection is to extend the PDE for v
across T and, as a straightforward consequence, complete the proof of (iv), i.e. the
inductive step of Theorem 3.3. While it is indeed true that the PDE for v is valid for
arbitrary test functions ζ ∈ C∞c (B) (this can be proved exactly with the same argument
that we are going to use in this subsection) what we will need is the extension of the
PDE for v that takes into accound multiplicities as well.
Consider the function f(x) = q1(x)(δij + bij(Dua, Dv))Djv on B. Recall that q1
is constant on each connected component of B \ T . The function f is C1 on B \ T
and its derivative is summable on B \ T , in view of the bounds established in Lemma
7.3. Moreover it vanishes everywhere on the set T (since Dv vanishes there16) and
it is Hölder continuous on B. Indeed for y ∈ T and x ∈ B \ T we have (recall that
0 < q1(x) < q)
|f(x)− f(y)| = |f(x)| = |q1(x)||δij + bij(Dua, Dv)||Djv| ≤ Kbij ,q|Dv(x)| =
= Kbij ,q|Dv(x)−Dv(y)| ≤ Kbij ,q|x− y|α.
For x, y ∈ B \ T and x and z in distinct connected components of B \ T we consider
the segment joining x and z, which must intersect T at a point y. Then |f(x)−f(z)| ≤
|f(x)− f(y)|+ |f(z)− f(y)| ≤ Kbij ,q|x− y|α +Kbij ,q|z− y|α ≤ 2Kbij ,q|x− z|α. For x, y
in the same connected component of B \T then q1 is constant, so the Hölder continuity
follows.
We then have by Lemma C.1 that the distributional derivative of f on B is an L1
function, namely is is just the classical derivative on B \T extended by setting it to be
0 on T . So we have f ∈W 1,1(B). We then have, for an arbitrary ζ ∈ C∞c (B) :∫
B
q1(x)(δij + bij(Dua, Dv))DjvDiζ = −
∫
B
Di (q1(x)(δij + bij(Dua, Dv))Djv) ζ =
= −
∫
B\T
Di (q1(x)(δij + bij(Dua, Dv))Djv) ζ = −
∫
B\T
q1(x)Di ((δij + bij(Dua, Dv))Djv) ζ =
= −
∫
B\T
q1(x)Hζ,
where in the second equality we use the fact that T has measure 0, in the third equality
the fact that q1 is locally constant on B \ T and in the last equality the fact that
Di ((δij + bij(Dua, Dv))Djv) = H on B \ T (by the PDE (47), which is valid in its
strong form on B \ T since v is C2 there). Since T has zero measure we can write the
last term of the previous chain of equalities as − ∫B q1(x)Hζ: in conclusion we find a
version of the PDE for v that holds on the whole of B also when we take multiplicity
into account, namely:
16q1 is not really defined on T but we just set the function to be 0 since Dv vanishes.
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(67)
∫
B
q1(x)(δij + bij(Dua, Dv))DjvDiζ = −
∫
B
q1(x)Hζ.
Now consider the first variation identity (48), valid for any arbitrary ζ ∈ C∞c (B):∫
B
(
q1(x)Diu1√
1 + |Du1|2
+
q2(x)Diu2√
1 + |Du2|2
)
Diζ =
∫
B
(q1(x)− q2(x))Hζ.
We rewrite it, using q2(x) = q − q1(x), as
∫
B
q
Diu2√
1 + |Du2|2
Diζ+
∫
B
q1(x)
(
Diu1√
1 + |Du1|2
− Diu2√
1 + |Du2|2
)
Diζ =
∫
B
(2q1(x)−q)Hζ.
The term
(
Diu1√
1+|Du1|2
− Diu2√
1+|Du2|2
)
is exactly 2(δij + bij(Dua, Dv))Djv, as computed
pointwise when we obtained the PDE (47) for v (it is 0 on T ). Using (67) we then find∫
B
q
Diu2√
1 + |Du2|2
Diζ = −
∫
qHζ.
Simplifying q we have the standard CMC equation in weak form for u2, where the
test function ζ is arbitrary and u2 ∈ C1,α(B). The difference quotients method yields
u2 ∈ W 2,2(B) and differentiating the PDE proves Du2 is C1,α. Bootstrapping yields
u2 ∈ C∞.
With the conlcusions obtained so far we have achieved the proof of the Higher Reg-
ularity Theorem 3.3 subject to the inductive assumptions, i.e. step (iv) of the general
inductive program from Section 3. At this stage the entire induction process is com-
plete, and with it the proof of Theorem 2.2 (and consequently Theorem 2.1 is proved
as well).
8. Proof of the Compactness Theorem
For the sake of clarity we will split the proof in three main parts. We begin by
proving the following:
Theorem 8.1 (first part of Theorem 2.3). Let n ≥ 2 consider an open set U ⊂
Rn+1. Let Vj be a sequence of integral n-varifolds and assume that each Vj satisfies the
assumptions of Theorem 2.1 and that the Vj’s have uniformly bounded masses M(V ) ≤
K0 and uniformly bounded mean curvatures |H| ≤ H0 for K0, H0 ∈ R (here H is the
mean curvature appearing in assumption 3). Then whenever Vj → V as varifolds, V
must be an integral n-varifold that satisfies properties 1 and 2 of Theorem 2.1.
proof of Theorem 8.1. Thanks to the Regularity Theorem 2.1 we have that, for any
varifold V in SH withH ≤ H0 ∈ R+, the mean curvature is actually in L∞ and therefore
the first variation of V satisfies ‖δV ‖(X) ≤ H0‖X‖L1(spt ‖V ‖) for any X ∈ C1c (spt ‖V ‖).
This gives that, under the assumptions of Theorem 2.3, we also have a uniform bound
for the first variations. In view of this we can apply Allard’s compactness theorem
for integral varifolds [All72] and obtain that, given Vj ∈ SHj for Hj ≤ H0 ∈ R+,
we can extract a subsequence converging to an integral varifold V∞ with bounded
generalized mean curvature and ‖δV∞‖ ≤ lim infj→∞ ‖δVj‖. Therefore the generalized
mean curvature of V∞ is in L∞ as well, bounded by H0 in L∞, so condition 1 is
checked. Since we are working up to the extraction of a subsequence, we may also
assume without loss of generality that H = limj→∞HVj exists.
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For condition 2, i.e. the absence of classical singularities, we assume by contradic-
tion that V∞ possesses a classical singularity, with Vj ⇀ V∞ weakly as varifolds. By
definition we have a tangent cone C at y ∈ singCV∞ such that spt ‖C‖ is a sum of
three or more half planes, with at least two of them transversal. Let ε > 0 be as in
the minimum distance Theorem 3.2. Choose ρ > 0 such that dist(ηy,ρV∞, C) ≤ ε /2,
where ηy,ρ denotes the dilation of factor ρ around y. Since we also have that ηy,ρVj ⇀
ηy,ρV∞ we will find j large enough such that dist(ηy,ρV∞, ηy,ρVj) ≤ ε /2 and there-
fore dist(C, ηy,ρVj) ≤ ε: since ηy,ρVj satisfies the assumption of the minimum distance
Theorem 3.2 we have a contradiction. 
Next we have
Theorem 8.2 (second part of Theorem 2.3). Let n ≥ 2 consider an open set U ⊂
Rn+1. Let Vj be a sequence of integral n-varifolds and assume that each Vj satisfies the
assumptions of Theorem 2.1 and that the Vj’s have uniformly bounded masses M(V ) ≤
K0 and uniformly bounded mean curvatures |H| ≤ H0 for K0, H0 ∈ R (here H is the
mean curvature appearing in assumption 3). Then whenever Vj → V as varifolds, V
must be an integral n-varifold that satisfies properties 3 and 4 of Theorem 2.1.
Remark 8.1 (improved sheeting theorem). We will make use of the following “improved
sheeting theorem”. Note that the Sheeting Theorem and Higher Regularity Theorem
previously established during the inductive proof are at this stage statements in their
own right, as the induction is over. Note that u1 = u˜1 and uq = u˜q˜ when we compare
Theorems 3.1 and 3.3. Combining these two theorems we can state the following. Under
the assumptions of Theorem 3.1 (note in particular the assumption of strong stability
of gen-regV with repect to the functional J) we can conclude that V is the sum (as
varifolds, just as in Theorem 3.1) of the graphs of q C1,α functions u1 ≤ ... ≤ uq on
Bn1/2(0) (actually they are C
1,1 but this is not needed) with u1 and uq smooth and
satisfying separately the CMC PDE with either |h| or −|h| on the right-hand side, and
moreover u1 and uq fulfil the elliptic estimate
‖uj‖C2,α(B1/2) ≤ C
(∫
B1×R
|xn+1|2d‖V ‖(X) + |h|
)
,
for C = C(n, α, q) and for j = 1 and j = q. In other words, the improvement with
respect to the statement of Theorem 3.1 concerns the top and bottom graphs: they
enjoy higher regularity and higher order elliptic estimates. This is not necessarily
true for the remaining graphs, since our assumptions allow the presence of jumps in
multiplicities at the touching singularity (as in example 2.16) that can indeed cause uj
to be C1,1 but not C2 for 2 ≤ j ≤ q − 1.
proof of Theorem 8.2. Note that conditions 3 and 4 (and also 5, that we will deal with
later) are to be checked respectively at touching singularities and on the embedded
C1,α part of V (and condition 5 on gen-regV )): for this reason, in the following step
we will address the case of a point x ∈ spt ‖V∞‖ where the tangent exists and is a
plane counted q times. In the following step we aim to ensure the applicability of the
sheeting theorem along a subsequence in a fixed ball around an arbitrary such point x:
with this at hand, in step 2 we will check conditions 2 and 4.
Step 1: ensure the applicability of the sheeting theorem along a subsequence (not
relabeled) in a fixed ball around an arbitrary point. As a preliminary step, we will
need to ensure that we can work in a fixed ball where the stability (for J) holds for
gen-regVj at least along a subsequence. We assume that x ∈ spt ‖V∞‖ is a point at
which the tangent cone is a plane counted q times for some q ∈ N. Given 0 < R < 1
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look at the disjoint open sets Bn+1R (x) and B
n+1
1 (x)\Bn+1R (x): by Remark 2.7 we have
that either for all j large enough gen-regVj is stable in Bn+1R (x) for the functional J ,
or this stability is valid for a subsequence suitably extracted from Vj in the annulus
Bn+11 (x) \ Bn+1R (x). In view of this, either we find R > 0 so that the first alternative
holds for all j large enough or we have a subsequence jk such that each gen-regVjk is
stable for J in any annulus of the form Bn+11 (x) \ Bn+11/2N (x) (for N ∈ N: this uses a
diagonal argument). In the second case, however, the arbitraryness of N and the fact
that n ≥ 2 allow to extend, by a standard capacity argument, the stability condition to
the whole ball Bn+11 (x). Either way we have identified a subsequence (that by abuse of
notation we will not relabel from now on) Vj and a ball of fixed radius around x such
that for every j the immersion gen-regVj is stable for J in the selected ball.
We now need to ensure the remaining conditions for the applicability of the sheeting
theorem around x to Vj : the mass bounds and the smallness of the excess (all unifomly
in j). Without loss of generality we can assume x = 0 and TxV∞ = Rn × {0}. This
is simply a matter of restricting to a small enough ball around x and dilating to the
size B2. Indeed, we can choose σ > 0 small enough, up to replacing Vj and V∞ with a
suitable dilation (with factor independent of j) such that for all j large enough:
(i) spt ‖Vj‖ ⊂ {|xn+1| < σ} for every X = (x, xn+1) ∈ spt ‖Vj‖ ∩ (Bn2 (0)× (−1, 1))
(by the weak convergence and the monotonicity formula we have that the supports of
Vj converge to the support of V∞ in Hausdorff distance, so we just need to ensure the
condition spt ‖V∞‖ ⊂ {|xn+1| < σ} on V∞).
(ii) |hVj | ≤ σH0 for all Vj and
∫
Bn2 (0)×(−1,1) |h|
pd‖Vj‖ ≤ σH0‖Vj‖ (Bn2 (0)× (−1, 1))1/p ≤
σH0Λ
1/p, where Λ is a bound for the masses of Vj
(iii) Denoting with q the density of V∞ at 0, q − 12 < ‖Vj‖ (Bn2 (0)× (−1, 1)) < q + 12
(by the weak convergence, the masses converge to the mass and we can ensure, by the
dilation step, that ‖V∞‖ (Bn2 (0)× (−1, 1)) is as close to q as we wish.
Step 2: conditions 3 and 4. Let us check condition 3 (on the touching singularities).
Assume that x ∈ spt ‖V∞‖ is a (two-fold) touching singularity, x ∈ singT (V∞): so
the support of V∞ in a small enough ball around x is described by two C1,α graphs
touching only tangentially (and surely touching at x). In particular we have a well-
defined tangent plane to V∞ at x. We assume without loss of generality x = 0 and
TxV∞ = Rn × {0}. The previous step yields r > 0 such that Vj (Bnr (x)) × (−r, r)
is the varifold sum of the graphs of q C1,α functions u1j ≤ ... ≤ uqj . Upon choosing r
small enough we have that V∞ (Bnr (x))× (−r, r) is supported on the union of exactly
two C1,α functions. The elliptic estimates in Theorem 3.1 imply uniform C1,α bounds
on this sequence of q-valued functions and therefore by Ascoli-Arzela’s compactness
theorem we have C1-convergence (up to a subsequence) to a q-valued graph u1∞ ≤ ... ≤
uq∞ (naturally ordered in an increasing fashion since so are those in the sequence) that
describes necessarily the support of V∞. Remark 8.1, however, gives smoothness and
higher elliptic estimates for u1j and u
q
j , uniformly in j. Therefore, again using Ascoli-
Arzela’s theorem, we get C2 convergence of uqj → uq∞ and u1j → u1∞, which forces in
particular the C2-regularity of u1∞ and u
q∞. While it is not necesarily true that the
remaining graphs u`∞ are C2 (jumps in multiplicities as in example 2.16 might prevent
that) we obtain that the support of V∞ (Bnr (x))×(−r, r) is exactly given by the union
of the graphs of u1∞ and u
q∞, that are C2. Moreover, again by Remark 8.1, u1j and u
q
j
satisfy the CMC PDE with either |hj | of −|hj | on the right-hand side and therefore (up
to a subsequence that we do not relabel) also u1∞ and u
q∞ satisfy the CMC PDE with
either |h∞| = limj |hj | of −|h∞|. So the two sheets u1∞ and uq∞ are separately CMC
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and Hopf boundary point Lemma 7.1 implies that either u1∞ ≡ uq∞ (in which case x is
in regV∞ which contradicts x ∈ singT (V∞), so this cannot happen) or (only possible
case) the graphs of u1∞ and u
q∞ have mean curvatures pointing in opposite directions,
which (by continuity of the second derivatives, since there are C2 graphs) forces the
set where u1 = uq to have n-dimensional measure 0 (Remark 2.6).
Let us check condition 4. Whenever we have a C1,α embedded part of V∞, we can
use locally around each point the same argument just discussed. This time, when we
get to Hopf boundary point lemma, the fact that x ∈ regV∞ will force u1∞ ≡ uq∞ and
u1∞ smooth and CMC, by passing the PDE for u1j to the limit.

Remark 8.2. As a byproduct of the proof we can see that whenever x ∈ spt ‖V∞‖ is such
that the tangent at x is unique and is a plane with multiplicity, then x ∈ gen-regV . On
the other hand it is always true that at x ∈ gen-regV the tangent at x is unique and
is a plane with multiplicity. It would be possible to continue at this stage along this
direction in order to establish the fact that V∞ enjoys the same regularity properties
as Vj - however, since this will follow from the compactness theorem that we are in the
process of proving, we will not do that.
With Theorem 8.2 in place, we will now prove the compactness theorem by showing
that the limit V satisfies the weak stability condition on gen-regV . We will need the
following (see lemma 8.1 below): given a sequence of weakly stable CMC varifolds
either we have a suitable notion of global sheeting or we can identify a “neck point”
characterized by the fact that, away from it, we can obtain a suitable “global sheeting”
and moreover the strong stability holds for a suitable subsequence17.Remark that the
stability condition needs to be checked only on gen-regV , in other words we need to
check it for volume-preserving variations that are compactly supported in the open set
gen-regV . Note that singV \ gen-regV is a closed set: indeed singV is closed and if
xn → x with xn ∈ singV \gen-regV and x ∈ singV ∩gen-regV then we would have, by
definition of gen-regV , that TxV is well-defined and in a small ball around x we can
write spt ‖V ‖ as the union of two smooth graphs (on the hyperplane TxV ) touching
only tangentially and touching at x. Any point in this small ball is then either a smooth
point (if the graph is embedded there) or is in gen-regV ∩singV . A variation compactly
supported in gen-regV is therefore supported in an open set that is a positive distance
away from singV \ gen-regV . on this open set we also have a L∞-bound on the second
fundamental form of the immersion. We will therefore restrict for the rest of the proof
to such an open set, on which gen-regV is represented by an immersion i of an abstract
n-dimensional surface Σ and the second fundamental form of i(Σ) is bounded by A > 0.
This allows to consider a tubular neighbourhood of fixed width 1CnA (note that we are
considering the tubular neighbouhood of the immersion, so it overlaps with itself at
the touching singularities of gen-regV ).
Lemma 8.1 (identification of at most one “neck region” and sheeting selection
away from it). Let Vj → V , where the Vj’s are as in Theorem 8.2. Denote by
i : Σ → U the immersion describing gen-regV restricted to the open set described
above, where the variation is supported and where we have a global bound A on the
second fundamental form of the immersion. Then either
(i) for every k large enough we can find a smooth immersion ik : Σ → U such that
ik
C2→ i and ik (Σ) ⊂ gen-regVk.
17Intuitively this can be thought of as an analogue of the neck region (localized around the origin)
for a sequence of blow-downs of the standard catenoid (this sequence converges to a double copy of
the plane).
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(ii) there exists a point y ∈ i(Σ) such that, for any R > 0, the following holds: there
exists a subsequence Vj′ (possibly depending on R) such that gen-regVj′ is strongly
stable (in the sense of the functional J) in U \ BR(y) and moreover we we can find a
smooth immersion ij′ : Σ \ i−1(BR(y)) → U such that ij′ C
2→ i (where i is restricted to
Σ \ i−1(BR(y))) and ij′
(
Σ \ i−1(BR(y))
) ⊂ gen-regVj′ .
proof of Lemma 8.1. Step 1: identification of at most one neck region. In the follow-
ing C > 0 is a constant depending only on the dimension n, on ε in Theorem 3.1 and
on the bound A on the second fundamental form of the immersion: it will be specified
below how to choose this C.
For x ∈ i(Σ) denote by qx the density at x (this is an integer since we are in gen-regV
- note also that TxV is well-defined for all x ∈ i(Σ)). For any fixed r > 0 we can find,
for every x ∈ i(Σ), a radius rx < r such that the mass ratio of V in Bn+14Crx(x) is smaller
than qx+ 12 , the support of V B
n+1
4Crx
(x) is contained in the cone of slope 14 around TxV ,
the mass ratio in the cylinder (Bn+12Crx(x)∩TxV )×(TxV ⊥∩B2Crx(x)) is a value between
qx − 12 and qx + 12 and the L2-excess (from the Sheeting theorem) with respect to TxV
in the cylinder (Bn+12Crx(x) ∩ TxV ) × (TxV ⊥ ∩ B2Crx(x)) is controlled by ε. Moreover
we can ensure that the ball BCrx(x) does not intersect singV \ gen-regV . Note that
this choice (we give more details below) is made in order to ensure the applicability of
the Sheeting Theorem 3.1 at scale Crx around x (both for V and for Vk with k large
enough), which gives sheeting on the hyperplane TxV . Later on we will need to restrict
the sheeting result to a smaller scale, namely rx, around x: this will be done when
we will replace the graphical decomposition on TxV with a graphical decomposition
with respect to the normal bundle to i(Σ): at that stage the meaning of the constant
C = C(n, ε,A) will become evident.
The collection {Brx(x)}x∈i(Σ) is an open cover of i(Σ) so we can extract a finite cover
{Brx(x)}x∈L. We will use this as a finite cover of i(Σ). Then either (a) all the balls
{B4Crx(x)}x∈L are such that we have strong stability for all Vj ’s for the functional J
or (b) there exists a ball Bry(y) for which the strong stability fails for some Vjy in the
ball B4Cry(y). If (a) holds true for some (initially chosen) r > 0, then we will show
that alternative (i) stated in the lemma holds; if not (i.e. if (b) holds for every initially
chosen r > 0) we will have alternative (ii) in the lemma.
Assume that (a) holds, for some r > 0, for every j large enough (i.e. for a tail
of the sequence Vj). Then in each ball Br we can apply the sheeting theorem to Vj
for every j large enough; note indeed that there are finitely many balls and that the
varifold convergence implies mass convergence, therefore the mass condition for the
sheeting theorem is satisfied for j large enough in all balls, and moreover, still by
varifold convergence, we obtain the L2-excess condition for Vj . The idea will be, by
unique continuation, to suitably paste together the sheeting decomposition and obtain
a sort of “global sheeting” (for j suitably large).
If (b) holds true for every r > 0, then we have a sequence of radii rn → 0 and the
corresponding sequence of points yn ∈ Vjyn given by (b); upon extracting a subsequence
(from rn) that we do not relabel, we can assume that there exists a point y such that
yn → y. Notice that in this case we also have jyn → ∞ (for, otherwise, if jyn stays
bounded, we would have the strong stability in all balls for a tail of the sequence Vj ,
i.e. (a) would be verified). Now for an arbitrary R > 0 we look at BR(y): surely there
is n0 large enough (n0 depending on R) such that for n ≥ n0 the balls Bryn (yn) are
contained in BR/2(y) and rn < R2 , in particular for all n ≥ n0 there is jn such that the
varifold Vjyn is strongly stable in U \ BR/2(y) (indeed Vjyn fails to be strongly stable
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in Bryn (yn) by construction and the open sets Brn(yn) and U \ BR/2(y) are disjoint,
so we can use Remark 2.7). We have thus produced a subsequence Vj′ = Vjyn such
that all the Vj′ ’s are strongly stable (in the sense of the functional J - away from their
codimension 7 singular set) in U \BR/2(y), and a fortiori in U \BR(y). Here R > 0 can
be taken arbitrarily small (but as we change R we get a possibly different subsequence
since we may have to take a further tail of the previously extracted subsequence). For
every j′ = jyn (so for every n fixed) in all the balls {Brx(x)}x∈L that are contained in
U \BR/2(y) the sheeting theorem applies to Vj′ (since the strong stability holds in these
balls). Moreover the union of these balls contains i(Σ)∩ (U \BR(y)) (since, among all
the balls from the original cover {Brx(x)}x∈L, we are taking those that do not intersect
BR/2(y) and moreover rx < rn < R2 ). The idea again will be to suitably paste together
the sheeting decompositions in each of these good balls and obtain a “global sheeting”
for the subsequence Vj′ away from BR(y).
Step 2: sheeting in each ball. In the first alternative identified in the previous step, we
have a collection of balls {Brx(x)}x∈L (covering all of i(Σ)) such that for every j and for
every x ∈ L the varifold Vj B4Crx(x) satisfies the assumptions of the Sheeting theorem.
In the second alternative identified in the previous step, for every R > 0 we have a
subcollection of balls {Brx(x)}x∈LR (covering all of i(Σ)\BR(y)) and a subsequence Vj′
such that for every x ∈ LR the varifold Vj′ B4Crx(x) satisfies the assumptions of the
Sheeting theorem. In either of the two cases, in each B4Crx(x) we can obtain that in the
cylinder (Bn+1Crx (x) ∩ TxV )× (TxV ⊥ ∩B2Crx(x)) the support of Vj (or Vj′) is described
by a collection of q graphs u1j ≤ ...uqj (or u1j′ ≤ ...uqj′ in the second alternative) of C1,1
functions on TxV ∩ Bn+1Crx (x) → TxV ⊥ of which u1j and u
q
j are separately smooth and
CMC. Moreover the estimate in Remark 8.1 holds for u1j and u
q
j , which gives a uniform
C2,α bound, independently of j, on these two graphs. The uniform C1,α estimate from
Theorem 3.1 gives a uniform C1,α bound on the graphs u1j ≤ . . . ≤ uqj , independently
of j (independently of j′). By Ascoli-Arzelà’s compactness theorem we can then obtain
C1-convergence for these q-valued graphs and by necessity the limiting q-valued graph
must describe the support of V (Bn+1Crx (x)∩ TxV )× (TxV ⊥ ∩B2Crx(x)) (since varifold
convergence implies convergence in Hausdorff distance). Ordering this q-valued graph
increasingly we obtain q graphs u1 ≤ . . . ≤ uq describing spt ‖V ‖ in this cylinder. On
the other hand it is known by assumption that gen-regV decomposes in this cylinder as
the union of two C2 graphs, which forces u1 and uq to be smooth and CMC. Recalling
the C2,α bound on u1j and u
q
j we conclude that actually u
1
j and u
q
j converge in C
2
respectively to u1 and uq. By PDE limit u1 and uq are separately CMC.
In the case that x is a point where spt ‖V ‖ is embedded, i.e. if x ∈ gen-regV \singV ,
then actually all the graphs describing spt ‖V ‖ around x must coincide, u1 = . . . = uq;
if, on the other hand, x ∈ gen-regV ∩singV (i.e. we are at a twofold touching singularity
where two C2 sheets touch tangentially) then we must have u1 6= uq. If V is CMC but
not minimal (which is the harder case since otherwise touching of sheets is ruled out)
then, if x ∈ gen-regV \ singV then the mean curvature provides a natural orientation
for V and the ordering of the q graphs can be chosen coherently with this orientation
(this is intrinsic). If x ∈ gen-regV ∩ singV then the mean curvature vectors on u1
and uq have opposite directions. By C2 convergence we also conclude that (for j large
enough) the CMC graphs u1j have mean curvatures pointing in one direction (the same
as um) and the CMC graphs u
q
j have mean curvatures pointing in the opposite direction
(the same as uq). In view of this, at x ∈ gen-regV ∩ singV we can choose the sheet u1j
(as top sheet, for the intrisic orientation, above u1) and select the sheet u
q
j as the top
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sheet on uq. On the other hand, when x ∈ gen-regV \ singV then we select the top
sheet for the natural orientation, i.e. uqj .
Step 3: selection of the global sheet (away from the neck region). In this step we
will paste together the sheets selected in the previous step in order to produce a global
sheet, which will be an immersion ij of Σ close to i in C2-norm (more precisely ij → i
as smooth immersions on Σ). We will deal only with alternative (i), since in the case
of alternative (ii) the only difference lies in the fact that we only need to perform the
same procedure on a subcollection of balls (note that the convergence is a local matter
and only needs to be checked in each ball).
We assume that V is CMC but not minimal (this is the harder case since otherwise
touching of sheets is ruled out). If x ∈ gen-regV \ singV we have chosen in step 2
the top sheet describing spt ‖Vj‖ (in the cylinder of size rx at x) with respect to the
orientation induced by the mean curvature vector; if x ∈ gen-regV ∩ singV we have
chosen u1j and u
q
j . We will see that this selection can be pasted together to produce an
immersion ij .
The sheets are given, in step 2, as graphs on TxV . On the other hand they are also
graphs on V with respect to the graphing direction given by the unit normal to V (we
take the orientation induced by the mean curvature), as the support of Vj is contained
in the tubular neighbourhood of gen-regV chosen in the beginning and we only need to
restrict to gen-regV ∩Brx(x) (this is where we lose a factor C in the size of the region
where we have a graphical representation). The graphs of uj1 : TxV → (TxV )⊥ and
ujq : TxV → (TxV )⊥ will be represented, with respect to the normal bundle coordinate
system, as smooth functions nj1 : i(Σ) ∩Brx(x)→ Rνˆ and njq : i(Σ) ∩Brx(x)→ Rνˆ.
Remark that when x ∈ regV then the counter image i−1 (Brx(x) ∩ i(Σ)) is made
of a (simply) connected open set, when Br is centred on singTV then the counter
image i−1 (Brx(x) ∩ i(Σ)) is made of two (simply) connected components (as rx were
chosen so that the is sheeting for V at scale rx with the number of sheets equal to
the density qx). Consider the set L˜ = {i−1(x) : x ∈ L}. The set L˜ has cardinality
]{x ∈ L : x ∈ regV } + 2]{x ∈ L : x ∈ singTV }: this is the set over which we can
index the cover {Ap}p∈L˜ of Σ obtained by taking the counter-images of Bx via i: each
element Ap in the cover is diffeomorphic to a ball (in other words, when x ∈ singTV
and so the counter-image is made of two connected components we make them two
distinct elements in the cover). We will define the parametrization ij on each element
Ap by setting ij = i + n
j
q if i(Ap) = Brx(x) ∩ i(Σ) is embedded; when i(p) = x is a
touching singularity of V , on the other hand, then (with q = qx) we set ij = i + n
j
q
if i(Ap) = graph(uq) and i = i + n
j
1 if i(Ap) = graph(u1). In other words we are
choosing everywhere the “top sheet”, taking into account the orientation induced by ~H
everywhere on the immersed hypersurface. Whenever Ap∩Ab 6= ∅, then i(Ap)∩i(Ab) =
i(Ap ∩ Ab) by construction and on i(Ap) ∩ i(Ab) the mean curvature vector identifies
uniquely the direction according to which we choose the top sheet. As we have used
the system of coordinates induced by the normal bundle, the map ij is uniquely defined
on the overlap.
The C2-convergence of ij to i only needs to be checked locally, i.e. in each Ap, where
it follows immediately from the fact that uj1 : TxV → (TxV )⊥ and ujq : TxV → (TxV )⊥
both converge as j →∞ in C2 repspectively to u∞1 : TxV → (TxV )⊥ and u∞q : TxV →
(TxV )
⊥ and from the fact that the system of coordinates induced by the normal bundle
is smooth and independent of j.

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proof of Theorem 2.3, third part: condition 5 (stability). Recall that we are work-
ing in an open set in which the variation ζ (for which we want to check the stability) is
supported, so i(Σ) ⊂⊂ gen-regV . It is convenient to write the stability inequality for
the immersion i : Σ→ U using a test function ζ defined on Σ rather than in U . Let A
denote the second fundamental form of the immersion (A is defined on Σ here). The
stability inequality then reads
(68)
∫
Σ
|A|2ζ2dvolg ≤
∫
Σ
|g−1dζ|2gdvolg
where g is the metric on Σ induced by the immersion, namely g(X,Y ) = 〈di(X), di(Y )〉
(the scalar product is the one induced by the ambient metric in U - in this case the
euclidean metric) . The constraint for ζ is that it must induce a volume-preserving
deformation of the immersion and so it reads
∫
Σ ζdg = 0. On the right-hand side
g−1dζ is the contravariant version of the exterior differential on (Σ, g).
If alternative (i) of Lemma 8.1 holds then we have a subsequence (not relabeled) Vk
such that for every k there exists an immersion ik : Σ → U of class C2(Σ) such that
ik(Σ) ⊂ gen-regVk and ik → i in C2 as k →∞. In this case we aim to prove the weak
stability inequality for a volume-preserving variation on gen-regV with initial speed
φν, for any given φ ∈ C1c (U \ (singV \ singT V )) such that
∫
gen-regV φ = 0, by passing
to the limit the stability inequalities for the Vk’s thanks to the “global sheeting”. We
must pay attention to the fact that we cannot write the stability inequality for Vk for
the given φ because ck :=
∫
gen-regVk
φ is not necessarily 0; however we have ck → 0 as
k → ∞. We therefore pick a point p ∈ regV that lies in the complement of sptφ and
consider an open ball BR(p) all contained in the complement of sptφ. In BR we have
convergence with sheeting of the Vk’s and we pick an ambient function ζ ∈ C1c (BR(p))
such that ζ = 1 on BR/2(p) and |∇ζ| ≤ 2R . A suitable constant ak ∈ R ensures that∫
gen-regVk∩BR(p) akζ = −ck (note that ck → 0 forces ak → 0) and therefore the ambient
test function φ+ akζ can be plugged in the weak stability inequality for Vk:∫
gen-regVk
|φ+ akζ|2|Ak|2 ≤
∫
gen-regVk
|∇φ+ ak∇ζ|2.
The disjointness of sptφ and spt ζ imply∫
gen-regVk
|φ|2|Ak|2 + a2k
∫
gen-regVk
|ζ|2|Ak|2 ≤
∫
gen-regVk
|∇φ|2 + a2k
∫
gen-regVk
|∇ζ|2
and ak → 0, |∇ζ| ≤ 2R and the C2 convergence give that the second term on each side
of the inequality goes to 0 in the limit, so∫
gen-regVk
|φ|2|Ak|2 ≤
∫
gen-regVk
|∇φ|2.
We thus conclude that (68) holds if alternative (i) of Lemma 8.1 is satisfied.
If alternative (ii) of Lemma 8.1 holds then for the “neck point” y consider i−1({y}),
which is given by either a single point or two points (respectively when y /∈ SingTV
and when y ∈ SingTV ). Let χ be a cutoff function that vanishes in a neighbourhood
O of i−1({y}) and is identically 1 away from a neighbourhood of i−1({y}). Choose
R small enough so that i−1(BR(x)) ⊂ O and consider the corresponding sequence
Vj′ . Then we have immersions ij′ : Σ \ i−1(BR(y)) → U \ BR(y) of class C2 such
that ij′(Σ \ i−1(BR(y))) ⊂ gen-regVj′ and ij′ → i in C2(Σ \ i−1(BR(y))) as j′ → ∞.
The stability inequality holds for the immersions ij′ even without the zero-average
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constraint on the test functions, since we proved that the immersions ij′ are stable in
the strong sense, i.e. for the functional J . Let ζ˜ = ζχ, this is smooth and compactly
supported in Σ and such that i−1({y}) does not lie in the support, so we can plug ζ˜
in the (strong) stability inequality for ij′ . Passing to the limit as j′ → ∞ thanks to
the C2 convergence we obtain that (68) holds for the immersion i with such ζ˜. Upon
letting χ converge to 1, a standard capacity argument leads to the validity of (68) with
the test function ζ (one or two points have zero capacity for the inequality). Note that
in the case of alternative (ii) we actually obtain even more than we wanted, as ζ does
not need to have zero-average, i.e. we have proved (68) for variations that are not
necessarily volume-preserving.
The proof of 2.3 is thus complete, as inequality (68) for zero-average test func-
tions is equivalent to the variational stability under volume-preserving deformations of
gen-regV .

9. Proof of Corollary 2.2
The key argument for the proof consists in showing how the stationarity assumption
taken with respect to the L1loc-topology on Caccioppoli sets allows to rule out
(i) the existence of classical singularities in |∂∗E|,
(ii) the existence of touching singularities p ∈ gen-reg |∂∗E| such that, locally around
p, SingT |∂∗E| ∩ gen-reg |∂∗E| is an (n− 1)-dimensional submanifold (that locally dis-
connect gen-reg |∂∗E|).
(i) Ruling out classical singularities. Assume that |∂∗E| has a classical singularity
p, namely there exists three or more C1,α hypersurfaces-with-boundary that intersect
only along their common C1,α-boundary L and such that |∂∗E| is described, in a
neighbourhood B of p, by the union of these hypersurfaces-with-boundary (clearly
p ∈ L). Set coordinates so that the tangent to L at p is the subspace {x1 = 0, x2 = 0}
and so that the two of the hypersurfaces-with-boundary intersect transversely at p
with tangents x2 = ax1 and x2 = −ax1, where a > 0, and no other hyper-surface with
boundary intersects the open set {−ax1 < x2 < ax1} in the chosen neighbourhood
B. Let A denote the connected component of E ∩ B whose boundary is given by the
restriction to B of the two selected hypersurfaces-with-boundary.
Consider the vector field ∂x1 = (1, 0, ...0) and fix a compactly supported smooth
(ambient) function Ψ ∈ C1c (B) such that Ψ ≥ 0 and Ψ = 1 in a smaller neighbouhood
of p. The choice of coordinates made ensures, in the upcoming argument, that the
vector field ∂x1 = (1, 0, ...0) pushes A to its interior near p, for small positive t. More
precisely, we consider Et = (E \ A) ∪ (Id + tΨ∂x1)(A) as one parameter family of
deformation of E in B for t ∈ [0, ε). The fact that t > 0 guarantees that (the interiors
of) (E \A) and (Id+ tΨ∂x1)(A) stay disjoint, so that we have a well-defined Cacioppoli
set for t ∈ [0, ε) and this is a continuous curve in the L1loc-topology. Set ϕt = Id+tΨ∂x1 .
The stationarity condition implies the validity of the following inequality:
d
dt
+
∣∣∣∣
t=0
J(Et) ≥ 0, where t ∈ [0, ε)→ χEt , for Et constructed above. (†)
At the level of the stationarity assumption, such a “one-sided” deformation is actually
the only requirement that we must allow in the assumptions of Corollary 2.2 when it
comes to non-ambient deformations18.
18This is clearly weaker than requiring d
dt
∣∣
t=0
= 0 for all deformations parametrized on t ∈ (− ε, ε).
Moreover we do not need to worry about how we continue the deformation when we go to negative t,
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Assume (†) for the deformation constructed, i.e. t→ Et = (E \A)∪(Id+ tΨ∂x1)(A),
where χEt = χE\A +χ(Id+tΨ∂x1 )(A) and t ∈ [0, ε). Since |DχEt | = |Dχϕt(A)|+ |DχE\A|
in this case and the volume enclosed by Et is the sum of the volumes enclosed by
E \ A and by (Id+ tΨ∂x1)(A), noting that E \ A does not change in the deformation
we conclude that (†) holds also for A under the deformation t → (Id + tΨ∂x1)(A) for
t ∈ [0, ε).
Set X = Ψ∂x1 ; we will contradict the inequality (†) for A with the choice of one-
parameter family of deformations of A in B induced by X for t > 0 (as decribed
above). Take a tangent cone at p ∈ L (with rescaling factors rk → 0): we get a
sequence Ak → C where C is made of two half-hyperplanes meeting transversely at
their common boundary. The first variations δAk converge to the first variation of C
as functionals on C1c vector fields X, δAk(X) → δC(X). Let Ψr(·) = Ψ( ·r ), where
Ψ ∈ C1c (B1). By homothetic rescalings
δAk(Ψ∂x1) =
1
rkn−1
δA(Ψrk∂x1).
By convergence of the first variations
δAk(Ψ∂x1)→ δC(Ψ∂x1) =
∫
−c(x)Ψ(y)~w · ∂x1dHn−1(y) with c(x) > 0,
where the latter comes from the analysis of the 1-dimensional situation arising for
C = V × Rn−1; here V is 1-dimensional in the plane spanned by the coordinates
x1, x2, it is made of two segments with a common extremal point, joined at an angle
2α = 2 tan(a), the first variation of V is a Dirac-δ at the corner with weight equal to
c(x) = 2 cos(a) and lenght decreases if we push to the inside of V .
From (†) for A, we get the inequality (writing the first variation of the enclosed
volume)
1
rn−1
δA(Ψr∂x1) ≥ −
1
rn−1
λ
∫
Ψr∂x1 · ~νdHn ∂∗A;
writing this inequality for r = rk and sending k →∞ we get (the right-hand-side goes
to 0 because the integral is of order rnk ) we get
−c(x) ≥ 0, contradiction.
(ii) Ruling out a touching set of dimension (n− 1). This can be done as for classical
singularities: note that the topological structure now is exactly the same as in the case
of a classical singularity, therefore in a ball B around a touching singularity p we can
consider (B \E), which gets disconnected when removing SingT V , so a deformation of
one of its connected components of the type exhibited above will produce the desired
contradiction (note that in this case c(p) = 2).
In view of the fact that a C2 CMC hypersurface is actually analytic, two CMC
hypersurfaces that intersect tangetially must necessarily intersect along a finite union
of (analytic) submanifolds with integer dimensions between 0 and (n − 1); therefore,
once we have ruled out the possilbility that said intersection is locally a submanifold
of dimension (n− 1), we immediately have that SingT |∂∗E| ∩ gen-reg |∂∗E| is a finite
union of submanifolds of dimensions between 0 and (n− 2). In particular
(69) Hn−2 (SingT |∂∗E| ∩ gen-reg |∂∗E|) <∞ locally.
where overlapping of E \A and (Id+ tΨ∂x1)(A) would happen and we would have to redefine Et for
t < 0.
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Recall that, for any x ∈ spt |∂∗E| there exists Bn+1r (x) such that the strong stability
inequality holds for any φ ∈ C1c (Bn+1r (x)\Sing |∂∗E|) (Remark 2.8). Thanks to (69) and
to a slightly refined capacity argument (see [EvaGar15, 7.4.2]) we can then show that the
strong stability inequality holds for any φ ∈ C1c (Bn+1r (x) \ (Sing |∂∗E| \ SingT |∂∗E|));
equivalently, for any x ∈ spt |∂∗E| there exists Bn+1r (x) such that the strong stability
inequality holds for gen-reg |∂∗E| in Bn+1r (x), and not just for reg |∂∗E|. Corollary 2.2
now follows immediately from Corollary 2.1 or from Theorem 2.1.
Appendix A. Two constancy lemmas for integral varifolds
We collect in this appendix two general facts regarding the density of integral n-
varifolds with generalized mean curvature in Lploc(spt ‖V ‖) for some p > n. These
statements should be implicitly born in mind when reading the statement of the main
Theorem 2.1.
Lemma A.1 (first constancy lemma). Let V be an integral n-varifold in an open set
U ⊂ RN and assume that spt ‖V ‖ = M , where M is a C1 connected submanifold of
dimension n in U and that the generalized mean curvature ~H of V is in Lploc(spt ‖V ‖)
for some p > n. Then V is the varifold of integration on M with a constant integer
multiplicity, namely V = (M, θ0) for a certain θ0 ∈ N.
Remark A.1. We need to apply this result to the embedded C1,α part of our varifold
(that is non-empty by Allard’s result): we could then deduce the constancy of the
density from [Dug84], where however the varifold is rectifiable (and not necessarily
integral) and the conclusions are that the support is actually W 2,p and θ is W 1,p (thus
a fortiori continuous). The proof in [Dug84] is however rather lengthy and non-trivial:
the extra assumption of integrality on the varifold allows us to give the following very
direct proof.
proof of Lemma A.1. Thanks to the assumption that the generalized mean curvature
is in Lploc(spt ‖V ‖) for p > n we have the monotonicity formula [Sim83, §17] and in
particular its consequence [Sim83, Corollary 17.8] that the density θ is everywhere well-
defined and it is an upper semi-continuous function. The assumption that the support
is a C1-submanifoldM forces the support of any tangent to the varifold at x ∈M to be
the unique tangent plane to M at x. Moreover each tangent is a stationary varifold by
the assumption on ~H - this forces each tangent to be the tangent plane to M endowed
with constant multiplicity19. Since by the compactness theorem for integral varifolds
[Sim83, Theorem 42.7-42.8] we have that every tangent is itself an integral varifold,
then this multiplicity is an integer and therefore θ is everywhere integer valued20.
Consider an arbitrary point p and let Q ∈ N be its density: by upper semicontinuity
there exists BNρ (p) ⊂⊂ U in which the density is ≤ Q for all points. We wish to
conclude that the density of V is exactly Q in a neighbourhood of p. If this is not the
case, then the closed set
ΣQ = {x ∈ BNρ (p) : θ(x) = Q},
is not the whole of M ∩BNρ/3(p). Its complement BNρ (p) \ΣQ is then an open and non
empty set in M ∩BNρ (p), so we can choose y ∈ (M ∩BNρ/3(p)) \ΣQ. Consider the open
balls centered at y and contained in (M ∩BNρ (p)) \ ΣQ: take the sup d of the radii of
19The fact that a plane with multiplicity is stationary if and only if the multiplicity is constant can
be directly checked very easily, so this does not really require the stronger statement of [Sim83, §41].
20The proof of this lemma can go through with minor modifications even without noticing that the
density is everywhere integer-valued, but this observation makes it a bit more slender.
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such balls. Then ∂Bd(y) intersects ΣQ (actually interesects its boundary) at least at
one point q and Bd(y) ∩ ΣQ = ∅.
We now consider q, where we have density Q, and perform a blow up: by the
monotonicity formula we have Q = limσ→0
‖V ‖(BNσ (q))
ωnσn
, where ωn denotes the volume
of the unit n-dimensional ball. However by the C1 assumption we can assume without
loss of generality thatM∩BNρ (p) is given by the graph of a C1 function g : Rn → RN−n
with Dg(pi(q)) = 0 (pi is the projection on the first factor Rn) we get
‖V ‖(BNσ (q)) = ‖V ‖(Aσ × RN−n) =
∫
Aσ
(θ ◦ g)|Jac (Id, g)|,
where Aσ = pi(BNσ (q)∩M). By the C1 regularity we have ||Jac (Id, g)|−1| ≤ Cn|Dg|2 =
1 + o(σ) and |Aσ |ωnσn → 1 as σ → 0. The existence of the ball BNd (y) where θ ≤ Q − 1
and such that q ∈ ∂Bd(y) implies that
lim sup
σ→0
‖V ‖(BNσ (q))
ωnσn
≤ Q− 1
2
+
Q
2
= Q− 1
2
,
contradiction. 
Lemma A.2 (second constancy lemma). Let V be an integral n-varifold in an open
set BnR(0) × R and assume that spt ‖V ‖ = M1 ∪M2, where each Mj is the graph of a
C1,α function uj : BnR(0) → R and that the generalized mean curvature ~H of V is in
Lploc(‖V ‖) for some p > n. Let T := {(x, t) ∈ BnR(0)× R : u1(x) = u2(x) = t}. Denote
by pi : BnR(0) × R → BnR(0) the standard projection. For x ∈ BnR(0) \ pi(T ) let s(x) =
Θ(‖V ‖, (x, u1(x)))+Θ(‖V ‖, (x, u2(x))) and for x ∈ pi(T ) let s(x) = Θ(‖V ‖, (x, u1(x))).
Then there exists N ∈ N such that s = N everywhere on BnR(0).
proof of Lemma A.2. Recall that the density Θ(‖V ‖, ·) is everywhere well-defined thanks
to the condition that ~H is in Lp(spt ‖V ‖), in view of the monotonicity formula [Sim83,
§17]. Note that if C is a stationary integral n-varifold supported on the union of
two transversal planes intersecting along an (n− 1)-subspace then, setting coordinates
so that spt ‖C‖ = {xn+1 = L1(x) = ax1} ∪ {xn+1 = L2(x) = bx1} := P1 ∪ P2 for
some a 6= b ∈ R, the density Θ(‖C‖, x) is constant on each of the four half-planes
{xn+1 = L1(x), x1 > 0}, {xn+1 = L1(x), x1 < 0}, {xn+1 = L2(x), x1 > 0}, {xn+1 =
L2(x), x
1 < 0} by Lemma A.1, respectively with values θ+1 , θ−1 , θ+2 , θ−2 . The station-
arity of C implies the vanishing of the first variation along {x1 = 0, xn+1 = 0} and
therefore θ+1 − θ−1 = 0 and θ+2 − θ−2 = 0. Then C = θ1|P1|+ θ2|P2| for some θ1, θ2 ∈ N.
This implies that Θ(‖C‖, (x, 0)) = θ1 + θ2 ∈ N for every x such that x1 = 0. By the
assumptions on spt ‖V ‖, any tangent to V is supported on the union of two planes,
possibly coinciding, so it is either a cone of the type just described or it is a plane with
constant multiplicity (again by stationarity, similarly to Lemma A.1). This implies that
Θ is everywhere integer-valued on spt ‖V ‖ and as a consequence s is integer-valued.
On the complement of T the varifold is supported on a C1 submanifold, so Θ(‖V ‖, ·)
is locally constant by Lemma A.1, i.e. Θ(‖V ‖, ·) is constant on each connected compo-
nent of (M1 ∪M2) \T . Moreover Θ(‖V ‖, ·) is upper semi-continuous, and in particular
the restriction of s to pi(T ) is upper semi-continuous. Choose an arbitrary x ∈ pi(T )
and fix a neighbourhood Bnσ (x) so that s|pi(T )∩Bnσ (x) ≤ Q. We wish to prove, as a first
step, that s is upper semi-continuous in Bnσ/3(x). Arguing by contradiction, we assume
that this fails and choose y ∈ Bnσ/3(x) with s(y) ≥ Q + 1 y /∈ T . Since Bnσ (x) \ pi(T )
is open, we can choose balls centred at y and disjoint from pi(T ) and take the sup d
of the radii of such balls. Then Bnd (y) ⊂ Bnσ (x) \ pi(T ) and ∂Bnd (y) intersects pi(T ) at
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least at a point q, which lies in Bnσ (x) by the choice of y. The fact that Bnd (y) lies
in a single connected component of Bnσ (x) \ pi(T ) implies that s is constant on it, i.e.
s ≥ Q + 1 on Bnd (y). However q ∈ pi(T ) ∩ Bnσ (x) and so s(q) ≤ Q: take the unique
point on the varifold above q, namely (q, u1(q)), and blow up at this point: s(q) ≤ Q
this must give as tangent varifold either a plane with constant multiplicity ≤ Q or the
sum of two transversal planes with constant multiplicities that add up to a value ≤ Q.
However the presence of Bnd (y)×R in which the multiplicities of the two sheets add up
to an integer ≥ Q+ 1 provides a contradiction, since in the limit we would find either
a half-plane counted with multiplicity ≥ Q + 1 or the sum of two transversal planes
with constant multiplicities that add up to a value ≥ Q+ 1.
With the upper semi-continuity of s we can conlude the proof as follows. Choose
x ∈ pi(T ) with density Q ∈ N and fix a neihbourhood Bnσ (x) such that s ≤ Q in it.
The set
ΣQ = {z ∈ Bnσ (x) : s(z) = Q}
is closed and we wish to conclude that it contains a neighbouhood of x, namely Bnσ/3(x).
If that is not the case then its open complement Bnσ (x) \ ΣQ contains a point y ∈
Bnσ/3(x) \ ΣQ. Choose the sup d of the radii of balls centred at y and contained in
Bnσ (x) \ΣQ: then Bnd (y) ⊂ Bnσ (x) \ΣQ and ∂Bnd (y) intersects ΣQ at least at a point q,
which lies in Bnσ (y) by the choice of y. So the value of s at q is Q and on Bnd (y) we have
s ≤ Q− 1. If q /∈ pi(T ) then we would have a contradiction, in that s is jumping in the
interior of Bnσ (x) \ T , where we know that it is locally constant. If q ∈ pi(T ) then we
perform a blow-up at q which must give as tangent varifold either a plane with constant
multiplicity Q or the sum of two transversal planes with constant multiplicities that add
up to a value ≥ Q+ 1. However the presence of Bnd (y)× R in which the multiplicities
of the two sheets add up to an integer ≤ Q − 1 provides a contradiction, since in the
limit we would find either a half-plane counted with multiplicity ≤ Q − 1 or the sum
of two transversal planes with constant multiplicities that add up to a value ≤ Q− 1.
So we have concluded that s is locally constant at every point on pi(T ), which finishes
the proof. 
Appendix B. Strong stability for CMC graphs
The following result is well-known for minimal graphs and is likely to be known to
experts in the case of CMC graphs. Due to its importance within the proof of Theorem
3.4 (and to non-immediate availability of its proof in the literature) we present in this
appendix the statement and two proofs.
Proposition B.1. Let f : Ω → R be a C2 function (on Ω ⊂ Rn open) such that
the graph M of f is a CMC hypersurface in Ω × R ⊂ Rn+1. Let H denote the mean
curvature. Then the strong stability inequality∫
|A|2φ2dHn ≤
∫
|∇Mφ|2dHn
holds for every φ ∈ C∞c (M), where ∇M is the gradient on M .
first proof - semi-calibration argument. This argument actually shows something more,
namely that M is a minimizer of J for its boundary. Let N be a hypersurface with the
same boundary and let L be a (n+1)-dimensional submanifold with boundaryM −N .
Denote by ν the unit normal vector toM such that ν ·en+1 > 0 and extend ν to a vector
field on Ω×R by setting ν(x, y) = ν(x, f(x)), for x ∈ Ω and y ∈ R (vertically invariant
extension). Define the n-form ω = ινdvoln+1, where dvoln+1 = dx1 ∧ . . .∧ dxn+1 is the
standard volume form on Rn+1 and ι denotes the inner product (contraction). Then
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dω = divν dvoln+1 = H dvoln+1, where H is the constant mean curvature of M . Note
also that
∫
M ω = Hn(M) and that ω has comass 1. Now using Stokes’ theorem we
compute
Hn(M) =
∫
M
ω =
∫
N
ω +
∫
L
dω =
∫
N
ω +H
∫
L
dvoln+1 ≤ Hn(N) +H
∫
L
dvoln+1.
Since J(N) = Hn(N)−Hvol(N) = Hn(N)−H(vol(M)− ∫L dvoln+1) we obtain
J(N) ≥ Hn(M)−Hvol(M) = J(M),
so M is a minimizer of J for its boundary ∂M and, in particular, J ′′(φ) ≥ 0 for any
φ ∈ C∞c (M), as desired.
Note that, if N encloses the same volume as M , the inequality above says that
Hn(M) ≤ Hn(N), i.e.M minimizes area among hypersurfaces with the same boundary
and with the same enclosed volume. 
second proof - Jacobi fields argument. Let u := ν · en+1, where ν is the unit normal to
M chosen so that u is a positive function on M . We will prove that u satisfies ∆Mu =
−|A|2u, where ∆M is the Laplacian onM . We will compute at an arbitrary point x, in
a system of normal coordinates around x. Let vi (i = 1, ..., n) be a orthonormal basis
for M .
∆Mu = ∇vi∇viu = ∇vi∇vi〈ν, en+1〉 = ∇vi〈∇viν, en+1〉 =
= −∇vi〈Aijvj , en+1〉 = −〈(∇viAij)vj , en+1〉 − 〈Aij(∇R
3
vi vj), e
n+1〉 =
and using Codazzi equations for the first term and the fact that the tangential compo-
nent of ∇vivj is 0 (we are in normal coordinates) for the second term we continue the
chain of equalities as follows:
= −〈(∇vjAii)vj , en+1〉 − 〈AijAijν, en+1〉 = −〈(∇vjH)vj , en+1〉 − |A|2u =
= −|A|2u,
where, in the last step, we used the constancy of H. The function w = log u (well-
defined since u > 0) satisfies, by an algebraic manipulation,
∆Mw =
∆Mu
u
− |∇Mw|2;
in view of ∆Mu = −|A|2u, we have immdiately
|A|2 + |∇Mw|2 = −∆Mw.
Multiplying this identity by φ2 and integrating by parts we obtain
∫
|A|2φ2+
∫
|∇Mw|2φ2 = −
∫
∆Mwφ
2 ≤ 2
∫
|φ||∇Mw||∇Mφ| ≤
∫
|φ|2|∇Mw|2+
∫
|∇Mφ|2
and simplyfing we conclude, as desired, that∫
|A|2φ2 ≤
∫
|∇Mφ|2.

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Appendix C. On the distributional derivative
The following fact is used twice in the inductive step for the proof of the higher
regularity Theorem 3.3.
Lemma C.1. Let B ⊂ Rn be an open ball and T ⊂ B be a closed subset. Assume that
f : B → R is a continuous function with the following properties: f = 0 on T , f |B\T
is C1 and Df is summable on B \ T (i.e. ∫B\T |Df | < ∞). Then the distributional
derivative of f on B is given by the L1-function on B that is equal to 0 on T and to
Df on B \ T .
Proof. For δ > 0, let γδ : R → R be a smooth non-decreasing function such that
γδ(t) = 0 for |t| < δ/2 , γδ(t) = t− δ for t > δ, γδ(t) = t+ δ for t < −δ and γ′δ(t) ≤ 1
for all t ∈ R. Note that γδ(f) is C1 on the open set {|f | > δ/4} and is identically 0
on the open set {|f | < δ/2}, so γδ(f) is C1 on B and so we can integrate by parts and
use the chain rule to get, for any ζ ∈ C1c (B) and l ∈ {1, 2, . . . , n},∫
B
γδ(f)Dlζ = −
∫
B
γ′δ(f)Dlfζ = −
∫
B\T
γ′δ(f)Dlfζ.
Since f is C1 on B \ T , we have that Hn({x ∈ B \ T : f(x) = 0, Df(x) 6= 0}) = 0, so
in view of the fact that γ′δ(f(x)) → 1 as δ → 0+ for every x ∈ B \ T with f(x) 6= 0,
and Dlf ∈ L1(B \ T ), it follows from the dominated convergence theorem that∫
B\T
γ′δ(f)Dlfζ →
∫
B\T
Dlfζ
as δ → 0+. Since γδ(f(x))→ f(x) for every x ∈ B, again by the dominated convergence
theorem
∫
B γδ(f)Dζ →
∫
B fDlζ as δ → 0+, so letting δ → 0+ in the above we conclude
that ∫
B
fDlζ = −
∫
B\T
Dlf ζ
for every ζ ∈ C1c (B). From this the conclusion follows. 
Appendix D. Notation used in the paper
IVn(U): integral n-dimensional varifolds on the open set U.
spt ‖V ‖: support of the varifold V .
regV : set of regular (smooth) points of the varifold V .
reg1V : set of C1-embedded points of the varifold V .
singV : set of singular points of the varifold V (complement of regV in spt ‖V ‖).
singCV : set of classical singularities of the varifold V .
singTV = sing2TV : set of (two-fold) touching singularities of the varifold V .
sing`TV : set of `-fold touching singularities of the varifold V .
gen-regV : set of generalized regular points of the varifold V .
SH : class of integral n-varifolds satisfying assumptions 1, 2, 3, 4, 5 of Theorem 2.2
with U = Bn+12 (0) and |h| ≤ H.
volO(W ): volume enclosed by V O, for O open such that V O ⊂ reg1V and V O
is orientable.
AO(W ): total weight of V in O, i.e. ‖V ‖(O) (hypersurface area in O), for O open
such that V O ⊂ reg1V .
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JO(W ): for λ ∈ R, this denotes the functional AO(W ) + λvolO(W ).
vol (i): for an oriented immersion i , this denotes the enclosed volume.
a(i): for an oriented immersion i , this denotes the hypersurface area.
J(i): for λ ∈ R, this denotes the functional a(i) + λvol (i).
distH: Hausdorff distance.
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