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CONVEXITY IN HIERARCHICALLY HYPERBOLIC SPACES
JACOB RUSSELL, DAVIDE SPRIANO, AND HUNG CONG TRAN
Abstract. Hierarchically hyperbolic spaces (HHSs) are a large class of spaces that
provide a common frame work for studying the mapping class group, right-angled Artin
and Coxeter groups, and many 3–manifold groups. We investigate quasiconvex subsets in
this class and characterize them in terms of their contracting properties, relative divergence,
the coarse median structure, and the hierarchical structure itself. Along the way, we
obtain new tools to study HHSs, including two new equivalent definitions of hierarchical
quasiconvexiy and a version of the bounded geodesic image property for quasiconvex subsets.
Utilizing our characterization, we prove that the hyperbolically embedded subgroups of
hierarchically hyperbolic groups are precisely those which are almost malnormal and
quasiconvex, producing a new result in the case of the mapping class group. We also apply
our characterization to study quasiconvex subsets in several specific examples of HHSs.
We show that while many commonly studied HHSs have the property that that every
quasiconvex subset is either hyperbolic or coarsely covers the entire space, right-angled
Coxeter groups exhibit a wide variety of quasiconvex subsets.
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1. Introduction
Convexity is a fundamental concept in many areas of geometry. In the study of the coarse
geometry of metric spaces, quasiconvexity is a natural “coarse-ification” of the classical
definition of convexity. A subset Y of a quasi-geodesic metric space X is quasiconvex if
every quasi-geodesic based on Y is contained in a bounded neighborhood of Y , where
the radius of the neighborhood is determined by the quasi-geodesic constants. Defining
quasiconvexity with respect to quasi-geodesics ensures that the image of a quasiconvex
subset under a quasi-isometry will be quasiconvex, regardless of the geometry of the ambient
space. Quasiconvex subsets are therefore an avenue to study the geometry of a space up to
quasi-isometry.
The study of quasiconvex subsets of hyperbolic spaces (particularly quasiconvex subgroups
of hyperbolic groups) has been a rich and fruitful endeavor stretching back to Gromov’s
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CONVEXITY IN HHS 2
original work on hyperbolic groups [Gro87, Gro93]. More recently, quasiconvex subsets have
played a prominent role in the study of hyperbolic cubical groups, 3-manifolds, and the
resolution of the virtual Haken conjecture [Wis12, Ago13].
Aiming to generalize the success of quasiconvex subsets to a wider class of spaces and
groups, the third author studied quasiconvex subsets and subgroups in [Tra] under the name
“strongly quasiconvex subsets.” Using the name Morse instead of quasiconvex, Genevois
studied quasiconvex subsets of CAT(0) cube complexes in [Gen] and Kim studied quasiconvex
subgroups of the mapping class groups in [Kim]. A strong version of quasiconvexity, called
stability, was introduced by Durham-Taylor in [DT15] and has also received considerable
study (for a sampling see [KMT17, ADT17, AMST, Beh, ABD]).
In this paper we are primarily interested in understanding the quasiconvex subsets of
hierarchically hyperbolic spaces (HHSs). Introduced by Behrstock-Hagen-Sisto in [BHS17b]
and refined in [BHSa], examples of hierarchically hyperbolic spaces include hyperbolic spaces,
the mapping class group of a surface, Teichmu¨ller space with either the Weil-Petersson
or Teichmu¨ller metrics, many cocompactly cubulated groups, and the fundamental groups
of 3–manifolds without Nil or Sol components. The definition and much of the theory
of hierarchically hyperbolic spaces is inspired by the Masur-Minsky subsurface projection
machinery in the mapping class group. Our investigation is therefore a natural extension
of the problem purposed by Farb in [Far06, Problem 2.3.8] to study quasiconvexity in the
mapping class group.
Heuristically, a hierarchically hyperbolic space consists of a metric space X with an
associated collection of hyperbolic spaces S, such that for each space Z in S, there is a
projection map X Ñ Z. The philosophy of hierarchically hyperbolic spaces is that one can
study the coarse geometry of X by studying the projection of X to each of the spaces in
S. In this paper we shall consider hierarchically hyperbolic spaces satisfying the bounded
domain dichotomy : a minor regularity condition requiring every space in S to have either
infinite or uniformly bounded diameter. The bounded domain dichotomy is satisfied by
every naturally occurring example of a hierarchically hyperbolic space.
Equivalent Conditions to Being Quasiconvex. The main goal of this paper is to
provide several equivalent conditions for a subset of a hierarchically hyperbolic space to be
quasiconvex. A major theme here is that several different notions of convexity all coincide
with being quasiconvex in hierarchically hyperbolic spaces. One such notion of convexity
is that of contracting subsets. A subset Y Ď X of a quasi-geodesic space is contracting if
there exists a coarsely Lipschitz retraction r : X Ñ Y under which large balls far from Y
have images with uniformly bounded diameter. Being contracting generalizes the strong
contracting behavior of the closest point projection onto a convex subset of the hyperbolic
plane. In general, quasiconvex subsets are not contracting (see Example 3.8), however these
two notions of convexity tend to agree in the presence of non-positive curvature. Indeed,
it is a classical fact that a subset of a hyperbolic space is quasiconvex if and only if it is
contracting; Genevois recently established that the same is true for subsets of a CAT(0)
cube complex [Gen]. The first of our equivalent condition is to extend these results to
hierarchically hyperbolic spaces.
Theorem A (Quasiconvex and contracting are equivalent). Let X be a hierarchically
hyperbolic space with the bounded domain dichotomy. A subset Y Ď X is quasiconvex if and
only if Y is contracting.
In [ACGH17], a different notion of contracting subset is considered, and it is shown that
a subset of a geodesic metric space is quasiconvex if and only if the subset is sublinearly
contracting. Example 3.8 demonstrates that our definition of contracting (Definition 2.10)
is strictly stronger than sublinear contracting, but the two notions agree in the setting of
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hierarchically hyperbolic spaces. Another key difference between our definition of contracting
and that in [ACGH17] is that we do not require the contracting map r : X Ñ Y to be
the closest point projection but allow for any coarsely Lipschitz retraction which has the
contracting property. This has the advantage of turning contracting into a quasi-isometry
invariant directly from the definition and is crucial in allowing us to utilize a naturally
occurring retraction map in hierarchically hyperbolic spaces that is far more tractable than
the closest point projection.
The third notion of convexity considered is hierarchical quasiconvexity, which is specific to
hierarchically hyperbolic spaces. Introduced in [BHSa] by Behrstock-Hagen-Sisto, hierarchi-
cally quasiconvex subsets have played a central role in the study of hierarchically hyperbolic
space [BHSa, BHS17a, BHSb]. Notably, a hierarchical quasiconvex subset of an HHS is
itself an HHS. While quasiconvex subsets of a hierarchically hyperbolic space do not coincide
exactly with hierarchically quasiconvex subsets, we are able to classify precisely when the
two concepts agree. The quasiconvex subsets are exactly the hierarchically quasiconvex
subsets which satisfy the orthogonal projection dichotomy (Definition 6.2) that describes
how the projections of a quasiconvex subset to each of the associated hyperbolic spaces
must look.
Theorem B (Quasiconvex subsets are hierarchically hyperbolic). Let X be a hierarchically
hyperbolic space with the bounded domain dichotomy. A subset Y Ď X is quasiconvex if
and only if Y is hierarchically quasiconvex and has the orthogonal projection dichotomy. In
particular, if Y Ď X is quasiconvex, then Y is hierarchically hyperbolic.
Theorem B is truly the central result of this paper as it explains how the quasiconvex
subsets interact with the projections defining the hierarchically hyperbolic structure of the
ambient space. Further, this characterization is complete as the theorem fails whenever any
of the hypotheses are weakened (see Remark 6.16).
Part of the proof of Theorem B involves studying hierarchically quasiconvex hulls in
hierarchically hyperbolic spaces. The hierarchically quasiconvex hull of a subset Y is
(coarsely) the smallest hierarchically quasiconvex set containing Y . We show that for
any subset of a hierarchically hyperbolic space one can construct its hull using special
quasi-geodesics called hierarchy paths (see Theorem 5.2 for the precise statement).
Theorem C (Constructing hulls with hierarchy paths). If Y is a subset of a hierarchically
hyperbolic space X, then the hierarchically quasiconvex hull of Y can be constructed in a
uniformly finite number of steps by iteratively connecting points by hierarchy paths.
This construction is reminiscent of the construction of convex hulls in hyperbolic spaces
by connecting pairs of points by geodesics and is similar to the join construction of hulls in
coarse median spaces presented in [Bow]. The main purpose of Theorem C in our paper
is to establish that hierarchically quasiconvex subsets are exactly the subsets that are
“quasiconvex with respect to hierarchy paths.” However, we expect this construction to
have further applications in the study of hierarchically hyperbolic spaces. In particular, in
Section 5.1 we use Theorem C to provide a characterization of hierarchical quasiconvexity
in terms of the coarse median structure on a hierarchically hyperbolic space. This allows
us to conclude that, in the setting of hierarchically hyperbolic spaces, the coarse median
hull constructed in [Bow] is coarsely equal to the hierarchically quasiconvex hull; extending
[Bow, Lemma 7.3] from finite to arbitrary subsets.
In [ABD], Abbott-Behrstock-Durham give several equivalent conditions for quasi-geodesics
in a hierarchically hyperbolic space to be quasiconvex and for a map from a quasi-geodesic
space Y into a hierarchically hyperbolic space to be a stable embedding (see Definition 2.8).
Theorems A and B generalize these results to general quasiconvex subsets and do not require
the hypothesis of unbounded products utilized in [ABD, Proposition 4.4 and Corollary 6.2].
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This generalization to general quasiconvex subsets is essential to our applications in Section
7 and Section 8.
In [Tra], the third author studied the relation between quasiconvex subsets and lower
relative divergence. If Y is a subset of the quasi-geodesic space X, the lower relative
divergence of X with respect to Y (or the divergence of Y in X) is a family of functions
that measures how efficiently one can travel in X while avoiding Y . Building on the work
in [Tra] we establish the following.
Theorem D (Contracting subsets have at least quadratic divergence). Let X be a quasi-
geodesic metric space. If Y Ď X is contracting, then the lower relative divergence of X with
respect to Y is at least quadratic. Further, if X is a hierarchically hyperbolic space with the
bounded domain dichotomy, then the lower relative divergence of X with respect to Y is at
least quadratic if and only if Y is quasiconvex (equivalently if and only if Y is contracting).
After proving Theorems A through D, we establish several HHS analogues of the “bounded
geodesic image property” of quasiconvex subsets of hyperbolic spaces. One of these analogues
is the following.
Theorem E. Let Y be a quasiconvex subset of a hierarchically hyperbolic space X with the
bounded domain dichotomy. There is a contracting map gY : X Ñ Y so that for each λ ě 1
there exists a constant rλ ą 0 such that for all x, y P X , if dpgY pxq, gY pyqq ą rλ, then any
λ–hierarchy path from x to y must intersect the rλ–neighborhood of Y .
Quasiconvex Subsets in Specific Examples. After characterizing the quasiconvex
subsets of hierarchically hyperbolic spaces, we apply our results to study the quasiconvex
subsets of some of the most common examples of hierarchically hyperbolic spaces: the
mapping class group, Teichmu¨ller space, right-angled Artin and Coxeter groups, and the
fundamental groups of graph manifolds.
It has been shown that quasiconvex subgroups of the mapping class group [Kim], right-
angled Artin groups with connected defining graph [Tra, Gen], and certain CFS right-angled
Coxeter groups [NT] are either hyperbolic or finite index. We give sufficient conditions for
a hierarchically hyperbolic space to have the property that all its quasiconvex subsets are
either hyperbolic or coarsely cover the entire space (see Proposition 7.2). Applying this
criteria to specific examples yields a new, unified proof of the work of Kim, Tran, Genevois,
and Nguyen-Tran as well as the following new results for Teichmu¨ller space, graph manifolds,
and a class of right-angled Coxeter groups that we call strongly CFS.
Corollary F. The following HHSs have the property that every quasiconvex subset is either
hyperbolic or coarsely covers the entire space:
(a) The Teichmu¨ller space of a finite type surface with the Teichmu¨ller metric
(b) The Teichmu¨ller space of a finite type surface of complexity at least 6 with the Weil-
Petersson metric
(c) The mapping class group of an oriented, connected, finite type surface
(d) A right-angled Artin group with connected defining graph
(e) A right-angled Coxeter group with strongly CFS defining graph
(f) The fundamental group of a non-geometric graph manifold
In particular, if H is a quasiconvex subgroup in any of the groups (c)-(f), then H is either
stable or finite index.
Stable subgroups of the mapping class group and right-angled Artin groups have been
studied extensively and have several interesting equivalent characterizations including convex
cocompactness in the mapping class group and purely loxodromic in right-angled Artin
groups [DT15, KMT17].
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We also use HHS theory and Theorem B to give a new proof of [Tra, Theorem 1.11] and
[Gen, Proposition 4.9] characterizing when a special subgroup of a right-angled Coxeter
group is quasiconvex. We then utilize this characterization, along with a construction of
Behrstock, to demonstrate the large variety of different quasiconvex subsets that can be
found in the class of CFS right-angled Coxeter groups.
Theorem G. Every right-angled Coxeter group is a quasiconvex subgroup of some CFS
right-angled Coxeter group.
Hyperbolically Embedded Subgroups. As a final application of our characterization
of quasiconvex subsets, we study the hyperbolically embedded subgroups of hierarchically
hyperbolic groups. Hyperbolically embedded subgroups are generalizations of peripheral
subgroups in relatively hyperbolic groups (see [DGO17]) and are a key component of studying
acylindrically hyperbolic groups, a large class of groups exhibiting hyperbolic-like behavior
(see [Osi16]). Work of Dahmani-Guirardel-Osin [DGO17] and Sisto [Sis16] showed that
if a finite collection of subgroups tHiu is hyperbolically embedded in a finitely generated
group G, then tHiu is an almost malnormal collection and each Hi is quasiconvex. While
the converse of this statement is false in general (see the beginning of Section 8 for a
counterexample), the converse does hold in the case of hyperbolic groups [Bow12, Theorem
7.11] and cocompactly cubulated groups [Gen, Theorem 6.31]. We prove the converse in the
setting of hierarchically hyperbolic groups.
Theorem H (Characterization of hyperbolically embedded subgroups). Let G be a hierar-
chically hyperbolic group. A finite collection of subgroups tHiu is hyperbolically embedded in
G if and only if tHiu is an almost malnormal collection and each Hi is quasiconvex.
By [Kim, Theorem A], an infinite index subgroup of the mapping class group of a surface
is quasiconvex if and only if it is convex cocompact (this fact can also be deduced from
Corollary F). Thus, as a specific case of Theorem H, we have the following new result for
the mapping class group.
Corollary I. If S is an oriented, connected, finite type surface of complexity at least 2 and
tHiu is a finite collection of subgroups of the mapping class group of S, then the following
are equivalent:
‚ tHiu is hyperbolically embedded.
‚ tHiu is an almost malnormal collection and each Hi is quasiconvex.
‚ tHiu is an almost malnormal collection and each Hi is convex cocompact.
1.1. Open questions. We believe that quasiconvex subgroups are a rich area of study
with many interesting open questions both in the setting of hierarchically hyperbolic groups
and beyond. In light of Theorem A, it is natural to wonder which results for quasiconvex
subgroups of hyperbolic groups can be extended to quasiconvex subgroups of hierarchically
hyperbolic groups (or even finitely generated groups)? As a starting point, one may consider
the following question which aims to extends work of Gromov, Arzhantseva, and Gitik on
combination theorems for quasiconvex subgroups of hyperbolic groups [Ger87, Arz01, Git99].
Question 1. Prove combination theorems for quasiconvex subgroups of hierarchically hy-
perbolic groups (or even finitely generated groups). In particular, investigate conditions
guaranteeing that the subgroup generated by two quasiconvex subgroups, Q1 and Q2, is
quasiconvex and isomorphic to Q1 ˚Q1XQ2 Q2.
As quasiconvex subsets are invariant under quasi-isometry, they have the potential to play
an important role in the quasi-isometric classification of hierarchically hyperbolic spaces.
The following would be an interesting first step in this direction.
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Question 2. Provide necessary conditions for an HHS to have the property that all its
quasiconvex subsets are either hyperbolic or coarsely cover the entire space. Using defining
graphs, characterize all right-angled Coxeter groups whose quasiconvex subsets are hyperbolic
or coarsely cover the entire group.
Looking beyond hierarchically hyperbolic spaces, we wonder about the possibilities of
understanding quasiconvex subsets in other spaces with a notion of non-positive curvature.
Specifically we ask the following.
Question 3. For what other spaces are quasiconvex subsets contracting (in the sense of
Definition 2.10)?
Some of the first spaces one could consider are CAT(0) spaces, coarse median spaces,
and the outer automorphism groups of free groups. In [Sul14] it is shown that quasiconvex
geodesics in CAT(0) spaces are always contracting. We conjecture the same holds for all
quasiconvex subsets of a CAT(0) space1. A possible starting point for coarse median spaces
could be the recently posted paper [Bow], in which Bowditch constructs hulls for subsets of
coarse median spaces and produces a number of results similar to our work in Section 5.
Our proof of Theorem H rests strongly upon the equivalence between quasiconvex and
contracting subsets. Thus, one may presume that any group that is an answer to Question
3 is also an answer for the following question.
Question 4. For what other finitely generated groups are almost malnormal, quasiconvex
subgroups hyperbolically embedded?
A long standing open question in the study of quasiconvex subgroups of hyperbolic group
is whether or not finitely generated, almost malnormal subgroups of hyperbolic groups must
be quasiconvex. Accordingly, we ask the same for the larger class of hierarchically hyperbolic
groups.
Question 5. Are finitely generated, almost malnormal subgroups of hierarchically hyperbolic
groups quasiconvex?
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subgroup that is not hyperbolically embedded; and Johanna Mangahas for suggesting the
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5.1. We thank Brian Bowditch, Tai-Danae Bradley, Heejoung Kim, Chris Hruska, and Dan
Berylne for their comments on early versions of this paper. We are also greatful to Kevin
Schreve for pointing out an error in the first version of this paper. The first two authors
thank the organizers of YGGT 2018 and GAGTA 2018 where some of the work on this
paper was completed. They also give special thanks to their respective advisors, Jason
Behrstock and Alessandro Sisto, for their ongoing support and their many helpful comments
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1.2. Outline of the paper. In Section 2, we begin with the basic definitions and properties
of quasiconvex subsets and the related notions of stability and contracting subsets of general
quasi-geodesic spaces. In Section 3 we define lower relative divergence and study the
relationship between contracting subsets, quasiconvex subsets, and lower relative divergence
in any quasi-geodesic space. We move on to hierarchically hyperbolic spaces in Section
4, where we give the definition of an HHS and detail the relevant tools and constructions
we will need from the theory. In Section 5, we explain how to construct hierarchically
quasiconvex hulls using hierarchy paths. As applications of this construction, we give a
1After this paper was first posted, this conjecture was confirmed by Cashen in [Cas].
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characterization of hierarchically quasiconvex sets in terms of the coarse median structure on
the HHS and prove that quasiconvex subsets are also hierarchically quasiconvex. In Section
6, we state and prove our equivalent characterizations of quasiconvex subsets, finishing the
proofs of Theorems A, B, and D. The remaining sections are devoted to applications of
this characterization. We give a generalization of the bounded geodesic image property for
quasiconvex subsets in Section 6.3, study quasiconvex subsets in specific examples in Section
7, and characterize hyperbolically embedded subgroups of HHGs in Section 8.
2. Coarse geometry
2.1. Quasi-geodesic spaces, conventions, and notations. The focus of this paper will
be on understanding the geometry of metric spaces up to quasi-isometry. While many of the
metric spaces we are interested in applying our results to are geodesic metric spaces, many
of the subspaces we will be studying will be quasi-geodesic, but not geodesic metric spaces.
Thus, we will almost always assume our metric spaces are quasi-geodesic metric spaces.
Definition 2.1. A metric space X is a pK,Lq–quasi-geodesic metric space if for all x, y P X
there exists a pK,Lq–quasi-geodesic γ : ra, bs Ñ X with γpaq “ x and γpbq “ y.
Given a pK,Lq–quasi-geodesic metric space X, we can construct a geodesic metric space
quasi-isometric to X as follows: fix a –separated net N Ď X and connect a pair of points
x, y P N by an edge of length dpx, yq if dpx, yq ă 2. The resulting metric graph will be
quasi-isometric to X. Since  can be chosen to depend only on K and L, this graph can
be constructed such that the quasi-isometry constants will also depend only on K and L.
When convenient, we will exploit this fact to reduce proofs to the geodesic case.
A particularly important collection of metric spaces in geometric group theory is the class
of δ–hyperbolic metric spaces, introduced by Gromov in [Gro87, Gro93]. While δ–hyperbolic
spaces are usually required to be geodesic, the following is a direct extension of the definition
to the setting of quasi-geodesic metric spaces.
Definition 2.2. A pK,Lq–quasi-geodesic metric space is δ–hyperbolic if for every pK,Lq–
quasi-geodesic triangle the δ–neighborhood of the union of any two of the edges contains
the third.
Gromov’s four-point condition can also be use to define a hyperbolic quasi-geodesic
metric space, however as shown in [DK18, Example 11.36], this definition fails to be a
quasi-isometry invariant if the spaces are not geodesic. In contrast, Definition 2.2 is a quasi-
isometry invariant among quasi-geodesic spaces. In particular, using the “guessing geodesic”
criterion, from [MS13, Theorem 3.15] or [Bow14, Theorem 3.1], you can show a quasi-
geodesic space is hyperbolic in the sense of Definition 2.2 if and only if it is quasi-isometric
to a geodesic metric space that is hyperbolic in the usual sense.
When referring to a property defined by a parameter (e.g. δ–hyperbolic), we will often
suppress that parameter when its specific value is not needed. To reduce the proliferation of
additive and multiplicative constants throughout this paper, we will adopt the following
notations.
Notation 2.3. Let A,B,K,L be real numbers. We write
A
K,L
ĺ B if A ď KB ` L.
If A
K,L
ĺ B and B
K,L
ĺ A, we write A
K,L— B.
We say two subsets of a metric space K–coarsely coincide if their Hausdorff distance is at
most K.
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2.2. Quasiconvexity, contracting, and stability. The primary notion of convexity we
will consider is the following definition of quasiconvex.
Definition 2.4 (Quasiconvex subset). A subset Y of a quasi-geodesic metric space X is
quasi-geodesically quasiconvex if there is a function Q : r1,8q ˆ r0,8q Ñ r0,8q such that
for every pK,Lq–quasi-geodesic γ, we have γ Ď NQpK,LqpY q. We call the function Q the
convexity gauge for Y .
It follows directly from the definition that quasiconvexity is a quasi-isometry invariant in
the following sense.
Lemma 2.5. Let X and Z be a quasi-geodesic metric spaces and f : X Ñ Z be a pK,Lq–
quasi-isometry. If Y is a Q–quasi-geodesically quasiconvex subset of X, then fpY q is a
Q1–quasi-geodesically quasiconvex subset of Z, with Q1 depending only on Q, K and L.
In the setting of hyperbolic spaces, quasiconvexity is equivalent to the following weaker
condition.
Definition 2.6. A subset Y of a geodesic metric space X is geodesically quasiconvex if
there exists D ě 0 such that for any geodesic γ with endpoints on Y , we have γ Ď NDpY q.
We call the constant D the convexity constant for Y .
As remarked above, in a hyperbolic space, geodesic quasiconvexity is equivalent to quasi-
geodesic quasiconvexity and the convexity constant and convexity gauge each determines the
other. However, in non-hyperbolic spaces, this equivalence fails and geodesic quasiconvexity
need not be preserved by quasi-isometry. As we are concerned with studying metric spaces
up to quasi-isometry, we will never consider a geodesically quasiconvex subset outside of a
hyperbolic space. Thus, we shall almost always refer to a quasi-geodesically quasiconvex
subset simply as quasiconvex or Q–quasiconvex when we wish to highlight a particular
convexity gauge.
If Y is a Q–quasiconvex subset of the pK,Lq–quasi-geodesic space X, then any two points
in Y can be joined by a pK,Lq–quasi-geodesic in X that lies uniformly close to Y . Thus Y
equipped with the metric inherited from X will be a pK 1, L1q–quasi-geodesic metric space
where K 1 and L1 depend only on K, L, and Q. For the rest of the paper, when discussing
geometric properties (such as hyperbolicity) of a quasiconvex subset, we shall implicitly do
so with respect to the metric inherited from the ambient space. In particular, if f : X Ñ Z
is a quasi-isometry between quasi-geodesic spaces and Y is a quasiconvex subset of X, then
Y is quasi-isometric to fpY q.
In [DT15], Durham and Taylor introduced the following related notion of convexity.
Definition 2.7. A quasi-isometric embedding Φ from a quasi-geodesic metric space Y into a
quasi-geodesic metric space X is a stable embedding if there is a function R : r1,8qˆr0,8q Ñ
r0,8q such that if α and β are two pK,Lq–quasi-geodesics of X with the same endpoints in
ΦpY q, then dHauspα, βq ď RpK,Lq.
While the images of stable embeddings maintain many of the features of quasiconvex
subsets of hyperbolic spaces, the definition is highly restrictive. In particular, as the next
proposition records, stable embeddings must always be onto hyperbolic subsets.
Proposition 2.8. Let Φ: Y Ñ X be a quasi-isometric embedding from a quasi-geodesic
metric space Y to a quasi-geodesic metric space X. Then Φ is a stable embedding if and
only if Y is hyperbolic and ΦpY q is quasiconvex. In particular, if Y is a quasiconvex subset
of X, then the inclusion i : Y ãÑ X is a stable embedding if and only if Y is hyperbolic with
respect to the metric inherited from X.
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In [Tra, Proposition 4.3], the third author proves the above proposition for the case
of geodesic spaces. The more general statement above follows immediately from the fact
that a quasi-geodesic space is always quasi-isometric to a geodesic space plus the fact that
quasiconvexity, stability, and hyperbolicity are all quasi-isometry invariants.
One class of metric spaces we are particularly interested in are finitely generated groups
equipped with a word metric. In this setting we are particularly interested in understanding
the quasiconvex and stable subgroups.
Definition 2.9. Let G be a finitely generated group equipped with a word metric from
some finite generating set. A subgroup H ă G is a quasiconvex subgroup of G if H is a
quasiconvex subset of G with respect to the word metric on G. A subgroup H ă G is a
stable subgroup if H is a quasiconvex subgroup and H is a hyperbolic group.
The above definition of stable subgroup is different than the one originally given in [DT15],
but it is equivalent by Proposition 2.8.
If H is a quasiconvex subgroup of G, then H is also finitely generated and undistorted in
G. Further, since quasiconvex is a quasi-isometry invariant, being a quasiconvex or a stable
subgroup is independent of the choice of finite generating set for G.
It is common in the literature to study various “contracting” properties of quasiconvex
subsets. In this paper, we compare quasiconvex subsets with the following notion of a
contracting subset.
Definition 2.10. Let X be a quasi-geodesic metric space and Y Ď X. A map g : X Ñ Y
is said to be pA,Dq–contracting for some A P p0, 1s and D ě 1 if the following hold:
(1) g is pD,Dq–coarsely Lipschitz.
(2) For any y P Y , d`y, gpyq˘ ď D.
(3) For all x P X, if we set R “ Adpx, Y q, then diam`g`BRpxq˘˘ ď D.
A subset Y is said to be pA,Dq–contracting if there is an pA,Dq–contracting map from
X to Y .
The above definition is motivated by [MM99, Definition 2.2] and generalizes the usual
definition of contracting in hyperbolic and CAT(0) spaces to include maps that are not the
closest point projection. This is critical to our study of hierarchically hyperbolic spaces in
Section 6 and allows quasi-isometry invariance to be established directly from the definition.
Lemma 2.11. Let X and Z be a quasi-geodesic metric spaces and f : X Ñ Z be a
pK,Lq–quasi-isometry. If Y is an pA,Dq–contracting subset of X, then fpY q is an pA1, D1q–
contracting subset of Z, where A1 and D1 depend only on A, D, K, and L.
In the setting of hyperbolic spaces, quasiconvex subsets are contracting. The contracting
map will be the following coarse closest point projection: if X is a δ–hyperbolic metric
space and Y Ď X is Q–quasiconvex, then there exist K depending on δ and Q and a p1,Kq–
coarsely Lipschitz map pY : X Ñ Y such that for all x P X, dpx, pY pxqq ď dpx, Y q ` 1. By
an abuse of language, we will refer to pY as the closest point projection of X onto Y . For
any Q–quasiconvex subset Y of a δ–hyperbolic space, the map pY is p1, Dq–contracting
where D depends only on Q and δ.
3. Divergence of contracting subsets
In this section we show that contracting subsets are always quasiconvex. Without some
negative curvature hypotheses, such as being hierarchically hyperbolic, the converse is not
always true as we show in Example 3.8. Both of these statements are proved using lower
relative divergence which was originally introduced by the third author in [Tra15]. The
lower relative divergence is a family of functions that measures how efficiently one can travel
in X while avoiding a subset Y (see Figure 1).
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Definition 3.1 (Lower relative divergence). Let X be a geodesic space and Y Ď X. For
r ą 0 we adopt the following notations:
(1) BNrpY q “ tx P X | dpx, Y q “ ru
(2) dr is the induced path metric on X ´NrpY q.
The lower relative divergence of X with respect to Y (or the divergence of Y in X), denoted
divpX,Y q is the set of functions tσnρ u defined as follows: For each ρ P p0, 1s, integer n ě 2 and
r P p0,8q, if there is no pair of x1, x2 P BNrpY q such that drpx1, x2q ă 8 and dpx1, x2q ě nr,
we define σnρ prq “ 8. Otherwise, we define σnρ prq “ inf dρrpx1, x2q where the infimum is
taken over all x1, x2 P BNrpY q such that drpx1, x2q ă 8 and dpx1, x2q ě nr.
x1 x2
Y
r
ρr
ě nr
Figure 1. A sketch of a step in the construction of the function σnρ . The
points x1, x2 P BNrpY q are at least nr far apart, so we measure the distance
between x1 and x2 in the complement of the ρr–neighborhood of Y . We then
take the infimum of these distances over all such pairs of points to obtain
σnρ prq.
The lower relative divergence is often characterized by how the asymptotics of the
functions tσnρ u compare to linear, polynomial and exponential functions. Such descriptions
are described in detail in [Tra15]. For this paper we will restrict our attention to the
following two properties of divpX,Y q.
Definition 3.2. Let X be a geodesic metric space and Y Ď X.
The lower relative divergence of X with respect to Y is completely superlinear if there
exists n0 ě 3 such that for every ρ P p0, 1s and C ą 0 the set tr P r0,8q : σn0ρ prq ď Cru is
bounded.
The lower relative divergence of X with respect to Y is at least quadratic if there exists a
positive integer M such that for every ρ P p0, 1s and n ě 2 there exist C ą 0 and r0 ą 0
such that σMnρ prq ą Cr2 for all r ą r0.
The properties of being completely superlinear and at least quadratic are preserved under
quasi-isometry in the following sense.
Lemma 3.3 (Consequence of [Tra15, Proposition 4.9]). Let f : X Ñ Z be a quasi-isometry
between geodesic spaces. If Y Ď X and W Ď Z with dHauspfpY q,W q ă 8, then divpX,Y q
is completely superlinear (resp. at least quadratic) if and only if divpZ,W q is completely
superlinear (resp. at least quadratic).
In [Tra15], the lower relative divergence was defined only for geodesic ambient spaces,
however the definition can be extended to include quasi-geodesic metric spaces as follows.
Definition 3.4 (Lower relative divergence in quasi-geodesic spaces). Let X be a quasi-
geodesic space and Y Ď X. Let Z be a geodesic space and f : X Ñ Z be a quasi-isometry.
Then the lower relative divergence of X with respect to Y (or the divergence of Y in X),
denoted divpX,Y q, is the lower relative divergence of Z with respect to fpY q.
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We say divpX,Y q is completely superlinear (resp. at least quadratic) if divpZ, fpY qq is
completely superlinear (resp. at least quadratic).
While the definition of divpX,Y q in a quasi-geodesic space depends on a choice of Z
and f , divpX,Y q being completely superlinear (resp. at least quadratic) is independent
of this choice by Lemma 3.3. In fact, while it will not be relevant for the content of
this paper, divpX,Y q is independent of the choice of Z and f in a much stronger sense.
In [Tra15] the third author defined an equivalence relation „ between the collections of
functions used to define the lower relative divergence. If f1 : X Ñ Z1 and f2 : X Ñ Z2
are two quasi-isometries with Z1 and Z2 geodesic spaces, then by [Tra15, Proposition
4.9], divpZ1, f1pY qq „ divpZ2, f2pY qq. Thus divpX,Y q is well defined up to this notion of
equivalence.
The following proposition shows that contracting subsets always have at least quadratic
divergence.
Proposition 3.5. Let X be a quasi-geodesic space and let Y be a contracting subset of X.
Then the lower relative divergence of X with respect to Y is at least quadratic.
Proof. Since every quasi-geodesic space is quasi-isometric to a geodesic metric space, Lemma
2.11 allows us to assume X is geodesic. Assume that Y is pA,Dq–contracting and let
g : X Ñ Y be an pA,Dq–contracting map. We first show that for all x P X,
dpx, gpxqq ď 2Ddpx, Y q ` 4D.
Let y P Y such that dpx, yq ď dpx, Y q` 1. Then from the definition of pA,Dq–contracting
we have
dpx, gpxqq ďdpx, yq ` d`y, gpyq˘` d`gpyq, gpxq˘
ďdpx, Y q ` 1`D `Ddpx, yq `D
ďpD ` 1qdpx, Y q ` 3D ` 1
ď2Ddpx, Y q ` 4D.
Now, let tσnρ u be the lower relative divergence of X with respect to Y . We claim that for
each n ě 4D ` 2 and ρ P p0, 1s
σnρ prq ě
ˆ
Aρ
4D
˙
r2 for each r ą 8D.
Let r ą 8D , n be an integer greater than 4D ` 2, and ρ P p0, 1s. If σnρ prq “ 8, then
the above inequality is true. Otherwise, let x1, x2 P BNrpY q be such that dpx1, x2q ě nr
and drpx1, x2q ď 8. The distances d
`
x1, gpx1q
˘
and d
`
x2, gpx2q
˘
are bounded above by
2Dr ` 4D. Therefore,
d
`
gpx1q, gpx2q
˘ ě dpx1, x2q ´ d`x1, gpx1q˘´ d`x2, gpx2q˘
ě nr ´ 4Dr ´ 8D
ě r
Let γ be a rectifiable path in NρrpY q connecting x1 and x2 and R “ Aρr{2. There exist
t0 ă t1 ă t2 ă ¨ ¨ ¨ ă tm´1 ă tm such that γpt0q “ x1, γptmq “ x2 and
R
2
ď `pγ|rti´1,tisq ď R
where `p¨q denotes the length of a path. This implies
`pγq “
nÿ
i“1
`pγ|rti´1,tisq ě
mR
2
. (1)
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Since g is an pA,Dq–contracting map and d`γpti´1q, γptiq˘ ă Ad`γpti´1q, Y ˘, we have
d
`
gpγpti´1qq, gpγptiqq
˘ ď D for each 1 ď i ď m. Thus
d
`
gpx1q, gpx2q
˘ ď mÿ
i“1
d
`
gpγpti´1qq, gpγptiqq
˘ ď mD. (2)
Since d
`
gpx1q, gpx2q
˘ ě r, Inequality (2) implies m ě r{D. Combining this with Inequality
(1), we have
`pγq ě mR
2
ě
ˆ
Aρ
4D
˙
r2.
Therefore,
σnρ prq ě
ˆ
Aρ
4D
˙
r2
for n ě 4D ` 2, ρ P p0, 1s, and r ą 8D. This implies that the lower relative divergence of X
with respect to Y is at least quadratic. 
In [Tra15], the third author classified quasiconvex subsets in terms of their lower relative
divergence. This result continues to hold in the slightly more general setting of quasi-geodesic
spaces.
Theorem 3.6 ([Tra, Theorem 3.1]). Let X be a quasi-geodesic space and Y Ď X. Then Y
is quasiconvex if and only if the lower relative divergence of X with respect to Y is completely
superlinear.
Proof. Since every quasi-geodesic metric space is quasi-isometric to a geodesic metric space,
the result follows immediately from [Tra, Theorem 1.5] when Y is infinite diameter. If
diampAq “ r0 ă 8, then for all r ą r0, BNr0pY q “ H and thus σnρ prq “ 8. Hence divpX,Y q
is completely superlinear and Y is quasiconvex. 
Proposition 3.5 and Theorem 3.6 combine to say that if a subset Y Ď X is pA,Dq–
contracting, then Y is quasiconvex. However, the proofs of Proposition 3.5 and [Tra,
Proposition 3.1] actually allow us to determine that the quasiconvex gauge of Y depends
only on the constants pA,Dq and the quasi-geodesic constants for X.
Corollary 3.7. Let X be a pK,Lq–quasi-geodesic space and Y Ď X. If Y is pA,Dq–
contracting, then Y is Q–quasiconvex where Q is determined by A, D, K, and L.
Proof. Let Y be a pA,Dq–contracting subset of X. We first assume that X is a geodesic
metric space. Let tσnρ u be the lower relative divergence of X with respect to Y . The proof
of Proposition 3.5 shows that for each n ě 4D ` 2 and ρ P p0, 1s we have
σnρ prq ě
ˆ
Aρ
4D
˙
r2 for all r ą 8D.
Therefore, by fixing n “ n0 “ 4D ` 3 and ρ “ 1 we have
σn01 prq ě
ˆ
A
4D
˙
r2 for all r ą 8D.
If γ is a pλ, q–quasi-geodesic with endpoints on Y , let m “ inftB P R : γ Ď NBpY qu. The
proof of [Tra, Proposition 3.1] establishes that if m is larger than a fixed constant depending
on λ and  then there exist constants C0 and C1 depending only on λ,  and n0, such that
σn01 pC0mq ď C1m. Thus, we haveˆ
A
4D
˙
pC0mq2 ď σn01 pC0mq ď C1m,
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and hence m is bounded by some constant depending only on λ, , A, D. Thus, there exists
a function Q depending only on A and D such that Y is Q–quasiconvex.
When X is a pK,Lq–quasi-geodesic space, there exist a geodesic metric space Z and a
quasi-isometry f : X Ñ Z with constants determined by K and L. The result follows from
the geodesic case by Lemmas 2.5 and 2.11. 
We finish this section by giving a counterexample to the converse of Corollary 3.7.
Example 3.8 (Quasiconvex subsets need not be contracting). The following example is
adapted from [ACGH17, Example 3.4]. Let Y be a ray with initial point x0 and let pxnq be
the sequence of points along Y such that for each n ě 1 the distance between xn´1 and xn
is equal to n. We connect each pair pxn´1, xnq by an additional segment Jn of length n3{2
as shown below. Let X be the resulting geodesic space.
x0 x1 x2 x3 xn´1 xn
J1
J2
J3
Jn
Y
Figure 2. The space X
By Proposition A.2 the lower relative divergence of X with respect to Y is completely
superlinear, but not at least quadratic (heuristically, divpX,Y q behaves like r3{2). So Y is
quasiconvex, but not contracting by Proposition 3.5 and Theorem 3.6.
4. Hierarchically hyperbolic spaces
We now recall the main definitions of hierarchically hyperbolic groups and spaces. The
main references, where not specified, are [BHS17b, BHSa]. While we give the entire definition
of an HHS for completeness, we advise the reader that we shall only directly utilize Axioms
(1), (2), (3), (5), (8), and (10) of Definition 4.1 in the remainder of the paper.
Definition 4.1 (Hierarchically hyperbolic space). Let X be a quasi-geodesic space. A
hierarchically hyperbolic space (HHS) structure on X consists of constants E ě κ0 ą 0, an
index set S, and a set tCW : W P Su of geodesic δ–hyperbolic spaces pCW, dW q, such that
the following conditions are satisfied:
(1) (Projections.) For each W P S, there exists a projection piW : X Ñ 2CW such that
for all x P X , piW pxq ‰ H and diamppiW pxqq ă E. Moreover, there exists K so that
each piW is pK,Kq–coarsely Lipschitz and piW pX q is K–geodesically quasiconvex in
CW .
(2) (Nesting.) S is equipped with a partial order Ď, and either S “ H or S contains
a unique Ď–maximal element; when V Ď W , we say V is nested in W . For each
W P S, we denote by SW the set of V P S such that V Ď W . Moreover, for
all V,W P S with V Ĺ W there is a specified non-empty subset ρVW Ď CW with
diamCW pρVW q ď E. There is also a projection ρWV : CW Ñ 2CV .
(3) (Orthogonality.) S has a symmetric and anti-reflexive relation called orthogonality :
we write V K W when V,W are orthogonal. Also, whenever V Ď W and W K U ,
we require that V K U . Additionally, if V KW , then V,W are not Ď–comparable.
(4) (Containers.) For each T P S and each U P ST for which tV P ST : V K Uu ‰ H,
there exists W P ST ´ tT u, so that whenever V K U and V Ď T , we have V ĎW .
We say W is a container for U in ST .
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(5) (Transversality and consistency.) If V,W P S are not orthogonal and neither
is nested in the other, then we say V,W are transverse, denoted V&W . If V&W ,
then there are non-empty sets ρVW Ď CW and ρWV Ď CV each of diameter at most
E and satisfying:
min
 
dW ppiW pxq, ρVW q, dV ppiV pxq, ρWV q
( ď κ0
for all x P X .
For V,W P S satisfying V ĎW and for all x P X , we have:
min
 
dW ppiW pxq, ρVW q, diamCV ppiV pxq Y ρWV ppiW pxqqq
( ď κ0.
Finally, if U Ď V , then dW pρUW , ρVW q ď κ0 whenever W P S satisfies either V ĹW
or V&W and W M U .
(6) (Finite complexity.) There exists n ě 0 so that any set of pairwise–Ď–comparable
elements has cardinality at most n.
(7) (Large links.) There exists ζ ě 1 such that the following holds. Let W P
S and let x, x1 P X . There exist tUiui“1,...,m Ď SW ´ tW u such that m ď
ζdW ppiW pxq, piW px1qq ` ζ and for all V P SW ´ tW u, either V P SUi for some
i, or dV ppiV pxq, piV px1qq ă E. Also, dW ppiW pxq, ρUiW q ď ζdW ppiW pxq, piW px1qq ` ζ for
each i.
(8) (Bounded geodesic image.) For all W P S, all V P SW ´tW u, and all geodesics
γ of CW , either diamCV pρWV pγqq ď E or γ XNEpρVW q ‰ H.
(9) (Partial realization.) There exists a constant α with the following property. Let
tVju be a family of pairwise orthogonal elements of S, and let pj P piVj pX q Ď CVj .
Then there exists x P X so that:
‚ dVj px, pjq ď α for all j,
‚ for each j and each V P S with Vj Ď V , we have dV px, ρVjV q ď α,
‚ if W&Vj for some j, then dW px, ρVjW q ď α.
(10) (Uniqueness.) For each κ ě 0, there exists θu “ θupκq such that if x, y P X and
dpx, yq ě θu, then there exists V P S such that dV px, yq ě κ.
We will refer to the elements of the index set S as domains and use S to denote the
entire HHS structure, including all the spaces, constants, projections and relations defined
above. A quasi-geodesic space X is a hierarchically hyperbolic space (HHS) if it admits a
hierarchically hyperbolic structure. We will use the pair pX ,Sq to denote X equipped with
the hierarchically hyperbolic structure S.
If pX ,Sq is a hierarchically hyperbolic space and f : Y Ñ X is a quasi-isometry, then S
is also an HHS structure for Y where the projections maps are defined by piW ˝ f for each
W P S.
Many of the key examples of hierarchically hyperbolic spaces are finitely generated groups
where the Cayley graph admits an HHS structure. In the case where this structure is
preserved by the group action, we will call those groups hierarchically hyperbolic groups.
Definition 4.2 (Hierarchically hyperbolic groups). Let G be a finitely generated group.
We say G is a hierarchically hyperbolic group (HHG) if
(1) G with the word metric from a finite generating set admits an HHS structure S.
(2) There is a Ď, K, and & preserving action of G on S by bijections such that S contains
finitely many G orbits.
(3) For each W P S and g P G, there exists an isometry gW : CW Ñ CpgW q satisfying the
following for all V,W P S and g P G:
‚ For each h P G, gW ppiW phqq and pigW pghq E–coarsely coincide.
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‚ If V&W or V ĎW , then gW pρVW q and ρgVgW E–coarsely coincide.
‚ If V ĎW and p P CW , then gW pρVW ppqq and ρgVgW pgW ppqq E–coarsely coincide.
The HHS structure S satisfying (1) -(3) is called a hierarchically hyperbolic group (HHG)
structure on G and we use pG,Sq to denote a group G equipped with a specific HHG
structure S.
Being a hierarchically hyperbolic group is independent of choice of generating set by
virtue of being able to pass the HHG structure through a G–equivariant quasi-isometry. The
reader may find it helpful to note that the conditions in (3) above can be summarized by
saying the following two diagrams coarsely commute whenever V,U P S are not orthogonal.
G G
CW CpgW q
//
g

piW

pigW
//
gW
CV CpgV q
CW CpgW q
//
gV

ρVW

ρgVgW
//
gW
Notation 4.3. When writing distances in CW for some W P S, we often simplify the
notation by suppressing the projection map piW , that is, given x, y P X and p P CW we
write dW px, yq for dW ppiW pxq, piW pyqq and dW px, pq for dW ppiW pxq, pq. Note that when we
measure distance between a pair of sets (typically both of bounded diameter) we are taking
the minimum distance between the two sets. Given A Ď X and W P S we let piW pAq denoteŤ
aPA piW paq.
The guiding philosophy of hierarchically hyperbolic spaces is that one can “pull back”
the hyperbolic geometry of the various CW s to obtain features of negative curvature in the
original space. The most prominent example of this philosophy is the following distance
formula which allows distances in the main space X to be approximated by distances in the
hyperbolic spaces.
Theorem 4.4 (The distance formula; [BHSa, Theorem 4.4]). Let pX ,Sq be a hierarchically
hyperbolic space. Then there exists σ0 such that for all σ ě σ0, there exist K ě 1, L ě 0 so
that for all x, y P X ,
dX px, yq K,L—
ÿ
UPS
tdU px, yqu σ
where tNu σ “ N if N ě σ and 0 otherwise.
Part of the content of Theorem 4.4 is that for any for any pair of points in an HHS, there
is only a finite number of domains where that pair of points can have a large projection.
More precisely, if pX ,Sq is a hierarchically hyperbolic space, then a domain W P S is said
to be σ–relevant for x, y P X if dW px, yq ą σ. We denote set of all σ–relevant domains for
x, y P X by Relσpx, yq. By Theorem 4.4, for all σ ě σ0, Relσpx, yq has finite cardinality.
The relevant facts about Relσpx, yq which we will need are summarized in the following
proposition.
Proposition 4.5 ([BHSa, Lemma 2.2, Proposition 2.8, Lemma 2.14]). Let pX ,Sq be a
hierarchically hyperbolic space and x, y P X .
(1) There exists χ ą 0 such that if U Ď S does not contain a pair of transverse domains,
then |U| ď χ.
(2) If σ ě 100E, the set Relσpx, yq can be partially ordered as follows:
U ď V if U “ V or U&V and dV pρUV , yq ď κ0.
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(3) If σ ě 100E, there exists n ď χ such that Relσpx, yq can be partitioned into n disjoint
subsets U1, . . . ,Un where for each i, Ui is totally ordered with respect to the above ordering
on Relσpx, yq.
Hierarchically hyperbolic spaces contain a particularly nice class of quasi-geodesics, called
hierarchy paths. Even when considering a geodesic HHS, it is often preferable to work with
hierarchy paths over geodesics.
Definition 4.6 (Hierarchy path). For λ ě 1, a (not necessarily continuous) path γ : ra, bs Ñ
X is a λ–hierarchy path if
(1) γ is a pλ, λq–quasi-geodesic,
(2) for each W P S, the path piW ˝ γ is an unparameterized pλ, λq–quasi-geodesic.
Recall that a map f : ra, bs Ñ X is an unparameterized pλ, λq–quasi-geodesic if there
exists an increasing function g : r0, `s Ñ ra, bs such that gp0q “ a, gp`q “ b, and f ˝ g is a
pλ, λq–quasi-geodesic of X.
While not every quasi-geodesic in an HHS is a hierarchy path, every pair of points can be
connected by a hierarchy path as the next theorem describes.
Theorem 4.7 (Existence of hierarchy paths; [BHSa, Theorem 5.4]). Let pX ,Sq be a
hierarchically hyperbolic space. Then there exists λ0 so that any x, y P X are joined by a
λ0–hierarchy path.
4.1. Hierarchical quasiconvexity and gate maps. In [BHSa], Behrstock-Hagen-Sisto
introduced hierarchical quasiconvexity, a notion of convexity unique to hierarchically hyper-
bolic spaces.
Definition 4.8 (Hierarchical quasiconvexity; [BHSa, Definition 5.1]). Let pX ,Sq be a
hierarchically hyperbolic space. Then Y Ď X is k–hierarchically quasiconvex for some
k : r0,8q Ñ r0,8q if the following hold:
(1) For all U P S, the projection piU pY q is a kp0q–geodesically quasiconvex subspace of
the δ–hyperbolic space CU .
(2) For every κ ą 0 and every point x P X satisfying dU px, Y q ď κ for all U P S, we
have that dX px, Y q ď kpκq.
While hierarchically quasiconvex subsets need not be quasiconvex, they are “quasiconvex
with respect to hierarchy paths.” That is, if Y Ď X is k–hierarchically quasiconvex then
any λ–hierarchy path with endpoints on Y must stay uniformly close to Y . The existence
of hierarchy paths (Theorem 4.7) therefore ensures that if Y is equipped with the induced
metric from X , then Y is also a quasi-geodesic metric space with constants depending only
on pX ,Sq and k. In Section 5 we will prove that hierarchically quasiconvex subsets are
actually characterized by this “quasiconvexity with respect to hierarchy paths.”
One of the key features of hierarchically quasiconvex subsets is that they are hierarchically
hyperbolic spaces with the restriction of the HHS structure from the ambient space.
Theorem 4.9 ([BHSa, Proposition 5.6]). Let pX ,Sq be a hierarchically hyperbolic space
and Y Ď X be k–hierarchically quasiconvex. Then pY,Sq is a hierarchically hyperbolic space,
where Y is equipped with the induced metric from X .
The following lemma is a special case of the powerful realization theorem for hierarchically
hyperbolic spaces (see [BHSa, Theorem 3.1]). It is often useful when verifying that a subset
is hierarchically quasiconvex.
Lemma 4.10 ([BHSa, Theorem 3.1, Lemma 5.3]). For each Q there exists µ so that the
following holds. Let Y Ď X be such that piW pY q is Q–quasiconvex for each W P S. Let
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x P X and for each W P S, let pW P piW pY q satisfy dV px, pW q ď dW px, Y q ` 1. Then there
exists p P X such that dW pp, pW q ď µ for all W P S.
Given a subset Y Ď X , there exists a hierarchically quasiconvex hull of Y which can be
thought of as the coarsely smallest hierarchically quasiconvex subset of X containing Y .
Definition 4.11 (Hierarchically quasiconvex hull). For each set Y Ď X and W P S, let
hullCW pY q denote the convex hull of piW pY q in CW . Given θ ě 0, let HθpY q be the set of
all p P X so that, for each W P S, the set piW ppq lies at distance at most θ from hullCW pY q.
Note that Y Ď HθpY q.
Lemma 4.12 ([BHSa, Lemma 6.2]). Let pX ,Sq be an HHS. There exists θ0 so that for
each θ ě θ0 there exists k : R` Ñ R` such that for each Y Ď X , the hull HθpY q is
k–hierarchically quasiconvex.
In Section 5 we strengthen the analogy between hierarchically quasiconvex hulls and
convex hulls in hyperbolic spaces, by showing that HθpY q can be constructed by iteratively
connecting points in Y by hierarchy paths.
One of the important properties of hierarchically quasiconvex subsets is the existence
of a gate map which retracts the entire space onto the hierarchically quasiconvex subset.
The gate map is a generalization to hierarchically hyperbolic spaces of the closest point
projection, p, defined at the end of Section 2.
Lemma 4.13 (Existence of coarse gates; [BHSa, Lemma 5.5]). If pX ,Sq is a hierarchically
hyperbolic space and Y Ď X is k–hierarchically quasiconvex and non-empty, then there exists
a gate map gY : X Ñ Y such that
(1) gY is pK,Kq-coarsely Lipschitz;
(2) for all y P Y , dX
`
y, gY pyq
˘ ď K;
(3) for all x P X and U P S, dU pgY pxq, ppiU pY qppiU pxqqq ď K;
where K depends only on k and S.
While the gate map need not be the closest point projection, it approximates the closest
point projection with a multiplicative and additive error.
Lemma 4.14 ([BHSb, Lemma 1.26]). Let Y be a k-hierarchically quasiconvex subset of
the HHS pX ,Sq and x P X . If y P Y is a point such that dX px, yq ´ 1 ď dX px, Y q, then
dX px, yq — dX px, gY pxqq where the constants depend only on and κ and S.
In the case of hierarchically hyperbolic groups, the gate is also coarsely equivariant.
Lemma 4.15 (Coarse equivariance of gate maps). Let pG,Sq be a hierarchically hyperbolic
group and let Y be a k-hierarchically quasiconvex subspace of G. There exists K depending
on pG,Sq and k such that for every g, x P G, we have
dGpggY pxq, ggY pgxqq ď K.
Proof. Since G acts on the disjoint union of the CW s by isometries, Lemma 4.13 and the
definition of HHG provide a uniform bound on dW ppiW pggY pxqq, piW pggY pgxqq for all W P S,
which depends only on S, k, and the choice of finite generating set for G. The result now
follows from the distance formula (Theorem 4.4). 
The following lemma explains the nice behavior of the gates of hierarchically quasiconvex
sets onto each other. The lemma is stated in slightly more generality than presented in
[BHSb], but the more general statement is implicit in the proof of [BHSb, Lemma 1.19].
The following notation will simplify the exposition.
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Notation 4.16. If S is an HHS structure on a metric space X and H Ď S we use HK to
denote the set tW P S : @H P H, H KW u. In particular, given U P S, let SKU be defined
as tW P S : U KW u. Note, if H “ H, then HK “ S as every domain in S would vacuously
satisfy the condition of the set.
Theorem 4.17 (The bridge theorem; [BHSb, Lemma 1.19] ). Let pX ,Sq be a hierarchically
hyperbolic space and θ0 be as in Lemma 4.12. For every k and θ ě θ0, there exist k1,K0
such that for any k–hierarchically quasiconvex sets A,B, the following hold.
(1) gApBq is k1–hierarchically quasiconvex.
(2) The composition gA ˝gB|gApBq is bounded distance from the identity gApBq Ñ gApBq.
(3) For any a P gApBq, b “ gBpaq, we have a pK0,K0q–quasi-isometric embedding
f : gApBq ˆHθpa, bq Ñ X with image HθpgApBq Y gBpAqq, so that fpgApBq ˆ tbuq
K0–coarsely coincides with gBpAq.
Let K ě K0 and H “ tU P S : diampgApBqq ą Ku.
(4) For each p, q P gApBq and t P Hθpa, bq, we have
RelKpfpp, tq, fpq, tqq Ď H.
(5) For each p P gApBq and t1, t2 P Hθpa, bq, we have
RelKpfpp, t1q, fpp, t2qq Ď HK.
(6) For each p P A, q P B we have
dpp, qq —K0,K0 dpp, gApBqq ` dpq, gBpAqq ` dpA,Bq ` dpggBpAqppq, ggBpAqpqqq.
We name Theorem 4.17 the bridge theorem as one should think of the set HθpgApBq Y
gBpAqq as a “bridge” between A and B: in order to efficiently travel between A and B one
needs to always traverse this bridge. The bridge theorem, along with the construction of
the gate map and hulls produces the following fact about the set HθpgApBq Y gBpAqq which
we will need in Section 8.
Lemma 4.18. For every k and θ ě θ0, there exists K such that for any k–hierarchically
quasiconvex sets A,B, the sets gBpHθpgApBq Y gBpAqqq and gBpAq K–coarsely coincide.
We finish this section by recalling the construction of standard product regions introduced
in [BHS17b, Section 13] and studied further in [BHSa]. For what follows, fix a hierarchically
hyperbolic space pX ,Sq.
Definition 4.19 (Nested partial tuple FU ). Recall SU “ tV P S | V Ď Uu. Define FU
to be the set of tuples in
ś
V PSU 2
CV satisfying the conditions of Definition 4.1.(5) for all
V,W P SU with V MW .
Definition 4.20 (Orthogonal partial tuple EU ). Recall S
K
U “ tV P S | V K Uu. Define
EU to be the set of tuples in
ś
V PSKU 2
CV satisfying the conditions of Definition 4.1.(5) for
all V,W P SKU with V MW .
Definition 4.21 (Product regions in X ). Let U P S. There exists µ depending only on
S such that for each paV qV PSU P FU and pbV qV PSKU P EU , there exists x P X such that the
following hold for each V P S:
‚ If V Ď U , then dV px, aV q ď µ.
‚ If V K U , then dV px, bV q ď µ.
‚ If V&U or U Ď V , then dV px, ρUV q ď µ.
Thus there is a map φU : FU ˆEU Ñ X , whose image is k–hierarchically quasiconvex where
k only depends on S. We call φU pFU ˆEU q the product region for U and denote it PU .
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For any e P EU , f P FU , the sets φU pFUˆteuq and φU ptfuˆEU q will also be hierarchically
quasiconvex, thus EU and FU are quasi-geodesic metric spaces when equipped with the
subspace metric from φU pFU ˆ teuq and φU ptfu ˆ FU q. While these metrics depend on the
choice of e and f , the distance formula (Theorem 4.4) ensures that the different choices are
all (uniformly) quasi-isometric.
4.2. Summary of constants. Before continuing we summarize the constants associated
to the hierarchically hyperbolic space pX ,Sq that we will utilize frequently.
‚ δ is the hyperbolicity constant of CW for each W P S.
‚ κ0 is the consistency constant from Axiom (5).
‚ E is the bound on projections in Axioms (1), (5), and (8).
‚ σ0 is the minimal threshold constant from the distance formula (Theorem 4.4).
‚ λ0 is the constant such that any two points in X can be joined by a λ0–hierarchy
path (Theorem 4.7).
‚ χ is the constant from Proposition 4.5 which bounds the cardinality of any subset of
S that does not contain a pair of transverse domains.
‚ θ0 is the constant such that for all θ ě θ0 and Y Ă X , HθpY q is hierarchically
quasiconvex (Lemma 4.12).
We can and shall assume that E ě κ0 and E ě δ. When we say that a quantity depends on
S, we mean that it depends on any of the above constants.
5. Constructing hulls with hierarchy paths
In this section we study hierarchically quasiconvex hulls in a hierarchically hyperbolic
space. The main result is Theorem 5.2 below which says that the hierarchically quasiconvex
hull can be constructed by iteratively connecting points with hierarchy paths. While our
motivation for such a construction is to establish that quasiconvex subsets are hierarchically
quasiconvex (Proposition 5.7) we believe it will have many other applications. At the end
of the section, we give an example of such an application by characterizing hierarchical
quasiconvexity in terms of the coarse median structure on a hierarchically hyperbolic space.
Definition 5.1 (Hierarchy path hull). Let Y be a subset of the hierarchically hyperbolic
space pX ,Sq. Define P1λpY q to be the union of all λ–hierarchy paths between points in Y .
Inductively define Pnλ pY q “ P1λpPn´1λ pY qq for all integers n ě 2. For all λ ě λ0 and n ě 1,Pnλ pY q ‰ H.
Theorem 5.2 (Constructing hulls using hierarchy paths). Let pX ,Sq be a hierarchically
hyperbolic space and N “ 2χ, where χ is as in Proposition 4.5. There exist θ ě θ0 and
λ ě λ0 depending only on S such that for all θ ě θ, λ ě λ and Y Ď X
dHauspPNλ pY q, HθpY qq ă D
where D depends only on θ, λ, and S.
In a recent paper, Bowditch independently constructs hulls in coarse medians spaces in a
similar manner to the construction in Definition 5.1 [Bow]. Hierarchically hyperbolic spaces
are one of the primary examples of coarse median spaces and [Bow, Lemma 7.3] establishes
a version of Theorem 5.2 for finite subsets of hierarchically hyperbolic spaces. At the end of
this section we show that Bowditch’s coarse median hull is coarsely equal to the hierarchical
quasiconvex hull for any subset of an HHS. This is achieved by using Theorem 5.2 to give
a new characterization of the hierarchical quasiconvexity in terms of the coarse median
structure on a hierarchically hyperbolic space.
For the remainder of this subsection, let pX ,Sq be a hierarchically hyperbolic space and
Y Ď X . Recall, there exist θ0 and λ0 such that for all θ ě θ0, HθpY q is hierarchically
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quasiconvex (Lemma 4.12) and any two points in X can be joined by a λ0–hierarchy path
(Theorem 4.7).
The following lemma can be found in [BHSa, Proposition 6.4.4] and says for sufficiently
large θ, all hierarchically quasiconvex hulls coarsely coincide. We record the proof for
completeness.
Lemma 5.3 ([BHSa, Proposition 6.4.4]). There exists θ ě θ0 depending only on S, such
that for all θ1, θ2 ě θ
dHauspHθ1pY q, Hθ2pY qq ď D
where D depends on θ1 and θ2.
Proof. Without loss of generality, assume θ0 ă θ ď θ1 ă θ2 with θ to be determined below.
By definition Hθ1pY q Ď Hθ2pY q. Let x P Hθ2pY q. For each U P S, piU pHθ0pY qq is Q–
quasiconvex, where Q depends on θ0 and δ. Let yU be the closest point projection of piU pxq
onto piU pHθ0pY qq. By Lemma 4.10, there exist y P X and θ1 depending on θ0 and S such
that dU ppiU pyq, yU q ď θ1. In particular, setting θ “ θ0`θ1, we have y P HθpY q Ď Hθ1pY q. To
bound dX px, yq, we will uniformly bound dU px, yU q in terms of θ2 for every U P S; the bound
on dX px, yq will then follow from the distance formula (Theorem 4.4). By the definition of
yU we have dU px, yU q ď dU px, piU pHθ0pY qqq ` 1. Since piU pHθ0pY qq is quasiconvex, contains
Y and it is contained in the θ0–neighborhood of hullCU pY q, there exists a D1 depending
only on S such that hullCU pY q Ď ND1ppiU pHθ0pY qqq. Since dU px, hullCU pY qq ď θ2, we have
that
dU px, yU q ď dU px, piU pHθ0pY qqq ` 1 ď θ2 `D1 ` 1
providing the result. 
For the remainder of this section, θ will denote the constant from Lemma 5.3.
To prove Theorem 5.2 we shall show for sufficiently large θ and λ, we can find θ1 ą θ and
λ1 ą λ such that
PNλ pY q Ď Hθ1pY q and HθpY q Ď PNλ1 pY q.
Theorem 5.2 will then follow by applying Lemma 5.3. The inclusion PNλ pY q Ď Hθ1pY q is
the following direct consequence of hierarchical quasiconvexity.
Lemma 5.4. For each λ, n ě 1, there exists θ ě θ, such that for any Y Ď X
Pnλ pY q Ď HθpY q.
Proof. The n “ 1 case follows directly from the definition of HθpY q and hierarchy paths. We
can proceed by induction on n and assume there exists θ1 ě θ such that Pn´1λ pY q Ď Hθ1pY q.
Let x P Pnλ pY q. There exist y1, y2 P Pn´1λ pY q such that x is on a λ–hierarchy path from
y1 to y2. For each U P S, piU pyiq is within θ1 of hullCU pY q. Therfore, quasiconvexity of
hullCU pY q in CU guarantees there exists a θ depending only on λ and θ1 (which in turn
depends on n) such that piU pxq is within θ of hullCU pY q and thus x P HθpY q. 
The other inclusion, HθpY q Ď PNλ1 pY q, requires two main steps. First, we will prove that
for any finite collection of points x1, . . . , xn P X , Hθpx1, . . . , xnq Ď Pn´1λ px1, . . . , xnq with λ
depending on n and θ (Proposition 5.5). Then we will show that if x P HθpY q then, there
exists at most 2χ` 1 points, x1, . . . , xn, in Y such that x P Pn´1λ px1, . . . , xnq where λ can
be chosen independently of x and Y (Lemma 5.6). Since Pn´1λ px1, . . . , xnq Ď PNλ pY q the
conclusion follows from the first step.
Proposition 5.5. For each θ ě θ and n ě 2, there exists λ ě 1 such that
Hθpx1, . . . , xnq Ď Pn´1λ px1, . . . xnq
for any n distinct points x1, . . . , xn P X .
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Proof. We shall proceed by induction on n. First we will show the base case of n “ 2
Claim 1 (Base Case). For each θ ě θ there exists λ ě 1 such that
Hθpx, yq Ď P1λpx, yq
for each x, y P X .
Proof of Claim 1. Let z P Hθpx, yq, γ0 : ra, bs Ñ X be a λ0–hierarchy path from x to z and
γ1 : rb, cs Ñ X is a λ0–hierarchy path from z to y. We will show that γ “ γ0 ˚γ1 : ra, cs Ñ X
is a λ–hierarchy path from x to y, where λ depends only on θ. By the definition of Hθpx, yq
and hyperbolicity of the CU ’s we have that piU pγq is an unparameterized pλ1, λ1q–quasi-
geodesic for each U P S, where λ1 depends only on θ. Therefore, it suffices to show that γ
is a pλ, λq–quasi-geodesic in X , where λ depends only on θ. That is, we need to prove for
each t, s P ra, cs we have
|t´ s| λ,λ— dX pγptq, γpsqq.
Since γ0 and γ1 are both pλ0, λ0q–quasi-geodesics, we can restrict ourselves to the case where
t P ra, bq and s P pb, cs.
Therefore we have
dX pγptq, γpsqq ďdX pγptq, γpbqq ` dX pγpbq, γpsqq
ďλ0p|t´ b| ` |b´ s|q ` 2λ0.
To establish the other inequality, we utilize the distance formula (Theorem 4.4). Let
u “ γptq and v “ γpsq. Since piU pγq is a uniform unparameterized quasi-geodesic for each
U P S, we have that
dU pu, zq ` dU pz, vq K,K— dU pu, vq
where K ě 1 depends only on θ. While it may appear intuitive that this immediately
implies γ is a quasi-geodesic, the distance formula does not “distribute” over addition. Thus
a precise proof requires careful bookkeeping with the threshold constants from the distance
formula.
Let σ0 be the minimum threshold provided by the distance formula (Theorem 4.4) and
σ “ 5K4σ0. We are going to prove that there exists K 1 depending only on θ and σ0 such
that for each U P S  
dU
`
u, v
˘((
σ
ě 1
2K
´  
dU
`
u, z
˘((
Kσ`K `
  
dU
`
z, v
˘((
Kσ`K
¯
. (1)
If dU
`
u, v
˘ ă σ, then
maxtdU
`
u, z
˘
, dU
`
z, v
˘u ď dU`u, z˘` dU`z, v˘
ď KdU
`
u, v
˘`K
ă Kσ `K.
Therefore,
  
dU
`
u, z
˘((
Kσ`K “
  
dU
`
z, v
˘((
Kσ`K “ 0 and Inequality (1) holds. Now
suppose dU
`
u, v
˘ ě σ. This ensures that at least one of dU pu, zq or dU pv, zq is greater than
2K2.
CONVEXITY IN HHS 22
Without loss of generality, suppose dU pu, zq ą 2K2. Thus dU pu, zq ´K2 ą 12dU pu, zq and
we have
tdU pu, vqu σ ě
1
K
dU pu, zq ` 1
K
dU pz, vq ´K
ě 1
K
`
dU pu, zq ´K2
˘` 1
K
dU pz, vq
ě 1
2K
dU pu, zq ` 1
2K
dU pz, vq
ě 1
2K
tdU pu, zquKσ`K `
1
2K
tdU pz, vquKσ`K .
Since Inequality (1) holds, the distance formula (Theorem 4.4) now produces a constant
C depending ultimately only on θ such that
dX
`
u, v
˘ ě 1
C
`
dX
`
u, z
˘` dX `z, v˘˘´ C.
However, γ0 and γ1 are pλ0, λ0q–quasi-geodesics, thus we have
dX
`
u, v
˘ ě 1
C
ˆ
1
λ0
|t´ b| ´ λ0 ` 1
λ0
|b´ s| ´ λ0
˙
´ C ě 1
Cλ0
|t´ s| ´ 2λ0 ` C
2
C
.
By choosing λ2 large enough we have:
dX pγptq, γpsqq ě 1
λ2
|t´ s| ´ λ2.
Therefore, γ is a λ–hierarchy path from x to y, where λ “ maxt2λ0, λ1, λ2u and z P P1λpx, yq
finishing the proof of Claim 1. 
We now show the key fact for the inductive step, that the hull of n points can be obtained
by taking the hull on n´ 1 points, and then considering all the hierarchy paths between
this smaller hull and the remaining point.
Claim 2. Let x1, . . . , xn P X , for n ě 2. If x P Hθpx1, . . . , xnq where θ ě θ, then there exist
θ1 and λ depending on θ and y P Hθ1px1, . . . , xn´1q such that x is on a λ–hierarchy path
from xn to y.
Proof of Claim 2. For 1 ď i ď n, let Ai “ tx1, . . . , xiu. For each U P S, piU pHθpAn´1qq is
Q–quasiconvex where Q depends only on θ. Let yU be the closest point projection of piU pxq
to piU pHθpAn´1qq, zU be a point on hullCU pAnq within θ of piU pxq, and z1U be the closest
point projection of zU to piU pHθpAn´1qq. By Lemma 4.10, there exist y P X and a constant
θ1 depending on θ and δ such that dU ppiU pyq, yU q ď θ1. Further we can assume θ1 is large
enough so that the following hold:
(1) θ1 ą θ ` δ `Qp1, 0q ` 1
(2) y P Hθ1pAn´1q
(3) For all v, w P CU , if dU pv, wq ă dU pv,HθpAn´1qq, then the closest point projection of v
and w to piU pHθpAn´1qq are no more than θ1 apart.
For each U P S, let γU be a CU geodesic from piU pxnq to piU pyq. We will show that
dU pxn, γU q is uniformly bounded for each U P S. If dU pyU , zU q ď 5θ1, then dU px, yU q ď 6θ1
which implies dU px, γU q ď 7θ1. Otherwise dU pyU , zU q ą 5θ1 implies that dU px,HθpAn´1qq ą
dU px, zU q and thus dU pyU , z1U q ď θ1 by (3). This implies that dU pzU , HθpAn´1qq ą 3θ1.
Since zU P hullCU pAnq and zU R HθpAn´1q, there exist D ě 0 depending only on θ and
xU P piU pAn´1q such that zU is within D of any CU geodesic from piU pxnq to xU . Further
by increasing θ1, we can assume D ă θ1. Take a geodesic triangle with endpoints piU pxnq,
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yU and xU . Since dU pzU , HθpAn´1qq ą 3θ1, it must be the case that zU is within 2θ1 of any
CU geodesic from piU pxnq to yU .
Thus there exists θ2 depending ultimately only on θ, such that dU px, γU q ď θ2 for all
U P S. Therefore x P Hθ2pxn, yq and the statement in Claim 2 follows from Claim 1. 
We now finish the proof of Proposition 5.5. Let x P Hθpx1, . . . , xnq. Claim 2 shows
that there exist a λ1 ě 1 and θ1 ě θ such that x is on a λ1–hierarchy path from xn to a
point in Hθ1px1, . . . , xn´1q. By induction, there exists λ ě λ1 such that Hθ1px1, . . . , xn´1q Ď
Pn´2λ px1, ¨ ¨ ¨ , xn´1q and therefore x P Pn´1λ px1, . . . , xnq. 
Armed with Proposition 5.5, the next step is to prove a version of Carathe´odory’s Theorem
for HHSs. That is, any point in the hull of Y is also in the hull of only a (uniformly) finite
number of points in Y . This will allow us to promote Proposition 5.5 to any subset of a
hierarchically hyperbolic space.
Lemma 5.6. Let Y Ď X , θ ě θ, and χ be as in Proposition 4.5. For each x P HθpY q,
there exist x1, . . . , x``1 P Y , where 1 ď ` ď 2χ, and θ1 depending only on θ such that
x P Hθ1px1, . . . , x``1q.
Proof. Let K “ 100pE ` κ0 ` θq. If for all y P Y, RelKpx, yq “ H, then x P HKpyq for each
y P Y . Thus we can assume there is y P Y such that RelKpx, yq ‰ H.
As in Proposition 4.5 we can partition RelKpx, yq in subsets U1, . . . ,Un where n ď χ.
Further for each i, all the elements of Ui are pairwise transverse and are totally ordered
with respect to the order: U ď V if dU pρVU , yq ď κ0. Let Ui,1 ă ¨ ¨ ¨ ă Ui,ki be the distinct
domains in Ui. Now for each i, there exist ai, bi P Y such that piUi,1pxq is within θ of the
CUi,1 geodesic between ai and bi. If ai and bi project 2κ0 ` E close to y in CUi,1, then
dUi,1px, yq ď θ`4κ0`3E which contradicts Ui,1 P RelKpx, yq. Thus without loss of generality,
dUi,1pai, yq ą 2κ0 ` E and in particular dUi,1pai, ρUi,jUi,1q ą κ0 for all j ą 1. The total order
on Ui and the consistency axioms (Axiom 5) therefore ensures that dUi,j px, aiq ď 2κ0 ` E
for all 1 ă j ď ki. Thus for each Ui,j , x projects θ ` 2κ0 ` E close to the CUi,j geodesic
between ai and bi and x P H2Kpy, a1, . . . , an, b1, . . . , bnq. 
We can now finish the proof of Theorem 5.2.
Proof of Theorem 5.2. Recall, we need to show that for all sufficiently large θ and λ, HθpY q
coarsely coincides with PNλ pY q where N “ 2χ. First we will show that for all θ ě θ, there
exists λ ě 1 such that HθpY q Ď PNλ pY q.
Let x P HθpY q and let x1, . . . , x``1 be the finite number of points in Y provided by Lemma
5.6. By Proposition 5.5, there exists λ depending on θ such that x P P`λpx1, . . . , x``1q Ď
P`λpY q Ď PNλ pY q. Thus HθpY q Ď PNλ pY q.
Now, fix λ ě λ0 such that HθpY q Ď PNλ pY q. If θ ě θ and λ ě λ, then by Lemma 5.4
there exists θ1 ą θ such that
HθpY q Ď PNλ pY q Ď Hθ1pY q.
The conclusion now follows by Lemma 5.3. 
The primary use of Theorem 5.2 in this paper is the following proof that hierarchically
quasiconvex subsets are exactly the subsets that are “quasiconvex with respect to hierarchy
paths.” From this it immediately follows that all quasiconvex subsets are hierarchically
quasiconvex.
Proposition 5.7. Let pX ,Sq be a hierarchically hyperbolic space. A subset Y Ď X is
k–hierarchically quasiconvex if and only if there exists a function R : r1,8q Ñ r0,8q such
that if γ is a λ–hierarchy path with endpoints on Y , then γ Ď NRpλqpY q where k and R
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each determines the other. In particular, if Y is Q–quasiconvex, then Y is k–hierarchically
quasiconvex where k is determined by Q.
Proof. The proof of the forward implication follows directly from the definition of hierarchical
quasiconvexity and hierarchy path. Assume there exists a function R : r1,8q Ñ r0,8q such
that if γ is a λ–hierarchy path with endpoints on Y , then γ Ď NRpλqpY q. The first condition
of hierarchical quasiconvexity now follows from the existence of hierarchy paths (Theorem
4.7), the coarse Lipschitzness of the projection maps (Axiom 1) and the hyperbolicity of the
CU ’s. For the second condition, observe that the hypothesis implies there exists a bound
on the Hausdorff distance between Y and Pnλ pY q depending only on R, n, and λ. Thus by
Theorem 5.2, for each θ ě θ, there exists Dθ such that dHauspHθpY q, Y q ď Dθ. Let κ ą 0
and x P X such that dU px, Y q ď κ for all U P S. Thus x P HθpY q for each θ ě κ` θ. Let
kpκq “ Dθ`κ, then dX px, Y q ď kpκq and Y is hierarchically quasiconvex. 
Remark 5.8. If X is a hyperbolic space, there exists many HHS structures on X (see [Spr]).
In this case Proposition 5.7 recovers [Spr, Proposition 3.5] which states that a subset Y Ď X
is quasiconvex if and only if Y is hierarchical quasiconvex in any of the HHS structures on
X .
5.1. Hulls and coarse medians. We now take a small detour from the main thrust of
the paper to highlight an application of Theorem 5.2 and discuss the relation of our work in
this section to the hulls in coarse median spaces constructed in [Bow].
In [Bow13], Bowditch axiomatized the notion of a coarse center of three points in a
metric space and defined coarse median spaces as metric spaces where every triple of points
has such a coarse center. In [BHSa, Theorem 7.3], Behrstock-Hagen-Sisto proved that all
hierarchically hyperbolic spaces are coarse median spaces. The first step is the following
lemma which defines the coarse center of a triple of points in an HHS.
Lemma 5.9 (See proof of [BHSa, Theorem 7.3]). Let pX ,Sq be a hierarchically hyperbolic
space. There exist µ ą 0 and a map m : X ˆ X ˆ X Ñ X with the property that for every
px, y, zq P X 3 and U P S, the projection piU pmpx, y, zqq is within µ of all three sides of any
CU triangle with vertices piU pxq, piU pyq, piU pzq.
We call the point mpx, y, zq the coarse center of x, y, and z. There is a natural notion
of convexity for coarse median spaces, which we formulate in the hierarchically hyperbolic
setting as follows.
Definition 5.10 (Coarse median quasiconvexity). Let pX ,Sq be an HHS. A subset Y
of X is said to be Q–median quasiconvex if for every y, y1 P Y and x P X we have
mpy, y1, xq P NQpY q.
Behrstock-Hagen-Sisto showed that a hierarchically quasiconvex subset is median quasi-
convex in [BHSa, Proposition 7.12]. Using Theorem 5.2, we establish the converse.
Proposition 5.11. Let pX ,Sq be an HHS and Y Ď X . Y is k–hierarchically quasiconvex
if and only if Y is Q–median quasiconvex where k and Q each determines the other.
Proof. Let Y be a Q–median quasiconvex subset of the HHS pX ,Sq and γ be a λ–hierarchy
path with endpoints y1, y2 P Y . If x P γ, then dU
`
x,mpy1, y2, xq
˘
is uniformly bounded in
terms of λ and S for each U P S. By the distance formula (Theorem 4.4), dX px,mpy1, y2, xq
˘
is also uniformly bounded. Since Y is median quasiconvex, this implies that there exist
Rpλq such that dX px, Y q ď Rpλq. In particular, γ Ď NRpλqpY q and Y is k–hierarchically
quasiconvex, with k determined by Q, by Proposition 5.7. 
If Y Ď X , let MpY q denote the coarse median hull defined in [Bow, Proposition 6.2].
Proposition 5.11 implies the following corollary which extends [Bow, Lemma 7.3] in the
special case of hierarchically hyperbolic spaces.
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Corollary 5.12. Let pX ,Sq be an HHS and Y Ď X . For each θ ě θ0, there exists D
depending only on θ and S such that
dHaus pHθpY q,MpY qq ď D.
Proof. Let Y Ď X and θ ě θ0. By Proposition 5.11, HθpY q is Q1–median quasiconvex
for some Q1 depending on θ and S. By [Bow, Proposition 6.2] MpY q is Q2–median
quasiconvex, where Q2 depends only on S, and there exists D1 depending on θ such that
MpY q Ď ND1pHθpY qq. By Proposition 5.11, MpY q is k–hierarchically quasiconvex where k
depends only on S. By the second condition in Definition 4.8, there exists D2 depending on
θ and S such that HθpY q Ď ND2pMpY qq. 
6. Characterization of quasiconvex subsets in HHSs
We now turn our attention to the main objective of this paper, characterizing the
quasiconvex subsets of hierarchically hyperbolic spaces. From now on we shall restrict our
attention to HHSs with the bounded domain dichotomy ; a minor regularity condition satisfied
by all HHGs as well as Teichmu¨ller space with either the Weil-Petersson or Teichmu¨ller
metric and the fundamental groups of 3–manifolds without Nil or Sol components.
Definition 6.1 (Bounded domain dichotomy). A hierarchically hyperbolic space pX ,Sq
has the B–bounded domain dichotomy if there exists B ą 0 such that for all U P S, if
diampCUq ą B, then diampCUq “ 8.
The key to characterizing the quasiconvex subsets of hierarchically hyperbolic spaces is to
determine what the projection of a quasiconvex subset to each of the associated hyperbolic
spaces looks like. The property that characterizes the projection of quasiconvex subsets is
the following orthogonal projection dichotomy.
Definition 6.2 (Orthogonal projection dichotomy). A subset Y of an HHS pX ,Sq has the
B–orthogonal projection dichotomy if there exists B ą 0 such that for all U, V P S with
U K V , if diamppiU pY qq ą B then CV Ď NBppiV pY qq.
From now on, when we consider an HHS with the B0–bounded domain dichotomy and a
subspace with the B–orthogonal projection dichotomy, we will assume that B ě B0.
We can now state our characterization of quasiconvex subsets of hierarchically hyperbolic
spaces with the bounded domain dichotomy.
Theorem 6.3 (Characterization of quasiconvexity). Let pX ,Sq be a hierarchically hyperbolic
space with the bounded dichotomy and let Y be a subset of X . Then the following are
equivalent:
(1) Y is an pA,Dq–contracting subset.
(2) The lower relative divergence of X with respect to Y is at least quadratic.
(3) The lower relative divergence of X with respect to Y is completely superlinear.
(4) Y is Q–quasiconvex.
(5) Y is k–hierarchically quasiconvex and has the B–orthogonal projection dichotomy.
Moreover, the pair pA,Dq in part (1), the quasiconvex gauge Q in part (4), and the pair
pk,Bq in part (5) each determines the other two.
The work in Section 3, showed that the implications
p1q ùñ p2q ùñ p3q ùñ p4q
hold in any quasi-geodesic space and that the pair pA,Dq determines Q. Further Proposition
5.7 showed that every Q–quasiconvex subset of a hierarchically hyperbolic space is k–
hierarchically quasiconvex with Q determining k. Thus in the next two subsections, we only
need to prove the following:
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‚ If Y is Q–quasiconvex, then there exists B ą 0 determined by Q such that Y has
the B–orthogonal projection dichotomy (Section 6.1).
‚ If Y is k–hierarchically quasiconvex and has the B–orthogonal projection dichotomy,
then Y is pA,Dq–contracting where pA,Dq is determined by pk,Bq (Section 6.2).
Before beginning the proof, we record of the following corollary to Theorem 6.3 that
allows us to characterize stable embeddings.
Corollary 6.4. Let pX ,Sq be an HHS with the bounded domain dichotomy and let i : Y Ñ X
be a quasi-isometric embedding from a uniform quasi-geodesic space Y to X . The following
are equivalent:
(1) i is a stable embedding.
(2) Z “ ipY q is hierarchically quasiconvex and there exists a B ą 0 such that for all
U, V P S with U K V , if diamppiU pZqq ą B, then diampCV q ă B.
Proof. By [BHSb, Corollary 2.16], an HHS pZ,Tq is hyperbolic if and only if there exists B
such that for all U, V P T with U K V , either diam`piU pZq˘ ă B or diam`piV pZq˘ ă B. By
Proposition 2.8, i is a stable embedding if and only if the image Z “ ipY q is quasiconvex in
X and hyperbolic. Therefore, the equivalence follows from these observations and the fact
that hierarchically quasiconvex subsets inherit the hierarchy structure from the ambient
space as described in [BHSa, Proposition 5.6]. 
Corollary 6.4 should be compared with [ABD, Corollary 6.2]. If pX ,Sq has extra
assumption of unbounded products required in [ABD, Corollary 6.2], then Corollary 6.4 can
be immediately improved to [ABD, Corollary 6.2]. However many naturally occurring HHS
structures do not have unbounded products and thus Corollary 6.4 is a strict expansion of
[ABD, Corollary 6.2].
6.1. Quasiconvex subsets have the orthogonal projection dichotomy. In this sub-
section, we provide the implication (4) to (5) in Theorem 6.3. Our focus will be on studying
the following set of domains.
Definition 6.5. Define S˚ to be the set of domains U P S such that diampCUq “ 8 and
there exists V P SKU such that diampCV q “ 8.
For each U P S˚ we have that both factors of the product region PU have infinite
diameter. In particular, if S˚ “ H and S has the bounded domain dichotomy, then pX ,Sq
is hyperbolic by [BHSb, Corollary 2.16]. Thus the intuition for restricting our attention
to these domains is that the domains in S˚ are the source of non-hyperbolic behavior in
pX ,Sq.
The crucial step to proving quasiconvex subsets have the orthogonal projection dichotomy
is the following proposition which establishes a sort of orthogonal projection dichotomy for
the product regions of domains in S˚.
Proposition 6.6. Let pX ,Sq be an HHS with the bounded domain dichotomy and Y Ď X
be a Q–quasiconvex subset. There is a constant B0 ą 0 depending on S and Q such that for
all B ě B0 and U P S˚ we have
diamppiU pY qq ą B ùñ PU Ď NBpgPU pY qq.
Since U is in S˚, the product region PU coarsely coincides with the product of two infinite
diameter metric spaces. The proof of Proposition 6.6 is therefore motivated by the situation
described in Figure 3. Namely, if Y is a subset of the product of two infinite-diameter
metric spaces, then either Y coarsely coincide with the whole product or there exists a
quasi-geodesic γ with endpoints on Y and fixed constants such that there are points of γ
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whose distance to Y is comparable to diampY q. Thus if Y is Q–quasiconvex, then either Y
has bounded diameter or it coarsely covers the entire product.
Y
γ
Figure 3. In R2 (equipped with the `1-metric) consider Y to be the x-axis.
Let γ be the p3, 0q–quasi-geodesic consisting of three sides of a square with
the fourth side on Y . While the quasi-geodesic constants do no change,
increasing the distance between the endpoints of γ produces points of γ
arbitrarily far away from Y .
In Proposition 6.10 we prove that a similar situation holds for PU . Indeed, if diamppiU pY qq
is sufficiently large and Y does not coarsely coincide with PU , then we can find a uniform
constant quasi-geodesic with endpoints on gPU pY q that contains points relatively far from
gPU pY q.
To finish the proof of Proposition 6.6, we must promote this statement on gPU pY q to
a statement on Y . Specifically, we show that we can realize every quasi-geodesic of PU
with endpoints on gPU pY q as a segment of a quasi-geodesic with endpoints on Y , while
maintaining uniform quasi-geodesic constants (Lemma 6.13). This yields a quasi-geodesic
with endpoints on Y that contains a point x of PU such that dX px, gPU pY qq is comparable
with diampgPU pY qq. If Y is quasiconvex, the bridge theorem (Theorem 4.17) implies that
dX px, gPU pY qq also provides a lower bound on the distance between x and Y . However,
since Y is quasiconvex, the distance between x and Y is uniformly bounded. Hence, if Y
does not coarsely cover PU , we obtain that gPU pY q must have bounded diameter which
contradicts the assumption on diamppiU pY qq.
We begin by describing a particularly nice class of paths in product spaces and show that
they are quasi-geodesics (Lemma 6.8).
Definition 6.7 (Spiral path). Let X and Y be pK,Lq–quasi geodesic metric spaces, and
let Z “ X ˆ Y be equipped with the `1–metric. A spiral path γ in Z is the concatenation
γ “ γ1 ˚ ¨ ¨ ¨ ˚ γn of pK,Lq–quasi-geodesic of Z satisfying the following.
‚ Every γi is of the form ηˆ cy0 or cx0 ˆ δ where η (resp. δ) is a pK,Lq–quasi-geodesic
of X (resp. Y ) and cx0 (resp. cy0) is the constant function with value x0 P X (resp.
y0 P Y ).
‚ For every i, the quasi-geodesics γi and γi`1 are constant on different components of
Z “ X ˆ Y .
A spiral path γ “ γ1 ˚ ¨ ¨ ¨ ˚ γn has slope N if for every i P t1, . . . , n´ 2u we have:
dpγ`i`1, γ´i`1q ě Ndpγ`i , γ´i q,
where γ˘j are the endpoints of γj . Note that the distance between the endpoints of γn can
be arbitrary.
Lemma 6.8 (Spiral paths are quasi-geodesics). For each K ě 1, L ě 0 there are constants
K 1, L1 such that the following holds. Let X,Y be pK,Lq–quasi-geodesic metric space, and let
γ “ γ1 ˚ ¨ ¨ ¨ ˚ γn be a spiral path of slope N ą 4K2 in Z “ X ˆ Y , such that the endpoints
of γ1 are at least 3K
2L` 1 far apart. Then γ is a pK 1, L1q–quasi-geodesic of X ˆ Y .
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The following proof is essentially the same as showing the logarithmic spiral in R2 is a
quasi-geodesic. However as we were not able to find a sufficient reference in the literature,
we have included it in the interest of completeness.
Proof. Let γ “ γ1 ˚ ¨ ¨ ¨ ˚ γn : ra0, ans Ñ Z be spiral path of slope N ą 4K2 and let
a1 ă ¨ ¨ ¨ ă an be points in ra0, ans such that γi “ γ|rai´1,ais.
Let t1, t2 P ra0, ans. We claim that
d
`
γpt1q, γpt2q
˘ ď pK ` 1q|t2 ´ t1| ` 2L. (1)
Each γi is a pK,Lq–quasi-geodesic of Z for each i, we only need to consider the case where
t1 P rak, ak`1s and t2 P raj , aj`1s with j ´ k ě 1. By the choice on the distance between
endpoints of γ1 and the slope N we have dpγpai´1q, γpaiqq ą 3K2L` 1 which implies that
|ai ´ ai´1| ą L. Therefore,
|t2 ´ t1| ě |aj ´ ak`1| ě pj ´ k ´ 1qL.
Since each γi is pK,Lq–quasi-geodesic we have
d
`
γpt1q, γpt2q
˘ ď K|t2 ´ t1| ` pj ´ k ` 1qL
ď pK ` 1q|t2 ´ t1| ` 2L.
The remainder of the proof will show |t2 ´ t1| ĺ d
`
γpt1q, γpt2q
˘
.
For every i, γi ˚ γi`1 is a pK, 2Lq–quasi-geodesic of Z, so we only need to consider the
case where t1 P rak, ak`1s and t2 P raj , aj`1s with j ´ k ě 2 as shown below.
γpaj´3qγpaj´2q
γpaj´1q γpajq
γpt1q
γpt2q
γpaj`1q
γj´1
γj´2
γj
γj`1
We encourage the reader to refer to the above diagram as they follow the reminder of the
proof.
By the triangle inequality we have
dpγpt2q, γpt1qq ě dpγpt2q, γpaj´1qq ´ dpγpaj´1q, γpt1qq. (2)
The remainder of the proof has two parts. First we show that, dpγpt2q, γpaj´1qq is much
larger than dpγpaj´1q, γpt1qq so that
dpγpt2q, γpt1qq ľ dpγpt2q, γpaj´1qq ľ |t2 ´ aj´1|.
We then finish by showing that |t2 ´ aj´1| ľ |t2 ´ t1|.
To simplify notation let `pγiq “ dpγpai´1q, γpaiqq. The slope condition then says 1N `pγiq ą
`pγi´1q for each 1 ď i ď n´ 1. Since N ą 4K2, we can iteratively apply the slope condition
to get
j´1ÿ
i“1
`pγiq ď
ˆ
1
N j´2 ` ¨ ¨ ¨ `
1
N
` 1
˙
`pγj´1q ď 2`pγj´1q ď 2
N
`pγjq. (3)
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From the triangle inequality and the fact |ak`1 ´ t1| ď |ak`1 ´ ak| we have
dpγpt1q, γpaj´1qq ď dpγpt1q, γpak`1qq `
j´1ÿ
i“k`2
`pγiq
ď K|ak`1 ´ ak| ` L`
j´1ÿ
i“k`2
`pγiq
ď K`K`pγk`1q `KL˘` L` j´1ÿ
i“k`2
`pγiq
ď K2
ˆ j´1ÿ
i“k`1
`pγiq
˙
` 2K2L.
Then by applying Inequality (3) we have
dpγpt1q, γpaj´1qq ď
ˆ
2K2
N
˙
`pγjq ` 2K2L ď 1
2
dpγpt2q, γpaj´1qq ` 2K2L.
Substituting this into Inequality (2) produces
dpγpt2q, γpt1qq ě 1
2
dpγpt2q, γpaj´1qq ´ 2K2L.
We can then use the fact that γj ˚ γj`1 is a pK, 2Lq–quasi-geodesic to obtain
dpγpt2q, γpt1qq ě 1
2
dpγpt2q, γpaj´1qq ´ 2K2L
ě 1
2
ˆ
1
K
|t2 ´ aj´1| ´ 2L
˙
´ 2K2L
ě 1
2K
|t2 ´ aj´1| ´ 3K2L. (4)
We now show that |t2 ´ aj´1| ľ |t2 ´ t1| which completes the proof by Inequality (4) .
Since we required that `pγ1q ą 3K2L`1 and N ą 4K2, for each i we have 1K |ai´ai´1| ą 2L,
which implies
`pγiq ě 1
K
|ai ´ ai´1| ´ L ą 1
2K
|ai ´ ai´1|.
In particular, using Inequality (3) we obtain:
2
N
pK|aj ´ aj´1| ` Lq ě 2
N
`pγjq
ě
j´1ÿ
i“1
`pγiq
ě
j´1ÿ
i“1
1
2K
|ai ´ ai´1|
ě 1
2K
|aj´1 ´ t1|.
Hence we have
|aj´1 ´ t1| ď 4K
2
N
|aj ´ aj´1| ` 4KL
N
ď |aj ´ aj´1| ` L
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and we can conclude
|t2 ´ t1| “ |t2 ´ aj | ` |aj ´ aj´1| ` |aj´1 ´ t1|
ď |t2 ´ aj | ` 2|aj ´ aj´1| ` L
ď 3|t2 ´ aj´1| ` L.
Combining this with Inequality (1) and Inequality (4), we obtain that there are constants
K 1 and L1 depending on K and L such that
1
K 1 pt2 ´ t1q ´ L
1 ď dpγpt2q, γpt1qq ď K 1pt2 ´ t1q ` L1.

For the remainder of this section pX ,Sq will be an HHS with the bounded domain
dichotomy and S˚ is as in Definition 6.5. Recall that for each U P S, the space FU ˆEU
consists of tuples a “ paV q, where V P SU Y SKU , and that PU is defined as the image
of φU : FU ˆ EU Ñ X . By restricting to a choice of factor, we can endow FU and EU
with the subspace metric of their images under φU . While this relies on the choice of
factor, the distance formula (Theorem 4.4) says any two choices result in uniformly quasi-
isometric metric spaces. Given a, b P FU ˆEU we use dV pa, bq to denote dV paV , bV q, where
V P SU YSKU . If U P S˚, then both FU and EU are infinite diameter and so we can apply
Lemma 6.9 to build the desired quasi-geodesic in PU based on gPU pY q.
Proposition 6.9. Let Y Ď X . There exist constants L1, r0 and functions f, g, h : rr0,8q Ñ
r0,8q, all depending only on S, such that fprq, gprq, hprq Ñ 8 as r Ñ8 and the following
holds: for each U P S˚ and each r ě r0, if the r–neighborhood of φ´1U pgPU pY qq does not
cover FU ˆEU and diamppiU pY qq ą fprq, then there exists a pL1, L1q–quasi-geodesic η with
endpoints a, b P φ´1U pgPU pY qq such that η is not contained in the gprq–neighborhood of
φ´1U pgPU pY qq and dU pa, bq ą hprq.
Proof. Our approach is to construct a spiral path of sufficient slope in FU ˆEU and then
apply Lemma 6.8 to conclude it is a quasi-geodesic. Let dp¨, ¨q denote the `1–distance in
FU ˆEU and fix the following constants which depend only on S:
‚ L such that FU and EU are pL,Lq–quasi geodesic spaces.
‚ K such that piU is pK,Kq–coarsely Lipschitz.
‚ N “ 4L2 ` 1 will be the slope of the spiral path we construct.
Let r ą 10L3 ` 6 and A “ φ´1U pgPU pY qq. Suppose that the r–neighborhood of A does
not cover FU ˆ EU . Thus there exists a point z “ px1, y1q P FU ˆ EU such that r ď
dpz,Aq ď r ` 2L. Let a “ px2, y2q be a point of A such that dpz, aq ´ 1 ď dpz,Aq. We have
mintdFU px1, x2q, dEU py1, y2qu ď r`2L`12 . There are two cases depending on which of the
two factors realizes the minimum.
If dFU px1, x2q realizes the minimum. In this case let z1 “ px2, y1q and Dr “ r´2L´12 .
Then dpz1, Aq ě dpz,Aq´dpz, z1q ě Dr which implies dpz1, aq ą 3L3`1 because r ą 10L3`6.
There exists Br ą r such that for any pair of points u, v of FU if dU pu, vq ě Br, then
dFU pu, vq ě 2pr ` 2L` 1qN.
We shall assume diamppiU pY qq ą 2Br, so there is a point a1 “ px3, y3q of A such that
dU px2, x3q ě Br and dFU px2, x3q ą dEU py2, y1qN . We can now form a spiral path η of slope
N “ 4L2 ` 1 by connecting each sequential pair of points in the sequence
a “ px2, y2q ´ px2, y1q ´ px3, y1q ´ px3, y3q “ a1
by pL,Lq–quasi-geodesics. Since dEU py2, y1q ą 3L3` 1 , η satisfies the hypothesis of Lemma
6.8 and is therefore an pL1, L1q–quasi-geodesic for some L1 determined by L.
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A
a “ px2, y2q
z “ px1, y1q
z1 “ px2, y1q px3, y1q
a1 “ px3, y3q
Figure 4. Spiral path constructed when dFU px1, x2q ď r`2L`12 .
Since z1 “ px2, y1q is at least Dr far from A, η has endpoints in A and is not contained in
the Dr-neighborhood of A. Moreover, dU pa, a1q ě Br and we get the claim with fprq “ 2Br,
gprq “ Dr, and hprq “ Br
If dEU py1, y2q realizes the minimum. Let z1 “ px1, y2q. As before we have that
dpz1, Aq ě Dr “ r´2L´12 which implies dpz1, aq ą 3L3` 1 . Let y3 be a point of EU such that
pr ` 2L` 1qN ď dEU py2, y3q ď 2pr ` 2L` 1qN.
There exists Cr ą r such that for any pair of points u, v of FU if dU pu, vq ě Cr, then
dFU pu, vq ě 2pr ` 2L` 1qN2.
We shall assume diamppiU pY qq ą 2Cr, so there exists a1 “ px4, y4q P A such that dU px1, x4q ą
Cr. This implies dFU px1, x4q ą 2pr ` 2L ` 1qN2 and we can now form a spiral path η of
slope N “ 4L2 ` 1 by connecting each sequential pair of points in the sequence
a “ px2, y2q ´ px1, y2q ´ px1, y3q ´ px4, y3q ´ px4, y4q “ a1
by an pL,Lq–quasi-geodesics.
A
a “ px2, y2q
z “ px1, y1q
z1 “ px1, y2q
px4, y3q
a1 “ px4, y4q
px1, y3q
Figure 5. Spiral path constructed when dEU py1, y2q ď r`2L`12 .
As before η satisfies the hypothesis of Lemma 6.8 and is therefore an pL1, L1q–quasi-geodes
for some L1 determined by L. The remaining claims follow as in the preceding case. 
The distance formula makes the map φU : FU ˆ EU Ñ X a uniform quasi-isometric
embedding. Thus gPU pY q coarsely covers PU if and only if φ´1U pgPU pY qq coarsely covers
FU ˆEU , Proposition 6.9 therefore allows us to immediately deduce the following result for
PU Ď X .
Proposition 6.10. Let Y Ď X . There exist constants L1, r0 and functions f, g, h : rr0,8q Ñ
r0,8q, all depending only on S, such that fprq, gprq, hprq Ñ 8 as r Ñ8 and the following
holds: For each U P S˚and each r ě r0, if the r–neighborhood of gPU pY q does not cover
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PU and diamppiU pY qq ą fprq, then there exists an pL1, L1q–quasi-geodesic η with endpoints
a, b P gPU pY q such that:
(1) η Ď PU ,
(2) η is not contained in the gprq–neighborhood of gPU pY q,
(3) dU pa, bq ą hprq.
Proposition 6.10 furnishes a quasi-geodesic η with endpoints on gPU pY q that can be made
as far from gPU pY q as desired by increasing diamppiU pY qq. However, to exploit the fact that
Y is a quasiconvex subset, we need to “promote” η to a quasi-geodesic with endpoints on Y ,
which we do in Lemma 6.13 after recalling a result we shall need from [BHSa].
Proposition 6.11 (Active subpaths, [BHSa, Proposition 5.17]). For every λ ě 1 there exist
constants D, ν ą 0 such that the following holds. For all x, y P X , U P S with dU px, yq ą D
and λ–hierarchy paths γ : ra, bs Ñ X joining x and y, there is a subpath α “ γ|ra1,b1s of γ
such that:
(1) α Ď NνpPU q,
(2) The diameters of piW
`
γpra, a1sq
˘
and piW
`
γprb1, bsq
˘
are both bounded by ν, for all
W P SU YSKU .
Remark 6.12. By (2) of Proposition 6.11, for any point p P γ`ra, a1s˘, gPU pxq and gPU ppq
uniformly coarsely coincide. The same holds for q P γ`rb1, bs˘ and y.
Lemma 6.13. There exists D ą 0 such that if x, y P X and U P S, with dU px, yq ą D and
η is a pλ, q–quasi-geodesic contained in PU with endpoints gPU pxq and gPU pyq, then there
exists a pλ1, 1q–quasi-geodesic containing η and with endpoints x and y, where λ1 and 1
depend only on λ and .
Proof. Let D ą 0 be as in Proposition 6.11 for λ “ λ0 and assume dU px, yq ą D, then for
any λ0–hierarchy path γ˜ connecting x and y, there exists an active subpath α corresponding
to U . Let x1 (resp. y1) be the endpoint of α closest to x (resp. y) and x2 “ gPU pxq (resp.
y2 “ gPU pyq). If η : rb, cs Ñ PU is any pλ, q–quasi-geodesic in PU connecting x2 and y2, let γ
be the concatenation of γ˜´α, any λ0–hierarchy path from x1 to x2, η, and any λ0–hierarchy
path from y1 to y2. We will show that this path γ is a pλ1, 1q–quasi-geodesic where the
constants depend only on λ and .
The distances dX px1,PU q and dX py1,PU q are uniformly bounded by Proposition 6.11.
By Lemma 4.14, the distances dX px1, gPU px1qq and dX py1, gPU py1qq are uniformly bounded
as well. Again by Proposition 6.11, gPU pxq coarsely coincides with gPU px1q and gPU pyq
coarsely coincides with gPU py1q. Thus there exists µ depending only on S such that
dX px1, x2q, dX py1, y2q ď µ.
Now, let γx (resp. γy) be the subset of γ from x to x
2 (resp. y to y2). Since dX px1, x2q
and dX py1, y2q are uniformly bounded by µ, γx and γy are both uniform quasi-geodesics. By
Lemma 4.14 and Proposition 6.11, there exists K ě 1 depending on λ, , and S such that
the following hold:
‚ dX px1, x2q, dX py1, y2q ď K.
‚ diampgPU pγxqq, diampgPU pγyqq ď K.‚ γx, γy, η are all pK,Kq–quasi-geodesics.
‚ For all p P PU and q P X , dX pq, gPU pqqq ď KdX pp, qq `K.
Let γ “ γx ˚ η ˚ γy : ra, ds Ñ X and a ă b ă c ă d such that γ|ra,bs “ γx, γ|rb,cs “ η and
γ|rc,ds “ γy. For t, s P ra, ds, let u “ γptq, v “ γpsq. We want to show |t´ s| — dX pu, vq for
some constants depending only on K. The only interesting cases are when u and v are in
different components of γ “ γx ˚ η ˚ γy, so without loss of generality, we have the following
two cases.
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Case 1: Assume t P ra, bs and s P rb, cs. Thus u P γx and v P η and we have:
dX pu, vq ďdX pu, x2q ` dX px2, vq
ďK|t´ b| `K|b´ s| ` 2K
ďK|t´ s| ` 2K
For the inequality |t´ s| ĺ dX pu, vq, our choice of K provides
dX pu, x2q ď dX pu, gPU puqq `K ď KdX pu, vq ` 2K.
By the triangle inequality dX pv, x2q ď dX pv, uq`dX pu, x2q and we derive the desired
inequality as follows:
|t´ s| “|t´ b| ` |b´ s|
ďKdX pu, x2q `KdX pv, x2q ` 2K
ďK2dX pu, vq `K
`
dX pu, vq ` dX pu, x2q
˘` 2K2 ` 2K
ďK2dX pu, vq `KdX pu, vq `K2dX pu, vq ` 4K2 ` 2K
ď3K2dX pu, vq ` 6K2
Case 2: Assume t P ra, bs and s P rc, ds so that u P γx and v P γy. Further we can assume
u, v P γ˜, since otherwise the above proof holds by increasing the constants by 4K.
The inequality dX pu, vq ĺ |t´ s| can be established by a nearly identical argument
to the previous case. For the inequality |t´ s| ĺ dX pu, vq we need to utilize the fact
that γ˜ is a pλ0, λ0q–quasi-geodesic. Thus by increasing K we can ensure that
‚ dX pu, vq K,K— dX pu, x1q ` dX px1, y1q ` dX py1, vq,
‚ dX px1, y1q 1,2K— dX px2, y2q K,K— |b´ c|,
‚ dX pu, x1q 1,K— dX pu, x2q K,K— |t´ b|,
‚ dX pv, y1q 1,K— dX pv, y2q K,K— |c´ s|.
We then have the following calculation
|t´ s| “|t´ b| ` |b´ c| ` |c´ s|
ďKdX pu, x2q `KdX px2, y2q `KdX py2, vq ` 3K
ďKdX pu, x1q `KdX px1, y1q `KdX py1, vq ` 7K2
ďK2dX pu, vq ` 8K2.

We can now provide the proof of Proposition 6.6.
Proof of Proposition 6.6. Let Y Ď X beQ–quasiconvex and U P S such that diampCUq “ 8
and there exists V P SKU with diampCV q “ 8. Recall our goal is to show that there exists
B depending on S and Q such that if diamppiU pY qq ą B, then PU Ď NBpgPU pY qq. Begin
by fixing the following constants which all depend only on S and Q:
‚ µ such that for all x P X , dU px, gPU pxqq ă µ‚ D, the constant from Proposition 6.13
‚ L1, the quasi-geodesic constant from Proposition 6.10
‚ λ1, the quasi-geodesic constant obtained by applying Lemma 6.13 to a pL1, L1q–quasi-
geodesic
‚ K, the constant from the bridge theorem (Theorem 4.17) for Y and PU (recall Y is
hierarchically quasiconvex by Proposition 5.7)
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Let f, g, h be as in Proposition 6.10 and fix r be large enough that
gprq ą 2KQpλ1, λ1q `K2 `K and hprq ą D ` 2µ.
If PU Ď NrpgPU pY qq, then we are done. So for the purposes of contradiction, suppose
that PU Ę NrpgPU pY qq and that diamppiU pY qq ą fprq. Let η be the pL1, L1q–quasi-geodesic
provided by Proposition 6.10 and let a1, b1 P gPU pY q be the endpoints of η. Let a0, b0 P Y
such that gPU pa0q “ a1 and gPU pb0q “ b1. Since
dU pa0, b0q ą dU pa1, b1q ´ 2µ ą hprq ´ 2µ ą D,
Lemma 6.13 produces a pλ1, λ1q–quasi-geodesic γ with endpoints a0 and b0 and containing η
where λ1 depending ultimately only on S. Since Y is Q–quasiconvex, γ Ď NQpλ1,λ1qpY q. By
Proposition 6.10, there exists x P η such that dX px, gPU pY qq ą gprq. Let y P Y be such that
dX px, yq ´ 1 ď dX px, Y q, then by the bridge theorem (Theorem 4.17) we have the following
contradiction:
Qpλ1, λ1q ědX px, yq ´ 1
ě 1
K
dX px, gPU pY qq ´K ´ 1
ą2Qpλ1, λ1q.

The following proposition uses Proposition 6.6 to finish the proof of the implication from
(4) to (5) in Theorem 6.3.
Proposition 6.14. If pX ,Sq is an HHS with the bounded domain dichotomy and Y is a
Q–quasiconvex subset of X , then there exists B ą 0 depending only on Q and S such that
Y has the B–orthogonal projection dichotomy.
Proof. Let Y Ď X be Q–quasiconvex and B1 ą 0 be larger than the bounded domain
dichotomy constant for S and the constant B0 from Proposition 6.6. Let U P S. If
U R S˚, then by the bounded domain dichotomy, either diampCUq ă B1 or for all V P SKU ,
diampCV q ă B1. In either case, the B1–orthogonal projection dichotomy is satisfied for
U . Thus we can assume that U P S˚, so diampCUq “ 8 and there exists V P SKU with
diampCV q “ 8. Suppose diamppiU pY qq ą B1. By Proposition 6.6, PU Ď NB1pgPU pY qq. For
all V P SKU , piV pPU q uniformly coarsely covers CV , thus there exists B ě B1 depending
only on Q and S such that CV Ď NBppiV pY qq. 
6.2. Contracting subsets in HHSs. We now finish the proof of Theorem 6.3 by showing
that for hierarchically quasiconvex subsets, the orthogonal projection dichotomy implies
that the gate map gY is contracting.
Proposition 6.15. Let pX ,Sq be a hierarchically hyperbolic space with the bounded domain
dichotomy and Y Ď X be k–hierarchically quasiconvex. If Y has the B–orthogonal projection
dichotomy, then the gate map gY : X Ñ Y is pA,Dq–contracting, where A and D depend
only on k, B, and S.
Proof. The gate map satisfies the first two condition in the definition of a contracting map
by Lemma 4.13. It only remains to prove the following:
There exist some 0 ă A ă 1 and D ě 1 depending only on k, B, and S, such that for all
x P X , diampgY pBRpxqq ď D where R “ Adpx, Y q.
Fix a point x0 P X with dX px0, Y q ě C0 and let x P X be any point with dX px0, xq ă
C1dX px0, Y q for constants C0 and C1 to be determined below. We will prove that for each
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domain U P S the distance dU
`
gY px0q, gY pxq
˘
is uniformly bounded, then the above will
follow from the distance formula (Theorem 4.4).
We choose a “large” number L (we will clarify how large L is later). Let K ě 1 be
the coarse equality constant from the distance formula with thresholds L and 2L. Take
C0 ą p2K`1qK sufficiently large so there is W P S such that dW
`
x0, gY px0q
˘ ą 2L. Choose
C1 ă 1{p2K2 ` 1q, ensuring that dX
`
x0, gY px0q
˘ ą p2K2 ` 1qdX px0, xq. If dX px0, xq ď C0,
then by the coarse Lipschitzness of the projections dU
`
gY px0q, gY pxq
˘
is uniformly bounded
by a number depending on C0 for each U P S. Therefore, we can assume that dX px0, xq ą C0.
We claim that there is V P S such that dV
`
x0, gY px0q
˘ ą dV px0, xq ` L.
Assume for the purposes of contradiction that dW
`
x0, gY px0q
˘ ď dW px0, xq ` L for all
W P S. Therefore, we have dW
`
x0, gY px0q
˘ ě 2L ùñ dW px0, xq ě L and this implies  
dW
`
x0, gY px0q
˘((
2L
ď 2   dW `x0, x˘((L
for all W P S. Thus,
dX
`
x0, gY px0q
˘ ď K ÿ
WPS
  
dW
`
x0, gY px0q
˘((
2L
`K
ď 2K
ÿ
WPS
  
dW
`
x0, x
˘((
L
`K
ď 2K`KdX px0, xq `K˘`K
ď 2K2dX px0, xq ` p2K ` 1qK
ď 2K2dX px0, xq ` C0
ď p2K2 ` 1qdX px0, xq
which contradicts C1 ă 1{p2K2 ` 1q. Therefore, we can fix V P S such that
dV
`
x0, gY px0q
˘ ą dV px0, xq ` L.
The construction of the gate map and the hyperbolicity of CV ensure that, after enlarging
L and shrinking C1 if necessary, dV
`
gY px0q, gY pxq
˘ ă r where r depends only on k and S.
The triangle inequality then gives us
dV
`
x, gY px0q
˘ ą L and dV `x, gY pxq˘ ą L´ r.
Now let U P S. If diam`piU pY q˘ ď B, then dU`gY px0q, gY pxq˘ ď B and we are done.
Thus we can assume that diam
`
piU pY q
˘ ą B. If U “ V , then the distance dU`gY px0q, gY pxq˘
is uniformly bounded above by the number r and we are done. We now consider the other
possible cases depending on the relation between U and V :
Case 1: V Ď U . If we choose L greater than E ` r, then
dV
`
x0, gY px0q
˘ ą E and dV `x, gY pxq˘ ą E.
Thus by the bounded geodesic image axiom (Axiom 8), the CU geodesics from piU px0q to
piU pgY px0qq and from piU pxq to piU pgY pxqq must intersect NEpρVU q. Therefore, the distance
dU
`
gY px0q, gY pxq
˘
is uniformly bounded due to the hyperbolicity of CU and the properties
of the gate map (Lemma 4.13).
Case 2: U Ď V . If some CV geodesic from piV pgY px0qq to piV pgY pxqq stays E–far from
ρUV , then by the bounded geodesic image axiom (Axiom 8), dU
`
gY px0q, gY pxq
˘ ď E and
we are done. Therefore, we assume that all CV geodesics from piV pgY px0qq to piV pgY pxqq
intersect NEpρUV q. Since dV
`
x0, gY px0q
˘ ą dV px0, xq ` L, if there was also a CV geodesic
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from piV px0q to piV pxq that intersected NEpρUV q we would have
dV
`
gY px0q, ρUV
˘ ě dV `gY px0q, x0˘´ dV px0, ρUV q
ą dV
`
gY px0q, x0
˘´ dV px0, xq ´ 2E
ě L´ 2E.
However, dV
`
gY px0q, gY pxq
˘ ď r which implies piV pgY px0qq lies in NE`rpρUV q. Therefore, by
assuming L ą 4E ` r we can ensure that no CV geodesic from piV px0q to piV pxq intersects
NEpρUV q. Thus dU px0, xq ă E by the bounded geodesic image axiom and it immediately
follows that dU pgY px0q, gY pxqq is bounded by a constant depending on k and S.
Case 3: U ­Ď V and V ­Ď U . Recall that we can assume diamppiU pY qq ą B. Thus
if U K V , we have CV Ď NBppiV pY qq by the orthogonal projection dichotomy. However
dV
`
x0, gY px0q
˘ ą L, so by Lemma 4.14 we can choose L large enough so that piV px0q does
not lie in the B–neighborhood of piV pY q. Thus U and V cannot be orthogonal and hence
U&V .
Now assume L ą 2κ0 ` 3r ` 2E ` 1. Then if dV
`
gY px0q, ρUV
˘ ď κ0 ` r ` E we have
dV px0, ρUV q ědV
`
x0, gY px0q
˘´ dV `gY px0q, ρUV ˘´ E
ěL´ pκ0 ` r ` Eq ´ E
ąκ0
and
dV px, ρUV q ědV
`
x, gY px0q
˘´ dV `gY px0q, ρUV ˘´ E
ąL´ pκ0 ` r ` Eq ´ E
ąκ0.
Therefore, dU px0, ρVU q ă κ0 and dU px, ρVU q ă κ0 by consistency (Axiom 5). This implies that
dU px0, xq ď 2κ0 ` E and thus dU pgY px0q, gY pxqq is bounded by a constant depending on k
and S.
If instead dV
`
gY px0q, ρUV
˘ ą κ0`r`E, then dV `gY pxq, ρUV ˘ ą κ0 since dV `gY px0q, gY pxq˘ ă
r. By consistency dU
`
gY px0q, ρVU
˘ ă κ0 and dU`gpxq, ρVU ˘ ă κ0 which implies that
dU
`
gY px0q, gY pxq
˘ ď 2κ0 ` E.

Remark 6.16. Both hypotheses on the subspace in Proposition 6.15 are in fact required.
In the standard HHG structure of Z2, the subgroup xp1, 0qy is hierarchically quasiconvex,
but does not satisfy the orthogonal projection dichotomy. On the other hand, the subgroup
xp1, 1qy has the orthogonal projection dichotomy, but is not hierarchically quasiconvex.
Neither of these subsets are quasi-geodesically quasiconvex and thus neither are contracting.
Both of the above examples can even be made to be geodesically quasiconvex by choosing
{(1,0), (1,1), (0,1)} to be the generating set for Z2.
6.3. A generalization of the bounded geodesic image property. As a first applica-
tion of our characterization of quasiconvex subsets (Theorem 6.3) we show that quasiconvex
subspaces of HHSs satisfy a version of the bounded geodesic image property. First recall
the bounded geodesic image property for quasiconvex subsets of hyperbolic spaces (not to
be confused with the bounded geodesic image axiom of an HHS).
Proposition 6.17 (Bounded Geodesic Image Property for Hyperbolic Spaces). Let Y be a
quasiconvex subset of a geodesic δ–hyperbolic space X. Then there exists r ą 0 (depending
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on δ) such that if dppY pxq, pY pyqq ą r, then every geodesic connecting x and y must intersect
the r–neighborhood of Y .
In the case of quasiconvex subsets of hierarchically hyperbolic space, we replace the closest
point projection with the gate map and geodesics with hierarchy paths. Theorem E from
the introduction will follow as a result of the following proposition which is a version of the
active subpath theorem (Proposition 6.11) for quasiconvex subsets.
Proposition 6.18. Let pX ,Sq be an HHS with the bounded domain dichotomy and Y Ď X
be a Q–quasiconvex. For all λ ě 1, there exist constants ν,D, depending on λ and Q, so
that the following holds for all x, y P X . If dX pgY pxq, gY pyqq ą D and γ : ra, bs Ñ X is a
λ–hierarchy path joining x and y, then there is a subpath α “ γ|ra1,b1s of γ with the following
properties:
(1) α Ď NνpY q.
(2) The diameters of gY
`
γpra, a1sq
˘
and gY
`
γprb1, bsq
˘
are both bounded by ν.
Proof. By Theorem 6.3, Y is hierarchically quasiconvex and has the orthogonal domain
dichotomy. In particular, piU pY q is uniformly quasiconvex in CU for all U P S. Let x, y P X
and γ be a λ–hierarchy path connecting x and y. Since γ is a pλ, λq–quasi-geodesic we can
choose
x “ x0, x1, x2, ¨ ¨ ¨ , xn “ y
on γ such that the distances between xi and xi`1 are all bounded by 2λ. We will show that
there exist 0 ď i0 ď j0 ď n such that:
‚ For i “ i0 or i “ j0, dX pxi, gY pxiqq is bounded by a constant depending only on Q,
λ, and S.
‚ If s ă t ă i0 or j0 ă s ă t, then dX pgY pxsq, gY pxtqq is bounded by a constant
depending only on Q, λ, and S.
Since Y is quasiconvex, once we have shown the above, the proposition will follow with α as
the subsegment of γ between xi0 and xj0 .
For each U P S, the projection piU is uniformly coarsely Lipschitz, thus there is λ1
depending on pX ,Sq and λ such that the distances dU pxi, xi`1q are all bounded above by
λ1.
By the hyperbolicity of each CU and the properties of gate map (Lemma 4.13) there
are constants B and µ depending only on S, Q, and λ such that for each V P S satisfying
dV pgY pxq, gY pyqq ą B there are 0 ď IV ă JV ď n with the following properties:
(1) dV
`
xi, gY pxiq
˘ ď µ for IV ď i ď JV
(2) If s ă t ă IV or JV ă s ă t, then dV pgY pxsq, gY pxtqq ă µ.
(3) dV pxIV , xJV q ě 10D where D “ 3pE ` µ` κ0 ` λ1q
For future convenience, we can and shall assume B is large enough that, B ą E, pX ,Sq has
the B–bounded domain dichotomy, and Y has the B–orthogonal projection dichotomy. By
the uniqueness axiom (Axiom 10) there is a constant K depending on B and pX ,Sq such
that if dX pgY pxq, gY pyqq ą K, then the set R “ RelBpgY pxq, gY pyqq is non-empty. Since for
each V P R we have dV pxIV , xJV q ě 10D and each distance dV pxi, xi`1q is bounded above
by λ1 ă D, there are IV ă iV ă jV ă JV such that
D ď dV pxiV , xIV q ď 2D and D ď dV pxjV , xJV q ď 2D. (˚)
Let i0 “ min
V PR iV and j0 “ maxV PR jV .
We first prove that for each s, t which are both less than i0 or both greater than j0 the
distance dX pgY pxsq, gY pxtqq is uniformly bounded by some constant depending only on S,
Q, and λ. We will provide the proof for the case s, t are both less than i0 and the proof for
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the other case is essentially identical. Let V P S. In the case where V is not an element
of R, dV pgY pxq, gY pyqq ď B and this implies diam
`
piV pgY pγqq
˘
is bounded by a constant
that depends only on B, λ, Q and S. In particular, dV pgY pxsq, gY pxtqq is also uniformly
bounded by this constant. When V is an element of R, then s and t are both less than
iV . Therefore by item (2) above and (˚) we have that dV pgY pxsq, gY pxtqq is bounded by a
constant depending only on S, Q, and λ. Thus by the distance formula (Theorem 4.4) the
distance dX pgY pxsq, gY pxtqq is bounded by a constant that ultimately depends only on S,
Q, and λ.
We now prove that there exists ν 1 depending on S, Q, and λ such that for i “ i0 or i “ j0
dX pxi, gY pxiqq ď ν 1. (˚˚)
Again we only give the proof for the case of i “ i0 and the argument for the case i “ j0 is
almost identical. By the distance formula, it is sufficient to check that we can uniformly
bound dU pxi, gY pxiqq for each U P S.
Fix a domain V P R such that i “ i0 “ iV . We shall show dU pxi, gY pxiqq for all U P S
by examining the four cases for how U can be related to V .
Case 1: V KU . Since Y has the B–orthogonal domain dichotomy,
V P R ùñ CU Ď NBppiU pY qq.
Therefore by the properties of the gate map (Lemma 4.13), we have that dX pxi, gY pxiqq is
uniformly bounded.
Case 2: V&U . Suppose dV pxi, ρUV q ą κ0 ` µ` E, then
dV pgY pxiq, ρUV q ą κ0
and by the consistency axiom (Axiom 5) and triangle inequality
dU pxi, gY pxiqq ď 2κ0 ` E.
Now assume that dV pxi, ρUV q ă κ0 ` µ` E. Since D ą µ ` E ` κ0 and dV pxi, xIV q ě D,
dV pxi, xJV q ě D, we have that xIV , gY pxIV q, xJV , and gY pxJV q all project at least κ0 far
from ρUV in CV . Therefore by the consistency axiom and triangle inequality
dU pxIV , gY pxIV qq ď 2κ0 ` E and dU pxJV , gZpxJV qq ď 2κ0 ` E.
Thus by the quasiconvexity of piU pY q in CU and the properties of the gate map, the distance
dU pxi, gY pxiqq is bounded by a uniform constant determined by S, Q and λ.
Case 3: U Ď V . Consider geodesics in CV connecting the projections of the pairs of
points pxIV , gY pxIV qq, pxi, gY pxiqq and pxJV , gY pxJV qq. By the assumptions on IV , i and
JV at most one of those geodesics intersects NEpρUV q. If such a geodesic is not the one
connecting piV pxiq and piV pgY pxiqq, then we are done by bounded geodesic image axiom
(Axiom 8). Otherwise, the bounded geodesic image axioms requires that piV pxIV q and
piV pxJV q are contained in the 3E–neighborhood of piU pY q in CU . By the quasiconvexity
of piU pY q in CU and the properties of the gate map, the distance dU pxi, gY pxiqq is thus
bounded by a uniform constant determined by S, Q and λ.
Case 4: V Ď U . Recall that piU pγq is a unparameterized quasi-geodesic in CU and let
γ0 be the subsegment of piU pγq from xIV to xi and γ1 be the subsegment from xi to xJV .
By the bounded geodesic image axiom and (˚), there exists E1 ě E determined by S, such
that both γ0 and γ1 intersect the E
1–neighborhood of ρVU . Since piU pγq is a unparameterized
pλ, λq–quasi-geodesic, there exists R depending on E1 and λ such that dU pxi, ρVU q ď R. If α
is some CU geodesic connecting gY pxq and gY pyq, then α also intersects the E–neighborhood
of ρVU by the bounded geodesic image axiom. Therefore by the quasiconvexity of piU pY q in
CU and the properties of the gate map, the distance dU pxi, gY pxiqq is bounded by a uniform
constant determined by S, Q and λ. 
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Remark 6.19. If hypotheses of Proposition 6.18 are relaxed by taking Y to be hierarchically
quasiconvex instead of quasiconvex, then the proposition would be false. As a counterexample,
one can consider Z2 with the standard HHG structure and let Y be the x–axis. As any
horizontal line in Z2 is a hierarchy path, for any D ą 0, there exists a hierarchy path γ
where both dX pγ, Y q ą D and diampgY pγqq ą D.
7. Quasiconvex subsets in familiar examples
In this section, we will utilize Theorem 6.3 to give description of the quasiconvex subsets in
well studied examples of hierarchically hyperbolic spaces. We will begin by briefly discussing
the HHS structure for the mapping class group, Teichmu¨ller space, right-angled Artin and
Coxeter groups, and graph manifolds. The descriptions are not intended to be self-contained
and we will only describe the index set, hyperbolic spaces, and orthogonal and nesting
relations for each example. We direct the reader to the provided references for further details.
The Mapping Class Group and Teichmu¨ller Space
Mapping class group [MM00, BHSa], Teichmu¨ller metric [Dur16, Raf07, EMR17], Weil-
Petersson metric [Bro03].
Let S be an oriented, connected, finite type surface with genus g and p punctures. The
complexity of S is ξpSq “ 3g ´ 3 ` p. Assume ξpSq ě 1 and let X be either the marking
complex or Teichmu¨ller space with the Teichmu¨ller metric for S.
‚ Index Set: S will be the collection of isotopy classes of (non-necessarily connected)
essential subsurfaces of S excluding 3–punctured sphere, but including annuli.
‚ Hyperbolic Spaces: For each U P S, CU will be the curve graph of U with the
relevant alternative definition if U is an annulus. CU will be infinite diameter if and
only if U is connected
‚ Relations: U K V if U and V are disjoint and U Ď V if U is nested into V . If
U Ď V , then ρUV will be the subset of curves in CV corresponding to BU .
If X is the Teichmu¨ller space with the Weil-Petersson metric instead, then the structure is
identical, expect that S will also exclude annular subsurfaces.
RAAGs and RACGs [BHS17b]
Let Γ be a finite simplicial graph and GΓ be the associated right-angled Artin or right-
angled Coxeter group. Let X be the Cayley graph of GΓ with the standard presentation.
Recall that for an induced subgraph Λ Ď Γ, linkpΛq is the subgraph of Γ´ Λ induced by
the vertices adjacent to every vertex in Λ and starpΛq “ linkpΛq Y Λ. If Λ is an induced
subgraph of Γ, then GΛ is a subgroup of GΓ. We call subgroups of this form the special
subgroups of GΓ. We can now describe the HHG structure on GΓ.
‚ Index Set: For g, h P GΓ and Λ a non-empty, induced subgraph of Γ, define the
equivalence relation gGΛ „ hGΛ if g´1h P GstarpΛq. Let S be defined as tgGΛu{ „.
‚ Hyperbolic Spaces: CrgGΛs can be obtained by starting with the coset gGΛ and
coning off each left coset of the special subgroups contained in gGΛ. CrgGΛs is
infinite diameter if and only if GΛ is infinite and Λ does not split as a join.
‚ Relations: rgGΛ1s Ď rgGΛs if Λ1 Ď Λ and rgGΛ1s K rgGΛs if Λ Ď linkpΛ1q (and hence
Λ1 Ď linkpΛq). If rgGΛ1s Ď rgGΛs, then ρrgGΛ1 srgGΛs will be the subset gGΛ1 in CrgGΛs.
Graph Manifolds [BHSa]
Let M be a non-geometric graph manifold and X be the universal cover of M . Since the
fundamental groups of every graph manifold is quasi-isometric to the fundamental group of
a flip graph manifold we will assume M is flip. Let T be Bass-Serre tree for M and Xv be
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the subspace of X corresponding to a vertex v P T . Each Xv is bi-Lipschitz to the product
Rv ˆHv where Rv is a copy of the real line and Hv is the universal cover of a hyperbolic
surface with totally geodesic boundary. If v, w are adjacent vertices in T , then let BwHv and
BvHw denote the boundary components of Hv and Hw such that Rv ˆ BwHv is identified
with Rw ˆ BvHw in X . Since M is flip, Rv is identified with BvHw. For each v P T , let Hˆv
denote the spaced obtained from Hv after coning off each copy of BwHv for each vertex w
adjacent to v. We can now define the HHS structure on X .
‚ Index Set: For adjacent vertices v, w P T , define Rv „ BvHw then let S “
tT,Rv, BvHw, Hˆwu{ „.
‚ Hyperbolic Spaces: Every element of S is a hyperbolic space, so we have CU “ U
for all U P S. The diameter of CU is infinite for all U P S.
‚ Relations: T is the Ď–maximal domain and rBwHvs Ď Hˆv for all w, v adjacent in T .
For adjacent vertices v, w P T , ρrRvsT “ ρrBwHvsT “ tv, wu Ă T and ρrBwHvsHˆv is the cone
point for BwHv in Hˆw. For v, w adjacent in T , rRvs K Hˆv and rRvs K rRws (recall
rBwHvs “ rRws).
Remark 7.1. When the manifold M is flip, the above describes an HHG structure on
pi1pMq. However, if M is not flip, then the quasi-isometry from pi1pMq to the fundamental
group of the flip graph manifold need not be equivariant and the above will be an HHS, but
not an HHG structure on pi1pMq. See [BHSa, Remark 10.2] for a discussion of the existence
of HHG structures on 3–manifold groups.
In the case of right-angled Artin groups with connected defining graphs, Tran and
Genevois independently showed that quasiconvex subgroups are either finite index or
hyperbolic [Tra, Gen]. The same result is shown for the mapping class group in [Kim]
and for certain CFS right-angled Coxeter groups in [NT]. Based on these examples, one
may conjecture that for any non-relatively hyperbolic hierarchically hyperbolic space, the
quasiconvex subsets are either hyperbolic or coarsely cover the entire space. While [Tra]
provides a counterexample to this conjecture in right-angled Coxeter groups, it nevertheless
holds in many of the examples described above. In Proposition 7.2, we give sufficient
conditions for every quasiconvex subset of an HHS to be either hyperbolic or coarsely
covering. We then unite and expand the work of Tran, Genevois, Kim, and Nguyen-Tran by
applying Proposition 7.2 to the mapping class group, Teichmu¨ller space, right-angled Artin
and Coxeter groups, and graph manifolds in Corollary 7.4.
Proposition 7.2. Let pX ,Sq be an HHS with the bounded domain dichotomy and let S˚
be as defined in Definition 6.5. Assume the following two conditions hold:
(1) For all W P S´S˚ either CW has bounded diameter or the set
tρVW : V P S˚ with V&W or V ĎW u
uniformly coarsely covers CW .
(2) For every U, V P S˚ there exists a sequence U “ U1, ¨ ¨ ¨ , Un “ V of domains in S˚
with Ui K Ui`1 for all 1 ď i ď n´ 1.
Then, if Y Ď X is quasiconvex, either Y is hyperbolic or some finite neighborhood of Y
covers all of X .
Proof. Let Y Ď X be Q–quasiconvex. By Theorem 6.3 there exists B, depending only on Q
and S, such that Y has the B–orthogonal projection dichotomy. Further, we can assume
B is large enough such that pX ,Sq satisfies the B–bounded domain dichotomy. We will
show that if Y is not hyperbolic, then for all W P S we have that CW is uniformly coarsely
covered by piW pY q. Thus for all x P X we will have that dW px, gY pxqq is uniformly bounded
and therefore Y will coarsely cover X by the distance formula (Theorem 4.4).
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Suppose that Y is not hyperbolic. By Proposition 2.8, the inclusion map i : Y ãÑ X
cannot be a stable embedding. Therefore by Corollary 6.4, there exists a domain U P S˚ such
that diamppiU pY qq ą B. First we will show that for any domain W P S˚, CW Ď NBppiV pY qq
Let W P S˚. By hypothesis, there exists a sequence U “ U1, ¨ ¨ ¨ , Un “W of domains in
S˚ with Ui K Ui`1 for all 1 ď i ď n´1. Since Y has the B–orthogonal projection dichotomy
and diampCUiq “ 8 for each 1 ď i ď n, we have CUi Ď NBppiUipY qq for all 1 ď i ď n. In
particular, CW Ď NBppiW pY qq.
Now let W P S ´S˚ such that diampCW q “ 8. We will show that piW pY q uniformly
coarsely covers CW by showing that for all V P S˚ such that ρVW is defined there exists
y P Y such that piW pyq is uniformly close to ρVW . First suppose V P S˚ with V ĎW . By the
preceding paragraph, there exist x, x1 P Y such that dV px, x1q ą 100E. If γ is a hierarchy
path connecting x and x1, then piW pγq is uniformly close to ρVW by the bounded geodesic
image axiom (Axiom 8). Further, since Y is quasiconvex there exists y P Y such that
dW pρVW , piW pyqq ă B1 where B1 depends only on Q and S. If instead V P S˚ and V&W ,
then there exists y P Y such that dV py, ρWV q ą κ0. Thus dW py, ρVW q ď κ0 by the consistency
axiom (Axiom 5). Since the set tρVW : V P S˚ with V&W or V Ď W u uniformly coarsely
covers CW by hypothesis, we have that piW pY q uniformly coarsely covers all of CW as well.
Hence we have that for all W P S, CW is uniformly coarsely covered by piW pY q and so
Y coarsely covers X be the distance formula. 
Before continuing, we will take a brief detour to define a property of graphs that will be
relevant to our study of right-angled Coxeter groups. Given a graph Γ, define Γ4 as the
graph whose vertices are induced 4–cycles of Γ. Two vertices in Γ4 are adjacent if and only
if the corresponding induced 4-cycles in Γ have two nonadjacent vertices in common.
Definition 7.3 (Constructed from squares). A graph Γ is CFS if Γ “ Ω ˚K, where K is
a (possibly empty) clique and Ω is a non-empty subgraph such that Ω4 has a connected
component T where every vertex of Ω is contained in a 4–cycle that is a vertex of T . If Γ is
CFS and Ω4 is connected, then we say Γ is strongly CFS. If Γ is (strongly) CFS, then by
abuse of language we will say that the right-angled Coxeter group GΓ is (strongly) CFS.
See Figure 6 below for examples of CFS and strongly CFS graphs.
Γ1 Γ2
Figure 6. Two graphs Γ1 and Γ2 are both CFS. However, graph Γ1 is
graph strongly CFS but Γ2 is not since the red induced 4-cycle in Γ2 is not
“connected” to any other induced 4-cycle in the graph.
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Corollary 7.4. The following HHSs have the property that every quasiconvex subset is
either hyperbolic or coarsely covers the entire space:
(a) The Teichmu¨ller space of a finite type surface with the Teichmu¨ller metric
(b) The Teichmu¨ller space of a finite type surface of complexity at least 6 with the Weil-
Petersson metric
(c) The mapping class group of an orientated, connected, finite type surface
(d) A right-angled Artin group with connected defining graph
(e) A right-angled Coxeter group with strongly CFS defining graph
(f) The fundamental group of a non-geometric graph manifold
In particular, if H is a quasiconvex subgroup in any of the groups (c)-(f), then H is either
stable or finite index.
Proof. All of the above examples have the bounded domain dichotomy. We shall show they
satisfy the two hypotheses of Proposition 7.2.
Mapping class group/Teichmu¨ller metric: If ξpSq ď 1, then the mapping class group and
Teichmu¨ller space will both be hyperbolic; thus we can assume ξpSq ě 2. In this case, S˚ is
the set of all connected proper subsurfaces. Thus Hypothesis (1) follows from the fact that
every curve on the surface corresponds to the boundary curve of some connected subsurface.
Given two subsurfaces U , V a sequence satisfying Hypothesis (2) is found by taking a path
in CS connecting BU and BV .
Weil-Petersson: S˚ is the collection of all connected proper subsurfaces whose complement
contains a subsurface of complexity at least 1. In particular, since the complexity is at least
6, S˚ contains every subsurface of complexity 1. For every connected subsurface W R S˚,
every curve on W corresponds to the boundary curve of some complexity 1 subsurface
providing Hypothesis (1). Hypothesis (2) follows from the observations that if U Ă S is a
subsurface of complexity 1 and α is a curve disjoint from BU , then there exists V Ď S, a
subsurface of complexity 1, such that α Ď BV and U is disjoint from V . Thus any path in
CS can be promoted to a sequence of sequentially disjoint subsurfaces in S˚.
RAAGs: S˚ is the collection of rgGΛs such that there exists ∆ Ď linkpΛq where Λ and
∆ are both non-empty and not joins. In particular, since Γ is connected, S˚ contains all
of the rgGΛs where Λ is a single vertex. Hypothesis (1) follows from the fact that GΛ acts
cocompactly on its Cayley graph and the construction of CrgGΛs. For Hypothesis (2), let
rg1GΛ1s, rg2GΛ2s P S˚ and let m “ |g´11 g2|. We shall proceed by induction on m. If m “ 0,
then g1 “ g2 “ g and since Γ is connected, there is a sequence of vertices v1, v2, ¨ ¨ ¨ , vn such
that vi and vi`1 are adjacent for all 1 ď i ď n´ 1 and v1 P linkpΛ1q, vn P linkpΛ2q. Thus
rgGΛ1s, rgGv1s, . . . , rgGvns, rgGΛ2s is the required sequence.
If m ą 0, then there exists g3 P GΓ such that |g´11 g3| “ m´ 1 and |g´13 g2| “ 1. Let v be
the vertex of Γ such that g´13 g2 is either v or v´1. By induction, there exist two sequences
of elements of S˚,
rg1GΛ1s “ U1, U2, . . . , Un “ rg3Gvs
and
rg2Gvs “ V1, V2, . . . , Vk “ rg2GΛ2s
such that Ui K Ui`1 for 1 ď i ď n ´ 1 and Vi K Vi`1 for all 1 ď i ď k ´ 1. Since
rg3Gvs “ rg2Gvs,
rg1GΛ1s “ U1, U2, . . . , Un, V2, . . . , Vn “ rg2GΛ2s
is the required sequence.
RACGs: Since Γ is strongly CFS, we can write Γ “ Ω ˚K where K is a clique (possibly
empty) and Ω is a non-empty graph such that Ω4 is connected and every vertex of Ω is
contained a 4–cycle that is a vertex of Ω4. Since GΩ is a finite index subgroup of GΓ, it
suffices to prove that every quasiconvex subset of GΩ is either hyperbolic or coarsely covers
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GΩ. We now prove that the standard HHG structure, S, on GΩ satisfies satisfy the two
hypotheses of Proposition 7.2. The argument will be similar to the case of right-angled
Artin groups above.
We first observe that S˚ is the collection of rgGΛs such that there exists ∆ Ď linkpΛq
where Λ and ∆ both have at least 2 points and they are not joins. In particular, S˚ contains
all domains rgGta,bus where a and b are two non-adjacent vertices of an induced 4-cycle.
Hypothesis (1) follows from the fact that GΛ acts cocompactly on its Cayley graph and the
construction of CrgGΛs.
For the Hypothesis (2), let rg1GΛ1s, rg2GΛ2s P S˚ and let m “ |g´11 g2|. We shall proceed
by induction on m. We first assume that m “ 0. Therefore, g1 “ g2 “ g. We note that for
i “ 0 or 1 there exists ∆i Ď linkpΛiq where Λi and ∆i both contain at least 2 vertices and
are not joins. Therefore, linkpΛiq contains a pair pui, viq of two non-adjacent vertices of some
induced 4 cycle. Since Ω4 is connected, there is a sequence of pairs of non-adjacent vertices
pu1, v1q “ pa1, b1q, pa2, b2q, ¨ ¨ ¨ , pan, bnq “ pu2, v2q such that ai and bi are both adjacent to
ai`1 and ai`1 for all 1 ď i ď n´ 1. Thus rgGΛ1s, rgGta1,b1us, . . . , rgGtan,bnus, rgGΛ2s is the
required sequence.
If m ą 0, then there exists g3 P GΩ such that |g´11 g3| “ m´ 1 and |g´13 g2| “ 1. Let v be
the vertex of Ω such that g´13 g2 “ v. Since every vertex of Ω is contained in a four cycle
that is a vertex of Ω4, there is a vertex w such that v and w are two non-adjacent vertices
of an induced 4-cycle. By induction, there exist two sequences of elements of S˚,
rg1GΛ1s “ U1, U2, . . . , Un “ rg3Gtv,wus
and
rg2Gtv,wus “ V1, V2, . . . , Vk “ rg2GΛ2s
such that Ui K Ui`1 for 1 ď i ď n ´ 1 and Vi K Vi`1 for all 1 ď i ď k ´ 1. Since
rg3Gtv,wus “ rg2Gtv,wus,
rg1GΛ1s “ U1, U2, . . . , Un, V2, . . . , Vn “ rg2GΛ2s
is the required sequence.
Graph Manifolds: In this case, S˚ “ S´ tT u and Hypothesis (1) is immediate from the
fact that for every vertex v P T , v P ρrRvsT and for every point in Hv is uniformly close to
some boundary component BwHv. For Hypothesis (2), consider U,W P S˚. If U “ rRus
and W “ rRws, let v1, . . . , vn be a sequence of vertices in T such that v1 is adjacent to u
and vn is adjacent to w. In this case the sequence rRus, rRv1s, . . . , rRvns, rRws satisfies the
hypothesis. If U “ rHˆus or W “ rHˆws, the hypothesis is satisfied by adding rHˆus before
rRus or rHˆws after rRws to rRus, rRv1s, . . . , rRvns, rRws as needed. 
In the setting of 2–dimensional right-angled Coxeter groups, Tran provided a characteri-
zation of the special quasiconvex subgroups [Tra]. This characterization was expanded by
Genevois to include all right-angled Coxeter groups in [Gen]. We provide a new proof of
this characterization using Theorem 6.3.
Theorem 7.5 ([Tra], [Gen]). Let Γ be a simplicial graph and ∆ an induced subgraph of Γ.
If GΓ is the right-angled Coxeter group corresponding to Γ and G∆ is the subgroup generated
by the vertices of ∆, then the following conditions are equivalent:
(1) The subgroup G∆ is quasiconvex in GΓ.
(2) If ∆ contains two non-adjacent vertices of an induced 4–cycle σ, then ∆ contains
all vertices of σ.
Proof. Before we begin, we document a few additional facts we will need about the HHG
structure on a right-angled Coxeter group. For any induced subgraph Λ, PrGΛs is coarsely
equal to the subgroup GΛ ˆ GlinkpΛq and GΛ can be coarsely identified with FrGΛs. In
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particular, GΛ is hierarchically quasiconvex, piU pGΛq uniformly coarsely covers CU for
U Ď rGΛs, and piV pGΛq is uniformly bounded for all V ­Ď rGΛs. See [BHS17b] for full details
on the HHG structure on right-angled Coxeter groups.
p1q ùñ p2q : Assume for a contradiction that G∆ is quasiconvex, but there is a 4–cycle σ
with two pairs of non-adjacent vertices ta1, a2u and tb1, b2u such that ta1, a2u is a subset of ∆
and tb1, b2u is not. We know that U “ rGta1,a2us and rGtb1,b2us “ V are orthogonal domains.
However, piU pG∆q coarsely covers CU , but piV pG∆q has uniformly bounded diameter which
contradicts Theorem 6.3.
p2q ùñ p1q : As G∆ is hierarchically quasiconvex, we only need to demonstrate that
G∆ satisfies the orthogonal projection dichotomy. Let B be a positive number such that
pGΓ,Sq has the B–bounded domain dichotomy, CW Ď NBppiW pG∆qq for all W Ď rG∆s,
and diamppiW pG∆qq ă B for all W ­Ď rG∆s. If diamppiU pG∆qq ą B, then it must be the
case U “ rGΛs where Λ Ď ∆ and Λ contains two non-adjacent vertices s and t. If V P SKU ,
then V “ rGΛ1s where Λ1 Ď linkpΛq and Λ Ď linkpΛ1q. If Λ1 is a join or Λ1 “ tvu, then
diampCV q ď B and CV Ď N2BppiV pG∆qq. In the other case, we will show Λ1 Ď ∆.
If Λ1 is not a join and contains at least two vertices, then for each vertex v P Λ1 there
exists a vertex w P Λ1 that is not adjacent to v. Since Λ Ď linkpΛ1q the vertices v, s, w, t
form a 4–cycle. However, (2) then requires v, w P ∆. Hence Λ1 Ď ∆ and V “ rGΛ1s Ď rG∆s
which implies CV Ď NBppiV pG∆qq. Thus G∆ has the 2B–orthogonal projection dichotomy
and we are finished by Theorem 6.3. 
7.1. CFS right-angled Coxeter groups. Recently, Behrstock purposed the program of
classifying all CFS right-angled Coxeter groups up to quasi-isometry and commensurability.
This was motivated by the asymptotical prevalence of CFS right-angled Coxeter groups
among random right-angled Coxeter groups as well as the fact that being CFS is a necessary
(but not sufficient) condition for a right-angled Coxeter group to be quasi-isometric to a
right-angled Artin group (see [Beh]).
In [Beh], Behrstock presented the first example of a CFS right-angled Coxeter group
that contains a one-ended stable subgroup answering outstanding questions about stable
subgroups and quasi-isometries between right-angled Artin groups and right-angled Coxeter
groups. Using Theorem 7.5, we can expand Behrstock’s construction to produce CFS
right-angled Coxeter, that contain any other right-angled Coxeter group as a quasiconvex
subgroup. This shows that there is incredible diversity among the quasi-isometry types of
CFS right-angled Coxeter groups.
Proposition 7.6. Any right-angled Coxeter group (resp. hyperbolic right-angled Coxeter
group) is an infinite index quasiconvex subgroup (resp. stable subgroup) of a CFS right-angled
Coxeter group.
Proof. To prove the proposition we shall utilize a construction of certain CFS graphs
described in [Beh]. Let Ωn be a graph with 2n vertices built in the following inductive way.
Let Ω1 be a pair of vertices a1, b1 with no edge between them. Given the graph Ωn´1, we
obtain the graph Ωn by adding a new pair of vertices an, bn to the graph Ωn´1 and adding
four new edges, one connecting each of tan´1, bn´1u to each of tan, bnu. In Figure 7 graph
Γ1 is exactly Ω13. For each integer m ě 2 there is a sufficiently large n such that the graph
Ωn contains m vertices whose pairwise distances are at least 3.
Let GΓ be an arbitrary right-angled Coxeter group. We will construct a CFS right-angled
Coxeter group GΩ that contains GΓ as a quasiconvex subgroup. Let m be a number of
vertices of Γ. Choose a positive integer n sufficient large so the graph Ωn contains a set S of
m vertices whose pairwise distance is at least 3. We glue the graphs Γ and Ωn by identifying
the vertex set of Γ to S. Let Ω be the resulting graph. In Figure 7 graph Γ2 is an example
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of graph Ω when Γ is the 5-cycle graph and graph Γ3 is another example of graph Ω when Γ
is the 4-cycle graph.
The graphs Ω and Ωn have the same vertex set and Ω
4
n Ă Ω4. Thus Ω is a CFS graph as
Ωn is a CFS graph. Since the distance in Ωn between any distinct vertices of S is at least 3,
Γ is an induced subgraph of Ω with the property that if Γ contains two non-adjacent vertices
of an induced 4–cycle σ, then Γ contains all vertices of σ. Therefore, GΓ is a quasiconvex
subgroup of GΩ by Theorem 7.5. If GΓ is a hyperbolic group, then it is a stable subgroup
of GΩ. 
In light of Proposition 7.6, we believe that quasiconvex subgroups will play an important
role in understanding the quasi-isometry classification of CFS right-angled Coxeter groups.
We finish this section by illustrating the results of this section with three CFS right-angled
Coxeter groups whose quasi-isometry types can be distinguished utilizing their quasiconvex
subsets.
Example 7.7. Let Γ1, Γ2, and Γ3 be graphs as in Figure 7. All of the right-angled Coxeter
groups GΓ1 , GΓ2 , and GΓ3 are CFS, but no pair of them are quasi-isometric. By [NT], GΓ1
is quasi-isometric to a right-angled Artin group with connected defining graph. Thus, all of
GΓ1 ’s non-coarsely covering quasiconvex subsets are quasi-trees. However, GΓ2 contains a
one-ended hyperbolic quasiconvex subgroup (induced by the blue 5–cycle) and GΓ3 contain a
virtually Z2 quasiconvex subgroup (induced by the red 4–cycle). The table below summarizes
some of the differences between GΓ1 , GΓ2 , and GΓ3 .
GΓ1 GΓ2 GΓ3
Strongly CFS Yes Yes No
Non-coarsely
covering
Quasiconvex
Subsets
All quasi-trees
All hyperbolic.
Contains a one-
ended stable
subgroup.
Contains a
quasiconvex
virtually Z2
subgroup.
Morse
Boundary
Totally
disconnected
Contains a circle
Connectivity
unknown
QI to a RAAG Yes No No
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Γ1
Γ2 Γ3
Figure 7. Three graphs Γ1, Γ2, and Γ3 are all CFS, but no pair of them
are quasi-isometric.
8. Hyperbolically embedded subgroups of HHGs
In this section we utilize Theorem 6.3 prove the following classification of hyperbolically
embedded subgroups of hierarchically hyperbolic groups. As our proof does not directly
utilize the definition of hyperbolically embedded we shall omit the definition here and direct
the curious reader to [DGO17].
Theorem 8.1. Let G be a hierarchically hyperbolic group and let tHiu be a finite collection
of subgroups. Then the following are equivalent:
(1) The collection tHiu is hyperbolically embedded in G.
(2) The collection tHiu is almost malnormal and each Hi is quasiconvex.
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Combining work of Dahmani-Guirardel-Osin [DGO17] and Sisto [Sis16] the implication
p1q ùñ p2q holds for all finitely generated groups. To see that the converse does not
hold in general, consider a non-virtually cyclic lacunary hyperbolic group G where every
proper subgroup is infinite cyclic and quasiconvex (the existence of such a group is shown
in [OOS09, Theorem1.12]). If I is a proper subgroup of G, then by [Tra, Theorem 1.2], I
has finite index in its commensurator H. Thus H is a proper, infinite, almost malnormal,
quasiconvex subgroup of G. However, H cannot be hyperbolically embedded as G does not
contain any non-abelian free subgroups and thus fails to be acylindrically hyperbolic (see
[Osi16, DGO17]).
Despite this failure in general, Genevois showed that in the setting of CAT(0) cubical
groups, p2q does imply p1q ([Gen, Theorem 6.31]). Genevois employees a combination of the
Bestvina-Bromberg-Fujiwara construction ([BBF15, Theorems A, B]) with some work of
Sisto ([Sis12, Theorems 6.3, 6.4]) that is summarized in the following sufficient conditions
for a collection of subgroups to be hyperbolically embedded.
Theorem 8.2 ([BBF15, Sis12]). Let G be a finitely generated group and Z be the collection
of all (left) cosets of a finite collection of finitely generated subgroups tHiu in G. Fix
a finite generating set S for G such that Hi “ xHi X Sy for all i. Suppose for every
Z1 ‰ Z2 P Z we are given a subset τZ1pZ2q Ď Z1 and for Z1, Z2, Z3 P Z define dτZ3pZ1, Z2q “
diamZ3 pτZ3pZ1q Y τZ3pZ2qq. If there exists C ą 0 such that the following hold:
(P0) For all Z1 ‰ Z2, diampτZ1pZ2qq ď C.
(P1) For any triple Z1, Z2, Z3 P Z of distinct elements, at most one of the three numbers
dτZ1pZ2, Z3q, dτZ2pZ1, Z3q, dτZ3pZ1, Z2q is greater than C.
(P2) For any Z1, Z2 P Z, the set
tZ P Z | dτZpZ1, Z2q ą Cu
is finite.
(P3) For all g P G, dτgZ1pgZ2, gZ3q “ dτZ1pZ2, Z3q for any Z1, Z2, Z3 P Z.
Then the collection tHiu is hyperbolically embedded in G.
As Genevois does in the cubical case, we shall show that an almost malnormal collection
of quasiconvex subgroups of an HHG satisfies (P0) - (P3) of Theorem 8.2. The bulk of that
work is in Proposition 8.6 which we will state and prove after collecting a few preliminary
lemmas.
Lemma 8.3. Let tH1, ¨ ¨ ¨ , Hnu be an almost malnormal collection of subgroups of a finitely
generated group G and B ě 0. For all g1, g2 P G, if g1Hi ‰ g2Hj, then diamGpNBpg1Hiq X
NBpg2Hjqq is finite.
Proof. The conclusion follows directly from [Hru10, Proposition 9.4] and the definition of
almost malnormal. 
The next two lemmas tell us that a hierarchically quasiconvex subset coarsely intersects a
quasiconvex subset whenever the image under the gate map is large. Further, the diameter
of this coarse intersection is proportional to the diameter of the gate. In addition to being
key components in our proof of Theorem 8.1, these lemmas can also be interpreted as
additional generalizations of the bounded geodesic image property of quasiconvex subsets of
hyperbolic spaces.
Lemma 8.4. Let pX ,Sq be an HHS with the bounded domain dichotomy, A Ď X be k–
hierarchically quasiconvex subset and Y Ď X be Q–quasiconvex. There exists r ą 1 depending
on Q and k such that if diamX pgY pAqq ą r, then dX pa, gY paqq ă r for each a P gApY q.
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Proof. By Proposition 5.7, there exists k1 such that both A and Y are k1–hierarchically
quasiconvex. Recall that for each point x P X and U P S, the distance in CU between
gY pxq and the closest point projection of piU pxq onto piU pY q is uniformly bounded by some
 ą 1. Let K ě  be such that Y has the K–orthogonal projection dichotomy and that
K is larger than the constant from the bridge theorem (Theorem 4.17) determined by k1.
Define H “ tU P S : diam`piU pgY pAqq˘ ą 2Ku. By the uniqueness axiom (Axiom 10),
there exists C such that if diampgY pAqq ą C, then H ‰ H. Assume diampgY pAqq ą C
and let a P gApY q. By the bridge theorem, item (5), Rel2Kpa, gY paqq Ď HK. Suppose for
the purposes of contradiction that V P Rel2Kpa, gY paqq. Thus, there must exist H P H,
with V K H. By Theorem 6.3, CH Ď NKppiHpY qq and CV Ď NKppiV pY qq which implies
that dV pa, gY paqq ă K `  ă 2K. However, this contradicts V P Rel2Kpa, gY paqq. Hence
Rel2Kpa, gY paqq “ H and by the distance formula (Theorem 4.4), there exists K 1 depending
only on K (and thus only on Q and κ1) such that dX pa, gY paqq ă K 1. The conclusion follows
by choosing r “ maxtK 1, Cu. 
Lemma 8.5. Let pX ,Sq be an HHS with the bounded domain dichotomy, A Ď X be a
k–hierarchically quasiconvex subset and Y Ď X be Q–quasiconvex. There exists r ą 1
depending on k and Q such that for all D ě r, if diampgY pAqq ą r then there exists K ě 1
depending on k, D, and Q such that
diampNDpAq XNDpY qq 1,K— diampgY pAqq.
Proof. Let r be the constant given by Lemma 8.4 and suppose diampgY pAqq ą r. Thus for
D ě r, diampNDpAq XNDpY qq ‰ H by Lemma 8.4. First consider x, y P NDpAq XNDpY q.
Let x1, y1 P A be points such that dX px, x1q ď D and dX py, y1q ď D. By Lemma 4.14 and
the fact that x, y P NDpY q, there exists K 1 depending on Q such that
dX px, gY px1qq ď 4DK 1; dX py, gY py1qq ď 4DK 1.
Hence we have
dX px, yq ď dX pgY px1q, gY py1qq ` 8DK 1
which shows
diampNDpAq XNDpY qq ď diampgY pAqq ` 8DK 1.
For the inequality diampgY pAqq ĺ diampNDpAqXNDpY qq, Lemma 8.4 provides gY
`
gApY q
˘ Ď
NDpAq XNDpY q and the bridge theorem (Theorem 4.17) says there exists K2 depending
on k and Q such that gY pAq Ď NK2pgY pgApY qqq. Thus we have
diampgY pAqq ď diampgY pgApY qqq ` 2K2 ď diampNDpAq XNDpY qq ` 2K2
and we are finished by choosing K “ maxt2K2, 6DK 1 ` 3K 1u. 
We now prove that the cosets of a collection of almost malnormal, quasiconvex subgroups
of an HHG satisfy (P0)-(P2) of Theorem 8.2 when τZ1pZ2q is defined by the gate map. This
is the main tool for the proof of Theorem 8.1.
Proposition 8.6. Let pG,Sq be an HHG and dp¨, ¨q denote the distance in the word metric
on G with respect to some fixed finite generating set. If tH1, ¨ ¨ ¨ , Hnu is a collection of
Q–quasiconvex, almost malnormal subgroups of G and Z is the collection of all left cosets
of the Hi, then there exists C ą 0 such that for all distinct Z1, Z2, Z3 P Z we have:
(1) diampgZ1pZ2qq ď C;
(2) if dpgZ3pZ1q, gZ3pZ2qq ą C, then dpgZ2pZ1q, gZ2pZ3qq ă C and dpgZ1pZ2q, gZ1pZ3qq ă C;
(3) tZ P Z : dpgZpZ1q, gZpZ2qq ą Cu has only a finite number of elements.
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Proof. We will prove each the three assertions individually. Before beginning, we remind the
reader that all hierarchically hyperbolic groups satisfy the bounded domain dichotomy and
that every element of Z is k–hierarchically quasiconvex for some k depending only on Q.
Assertion (1): there exists C1 ą 0 such that diampgZ1pZ2qq ď C1, for all Z1, Z2 P Z.
Proof. Let r ą 1 be the constant from Lemma 8.5 for Q and define
F “ tgHi P Z : gHi XBrpeq ‰ Hu
where Brpeq is the ball of radius r around the identity in G. Since F is a finite set, Lemma
8.3 provides a uniform number D1 such that diampNrpgHiqXNrpHjqq ď D1 for any distinct
gHi, Hj P F . By Lemma 8.5, there exists D2 depending on Q such that diampgHj pgHiqq ď D2
where gHi ‰ Hj are elements in F .
We now prove that there is a uniform constant C1 such that for each pair of distinct
cosets g1Hi and g2Hj we have
diampgg1Hipg2Hjqq ď C1.
If diampgg1Hipg2Hjqq ď r, then we are done. Otherwise, by Lemma 8.4, there are elements
hi P Hi and hj P Hj such that dGpg1hi, g2hjq ă r. This implies that h´1i g´11 g2Hj is an
element in F and h´1i g
´1
1 g2Hj ‰ Hi. Therefore, diampgHiph´1i g´11 g2Hjqq ď D2. Thus, by
the coarse equivariance of the gate maps (Lemma 4.15), the diameter of gg1Hipg2Hjq is
bounded above by a uniform number C1. 
Assertion (2): there exists C2 ą 0 such that for all Z1, Z2, Z3 P Z, if dpgZ3pZ1q, gZ3pZ2qq ą
C2, then
dpgZ2pZ1q, gZ2pZ3qq ă C2 and dpgZ1pZ2q, gZ1pZ3qq ă C2.
Proof. Fix θ ě θ0. Let Z1, Z2, Z3 P Z and B “ HθpgZ2pZ1q Y gZ1pZ2qq. We remind the
reader that they should view B as a bridge between Z1 and Z2.
Our goal is to show that there exists b P B such that dpb, gZ3pbqq is uniformly bounded.
From this our conclusion will follow from the coarse Lipschitzness of the gate map.
By Assertion (1), gZ3pZ1q, gZ3pZ2q are uniformly coarsely contained in gZ3pBq. Since the
gate map is coarsely Lipschitz we have
diampgZ3pBqq ľ dpgZ3pZ1q, gZ3pZ2qq
with constants depending only on Q. Let r be the constant from Lemma 8.4 with A “ B
and Y “ Z3 and suppose dpgZ3pZ1q, gZ3pZ2qq is large enough that diampgZ3pBqq ą r. By
Lemma 8.4, there exists b P B such that dpb, Z3q ă r.
By Lemma 4.18, we have that gZ2pZ1q is uniformly coarsely equal to gZ2pBq in particular
gZ2pbq is uniformly coarsely contained in gZ2pZ1q. Since the gate maps are uniformly coarsely
Lipschitz and dpb, Z3q ă r, we have that dpgZ2pZ3q, gZ2pZ1qq ă C2. By switching the roles
of Z1 and Z2, we get dpgZ1pZ3q, gZ1pZ2qq ă C2. 
Assertion (3): there exists C3 ą 0 such that for all Z1, Z2 P Z, the set tZ P Z :
dX pgZpZ1q, gZpZ2qq ą C3u has only a finite number of elements.
Proof. Let Z1, Z2 P Z. Fix θ ě θ0 and let B “ HθpgZ2pZ1q Y gZ1pZ2qq. By the bridge
theorem, we have that B is coarsely equals to the product of gZ1pZ2q ˆ Hθpa, bq, where
a P gZ1pZ2q and b “ gZ2paq. By Assertion (1), the gate gZ1pZ2q has uniformly bounded
diameter. By Proposition 5.5, there exists λ ě λ0, such that Hθpa, bq is contained in P1λpa, bq,
the set of λ–hierarchy paths between a and b. Since the distance between a and b is finite,
so is the diameter of P1λpa, bq. Therefore Hθpa, bq has bounded diameter and so does the set
B “ HθpgZ2pZ1q Y gZ1pZ2qq. Since G is locally finite, B can contain only a finite number of
elements of G.
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Let r be as in Lemma 8.4. Since gZ2pZ1q, gZ1pZ2q Ď B, for any Z P Z with dpgZpZ1q, gZpZ2qq
larger than r we have diampgZpBqq ą r. Thus every such Z intersects the r–neighborhood
of B. By locally finiteness of G, we obtain that NrpBq contains a finite number of element
of G. Since the elements of Z are cosets of finitely many subgroups, every point of NrpBq
can belong to uniformly finitely many elements of Z, which concludes the proof of Assertion
(3). 
Proposition 8.6 now holds by taking C “ maxtC1, C2, C3u.

We now have all the ingredients needed to give the proof of Theorem 8.1.
Proof of Theorem 8.1. Recall, we need to show that if G is a hierarchically hyperbolic
group and tHiu a finite almost malnormal collection of quasiconvex subgroups, then tHiu
is hyperbolically embedded in G. In particular, we shall show that the left cosets of the
Hi’s satisfy the requirements of Theorem 8.2. Since each Hi is a quasiconvex subgroup of
G, by [Tra, Theorem 1.2] we have that they are all finitely generated. Let S be a finite
generating set for G, such that for each i, HiXS generates Hi. As before, let Z be the set of
all left cosets of tHiu. For every pair of distinct Z1, Z2 P Z we want to define a set τZ1pZ2q
that satisfies (P0) - (P3) of Theorem 8.2. If we define τZ1pZ2q as gZ1pZ2q, Proposition 8.6
provides that (P0) - (P2) will be satisfied. However, since the gate maps are only coarsely
equivariant, condition (P3) may not hold.
Thus, for Z1 ‰ Z2 define
τZ1pZ2q “
ď
gPG
g´1ggZ1pgZ2q.
By construction we have that τgZ1pgZ2q “ gpτZ1pZ2qq and thus (P3) holds. Since τZ1pZ2q
and gZ1pZ2qq uniformly coarsely coincide by the coarse equivariance of the gates maps
(Lemma 4.15), (P0) - (P2) are satisfied as a corollary of Proposition 8.6. Hence the collection
tHiu is hyperbolically embedded in G by Theorem 8.2. 
Our method of proof for Theorem 8.1 relies in a fundamental way upon the coarse
equivariance of the gate map. If the group G has an HHS structure, but not an HHG
structure, then the gate map need not be coarsely equivariant. In particular, Theorem 8.1
does not (currently) apply to the fundamental groups of non-flip graph manifolds and thus
we have the following interesting case of Question 4.
Question 6. If M is a non-flip graph manifold and tHiu is a finite, almost malnormal
collection of quasiconvex subgroups of pi1pMq, is tHiu hyperbolically embedded in pi1pMq?
Appendix A. Subsets with arbitrary reasonable lower relative divergence
The proposition in this appendix utilizes the notion of asymptotic equivalence between
families of functions. We will present the definition in the specific case we need and direct
the reader to [Tra15, Section 2] for the more general case.
Definition A.1. Let f and g be two functions from r0,8q to r0,8q. The function f
is dominated by the function g if there are positive constants A, B, C and D such that
fprq ď AgpBrq ` Cr for all r ą D. Two functions f and g are equivalent if f is dominated
by g and vice versa.
Let X be a geodesic metric space and tσnρ u “ divpX,Y q be the lower relative divergence
of X with respect to some subset Y Ď X. We say divpX,Y q is equivalent to a function
f : r0,8q Ñ r0,8q if there exist L P p0, 1s and positive integer M such that σMnLρ is equivalent
to f for all ρ P p0, 1s and n ě 2.
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Proposition A.2. Let f : r0,8q Ñ r0,8q be a non-decreasing function and assume that
there is a positive integer r0 such that fprq ě r for each r ą r0. There is a geodesic space
X with a subspace Y such that the lower relative divergence divpX,Y q is equivalent to f .
x0 x1 x2 x3 xi´1 xi
J1
J2
J3
Ji
Y
X
Figure 8. By controlling the length of each arc Ji we can get the desired
lower relative divergence of the geodesic space X with respect to the subspace
Y .
Proof. Let Y be a ray with initial point x0. Let pxiq be the sequence of points along Y
such that for each i ě 1 the distance dY pxi´1, xiq “ i and we connect each pair pxi´1, xiq
by a segment Ji of length fpiq (see Figure 8). Let X be the resulting geodesic space and
divpX,Y q “ tσnρ u. We shall show that divpX,Y q is equivalent to f .
We first prove that for all n ě 3 and ρ P p0, 1s, f dominates σnρ by showing that
σnρ prq ď fppn` 3qrq for each r ą r0. Let i0 be a smallest integer that is greater or equal to
pn` 2qr. Let x and y be two points in the segment Ji0 such that dpxi0´1, xq “ dpxi0 , yq “ r.
Both x and y belong to BNrpY q. Moreover, the subpath α of Ji0 connecting x and y lies
outside the r–neighborhood of Y and the length of α is exactly is fpiq ´ 2r. Therefore,
dpx, yq “ minti0 ` 2r, fpi0q ´ 2ru. Hence dpx, yq ě nr as
fpi0q ´ 2r ě fppn` 2qrq ´ 2r ě pn` 2qr ´ 2r “ nr
and
i0 ` 2r ě pn` 4qr ě nr.
Since α is the unique path outside the ρr–neighborhood of Y connecting x and y we have
σnρ prq ď dρrpx, yq “ fpi0q ´ 2r ď fpi0q.
Since i0 ď pn ` 2qr ` 1 ď pn ` 3qr and f is non-decreasing, fpi0q ď fppn ` 3qrq. Thus,
σnρ prq ď fppn` 3qrq which implies that σnρ is dominated by f .
Now we prove that for all n ě 3 and ρ P p0, 1s, σnρ dominates f by showing that σnρ prq ě
fprq´2r for each r ą r0. Let u and v be an arbitrary points in BNrpY q such that dpu, vq ě nr
and there is a path outside the r–neighborhood of Y connecting u and v. Therefore, u and
v must lies in some segment Ji1 . We can assume that dpu, xi1´1q “ dpv, xi1q “ r. Therefore,
i1 ě dpxi1´1, xi1q ě dpu, vq ´ 2r ě nr ´ 2r ě r.
This implies that fpi1q ě fprq since f is non-decreasing. Since the subpath β of Ji1
connecting u and v is the unique path outside the ρr–neighborhood of Y connecting these
points we have
dρrpu, vq “ fpi1q ´ 2r ě fprq ´ 2r.
Therefore, σnρ prq ě fprq ´ 2r which implies that σnρ dominates f . Thus, the lower relative
divergence divpX,Y q is equivalent to f . 
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