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Proportional scintillation counters (PSCs), both single- and dual-phase, can measure the scin-
tillation (S1) and ionization (S2) channels from particle interactions within the detector volume.
The signal obtained from these detectors depends first on the physics of the medium (the initial
scintillation and ionization), and second how the physics of the detector manipulates the resulting
photons and liberated electrons. In this paper we develop a model of the detector physics that in-
corporates event topology, detector geometry, electric field configuration, purity, optical properties
of components, and wavelength shifters. We present an analytic form of the model, which allows
for general study of detector design and operation, and a Monte Carlo model which enables a more
detailed exploration of S2 events. This model may be used to study systematic effects in currents
detectors such as energy and position reconstruction, pulse shape discrimination, event topology,
dead time calculations, purity, and electric field uniformity. We present a comparison of this model
with experimental data collected with an argon gas proportional scintillation counter (GPSC), op-
erated at 20 C and 1 bar, and irradiated with an internal, collimated 55Fe source. Additionally
we discuss how the model may be incorporated in Monte Carlo simulations of both GPSCs and
dual-phase detectors, increasing the reliability of the simulation results and allowing for tests of the
experimental data analysis algorithms.
PACS numbers:
I. INTRODUCTION
Proportional scintillation counters (PSCs) utilize elec-
troluminescence to convert charge signals to scintillation
signals, amplifying them in the process The low thresh-
olds of these systems have made single-phase, or gas pro-
portional scintillation counters (GPSCs) particularly use-
ful for the study of x-rays (see Ref. [1] and references
therein). Dual-phase proportional scintillation counters
also exhibit low thresholds, but with the increased target
density afforded by the liquid target volume. Such detec-
tors are a current technology of choice in direct searches
for weakly interacting massive particles (WIMPs) [2–
6], as well as in efforts for detecting coherent elastic
neutrino-nucleus scatters (CENNS) [7, 8].
GPSCs and dual-phase detectors operate in similar
fashions. In both detector types, particle interaction
energy loss mechanisms include scintillation and ioniza-
tion. If the initial energy deposition is sufficiently high,
the scintillation channel can be observed via a flash of
prompt light (S1). Ionized electrons, however, are drifted
via a low electric field to a gain volume with a high elec-
tric field. In noble gasses, these electrons create excited
dimers during their transit through the gain volume, and
the dimers subsequently relax via emission of secondary
scintillation light (S2) [9], which is typically observed us-
ing a photomultiplier tube (PMT) or avalanche photodi-
ode (APD). A cartoon of the process is shown in Fig. 1.
The electroluminescence, or S2, response of PSCs de-
pends both on properties of the target medium, and the
detector design and operating parameters. For example,
a liquid argon target at a given electric field, tempera-
ture, and pressure will have a consistent response to the
same incident radiation, but the final S2 signal is affected
by drift lengths, materials used, purity, and variations in
the electric field between the target and electrolumines-
cence region. Understanding both the inherent proper-
ties of the target medium and the detector response is
needed not only to correctly interpret experimental data,
but also in understanding background events of unknown
source or strength, as well as predicting performance of
future detectors.
Unfortunately, the medium’s response is obscured by
the detector effects. Therefore, each step in the chain
3. A high electric field causes 
the electrons to scintillate
4. Scintillation photons are 
observed with a PMT or APD
2. A low electric field pushes 
electrons to the gain volume
1. A particle recoil creates 
ionization and S1 primary 
scintillation
FIG. 1: Schematic of how the S2 signal is generated. In
most dual-phase searches, one or two arrays of PMTs are
used. Here, a single PMT is shown for illustrative purposes.
The S1 light is emitted entirely in step 1 of the cartoon, and
is also detected using PMTs or APDs.
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2of processes, from the initial particle interaction to the
physical acquisition of data, must be understood individ-
ually to confidently understand the experimental data.
This is important because the S2 signal is used in calcu-
lations of event energy reconstruction, event position re-
construction, background discrimination, dead time cal-
culations, event topology, dynamic energy range, and pu-
rity. We have therefore developed a model of the chain of
processes of so-called S2 pulses from PSCs. This model
is then tested against experimental data from an argon
GPSC, with comparisons made to both the energy spec-
trum and the mean S2 event shape.
The time structure of the S2 signal depends on many
factors, each of which can affect key features of the pulse
shape. It is possible that a single, simple feature of the
pulse shape can provide direct measurements of the prop-
erties of the S2 volume. For example, the triplet scintil-
lation time constant is relatively straightforward to mea-
sure (Section IV), and provides information on impurity
levels within the gaseous volume [10]. Most of the fea-
tures, however, are a result of an interplay between de-
tector geometry, photon and electron amplification levels,
singlet / triplet ratio, multiple scintillation decay times,
electron drift speed and diffusion, reflectivity of detector
components, and more. In addition to these physical ef-
fects, the algorithm used in analysis of the experimental
data stream can also create systematic effects [11].
The majority of inputs to our model are obtained from
experimental measurements in the literature. To the au-
thors’ knowledge the only parameters not provided in the
literature are the singlet / triplet ratio of the S2 scin-
tillation, which is generally considered to be zero, and
the scattering length of scintillation light in the wave-
length shifter used in our experimental GPSC. Once the
full complement of model parameters of a detector are
known, they can be used in a Monte Carlo calculation to
determine the effects of changing a parameter, to study
the causes of ambiguous signals, and to make reliable
predictions of the performance of existing and future de-
tectors.
In Section II, we introduce a simplified model and cal-
culate the pulse shape analytically. We then corroborate
the analytic model against a Monte Carlo calculation in
Section III, and extend the study to include all model
effects. In Section IV we compare the full model to ex-
perimental data and discuss the results and further appli-
cation of the model. We discuss what additional effects
should be incorporated to extend the model to a dual-
phase detector in Section V.
II. THE ANALYTIC PULSE SHAPE MODEL
The cartoon of the S1 and S2 signals shown in Fig. 1
is a simplified one. We will use this cartoon, though,
to build the basic mathematics of the model. There are
two reasons we start with this analytic approach. The
first reason is to gain an intuitive understanding of vari-
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FIG. 2: Generalized geometry and coordinate system used
in the mathematical formulation of the analytic pulse shape
model. The dotted horizontal lines represent the grid wires
that define the secondary volume. The solid horizontal line
at the top of the figure is the window of the photomulti-
plier tube. h is the height of the S2 volume, g is the gap
between the S2 volume and the window of the PMT, which
itself has radius RPMT. The charge cloud, as illustrated by
the red curves, is a three-dimensional Gaussian with trans-
verse width σt and longitudinal width σl. The center of the
cloud moves up through the S2 volume at velocity v2. This
figure is presented in two dimensions for clarity, although
both the analytic and Monte Carlo calculations assume a
three-dimensional geometry.
ous effects via the explicit equations and the curves they
generate. The second reason is to validate the initial
Monte Carlo calculations detailed in Section III.
The analytic model incorporates a simplified detector
geometry, a constant electron drift speed across the gain
volume, a constant longitudinal and lateral width of the
charge cloud, the singlet and triplet decay time constants,
and continuous transitions into and out of the gain vol-
ume. These calculations are performed for readout by a
single circular PMT. These constraints will be relaxed in
the next section when building the Monte Carlo model.
A. Simple Analytic Model
The basic geometrical setup is shown in Fig. 2. From
any given point (x, y, z), the geometric efficiency of a
photon to hit the PMT window is given by
3η(x, y, z) =
∫ RPMT
0
drp
∫ 2pi
0
dθp
(h+ g − z) rp
4pi
[
(
√
x2 + y2 − rp cosθp)2 + (rp sinθp)2 + (h+ g − z)2
]3/2 (1)
ρ (x, y, z, t) =
1
2pi
√
2pi
1
σ2t σl
Exp
[
−1
2
(
(x− x0)2 + (y − y0)2
σ2t
+
(
z − z0 (t)
σl
)2)]
H (0, s0)× (1−H (h, sh)) (2)
where rp and θp are integration variables for the face of
the PMT, and all other terms are defined in Fig. 2 and
its caption. The distribution of charge within the drifting
cloud is given by
where σt and σl are defined in the caption of Fig. 2. In
Eq. (2) the Heaviside function creates a more continuous
cutoff in the cloud below z = 0 and above z = h:
H (zoff , α) =
1
1 + e−(z−zoff )/α
(3)
In Eq. (3), the offset parameter zoff is expressed in units
of distance, although dividing by the macroscopic elec-
tron drift speed transforms the Heaviside function from
the spatial to the temporal realm. The variable α sets the
strength of the cutoff, and is used to represent the sharp-
ness of the electric field gradient across the grid wires
that define the S2 volume. The best choice for α will de-
pend on the grids or surfaces that define the boundaries
of the S2 volume. In these simplified calculation α is set
to 0.2 mm. For these calculations similar electric field
transitions are assumed across the two boundaries. Thus
in Eq. (2) s0 = sh.
The center of the charge cloud (z0) in Fig. 2 drifts
upward with characteristic velocity v2, and may therefore
defined as,
z0 (t) = z0(0) + v2 t (4)
where z0(0) is the point at which the charge cloud is cen-
tered at the begining of our calculation. To accurately
represent the leading edge of the event signal, integration
of the charge cloud drift across the gain volume is initial-
ized with the charge cloud centroid −3σl below the gain
volume.
Just as the center of the charge cloud drifts as a func-
tion of time, so to do σl and σt. σl evolves according to
the equation
σl(t) =
√
CD,l(t) ∆t (5)
where CD,l(t) is the constant of longitudinal (transverse)
diffusion. Incorporating time dependence of σl and σt
made numerical calculations computationally intensive,
reducing the utility of this model. These terms are there-
fore held constant, and selected typical values calculated
based on the experimental setup. Time-dependence of
these parameters is re-introduced in the Monte Carlo cal-
culations discussed in Section III B.
The finite liftetime of the scintillation mechanism is
also included. In the case of noble elements, scintilla-
tion light is emitted during the relaxation of eximers,
which can be produced in a singlet or triplet state [14].
Singlet eximers relax quickly relative to most PMT re-
sponse times, while the slower triplet state extends the
pulse beyond the time that the last ionization electron
exits the gain volume. To incorporate the effect of fi-
nite singlet and triplet eximer lifetimes, we convolve the
light emission time with two exponentials, leading to the
equation
Ss/t (x, y, z, t) =
∫ t
0
η(x, y, z) ρ(x, y, z, t′)
(
Fs
τs
e−(t−t
′)/τs +
1− Fs
τt
e−(t−t
′)/τt
)
dt′ (6)
where τs and τt are the lifetime of singlet and triplet
eximers, respectively. Fs is the fraction of singlet states,
making 1 − Fs the fraction of triplet states. Fs is a free
parameter in our model that is not, to our knowledge,
corroborated in the existing literature.
The final step in the analytic treatment is to perform
the spatial integration:
S (t) =
∫ ∞
−∞
dx
∫ ∞
−∞
dy
∫ ∞
−∞
dz Ss/t (x, y, z, t) (7)
4B. Application of Analytic Model
Eq. (7) was numerically integrated over to obtain three
conceptual pulse shapes, each with different values of Fs
(Fig. 4). To avoid instabilities in the calculation, time
resolution finer than the singlet scintillation decay time
of 5 ns was needed, 1 ns was used. This temporal reso-
lution, combined with five integration variables (rp and
θp from Eq. (1) and x, y, and z from Eq. (7)) resulted
in a computational cost of 400 CPU-hours and required
post processing to eliminate artifacts from the numerical
integration. At this point the analytic model contains
sufficient complexity to serve as an effective validation
tool for Monte Carlo simulations. Such simulations are
are computationally efficient and enable the introduction
of additional physical processes that further impact the
response of proportional scintillation counters.
III. THE MONTE CARLO PULSE SHAPE
MODEL
A. Validation of the Monte Carlo Calculations
A simulation geometry consistent with that outlined
in Section II A was created using LUXSim [16], a
Geant4-based [17, 18] simulation package (Geant4 ver-
sion 4.9.4.p04). Additionally the physical processes con-
sidered in this initial simulation were set to be consistent
with Section II A.
For the Monte Carlo calculations, each simulated event
incorporated a number of electrons with Poisson mean of
230, roughly matching the number of ionization electrons
from a 6-keV X-ray given a 26.4-eV work function [19].
These ionization electrons were then distributed with a
probability given by Eq. (2), assuming t = 0 and given
the constant values of σl and σt shown in Table I. Each
electron was allowed to drift only parallel to the z-axis,
with no additional diffusion. Because Geant4 does not
track electrons below 250 eV, we employed user code to
track the location of the electrons as they drifted through
both the S1 and S2 volumes at a constant vertical veloc-
ity of v2. Optical photons were then generated in the S2
volume at the changing electron locations, and stochasti-
cally increased the photons’ times of emission according
to the singlet and triplet decays times, weighted by the
choice of Fs. Within the physical detector, we had a
TPB-coated slide 1 mm above the S2 volume, and for
the purposes of this initial Monte Carlo calculation, this
slide took place of the PMT window shown in Fig. 2.
Performing this Monte Carlo calculation resulted in
a time-varying train of photons incident on the TPB-
coated slide (Fig. 3). 100,000 individual traces were cal-
culated and summed to obtain an average pulse shape.
Figure 4 shows a comparison between our Monte Carlo
and analytic calculations. The close agreement between
the analytic and Monte Carlo curves gave confidence that
the physics considered in the analytic model was being
correctly handled in the Monte Carlo simulation. The
simulation required approximately 3 CPU-hours to run,
and provided results indistinguishable from the analytic
calculation.
B. Extending the Monte Carlo Calculations
The Monte Carlo simulation was extended to include
additional physical phenomena that impact the signals
from gas proportional scintillation counters. Table I lists
precise values and their sources that are used in the ex-
tended Monte Carlo simulations. The remainder of this
section is used to describe effects that were added to the
extended simulation.
1. Smoothly-varying electric field
The electric field has a direct effect on the average
electron drift speed, longitudinal and transverse diffu-
sion constants, photon production, and electron amplifi-
cation. A continuous one-dimensional model of the elec-
tric field was used. The field model, Fig. 5, smoothly
transitions from 100 V/cm in the bulk of the S1 volume,
to 1680 V/cm in the bulk of the S2 volume, to 0 V/cm
above the S2 volume.
2. Multiple drift speeds, variable σl and σt
The average electron drift speed depends in part on
the electric field. Magboltz [13] was used to calculate
the drift speed as a function of electric field (Fig. 6),
while keeping the pressure, temperature, and composi-
tion constant. These values were used in Monte Carlo
calculations.
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FIG. 3: A single simulated train of photons from ionization
electrons drifting through the S2 volume. For this trace, we
used Fs = 0.5.
5TABLE I: Parameters used in the analytic calculations of the pulse shape.
Parameter Value Source
Height of S2 volume (h) 38.735 mm
Measurement of physical detector
(See Section III A)
Gap between S2 volume and PMT (g) 1 mm
Measurement of physical detector
(See Section III A)
Radius of PMT (RPMT) 23 mm Hamamatsu specification sheet [15]
Initial cloud center (xo, yo, zo(0)) (0, 0, -5.7 mm) Given starting value (See Section II A)
Drift velocity in S2 volume (v2) 6.378 mm/µs magboltz calculation, v10.6 [13]
Heaviside transition strength (s0) 0.2 mm See Section II A
Singlet fraction (Fs) 0, 0.5, 1 Free parameter
Singlet lifetime (τs) 5 ns Ref. [14]
Triplet lifetime (τt) 2.7 µs
a Ref. [10], Ref. [14]
Longitudinal charge cloud width (σl) 1.9 mm Typical value (see Section III B 2)
Transverse charge cloud width (σt) 4.5 mm Typical value (see Section III B 2)
aSee Section IV for a discussion of the choice of τt.
s)µTime (
0 5 10 15 20 25
Av
er
ag
e 
pu
ls
e 
sh
ap
e 
(a
rb
. u
ni
ts
)
-1
-0.8
-0.6
-0.4
-0.2
0
Graph
 = 1.0 (Pure singlet)sF
 = 0.5sF
 = 0.0 (Pure triplet)sF
Dashed/dotted curves are from
Monte Carlo calculations
Dark, solid curves underlying the dashed/dotted
curves are from analytic calculations
FIG. 4: Comparison of the Monte Carlo and analytic calcu-
lations. The dashed curves of the Monte Carlo calculations
are plotted on top of the solid curves of the analytic cal-
culations. There is no appreciable difference between the
analytic and Monte Carlo results.
The dispersion of the drifting charge cloud is expected
to vary with time, Eq. (5). Additionally, the diffusion
constants CD,l and CD,t are functions of electric field
(Fig. 7), and therefore vary across the S1 and to the
S2 volume boundaries. The Magboltz code was used to
calculated values for these terms, and the diffusion of
charge in the MC simulation follows Eq. (5).
3. The location of energy depositions
The location of energy deposition within a detector
may impact the event shape in several ways: the depth of
interaction dictates the amount of diffusion experienced
by the charge cloud [20], the transverse position will im-
pact the efficiency for collecting S2 light, and multi-site
interactions (e.g. Compton scatters or photoelectric in-
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FIG. 5: Electric field profile for the single-phase detector.
We assume a simple model for the electric field that varies
only with the height, and not with the transverse dimensions.
The dotted vertical lines shows the extent of the S2 volume.
The horizontal dotted line shows the threshold for secondary
scintillation (see Section III B 7), and extended slightly out-
side the bounds of the S2 volume.
teraction followed by X-ray emission) result in spatially
distinct charge clouds. The 55Fe calibration source used
in the experimental system was collimated to provide X-
ray events close to the detector axis. The geometry of
this collimator was included in the simulation, and events
produced using the Geant4 Radioactive Decay Manager,
which generated both 5.9-keV and 6.4-keV X-rays from
the electron-capture decay of 55Fe.
4. Track length
Depending upon the energy and type of ionizing par-
ticle, the spatial extent of the charge cloud at t = 0 may
not be point-like. In the GPSC under study in this work,
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FIG. 6: Average drift speed and ionization rate calculated
using magboltz [13]. We applied an empirical fit between the
data points to provide smooth interpolation between data
points.
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FIG. 7: Transverse and lateral diffusion constants. As with
the drift speed, we used magboltz [13] to calculate the depen-
dency on the electric field. Also as with the drift speed, we
employed empirical fits to the data points to provide smooth
interpolation.
a 6-keV electron would leave a track length of approxi-
mately 1 mm [21]. With a maximum drift time of 0.4 µs,
this effect may be discernible in our detector. Within the
simulation, each step of energy deposition was divided by
the work function to generate the number of ionization
electrons in that step, and then track them as described
above.
5. Wavelength shifting
The scintillation wavelength of argon, 128 nm, is too
short to be observed by PMTs. S2 light must therefore be
wavelength shifted to create an observable PMT signal.
A slide of glass with a thin layer of Tetraphenyl Butadine
(TPB) on it, which not only shifted the wavelength of
the photon, but randomized the angle of emission, was
experimentally employed. The TPB wavelength shifter
was implemented in Geant4 using the G4OpWLS class.
The TPB absorption and emission spectra from [22] are
used, and a relaxation time constant of 2 ns [23] was
used to describe this process. The areal density of the
physical TPB coating was measured to be 0.062 mg/cm2,
corresponding to a thickness of 0.57461 µm. Because
G4OpWLS is a bulk process, as opposed to occurring
on the boundary between two materials, there was some
concern over whether this sub-micron thickness was too
narrow to allow for proper wavelength shifting and sub-
sequent optical photon interaction [24]. Upon further
analysis, it was determined that the narrow width of the
TPB was not problematic.
6. Photon generation and TPB scattering length
The integrated PMT pulse area of the experimental
data was normalized by the area of a single photoelectron
to obtain data in units of photoelectrons per event. This
allowed for immediate comparison between experimental
and simulation data. The PMT used in the experimental
data was a Hamamatsu type R329-02 with UV glass, and
over the range of the TPB emission spectrum the average
quantum efficiency was 17%. A wavelength-dependent
binomial process was included to describe the QE of the
PMT in the simulation.
Given the pressure, temperature, and electric field
in the experimental apparatus, a photon emission rate
of 9.86 photons / electron / cm with a threshold of
542 V/cm is expected based on the results of [25]. Pho-
ton scattering in the TPB layer was described using a
scattering length of 106.0 ± 0.5 nm. Reducing the scat-
tering length has the same effect as increasing the reflec-
tivity of the TPB.
Incorporating an appropriate attenuation length in the
TPB layer would have a similar effect on the transmissiv-
ity of the wavelength-shifted light. But without a pho-
todetector on both sides of the TPB layer, this degen-
eracy cannot be broken. It is therefore appropriate to
consider the scattering length reported here as an effec-
tive scattering length, rather than a measurement of a
physical scattering length.
7. Fano factor and secondary ionization
A constant Fano factor of 0.30 was applied to the cre-
ation of the ionization electrons to match that measured
in [27], though this is a simplification because both the
charge yield [28] and the Fano factor itself [29] vary with
energy.
Additionally, using magboltz, we calculate a value of
1145 V/cm for the threshold for secondary ionization in
the experimental apparatus. This value is lower than
7those suggested by [30] and [27], which were considered
during the experimental data collection campaign, how-
ever we find good agreement using the magboltz derived
value. The operation of the S2 volume above the on-
set for secondary ionization resulted in broadening of the
of the spectral peaks. Probabilistic secondary ionization
was therefore included in the MC model, using values
calculated with magboltz.
One possible explanation for the differences in ioniza-
tion thresholds might be found in the relatively short S2
volume used by in both [30] and [27]. With a short S2
volume, a very low ionization rate might not have been
distinguishable from systematic fluctuations in the re-
combination of the primary energy deposition, or photon
production rates in the S2 volume.
IV. COMPARISON BETWEEN ENERGY
SPECTRA AND PULSE SHAPES, AND
DISCUSSION
The MC model was tested against experimental data
from a single-phase, room-temperature argon GPSC. The
operation of this GPSC, as well as the experimental anal-
ysis algorithm, is detailed in Ref. [11]. There are, how-
ever, important differences between Ref. [11] and the cur-
rent work. First, the current work uses pure argon gas
and a window in front of the photomultiplier tube with a
coating of tetraphenyl butadiene (TPB) to shift the argon
scintillation light from 128 nm to the 420-nm range [12].
Second, the pressure of the argon gas in the current work
was 755 Torr at 21 ◦C, and the electric fields were 100
V/cm in the S1 volume, and 1680 V/cm in the S2 volume.
These voltages were used because they were the highest
attainable at the given pressure that resulted in stable
operation. Third, the gate time used in the current anal-
ysis was 1 µs, because of the longer scintillation decay
time of pure argon versus argon with a small admixture
of nitrogen [10].
Figure 8 shows a comparison between simulated and
experimental results, with strong agreement between cal-
culated and experimental spectra given the parameters
used.
The close agreement between the experimental and
simulated energy spectra suggests accurate handling of
several interconnected physical processes. The average
event shape allows for additional comparisons between
the simulated and experimental data. The effects incor-
porated in Section III B combined to give the calculated
pulse shown in Fig. 9. The large-scale shape stems from
the drifting of the ionization electrons through the S2
volume, combined with the µs-scale decay time of the
triplet lifetime.
As can be seen from Fig. 4, the lower the value of Fs,
the slower the initial rise of the pulse. In Fig. 9, the y-
intercept of the calculated pulse is greater than that of
the experimental pulse. Increasing Fs would make this
deviation even larger. We therefore set Fs = 0 when
calculating the pulse shape, and given this limiting case,
we conclude that singlet production in the S2 volume is
negligibly small.
Fitting an exponential decay to the experimental curve
between 9 and 13 µs gives a decay constant of 2.76 µs,
implying a partial nitrogen pressure of ∼ 7.5 × 10−6
Torr [10], or approximately one part in 108. The purifier
used to clean the argon gas (SAES model MC1500-903)
did not remove nitrogen, so this value is considered to be
an upper bound on any impurities within the argon gas.
The most noticeable mismatch between the experimen-
tal and calculated curves is in the trailing edge. Bet-
ter agreement was sought by letting various parameters
change from those obtained in the literature. The result-
ing curves, however, suffered from other inconsistencies
with the experimental data.
Ultimately, it was decided to forego modification to
the independent physical parameters in the model. Not
only were we unable to obtain a calculated curve that
matched the entirety of the experimental curve, but those
modifications were not physically well-motivated.
Given the attempts to obtain better agreement, we
conclude that the input most likely to cause deviation
from experimental results was the simple electric field
model employed (Fig. 5). A more accurate field calcu-
lation may resolve the discrepancy between the curves.
A more careful treatment of the electric field might also
reveal a large increase in the field near the top wires of
the S2 volume, resulting in both increased luminescence
and electron multiplication, with a perhaps substantial
impact on the pulse shape near the peak, which would
have a direct impact on the trailing edge.
Energy (phe)
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FIG. 8: Comparison of experimental and simulation energy
spectra. The main peak near 460 photoelectrons comes from
a dominant X-ray at 5.9 keV and a lower-intensity X-ray at
6.4 keV, while the smaller peak near 230 photoelectrons is a
combination of four escape peaks resulting from K-L2, K-L3,
K-M2, and K-M3 transitions. See [11] for details.
8V. EXTENSION TO DUAL-PHASE
DETECTORS
Dual-phase detectors, like GPSCs, utilize gas propor-
tional scintillation to measure ionization signals produced
in a target volume. The target volume, however, is liquid,
yielding significantly larger target densities while main-
taining the low-energy sensitivity of GPSCs. Dual-phase
proportional scintillation counters are subject to system-
atic effects beyond the scope of the current work.
Extension of the present work would require inclusion
of detector and electrode geometries, electron drift speed
and diffusion constants corresponding to the medium and
applied electric field, and the effects of the liquid-gas in-
terface which include a finite electron lifetime on this
surface and the effects of lateral fields on electron extrac-
tion location. Given the density of liquid as compared
to the gas, the energy deposition topology will also be
drastically different.
There are additional systematic effects specific to any
given detector, such as material reflectivity, scintillation
properties, bulk electron absorption, non-uniform electric
fields, and photodetector properties. The complexity of
a dual-phase detector can be considerable, and while the
model presented here may allow for reasonable prediction
of the pulse shape, it behooves experimenters to modify
the model presented here as necessary (see, e.g., Ref [32]).
VI. CONCLUSIONS
A model for description of S2 event shapes from
proportional scintillation counters was presented. The
model was based primarily on existing values and mea-
surements from the literature. The only free parameters
in this model were the singlet / triplet ratio in the S2 light
production, and the scattering length of the wavelength
Time (s)
0 2 4 6 8 10 12 14 16 18 20
6−10×
Le
ve
l (
ar
b.
 u
nit
s)
8−
6−
4−
2−
0
Simulation
Experiment
averageShape0
FIG. 9: Average shape of the S2 pulse. While the calculated
and experimental curves match in the rising edge, the trailing
edge is somewhat prolonged in the calculated curve. We
attribute this to the simplified model of our electric field.
shifter, tetraphenyl butadiene.
This model was compared to an analytic prediction for
a simplified case, and compared to experimental data in
a full detailed exploration. The discrepancy from the an-
alytic model was negligible, and the full model was in
close agreement with the experimental energy spectrum.
The final pulse shape deviated from the experimental re-
sults, with the most likely cause being an oversimplified
electric field model.
This work can be used to model the signal from GP-
SCs, and with extensions, dual-phase proportional scin-
tillation counters. It can be used to study energy and
position reconstruction, scintillation and ionization prop-
erties, optical parameters, and the impact of design pa-
rameters on future detectors.
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