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The k-set-agreement problem consists for a set of n processes to agree on less than k among
n possibly different values, each initially known to only one process. The problem is at the
heart of distributed computing and generalizes the celebrated consensus problem.
This paper considers the k-set-agreement problem in a synchronous message passing
distributed systemwhere up to t processes can fail by crashing. We determine the number
of communication rounds needed for all correct processes to reach a decision in a given
run, as a function of the degree of coordination k and the number of processes that actually
fail in the run, f ≤ t .
We prove that, for any integer 1 ≤ k < n, for any set-agreement protocol, for any
integer 0 ≤ f ≤ t , not all correct processes can decide within bf /kc + 1 rounds, in
any run with at most f process crashes. More specifically, we prove a lower bound of
min(bf /kc + 2, bt/kc + 1) rounds for early-deciding set-agreement. This bound is tight
because there is a set-agreement protocol that matches it, and the bound generalizes both
themin(f +2, t+1) bound previously obtained for early-deciding consensus and the t+1
bound previously obtained for the worst-case complexity of set-agreement.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Motivation
This paper studies the inherent trade-off between the degree of coordination that can be obtained in a synchronous
message passing distributed system, the time complexity needed to reach this degree of coordination in a given run of the
system, and the actual number of processes that crash in that run.
The systemmodelwe consider is the classical synchronousmessage passingmodel [17]. A set of processes communicates
in a round-based manner by exchanging messages. Processes can fail by crashing and a process that crashes stops its
computation forever. A process that does not crash is said to be correct. Otherwise it is said to be faulty. Processes all start
from round 0 and go from one round to the next one incrementally. In every round, every process that has not crashed
sends a message to all processes and receives the messages sent in the same round by all processes that did not crash by
that round. The message sent by a process that crashes in a round might reach a subset of processes only in that round. The
subset can range from the empty set to the entire set of processes. This is the source of state divergence between processes
in such a synchronous model.
We study in this model, the time complexity of the k-set-agreement [3] (or simply set-agreement) problem. The problem
consists for the processes of the system, each starting with its own value, possibly different from all other values, to agree
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on less than k among all initial values, despite the crash of some of the processes. The uncertainty induced by the partial
delivery of messages from failed processes makes this agreement non-trivial. The problem is a natural generalization of
consensus [9], which corresponds to the case where k = 1. Studying the time complexity of the problem in the synchronous
model comes down to determining the number of rounds needed to reach a decision by any protocol that solves the
problem.
Most studies of the time complexity of k-set-agreement focused on worst-case global decision bounds. Chaudhuri et al.
in [4], Herlihy et al. in [14], and Gafni in [10], have shown that, for any k-set agreement protocol tolerating at most t process
crashes, there exists a run in which bt/kc + 1 communication rounds are needed for all correct processes to decide. This is
a worst-case bound and it concerns a global decision. (The very notion of global decision means that we are interested in all
correct processes deciding.) The bound is tight and there are indeed protocols that match it, e.g., [4].
1.2. Contribution
This paper studies the complexity of early global decisions [5]. That is, assuming a knownmaximumnumber of t processes
that may crash, early-deciding protocols are those that takes advantage of the effective number f ≤ t of failures in any run.
In particular, for runs where f is significantly smaller than t , such optimistic protocols are appealing for it is often claimed
that it is good practice to optimize for the best and plan for the worst.
Basically, assuming amaximum number t of failures in a system of n+1 processes, we address in this paper the question
of how many communication rounds are needed for all correct processes to decide (i.e., to reach a global decision) in any
run of the systemwhere f processes fail. Interestingly, there is a protocol through which all correct processes decide within
min(bf /kc + 2, bt/kc + 1) rounds in every run in which at most f processes crash [11].
We prove in this paper, a lower bound result of min(bf /kc + 2, bt/kc + 1) on the round complexity needed to reach a
global decision in any run in which at most f processes crash. This is a best-case complexity bound and the bound is thus
tight. Our result generalizes, on the one hand, results on worst-case global decisions for set agreement [4,14], and on the
other hand, results on early global decisions for consensus [16,2]. As we discuss in the background section, our bound is also
complementary to results on early local decisions for set-agreement [11] with an unbounded number of processes.
To prove our lower bound result, we use the notion of pseudosphere introduced in [14], and we combine it with a
mathematical object we introduce here and which we call the early-deciding operator. The result of this combination is
a convenient abstraction to describe the topological structure of a bounded number of rounds of an early-deciding full
information synchronous message-passing protocol.
We prove our lower bound by contradiction. Roughly speaking, we proceed as follows:
• We construct the complex (set of points in an Euclidean space) representing the states of the processes after:
(1) a bounded number of rounds of a full information synchronous message-passing protocol, where k processes crash in
each round;
(2) followed by a single round in which k processes crash but no process sees more than k − 1 crashes. That is, every
process receives messages from at least n− k− 1 processes: in a sense, we remove all runs where the processes see
k failures in the last round.• We show that the connectivity of the resulting complex remains high enough. Indeed, the main challenge and technical
contribution of the paper is to show that the connectivity at the end of the last round remains the same as in the previous
one, even after removing the runs where the processes see k failures in the last round. Beforehand, we introduce some
background topological notions that help define connectivity. We then derive from earlier results in the literature the
fact that such a high connectivity prevents at least one correct process from deciding in this last round, without violating
the properties of k-set-agreement.
• Our contradiction is finally obtained using the observation that, seeing only k− 1 failures in the last round, even if these
failures are different, all correct processes indeed need to decide in this round.
1.3. Roadmap
The rest of the paper is organized as follows. Section 2 discusses the background and related work. Section 3 gives an
overview of the lower bound proof. Section 4 presents our model of distributed computation. Section 5 presents some
topological preliminaries, used in our lower bound proof. Section 6 presents the proof. Section 7 concludes the paper by
describing two open problems.
2. Background
2.1. Asynchronous impossibility of set-agreement
The set-agreement problem was introduced in 1990 by Chaudhuri in [3] and has been constituting a very active area of
research within the theory of distributed computing.
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Chaudhuri presented in [3] solutions to the problem in the asynchronous systemmodel where k−1 processesmay crash,
and gave an asynchronous impossibility proof for the casewhere at least k processesmight crash, assuming a restricted class
of distributed protocols called stable vector protocols.
In 1993, three independent teams of researchers, namely Herlihy and Shavit [15], Borowosky and Gafni [1], and Saks and
Zaharoglou [19], proved, concurrently, that k-set-agreement is impossible in an asynchronous systemwhen k processesmay
crash (without the restriction to stable vector protocols). All used topological arguments for showing the results.
Herlihy and Shavit also introduced in [15] a complete topological characterization of asynchronous shared-memory runs,
using the concept of algebraic spans [13], and derived the impossibility of k-set-agreement as a corollary.
2.2. Synchronous complexity of set-agreement
Chaudhuri et al. in [4] then investigated the k-set-agreement problem in the synchronous message-passing system, and
established that, any k-set-agreement protocol tolerating at most t process crashes, has at least one run in which bt/kc + 1
rounds are needed for all processes to decide. This is aworst-case complexity bound for synchronous set-agreement. Herlihy
et al. in [14] revised and simplified the proof of this lower bound by introducing andmaking use of a pseudosphere topological
construction, which inspired the proof technique of this paper.
Dolev, Reischuk and Strong were the first to study best-case complexity and consider early-stopping protocols. In
particular, they studied in [5] the Byzantine agreement problem, for which they gave the first early-stopping protocol, i.e.,
a protocol that terminates earlier when fewer failures than those tolerated occur.
Keidar and Rajsbaum in [16], and Charron-Bost and Schiper in [2], considered early-deciding consensus in the
synchronous message-passing system and proved that f + 2 rounds are needed for all processes to decide, in runs with
at most f process crashes.
2.3. Early-deciding set-agreement
Early-deciding k-set-agreement was first studied by Gafni et al. in [11]. An early-deciding k-set-agreement protocol was
proposed, together with a matching lower bound. As we discuss now, the bound we prove in this paper and that of [11] are
in a precise sense incomparable.
• On one hand, the bound was given in [11] for the case where the number n of processes is unbounded. It is in this sense a
weaker result than the one we prove here. Indeed, the lower bound in [11] does not generalize the results on consensus
where n + 1 (the total number of processes), and t (the number of failures that may occur in any run) are fixed, nor on
the (worst-case) complexity of k-set-agreement. In the present paper, we assume that n and t are fixed and known, and
we present a global decision lower bound result that generalizes the results on the (best-case) time complexity of early-
deciding consensus and the worst-case time complexity of k-set-agreement [4,14,16,2]. All these bounds considered
global decision with a fixed and known number of processes.
• On the other hand, the bound of [11] states that no single process may decide within bf /kc+ 1 rounds. In this sense, the
result of [11] characterizes a local decision [7] bound and is in this sense stronger than the bound of this paper.
Coming up with a bound on local decisions in the context of a known number of processes is an open question that is out
of the scope of this paper. We come back to that in the last section of this paper.
3. Proof intuition
3.1. Topology of set-agreement
Our lower bound proof builds on the relationship between distributed algorithms and algebraic topology, especially
as presented in [15]. In the context of that relationship, the impossibility of set-agreement comes down to showing that
the runs, or a subset of the runs, produced by a full-information protocol (a generic protocol where processes exchange
their complete local state in any round), gathered altogether within a protocol complex, have a sufficiently high connectivity.
Along the same lines, proving a lower bound on the time-complexity of set-agreement comes down to showing that, during
a certain number k of rounds, the connectivity remains high-enough, i.e., no decision is possible before round k.
Connectivity is an abstract notion of algebraic topology: 0-connectivity corresponds to the traditional graph connectivity,
and k-connectivity intuitively means the absence of ‘‘holes’’ of dimension k. The high connectivity of a protocol complex
denotes the presence of runs (i.e., representing executions of the processes), within the corresponding protocol, in which
processes have all distinct states, and thus would decide on distinct values.
Our lower bound proof works by contradiction. We assume that all processes decide by the end of round bf /kc + 1 in
any run with at most f failures, and we derive a contradiction.
More specifically, the proof is split into two parts:
• The first part concerns rounds 1 to bf /kc.
• The second part concerns round bf /kc + 1.
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The second part builds on the result of the first part. In both parts, we show that that a full information protocol remains
highly connected, thus preventing processes from achieving k-set-agreement.
3.2. First k rounds
In our lower bound proof, it is only necessary to consider a subset of all possible runs. The proof is thus made easier
by considering this subset of runs only. This subset gathers all the runs in which at most k processes crash in any round,
starting from the set of all system states where n + 1 processes proposes values from the value range V . The protocol
complex corresponding to this subset of runs is (k − 1)-connected, at the end of any round r: we reuse here the result
of [14] to determine that connectivity.
Very roughly speaking, the (k− 1)-connectivity of the protocol complex at the end of round bf /kc + 1 is made by those
runs in which k + 1 processes have k + 1 distinct estimate values of the set-agreement decision. The fact that a process has
an estimate value at some point means, intuitively, that the state of the process at that point of the run could be reached in
a run where the process eventually decides that value. Hence, k+ 1 processes having k+ 1 distinct estimate values would
thus decide on k+ 1 distinct values if these processes had to decide at the end of round bf /kc + 1.
3.3. Last round
In round bf /kc + 1, we extend the protocol complex with a round in which, as before, at most k processes crash, but
every process observes at most k− 1 crashes. In other words, in this additional round bf /kc+ 1, every process that reaches
the end of the round receives a message from at least one process that crashes in round r + 1.
The intuition behind this round is to force processes to decide at the end of round bf /kc+ 1, and then obtain the desired
contradiction with the computation of the connectivity. We can force processes here to decide precisely because we assume
an early-deciding protocol. Indeed, any process pi that receives, in round bf /kc + 1, at least one message from one of the k
processes that crash in round bf /kc + 1, decides at the end of round bf /kc + 1.
3.4. Contradiction
We show in the second part of the proof that extending the protocol complex obtained at the end of round bf /kc, with
the round bf /kc + 1 described in the previous paragraph, i.e., where at most k processes crash but any process observes at
most k− 1 crashes, preserves the (k− 1)-connectivity of the protocol complex, at the end of round bf /kc + 1. By applying
the result relating high connectivity and impossibility of set-agreement, formalized in Theorem 5, we derive the fact that
not all processes may decide at the end of round bf /kc + 1.
The subset of runs thatwe consider is indistinguishable for any process at the end of round bf /kc+1, froma run that has at
most k crashes in the first bf /kc rounds, and atmost k−1 crashes in round bf /kc+1: a total of k bf /kc+(k−1) crashes. In this
case, processes must decide at the end of round bf /kc+ 1, which contradicts the result obtained in the previous paragraph.
4. Distributed computing model
4.1. Processes
We consider a distributed systemmade of a setΠ of n+1 processes, p0, . . . , pn. Each process is a infinite state-machine.
The processes communicate via message passing though reliable channels, in synchronous rounds.
Every round r proceeds in three phases: (1) first, any process pi sends a message to all processes inΠ ; (2) then, process
pi receives all the messages that have been sent to it in round r; (3) last, pi performs some local run, changes its state, and
starts round r + 1.
4.2. Failures
The processes may fail by crashing. When a process crashes, it stops executing any step from its assigned protocol. If any
process pi crashes in the course of sending its message to all the processes, a subset only of the messages that pi sends are
received.
We assume that atmost t out of then+1processesmay crash in any run. The identity of the processes that crash vary from
one run to another and is not known in advance. We denote by f ≤ t the effective number of crashes that occur in any run.
4.3. Problem
In this paper, we consider the k-set-agreement problem. In this problem, any process pi is supposed to propose a value
vi ∈ V , such that |V | > k (otherwise, the problem is trivially solved), and eventually decide on a value v′i , such that the
following three conditions are satisfied:
(1) (Validity) Any decided value v′i is a value vj proposed by some process pj.
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(2) (Termination) Eventually, every correct process decides.
(3) (k-set-agreement) There are at most k distinct decided values.
5. Topological background
This section recalls some notions and results from basic algebraic topology (presented, for example in [18]) and some
definitions and results from [14] that are needed to prove our result.
5.1. Simplexes and complexes
It is convenient tomodel a global state of a system of n+1 processes as an n-dimensional simplex Sn = (s0, . . . , sn), where
si = 〈pi, vi〉 defines local state vi of process pi [15]. We say that the vertexes s0, . . . , sn span the simplex Sn. We say that a
simplex T is a face of a simplex S if all vertexes of T are vertexes of S. A set of global states is modeled as a set of simplexes,
closed under containment, called a complex.
5.2. Protocols
A protocol P is a subset of runs of our model. For any initial state represented as an n-simplex S, a protocol complex
P (S) defines the set of final states reachable from them through the runs in P . In other words, a set of vertexes
〈pi0 , vi0〉, . . . , 〈pin , vin〉 span a simplex in P (S) if and only if (1) S defines the initial state of pi0 , . . . , pin , and (2) there is
a run in P in which pi0 , . . . , pin finish the protocol with states vi0 , . . . , vin . For a set {Si} of possible initial states, P (∪iSi)
is defined as ∪iP (Si). If Sm is a face of Sn, then we define P (Sm) to be a subcomplex of P (Sn) corresponding to the runs in
P in which only processes of Sm take steps and processes of Sn\Sm do not take steps. For m < n − t , P (Sm) = ∅, since in
our model, there is no run in which more than t processes may fail.
For any two complexesK andL,P (K ∩L) = P (K)∩P (L): any state ofP (K ∩L) belongs to bothP (K) andP (L),
any state from P (K) ∩P (L) defines the final states of processes originated fromK ∩L and, thus, belongs to P (K ∩L).
We denote by I a complex corresponding to a set of possible initial configurations. Informally, a protocol P solves k-
set-agreement for I if there exists a map δ that carries each vertex of P (I) to a decision value in such a way that, for any
Sm = (〈pi0 , vi0〉, . . . , 〈pim , vim〉) ∈ I (m ≥ n − f ), we have δ(P (Sm)) ⊆ {vi0 , . . . , vim} and |δ(P (Sm))| ≤ k. (The formal
definition of a solvable task is given in [15].)
Thus, in order to show that k-set-agreement is not solvable in r rounds, it is sufficient to find an r-round protocolP that
cannot solve the problem for some I.
Such a protocol can be interpreted as a set of worst-case runs in which no decision can be taken.
5.3. Pseudospheres
To prove our lower bound, we use the notion of pseudosphere introduced in [14] as a convenient abstraction to describe
the topological structure corresponding to a bounded number of rounds of our model. Tomake the paper self-contained, we
recall the pseudosphere definition from [14] here:
Definition 1. Let Sm = (s0, . . . , sm) be a simplex and U0, . . . ,Um be a sequence of finite sets. The pseudosphere
ψ(Sm;U0, . . . ,Um) is a complex defined as follows. Each vertex of ψ(Sm;U0, . . . ,Um) is a pair 〈si, ui〉, where si is a vertex
of Sm and ui ∈ Ui. Vertexes 〈si0 , ui0〉, . . . , 〈sil , uil〉 define a simplex of ψ(Sm;U0, . . . ,Um) if and only if all sij (0 ≤ j ≤ l) are
distinct. If for all 0 ≤ i ≤ m, Ui = U , the pseudosphere is written ψ(Sm;U).
The following properties of pseudospheres follow from their definition:
(1) If U0, . . . ,Um are singleton sets, then ψ(Sm;U0, . . . ,Um) ∼= Sm.
(2) ψ(Sm;U0, . . . ,Um) ∩ ψ(Sm; V0, . . . , Vm) ∼= ψ(Sm;U0 ∩ V0, . . . ,Um ∩ Vm).
(3) If Ui = ∅, then ψ(Sm;U0, . . . ,Um) ∼= ψ(Sm−1;U0, . . . , Ûi, . . . ,Um), where circumflex means that Ui is omitted in the
sequence U0, . . . ,Um.
5.4. Connectivity
Computing the connectivity of a given protocol complex plays a key role in characterizing whether the corresponding
protocol may solve k-set-agreement. Informally speaking, a complex is said to be k-connected if it has no holes in dimension
k or less. Theorem 5 below states that a protocol complex that is (k− 1)-connected cannot solve k-set-agreement.
Before giving a formal definition of connectivity, we briefly recall the standard topological notions of a disc and of a sphere.
We say that a complex C is an m-disk if |C| (the convex hull occupied by C) is homeomorphic to {x ∈ Rm|d(x, 0) ≤ 1}
whereas it is an (m − 1)-sphere if |C| is homeomorphic to {x ∈ Rm|d(x, 0) = 1}. For instance, the 2-disc is the traditional
two-dimensional disc, whereas the 2-sphere is the traditional three-dimensional sphere.
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We adopt the following definition of connectivity, given in [15]:
Definition 2. For k > 0, a complex K is k-connected if, for every m ≤ k, any continuous map of the m-sphere to K can
be extended to a continuous map of the (m + 1)-disk. By convention, a complex is (−1)-connected if it is non-empty, and
every complex is k-connected for k < −1.
We will also use the following corollary to the Mayer–Vietoris sequence [18] that helps define the connectivity of the
result of P applied to a union of complexes:
Theorem 3. IfK andL are k-connected complexes, andK ∩L is (k− 1)-connected, thenK ∪L is k-connected.
The following theorem from [12] generalizes Theorem 9 and Theorem 11 of [14] and helps define the connectivity of
a union of pseudospheres. The proof basically reuses the arguments from [14]. Later in the paper, we use Theorem 4 to
compute the connectivity resulting of our early-deciding operator.
Theorem 4. Let P be a protocol, Sm a simplex, and c a constant integer. Let for every face S l of Sm, the protocol complex P (S l)
be (l − c − 1)-connected. Then, for every sequence of finite sets {A0j}mj=0, . . . , {Alj}mj=0, such that for any j ∈ [0,m],
l⋂
i=0
Aij 6= ∅,
the protocol complex
P
(
l⋃
i=0
ψ(Sm; Ai0 , . . . , Aim)
)
is (m− c − 1)-connected. (Eq. 1)
Proof. Since for any sequence V0, . . . , Vl of singleton sets, ψ(S l; V0, . . . , Vl) ∼= S l, we notice that P (ψ(S l; V0, . . . , Vl)) ∼=
P (S l) is (l− c − 1)-connected.
(i) First, we prove that, for any m and any non-empty sets U0, . . . ,Um, the protocol complex P (ψ(Sm;U0, . . . ,Um))
is (m − c − 1)-connected. We introduce here the partial order on the sequences U0, . . . ,Um: (V0, . . . , Vm) ≺
(U0, . . . ,Um) if and only if each Vi ⊆ Ui and for some j, Vj ⊂ Uj. We proceed by induction on m. For m = c
and any sequence U0, . . . ,Um, the protocol complex P (ψ(Sm;U0, . . . ,Um)) is non-empty and, by definition, (−1)-
connected.
Now assume that the claim holds for all simplexes of dimension less than m (m > c). We proceed by induction
on the partially-ordered sequences of sets U0, . . . ,Um. For the case where (U0, . . . ,Um) are singletons, the claim
follows from the theorem condition. Assume that the claim holds for all sequences smaller than U0, . . . ,Um and
there is an index i, such that Ui = v ∪ Vi, where Vi is non-empty (v /∈ Vi). P (ψ(Sm;U0, . . . ,Um)) is the union of
K = P (ψ(Sm;U0, . . . , Vi, . . . ,Um))
and
L = P (ψ(Sm;U0, . . . , {v}, . . . ,Um))
which are both (m− c − 1)-connected by the induction hypothesis. The intersection is:
K ∩L= P (ψ(Sm;U0, . . . , Vi ∩ {v}, . . . ,Um)) =
= P (ψ(Sm;U0, . . . ,∅, . . . ,Um)) ∼=∼= P (ψ(Sm−1;U0, . . . , ∅̂, . . . ,Um)).
The argument of P in the last expression represents an (m− 1)-dimensional pseudosphere which is (m− c − 2)-
connected by the induction hypothesis. By Theorem 3,K ∪L = P (ψ(Sm;U0, . . . ,Um)) is (m− c − 1)-connected.
(ii) Now we prove our theorem by induction on l. We show that for any l ≥ 0 and any sequence of sets {Aij} satisfying
the condition of the theorem, Equation 1 is guaranteed. The case l = 0 follows directly from (i). Now assume that,
for some l > 0,
K = P
(
l−1⋃
i=0
ψ(Sm; Ai0 , . . . , Aim)
)
is (m− c − 1)-connected. (Eq. 2)
By (i),L = P (ψ(Sm; Al0 , . . . , Alm)) is (m− c − 1)-connected. The intersection is
K ∩L = P
(
(
l−1⋃
i=0
ψ(Sm; Ai0 , . . . , Aim)) ∩ ψ(Sm; Al0 , . . . , Alm)
)
= P
(
l−1⋃
i=0
ψ(Sm; Ai0 ∩ Al0 , . . . , Aim ∩ Alm)
)
.
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By the initial assumption (Equation 2), for any j,
l−1⋂
i=0
(Aij ∩ Alj) =
l⋂
i=0
Aij 6= ∅. Thus by the induction hypothesis,
K ∩L = P
(
l−1⋃
i=0
ψ(Sm; Ai0 ∩ Al0 , . . . , Aim ∩ Alm)
)
is (m− c − 1)-connected.
By Theorem 3,K ∪L is (m− c − 1)-connected. 
5.5. Impossibility and connectivity
The following theorem, borrowed from [14], is based on Sperner’s lemma [18]: it relates the connectivity of a protocol
complex derived from a pseudosphere, with the impossibility of k-set-agreement:
Theorem 5. Let P be a protocol. If for every n-dimensional pseudosphere ψ(p0, . . . , pn; V ), where V is non-empty,
P (ψ(p0, . . . , pn; V )) is (k−1)-connected, and there are more than k possible input values, thenP cannot solve k-set agreement.
6. Lower bound
We prove now our lower bound result.
We first describe the structure of the proof and its main elements.
6.1. Proof structure
As we pointed out in Section 3, our lower bound proof proceeds by contradiction. We exhibit a full information
protocol P , such that the corresponding complex satisfies the precondition of Theorem 5: namely, for any pseudosphere
ψ(p0, . . . , pn; V ), whereV is non-empty,P (ψ(p0, . . . , pn; V )) is (k−1)-connected. (Remember that the (k−1)-connectivity
of the protocol complex at the end of round bf /kc + 1 is made by those runs in which k + 1 processes would thus decide
on k+ 1 distinct values if these processes had to decide at the end of round bf /kc + 1.)
We then focus on a subset of all possible runs. This subset gathers all the runs in which at most k processes crash in any
round, starting from the set of all system states where n+1 processes proposes values from the value range V . The protocol
complex corresponding to this subset of runs is (k− 1)-connected, at the end of any round r . This connectivity is measured
using using the § topological operator, introduced in [14] and recalled below.
In round r + 1, we extend the protocol complex with a last round in which at most k process crash, but every process
observes at most k − 1 crashes. In other words, in the last round r + 1, every process that reaches the end of the round
receives a message from at least one process that crashes in round r + 1.
We show that extending the protocol complex obtained at the end of round r , with a single round r + 1 where at most k
processes crash but any process observes at most k− 1 crashes, preserves the (k− 1)-connectivity of the protocol complex
at the end of round r + 1. We establish this using a new topological operator E which we introduce below.
By applying Theorem 5, we derive the fact that not all processes may decide at the end of round r + 1.
6.2. Single round and multiple round operators
In the proof,weuse the roundoperator §,which generates a set of runs in a synchronousmessage-passingmodel, inwhich
at most k processes may crash in any round. § was introduced in [14]. We recall some results about § that are necessary for
presenting our lower bound.
The protocol complex ğ1(S l) corresponds to all single-round runs of our model, starting from an initial configuration S l,
in which up to k processes can fail by crashing. We consider the case where k ≤ t , otherwise the protocol complex is trivial.
ğ1(S l) is the union of the complexes ğ1K (S
n) of single-round runs starting from Sn in which exactly the processes in K fail.
Given a set of processes, let Sn\K be the face of Sn labeled with the processes not in K . Lemmas 6–8, that we introduce
below, are Lemmas 18, 21 and 22 from [14]. The first lemma says that ğ1K (S
n) is a pseudosphere, which means that ğ1(Sn) is
a union of pseudospheres.
The following two lemmas are taken directly from [14]:
Lemma 6. ğ1K (S
n) ∼= ψ(Sn\K ; 2K ).
Lemma 7. If n ≥ 2k and for all l, then ğ1(S l) is (l− (n− k)− 1-connected.
The connectivity result over a single round is now used to compute the connectivity over runs spanningmultiple rounds.
Lemma 8. If n ≥ rk+ k, and ğr is an r-round, (n+ 1)-process protocol with degree k, then ğr(S l) is (l− (n− k)− 1)-connected
for any 0 ≤ m ≤ n.
R. Guerraoui et al. / Theoretical Computer Science 410 (2009) 570–580 577
6.3. Early-deciding operator
So far, we have given characteristics of runs in which at most k processes may crash in a round, without being interested
in how many of these crashes other processes actually see.
We introduce in this section another round operator, E1(Sn), which generates all single-round runs from the initial
simplex Sn, in which at most k processes crash, and any process that does not crash misses at most k − 1 messages from
crashed processes (in other words, any process that does not crash receives a message from at least one crashed process).
E1(Sn) is the complex of one-round runs of an (n+ 1)-process protocol with input simplex Sn in which at most k processes
crash and every non-crashed process misses at most k− 1 messages. It is the union of complexes E1K (Sn) of one-round runs
starting from Sn in which exactly the processes in K fail and any process that does not crash misses at most k− 1 messages.
We first show that E1K (S
n) is a pseudo-sphere,whichmeans that E1(Sn) is a union of pseudo-spheres. In the following lemma,
2Kk denotes the set of all subsets of K of size at most k− 1.
Lemma 9. E1K (S
n) ∼= ψ(Sn\K ; 2Kk ).
Proof. The processes that do not crash are those in Sn\K . Each process that does not crashmay be labeled with all messages
from processes that do not crash (processes in Sn\K ), plus any combination of size at most k − 1 of the messages from
processes that crash, represented by the subsets in 2Kk . Hence, for any i ∈ ids(Sn\K), then label(i) concatenates Sn\K , plus a
particular subset of K . 
To compute the union of all the pseudo-spheres, we first need to characterize their intersection, before being able to use
the Mayer–Vietoris theorem [14]. We order the sets K in lexicographic order of process ids, starting from the empty set,
singleton sets, 2-process sets, etc. Let K0, . . . , Kl be the ordered sequence of process ids less than or equal to Kl, listed in
lexicographic order.
Lemma 10.
l−1⋃
i=0
E1Ki(S
n) ∩ E1Kl(Sn) ∼=
⋃
j∈Kl
ψ(Sn\Kl; 2Kl−{j}k ).
Proof. The proof proceeds in two parts, first for the⊆ inclusion, then for the⊇ inclusion.
For the⊆ inclusion, we show that any E1Ki(Sn) ∩ E1Kl(Sn) is included in ψ(Sn\Kl; 2
Kl−{j}
k ) for some j in Kl:
E1Ki(S
n) ∩ E1Kl(Sn) ∼= ψ(Sn\Ki; 2Kik ) ∩ ψ(Sn\Kl; 2Klk ) (1)
∼= ψ((Sn\Ki) ∩ (Sn\Kl); (2Kik ) ∩ (2Kkk )) (2)
∼= ψ(Sn\(Ki ∪ Kl); 2Ki∩Klk ) (3)
⊆ ψ(Sn\Kl; 2Kl−{j}k ). (4)
Eq. (1) follows from the definition. Eqs. (2) and (3) follow from basic properties of pseudo-spheres. Eq. (4) follows from the
following observation: since Ki precedes Kl in the sequence and Ki 6= Kk, then there exists at least one process pj ∈ Kl and
pj /∈ Ki. Thus we have (i) Sn\(Ki ∪ Kl) ⊆ Sn\Kl and (ii) 2Kj∩Klk ⊆ 2Kl−{j}k .
For the ⊇ inclusion, we observe that for any process pj, each set Kl − {j} precedes Kl in the sequence. Hence, for any
process pj, we have:
E1Kl−{j}(S
n) ∩ E1Kl(Sn) ∼= ψ(Sn\Kl − {j}; 2Kl−{j}k ) ∩ ψ(Sn\Kl; 2Klk ) (5)
∼= ψ((Sn\Kl − {j}) ∩ (Sn\Kl); 2Kl−{j}k ∩ 2Klk ) (6)
∼= ψ(Sn\Kl; 2Kl−{j}k ). (7)
Eq. (5) follows from the definition of the early-deciding operator. Eq. (6) follows from basic properties of pseudo-spheres,
presented in Section 5.3. Eq. (7) follows from the fact that Kl − {j} ∩ Kl = Kl − {j}. 
We denote E1(Sn) the protocol complex for a one-round synchronous (n+ 1)-process protocol in which no more than k
processes crash, and every process that does not crash misses at most k− 1 messages from processes that crash.
Lemma 11. For n ≥ 2k, then E1(Sm) is (k− (n−m)− 1)-connected.
Proof. We have three cases: (i)m = n, (ii) n− k ≤ m < n, and (iii)m < n− k.
For case (i), let K0, . . . , Kl be the sequence of sets of k processes that crash in the first round ordered lexicographically,
that are less or equal to Kl. Let Kl be the maximal set of k processes, i.e., Kl = {pn−k+1, . . . , pn}. Then we have:
E1(Sn) =
l⋃
i=0
E1Ki(S
n).
578 R. Guerraoui et al. / Theoretical Computer Science 410 (2009) 570–580
We inductively show on l that E1(Sn) is (k− 1)-connected. First, observe that for l = 0, then E1K0(Sn) ∼= ψ(Sn; {∅}) ∼= Sn
which is (n− 1)-connected. As n ≥ 2k, n− 1 ≥ k− 1, and E1K0(Sn) is (k− 1)-connected.
For the induction hypothesis, assume that
K =
l−1⋃
i=0
E1Ki(S
n)
is (k− 1)-connected. Let the complexL be:
L = E1Kl(Sn) = ψ(Sn\Kl; 2Klk ).
As dim(Sn\Kl) ≥ n− k,L is (n− k− 1)-connected by Corollary 10 of [14]. As n ≥ 2k,L is (k− 1)-connected.
Wewant to show thatK∪L is (k−1)-connected, and for that, we need to show thatK∩L is at least (k−2)-connected.
We have:
K ∩L =
l−1⋃
i=0
E1Ki(S
n) ∩ E1Kl(Sn) (8)
=
⋃
j∈Kl
ψ(Sn\Kl; 2Kl−{j}k ). (9)
Eq. (8) follows from the definition ofK andL. Eq. (9) follows from Lemma 10.
Now let Ai = 2Kl−{i}k . We know that⋂
i∈Kl
Ai = {∅} 6= ∅
and Sn\Kl has dimension at least n − k, so Corollary 12 of [14] implies that K ∩ L is (n − k − 1)-connected. As n ≥ 2k,
K ∩L is (k− 1)-connected.
For case (ii), n − k ≤ m < n. Recall that E1(Sm) is the set of runs in which only processes in Sm take steps. As a result,
the corresponding protocol complex is equivalent to the complex made of runs ofm+ 1 processes, out of which k− n+m
may be faulty. If we now substitutem for n, and k− n+m for k, E1(Sm) is (k− (n−m)− 1)-connected.
For case (iii),m < n− k, k− (n−m)− 1 < −1 and thus, E1(Sm) is empty. 
Combining our one-round operator E and the round operator S corresponding to the set of runs in which at most k
processes crash in a round, we obtain that:
Lemma 12. If n ≥ (r + 1)k + k, E1(Sr(Sm)) is an (r + 1)-round, (n + 1)-process protocol with degree k, then E1(Sr(Sm)) is
(k− (n−m)− 1)-connected, for any 0 ≤ m ≤ n.
Proof. We prove the theorem by induction on r . For the base case r = 0, n ≥ 2k and thus in this case, Lemma 11 proves
that E1(Sm) is (k− (n−m)− 1)-connected. For the induction hypothesis, assume the claim holds for r − 1.
We first consider the case where m = n. We denote by K0, . . . , Kl the sequence of all sets of processes less than or
equal to Kl, listed in lexicographic order. The set of r-round runs in which exactly the processes in Ki fail in the first round
can be written as ğr−1i (ğ
1
Ki
(Sn)), where ğr−1i is the complex of for an (r − 1)-round, (t − |Ki|)-faulty, (n + 1 − |Ki|)-process
full-information protocol. The ğr−1i are considered as different protocols because the ğ
1
Ki
(Sn) have varying dimensions. We
inductively show that if |Kl| ≤ k, then
l⋃
i=0
E1(ğr−1i (ğ
1
Ki(S
n))) is (k− 1)-connected.
The claim then follows when Kl is the maximal set of size k.
For the base case, we have l = 0, K0 = ∅, and thus ğ1∅(Sn) is ψ(Sn; 2∅) ∼= Sn, and E1(ğr−1(Sn)) is (k − 1)-connected by
the induction hypothesis on r .
For the induction step on l, assume that
K =
l−1⋃
i=0
E1(ğr−1i (ğ
1
Ki(S
n))) is (k− 1)-connected.
By Lemma 6, we have
L = E1(ğr−1l (ğ1Kl(Sn))) = E1(ğr−1l (ψ(Sn\Kl; 2Kl))).
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We recall that E1(ğr−1l ) is a rk-faulty, (n+ 1− |Kl|)-process, r-round protocol, where n+ 1− |Kl| ≥ rk, so by the induction
hypothesis, for each simplex Sd ∈ ğ1Kl(Sn) = ψ(Sn\Kl; 2Kl), E1(ğr−1l (Sd)) is (k− (n−|Kl|−d)−1)-connected. By Theorem 4,
E1(ğr−1l (ψ(2\Kl; 2Kl))) = E1(ğr−1l (ğ1Kl(Sn))) = L is (k− 1)-connected.
We claim the following property:
Claim 13.
K ∩L =
l−1⋃
i=0
E1(ğr−1i (ψ(S
n\Ki; 2Ki))) ∩ E1(ğr−1l (ψ(Sn\Kl; 2Kl)))
= E1
(˜
ğr−1l
(⋃
i∈Kl
ψ(Sn\Kl; 2Kl−{i})
))
,
where ğ˜r−1l is a protocol identical to ğ
r−1
l except that ğ˜
r−1
l fails at most k− 1 processes in its first round.
Proof. For the ⊆ inclusion, in the exact same manner as we have seen in the proof of Lemma 10 and, for each i, there is
some j ∈ Kl such that:
ψ(Sn\Ki ∩ Sn\Kl; 2Ki∩Kl) ⊆ ψ(Sn\Kl; 2Kl−{j}).
There remains to show how E1(ğr−1i ) and E1(ğ
r−1
l ) intersect. Because pj has already failed in E
1(ğr−1l ), the only runs E1(ğ
r−1
i )
that are also present in E1(ğr−1l ) are ones in which pj fails without sending any messages to non-faulty processes. But then
E1(ğr−1i ), and therefore E1(ğ
r−1
l ), can fail at most k− 1 processes that do send messages to non-faulty processes. Any such
run is also a run of E1(˜ğr−1l ).
For the reverse inclusion⊇, we have seen in Lemma 10 that for each j ∈ Kl,
E1Kl−{j}(S
n) ∩ E1Kl(Sn) ∼= ψ(Sn\Kl; 2Kl−{j}k ).
The same demonstration also works for the following case:
ğ1Kl−{j}(S
n) ∩ ğ1Kl(Sn) ∼= ψ(Sn\Kl; 2Kl−{j}).
The set of runs in which the two protocols overlap are exactly those runs in which E1(ğr−1i ) immediately fails pj, and in
which E1(ğr−1l ) fails no more than k− 1 processes. These runs comprise E1(˜ğr−1l ). 
While ğr−1l has degree k, ğ˜
r−1
l has degree k− 1. By the induction hypothesis on r , for any simplex Sn−k, ğ˜r−1l (Sn−k) is (k− 2)-
connected. Let Ai = 2Kl−{i}, for i ∈ Kl. As ∩i∈KlAi = {∅} 6= ∅,K ∩ L is (k − 2)-connected by Claim 13 and Theorem 4. The
claim now follows from Theorem 3.
If n > m ≥ n − k, E1(ğr(Sm)) is equivalent to an m-process protocol in which at most k − (n − m) processes fail in the
first round, and k thereafter. This protocol has degree k− (n−m), so E1(ğr(Sm)) is (k− (n−m)− 1)-connected.
Whenm < n− k, k− (n−m)− 1 < −1 and E1(ğr(Sm)) is empty, so the condition holds vacuously. 
Theorem 14. If n ≥ k bt/kc + k, then in any solution to k-set-agreement , not all processes may decide earlier than within
bf /kc + 2 in any run with at most f failures, for 0 ≤ bf /kc ≤ bt/kc − 1.
Proof. Consider the protocol complex E1(Sbf /kc(Sm)). We have k(bf /kc+1)+1 ≤ k bt/kc+k ≤ n, thus Lemma 12 applies.
Hence, E1(Sbf /kc(Sm)) is (k − (n − m) − 1)-connected for any f such that bf /kc ≤ bt/kc − 1, and 0 ≤ m ≤ n. The result
now holds immediately from Theorem 5. 
7. Open problems
We established a lower bound on the time complexity of early-deciding set-agreement in a synchronous model of
distributed computation. We proved that, for any integer 1 ≤ k < n, for any k-set-agreement protocol, for any integer
0 ≤ f ≤ t , not all correct processes can decide within bf /kc + 1 rounds, in any run with at most f process crashes.
7.1. Lower bound on a local decision
We actually conjecture a stronger formulation of the bound:
• No correct process can decide within bf /kc + 1 rounds, in any run with at most f process crashes.
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As we discussed in the related work section, although, at first glance, this looks similar to the local decision lower bound
presented in [11], the model in which early-deciding k-set-agreement was investigated in [11] relies on the fact that the
number of processes is not bounded. In fact, the proof technique we used here is fundamentally different from [11]: in [11],
the proof is based on a pure algorithmic reduction whereas we use here a topological approach. Unifying these results
would mean establishing a local decision lower bound assuming a bounded number of processes. This, we believe, is an
open challenging question that might require different topological tools to reason about on-going runs. In short, we cannot
simply look at a colored Sperner complex at the end of a computation (when all correct processes have decided) but zoom
into intermediate coloring (conveying local decisions).
7.2. Lower bound on indulgent set-agreement
The lower boundwe established in this paper, i.e., bf /kc+1, also holds for synchronous runs of an eventually synchronous
model [8]. Any such a run is also a run of the synchronous model we considered in this paper. However, we conjecture a
larger lower bound for synchronous runs of an eventually synchronous model. That is, we conjecture that it takes at least
one more round to decide if the algorithm is also supposed to tolerate asynchronous periods. In other words, there is a price
for indulgence. Determining such a price, which would generalize the result of [6], is an intriguing open problem.Wemight
need to exploit here the fact that the complex of synchronous executions will be connected to that of asynchronous ones
and exploit this connectivity to derive the bound.
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