Abstract. Many wind-power facilities in the United States have established effective monitoring programs to determine turbine-caused fatality rates of birds and bats, but estimating the number of fatalities of rare species poses special difficulties. The loss of even small numbers of individuals may adversely affect fragile populations, but typically, few (if any) carcasses are observed during monitoring. If monitoring design results in only a small proportion of carcasses detected, then finding zero carcasses may give little assurance that the number of actual fatalities is small. Fatality monitoring at wind-power facilities commonly involves conducting experiments to estimate the probability (g) an individual will be observed, accounting for the possibilities that it falls in an unsearched area, is scavenged prior to detection, or remains undetected even when present. When g , 1, the total carcass count (X ) underestimates the total number of fatalities (M ). Total counts can be 0 when M is small or when M is large and g (1. Distinguishing these two cases is critical when estimating fatality of a rare species. Observing no individuals during searches may erroneously be interpreted as evidence of absence. We present an approach that uses Bayes' theorem to construct a posterior distribution for M, i.e., P(M j X,ĝ), reflecting the observed carcass count and previously estimated g. From this distribution, we calculate two values important to conservation: the probability that M is below a predetermined limit and the upper bound (M * ) of the 100(1 À a)% credible interval for M. We investigate the dependence of M * on a, g, and the prior distribution of M, asking what value of g is required to attain a desired M * for a given a. We found that when g , ;0.15, M * was clearly influenced by the mean and variance ofĝ and the choice of prior distribution for M, but the influence of these factors is minimal when g . ;0.45. Further, we develop extensions for temporal replication that can inform prior distributions of M and methods for combining information across several areas or time periods. We apply the method to data collected at a wind-power facility where scheduled searches yielded X ¼ 0 raptor carcasses.
INTRODUCTION
Wind turbines have long been known to pose a threat to passing bats and birds (Hall and Richards 1972, Rogers et al. 1977) . They have been implicated in lethal takes of several species protected under the U.S. Endangered Species Act (ESA), including the Hawaiian Petrel (Pterodroma sandwichensis), Hawaiian Goose (Branta sandvicensis), Hawaiian hoary bat (Lasiurus cinereus semotus; U.S. Fish and Wildlife Service 2011b) , and the Indiana bat (Myotis sodalist; U.S. Fish and Wildlife Service 2014b) . There is also concern about endangered species that live near wind-power facilities but have not been reported as casualties, including the California Condor (Gymnogyps californianus; Barringer 2013, U.S. Bureau of Land Management 2013), Whooping Crane (Grus Americana; U.S. Fish and Wildlife Service 2011a), and several lesser-known species, such as the Virginia big-eared bat (Corynorhinus townsendii virginianus), gray bat (Myotis grisescens), Piping Plover (Charadrius melodus), Interior Least Tern (Sterna antillarum athalassos), and Kirtland's Warbler (Setophaga kirtlandii; U.S. Fish and Wildlife Service 2012c) .
Understanding that there may be some unintended fatalities of endangered species at wind power facilities, the U.S. Fish and Wildlife Service (USFWS) has begun issuing incidental take permits (ITPs), permitting certain levels of take at wind-power facilities. In 2006, Kaheawa Wind Project in Hawaii became the first wind-power project in the United States to receive a take permit for species protected by the ESA (Hawaiian hoary bat, Hawaiian Petrel, Hawaiian Goose, and Newell Shearwater; U.S. Fish and Wildlife Service 2007) , and recently USFWS issued its first ITP to a wind-energy company to kill endangered species (Indiana bat and Virginia bigeared bat) on the United States mainland (U.S. Fish and Wildlife Service 2013c) . Incidental take permits for Indiana bats are under consideration by USFWS at sites in Indiana (U.S. Fish and Wildlife Service 2013a), Ohio (U.S. Fish and Wildlife Service 2012a), Maryland (U.S. Fish and Wildlife Service 2012b) , and Missouri (U.S. Wildlife Service 2010, 2012c) . In 2014, an ITP was issued to allow a wind-power company to kill up to five Golden Eagles over a five-year period (U.S. Fish and Wildlife Service 2014a), and USFWS is actively considering ITPs for Golden Eagles at many other sites in the United States (Clarke 2013) .
Permitting take leads naturally to the question of estimating take. Take permits often include mitigation requirements to compensate for estimated take. The level of mitigation is determined by the predicted take calculated using collision-risk models or extrapolation from take levels at similar sites, and these models require field-based estimates of fatality to confirm the accuracy of their predictions. Because overestimating potential take could result in costly and unjustified mitigation, and underestimating could result in unanticipated declines in species populations already at risk, predictions and estimates of take need to be precise and accurate. Confirming the accuracy of predicted take can be problematic. Often no carcasses are observed, leading to the potentially misguided inference that no (or few) individuals have actually been killed. This inference is justified only when the probability of observing an individual is close to 1. As the probability of observing an individual decreases, the probability of missing carcasses increases, making it unclear how to interpret having observed 0 carcasses.
A typical approach to estimating the number of birds or bats killed at a wind power facility is for a field crew to search the ground beneath a subset of turbines at specified time intervals and count the carcasses that show signs of having been killed by a turbine (U.S. Fish and Wildlife Service 2012d ). Carcass counts are adjusted for imperfect detection due to scavengers, searcher error, and unsearched areas (Huso 2011 , Korner-Nievergelt et al. 2011 , Warren-Hicks et al. 2013 , Huso and Dalthorp 2014 . The most common estimators of the total abundance of carcasses (M ) at a site over an extended but fixed period of time are variations or elaborations of X/ĝ, where X is the total number of carcasses observed within a sampled area during the time period andĝ is the estimated overall detection probability, i.e., the probability of observing a carcass that was killed by any turbine at the site during the time period of interest. Methods for determiningĝ vary widely (MacKenzie et al. 2005 , Warren-Hicks et al. 2013 , Etterson 2014 . A critical limitation of these common approaches is that they necessarily yieldM ¼ 0 with no variance when X ¼ 0 (e.g., Erickson et al. 2000 , Schoenfeld 2004 , Huso 2011 , Korner-Nievergelt et al. 2011 , Peron et al. 2013 , Warren-Hicks et al. 2013 . A zero count can indicate that either no animals were killed or that some (perhaps many) were killed but all the carcasses were missed in the searches. With greater values of g, we can more credibly make a case that not a large number of carcasses went undetected. But when g (1, there is little assurance that the number killed was 0 even if no carcasses were observed, i.e., X ¼ 0. If the objective is to estimate take, observing no carcasses when g is small offers little more than absence of evidence, rather than evidence of absence.
Although we define our problem in terms of estimating take at a wind turbine facility, our approach has application in many other situations where interest is in estimating a credible upper bound of a superpopulation, where the population is open (individuals can leave the area), the population may be small (perhaps even 0), and the probability of detection ,1 (sometimes (1) resulting in observed counts of 0. These include estimating the number of manatees that arrived in, and hence were exposed to, an area contaminated by an oil spill (Martin et al. 2014) , the number of raptors killed by electrocution from transmission lines during a year (Lehman et al. 2007 (Lehman et al. , 2010 , or the number of Indiana bats killed during a migratory season at a wind-power facility (U.S. Fish and Wildlife Service 2012b).
There is a rich literature for estimating abundance of a superpopulation (Williams et al. 2011 , Peron et al. 2013 or of an open population (Seber 1982 , Schwarz and Seber 1999 , White 2008 , Dail and Madsen 2011 , but the literature addressing estimating abundance when observed count is 0 is limited. Royle et al. (2005) have shown that concluding absence when detection probability ,1 and observed count is 0 introduces bias into the estimation of abundance. Dupuis et al. (2011) propose a conditional approach to estimating occupancy rate of a rare or hard to detect species, but it is conditioned on the true presence of the target species, a condition that may not necessarily be met in our context. Recently, models that use simple presence/absence have been developed to estimate abundance (MacKenzie et al. 2002 , but these models depend on actually observing at least some members of the population. Fieberg et al. (2013) develop a Bayesian model-based approach to overcome the inefficiencies of modified Horvitz-Thompson estimator when detection probabilities are low, but their approach was not focused on estimation of abundance when no animals were observed. Martin et al. (2014) derived estimates of both occupancy rate and upper bounds of the number of manatees present at the time of sampling, even when no manatees were observed. However, their approach restricts estimates to the time of sampling and does not seek to estimate the total number of individuals arriving over an extended period.
Research questions
The goal of our study is to develop an approach to estimate the 100(1 À a)% credible upper bound (M * ) of the abundance of a superpopulation when the observed count is 0, the probability of detection is ,1, and there is some potential that the species of interest is in fact absent. We use an approach similar to that of Bayley and Peterson (2001) but extend the approach to estimating abundance rather than simple presence/ absence when all samples are 0. This analysis was motivated by discussions with the U.S. Fish and Wildlife Service managers concerned with assuring that a permitted level of take of Indiana bats is not exceeded at a wind-power facility. Much of our focus in the methods and discussion is on wind power, but the approach should be relevant to a number of situations.
When issuing an ITP, the objective shifts from estimating fatality to providing assurance that the number of individuals killed has not exceeded the (often very small) allowed limit, s. To address this, we propose an approach that, through application of Bayes' formula, results in a posterior probability distribution of the total abundance of carcasses (M ) arriving at a site over an extended but fixed period of time. From this distribution, we can calculate two values important to conservation: an estimated probability that the population abundance did not exceed a predetermined limit, s, and a critical value, M * , which is the 100(1 À a)% credible maximum, i.e., the minimum value such that P(M . M * j g, X ) a. We investigate the sensitivity of results on a, g, and the prior distribution of M, asking what value of g is required to attain a desired M * for a given a. Further, we develop extensions for incorporating previous years' data to inform prior distributions, as well as methods for combining information across n sites to calculate
. . , g n )). We apply the method to calculate M * for raptors killed at a wind-power facility where no raptor carcasses were observed during scheduled searches.
METHODS
Let X denote the total count of individuals detected, and let M denote the total number of individuals that arrived in an area over an extended but fixed period of time, which we refer to as a season, although it can comprise any period of time. Within a season, several searches may be conducted. We assume that individuals that are detected in a search are marked, removed from the study area, or are otherwise prevented from being counted more than once. Furthermore, we also assume that an estimate of g, the overall probability of detecting an individual in the population, is available, whether through sampling protocol, historical data, or experimental trials. The value of g may depend on a number of factors, such as season, vegetation structure, observer, etc. Assuming that all individuals have the same probability g of being observed and that individuals arrive, persist, and are detected independently, X is then distributed as a binomial random variable with parameters M and g (MacKenzie et al. 2005) . Given prior probabilities P(M ¼ m), we can calculate a posterior distribution of M using Bayes' formula
For a given overall detection probability g, observed count X, prior distribution of M, and desired a, the 100(1 À a)% credible interval [X, M*] defines the range where M is most likely be. We note that the most informative prior for the total number of arrivals M in a season would be full knowledge of the temporal distribution of M among seasons. We seek to estimate the number of arrivals in a particular season, i.e., a single random draw from the temporal distribution of M.
Sensitivity of M * on a, g, and the prior distribution of M
We investigate the dependence of M * on a, g, and the assumed prior distribution of M, asking what value of g is required to attain a desired M * for a given a if X ¼ 0. All calculations were carried out using the software package R (R Development Core Team 2013; see Supplement). M * is calculated for a ¼ 0.01, 0.05, 0.10, and 0.20, detection probabilities g ¼ E[ĝ] ranging from 0.05 to 0.99, and for three different prior distributions for M, which we will refer to as uninformative (uniform), moderately informative, and highly informative.
In practice, g is not known with certainty but estimated byĝ, which we assume to be distributed as a beta random variable and incorporated into the analysis by replacing the g's in Eq. 1 withĝ's and calculating P(X j M ¼ m;ĝ) as a binomial whenĝ ¼ g is fixed and known and as a beta-binomial probability when g is estimated byĝ. The effects of uncertainty about g are assessed by comparing graphs of M * vs. g for three different levels of uncertainty:ĝ ¼ g (fixed and known), moderate uncertainty inĝ, and great uncertainty inĝ ( Fig. 1) and by calculating the relative increase in M * with increasing uncertainty inĝ. We incorporate uncertainty about g into the model by takingĝ as a beta-distributed random variable with
, and the central 95% of the distribution defined by [g 0.025 ,
. With this formulation, w is a measure of the spread of the distribution ofĝ around g, with w ¼ 1 representing the case where g is fixed and known and with greater values of w corresponding to greater uncertainty about g.
, and 3 were used to represent three degrees of uncertainty about g, i.e., fixed and known, moderate uncertainty in g, and great uncertainty in g, respectively ( Fig. 1) . For a given value of w . 1, the variance ofĝ is greatest at g ¼ 0.5 and the distribution of g is symmetric. As g approaches 0 or 1, the variance decreases and the distribution ofĝ becomes increasingly skewed (Fig. 2) .
We compared M * values derived from three different priors (Fig. 3) representing different degrees of knowledge about the random process generating M in any given year.
1) The uniform prior for integer m is defined as
and represents the uninformative case where M could be anything. The value of m ¼ 200 was chosen as the maximum of the uniform prior because it is small enough to allow for rapid calculations yet large enough that larger maxima would yield virtually identical results. 2) The moderately informative prior is taken as a negative binomial
(1 À p) m with parameters a ¼ 1.25 and p ¼ 0.1, which has a mean of 11.25 and a 95th percentile of 34 and represents the case where we have enough prior information to assume that P(M ¼ m) generally decreases with m and is unlikely to exceed 34. This is comparable to a prior constructed FIG. 1. Central 95% of distribution of the probability of detection (g), for g fixed and known (w ¼ 1), moderate uncertainty about g (w ¼ ffiffi ffi 3 p ), and great uncertainty about g (w ¼ 3), presented over all possible values of g.
FIG.
2. Distribution of the probability of detection (g) for three scenarios: g fixed and known (w ¼ 1), moderate uncertainty about g (w ¼ ffiffi ffi 3 p ), and great uncertainty about (w ¼ 3), presented for three arbitrary values of g: 0.05, 0.5, and 0.85; w is a measure of the spread of the distribution ofĝ around g. In practice, g is not known with certainty but estimated byĝ. from a previous season's search data with X ¼ 0, g ¼ 0.15 with a 95% confidence interval forĝ equal to [0.05, 0.29] using the procedure discussed in Methods: Incorporating previous years' observations into prior distribution of M for current year.
3) The maximally informative prior assumes that the number of fatalities varies from year to year as a Poisson random variable with mean known to be k ¼ 3. The maximally informative prior represents a bestcase scenario that might not be attainable in practice, because the true mean will never be known and the variation in the number of fatalities from year to year will most likely exceed Poisson variation in realworld situations.
Incorporating previous years' observations into prior distribution of M for current year
The annual number of fatalities is a random variable (M) with unknown distribution. The search data from one year gives information about the random process generating carcasses. For example, if there is perfect overall detection probability g ¼ 1 in a given year but no carcasses are found (X ¼ 0), then we conclude there were m ¼ 0 fatalities in that year. It does not mean there will necessarily be zero the following year, but it does give some indication that a very high number of fatalities will be unlikely unless the random process that generates carcasses is extremely variable or changes substantially. We formalize that notion as follows. We start with an assumption that the number of fatalities generated at a site in a year is a random variable M ; Poisson(k) and later relax that assumption. The previous year's search data are then used to calculate a posterior distribution
We assume a uniform prior distribution for k on the interval [0, k max ] (where k max is small enough to be computationally efficient yet large enough that a larger value would not yield appreciably different results), so Àk /m!, from which we calculate P(k j X ). The prior distribution for M for the following year is then given as
In practice, the distribution of M from year to year is likely to have greater variability than a Poisson random variable, so we assess the effects on M * of assuming M is distributed as a negative binomial. Letting k and r 2 signify the mean and variance of M, we compare M * for three different assumptions about the variance: where p ¼ k/r 2 and a ¼ k 2 /(r 2 À k) (Fig. 4) .
Estimation of M T ¼ the total number of fatalities across n detection classes
An overall detection probability (g) applies to carcasses that arrive in a given area during a specified time, and the scope of inference of the posterior distribution P(M ¼ m j X;ĝ) is limited to the area and time to which g applies. However, detection probabilities may vary from site to site, from year to year, or season to season at a single site, or among different areas within a site due to differences in search protocol, scavenging rates, landscape and vegetation patterns, or other causes. We refer to the area and specified time to which a given detection probability applies as a detection class (or simply class) and provide a method for combining classes for estimating the total number of carcasses across all the classes. For example, if the search protocol at a site changes between year one and year two, each year represents a different detection class with distinct detection probabilities that can be combined into an overall g for estimation of total number of fatalities at the site over the two years. Similarly, total fatality at n sites can be estimated by first combining the site-wise detection probabilities (ĝ 1 , . . . ,ĝ n ) into an overall detection probability (ĝ) and then calculating a posterior distribution for the total P(M ¼ m j X;ĝ), where X is the total carcass count at all the sites combined. Estimating the combined overall detection probability (ĝ) among n detection classes requires estimates of the detection probabilities (ĝ k ) and relative arrival rates (a k ) for each class k ¼ 1, . . . , n, where the relative arrival rate for class k represents the proportion of carcasses arriving in the class. Calculation of the combinedĝ relies on some further definitions and a simplifying assumption. First, define the total number of fatalities in the n classes combined as M T ¼ RM k , where M k is the number of carcasses arriving at site k. Then, assuming the M i 's are independent Poisson random variables with rates k i and the detection probabilitiesĝ k are independent with means E[ĝ k ] ¼ g k and variances
, the estimated overall detection probabilityĝ for carcasses arriving in one of the classes has expected
Thus, the overall detection probability g is estimated as the weighted average ofĝ k 's, with weights a k equal to the expected proportion of total carcasses landing in class k. For example, in the absence of any other information (often the case with rare or endangered species) an assumption of constant per-turbine arrival rate throughout the region is not unreasonable. Each a k would then be proportional to the number of turbines at the site with Ra k ¼ 1. Likewise, suppose we are estimating the total number of fatalities at a single site over two years. Then after the first year, an intensified search protocol is implemented so thatĝ 2 .ĝ 1 , and the number of turbines doubles, so it is assumed that a 2 ¼ 2a 1 . Because Ra k must equal 1, a 2 ¼ 2/3 and a 1 ¼ 1/3. The estimated variance ofĝ depends on the total arrival rate k ¼ E [M T ], which is unknown but can be estimated ask ¼ X T /ĝ where X T is the total carcass count in the n classes when at least one carcass is observed. If no carcasses are observed at any site, then estimate total arrival rate ask ¼ 0.5/ĝ. The same procedure can be applied to estimate the total number of fatalities over several years. Detection probabilities (g i ) at a site may vary from year to year with changes in search protocol, scavenging rates, and landscape and vegetation patterns. The relative arrival rates of carcasses (a i ) may change with site expansion, risk reduction measures, e.g., by curtailment of turbines during high-risk periods (Arnett et al. 2010) or by deterrents to reduce collision risk , changes in animal activity (e.g., population numbers, local flight patterns, migration routes), or other factors.
Estimation of M when detection probabilities vary within a site
Within a site, detection probabilities g ¼ (g 1 , . . . , g n ) may vary with vegetation, ground texture and coloration, landscape characteristics, search protocol, and other factors, and the site may be divided into blocks or classes with differing detection probabilities. Carcass allocation among classes can be modeled as a multinomial random variable M ¼ (M 1 , . . . , M n ) with probabilities a ¼ (a 1 , . . . , a n ), where a i is the relative arrival rate (or the expected proportion of total carcasses landing in class i ) and M i is the number of carcasses arriving in class i. Carcass arrival rates vary with distance from turbine, and relative arrival rates can be estimated as a density-weighted proportions (Huso and Dalthorp 2014) . Other factors, such as turbine size (Barclay et al. 2007 , Georgiakakis et al. 2012 , direction from turbine (Hull and Muir 2010) , habitat (Cryan and Barclay 2009) , and activity (Barrios and Rodriguez 2004 ) also influence arrival rates and may be incorporated into estimates of a i . Given detection probabilities (g), relative arrival rates (a), and a prior distribution on the total number of fatalities at a site (P[M ¼ m for m ¼ 0,1,2,. . .]), a posterior distribution for M given g, a, and the observed counts in each class (X ¼ (X 1 ,. . . ,X n )) can be calculated as
The prior probabilities P(M ¼ m) are supplied as before, with the remaining term calculated as
The first probability in the right side is the product of independent binomials over the set S, defined as all classes k 2 1,. . . ,n such that X k is observed
and the second probability is a multinomial
RESULTS Sensitivity of M * on a, g, and the prior distribution of M
In general, the value of M * depends on the desired credibility level 100(1 À a)%, the overall detection probability g, and the assumed prior distribution of M. M * is larger if we require a greater assurance (small a) that the population size does not exceed M * (Fig. 5 ). If g is small, then it is difficult to rule out high fatality rates, so M * will be large, but small improvements in detection probability can result in large decreases in M * (Fig. 5) . When g is greater than about 0.45, M * is less than 5 for all credibility levels 0.95 (Fig. 5) . Also, when g is small (,;0.4), decreasing a from 0.2 to 0.1, 0.5, and 0.01 leads to an increase in M * by a factor of about 1.4, 1.8, and 2.8, respectively (Fig. 6) . As g increases, M * decreases and the discrete nature of the M * estimates causes the ratios to vary widely (Fig. 6) . The degree of uncertainty in g appears to have little impact on M * when g . ;0.45, but when g , 0.3, M * increases dramatically as uncertainty about g increases (Fig. 7) . When g , 0.1, the degree of uncertainty about g has a profound effect. For example, for a given g , 0.1, increasing the uncertainty in g from fixed and known (w ¼ 1) to highly uncertain (w ¼ 3) leads to an increase in M * by more than a factor of 2 (Fig. 8) . As g increases, the influence of uncertainty declines to the point where if g . ;0.45, then M * values for highly uncertain g are identical to M * values for fixed g over 75% of the time and the difference never exceeds 1. For moderate uncertainty (w ¼ ffiffi ffi 3 p Þ, the M * values are less than 1.4 times the M * s for fixed g when g , 0.1, and the ratio decreases gradually until g . 0.3, where the M * values for moderately uncertain g and fixed g agree over 90% of the time and never differ by more than 1. Again, as g increases, M * decreases and the discrete nature of the M * estimates causes the ratios to vary widely (Fig. 8) .
When g is small, informed prior distributions can markedly decrease M * values in comparison with M * values derived from a uniform prior (Fig. 9 ). However, with g . ;0.35, choice of prior distribution had little effect on the resulting M * values and the difference never exceeds 1 (Fig. 9) .
Incorporating previous year's observations into prior distribution of M for current year
When using a previous year's study to inform the current year's prior at a site, the assumption of more highly variable temporal distribution of M generally led to greater M * values when a ¼ 0.01 and g was small, but the reverse was true as a and g increased (Fig. 10) . When a . 0.01, the difference in M * from these assumed temporal distributions of M was never greater than a single animal (see Fig. 10 ).
DISCUSSION
Unless detection probability is 1, finding no carcasses does not provide assurance that no animals have been killed. If even small numbers of fatalities are a concern, then Bayes' theorem can be used to calculate a 100(1 À a)% credible upper bound M * on the number of fatalities that have occurred, even when no carcasses are observed during searches. The value of M * depends strongly on both the detection probability g and on the uncertainty in the estimate of g. However, the influence of these factors is greatly diminished as g increases. When g . ;0.45, the difference in M * was never greater than a single animal.
Overall, detection probability can often be increased by increasing the number of turbines searched, increasing the area searched under each turbine, improving searcher efficiency (e.g., by clearing vegetation, intensifying searches by narrowing search transect widths, using well-trained dogs; see Mathews et al. 2013) , or searching more frequently. Searcher efficiency and carcass persistence are key components of overall detection probability and are typically estimated by means of placing and tracking trial carcasses throughout the sampling season. Increasing the number of carcasses used in the trials increases the precision in estimates of g, which in turn decreases M * values. Search data from previous years can be used to inform a subsequent year's prior to improve the estimation of M. This involves assumptions about how M varies from year to year. Normally, the number of fatalities cannot be assumed to be the same each year, so assumptions about how M varies through time must be made. With a constant population and a constant probability of an individual being killed, M would be approximately distributed as a Poisson random variable with variance equal to the mean. In practice, the fatality rate and the size of the susceptible population would be expected to vary, so M would likely be more variable than a Poisson. However, if M is assumed to follow a negative binomial distribution with large variance (r 2 ¼ 5k or
, the effect on M * does not appear to be large and the difference in M * from these assumed temporal distributions of M was never greater than a single animal when g . 0.3. Adjacent sites with similar landscape characteristics can have substantially differing fatality rates (Arnett et al. 2008 , deLucas et al. 2008 , Drake et al. 2012 , Arnett and Baerwald 2013 , so using search data from one site or group of sites to inform the prior at a different site may be difficult to justify.
Setting the credibility level (1 À a) involves a compromise between maximizing assurance that a specified level of take has not been exceeded when no carcasses are observed and the implementation costs of achieving the detection probability to satisfy this level of credibility. For example, for s ¼ 3, P(M . s j X ¼ 0) 0.2 can be achieved with g ! 0.33, whereas P(M . s j X ¼ 0) 0.01 requires g ! 0.68 (Fig. 5) .
Example case
Concerns about potential impacts of wind-power development on populations of rare and protected species have been growing since the late 1980s, when reports of possibly hundreds of raptors being killed by turbines in California were published (Orloff and Flannery 1992) . Of particular concern have been the large numbers of Golden Eagles (Aquila chrysaetos) and FIG. 9 . Dependence of the 90% credible maximum fatality at a site (M * ) estimated with uninformative (uniform), moderately informative, and highly informative prior distributions on the actual fatality at a site (M ) on the probability of detection (g). The lack of smoothness in the lines is a result of the discrete nature of M * .
FIG. 8. Ratio of the 90% credible maximum fatality at a site (M * ) when the probability of detection, g, is estimated with moderate uncertainty (w ¼ ffiffi ffi 3 p ) and great uncertainty (w ¼ 3), relative to when g is fixed and known (w ¼ 1). See Fig. 1 for definition of w. The lack of smoothness in the lines is a result of the discrete nature of M * . The ratio is inestimable beyond g ¼ 0.9 because M * ¼ 0 for w ¼ 1, hence the ratio is undefined.
smaller numbers of Bald Eagles (Haliaeetus leucocephalus) estimated to have been killed at sites across the United States (Smallwood and Thelander 2008 , Leslie et al. 2013 , Pagel et al. 2013 We illustrate the application of our approach at a site in south-central Wyoming where potential turbinecaused fatality of Golden Eagles was of concern (Young et al. 2003) . Despite high levels of use of the area by Golden Eagles, no carcasses were observed. However, five carcasses of other raptor species were found during scheduled searches of the facility from November 1998 through June 2002. The authors concluded that ''due to low scavenger removal rate and high searcher efficiency for medium and large carcasses it is likely that the [five raptors] found were the only raptors killed . . . during the study period'' suggesting that no Golden Eagles were killed.
Using data presented in the report, we reconstruct g and calculate M * such that P(M . M * jĝ, X ¼ 0) 0. sample of half the turbines. Searchers removed each detected carcass after recording the species, size, condition, and location of discovery. Auxiliary to the search effort from 1998-2001, researchers conducted experimental trials to estimate both searcher efficiency and the distribution of carcass persistence times. At randomly selected times, carcasses of adult female mallards (representing larger raptors) were placed within the study area and tested either for their detection or persistence. No searcher efficiency or carcass persistence trials were conducted June 2001-June 2002, so estimates from previous years were assumed to apply to this period. Given the information provided by Young et al. (2003) , we estimated g, the overall probability of detection for large carcasses, to be 0.335 (95% CI: 0.309, 0.355; see Appendix B for details) and assumed an uninformative uniform prior for M. From this and the fact that no Golden Eagles were found, we find that we can assert with only 34% credibility that no Golden Eagles were killed, but we can assert with 90% credibility that no more than five Golden Eagles were killed during this period. With this level of detection probability, the lack of evidence does not support the suggestion that eagle take was indeed zero.
Limitations
An uninformative prior is likely the most reasonable option in the first year, but can result in large differences in M * relative to an informative prior, particularly when g is low. However, conflict over choice of an appropriate initial prior can be deflated by assuring g is at least 0.45, because the effect of the prior on M * is minimal when g is at this level.
We do not address methods for estimating g. The factors affecting g include searcher efficiency, carcass persistence times, search intervals, the proportion of carcasses expected to fall in the searched area, the sampling fraction of the turbines, and spatial and temporal variation in all these factors. The point of this exercise is not to address methods of estimating g, but to provide insight into the effects of detection probability on credible intervals of total take. Our finding that g . ;0.45 can result in relatively precise estimates of M * , even when X ¼ 0, supports the idea that with careful design, precise estimates are attainable.
Conservation implications
When considering take in the context of the Endangered Species Act, we are often concerned with assuring that loss of a species either arising from a consistent source (e.g., power lines, light houses, wind-power facilities) or following a single lethal event (e.g., oil spill, blasting project) does not exceed some limit within a certain area and time period. The credibility with which we can assert that the limit has not been exceeded is dependent on the probability of observing an individual in the population during monitoring to detect take. Monitoring programs for which the probability of detection of an individual is low cannot provide precise information with which to evaluate the actual effect of the lethal source. Furthermore, if observing no carcasses is interpreted as evidence of no effect, or if there are negative consequences to finding carcasses (e.g., expensive mitigation or prosecution), then there is a perverse incentive to design and implement the most ineffective search protocol possible, i.e., low overall detection probability. If, on the other hand, there are negative consequences to large values of M * (e.g., expensive mitigation) due to low probability of detection, then there will be strong incentive to design monitoring protocol to achieve the highest overall detection probability possible.
When a monitoring protocol is designed to achieve a relatively high probability of detection, results can also inform models of risk, providing feedback to refine models to improve their predictive capacity. Increasing the probability of detection will increase credibility, and high levels of credibility are needed when exceeding the set limit could result in further, perhaps irreversible declines in a species at risk, or could result in expensive but perhaps unnecessary mitigation efforts to offset the loss.
Without 100% probability of detection, it will be impossible to assert that no take has occurred, even when no carcasses are observed. When probability of detection is high, observing no carcasses can be construed as evidence that no or few animals have been killed, i.e., evidence of absence. When probability of detection is low, however, finding zero carcasses does not credibly rule out the possibility of a large take. We are left with only absence of evidence. While many factors influence M * , our work indicates that their influence is minimal when g . ;0.45.
The actual target level of g will depend on the set take limit (s) and the 100(1 À a)% credible level, but not on species, in a general sense. Of course, achieving a given target level of g will be much more difficult for a small cryptic species at a site with dense vegetation or steep terrain (e.g., a bat at a wind facility in the Adirondack Mountains) than for a large, easily observed species in flat, open terrain with little vegetation (e.g., an eagle in the Mojave desert). But given the same s and a, the target level of g will be the same.
This analysis was motivated by discussions with the U.S. Fish and Wildlife Service managers concerned with assuring that a set level of take of Indiana bats was not exceeded at wind-power facilities, but our approach applies to any species for which detection probability can be estimated and any situation in which the sampling fraction is known or estimable, e.g., oil spills, power line, or fence line searches, etc.
