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MORSE THEORY FOR THE YANG–MILLS ENERGY FUNCTION NEAR
FLAT CONNECTIONS
PAUL M. N. FEEHAN
Abstract. A result (Corollary 4.3) in an article by Uhlenbeck (1985) asserts that the W 1,p-
distance between the gauge-equivalence class of a connection A and the moduli subspace of flat
connections M(P ) on a principal G-bundle P over a closed Riemannian manifold X of dimension
d ≥ 2 is bounded by a constant times the Lp norm of the curvature, ‖FA‖Lp(X), when G is a
compact Lie group, FA is L
p-small, and p > d/2. While we prove that this estimate holds when the
Yang–Mills energy function on the space of Sobolev connections is Morse–Bott along the moduli
subspace M(P ) of flat connections, it does not hold when the Yang–Mills energy function fails to
be Morse–Bott, such as at the product connection in the moduli space of flat SU(2) connections
over a real two-dimensional torus. However, we prove that a useful modification of Uhlenbeck’s
estimate always holds provided one replaces ‖FA‖Lp(X) by a suitable power ‖FA‖λLp(X), where
the positive exponent λ reflects the structure of non-regular points in M(P ). The proof of our
refinement involves gradient flow and Morse theory for the Yang–Mills energy function on the
quotient space of Sobolev connections and a  Lojasiewicz distance inequality for the Yang–Mills
energy function. Moreover, our method shows that M(P ) is (essentially) a strong deformation
retract of a neighborhood in the quotient space of W 1,p connections, generalizing a proof by
 Lojasiewicz of a conjecture of Whitney that the zero set of a real analytic function on Euclidean
space is a deformation retract of a neighborhood. A special case of our estimate, when X has
dimension four and the connection A is anti-self-dual, was proved by Fukaya (1998) by entirely
different methods, apparently unaware of Uhlenbeck’s earlier work. Lastly, we prove that if A is
a smooth Yang–Mills connection with small enough energy, then A is necessarily flat.
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1. Introduction
LetG be a compact Lie group and P be a smooth principalG-bundle over a smooth Riemannian
manifold (X, g) of dimension d ≥ 2. In this article, we shall explore properties of the Yang–Mills
energy function (7.1),
YM (A) :=
1
2
∫
X
|FA|2 d volg,
on the quotient B1,p(P ) of the affine space A 1,p(P ) of Sobolev W 1,p connections A on P by
the Banach Lie group Aut2,p(P ) of W 2,p automorphisms (or gauge transformations) of P , for
admissible p ∈ (1,∞) (see (2.15) and (2.16) and Definition 7.2), where FA is the curvature of A.
The quotient B1,p(P ) has the structure of a Banach stratified space, although the open sub-
space B∗;1,p(P ), of points [A] where A has stabilizer in Aut2,p(P ) isomorphic to the center of G,
is a smooth Banach manifold (see Corollary 3.4). The function YM typically fails to be Morse–
Bott, due to non-regular points in the critical set of YM or excess dimension of the kernel of the
Hessian of YM at a critical point. Our goal in this article is to derive certain useful properties
of YM on B1,p(P ) and their applications, despite its failure to be Morse–Bott.
To motivate one such application (see Theorem 9), we recall Uhlenbeck’s Theorem on existence
of local Coulomb gauges [130]: If A is a connection on the product bundle P = B × G over the
unit ball B ⊂ Rd and FA obeys1
(1.1) ‖FA‖Ld/2(B) ≤ ε,
for small enough ε = ε(d,G) ∈ (0, 1], then there is a W 2,p gauge transformation u of P such that
(1.2) ‖u(A)−Θ‖W 1,p(B) ≤ C‖FA‖Lp(B),
1If d = 2, we require ‖FA‖Ls(B) ≤ ε for some s > 1.
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where C = C(d,G, p) and Θ is the product connection on P and d∗Θ(u(A)−Θ) = 0. (See Section
10.4 for a more complete statement and discussion.) It is natural to ask whether a global analogue
of the local estimate (1.2) holds for a connection A on an arbitrary smooth principal G-bundle
P over a closed smooth Riemannian manifold X of dimension d ≥ 2,
(1.3) ‖u(A)− Γ‖
W 1,pΓ (X)
≤ C‖FA‖λLp(X),
where Γ is a flat connection on P and d∗Γ(u(A)− Γ) = 0 and λ ∈ (0, 1] is a constant.
Donaldson and Kronheimer [23, Proposition 4.4.11] employ (1.2) and a patching argument to
prove that (1.3) holds with λ = 1 when X is strongly simply connected and p = 2 and d = 2, 3
and Γ = Θ but remark [23, p. 163] that their result extends to d = 4 and p > 2. In [23,
Proposition 4.4.11], it is not claimed that d∗Θ(u(A) − Θ) = 0. Recall that X is strongly simply
connected [23, p. 161] if it can be covered by smoothly embedded balls B1, . . . , Bm such that for
any 2 ≤ r ≤ m, the intersection Br ∩ (B1 ∪ · · · ∪ Br−1) is connected; the condition implies that
X is simply connected.
Fukaya [41, Proposition 3.1] proved that a version2 of (1.3) holds when d = 4, and X is a
compact manifold with boundary, and A is anti-self-dual, and λ is determined by the character
variety Hom(pi1(X), G)/G or, equivalently, the moduli space M(X,G) of flat G-connections over
X, each of which is known to be a real analytic variety (see Appendix A). Fukaya’s proof of [41,
Proposition 3.1] uses (1.2) and difficult patching argument. In [41, Proposition 3.1], it is not
claimed that d∗Γ(u(A) − Γ) = 0. It is likely [40] that his argument extends to allow arbitrary
dimensions d ≥ 2, connections A ∈ A 1,p(P ), and the system of Sobolev norms in (1.3). If X is
a compact manifold without boundary and A is anti-self-dual and ‖FA‖L2(X) is smaller than a
constant that depends at most on G, then the Chern–Weil Theorem (see Milnor and Stasheff [93,
Appendix C]) would imply that A is necessarily flat.
Nishinou [101] proved that a version3 of (1.3) holds when X = T2 (the real two-dimensional
torus) and P = T2 × SU(2) and and Γ is the product connection and λ = 1/2; in Appendix A,
we describe an example due to Mrowka [95] which shows that (1.3) cannot hold in this setting
for λ > 1/2.
In [132, Corollary 4.3], Uhlenbeck asserted that (1.3) holds when λ = 1. However, as we noted
above, that conclusion is contradicted by examples when X is not simply connected [133]. The
incomplete statement of [132, Corollary 4.3] was a minor oversight and Uhlenbeck’s celebrated
work has served as a source of inspiration for us to try to better understand the Morse theory for
YM near the moduli space of flat connections. The estimate in [132, Corollary 4.3] is not used
anywhere else in [132].
Morse theory for the Chern–Simons function is used to define instanton Floer homology groups
[22, 35] of three-dimensional manifolds and plays an essential role in pulling-apart arguments
used by Kronheimer and Mrowka in their proof of the structure of Donaldson invariants for four-
dimensional manifolds [77, Theorem 1.7]. The case λ = 1 in (1.3) is equivalent4 to the  Lojasiewicz
gradient inequality for YM holding with its optimal exponent θ = 1/2 and exponential decay
of solutions to Yang–Mills gradient flow, while the case λ < 1 is equivalent to the  Lojasiewicz
gradient inequality for YM holding with suboptimal exponent θ ∈ (1/2, 1) and negative power-
law decay of solutions to Yang–Mills gradient flow (see [27, 34, 106, 115]). This dichotomy holds
in general and in particular for Chern–Simons gradient flow, as noted by Kronheimer and Mrowka
in [77, p. 617] and based on work of Morgan, Mrowka, and Ruberman [94].
2Fukaya uses a different system of norms.
3Nishinou uses a different system of norms.
4In fact, λ = (1− θ)/θ.
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The argument provided by Uhlenbeck in [132] was very brief and that prompted us to attempt a
more detailed justification in [32, Sections 6 and 7] using (1.2) and a patching argument, which is
incorrect as explained in [25]. Fortunately, our main result [32, Theorem 1] in that article (quoted
here as Theorem 1.6) still follows from (1.3) when λ < 1. In this article, we prove the correction
(1.3) to the estimate in [132, Corollary 4.3]: see Theorems 1 and 9. We prove Theorem 1 using
the traditional ingredients that were implicit in Uhlenbeck’s approach to her [132, Corollary 4.3],
namely her Weak Compactness Theorem [130, Theorem 1.5 or 3.6] and a priori Lp estimates for
the first-order elliptic operator
dΓ + d
∗
Γ : Ω
1(X; adP )→ Ω2(X; adP )⊕ Ω1(X; adP ),
where Γ is a smooth flat connection on P . To extend Theorem 1 to the far stronger Theorem 9, we
use (i) a  Lojasiewicz Gradient Inequality for the Yang–Mills energy function (see Theorem 8.1),
(ii) global existence and convergence for the Yang–Mills gradient flow on a Coulomb-gauge slice
near a local minimum (see Theorem 3), (iii) and the resulting  Lojasiewicz Distance Inequality
for the Yang–Mills energy function [27, 34] near a local minimum (see Corollary 7).
1.1. Main results. We summarize our main results here, but defer a detailed discussion of
notation and technical background to Section 2.
1.1.1. Existence of a flat connection on a principal bundle supporting a connection with Lp-small
curvature. We begin with a weaker version of [132, Corollary 4.3] and one that can be proved
using methods in [130] and methods implicit in [132]. For a principal G-bundle P over a closed
manifold X, we let [P ] denote its homotopy equivalence class.
Theorem 1 (Existence of a flat connection on a principal bundle supporting a connection with
Lp-small curvature). Let G be a compact Lie group, P be a smooth principal G-bundle over a
smooth Riemannian manifold (X, g) of dimension d ≥ 2, and p ∈ (d/2,∞), and A1 be a C∞
reference connection on P . Then there is a constant ε = ε(A1, g,G, p, [P ]) ∈ (0, 1] with the
following significance. If A is a W 1,p connection on P with
(1.4) ‖FA‖Lp(X) < ε,
then there is a W 1,p flat connection Γ on P and a W 2,p gauge transformation v ∈ Aut2,p(P ) such
that
d∗Γ(v(A)− Γ) = 0 a.e. on X,(1.5)
‖v(A)− Γ‖
W 1,rA1
(X)
≤ C‖FA‖Lr(X) + C‖v(A)− Γ‖Lr(X),(1.6)
for any r ∈ (1, p] and correspding constant C = C(A1, g,G, r) ∈ [1,∞). If d ≥ 3 or d = 2 and
p > 4/3, then we may assume that Γ is C∞. If σ ∈ (0, 1] is a constant then, for a possibly smaller
ε = ε(A1, g,G, p, [P ], σ) ∈ (0, 1], one has
(1.7) ‖v(A)− Γ‖
W 1,pA1
(X)
< σ.
Our statement of Theorem 1, specifically the inequality (1.6), corrects one due to Uhlenbeck
[132, Corollary 4.3] and the author in [32, Theorem 5.1]. (In [32], we had attempted to supply a
detailed proof of [132, Corollary 4.3], which was omitted in [132], but our argument was incorrect
as we explain in [25].)
One of the conclusions in Theorem 1 — that there exists a flat connection Γ on P , given a
W 1,p connection on P with ‖FA‖Lp(X) < ε — was asserted by [132, Corollary 4.3]. However, the
dependencies of the constant ε and how they could be determined were unclear from the proof
outlined in [132].
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However, unlike [132, Corollary 4.3], while we do assert that the estimates (1.6) and (1.7) hold
(those inequalities are not included in [132, Corollary 4.3]), we do not assert the stronger estimate
‖v(A)− Γ‖
W 1,pA1
(X)
≤ C‖FA‖Lp(X),
stated in [132, Corollary 4.3]. Indeed, the preceding estimate is false in general without further
restrictions, as we explain in Appendix A. The Coulomb-gauge conclusion (1.5) is stated in the
proof outlined by Uhlenbeck for [132, Corollary 4.3].
1.1.2.  Lojasiewicz distance inequality for functions on Banach spaces. We shall use a version of
the  Lojasiewicz gradient inequality, called the  Lojasiewicz distance inequality, for the Yang–Mills
energy function (see Corollary 7) in our proof of Theorem 9. Simon proved a  Lojasiewicz gradient
inequality [115, Theorem 3, Equation (2.2], like the forthcoming (1.13), and a gradient-distance
inequality [115, Theorem 3, Equation (2.1] for a certain analytic function on a Banach space of
C2,α sections of a Riemannian vector bundle over a closed, smooth Riemannian manifold using a
Lyapunov–Schmidt reduction to the case of the finite-dimensional  Lojasiewicz gradient inequality
[86]. However, the  Lojasiewicz distance inequalities (1.15) and (1.17) do not appear to be directly
accessible to such a Lyapunov–Schmidt reduction.
Theorem 1.1 ( Lojasiewicz distance inequality for analytic functions on Euclidean space). (See
 Lojasiewicz [86, Theorem 2, p. 85 (62)].) Let n ≥ 1 be an integer, U ⊂ Rn be an open neighborhood
of the origin, and f : U → [0,∞) be an analytic function. If f(0) = 0 and f ′(0) = 0, then there
are constants C ∈ [1,∞), and σ ∈ (0, 1], and δ ∈ (0, σ/4], and β ∈ [1,∞) such that
(1.8) f(x) ≥ C dist(x,Bσ ∩ Zero f)β, ∀x ∈ Bδ,
where Zero f := f−1(0) and dist(x, Z) := inf{‖x − z‖ : z ∈ Z} for any Z ⊂ Rn and Br := {x ∈
Rn : ‖x‖ < r} for r ∈ (0,∞).
We refer the reader to Feehan [30, Theorem 1 and Corollary 4] for a simpler proof of Theorem
1.1 which is partly inspired by that of Bierstone and Milman5 [7, Theorem 2.8].
We refer to Feehan [30, Section 1.1.3] for a comparison of several types of  Lojasiewicz inequal-
ities and a discussion of when one can be derived from another:
Gradient inequality with θ ∈ [1/2, 1):
(1.9) ‖f ′(x)‖ ≥ C|f(x)|θ, ∀x ∈ Bσ.
Distance-to-critical-set inequality with α = 1/(1− θ) ∈ [2,∞):
(1.10) |f(x)| ≥ C dist(x,Bσ ∩ Crit f)α, ∀x ∈ Bδ.
Distance-to-zero-set inequality with β = α/2 ∈ [1,∞):
(1.11) |f(x)| ≥ C dist(x,Bσ ∩ Zero f)β, ∀x ∈ Bδ.
Gradient-distance inequality with γ = θ/(1− θ) ∈ [1,∞):
(1.12) ‖f ′(x)‖ ≥ C dist(x,Bσ ∩ Crit f)γ , ∀x ∈ Bδ.
The gradient-distance inequality (1.12) is stated by Simon in [115, Equation (2.3)] and attributed
by him to  Lojasiewicz, but it is not stated in [86] and it appears to be weaker than the distance-
to-critical set inequality (1.10).
5Bierstone and Milman omit a hypothesis in [7, Theorem 2.8] that their analytic function is non-negative,
although that assumption appears to be implicit in their proof of [7, Theorem 2.8].
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More generally, when X and H are infinite-dimensional Banach and Hilbert spaces, respec-
tively, the existence (even for short time) of a solution to the gradient flow defined by a function,
E , in the proof of Theorem 2 is not automatic and one must explicitly include that as a hypothesis
for an abstract gradient flow. When we specialize to the case of Yang–Mills energy function (7.1),
we may appeal to the existence of solutions to its gradient flow provided by Feehan [27, Theorem
6], a variant of which we prove here as Theorem 3.
Theorem 2 ( Lojasiewicz distance inequalities for functions on Banach spaces). Let X be a
Banach space and H be a Hilbert space such that X ⊂ H is a continuous embedding and its
adjoint H ∗ ⊂ X ∗ is a continuous embedding, and U ⊂ X be an open subset. Let F : U →
[0,∞) be a function with continuous gradient map F ′ : U → H such that F (0) = 0 and the
following hold:
(a) ( Lojasiewicz gradient inequality.) There are constants C ∈ (0,∞) and σ ∈ (0, 1] and
θ ∈ [1/2, 1) such that
(1.13) ‖F ′(x)‖H ≥ CF (x)θ, ∀x ∈ Bσ,
where Br := {x ∈X : ‖x‖X < r} for r > 0.
(b) (Solution to gradient flow.) There are a constant δ ∈ (0, σ/4] and, for each x ∈ Bδ, a
solution, x ∈ C([0,∞);X )) ∩ C1((0,∞);H ), to
(1.14)
dx
dt
= −F ′(x(t)) (in H ) with x(0) = x,
such that x(t) ∈ Bσ/2 for all t ∈ [0,∞) and x(t) → x∞ in X as t → ∞, where x∞ ∈
Bσ ∩ CritF and CritF := {x ∈ U : F ′(x) = 0}.
Let E : U → R be a function with continuous gradient map E ′ : U →H .
(1) (Distance to the critical and zero sets.) If E ≥ 0 on U and E (0) = 0 and F := E obeys
(1.13) and (1.14), then there are constants C1 ∈ (0,∞) and α = 1/(1− θ) ∈ [2,∞) such
that
(1.15) E (x) ≥ C1 distH (x,Bσ ∩ CritE )α, ∀x ∈ Bδ,
where
(1.16) distH (x, S) := inf{‖x− a‖H : a ∈ S},
for any point x ∈X and subset S ⊂X . If in addition Bσ ∩CritE ⊂ Bσ ∩ZeroE , where
ZeroE := {x ∈ U : E (x) = 0}, then
(1.17) E (x) ≥ C1 distH (x,Bσ ∩ ZeroE )α, ∀x ∈ Bδ.
(2) (Distance to the zero set.) If E (0) = 0 and F := E 2 obeys (1.13) and (1.14) and
Bσ ∩ CritF = Bσ ∩ ZeroF , then there are constants C2 ∈ (0,∞) and β = α/2 ∈ [1,∞)
such that
(1.18) |E (x)| ≥ C2 distH (x,Bσ ∩ ZeroE )β, ∀x ∈ Bδ.
Remark 1.2 (On the hypothesis that CritE 2 = ZeroE 2 in Item (2) of Theorem 2). Assume the
notation of Theorem 2. For F = E 2, we have F ′(x) = 2E (x)E ′(x) for all x ∈ U . If E (0) = 0,
then F (0) = 0 and F ′(0) = 0. For x ∈ U , we have F ′(x) = 0 ⇐⇒ E (x) = 0 or E ′(x) = 0, so
CritF = ZeroE ∪ CritE . In particular, we have that CritF ⊃ ZeroF .
If E ′(0) 6= 0 then, after possibly shrinking σ, we may assume without loss of generality that
E ′(x) 6= 0 for all x ∈ Bσ and thus Bσ ∩ CritF = Bσ ∩ ZeroE . However, if E ′(0) = 0 and CritE
is locally arc-connected by continuous piecewise-C1 arcs then, after possibly decreasing σ, we
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obtain that Bσ∩CritE is arc connected by continuous piecewise-C1 arcs and hence Bσ∩CritE ⊂
Bσ∩ZeroE . Thus, Bσ∩CritF = Bσ∩ZeroE when CritE is locally arc-connected by continuous
piecewise-C1 arcs.
When X = H = Rd, Theorem 2 was stated by  Lojasiewicz in [84, Corollary, p. 88] and
proved by him in [82, 83] and in [86], with simplified proofs provided by Bierstone and Milman as
[6, Theorem 6.4 and Remark 6.5] and [7, Theorem 2.8]. When E is a polynomial on Rd, Theorem
2 is due to Ho¨rmander [62, Lemma 1]. We reproved [7, Theorem 2.8] as [30, Corollary 4] and
provided details supplementing those given by Bierstone and Milman; see also  Lojasiewicz [87].
1.1.3. Global existence and convergence of Yang–Mills gradient flow on a Coulomb-gauge slice
around a local minimum. We have the following variant of [27, Theorem 6], which does not
require that the Yang–Mills gradient flow be restricted to a Coulomb-gauge slice through the
local minimum but uses more restrictive Sobolev norms.
Theorem 3 (Global existence and convergence of Yang–Mills gradient flow on a Coulomb-gauge
slice around a local minimum). Let G be a compact Lie group and A1 and Amin be C
∞ connections
on a principal G-bundle P over a closed, connected, oriented, smooth Riemannian manifold (X, g)
of dimension d ≥ 2, where A1 serves as a reference connection in the definition of Sobolev and
Ho¨lder norms and Amin is a local minimum of the Yang–Mills energy function (7.1), and let
p ∈ [2,∞) obey p > d/2. Then there are constants C ∈ (0,∞), and σ ∈ (0, 1], and θ ∈ [1/2, 1),
depending on A1, Amin, g, p with the following significance.
(1) Global existence and uniqueness: There is a constant ε = ε(A1, Amin, g, p) ∈ (0, σ/4) with
the following significance. If A0 is a W
1,p connection on P such that
(1.19) ‖A0 −Amin‖W 1,pA1 (X) < ε,
then there is a unique solution, A(t) = Amin + a(t) for t ∈ [0,∞), with
a ∈ C([0,∞); Ker d∗Amin ∩W 1,pA1 (T ∗X ⊗ adP ))
∩ C∞((0,∞); Ker d∗Amin ∩ Ω1(X; adP )),
to the equation (7.26) for Yang–Mills gradient flow on a Coulomb-gauge slice through
Amin with initial data A(0) = A0 and obeying
(1.20) ‖A(t)−Amin‖W 1,pA1 (X) < σ/2, ∀ t ∈ [0,∞).
(2) Continuity with respect to initial data: The solution A(·) varies continuously with respect
to A0 in the C([0,∞); Ker d∗Amin ∩W
1,p
A1
(X;T ∗X ⊗ adP )) topology.
(3) Convergence: As t → ∞, the solution A(t) converges strongly with respect to the norm
on W 1,pA1 (X;T
∗X ⊗ adP ) to a Yang–Mills connection A∞ of class W 1,p on P , and the
gradient flowline has finite length in the sense that∫ ∞
0
∥∥∥∥∂A∂t
∥∥∥∥
W 1,pA1
(X)
dt <∞.
If A∞ is a cluster point of the orbit O(A) = {A(t) : t ≥ 0}, then A∞ = Amin.
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(4) Convergence rate: For all t ≥ 1,
(1.21) ‖A(t)−A∞‖W 1,pA1 (X)
≤

1
C(1− θ)
(
C2(2θ − 1)(t− 1) + (YM (A0)− YM (A∞))1−2θ
)−(1−θ)/(2θ−1)
,
1/2 < θ < 1,
2
C
(YM (A0)− YM (A∞))1/2 exp(−C2(t− 1)/2),
θ = 1/2.
(5) Stability: As an equilibrium of the Yang–Mills gradient flow (7.26) on a Coulomb-gauge
slice through Amin, the point A∞ is Lyapunov stable and if A∞ is isolated or a cluster
point of the orbit O(A), then A∞ is uniformly asymptotically stable.6
Remark 1.3 (Comparison with results on Yang–Mills gradient flow due to R˚ade, Kozono, Maeda,
and Naito, and Schlatter and Struwe). R˚ade [106, Theorems 1 and 2] established a version of
Theorem 3 for Yang–Mills gradient flow (7.8) when d = 2 or 3, without any constraint on the
initial energy YM (A0) or norm constraint on the initial data A0 like (1.19) or a restriction of
the flow to a Coulomb-gauge slice. His proof of local existence is very different from ours and
does not use the theory of analytic semigroups or the Donaldson–DeTurck trick [20, 23, 19] used
by Donaldson and later by Struwe [121]. When d = 4, Kozono, Maeda, and Naito [76, Corollary
5.7] established the global existence and convergence of Yang–Mills gradient flow (7.8) when the
norm constraint (1.19) on A0 is replaced by one that the initial energy YM (A0) is sufficiently
small.
When d = 4, the constant ε in the forthcoming (1.22) may be chosen small enough to exclude
the possibility of energy bubbling. Consequently, according to Schlatter [110, Theorems 1.2 and
1.3] and Struwe [121, Theorems 2.3 and 2.4] (see also Schlatter [110, Theorems 1.2 and 1.3] for
the completion of the proof of [121, Theorem 2.4]) or Kozono, Maeda, and Naito [76, Theorem
5.6 and Corollary 5.7]), there is a global solution A = A0 + a to the Yang–Mills gradient flow
equation (7.8), where
a ∈ C([0,∞);W 1,2A1 (X;T ∗X ⊗ adP )) ∩ C1((0,∞);L2(X;T ∗X ⊗ adP )),
when the norm constraint (1.19) on A0 is replaced by one that the initial energy YM (A0) is
sufficiently small. These authors also prove subsequential convergence modulo gauge transforma-
tions to a limiting Yang–Mills connection A∞ on P . However, Theorem 3 (like the corresponding
result of R˚ade [106] when d = 2 or 3) provides a far stronger global existence and convergence
result than those of [76, 110, 121].
The results of Kozono, Maeda, and Naito [76, Theorem 5.6 and Corollary 5.7], Schlatter [110,
Lemma 2.4], and Struwe [121, See Lemma 3.6] that can be used to prove global existence for
Yang–Mills gradient flow (7.8) using a careful local analysis of the flow do not obviously extend
to Yang–Mills gradient flow (7.26) on a Coulomb-gauge slice due to the presence of the L2-
orthogonal projection ΠA∞ in the definition of (7.26).
It is worth noting that Theorem 3 does not contradict an important result due to Naito:
Theorem 1.4 (Finite-time blow-up for Yang-Mills gradient flow over a sphere of dimension
greater than or equal to five). (See [98, Theorem 1.3].) Let G ⊂ SO(n) be a compact Lie group
and P be a non-trivial principal G-bundle over the sphere Sd of dimension d ≥ 5 and with its
6See Sell and You [112, Section 2.3.3] for definitions of these concepts of stability.
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standard round Riemannian metric of radius one. Then there is a constant ε ∈ (0, 1] with the
following significance. If A0 is a C
∞ connection on P such that ‖FA0‖L2(Sd) < ε, then the solution
A(t) to Yang-Mills gradient flow (7.8) with initial data, A(0) = A0, blows up in finite time.
When d = 2 or 3, the hypothesis (1.19) in Theorem 3 can be relaxed.
Corollary 4 (Global existence and convergence of Yang–Mills gradient flow on a slice for ini-
tial connections with small energy over low-dimensional manifolds). Assume the hypotheses of
Theorem 3 but restrict to d = 2 or 3 and replace the hypothesis (1.19) by
(1.22) ‖FA0‖L2(X) ≤ ε.
Then after excluding (1.20), the conclusions of Theorem 3 continue to hold with A∞ replaced by
a C∞ flat connection Γ and A0 replaced by u(A0), where u ∈ Aut2,p(P ) with p > d/2.
Remark 1.5 (Extension of Corollary 4 to higher dimensions and critical Sobolev exponent). We
expect Corollary 4 to continue to hold when d ≥ 3 and the small initial energy condition (1.22)
is replaced by a condition that
‖FA0‖Ld/2(X) ≤ ε.
Indeed, by applying Feehan [29, Theorem 2.14], both the Uhlenbeck Compactness Theorem 3.8
and Lemma 3.10 should hold as stated for d ≥ 3 and p = d/2 if b ∈ (0,∞) is replaced by a small
enough constant ε = ε(g,G) ∈ (0, 1]. This is discussed in a forthcoming revision of [29].
1.1.4. Almost strong deformation retraction of a neighborhood in the quotient space of Sobolev
connections onto the moduli subspace of flat connections. For b ∈ (0,∞) and p ∈ (d/2,∞) and
r ∈ [1, p], we set
(1.23) B1,pb (P, g, r) :=
{
[A] ∈ B1,p(P ) : ‖FA‖Lr(X) ≤ b
}
.
Recall that W 1,p(X) ⊂ L2p(X) is a continuous Sobolev embedding by [2, Theorem 4.12] if p∗ =
dp/(d − p) ≥ 2p, that is, d ≥ 2(d − p) or equivalently, p ≥ d/2. Hence, if A is a connection
one-form on a product G-bundle and FA = dA +
1
2 [A,A], then |FA| ∈ Lp(X) and the subspace
B1,pb (P, g, r) is well-defined for r ≤ p. We now apply Theorem 3 when d ≥ 4 and Corollary 4
when d = 2 or 3 to obtain
Corollary 5 (Almost strong deformation retraction of a neighborhood in the quotient space
of Sobolev connections onto the moduli subspace of flat connections). Let G be a compact Lie
group and P be a smooth principal G-bundle over a closed, smooth Riemannian manifold (X, g)
of dimension d ≥ 2, and p ∈ (d/2,∞), and (a) d/2 < r ≤ p if d ≥ 4, or (b) r = 2 if d = 2 or 3.
Then there is a constant ε = ε(g,G, P, p, r) ∈ (0, 1] and a continuous map
(1.24) H : B1,pε (P, g, r)× [0, 1]→ B1,p(P, g, r),
where B1,pε (P, g, r) is as in (1.23), such that for all [A] ∈ B1,pε (P, g, r),
H([A], 0) = [A], H([A], 1) ∈M(P ), and H([Γ], t) = [Γ], ∀ [Γ] ∈M(P ) and t ∈ [0, 1].
When d = 2 or 3, then r = 2 and B1,p(P, g, r) in (1.24) can be replaced by B1,pε (P, g, 2) and the
map H is a strong deformation retraction (Definition 8.5).
See R˚ade [106, Corollary, p. 128] for a more general version of Corollary 5 when d = 2 or 3.
It is very likely that the map H in (1.24) is also a strong deformation retraction when d = 4,
by applying methods of [29], so B1,p(P, g, r) in (1.24) can be replaced by B1,pε (P, g, 2). When
d ≥ 5, while we know that the L2 norm of FA(t) is non-increasing with respect to t ∈ [0,∞) for
YANG–MILLS MORSE THEORY NEAR FLAT CONNECTIONS 11
Yang–Mills gradient flow A(t), we do not know that the Lr norm of FA(t) is non-increasing with
respect to t ∈ [0,∞) when r > 2.
1.1.5.  Lojasiewicz distance inequality for the Yang–Mills energy function. In Section 7.2, we intro-
duce the restriction ŶM in (7.23) of the Yang–Mills energy function YM in (7.1) to a Coulomb-
gauge slice through a smooth connection A∞,
ŶM : A∞ + Ker d∗A∞ ∩W 1,pA1 (X;T ∗X ⊗ adP )→ R,
and note that its gradient is ŶM ′(A) = ΠA∞d∗AFA in (7.25), where ΠA∞ is L
2-orthogonal pro-
jection onto the Coulomb-gauge slice. By applying Theorems 2 and 3, we obtain
Corollary 6 ( Lojasiewicz distance inequalities for the Yang–Mills energy function on a Coulom-
b-gauge slice). Let G be a compact Lie group, P be a smooth principal G-bundle over a smooth
Riemannian manifold (X, g) of dimension d ≥ 2, and p ∈ [2,∞) obey p > d/2, and A1 be a
C∞ reference connection on P for the definition of Sobolev and Ho¨lder norms. If Amin is a
C∞ connection on P that is a local minimum for the Yang–Mills energy function YM in (7.1)
(equivalently, for ŶM in (7.23)), then there is a constant C = C(A1, Amin, G, g, p) ∈ (0,∞) such
that
(1.25) ŶM (A)− ŶM (Amin) ≥ C distL2(X)
(
A,Bσ(Amin) ∩ Crit ŶM
)α
, ∀A ∈ Bδ(Amin),
where α = 1/(1−θ) ∈ [2,∞) and θ = θ(A1, Amin, G, g, p) ∈ [1/2, 1) and σ = σ(A1, Amin, G, g, p) ∈
(0, 1] are as in Theorem 8.2 and δ ∈ (0, σ/4] and
(1.26) distL2(X)(A,S) := inf
A′∈S
‖A−A′‖L2(X),
for any subset S ⊂ Amin + Ker d∗Amin ∩W
1,p
A1
(X;T ∗X ⊗ adP ) and for any R ∈ (0,∞),
(1.27) BR(Amin) := Amin +
{
a ∈ Ker d∗Amin ∩W 1,pA1 (X;T ∗X ⊗ adP ) : ‖a‖W 1,pA1 (X) < R
}
.
If ŶM is Morse–Bott at Amin in the sense of Definition 7.6, then α = 2 in (1.25). If Amin is a
flat connection, then
(1.28) ŶM (A) ≥ C distL2(X)
(
A,Bσ(Amin) ∩ Zero ŶM
)α
, ∀A ∈ Bδ(Amin).
Corollary 7 ( Lojasiewicz distance inequalities for the Yang–Mills energy function). Continue the
hypotheses and notation of Corollary 6. Then for α = 1/(1−θ) ∈ [2,∞) and θ = θ(A1, Amin, G, g, p) ∈
[1/2, 1) and σ = σ(A1, Amin, G, g, p) as in Theorem 8.2 and ζ = ζ(A1, Amin, G, g, p) ∈ (0, 1] as in
Theorem 3.1, and small enough η = η(ζ, σ) ∈ (0, 1], we have
(1.29) YM (A)− YM (Amin) ≥ C distL2(X) (A,Bσ(Amin) ∩ CritYM )α , ∀A ∈ Bη(Amin),
where
(1.30) distL2(X)(A,S) := inf
A′∈S,
u∈Aut2,p(P )
‖u(A)−A′‖L2(X),
for any subset S ⊂ A 1,p(P ) and for any R ∈ (0,∞),
(1.31) BR(Amin) := Amin +
{
a ∈W 1,pA1 (X;T ∗X ⊗ adP ) : ‖a‖W 1,pA1 (X) < R
}
.
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If YM is Morse–Bott at Amin in the sense of Definition 7.5, then α = 2 in (1.29). If Amin is a
flat connection, then
(1.32) YM (A) ≥ C distL2(X) (A,Bσ(Amin) ∩ ZeroYM )α , ∀A ∈ Bη(Amin).
1.1.6. Ld/2 and L2 energy gaps for Yang–Mills connections. We recall our
Theorem 1.6 (Ld/2-energy gap for Yang–Mills connections). (See Feehan [32, Theorem 1] and
[25].) Let G be a compact Lie group and P be a smooth principal G-bundle over a closed,
smooth Riemannian manifold (X, g) of dimension d ≥ 2. Then there is a positive constant,
ε = ε(g,G, [P ]) ∈ (0, 1], with the following significance. If A is a C∞ Yang–Mills connection on
P and its curvature, FA, obeys
(1.33) ‖FA‖Ld/2(X) ≤ ε,
then A is a flat connection.
Our corrigendum [25] includes the slight modification of our proof of [32, Theorem 1] required
when we replace our appeal to Uhlenbeck’s [132, Corollary 4.3] with one to our forthcoming
Theorem 9.
Remark 1.7 (Alternative approaches to the proof of Theorem 1.6). In [64, Section 3], Huang
gives a proof of Theorem 1.6 (see his [64, Theorem 1.1]) that is valid when Theorem 9 holds with
exponent λ = 1, but the argument breaks down if λ < 1 is small enough. Indeed, rather than the
inequality stated on [64, p. 913],
‖FA‖2L2(X) ≤ C‖FA‖3L2(X),
which leads to a contradiction when ‖FA‖L2(X) < 1/C, where C = C(g, P ), one instead only
obtains
‖FA‖2L2(X) ≤ C‖FA‖1+2λL2(X),
and there is no contradiction when λ ≤ 1/2 and ‖FA‖L2(X) ≤ δ, regardless how small one chooses
δ ∈ (0, 1].
In Section 10, we shall give a proof of the forthcoming more general Theorem 8 that is quite
different from the proof of Theorem 1.6 that we gave in [32, 25]. Our proof in Section 10 does not
use the  Lojasiewicz gradient inequality but rather instead relies on analyticity of the Yang–Mills
energy function in a more fundamental way.
Theorem 8 (L2-energy gap for Yang–Mills connections). Let G be a compact Lie group and P
be a smooth principal G-bundle over a closed, smooth Riemannian manifold (X, g) of dimension
d ≥ 2. Then there is a positive constant, ε = ε(g,G, [P ]) ∈ (0, 1], with the following significance.
If A is a C∞ Yang–Mills connection on P and its curvature, FA, obeys
(1.34) ‖FA‖L2(X) ≤ ε,
then A is a flat connection.
Our proof of Theorem 8 in Section 10.7 will rely on the local piecewise-C1 arc-connectivity of
critical sets of the Yang–Mills energy function YM and that in turn is implied by their analyticity,
which we establish in Proposition 10.25. It is well-known (see for example, Simpson [117] or
Ho, Wilkin, and Wu [61] together with references cited therein) that the representation variety,
Hom(pi1(X);G)/G, is an analytic set and that this can be identified with the moduli space
of flat connections, M(X). For the moduli space of anti-self-dual connections M(P, g) on a
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principal G-bundle P over a closed, four-dimensional, Riemannian manifold (X, g), Donaldson
and Kronheimer [23, p. 126, 139] observe that analyticity is a consequence of the Method of
Kuranishi [79] while Koiso [75] (for arbitrary d ≥ 2) and Taubes [126] (for d = 4) observe more
generally that the Method of Kuranishi implies that moduli spaces Yang–Mills connections are
analytic sets. We shall apply a similar argument to prove Proposition 10.25.
Previous Lp curvature gap results due to Bourguignon, Lawson, and Simons [12, 11] required
that a curvature operator defined by the Riemannian metric g on the base manifold X obeyed
certain positivity properties and that p = ∞. For example, in [12, Theorem 5.3], Bourguignon,
Lawson, and Simons asserted that if d ≥ 3 and X is the d-dimensional sphere Sd with its standard
round metric of radius one, and A is a Yang–Mills connection on a principal G-bundle P over Sd
such that
(1.35) ‖FA‖2L∞(Sd) ≤ ε,
where ε = ε(d) ∈ (0, 1], then A is flat. A detailed proof of this gap result is provided by
Bourguignon and Lawson in [11, Theorem 5.19] for d ≥ 5, [11, Theorem 5.20] for d = 4 (by
combining the cases of L∞-small F+A and F
−
A ), and [11, Theorem 5.25] for d = 3. (The results
for the cases d ≥ 5, d = 4, and d = 3 are combined in their [11, Theorem C].) In the penultimate
paragraph prior to the statement of their [11, Theorem 5.26], Bourguignon and Lawson imply
that these gap results extend to the case of a closed smooth manifold X if a curvature operator
defined by its Riemannian metric g is positive definite. This observation of Bourguignon and
Lawson was improved by Gerhardt as [44, Theorem 1.2] by replacing their small L∞(X) norm
condition on FA with a small L
d/2(X) norm condition,
(1.36) ‖FA‖Ld/2(X) ≤ ε,
where ε = ε(g,dimG) ∈ (0, 1].
1.1.7. Nonlinear estimate for distance to moduli subspace of flat connections. We let
(1.37) M(P ) := {Γ ∈ A 1,p(P ) : FΓ = 0}/Aut2,p(P ),
denote the moduli space of gauge-equivalence classes, [Γ], of flat connections Γ on P .
Theorem 9 (Nonlinear estimate for distance to moduli subspace of flat connections). Continue
the hypotheses and notation of Theorem 1. Then there is a constant C = C(A1, g,G, [P ], p, r) ∈
[1,∞) such that
(1.38) ‖v(A)− Γ‖
W 1,rA1
(X)
≤ C‖FA‖λLr(X),
where λ = 2/α and α = α(A1, g,G, p) ∈ [2,∞) is as in Corollary 7, and, in particular,
(1.39) dist
W 1,rA1
(X)
([A],M(P )) ≤ C‖FA‖λLr(X),
where
dist
W 1,rA1
(X)
([A],M(P )) := inf
u∈Aut2,p(P )
[Γ]∈M(P )
‖u(A)− Γ‖
W 1,rA1
(X)
.
If YM is Morse–Bott at [Γ] in the sense of Definition 7.6, then λ = 1 in (1.38) and (1.39).
Remark 1.8 (Nonlinear estimate for distance to moduli subspace of flat connections). As we noted
earlier, Fukaya [41, Proposition 3.1] proved that a version7 of (1.39) holds when d = 4, and X
is a compact manifold with boundary, and A is anti-self-dual, and λ = λ(g,G, pi1(X)) ∈ (0, 1].
7Fukaya uses a different system of norms.
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However, Fukaya used a difficult patching argument to obtain his result and there is no overlap
between the methods of proof of Theorem 9 and [41, Proposition 3.1].
1.1.8. Optimal  Lojasiewicz distance inequality for a Yang–Mills energy function implies its Morse–
Bott property. Let X ,Y be real Banach spaces, and L (X ,Y ) denote the Banach space of
bounded linear operators from X to Y , and KerT and RanT denote the kernel and range of
T ∈ L (X ,Y ), and X ∗ denote the continuous dual space of X . If U ⊂ X is an open sub-
set, E : U → R is a C2 function, and CritE is a C2, connected submanifold of U , then the
tangent space, Tx CritE , is contained in KerE ′′(x), for each x ∈ CritE , where E ′(x) ∈ X ∗ and
E ′′(x) ∈ L (X ,X ∗).
Definition 1.9 (Morse–Bott properties). (See Feehan [28, Definition 1.5].) Let X be a real
Banach space, and U ⊂ X be an open neighborhood of the origin, and E : U → R be a C2
function such that CritE is a C2, connected submanifold.
(1) If x0 ∈ CritE and KerE ′′(x0) ⊂X has a closed complement X0 and RanE ′′(x0) = X ∗0 ,
and Tx0 CritE = KerE
′′(x0), then E is Morse–Bott at the point x0;
(2) If E is Morse–Bott at each point x ∈ CritE , then E is Morse–Bott along CritE or a
Morse–Bott function.
The Morse–Bott Lemma in this setting (see Feehan [28, Theorem 2.10]) implies that if E is
Morse–Bott at a point, as in Definition 1.9 (1), then E is Morse–Bott along an open neighborhood
of that point in CritE , as in Definition 1.9 (2).
Theorem 10 (Morse–Bott property of an analytic function with  Lojasiewicz exponent one half).
(See Feehan [28, Theorem 2].) Let X be a real Banach space, and U ⊂X be an open neighbor-
hood of the origin, and E : U → R be a non-constant analytic function such that E (0) = 0 and
E ′(0) = 0 and E ′′(0) ∈ L (X ,X ∗) is a Fredholm operator with index zero. If there is a constant
C ∈ (0,∞) such that, after possibly shrinking U ,
(1.40) ‖E ′(x)‖X ∗ ≥ C|E (x)|1/2, ∀x ∈ U ,
that is, the  Lojasiewicz gradient inequality for E holds with optimal exponent θ = 1/2, then E is
a Morse–Bott function in the sense of Definition 1.9.
In the case of the Yang–Mills energy function on a Coulomb-gauge slice, Theorem 10 yields
Theorem 11 (Morse–Bott property of a Yang–Mills energy function with  Lojasiewicz exponent
one half). Let (X, g) be a closed, smooth Riemannian manifold of dimension d = 2, 3, or 4, and
G be a compact Lie group, and P be a smooth principal G-bundle over X, and p > d/2 be a
constant. Let A1 be a C
∞ reference connection on P , and Γ be a C∞ flat connection on P . If
there is a constant C0 ∈ (0,∞) such that, after possibly decreasing σ,
(1.41) ‖A− Γ‖
W 1,2Γ (X)
≤ C0‖FA‖L2(X), ∀A ∈ Bσ(Γ),
where Bσ(Γ) is as in (1.27),
Bσ(Γ) = Γ +
{
a ∈ Ker d∗Γ ∩W 1,pA1 (X;T ∗X ⊗ adP ) : ‖a‖W 1,pA1 (X) < σ
}
,
then there is a constant C ∈ (1,∞) such that ŶM obeys the  Lojasiewicz gradient inequality with
optimal exponent one half,
(1.42) ‖ŶM ′(A)‖
W−1,2A1 (X)
≥ CŶM (A)1/2, ∀A ∈ Bσ(Γ),
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where ŶM ′(A) = ΠΓd∗AFA, and ŶM is Morse–Bott at Γ in the sense of Definition 7.6.
Remark 1.10 (Extension to higher-dimensional manifolds). It is highly likely that a version of
Theorem 11 would hold for base manifolds X of dimension d ≥ 5, but the proof would require a
more general version of Theorem 10.
Theorem 11 can be used to generate counterexamples to the estimate in [132, Corollary 4.3]
since it suffices to identify non-regular flat connections. See Appendix A for one such example
and further discussion and references.
1.2. Outline. In Section 2, we review our gauge theory conventions and notation. In Section
3, we discuss the construction of bundle automorphisms that bring a nearby connection into
Coulomb gauge with respect to a given reference connection. In particular, we reinterpret the
usual sequential compactness conclusion in Uhlenbeck’s Weak Compactness [130] in terms of
compactness with respect to a metric topology and prove Theorem 1.
In order to prove local well-posedness for the Yang–Mills gradient flow on a Coulomb-gauge slice
(7.26), we shall apply the general theory for abstract nonlinear evolution equations in Banach
spaces described by Sell and You [112]. Our approach in Section 4 is broadly similar to the
one we take in [27, Section 17] but differs in one important respect. Rather than consider the
usual Yang–Mills gradient flow (7.8) and apply the Donaldson–DeTurck trick [20, 19] to obtain
a gauge-equivalent quasilinear parabolic equation, we instead consider Yang–Mills gradient flow
restricted to a Coulomb-gauge slice through a Yang–Mills connection, by analogy with Chern–
Simons gradient flow restricted to a Coulomb-gauge slice through a flat connection, as discussed
by Morgan, Mrowka, and Ruberman [94, Section 2.6]. As we shall explain in Section 7, the
regularity properties for solutions to Yang–Mills gradient flow on a Coulomb-gauge slice are
much better than those obtained through an application of the Donaldson–DeTurck trick. We
make explicit use of this improvement in our proof of Corollary 5, giving an ‘almost strong
deformation retraction of a neighborhood in the quotient space of Sobolev connections onto the
moduli subspace of flat connections.
In Section 5, we summarize our key results from [27, Section 2] on global existence, convergence,
and convergence rate for gradient flow defined by a smooth function near a critical point when
the function obeys a  Lojasiewicz–Simon gradient inequality.
Our results in Section 4 assume (as do Sell and You [112]) that the nonlinear evolution equation
is defined by a positive sectorial unbounded linear operator on a Banach space — such as the
covariant Laplace operator [37] on a space of Lp sections of a vector bundle over a closed manifold
— plus a nonlinear term. While the Chern–Simons [22] or Chern–Simons–Dirac operators [78]
are not positive sectorial operators — they are first-order elliptic operators upon restriction to
a Coulomb-gauge slice with spectra unbounded from above or below — they can nonetheless be
expressed as the difference of two positive sectorial operators. Hence, the theory in Section 4 can
be applied, with suitable modifications, to yield properties of gradient flows for the Chern–Simons
or Chern–Simons–Dirac functions used in the definitions of instanton [22, 35] or monopole Floer
homologies [78] of three-dimensional manifolds. Selected results from Section 5 on convergence
of gradient flows for analytic functions on Banach spaces can also be applied to Chern–Simons
or Chern–Simons–Dirac gradient flows.
In Section 6, we prove Theorem 2, giving our  Lojasiewicz distance inequality for functions on
Banach spaces.
Section 7 includes proofs of our results on local well-posedness, a priori estimates, and minimal
lifetimes for solutions to Yang–Mills gradient flow on a Coulomb-gauge slice by applying our
general results on evolution equations in Banach spaces from Section 4.
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In Section 8, we apply the main results of Sections 4, 5, 6, and 7 to prove Theorem 3 and
Corollary 4, on the global existence, convergence, and convergence rate for Yang–Mills gradient
flow on a Coulomb-gauge slice near a local minimum. We apply these results to prove Corollary
5, on the existence of an ‘almost’ strong deformation retract from a neighborhood in the quotient
space of Sobolev connections onto the moduli subspace of flat connections, and Corollaries 6 and
7, on the  Lojasiewicz distance inequality for the Yang–Mills energy function.
In Section 9, we prove Theorems 9 and 11. In Section 10, we prove Theorem 8 by directly
exploiting the analyticity of the Yang–Mills energy function rather than its  Lojasiewicz gradient
inequality. In Appendix A, we describe a counterexample to the estimate stated in [132, Corollary
4.3], based on an observation by Mrowka [95].
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1.10]) for Yang–Mills gradient flow near the moduli space of flat connections. I am indebted
to him and very grateful to Toby Colding, Mariano Echeverria, Kenji Fukaya, Chris Herald,
Peter Kronheimer, Aaron Naber, Takeo Nishinou, Tom Parker, Tristan Rivie`re, Nikolai Saveliev,
Penny Smith, Yuuji Tanaka, Karen Uhlenbeck, Katrin Wehrheim, and Graeme Wilkin for helpful
communications during the preparation of this article. I am especially grateful to Tom Parker
and Nikolai Saveliev for perceptive comments, questions, references, and help with Appendix
A. Versions of this article were presented at seminars at Boston College, the Dublin Institute
for Advanced Studies, Harvard University, MIT, and Stanford University during Fall 2018 and
Spring 2019: I am grateful to those seminar organizers and participants for their comments and
questions. I thank the National Science Foundation for their support and the Dublin Institute
for Advanced Studies for their hospitality.
2. Preliminaries
Throughout our article, G denotes a compact Lie group and P a smooth principal G-bundle
over a closed, smooth manifold, X, of dimension d ≥ 2 and endowed with Riemannian metric, g.
We let8 adP := P×adg denote the real vector bundle associated to P by the adjoint representation
of G on its Lie algebra, Ad : G 3 u→ Adu ∈ Aut g. We fix an inner product on the Lie algebra
g that is invariant under the adjoint action of G and thus define a fiber metric on adP . (When
g is semisimple, one may use a negative multiple of the Cartan–Killing form κ : g × g → R to
define such an inner product on g — for example, see Hilgert and Neeb [57, Definition 5.5.3 and
Theorem 5.5.9].)
Because choices of conventions in Yang–Mills gauge theory vary among authors and as such
choices will matter here, we shall summarize our choices. We follow the mathematical conventions
of Kobayashi and Nomizu [74, Chapters II and III], with amplifications described by Bleecker
[8, Chapters 1–3] that are useful in gauge theory, though we adopt the notation employed by
Donaldson and Kronheimer [23, Chapters 2–4] and Uhlenbeck [130]. Bourguignon and Lawson
[11, Section 2] provide a useful summary of Yang–Mills gauge theory that overlaps with our
development here.
We assume that G acts on P on the right [8, Definition 1.1.1], [74, Section I.1.5]. We let A
denote a smooth connection on P through any one of its three standard equivalent definitions,
namely [8, Definitions 1.2.1, 1.2.2, and 1.2.3 and Theorems 1.2.4 and 1.2.5], [74, Section II.1]:
(i) a connection one-form A ∈ Ω1(P ; g), (ii) a family of horizontal subspaces Hp ⊂ TpP smoothly
8We follow the notational conventions of Friedman and Morgan [39, p. 230], where they define adP as we do
here and define AdP to be the group of automorphisms of the principal G-bundle, P .
YANG–MILLS MORSE THEORY NEAR FLAT CONNECTIONS 17
varying with p ∈ P , or (iii) a set of smooth local connection one-forms Aα ∈ Ω1(Uα; g) with
respect to an open cover {Uα}α∈I of X and smooth local sections σα : Uα → P . In particular, if
gαβ : Uα ∩Uβ → G is a smooth transition function [8, Definition 1.1.3], [74, Section I.1.5] defined
by σβ = σαgαβ, then [8, Definition 1.2.3], [74, Proposition II.1.4]
(2.1) Aβ = Ad(g
−1
αβ )Aα + g
∗
αβθ on Uα ∩ Uβ,
where θ ∈ Ω1(G; g) is the Maurer–Cartan form (or canonical one-form); when G ⊂ GL(n,C),
then (2.1) simplifies to give
Aβ = g
−1
αβAαgαβ + g
−1
αβdgαβ on Uα ∩ Uβ.
In particular, if B is any other smooth connection on P , then A−B ∈ Ω1(X; adP ) [8, Theorem
3.2.8], where we let
Ωl(X; adP ) := C∞(X;∧l(T ∗X)⊗ adP )
the Fre´chet space of C∞ sections of ∧l(T ∗X)⊗ adP , for an integer l ≥ 0.
Given a connection A on P , one obtains the exterior covariant derivative [8, Definitions 2.2.2
and 3.1.3], [74, Proposition II.5.1]
dA : Ω¯
l(P ; g)→ Ω¯l+1(P ; g),
where l ≥ 0 is an integer and Ω¯l(P ; g) ⊂ Ωl(P ; g) is the subspace of tensorial l-forms ϕ of
type adG such that [8, Definition 3.1.2], [74, p. 75] (i) R∗gϕ = Ad(g−1)ϕ for all g ∈ G, where
Rg : P → P denotes right multiplication by g, and (ii) ϕp(ξ1, . . . , ξl) = 0 if any one of ξi ∈ TpP
is vertical, for p ∈ P . If ϕ ∈ Ωl(P ; g) obeys condition (i) but not (ii), then ϕ is a pseudotensorial
l-form of type adG. In particular, A ∈ Ω1(P ; g) is a pseudotensorial 1-form of type adG by [74,
Proposition II.1.1]. As customary [23, Equation (2.1.12)], we also let
(2.2) dA : Ω
l(X; adP )→ Ωl+1(X; adP ),
denote the equivalent expression for exterior covariant derivative and let
(2.3) d∗A : Ω
l+1(X; adP )→ Ωl(X; adP ),
and denote its L2-adjoint with respect to the Riemannian metric [23, Equation (2.1.24)].
If ϕ ∈ Ω¯l(P ; g), then [8, Corollary 3.1.6]
(2.4) dAϕ = dϕ+ [A,ϕ] ∈ Ω¯l+1(P ; g).
If ϕ ∈ Ωl(X; adP ), then we have the corresponding local expressions,
(2.5) dAϕ Uα= dϕ+ [Aα, ϕ] ∈ Ωl+1(Uα; g),
or in the case of G ⊂ GL(n,C) [8, Theorem 2.2.12],
dAϕ Uα= dϕ+Aα ∧ ϕ− (−1)lϕ ∧Aα ∈ Ωl+1(Uα; g).
The curvature of A ∈ Ω1(P ; g) is defined by [8, Definition 2.2.3], [74, p. 77]
(2.6) FA = dAA ∈ Ω¯2(P ; g),
and by virtue of the structure equation [8, Theorem 2.2.4], [74, Theorem II.5.2], one has
(2.7) FA = dA+
1
2
[A,A] ∈ Ω¯2(P ; g).
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(Note that dAϕ ∈ Ω¯l+1(P ; g) even if ϕ ∈ Ωl(P ; g) is only pseudotensorial by [74, Proposition II.5.1
(c)].) We also write FA ∈ Ω2(X; adP ) for the curvature equivalently defined by the corresponding
set of local expressions [8, Theorem 2.2.11]
(2.8) FA Uα= dAα +
1
2
[Aα, Aα] ∈ Ω2(Uα; g),
or in the case of G ⊂ GL(n,C) [8, Corollary 2.2.13],
FA Uα= dAα +Aα ∧Aα ∈ Ω2(Uα; g).
If a ∈ Ω¯1(P ; g), then (2.7) yields
FA+a = dA+
1
2
[A,A] + da+
1
2
[A, a] +
1
2
[a,A] +
1
2
[a, a],
that is, using (2.5) and [a,A] = [A, a] by the forthcoming (2.10),
(2.9) FA+a = FA + dAa+
1
2
[a, a].
or in the case of G ⊂ GL(n,C) [23, Equation 2.1.14],
FA+a = FA + dAa+ a ∧ a.
We note that if a, b ∈ Ω1(X; adP ) and ξ, η ∈ C∞(TX), then [8, Definition 2.1.1]
(2.10) [a, b](ξ, η) = [a(ξ), b(η)]− [a(η), b(ξ)]
or in the case of G ⊂ GL(n,C) [8, Theorem 2.2.12],
[a, b] = a ∧ b+ b ∧ a.
We let Aut(P ) denote the Fre´chet space of all smooth automorphisms of P [8, Definition 3.2.1],
or gauge transformations. We recall that Aut(P ) ∼= Ω0(X; AdP ) by [8, Theorem 3.2.2], where
AdP := P ×G G and g ∈ G acts on G on the left by conjugation via h 7→ ghg−1 for all h ∈ G [8,
Definition 3.1.1]. If A (P ) denotes the Fre´chet space of all connections on P , then one obtains a
right action [8, Theorem 3.2.5], [74, Theorem II.6.1],
(2.11) A (P )×Aut(P ) 3 (A, u) 7→ u(A) = u∗A ∈ A (P ).
If u ∈ Aut(P ) is represented locally by u(σα) = σαsα on Uα ⊂ X, where σα : Uα → P is a local
section and sα : Uα → G is a smooth map, then [8, Theorem 3.2.14]
(2.12) u(A) Uα= Ad(s−1α )Aα + s∗αθ ∈ Ω1(Uα; g),
or in the case of G ⊂ GL(n,C),
u(A) Uα= s−1α Aαsα + s−1α dsα ∈ Ω1(Uα; g).
If B is any other smooth connection on P and G ⊂ GL(n,C), then
(u(A)−B)α = s−1α Aαsα + s−1α dsα −Bα
= s−1α (Aα −Bα)sα + s−1α (dsα + [Bα, sα])
= s−1α (A−B)αsα + s−1α dBsα on Uα.
If s ∈ Ω0(X; AdP ) is represented locally by the collection {sα}α∈I , then (as in [130, p. 32]) the
corresponding global expression for the action of u ∈ Aut(P ) is given by
(2.13) u(A)−B = s−1(A−B)s+ s−1dBs.
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In order to construct Sobolev spaces of connections and gauge transformations, extending the
usual definitions of Sobolev spaces of functions on open subsets of Euclidean space in Adams
and Fournier [2, Chapter 3], we shall need suitable covariant derivatives. If E is a smooth vector
bundle over X with covariant derivative [74, Section III.1]
∇ : C∞(X;E)→ C∞(X;T ∗X ⊗ E),
and A is smooth connection on P with induced covariant derivative (see [23, Equation (2.1.12)
(ii)] or Kobayashi [73, Equation (1.1.1)])
(2.14) ∇A = dA : C∞(X; adP )→ C∞(X;T ∗X ⊗ adP ),
we let ∇A denote the induced covariant derivative on the tensor product bundle E ⊗ adP ,
∇A : C∞(X;E ⊗ adP )→ C∞(X;T ∗X ⊗ E ⊗ adP ).
The covariant derivative on E = ∧l(T ∗X) is induced by the Levi–Civita connection on T ∗X.
We denote the Banach space of sections of ∧l(T ∗X)⊗adP of Sobolev class W k,p, for any k ∈ N
and p ∈ [1,∞], by W k,pA (X;∧l(T ∗X)⊗ adP ), with norm,
‖φ‖
Wk,pA (X)
:=
 k∑
j=0
∫
X
|∇jAφ|p d volg
1/p ,
when 1 ≤ p <∞ and
‖φ‖
Wk,∞A (X)
:=
k∑
j=0
ess sup
X
|∇jAφ|,
when p =∞, where φ ∈W k,pA (X;∧l(T ∗X)⊗ adP ).
For p ≥ 1 and a fixed C∞ connection on P , we let A 1,p(P )
(2.15) A 1,p(P ) := A1 +W
1,p
A1
(X;T ∗X ⊗ adP )
denote the affine space of Sobolev W 1,p connections on P . For p ∈ (d/2,∞), we let Aut2,p(P ) de-
note the Banach Lie group of Sobolev W 2,p automorphisms of P [23, Section 2.3.1], [37, Appendix
A and p. 32 and pp. 45–51], [39, Section 3.1.2], let
(2.16) B1,p(P ) := A 1,p(P )/Aut2,p(P )
denote the quotient space of gauge-equivalence classes of W 1,p connections on P , and let
(2.17) pi : A 1,p(P ) 3 A 7→ [A] ∈ B1,p(P )
denote the quotient map.
Throughout this article, constants are generally denoted by C (or C(∗) to indicate explicit
dependencies) and may increase from one line to the next in a series of inequalities. We write
ε ∈ (0, 1] to emphasize a positive constant that is understood to be small or K ∈ [1,∞) to
emphasize a constant that is understood to be positive but finite. We let Inj(X, g) denote the
injectivity radius of a smooth Riemannian manifold (X, g). Following Adams and Fournier [2,
Sections 1.26 and 1.28], for an open subset U ⊂ Rn and integer m ≥ 0, we let Cm(U) (respectively,
Cm(U¯)) denote the vector space of (real or complex-valued) functions on U which, together with
their derivatives up to order m, are continuous (respectively, bounded and uniformly continuous)
on U . The Ho¨lder spaces Cm,λ(U¯) for λ ∈ (0, 1] are defined as in [2, Section 1.29]. We write
Cm,λ(U) (or equivalently, Cm,λloc (U)) for the vector space of functions f such that f ∈ Cm,λ(V¯ )
for all V b U . We denote the set of non-negative integers by N.
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3. Uhlenbeck’s Weak Compactness Theorem Revisited
The proofs of our main results involve restriction from all Sobolev W 1,p connections to ones
that obey a Coulomb-gauge slice condition with respect to some reference connection. Therefore,
in Section 3.1, we recall some of our results with Maridakis from [34] on the construction of
bundle automorphisms that bring a nearby connection into Coulomb gauge with respect to a given
reference connection. In Section 3.2, we reinterpret the usual sequential compactness conclusion in
Uhlenbeck’s Weak Compactness Theorem (see [130, Theorem 1.5 or 3.6]) in terms of compactness
with respect to a metric topology. Finally, in Section 3.3, we prove Theorem 1.
3.1. Transformation to Coulomb gauge. We begin with the basic
Theorem 3.1 (Existence of W 2,q Coulomb gauge transformations for W 1,q connections that are
W 1,
d
2 close to a reference connection). (See Feehan and Maridakis [34, Theorem 14].) Let (X, g)
be a closed, smooth Riemannian manifold of dimension d ≥ 2, and G be a compact Lie group,
and P be a smooth principal G-bundle over X. If A1 is a C
∞ connection on P , and A0 is a
Sobolev connection on P of class W 1,q with d/2 < q < ∞, and p ∈ (1,∞) obeys d/2 ≤ p ≤ q,
then there are constants ζ = ζ(A0, A1, g,G, p, q) ∈ (0, 1] and C = C(A0, A1, g,G, p, q) ∈ (0,∞)
with the following significance. If A is a W 1,q connection on P that obeys
(3.1) ‖A−A0‖W 1,pA1 (X) < ζ,
then there exists a gauge transformation u ∈ Aut2,q(P ) of class W 2,q such that
d∗A0(u(A)−A0) = 0,
and
‖u(A)−A0‖W 1,pA1 (X) < C‖A−A0‖W 1,pA1 (X).
The norm condition (3.1) in the hypotheses of Theorem 3.1 is often stronger than convenient,
so in this article we shall use the following variant.
Theorem 3.2 (Existence of W 2,q Coulomb gauge transformations for W 1,q connections that are
Lr close to a reference connection). (See Feehan and Maridakis [34, Theorem 15].) Let (X, g) be
a closed, smooth Riemannian manifold of dimension d ≥ 2, and G be a compact Lie group, and
P be a smooth principal G-bundle over X. If A1 is a C
∞ reference connection on P , used in the
definition of Sobolev and Ho¨lder norms, and A0 is a Sobolev connection on P of class W
1,q with
d/2 < q < ∞, and r is a constant that obeys d < r ≤ q∗ = dq/(d − q) if q < d or d < r < ∞ if
q ≥ d, then there are constants ζ = ζ(A0, A1, g,G, r) ∈ (0, 1] and C = C(A0, A1, g,G, r) ∈ (0,∞)
with the following significance. If A is a W 1,q connection on P that obeys
(3.2) ‖A−A0‖Lr(X) < ζ,
then there exists a gauge transformation u ∈ Aut2,q(P ) of class W 2,q such that
d∗A0(u(A)−A0) = 0,
and
‖u(A)−A0‖Lr(X) < C‖A−A0‖Lr(X).
We shall also require an analogue of Freed and Uhlenbeck [37, Theorem 3.2], allowing for
arbitrary d ≥ 2 (instead of d = 4), compact Lie groups G (instead of G = SU(2)), and W 1,p
connections (rather than W 2,2), and W 2,p gauge transformations (rather than W 2,3) with p ∈
(d/2,∞), and real analytic rather than smooth embedding Φ. The proof of our Theorem 3.2
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relies on our version of the Quantitative Implicit Function Theorem (see Feehan and Maridakis
[34, Theorem F.1], which is valid in the smooth (Ck for integer k ≥ 1 or C∞) or (real or complex)
analytic categories, and when p > d/2 that also yields a proof of Theorem 3.1. All of the maps
described as smooth in the proofs of [37, Theorems 3.2 and 4.4] or [34, Theorems 14 or 15] are
actually analytic and so we obtain the following corollaries.
Corollary 3.3 (Analytic slice theorem for W 1,q-small open neighborhoods). (Compare Freed
and Uhlenbeck [37, Theorems 3.2 and 4.4] when d = 4 and Feehan and Maridakis [34, Corollary
18] for arbitrary d ≥ 2.) Assume the hypotheses of Theorem 3.1 and that ε ∈ (0, 1] is as in its
conclusion. If Aut2,q(P ) is the Banach Lie group of all W 2,q gauge transformations of P and
(3.3) Aut2,q0 (P ) := Exp
(
(Ker ∆A0)
⊥ ∩W 2,qA1 (X; adP )
)
⊂ Aut2,q(P ),
where ∆A0 = d
∗
A0
dA0, then there is an analytic diffeomorphism,
(3.4) Φ : A 1,q(P ) ⊃ Bζ(A0) 3 A 7→ (u(A)−A0, u) ∈ Ker d∗A0∩W 1,qA1 (X;T ∗X⊗adP )×Aut
2,q
0 (P ),
from an open ball
Bζ(A0) := {A ∈ A 1,q(P ) : ‖A−A0‖W 1,q(X) < ζ}
onto an open neighborhood of (0, idP ), where A
1,q(P ) = A0 +W
1,q
A1
(X;T ∗X ⊗ adP ) is the affine
space of all W 1,q connections on P .
As customary, we denote
(3.5) B∗;1,q(P ) :=
{
A ∈ A 1,q(P ) : Stab(A) = Center(G)} /Aut2,q(P ),
where
(3.6) Stab(A) := {u ∈ Aut(P ) : u(A) = A}
can be regarded as a subgroup of a fiber G ∼= Px0 , for some basepoint x0 ∈ G [23, p. 132]. We
shall use the following consequence of Corollary 3.3.
Corollary 3.4 (Real analytic Banach manifold structure on the quotient space of W 1,q connec-
tions). (Compare Donaldson and Kronheimer [23, Proposition 4.2.9] and Freed and Uhlenbeck [37,
Corollary, p. 50] when d = 4 and see Feehan and Maridakis [34, Corollary 18] for arbitrary d ≥ 2.)
Let (X, g) be a closed, smooth Riemannian manifold of dimension d ≥ 2, and G be a compact Lie
group, and P be a smooth principal G-bundle over X, and q obey d/2 < q <∞. If A1 is a C∞ ref-
erence connection on P and [A] ∈ B1,q(P ), then there is a constant ζ = ζ(A1, [A], g,G, q) ∈ (0, 1]
with the following significance. If
Bζ(A) := A+
{
a ∈ Ker d∗A ∩W 1,qA1 (X;T ∗X ⊗ adP ) : ‖a‖W 1,qA1 (X) < ζ
}
,
then the map,
piA : Bζ(A)/ Stab(A) 3 [A+ a] 7→ [A+ a] ∈ B1,q(P ),
is a homeomorphism onto an open neighborhood of [A] ∈ B1,q(P ). For A + a ∈ Bζ(A), the
stabilizer of A+a in Stab(A) is naturally isomorphic to that of A+a in Aut2,q(P ). In particular,
the inverse coordinate charts, piA, determine real analytic transition functions for B
∗;1,q(P ),
giving it the structure of a real analytic Banach manifold, and each map piA is a real analytic
diffeomorphism from the open subset of points [A+a] ∈ Bζ(A)/Stab(A) where A+a has stabilizer
isomorphic to Center(G).
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3.2. Uhlenbeck’s Weak Compactness Theorem. In order to precisely determine the de-
pendencies of the constant ε in Theorem 1, we need to reinterpret the usual conclusion about
sequential compactness in Uhlenbeck’s Weak Compactness Theorem (see [130, Theorem 1.5 or
3.6]) in terms of compactness with respect to a metric topology. We first recall some related facts
from functional analysis and topology. Let X be a real Banach space and let X ∗ denote its
continuous dual space. The weak topology, τ = τ(X ,X ∗), on X is the coarsest (or weakest)
topology (in the sense of [13, Section 3.1]) on X associated to the collection of maps {ϕα}α∈X ∗ ,
where ϕα : X 3 x 7→ 〈x, α〉 ∈ R [13, Section 3.2] and 〈·, ·〉 : X ×X ∗ → R is the canonical
pairing. This topology is Hausdorff by [13, Proposition 3.3]. If {xn}n∈N ⊂ X , then xn ⇀ x
(weakly in X ) as n→∞ if and only if 〈x, αn〉 → 〈x, α〉 as n→∞ for all x ∈X [13, Proposition
3.1 or 3.5 (i)]. Moreover, if xn ⇀ x as n → ∞, then the sequence {‖xn‖}n∈N is bounded and
‖x‖ ≤ lim infn→∞ ‖xn‖ by [13, Proposition 3.5 (iii)].
If X ∗ is separable, then the restriction of the weak topology, τ , to the unit ball, BX ⊂X , is
metrizable [13, Theorem 3.29]. Indeed, if α := {αm}m∈N ⊂ BX ∗ is a countable dense subset of
the unit ball in X ∗, then
[x]α :=
∞∑
m=1
1
2m
|〈x, αm〉|
is a norm on X with [x]α ≤ ‖x‖; the topology on BX defined by the corresponding metric,
Dα(x, y) := [x− y]α for all x, y ∈X coincides with the restriction of τ to BX . See the proofs of
[13, Theorems 3.28 and 3.29].
We shall now apply analogues of the preceding ideas to the topology of spaces of connections,
A 1,p(P ) and B1,p(P ).
Definition 3.5 (Uhlenbeck convergence). Let G be a Lie group, P be a smooth principal G-
bundle over a smooth Riemannian manifold (X, g) of dimension d ≥ 2, and p ∈ (d/2,∞), and A1
be a C∞ reference connection on P . If {An}n∈N ⊂ A 1,p(P ) is a sequence of W 1,p connections on
P , then we say that {An}n∈N Uhlenbeck converges in A 1,p(P ) to a W 1,p connection A on P if
there is a sequence {un}n∈N ⊂ Aut2,p(P ) of W 2,p gauge transformations of P such that
(3.7) un(An) ⇀ A (weakly) in W
1,p
A1
(X;T ∗X ⊗ adP ) as n→∞.
If {[An]}n∈N ⊂ B1,p(P ) is a sequence of gauge-equivalence classes of W 1,p connections on P , then
we say that {[An]}n∈N Uhlenbeck converges in B1,p(P ) to a gauge-equivalence class [A] of a W 1,p
connection on P if {An}n∈N Uhlenbeck converges in A 1,p(P ) to A.
For any p ∈ [1,∞), the continuous dual space (W 1,pA1 (X;T ∗X ⊗ adP ))∗ is separable by [2,
Theorem 1.15], since the same is true for W 1,pA1 (X;T
∗X ⊗ adP ) by [2, Theorem 3.6]. Thus, we
can make the
Definition 3.6 (Uhlenbeck metric and topology). Continue the notation of Definition 3.5. Let
α := {αm}m∈N be a countable dense subset of the unit ball in (W 1,pA1 (X;T ∗X⊗adP ))∗. We define
the Uhlenbeck metric on B1,p(P ) by
(3.8) Dα([A], [B]) := inf
u∈Aut2,p(P )
∞∑
m=1
1
2m
|αm(u(A)−B)|, ∀ [A], [B] ∈ B1,p(P ).
We define the Uhlenbeck topology onB1,p(P ) to be the topology defined by the Uhlenbeck metric.
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Recall that two metrics, D1 and D2, on a set S are strongly equivalent if there exists a constant
C ∈ [1,∞) such that C−1D1(x, y) ≤ D2(x, y) ≤ CD1(x, y), for all x, y ∈ S, while they are (topo-
logically) equivalent9 if they determine the same topology on S [102, Section C.1.5]. Moreover,
metrics D1 and D2 are topologically equivalent if and only if the convergent sequences in (D1, S)
are the same as the convergent sequences in (D2, S) — for example, see [43, Problem 1.1.12].
Assuming that Dα is a metric on B1,p(P ) and given q ∈ [1,∞], we can define two additional
metrics on B1,p(P ) by
Dq([A], [B]) := inf
u∈Aut2,p(P )
‖u(A)−B‖Lq(X)(3.9)
Dα,q([A], [B]) := Dα([A], [B]) +Dq([A], [B]),(3.10)
See Donaldson [21] for definitions of related metrics on B1,p(P ). In the following Lemma 3.7, we
verify the basic properties of Dα.
Lemma 3.7 (Equivalence of Uhlenbeck and metric convergence). Continue the notation of Def-
inition 3.6. Let q = q(d, p) ∈ (d,∞) be a constant obeying10 q < p∗ = dp/(d− p) when p < d and
unconstrained when p ≥ d. Let α := {αm}m∈N and be a countable dense subset of the unit ball in
(W 1,pA1 (X;T
∗X ⊗ adP ))∗. Then the following hold.
(1) The expression for Dα in (3.8) defines a metric on B1,p(P ).
(2) A sequence {[An]}n∈N Uhlenbeck converges in B1,p(P ) to [A] if and only if it converges
to [A] with respect to the metric Dα on B1,p(P ).
(3) The metrics Dα and Dα,q on B1,p(P ) are topologically equivalent.
Proof. It is straightforward to verify Item (1). Consider Item (2). For the “only if” direction,
note that if un(An) ⇀ A as n → ∞, then Dα([An], [A]) → 0 as n → ∞ by definition (3.8) of
Dα. For the “if” direction, choose δ ∈ (0, 1] and suppose Dα([An], [A])→ 0 as n→∞. For each
n ∈ N, choose vn ∈ Aut2,p(P ) such that
∞∑
m=1
1
2m
|αm(vn(An)−A)| < inf
u∈Aut2,p(P )
∞∑
m=1
1
2m
|αm(u(An)−A)|+ δ.
By assumption, there is a large enough nδ ∈ N such that Dα([An], [A]) < δ for all n ≥ nδ and so
∞∑
m=1
1
2m
|αm(vn(An)−A)| < 2δ, ∀n ≥ nδ.
Hence, |αm(vn(An) − A)| < 2m+1δ for all m ∈ N and all n ≥ nδ. Consequently, αm(vn(An) −
A) → 0 for all m ∈ N as n → ∞ and thus α(vn(An) − A) → 0 for all α in the unit ball of
(W 1,pA1 (X;T
∗X ⊗ adP ))∗ as n→∞, that is, vn(An) ⇀ A as n→∞, as claimed.
Consider Item (3). Suppose {[An]}n∈N ⊂ B1,p(P ) is a sequence. If {[An]}n∈N converges to
[A] with respect to Dα,q, then it clearly converges with respect to Dα. Conversely, if {[An]}n∈N
converges to [A] with respect to Dα, then it Uhlenbeck converges by Item (2) and so there is a
sequence {un}n∈N ⊂ Aut2,p(P ) of W 2,p gauge transformations such that
un(An) ⇀ A (weakly) in W
1,p
A1
(X;T ∗X ⊗ adP ) as n→∞.
9Recall that topologically equivalent metrics, D1 and D2, need not be strongly equivalent. Indeed, a metric
D on a set S is topologically equivalent to the metrics min{1, D} and D/(1 + D), but not strongly equivalent to
them.
10For p ∈ (d/2,∞), note that p∗ > d.
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The choice of q ensures that the Sobolev embedding W 1,p(X) b Lq(X) is compact by the
Kondrachov–Rellich Embedding Theorem [2, Section 6.3]. By [13, Proposition 3.5 (iii)], the
weakly convergent sequence {un(An)}n∈N is bounded in A1 + W 1,pA1 (X;T ∗X ⊗ adP ) and thus
precompact in A1 + L
q(X;T ∗X ⊗ adP ) and hence, after passing to a subsequence,
un(An)→ A (strongly) in Lq(X;T ∗X ⊗ adP ) as n→∞.
Therefore, {[An]}n∈N converges to [A] with respect to Dα,q. Consequently, the metrics Dα and
Dα,q are topologically equivalent, as claimed. 
For any b ∈ [0,∞), Lemma 3.7 allows us to restate the Uhlenbeck Weak Compactness Theorem
[130, Theorem 1.5 or 3.6] for the subspace B1,pb (P, g, p) in (1.23) in terms of compactness with
respect to metric topologies rather than sequential compactness. Note that Item (2) in Lemma
3.7 implies that the topology defined by the metric Dα is independent of α.
Theorem 3.8 (Uhlenbeck compactness for the quotient space of W 1,p connections with a uniform
Lp bound on curvature). (Compare Uhlenbeck [130, Theorem 1.5 or 3.6].) Let G be a compact Lie
group, P be a smooth principal G-bundle over a smooth Riemannian manifold (X, g) of dimension
d ≥ 2, and p ∈ (d/2,∞), and A1 be a C∞ reference connection on P , and b ∈ [0,∞) be a constant.
Then the space B1,pb (P, g, p) is compact with respect to the Uhlenbeck topology.
Remark 3.9 (Uhlenbeck compactness for the quotient space of W 1,p connections with a small uni-
form Ld/2 bound on curvature). Theorem 3.8 should continue to hold for the spaceB1,pε (P, g, d/2)
defined in (1.23) when the constant ε = ε(g,G) ∈ (0, 1] is sufficiently small. For results in this
direction, see Feehan [29].
Proof. For metrizable topological spaces we recall that compactness is equivalent to sequential
compactness [96, Theorem 28.2]. If {[An]}n∈N ⊂ B1,pb (P, g, p) is a sequence, then by [130, The-
orem 1.5 or 3.6] (see also [136, Theorem 7.1]) there is a subsequence {nk}k∈N ⊂ N and, after
relabeling, a sequence {un}n∈N ⊂ Aut2,p(P ) of W 2,p gauge transformations such that
un(An) ⇀ A (weakly) in W
1,p
A1
(X;T ∗X ⊗ adP ) as n→∞,
where [A] ∈ B1,pb (P, g, p). Hence, {[An]}n∈N converges with respect to Dα (for any choice of α)
and so B1,pb (P, g, p) is sequentially compact and thus compact. 
Consequently, by Theorem 3.8 the moduli subspace of flat connections (1.37),
M(P ) = B1,p0 (P, g, p),
is also compact with respect to the Uhlenbeck topology. For a metric D on B1,p(P ) and ζ ∈
(0,∞), let
(3.11) UD;ζ([A]) := {[B] ∈ B1,p(P ) : D([A], [B]) < ζ}
denote the open ball of D-radius ζ ∈ (0,∞) and center [A].
Lemma 3.10 (Finite cover by open balls centered along the moduli subspace of flat connections).
Let G be a compact Lie group, P be a smooth principal G-bundle over a smooth Riemannian
manifold (X, g) of dimension d ≥ 2, and p ∈ (d/2,∞), and A1 be a C∞ reference connection
on P , and α and q be as in Lemma 3.7. If ζ ∈ (0, 1] is a constant, there are a constant
ε = ε(A1, g,G, p, q,α, ζ) ∈ (0, 1] and a positive integer ` = `(A1, g,G, p, q,α, ζ) ∈ N such that the
following hold:
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(1) If D = Dα, Dα,q, or Dq, then the balls (3.11) are open in the Uhlenbeck topology and
B1,pε (P, g, p) has a finite cover by balls (3.11) of radius ζ and centers [Γi] ∈ M(P ) for
i = 1, . . . , `, where ε and ` depend on (A1, g,G, p, ζ) and on α, (q,α), or q, respectively.
(2) Each Γi is a W
1,p flat connection and which may be chosen to be C∞ when d ≥ 3 or d = 2
and p > 4/3.
Proof. The space B1,pb (P, g, p) is compact with respect to the Uhlenbeck topology by Theorem
3.8. For D = Dq or Dα,q or Dα, the balls (3.11) are open in the Uhlenbeck topology and so any
open cover of B1,pb (P, g, p) by open neighborhoods, ∪[A]∈B1,pb (P,g,p)B
1,p
b (P, g, p)∩UD;ζ([A]), has a
finite subcover, ∪`i=1B1,pb (P, g, p) ∩UD;ζ([Ai]).
We now claim that, given ζ ∈ (0, 1], there exists an ε = ε ∈ (0, 1] such that
B1,pε (P, g, p) ⊂
⋃
[Γ]∈M(P )
UD;ζ([Γ]).
Indeed, if the claim were false we could then choose εn = 1/n for n ∈ N and a sequence [An] ∈
B1,p(P ) such that ‖FAn‖Lp(X) ≤ εn and so ‖FAn‖Lp(X) → 0 as n→∞ while [An] /∈ UD;ζ([Γ]) for
any [Γ] ∈M(P ). However, this would contradict Theorem 3.8, which implies that, after passing
to a subsequence and relabelling, D([An], [Γ]) → 0 as n → ∞, for some flat connection Γ on P ,
and hence that [An] ∈ UD;ζ([Γ]) for all n ≥ nζ .
Because the space B1,pε (P, g, p) is compact, the open cover {B1,pε (P, g, p) ∩ UD;ζ([Γ]}[Γ]∈M(P )
has a finite open subcover, {B1,pε (P, g, p) ∩ UD;ζ([Γi])}`i=1, for an integer ` ≥ 1 and W 1,p flat
connections Γi on P , for i = 1, . . . , `, and therefore
B1,pε (P, g, p) ⊂
⋃`
i=1
UD;ζ([Γi]).
We note from the forthcoming Theorem 10.4 that if p ∈ (4/3,∞) obeys p > d/2 and A∞ is a
W 1,p connection on P that is a weak solution to the Yang–Mills equation, then there is a W 2,p
gauge transformation u∞ ∈ Aut2,p(P ) such that u∞(A∞) is a C∞ Yang–Mills connection on P .
Hence, by replacing Γi with ui(Γi) for such a ui ∈ Aut2,p(P ) and relabeling, we may assume that
each Γi is a C
∞ flat connection on P . 
3.3. Existence of a flat connection on a principal bundle supporting a connection with
Lp-small curvature. We conclude this section with our
Proof of Theorem 1. We begin by recalling our exposition [32, Theorem 5.1 (1)] of Uhlenbeck’s
proof [132, Corollary 4.3] that the moduli space M(P ) of flat connections is non-empty. Uhlenbeck
appeals to her Weak Compactness Theorem [130, Theorem 1.5 or 3.6] for a sequence of W 1,p
connections, {An}n∈N, on P with a uniform Lp bound on their curvatures, FAn , and observes11
that this yields the existence of a W 1,p flat connection, Γ, on P and a W 2,p gauge transformation,
u ∈ Aut2,p(P ), such that u(A) is weakly W 1,pΓ close to Γ and (strongly) Lq(X) close to A∞ by
virtue of the Kondrachev–Rellich compact embedding W 1,p(X) b Lq(X) [2, Theorem 6.3] with
1 ≤ q < dp/(d− p), for p < d,
1 ≤ q <∞, for p = d,
1 ≤ q ≤ ∞, for p > d.
11The argument here is reminiscent of the direct minimization algorithm of Sedlacek [111] in the case d = 4; see
his statements and proofs of [111, Theorems 4.1 and 4.3, and Proposition 4.2].
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Since p > d/2 (and thus dp/(d − p) > 2p > d) by hypothesis, we may restrict the preceding
Sobolev exponent, q, to one obeying
(3.12) d < q < 2p.
To see the existence of a flat connection on P , one argues by contradiction. Suppose that for
every ε ∈ (0, 1], there exists a W 1,p connection, A, on P such that ‖FA‖Lp(X) ≤ ε but P does not
support a flat connection. Therefore, we may choose a sequence of W 1,p connections, {An}n∈N
on P , such that
εn := ‖FAn‖Lp(X) ↘ 0, as n→∞.
Uhlenbeck’s Weak Compactness Theorem [130, Theorem 1.5] for sequences of W 1,p connections
yields the existence of subsequence, also denoted {An}n∈N, a sequence of gauge transformations,
{un}n∈N ⊂ Aut2,p(P ), and a W 1,p connection, Γ on P , such that as n→∞,
un(An)− Γ ⇀ 0 weakly in W 1,pΓ (X;T ∗X ⊗ adP ),
un(An)− Γ→ 0 strongly in Lq(X;T ∗X ⊗ adP ).
But [130, Theorem 1.5] also implies that
‖FΓ‖Lp(X) ≤ sup
n∈N
‖FAn‖Lp(X),
and so
‖FΓ‖Lp(X) ≤ lim
m→∞ supn≥m
‖FAn‖Lp(X) = lim sup
m→∞
‖FAm‖Lp(X) = limm→∞ εm = 0.
Hence, FΓ ≡ 0 a.e. on X, that is, Γ is necessarily flat, a contradiction. Thus, ε ∈ (0, 1] exists, as
claimed.
Now let q = q(d, p) ∈ (d,∞) be as in the hypotheses of Lemma 3.7. For A as given in the
hypotheses, relabel the Γi provided by Lemma 3.10 as Γ and relabel ζ as ζ/2, so that
Dq([A], [Γ]) = inf
u˜∈Aut2,p(P )
‖u˜(A)− Γ‖Lq(X) <
ζ
2
.
Hence, for some u ∈ Aut2,p(P ) of class W 2,p,
(3.13) ‖u(A)− Γ‖Lq(X) < ζ.
Choose ζ = ζ(A1, g,G, q(d, p)) = ζ(A1, g,G, p) ∈ (0, 1] small enough that the hypothesis (3.2) of
Theorem 3.2 is satisfied by virtue of (3.13). Consequently, there exists a W 2,p gauge transfor-
mation w ∈ Aut2,p(P ) such that, if we set v = uw ∈ Aut2,p(P ) (so v(A) = v∗A = (uw)∗A =
w∗u∗(A) = w(u(A)), via the right action (2.11) of Aut2,p(P ) on A 1,p(P )), then
d∗Γ(v(A)− Γ) = 0,
which yields (1.5) and, for C = C(A1, g,G, p, q) ∈ (0, 1],
(3.14) ‖v(A)− Γ‖Lq(X) < C‖u(A)− Γ‖Lq(X).
By compactness of M(P ), we may assume that ζ is independent of Γ. But from (2.9), we have
Fv(A) = FΓ + dΓ(v(A)− Γ) +
1
2
[v(A)− Γ, v(A)− Γ]
and because FΓ = 0, we obtain from (1.5) that
(3.15) (dΓ + d
∗
Γ)(v(A)− Γ) = Fv(A) −
1
2
[v(A)− Γ, v(A)− Γ].
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By hypothesis, r ∈ (1, p]. For r < d and s = r∗ = dr/(d − r) ∈ [d/(d − 1),∞), we have
1/r = 1/s+ 1/d > 1/s+ 1/q for q ∈ (d,∞), giving a continuous Sobolev multiplication map,
(3.16) Ls(X)× Lq(X)→ Lr(X),
and continuous Sobolev embedding,
(3.17) W 1,r(X) ⊂ Ls(X),
by [2, Theorem 4.12]. For r ≥ d, we have the continuous Sobolev embedding (3.17) for any
s ∈ [1,∞) by [2, Theorem 4.12] and, for12 q ∈ (r,∞), we may choose s = s(d, q) ∈ (d,∞) large
enough that 1/r ≥ 1/s+ 1/q, again giving the continuous Sobolev multiplication map (3.16).
Thus, for r ∈ (1, p] and s < ∞ as just defined and q = q(d, p) as chosen initially, the Lr
estimate for the first-order elliptic operator dΓ + d
∗
Γ (for example, [27, Theorem 14.60]) gives
‖v(A)− Γ‖
W 1,rA1
(X)
≤ C‖(dΓ + d∗Γ)(v(A)− Γ)‖Lr(X) + C‖v(A)− Γ‖Lr(X) (Lr elliptic estimate)
≤ C‖Fv(A)‖Lr(X) + C‖[v(A)− Γ, v(A)− Γ]‖Lr(X) + C‖v(A)− Γ‖Lr(X) (by (3.15))
≤ C‖FA‖Lr(X) + C‖v(A)− Γ‖Lq(X)‖v(A)− Γ‖Ls(X) + C‖v(A)− Γ‖Lr(X) (by (3.16))
≤ C‖FA‖Lr(X) + C‖v(A)− Γ‖Lq(X)‖v(A)− Γ‖W 1,rA1 (X) + C‖v(A)− Γ‖Lr(X) (by (3.17)),
where we also apply the Kato Inequality [37, Equation (6.20)] to obtain the last inequality. Using
(3.13), rearrangement in the preceding inequality for small enough ζ = ζ(A1, g,G, p ∈ (0, 1] now
yields (1.6) with constant C = C(A1, g,G, r) ∈ [1,∞). Finally,
‖v(A)− Γ‖
W 1,pA1
(X)
≤ C‖FA‖Lr(X) + C‖v(A)− Γ‖Lr(X) (by (1.6))
≤ C‖FA‖Lp(X) + C‖v(A)− Γ‖Lq(X) (since r ≤ p and r < q)
≤ C‖FA‖Lp(X) + C‖u(A)− Γ‖Lq(X) (by (3.14))
≤ C(ε+ ζ) (by (1.4) and (3.13)).
The conclusion (1.7) now follows for ε = ε(A1, g,G, p, σ) ∈ (0, 1] and ζ = ζ(A1, g,G, p, σ) ∈ (0, 1]
small enough that C(ε+ ζ) < σ. 
4. Local well-posedness, a priori estimates, and minimal lifetimes for solutions
to nonlinear evolution equations in Banach spaces
In order to prove local well-posedness for the Yang–Mills gradient flow on a Coulomb-gauge slice
(7.26), we shall apply the general theory for abstract nonlinear evolution equations in Banach
spaces described by Sell and You [112]. Our approach is broadly similar to the one we take
in [27, Section 17] but differs in one important respect, namely that rather than consider the
usual Yang–Mills gradient flow (7.8) and apply the Donaldson–DeTurck trick [20, 19] to obtain
a gauge-equivalent quasilinear parabolic equation, we instead consider Yang–Mills gradient flow
restricted to a Coulomb-gauge slice through a Yang–Mills connection, by analogy with Chern–
Simons gradient flow restricted to a Coulomb-gauge slice through a flat connection, as discussed by
Morgan, Mrowka, and Ruberman [94, Section 2.6]. As we shall explain in Section 7, the regularity
properties for solutions to Yang–Mills gradient flow on a Coulomb-gauge slice are much better
behaved than those obtained through an application of the Donaldson–DeTurck trick.
12Note that p ≥ r by hypothesis and so p ≥ d in this case and q ∈ (d,∞) is unconstrained when r ≥ d by our
comments regarding q in the statement of Lemma 3.7.
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Our exposition in [27, Section 13] added detail to that of Sell and You in [112] and so while
we shall summarize our treatment in [27] in this section, many of the ideas are due to Sell and
You and authors cited by them in [112]. However, our treatment of the higher-order spatial
and temporal regularity of strong solutions to nonlinear evolution equations in Banach spaces
provided by Corollaries 4.14 and 4.15 and Remark 4.16 has no parallel in [112].
4.1. Positive sectorial operators and nonlinear evolution equations in Banach spaces.
In this section, we recall the definition of a positive sectorial operator, their associated linear and
nonlinear evolution equations, and classes of solutions to those equations.
Definition 4.1 (Resolvent set). (See Rudin [107, Section 13.26] or Yosida [140, Section 8.1].)
Let A be an unbounded linear operator on a Banach space W and denote its domain by D(A).
Let ρ(A) ⊂ C denote the resolvent set for A, that is, the set of all λ ∈ C such that λ − A :
D(A) ⊂ W → W is a one-to-one map with dense range Ran(λ −A) ⊂ W and bounded inverse,
R(λ,A) := (λ−A)−1, the resolvent operator on W.
Given a ∈ R and δ, σ ∈ (0, pi), one defines sectors in the complex plane, C, by [112, p. 77]
∆δ(a) := {z ∈ C : | arg(z − a)| < δ and z 6= a},(4.1a)
Σσ(a) := {z ∈ C : | arg(z − a)| > σ and z 6= a}.(4.1b)
We recall the key
Definition 4.2 (Sectorial operator). (See Sell and You [112, p. 78].) Continue the notation of
Definition 4.1. The operator, A, is sectorial if it obeys the following two conditions:
(1) A is densely defined and closed;
(2) There exist real numbers a ∈ R, and σ ∈ (0, pi/2), and M ≥ 1, such that one has
Σσ(a) ⊂ ρ(A), and
(4.2) ‖R(λ,A)‖ ≤ M|λ− a| , ∀λ ∈ Σσ(a),
or equivalently by [112, Equation (36.1)], that ∆δ(−a) ⊂ ρ(−A) where δ = pi − σ, and
(4.3) ‖R(λ,−A)‖ ≤ M|λ+ a| , ∀λ ∈ ∆δ(−a),
A sectorial operator, A, is said to be positive if it satisfies (4.2) for some a > 0.
Hypothesis 4.3 (Standing Hypothesis A). (See Sell and You [112, Standing Hypothesis A, p.
141].) Let A be a positive, sectorial operator on a Banach space W with associated analytic
semigroup e−At. Let V2α be the family of interpolation spaces generated by the fractional powers
of A, where V2α = D(Aα), for α ≥ 0. Let ‖Aαu‖W = ‖u‖V2α denote the norm on V2α.
See [112, Lemma 37.4] for an explanation of the terminology in Hypothesis 4.3. We recall the
Definition 4.4 (Continuous, locally bounded, spatial Lipschitz maps). (See Sell and You [112,
Equations (46.7) and (46.8)].) If V and W are Banach spaces, then a function13
F : R× V → W
13We shall assume that the nonlinearity F(t, ·) is defined for all t ∈ R for simplicity, but it need only be defined
for t in a subinterval of R.)
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belongs to C0,1(R× V;W) if for each ball B ⊂ V and compact interval J ⊂ R, there are positive
constants K0 = K0(B, J) and K1 = K1(B, J) such that
‖F(t, x)‖W ≤ K0, ∀ t ∈ J and x ∈ B,(4.4)
‖F(t, x1)−F(t, x2)‖W ≤ K1‖x1 − x2‖V2β , ∀ t ∈ J and x1, x2 ∈ B.(4.5)
Our Definition 4.4 of C0,1(R× V2β;W) relaxes that of [112, Equations (46.7) and (46.8)]; Sell
and You require that Equations (4.4) and (4.5) hold uniformly for all t ∈ [0,∞).
Definition 4.5 (Mild solution). (See Sell and You [112, Section 4.2, p. 146] (when F depends
only on t) and [112, Section 4.7.1, p. 233] (when F may depend on t and x.) Let I = [t0, t0 + T )
be an interval in R, where t0 ∈ R and T > 0, and let ρ ≥ 0. A pair (u, I) is called a mild solution
of
(4.6) u˙(t) +Au(t) = F(t, u(t)), for u(t0) = u0 ∈ W and t ≥ t0 ≥ 0,
in the space V2ρ on the interval I if u ∈ C(I;V2ρ) and is a solution of the variation of constants
formula in V2ρ,
(4.7) u(t) = e−(t−t0)Au0 +
∫ t
t0
e−(t−s)AF(s, u(s)) ds, for all t ∈ I,
where the integral is in the Bochner sense and represents a point in V2ρ for each t ∈ I (see [112,
Appendix C]). Note that the initial condition obeys u(t0) = u0 ∈ V2ρ.
Recall from Sell and You [112, Section 4.7.1, p. 232] that there is no loss of generality in
assuming that the sectorial operator A is positive in (4.6). Because A is sectorial, there exists
a ∈ R such that B := A+a idW is a positive, sectorial operator [112, Section 3.6]. Equation (4.6)
is equivalent to the equation u˙+ Bu = G(t, u(t)), where G(t, x) = F(t, x) + ax.
Definition 4.6 (Strong solution). (See Sell and You [112, Section 4.2, p. 146, and Section 4.7.1,
p. 233].) Continue the notation of Definition 4.5. A pair (u, I) is called a strong solution of (4.6)
in the space V2ρ on I if the following hold:
(1) u ∈ C(I;V2ρ) and u(t0) = u0;
(2) u is (strongly) differentiable in W almost everywhere (a.e.) in I;
(3) u˙ ∈ L1loc(I;W) and u(t) = u(t1) +
∫ t
t1
u˙(s) ds, for all t, t1 ∈ I;
(4) Au ∈ L1loc(I;W); and
(5) u satisfies
(4.8) u˙(t) +Au(t) = F(t, u(t)) in W for a.e. t ∈ I.
Note that because Au ∈ L1loc(I;W), or equivalently, u ∈ L1loc[0, T ;D(A)), by Definition 4.6
then u(t) ∈ D(A) for a.e. t ∈ I.
Definition 4.7 (Classical solution). (See Sell and You [112, Section 4.2, p. 147, and Section
4.7.1, p. 233].) If in addition to Definition 4.5, the pair (u, I) obeys the following properties, then
it is called a classical solution of (4.6) in the space V2ρ on I:
(1) u˙ ∈ C((t0, t0 + T );W);
(2) Equation (4.8) is satisfied for all t ∈ (t0, t0 + T );
(3) u(t) ∈ D(A) for all t ∈ (t0, t0 + T ).
Notice that (u, I) is a mild solution of (4.6) if and only if v(t) := u(t) is a mild solution of the
linear inhomogeneous problem,
v˙(t) +Av(t) = F(t, u(t)), for v(t0) = u0 ∈ V2ρ and all t ≥ t0 ≥ 0.
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Consequently, [112, Lemma 42.1] implies that a classical solution, or a strong solution, if it exists,
must be a mild solution.
4.2. Local well-posedness for solutions to nonlinear evolution equations in Banach
spaces. We begin by recalling the following local existence and uniqueness result for mild solu-
tions of (4.6) (compare [112, Theorem 46.1]).
Theorem 4.8 (Existence and uniqueness of mild solutions to a nonlinear evolution equation
in a Banach space). (See Sell and You [112, Lemma 47.1].) Assume the setup of the preceding
paragraphs and that, for some β ∈ [0, 1),
(4.9) F ∈ C0,1(R× V2β;W).
Given b > 0, there exists a positive constant,
τ = τ (b,K0,K1,M0,Mβ, β) ,
with the following significance. For every u0 ∈ V2β obeying ‖u0‖V2β ≤ b and every t0 ≥ 0, the
initial value problem (4.6) has a unique, mild solution in V2β on an interval [t0, t0 + τ), and
(4.10) u ∈ C([t0, t0 + τ);V2β) ∩ C0,θ1([t0, t0 + τ);V2α) ∩ C0,θ((t0, t0 + τ);V2r),
for all α and r with 0 ≤ α < r and 0 ≤ r < 1, where θ1 > 0 and θ > 0.
See Feehan [27, Lemma 13.6] for an explicit formula for τ and an a priori estimate for u in
Theorem 4.8 in terms of known constants.
By imposing more explicit polynomial growth and Lipschitz conditions on the nonlinearity, F ,
we can obtain a more precise lower bound, τ , on the lifetime of the mild solution, u, to (4.6) as
well as a more precise a priori estimate for u on the interval [t0, t0 + τ ] than would otherwise be
possible (for example, [112, Theorem 46.1 or Lemma 47.1]). In particular, we replace (4.4) and
(4.5) with following more precise growth and Lipschitz conditions, for some n ≥ 1 and compact
interval J ⊂ R and positive constants κ0, κ1 (depending on J):
‖F(t, x)‖W ≤ κ0
(
1 + ‖x‖nV2β
)
, ∀ t ∈ J and x ∈ V2β,(4.11)
‖F(t, x1)−F(t, x2)‖W ≤ κ1
(
1 + ‖x1‖n−1V2β + ‖x2‖n−1V2β
) ‖x1 − x2‖V2β ,(4.12)
∀ t ∈ J and x1, x2 ∈ V2β.
In the case of the nonlinearity defined by the Yang–Mills gradient-flow equation (7.16) restricted
to a Coulomb-gauge slice, we have n = 3 but in general n need not be an integer. This yields the
following improvement on [112, Lemma 47.1].
Theorem 4.9 (Local well-posedness, a priori estimates, and minimal lifetimes for mild solutions
to nonlinear evolution equations in Banach spaces). (See Feehan [27, Theorem 13.3].) Assume
the setup of the paragraphs preceding the statement of Theorem 4.8 and that, for some β ∈ [0, 1),
a function F ∈ C0,1(R× V2β;W) obeys (4.11) and (4.12). Then given b ∈ (0,∞), there exists a
positive constant,
τ = τ (b,M0,Mβ, n, β, κ0, κ1) ,
with the following significance. For every u0 ∈ V2β obeying ‖u0‖V2β ≤ b and every t0 ∈ R, the
initial value problem (4.6) has a unique, mild solution in V2β on an interval [t0, t0 + τ), which
obeys
(4.13) u ∈ C([t0, t0 + τ ];V2β) ∩ C0,θ1([t0, t0 + τ);V2α) ∩ C0,θ((t0, t0 + τ);V2r),
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for all α and r with 0 ≤ α < r and 0 ≤ r < 1, where θ1 > 0 and θ > 0. Moreover, the solution u
obeys the a priori estimate,
(4.14) ‖u(t)‖V2β ≤M0‖u0‖V2β +
2Mβκ0
1− β (1 +M0b)
n (t− t0)1−β, ∀ t ∈ [t0, t0 + τ ].
If v0 ∈ V2β obeys ‖v0‖V2β ≤ b and v is the unique, mild solution to (4.6) in V2β on [t0, t0 + τ ]
with v(t0) = v0 and satisfying (4.13), then
(4.15) sup
t∈[t0,t0+τ ]
‖u(t)− v(t)‖V2β ≤ 2M0‖u0 − v0‖V2β .
Write the solution u(t) to the initial value problem (4.6) with initial data u0 provided by
Theorem 4.9 as u(t) = u0 + w(t). We can then rewrite (4.6) as
(4.16) w˙(t) +Aw(t) = F0(t, w(t)), for w(t0) = 0 and all t ≥ t0,
where
(4.17) F0(t, x) := F(t, u0 + x), for all (t, x) ∈ R× V 2β.
From Theorem 4.9 we can now deduce an estimate for supt∈[t0,t0+τ ] ‖u(t)− u0‖V2β .
Corollary 4.10 (Estimate for the differences between mild solutions to nonlinear evolution
equations in Banach spaces and their initial data). Assume the hypotheses of Theorem 4.9. If F0
in (4.17) obeys (4.11) and (4.12), then
(4.18) sup
t∈[t0,t0+τ ]
‖u(t)− u0‖V2β ≤
2Mβκ0
1− β (1 +M0b)
n τ1−β.
Proof. Applying estimate (4.14) in Theorem 4.9 (with F0 in place of F) to the solution w(t) =
u(t)− u0 to (4.16) yields
(4.19) sup
t∈[t0,t0+τ ]
‖w(t)‖V2β ≤
2Mβκ0
1− β (1 +M0b)
n τ1−β,
and this yields (4.18). 
We recall the
Definition 4.11 (Continuous, locally bounded, spatial Lipschitz and temporal Ho¨lder continuous
maps). (See Sell and You [112, Equation (46.6) or p. 658].) If V and W are Banach spaces and
θ ∈ (0, 1], then a function
F : R× V → W
belongs to C0,1;θ(R×V;W) if F ∈ C0,1(R×V;W) and for each ball B ⊂ V and compact interval
J ⊂ R, there is a positive constant K2 = K2(B, J) such that
(4.20) ‖F(t1, x1)−F(t2, x2)‖W ≤ K2
(
‖x1 − x2‖V + |t1 − t2|θ
)
, ∀ t1, t2 ∈ J and x1, x2 ∈ B.
By imposing the additional regularity condition (4.20) on a nonlinearity F ∈ C0,1(R× V;W),
one can show that the mild solution provided by Theorem 4.9 is a strong solution (compare [112,
Theorem 46.2]).
Theorem 4.12 (Strong solutions to nonlinear evolution equations in Banach spaces). (See Sell
and You [112, Lemma 47.2] and Feehan [27, Remark 13.9].) Assume the hypotheses of Theorem
4.8 and in addition that, for some θ ∈ (0, 1],
(4.21) F ∈ C0,1;θ(R× V2β;W).
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If u0 ∈ V2β and u is a mild solution of Equation (4.6) in V2β on an interval [t0, t0 + T ) for some
t0 ∈ R and T > 0, then u is a strong solution in V2β on the interval [t0, t0 + T ), and it satisfies
for all r ∈ [0, 1),
(4.22) u ∈ C([t0, t0+T );V2β)∩C0,1−r((t0, t0+T );V2r)∩C((t0, t0+T );V2)∩W 1,1loc ((t0, t0+T );W).
4.3. Higher-order regularity for solutions to nonlinear evolution equations in Banach
spaces. It is convenient to denote V∞ := ∩α∈RVα and observe that this is a Fre´chet space with
translation invariant complete metric induced in a standard way from the sequence of Banach
space norms on Vk for k ∈ N,
(4.23) d(x, y) :=
∞∑
k=0
1
2k+1
‖x− y‖Vk
1 + ‖x− y‖Vk
, ∀x, y ∈ V∞.
If U ⊂ Rm is an open subset, (F, d) is a metric space, f ∈ C(U,F) is a continuous map, and
α ∈ (0, 1], then we may define the vector space of uniformly Ho¨lder continuous maps, C0,α(U¯ ,F),
in the usual way (see Gilbarg and Trudinger [46, Equation (4.4)]) by writing f ∈ C0,α(U¯ ,F) if
and only if
[f ]α := sup
x,y∈U
x 6=y
d(f(x), f(y))
‖x− y‖Rm <∞.
We say that f ∈ C0,α(U,F) (or equivalently, C0,αloc (U,F)) if f ∈ C0,α(V¯ ,F) for all V b U .
As usual, we call f Lipschitz if α = 1. It is insightful to recall the following extension of
Rademacher’s Theorem (see Federer [24, Theorem 3.1.6]) from the more familiar setting of maps
between Euclidean spaces.
Lemma 4.13 (Rademacher’s Theorem for maps from R1 into reflexive Banach spaces). (See Sell
and You [112, Lemma C.6].) If B is a reflexive Banach space and f : [a, b] → B is Lipschitz
continuous, then f is strongly differentiable almost everywhere in [a, b] and the strong derivative
f ′ ∈ L1(a, b;B).
Corollary 4.14 (Higher-order spatial regularity of strong solutions to nonlinear evolution equa-
tions in Banach spaces). Assume the setup in the paragraphs preceding the statement of Theorem
4.8 and that, for some β ∈ [0, 1) and ξ > 0, the function F obeys
(4.24) F ∈ C0,1;θ(R× V2β+2ξ;V2ξ).
If u0 ∈ V2β and u is a mild solution of Equation (4.6) in V2β on an interval [t0, t0 + T ) for some
t0 ∈ R and T > 0, then u is a strong solution in V2β on the interval [t0, t0 + T ), and it satisfies
(4.25) u ∈ C([t0, t0 + T );V2β) ∩ C0,1−r((t0, t0 + T );V2ξ+2r) ∩ C((t0, t0 + T );V2ξ+2)
∩W 1,1loc ((t0, t0 + T );V2ξ).
If (4.24) holds for all ξ > 0, then
(4.26) u ∈ C([t0, t0 + T );V2β) ∩ C0,1((t0, t0 + T );V∞).
Proof. Define ζ := 1 − β ∈ (0, 1] and write V2 = V2β+2ζ . By definition of this scale of Banach
spaces, the unbounded operator A : V2ζ → V2ζ has domain V2ζ+2. We can now apply Theorem
4.12, with W = V0 replaced by V2ζ and V2β replaced by V2β+2ζ and t0 replaced by any t1 ∈
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(t0, t0 + T ) and the hypothesis (4.21) replaced by (4.24) and the initial data u0 ∈ V2β replaced
by u1 := u(t1) ∈ V2β+2ζ to give for all r ∈ [0, 1),
u ∈ C([t1, t0 + T );V2β+2ζ) ∩ C0,1−r((t1, t0 + T );V2ζ+2r) ∩ C((t1, t0 + T );V2ζ+2)
∩W 1,1loc ((t0, t0 + T );V2ζ).
For any sequence {tk}∞k=1 ⊂ (t0, t0 +T ) with tk+1 > tk for all k ≥ 1, we may iterate the preceding
step to give
u ∈ C([tk, t0 + T );V2β+2kζ) ∩ C0,1−r((tk, t0 + T );V2kζ+2r) ∩ C((tk, t0 + T );V2kζ+2)
∩W 1,1loc ((t0, t0 + T );V2kζ),
provided kζ ≤ ξ. Because the sequence {tk}∞k=1 is arbitrary, we obtain
u ∈ C0,1−r((t0, t0 + T );V2ξ+2r) ∩ C((t0, t0 + T );V2ξ+2) ∩W 1,1loc ((t0, t0 + T );V2ξ),
and this gives the regularity (4.25). If (4.24) holds for all ξ > 0, then
u ∈ C0,1−r((t0, t0 + T );V∞).
Because r ∈ [0, 1) is arbitrary, this yields the regularity (4.26). 
Corollary 4.15 (First-order temporal regularity of strong solutions to nonlinear evolution equa-
tions in Banach spaces). Assume the setup in the paragraphs preceding the statement of Theorem
4.8 and that, for some β ∈ [0, 1) and η ≥ 0 and ξ = η, β+ η, the partial derivatives of a function
F : R× V2β;W) obey
∂tF ∈ C0,1
(
R× V2β+2ξ;V2ξ
)
,(4.27a)
∂xF ∈ C0,1
(
R× V2β+2ξ; Hom
(
V2β+2ξ,V2ξ
))
.(4.27b)
If u0 ∈ V2β and u is a mild solution of Equation (4.6) in V2β on an interval [t0, t0 + T ) for some
t0 ∈ R and T > 0, then u is a strong solution in V2β on the interval [t0, t0 + T ), and it satisfies
(4.28) u ∈ C([t0, t0 + T );V2β) ∩ C1((t0, t0 + T );V2β).
If (4.27) holds for all ξ ≥ 0, then
(4.29) u ∈ C([t0, t0 + T );V2β) ∩ C1((t0, t0 + T );V∞).
Proof. If B ⊂ V2β+2ξ is a ball and J ⊂ [t0,∞) is a compact interval, then there are positive
constants K ′0 = K ′0(B, J) and K ′′0 = K ′′0 (B, J) such that for all t1, t2 ∈ J and x1, x2 ∈ B we have
‖F(t1, x1)−F(t2, x2)‖V2ξ
≤ ‖F(t1, x1)−F(t1, x2)‖V2ξ + ‖F(t1, x2)−F(t2, x2)‖V2ξ
≤ sup
(t,x)∈J×B
‖∂xF(t, x)‖Hom(V2β+2ξ,V2ξ)‖x1 − x2‖V2β+2ξ + sup
(t,x)∈J×B
‖∂tF(t, x)‖V2ξ |t1 − t2|
(by the Mean Value Theorem)
≤ K ′0‖x1 − x2‖V2β+2ξ +K ′′0 |t1 − t2|
(by (4.4) and (4.27b) for ∂xF and (4.4) and (4.27a) for ∂tF),
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so that F obeys (4.20) with V replaced by V2β+2ξ and W replaced by V2ξ. We may assume that
t0 ∈ J so that for all t ∈ J and x ∈ B, we also have
‖F(t, x)‖V2ξ ≤ ‖F(t, x)−F(t0, 0)‖V2ξ + ‖F(t0, 0)‖V2ξ
≤ K ′0‖x‖V2β+2ξ +K ′′0 |t− t0|+ ‖F(t0, 0)‖V2ξ
(by (4.20) with V replaced by V2β+2ξ and W replaced by V2ξ),
≤ K ′′′0 ,
where K ′′′0 = K ′′′0 (B, J,F(t0, 0)). Therefore, F obeys (4.24) with θ = 1 and ξ = β+η, so Corollary
4.14 implies that u is a strong solution in V2β on the interval [t0, t0 + T ) and by (4.25) satisfies
(4.30) u ∈ C([t0, t0 + T );V2β) ∩ C((t0, t0 + T );V2β+2η+2).
Let ε ∈ (0, T ]. Because u is a strong solution to Equation (4.6), there exists t1 ∈ (t0, t0 + ε) such
that u˙(t1) = F(t1, u(t1)) − Au(t1) and since u(t1) ∈ V2β+2η+2 by (4.30), we have F(t1, u(t1)) −
Au(t1) ∈ V2β+2η and thus14, u˙(t1) ∈ V2β+2η.
By analogy with the proof of [112, Theorem 48.5], we may formally differentiate Equation (4.6)
with respect to time to give
v˙(t) +Av(t) = ∂tF(t, u(t)) + ∂xF(t, u(t))u˙(t), for t ∈ (t0, t0 + T ).
Define
f(t) := F(t, u(t)), ∀ t ∈ [t0, t0 + T ),
and observe that f ∈ C((t0, t0 + T );V2β+2η) since F ∈ C1(R × V4β+2η;V2β+2η) by hypothesis
(4.27) with ξ = β + η and because u ∈ C((t0, t0 + T );V2β+2η+2) by (4.30). By definition of f , we
have
f˙(t) = ∂tF(t, u(t)) + ∂xF(t, u(t))u˙(t) for a.e. t ∈ (t0, t0 + T ),
and we observe that f˙ ∈ L1((t0, t0+T );V2η) because ∂tF ∈ C(R×V2β+2η;V2η) by (4.27a) with ξ =
η and u ∈ C((t0, t0+T );V2β+2η+2) by (4.30) and because ∂xF ∈ C(R×V2β+2η; Hom(V2β+2η,V2η))
by (4.27b) with ξ = η and u˙ ∈ L1((t0, t0 + T );V2β+2η) by Corollary 4.14 with ξ = β + η. Define
w(t) := F(t, u(t))−Au(t), ∀ t ∈ [t0, t0 + T ),
and observe that w ∈ C((t0, t0 + T );V2β+2η) because F ∈ C(R × V4β+2η;V2β+2η) by hypothesis
(4.27) with ξ = β + η and u ∈ C((t0, t0 + T );V2β+2η+2) by (4.30) and because Au ∈ C((t0, t0 +
T );V2β+2η) since u ∈ C((t0, t0 + T );V2β+2η+2) by (4.30). Define
g(t) := ∂tF(t, u(t)) + ∂xF(t, u(t))w(t) for all t ∈ (t0, t0 + T ),
and observe that g ∈ C((t0, t0 + T );V2η) because ∂tF ∈ C(R × V2β+2η;V2η) by (4.27a) with
ξ = η and u ∈ C((t0, t0 +T );V2β+2η+2) and because ∂xF ∈ C(R×V2β+2η; Hom(V2β+2η,V2η)) by
(4.27b) with ξ = η and w ∈ C((t0, t0 + T );V2β+2η).
By (a special case of) Theorem 4.8, the (linear) equation,
(4.31) v˙(t) +Av(t) = g(t), for v(t1) = u˙(t1) ∈ V2β+2η and t ≥ t1 ≥ 0,
has a unique mild solution v ∈ C([t1, t0 + T );V2β+2η) obeying
v(t) = e−(t−t1)Au˙(t1) +
∫ t
t1
e−(t−s)Ag(s) ds, for all t ∈ [t1, t0 + T ),
14Alternatively, observe that if u ∈ C0,1((t0, t0+T );V2β+2η) and if V2β+2η were reflexive, then Lemma 4.13 would
imply that u were strongly differentiable almost everywhere on (t0, t0 +T ) and so there would exist t1 ∈ (t0, t0 + ε)
such that u˙(t1) ∈ V2β+2η.
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Because u is a strong solution to Equation (4.6) by Theorem 4.12, then u˙(t) = w(t) for a.e.
t ∈ (t0, t0 + T ) and so f˙(t) = g(t) for a.e. t ∈ (t0, t0 + T ) and thus∫ t
t1
e−(t−s)Ag(s) ds =
∫ t
t1
e−(t−s)Af˙(s) ds,
which gives
v(t) = e−(t−t1)Au˙(t1) +
∫ t
t1
e−(t−s)Af˙(s) ds, for all t ∈ [t1, t0 + T ).
Hence, v is the unique mild solution in V2β+2η on [t1, t0 + T ) to
(4.32) v˙(t) +Av(t) = f˙(t), for v(t1) = u˙(t1) ∈ V2β+2η and t ∈ (t1, t0 + T ).
Define u˜(t) :=
∫ t
t1
v(s) ds for all t ∈ (t1, t0 + T ) and observe that
u˜ ∈ C([t1, t0 + T );V2β+2η) ∩ C1((t1, t0 + T );V2β+2η)
and that u˜ is a classical solution to (4.6) with right-hand side f(t) = F(t, u(t)) on (t1, t0 + T ),
namely
u˙(t) +Au(t) = f(t), for t ∈ (t1, t0 + T ),
and initial data u˜(t1) = u(t1). By uniqueness of mild solutions to (4.6), we have u˜ = u on
[t1, t0 + T ).
Because ε ∈ (0, T ] was arbitrary, we see that
u ∈ C([t0, t0 + T );V2β) ∩ C1((t0, t0 + T );V2β+2η)
is a classical solution to (4.6) and u has the regularity (4.28). If (4.27) holds for all η ≥ 0, we
obtain
u ∈ C([t0, t0 + T );V2β) ∩ C1((t0, t0 + T );V∞)
so u has the regularity (4.29). 
Remark 4.16 (Higher-order temporal regularity of strong solutions to nonlinear evolution equa-
tions in Banach spaces). Suppose that
(4.33) F ∈ C∞
(
R× V2β+2η; Hom
(
⊗lV2β+2η,V2η
))
, ∀ η ≥ 0.
By induction and the proof of Corollary 4.15, we obtain
(4.34) u ∈ C([t0, t0 + T );V2β) ∩ C∞((t0, t0 + T );V∞).
Finally, if u0 ∈ V∞, then for any η ≥ 0 we have u0 ∈ V2β+2η+2 and thus u ∈ C([t0, t0 +
T );V2β+2η+2) and F(·, u)−Au ∈ C([t0, t0 +T );V2β+2η), so that u˙ ∈ C([t0, t0 +T );V2β+2η) since
u is a strong solution to Equation (4.6) and thus u ∈ C1([t0, t0 + T );V2β+2η). By induction, this
argument yields
(4.35) u ∈ C∞([t0, t0 + T );V∞),
and u has the optimal regularity.
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4.4. Lengths of flowlines defined by solutions to nonlinear evolution equations in
Banach spaces. It remains to recall our key estimates for the lengths of flowlines defined by
solutions to nonlinear evolution equations.
Lemma 4.17 (A global L1-in-time a priori estimate for a mild solution to a nonlinear evolution
equation). (See Feehan [27, Lemma 17.8].) Assume that Hypothesis 4.3 holds. Let β ∈ [0, 1), and
let ε be a positive constant such that
εa1+βMβΓ(1− β) ≤ 1
2
,
where the constants a > 0 and Mβ > 0 are as in Sell and You [112, Theorem 37.5], and K ∈
[1,∞). Suppose that G ∈ C0,1(R× V2β;W) obeys
G(t, x) = g0(t) + G1(t, x) + G2(t, x), ∀ (t, x) ∈ R× V2β,
with g0 ∈ C0,1(R;W) and G1,G2 ∈ C0,1(R×V2β;W) and, for some t0 ∈ R and t0 ≥ 0 and T > 0,
that
‖G1(t, x)‖W ≤ K‖x‖W ,
‖G2(t, x)‖W ≤ ε‖x‖V2β , ∀ (t, x) ∈ [t0, t0 + T )× V2β.
If v is a mild solution to the nonlinear evolution equation (4.6) on [t0, t0 + T ) defined by A and
the nonlinearity G, with v ∈ C([t0, t0 + T );W) ∩ C((t0, t0 + T );V2β), then
(4.36)
∫ t0+T
t0
‖v(t)‖V2β dt
≤ a1+βMβΓ(1− β)
(
‖v0‖W +
∫ t0+T
t0
‖g0(t)‖W dt+K
∫ t0+T
t0
‖v(t)‖W dt
)
.
Corollary 4.18 (An interior L1-in-time a priori estimate for a strong solution to a nonlinear
evolution equation). (See Feehan [27, Lemma 17.11].) Assume the hypotheses of Lemma 4.17.
If δ is a constant obeying 2δ ≤ T and v is a strong solution to the nonlinear evolution equation
(4.6), then
(4.37)
∫ t0+T
t0+δ
‖v(t)‖V2β dt
≤ a1+βMβΓ(1− β)
(∫ t0+T
t0
‖g0(t)‖W dt+K(1 + δ−1)
∫ t0+T
t0
‖v(t)‖W dt
)
.
Remark 4.19 (Application of Corollary 4.18 to derivation of a priori estimates for the lengths
of flowlines). (See Feehan [27, Lemmas 17.10 and 17.12].) In applications to proofs of global
existence (see Hypothesis 5.2 in Section 5), we shall apply Corollary 4.18 to the time derivative
v = u˙ of a classical solution u ∈ C([t0, t0 + T );V2β) ∩ C2((t0, t0 + T );V2β) to equation (4.6),
namely
v˙(t) +Av(t) = G(t, v(t)), for v(t1) = u˙(t1) and all t ∈ (t1, t0 + T ),
where t1 ∈ (t0, t0 + T ) and
G(t, v(t)) := ∂tF(t, u(t)) + ∂xF(t, u(t))u˙(t), ∀ t ∈ (t1, t0 + T ),
is the induced nonlinearity.
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5. Global existence, convergence, and convergence rate for abstract
 Lojasiewicz–Simon gradient flows near a critical point
We summarize our key results from [27, Section 2] on global existence, convergence, and con-
vergence rate for gradient flow defined by a C1 function E : X ⊃ U → R near a critical point
when E obeys a  Lojasiewicz–Simon gradient inequality. We begin by stating two key hypotheses.
Hypothesis 5.1 ( Lojasiewicz–Simon gradient inequality). Let X be a Banach space and H be
a Hilbert space such that X ⊂ H is a continuous embedding and15 its adjoint H ∗ ⊂ X ∗ is a
continuous embedding, and U ⊂ X be an open subset, and E : U → R be a function with16
continuous gradient map E ′ : U →H . If ϕ ∈ U is a critical point, so E ′(ϕ) = 0, then there are
constants, c ∈ [1,∞), and σ ∈ (0, 1], and θ ∈ [1/2, 1) such that E obeys the  Lojasiewicz–Simon
gradient inequality,
(5.1) ‖E ′(x)‖H ≥ c|E (x)− E (ϕ)|θ, ∀x ∈ U such that ‖x− ϕ‖X < σ.
Hypothesis 5.2 (A priori interior estimate for a trajectory). (See Feehan [27, Hypothesis 2.1 =
Hypothesis 24.10].) Let X be a Banach space that is continuously embedded in a Hilbert space
H . If δ ∈ (0,∞) is a constant, then there is a constant C1 = C1(δ) ∈ [1,∞) with the following
significance. If S, T ∈ R are constants obeying S + δ ≤ T and u ∈ C([S, T );X )∩C1((S, T );X ),
then u˙ ∈ C((S, T );X ) obeys an a priori interior estimate on (S, T ] in the sense that
(5.2)
∫ T
S+δ
‖u˙(t)‖X dt ≤ C1
∫ T
S
‖u˙(t)‖H dt.
The following elementary energy (in-)equality plays an important role in the analysis of the
asymptotic behavior of solutions to gradient systems. It is derived for Yang–Mills gradient flow
in Chen and Shen [16, Lemma 2.1] (see also Chen and Shen [15, Lemma 1], [17], and Chen, Shen,
and Zhou [18, Theorem 2.1]), Kozono, Maeda, and Naito [76, Lemma 4.1], R˚ade [106, Equation
(2.7)]. and Struwe [121, Equation (12)] and applied by them in contexts similar to Corollary 5.4,
but these principles holds for any gradient system.
Lemma 5.3 (Energy equality for solution to a gradient system). Let X be a Banach space and
H be a Hilbert space such that X ⊂H is a continuous embedding and its adjoint H ∗ ⊂X ∗ is a
continuous embedding, U ⊂X be an open subset, and E : U → R be a function with continuous
gradient map E ′ : U →H . If T ∈ (0,∞) and u ∈ C([0, T ];X ) ∩ C1((0, T );H ) is a solution to
the gradient system,
(5.3) u˙(t) = −E ′(u(t)), ∀ t ∈ (0, T ),
then E (u(t)) is a non-increasing function of t ∈ [0, T ] and
(5.4)
∫ T
0
‖E ′(u(t))‖2H dt = E (u(0))− E (u(T )).
Proof. Observe that
d
dt
E (u(t)) = E ′(u(t))u˙(t) = 〈u˙(t),E ′(u(t))〉X ×X ∗ = (u˙(t),E ′(u(t)))H = −‖E ′(u(t))‖2H ,
where we apply (5.3) to obtain the last equality. Equation (5.4) now follows by integration. 
15If the embedding ε : X ↪→ H has dense range, then its adjoint, ε∗ : H ∗ ↪→ X ∗, is an injective bounded
operator (that is, an embedding) by [107, Corollary 4.12 (b)] and the composition ◦ε∗ : H ↪→ X ∗ is a continuous
embedding, where  : H 3 h 7→ (·, h)H ∈H ∗ is the isometric isomorphism defined by the Riesz map.
16We use the canonical isometric isomorphism to identify H and H ∗.
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Lemma 5.3 has the following useful corollary.
Corollary 5.4 (Asymptotic behavior of a global solution to a gradient system). Assume the
hypotheses of Lemma 5.3 and that u ∈ C([0,∞);X )∩C1((0,∞);H ) is a solution to (5.3). Then
there is a sequence {tn}n∈N ⊂ (0,∞) such that tn → ∞ and E ′(u(tn)) → 0 in H as n → ∞. If
in addition there are a point u∞ ∈X and a subsequence {tnk}k∈N ⊂ {tn}n∈N such that tnk →∞
and u(tnk) ⇀ u∞ as k →∞ in the sense that
(5.5) lim
n→∞〈v,E
′(u(tnk))〉X ×X ∗ = 〈v,E ′(u∞)〉X ×X ∗ , ∀ v ∈X ,
then E ′(u∞) = 0.
Proof. By (5.4), we have∫ ∞
0
‖E ′(u(t))‖2H dt = E (u(0))− lim
T→∞
E (u(T )) ≤ E (u(0)) <∞.
Hence, there is a sequence {tn}n∈N ⊂ (0,∞) such that tn → ∞ and ‖E ′(u(tn))‖H → 0, that is,
E ′(u(tn))→ 0 in H as n→∞. Consequently, for the subsequence {tnk}k∈N and any v ∈X ,
E ′(u∞)v = 〈v,E ′(u∞)〉X ×X ∗ = lim
k→∞
〈v,E ′(u(tnk))〉X ×X ∗ = 0,
by applying (5.5) in the penultimate equality and thus E ′(u∞) = 0, as desired. 
Let Bσ(x0) := {x ∈ X : ‖x − x0‖X < r} denote the open ball in X with center x0 ∈ X
and radius r ∈ (0,∞). Given a function u : [0,∞) → X , we let O(u) := {u(t) : t ≥ 0} denote
its orbit. We have the following analogue of Huang [63, Theorems 3.3.3 and 3.3.6] and abstract
analogue of Simon [115, Corollary 2].
Theorem 5.5 (Convergence of a subsequence implies convergence for a smooth solution to
a gradient system). (See Feehan [27, Theorem 1 = Theorem 24.14] and compare Huang [63,
Theorems 3.3.3 and 3.3.6] and Simon [115, Corollary 2].) Let X be a Banach space and H be
a Hilbert space such that X ⊂ H is a continuous embedding and its adjoint H ∗ ⊂ X ∗ is a
continuous embedding, U ⊂X be an open subset, and E : U → R be a function with continuous
gradient map E ′ : U → H , and ϕ ∈ U be a point with E ′(ϕ) = 0, and assume that E obeys
Hypothesis 5.1. If u ∈ C([0, T ];X ) ∩ C1((0, T );H ) is a solution to the gradient system,
(5.6) u˙(t) = −E ′(u(t)), t ∈ (0,∞),
and the orbit O(u) = {u(t) : t ≥ 0} ⊂ X is precompact17, and ϕ is a cluster point of O(u), then
u(t) converges to ϕ as t→∞ in the sense that
lim
t→∞ ‖u(t)− ϕ‖X = 0 and
∫ ∞
0
‖u˙‖H dt <∞.
Furthermore, if u satisfies Hypothesis 5.2 on (0,∞), then∫ ∞
1
‖u˙‖X dt <∞.
We next have the following abstract analogue of R˚ade’s [106, Proposition 7.4], in turn a variant
the Simon Alternative, namely [115, Theorem 2].
17Recall that precompact (or relatively compact) subspace Y of a topological space X is a subset whose closure
is compact. If the topology on X is metrizable, then a subspace Z ⊂ X is compact if and only if Z is sequentially
compact [96, Theorem 28.2], that is, every infinite sequence in Z has a convergent subsequence in Z [96, Definition,
p. 179].
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Theorem 5.6 (Simon Alternative for convergence for a smooth solution to a gradient system).
(See Feehan [27, Theorem 2 = Theorem 24.17] and compare R˚ade [106, Proposition 7.4] and Simon
[115, Theorem 2].) Let X be a Banach space and H be a Hilbert space such that X ⊂ H is a
continuous embedding and its adjoint H ∗ ⊂X ∗ is a continuous embedding, U ⊂X be an open
subset, and E : U → R be a function with continuous gradient map E ′ : U →H . Assume that
(1) ϕ ∈ U is a critical point of E , that is E ′(ϕ) = 0; and
(2) Given positive constants b, η, and τ , there is a constant δ = δ(η, τ, b) ∈ (0, τ ] such that if
v ∈ C([t0, t0 + τ);X ) ∩ C1((t0, t0 + τ);H ) is a solution to the gradient system (5.6) on
[t0, t0 + τ) with t0 ∈ R and ‖v(t0)‖X ≤ b, then
(5.7) sup
t∈[t0,t0+δ)
‖v(t)− v(t0)‖X < η.
If E obeys Hypothesis 5.1 and (c, σ, θ) are the  Lojasiewicz–Simon constants for (E , ϕ), then there
is a constant
ε = ε(c, C1, δ, θ, ρ, σ, τ, ϕ) ∈ (0, σ/4)
with the following significance. If u ∈ C([0,∞);X ) ∩ C1((0,∞);H ) is a solution to (5.6) that
satisfies Hypothesis 5.2 on (0,∞) and there is a constant T ≥ 0 such that
(5.8) ‖u(T )− ϕ‖X < ε,
then either
(1) E (u(t)) < E (ϕ) for some t > T , or
(2) u(t) converges in X to a limit u∞ ∈X as t→∞ in the sense that
lim
t→∞ ‖u(t)− u∞‖X = 0 and
∫ ∞
1
‖u˙‖X dt <∞.
If ϕ is a cluster point of the orbit O(u) = {u(t) : t ≥ 0}, then u∞ = ϕ.
We have the following enhancement of Huang [63, Theorem 3.4.8].
Theorem 5.7 (Convergence rate under the validity of a  Lojasiewicz–Simon gradient inequality).
(See Feehan [27, Theorem 3 = Theorem 24.21].) Let X be a Banach space and H be a Hilbert
space such that X ⊂ H is a continuous embedding and its adjoint H ∗ ⊂ X ∗ is a continuous
embedding, and U ⊂ X be an open subset, and E : U → R be a function with continuous
gradient map E ′ : U → H , and ϕ ∈ U be a point with E ′(ϕ) = 0, and assume that E obeys
Hypothesis 5.1. If u belongs to
(5.9) C([T0, T );X ) ∩ C1((T0, T );H )
with T0 = 0 and T =∞ and is a solution to the gradient system (5.6),
u˙(t) = −E ′(u(t)), t ∈ (0,∞),
such that O(u) ⊂ Bσ(ϕ) ⊂ U for all t ∈ [0,∞), then there exists u∞ ∈H such that
(5.10) ‖u(t)− u∞‖H ≤ Ψ(t), t ≥ 0,
where
(5.11) Ψ(t) :=

1
c(1− θ)
(
c2(2θ − 1)t+ (γ − a)1−2θ
)−(1−θ)/(2θ−1)
, 1/2 < θ < 1,
2
c
√
γ − a exp(−c2t/2), θ = 1/2,
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and a, γ are constants such that γ > a and
a ≤ E (v) ≤ γ, ∀ v ∈ U .
If in addition u obeys Hypothesis 5.2, then u∞ ∈X and
(5.12) ‖u(t+ 1)− u∞‖X ≤ 2C1Ψ(t), t ≥ 0,
where C1 ∈ [1,∞) is the constant in Hypothesis 5.2 for δ = 1.
We have the following analogue of Huang [63, Theorem 5.1.1].
Theorem 5.8 (Existence and convergence of a global solution to a gradient system near a local
minimum). (See Feehan [27, Theorem 4 = Theorem 24.22].) Let X be a Banach space and H
be a Hilbert space such that X ⊂ H is a continuous embedding and its adjoint H ∗ ⊂ X ∗ is a
continuous embedding, and U ⊂X be an open subset, E : U → R be a function with continuous
gradient map E ′ : U → H , and ϕ ∈ U be a local minimum of E , and assume that E obeys
Hypothesis 5.1 with constants c ∈ (0,∞) and σ ∈ (0, 1] and θ ∈ [1/2, 1). Assume further that
(1) (Local existence) For each u0 ∈ U , there exists a solution u in (5.9) to the gradient
system (5.6) on [T0, T ) = [0, τ) with u(0) = u0 and some positive constant τ = τ(E , u0);
(2) (A priori interior estimate for lengths of gradient flowlines) Hypothesis 5.2 holds for
solutions u in (5.9) to the gradient system (5.6); and
(3) (Deviation from initial data) Given positive constants b and η, there is a constant δ =
δ(η, τ, b) ∈ (0, τ ] such that if v is a solution in (5.9) to the gradient system (5.6) on
[T0, T ) = [0, τ) with ‖v(0)‖X ≤ b, then
(5.13) sup
t∈[0,δ]
‖v(t)− v(0)‖X < η.
Then there is a constant ε = ε(c, C1, δ, θ, ρ, σ, τ, ϕ) ∈ (0, σ/4) with the following significance. For
each u0 ∈ Bε(ϕ), the gradient system (5.6) with u(0) = u0 admits a solution u in (5.9) with
T0 = 0 and T = ∞ and O(u) ⊂ Bσ/2(ϕ) and that converges to a limit u∞ ∈ Bσ(ϕ) as t → ∞
with respect to the norm on X in the sense that
lim
t→∞ ‖u(t)− u∞‖X = 0 and
∫ ∞
1
‖u˙(t)‖X dt <∞.
Moreover, E (u∞) = E (ϕ).
Finally, we have the following analogue of Huang [63, Theorem 5.1.2].
Theorem 5.9 (Dynamical stability of a local minimum). (See Feehan [27, Theorem 1 = Theorem
24.14 and Theorem 5 = Theorem 24.30].) Assume the hypotheses of Theorem 5.8 and let u be
as in its conclusion. Then as an equilibrium of (5.6), the point ϕ is Lyapunov stable (see [112,
Definition, p.32]). If ϕ is isolated or a cluster point of the orbit O(u), then u∞ = ϕ and ϕ is
uniformly asymptotically stable (see [112, Definition, p.32]).
See Knopf and Sesum [72] for a related discussion of different concepts of stability in the context
of Ricci flow for Riemannian metrics on d-manifolds near Ricci solitons (for example, Ricci-flat
metrics).
6.  Lojasiewicz distance inequality for functions on Banach spaces
We now turn to the proof of Theorem 2: we provide the modifications to our proof of [30,
Corollary 4] required for the infinite-dimensional setting considered here.
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Proof of Theorem 2. Consider Item (1), so F = E in (1.13) and (1.14). Let σ ∈ (0, 1] and
δ ∈ (0, σ1/4] denote the constants for E corresponding to those for F in (1.13) and (1.14).
Consider a point x ∈ Bδ such that E (x) > 0 and thus E ′(x) 6= 0 by (1.13). Let T0 ∈ (0,∞] be the
smallest time such that E ′(x(T0)) = 0 (and thus x(T0) ∈ Bσ1∩CritE ), where x ∈ C([0,∞);X )∩
C1((0,∞);H ) is the given solution to (1.14), and define the C1 arc length parameterization
function by
s(t) :=
∫ t
0
‖x˙(t)‖H dt, ∀ t ∈ [0, T0),
so that ds/dt = ‖x˙(t)‖H = ‖E ′(x(t))‖H by (1.14), denoting x˙(t) = dx/dt for convenience. Set
S0 := s(T0) ∈ (0,∞] and write t = t(s) for s ∈ [0, S0). Define y(s) := x(t(s)) and observe that
dy
ds
=
dx
dt
dt
ds
=
dx
dt
(
ds
dt
)−1
=
dx
dt
1
‖E ′(x(t))‖H = −
E ′(x(t))
‖E ′(x(t))‖H , ∀ t ∈ (0, T0),
where we again apply (1.14) to obtain the final equality. Hence, y ∈ C([0, S0);X )∩C1((0, S0);H )
is a solution to the ordinary differential equation,
(6.1)
dy
ds
= − E
′(y(s))
‖E ′(y(s))‖H (in H ) with y(0) = x.
Write Q(s) := E (y(s)) and observe that
Q′(s) = E ′(y(s))y′(s)
=
(
y′(s),E ′(y(s))
)
H
(by Riesz isomorphism)
= −(E
′(y(s)),E ′(y(s)))H
‖E ′(y(s))‖H , ∀ s ∈ [0, S0) (by (6.1))
using the Riesz isomorphism, H 3 h 7→ (·, h)H ∈ H ∗, to view E ′(y(s)) as an element of H or
H ∗ according to the context. In particular, we obtain
(6.2) Q′(s) = −‖E ′(y(s))‖H < 0, ∀ s ∈ [0, S0).
Now Q(0) = E (x) > 0 and Q(s) ≤ Q(0) for all s ∈ [0, S0) by (6.2). But then we have18
E (x)1−θ
1− θ ≥
Q(0)1−θ −Q(s)1−θ
1− θ(6.3)
= − 1
1− θ
∫ s
0
d
du
Q(u)1−θ du = −
∫ s
0
Q(u)−θQ′(u) du
=
∫ s
0
E (y(u))−θ‖E ′(y(u))‖H du
≥
∫ s
0
C du = Cs, 0 ≤ s < S0 (by (1.13)).
In applying the  Lojasiewicz gradient inequality (1.13) to obtain the last line above, we relied
on the fact that y(s) = x(t) ∈ Bσ/2 by (1.14) for all t ∈ [0, T0) or, equivalently, s ∈ [0, S0).
Therefore,
(6.4)
E (x)1−θ
1− θ ≥ CS0.
18Our argument generalizes the proof of Bierstone and Milman [7, Theorem 2.8] from the case of X = H = Rn.
We also added a hypothesis that E ≥ 0 on U , which is used in the inequality (6.3) and is implicit for the same
reason in the proof of [7, Theorem 2.8], but omitted from that statement.
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It follows that S0 < ∞ and thus as s ↑ S0, the solution y(s) converges (in X ) to a point
y(S0) = x(T0) ∈ CritE in a finite time S0. Moreover, by (1.14) we also have x(T0) ∈ B¯σ/2 ⊂ Bσ.
Since ‖y′(s)‖H = 1, then y(s) is parameterized by arc length and
S0 = LengthH {y(s) : s ∈ [0, S0]} =
∫ S0
0
‖y˙(s)‖H ds
≥ ‖y(S0)− x‖H = ‖x(T0)− x‖H
≥ inf
z∈Bσ∩Crit E
‖z − x‖H (since x(T0) ∈ Bσ ∩ CritE )
≡ distH (x,Bσ ∩ CritE ).
From (6.4), we thus obtain
E (x)1−θ ≥ (1− θ)C distH (x,Bσ ∩ CritE ),
and this is (1.15) (noting that E (x) > 0 by the reduction described earlier), with exponent
α = 1/(1− θ) ∈ [2,∞) and positive constant C1 = ((1− θ)C)1/(1−θ).
If Bσ ∩ CritE ⊂ Bσ ∩ ZeroE , then
dist(x,Bσ ∩ CritE ) ≡ inf
z∈Bσ∩Crit E
‖z − x‖H
≥ inf
z∈Bσ∩Zero E
‖z − x‖H = dist(x,Bσ ∩ ZeroE ).
Therefore, (1.17) follows from (1.15). This proves Item (1).
Consider Item (2). We can apply (1.17) to F = E 2 with constants C1 ∈ (0,∞) and α ∈ [2,∞)
and σ ∈ (0, 1] and δ ∈ (0, σ/4] determined by F to give
F (x) ≥ C1 dist(x,Bσ ∩ ZeroF )α, ∀x ∈ Bδ.
Clearly, ZeroE = ZeroF and therefore,
E (x)2 ≥ C1 dist(x,Bσ ∩ ZeroE )α, ∀x ∈ Bδ.
But this is (1.18), as desired, with exponent β = α/2 ∈ [1,∞) and positive constant C2 =
√
C1.
This completes the proof of Item (2) and hence Theorem 2. 
7. Local well-posedness, a priori estimates, and minimal lifetimes for solutions
to Yang–Mills gradient flow on a Coulomb-gauge slice
After establishing a few basic definitions and conventions in Section 7.1, we proceed in Section
7.2 discuss several kinds of evolution equations defined by the gradient of the Yang–Mills energy
function (7.1): (a) traditional Yang–Mills gradient flow (7.8), (b) Yang–Mills heat flow (7.10),
and (c) Yang–Mills gradient flow on a Coulomb-gauge slice, (7.12) or (7.26). In Section 7.3, we
develop the required estimates for the Yang–Mills nonlinearity (7.21). In Section 7.4, we derive
a priori estimates for the lengths of flowlines for Yang–Mills gradient flow on a Coulomb-gauge
slice. Our goal in Section 7.5 is to establish local well-posedness, a priori estimates, and minimal
lifetimes for solutions to Yang–Mills gradient flow on a Coulomb-gauge slice. In particular, we
prove Theorem 7.13 by applying our general results on evolution equations in Banach spaces from
Section 4.
YANG–MILLS MORSE THEORY NEAR FLAT CONNECTIONS 43
7.1. Basic definitions. We begin with a formal
Definition 7.1 (Yang–Mills energy function). Let G be a Lie group, P be a smooth principal
G-bundle over a closed smooth Riemannian manifold (X, g) of dimension d ≥ 2, and A be a W 1,p
connection on P , where p is admissible in the sense of Definition 7.2. We define the Yang–Mills
energy function by
(7.1) YM (A) :=
1
2
∫
X
|FA|2 d volg .
Definition 7.2 (Admissible Sobolev exponents for the Yang–Mills energy function). To ensure
W 1,p(X) ⊂W 1,2(X)∩L4(X) and |FA| ∈ L2(X) when FA = dA+ 12 [A,A] and A ∈W 1,p(X;T ∗X⊗
g) is a connection one-form on the product bundle, X × G, we require that p ≥ 2 if d = 2, 3 or
p ≥ 4d/(d + 4) if d = 5, 6, 7. Indeed, if d = 5, 6, 7 and p < d, then p∗ = dp/(d − p) ≥ 4 ⇐⇒
p ≥ 4d/(d + 4) and thus W 1,p(X) ⊂ L4(X) by [2, Theorem 4.12], while if d = 2, 3, 4, then
W 1,p(X) ⊂ L4(X) for any p ≥ 2 by [2, Theorem 4.12]. We call such a Sobolev exponent p
admissible.
We may also require that p > d/2 to ensure that W 2,p(X) ⊂ C(X) by the Sobolev Embedding
[2, Theorem 4.12], so gauge transformations in Aut2,p(P ) are continuous and preserve the topology
of P .
Let At for t ∈ (−ε, ε) be a smooth embedded curve in A 1,p(P ) through A0 = A. The derivative
of the Yang–Mills energy function YM in (7.1) atA in a direction a = dA/dt|t=0 ∈W 1,p(X;T ∗X⊗
adP ) is
(7.2) YM ′(A)a :=
d
dt
1
2
∫
X
|FAt |2 d volg
∣∣∣∣
t=0
=
∫
X
〈FA, dAa〉 d volg .
We recall the19
Definition 7.3 ((Weak) Yang–Mills connection). Continue the notation of Definition 7.1. One
calls a W 1,p connection A on P a (weak) Yang–Mills connection if it is a critical point of the
Yang–Mills energy function (7.1),
(7.3) YM ′(A)a = 0, ∀ a ∈W 1,p(X;T ∗X ⊗ adP ).
When the connection A in Definition 7.3 on P is a smooth, then it obeys the Yang–Mills
equation with respect to the metric g,
(7.4) d∗AFA = 0 on X,
that is, the Euler–Lagrange equation for (7.1).
For p > d/2 that is admissible in the sense of Definition 7.2, one can show that the Yang–Mills
energy function (7.1),
YM : A 1,p(P )→ R,
is analytic [34, Proposition 3.1.1]. The quotient space B1,p(P ) is a Banach stratified space [23,
p. 133], with top smooth (in fact, analytic by Corollary 3.4) stratum given by the open subspace
B∗;1,p(P ) in (3.5) defined by gauge-equivalence classes of connections with trivial isotropy group,
namely Center(G), and the remaining smooth (in fact, analytic) strata, BH;1,p(P ), labeled by
19Compare Price [104, p. 138] or Wehrheim [136, Definition 9.1]. Although Wehrheim instead requires p > d/2
for d ≥ 3 and p ≥ 4/3 if d = 2, that does not ensure that W 1,p(X) ⊂W 1,2(X) when d = 2, 3 or W 1,p(X) ⊂ L4(X)
when d = 5, 6, 7; see Definition 7.2.
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the (conjugacy classes of) isotropy groups H ⊂ G. The Yang–Mills energy function (7.1) is
gauge-invariant and thus descends to an analytic function
YM : BH;1,p(P )→ R,
on each stratum and a continuous function on the whole quotient space,
YM : B1,p(P )→ R.
The discussion of the structure of B1,p(P ) as a smoothly stratified space in Donaldson and
Kronheimer [23, p. 132–133] motivates our
Definition 7.4 (Critical point of the Yang–Mills function on the quotient space of connections).
Continue the notation of Definition 7.1 and assume further that p > d/2. We say that [A] ∈
B1,p(P ) is a critical point of the Yang–Mills energy function YM : B1,p(P )→ R if
YM ′[A]a = 0, ∀ a ∈ Ker d∗A ∩W 1,pA1 (X;T ∗X ⊗ adP ).
See Lemma 7.7 for further comparison of definitions of critical points of the Yang–Mills energy
function. The Yang–Mills energy function YM : A 1,p(P )→ R in (7.1) has the Hessian operator,
YM ′′(A) : TAA 1,p(P )→ T ∗AA 1,p(P ) at a critical point A ∈ A (P ) given by [11, Theorem 6.5]
(7.5) YM ′′(A)(a)b = (dAa, dAb)L2(X) + (FA, a ∧ b)L2(X),
for all a, b ∈ TAA 1,p(P ) = W 1,pA1 (X; Λ1 ⊗ adP ).
Definition 7.5 (Morse–Bott property of the Yang–Mills energy function on the affine space of
connections). We say that YM : A 1,p(P )→ R is Morse–Bott at a critical point A if
Crit1,pYM is a C2 submanifold, and(7.6a)
KerYM ′′(A) = TA Crit1,pYM .(7.6b)
where Crit1,pYM := A 1,p(P ) ∩ CritYM .
See Feehan [28, Section 1] and references therein for further discussion of the Morse–Bott
property of smooth functions on Banach manifolds. Since the quotient space B∗(P ) is not a
manifold at points [A] where A has nontrivial isotropy group in Aut2,p(P ), we make the
Definition 7.6 (Morse–Bott property of the Yang–Mills energy function on the quotient space
of connections). Continue the notation of Definition 7.4. We say that YM : B1,p(P ) → R is
Morse–Bott at a critical point in B1,p(P ) represented by a W 1,p connection A if
Crit1,pYM is a C2 submanifold, and(7.7a)
Ker1,pYM ′′(A) = TACrit1,pYM ,(7.7b)
where
Crit1,pYM :=
(
A+ Ker d∗A ∩W 1,pA1 (X;T ∗X ⊗ adP )
)
∩ CritYM ,
Ker1,pYM ′′(A) := KerYM ′′(A) ∩Ker d∗A ∩W 1,pA1 (X;T ∗X ⊗ adP ).
Definition 7.6 can be equivalently stated for the restriction ŶM in (7.23) of YM to the
Coulomb-gauge slice A + Ker d∗A ∩W 1,pA1 (X;T ∗X ⊗ adP ). Moreover, by the Slice Theorem 3.3,
the function YM : A 1,p(P ) → R is Morse–Bott at a critical point A in the sense of Definition
7.5 if and only if YM : B1,p(P )→ R is Morse–Bott at [A] in the sense of Definition 7.6. Elliptic
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regularity ensures that the Morse–Bott property is independent of the choice of Sobolev exponent
p or reference connection A1.
When a Yang–Mills connection Γ is flat, then Morse–Bott property is implied by properties
of the elliptic deformation complex for Γ by analogy with the Kuranishi theory of deformation
of complex structures [79], as we discuss in Section A.2. We say that a flat W 1,p connection Γ
defines a regular point of M(P ) if
H2Γ(X; adP ) := Ker(dΓ + d
∗
Γ) ∩W 1,pA1 (X;∧2(T ∗X)⊗ adP ) = 0.
The Zariski tangent space to B1,p(P ) at a point represented by a W 1,p flat connection Γ is
H1Γ(X; adP ) := Ker(dΓ + d
∗
Γ) ∩W 1,pA1 (X;T ∗X ⊗ adP ).
By Lemma A.5, the Yang–Mills energy functions YM : A 1,p(P ) → R and YM : B1,p(P ) → R
are Morse–Bott at a flat connection Γ and point [Γ], respectively, if H2Γ(X; adP ) = 0.
7.2. The Yang–Mills gradient flow, heat, and gradient flow equations on a Coulomb-
gauge slice. Continue the notation of Definition 7.1. We first recall the definition of the Yang–
Mills gradient flow equation,
∂A
∂t
+ d∗AFA = 0,(7.8)
A(0) = A0,(7.9)
for solution A = A0 + a, where A0 is a given W
1,p connection on P and
a ∈ C([0,∞);W 1,pA1 (T ∗X ⊗ adP )) ∩ C1((0,∞);W
1,p
A1
(T ∗X ⊗ adP )).
It is customary [20, 121] to convert (7.8) into nonlinear Yang–Mills heat equation,
(7.10)
∂A
∂t
+ d∗AFA + dAd
∗
Aa = 0,
where a = A − A∞ and A∞ is a smooth connection on P , by applying the Donaldson–DeTurck
Trick [27, Lemma 20.3], but that results in the loss of regularity by two spatial derivatives and
so we shall consider an alternative approach: The restriction of Yang–Mills gradient flow (7.8) to
a Coulomb–gauge slice through a fixed, smooth connection A∞.
For any integer l ≥ 0, the exterior covariant derivative (2.2) and its L2-adjoint (2.3) define the
Hodge Laplace operator [80, p. 93],
(7.11) ∆A∞ := d
∗
A∞dA∞ + dA∞d
∗
A∞ on Ω
l(X; adP ).
By arguing exactly as in the proof of [46, Theorem 8.37], one sees that the eigenvalues of the
L2-self-adjoint, second-order, elliptic partial differential operator ∆A∞ are countable, real, non-
negative, and discrete with at most a limit point at infinity (compare [14, Theorem 1, p. 8, or
Theorem B.2], [135, Exercise 6.6]).
Given a W 1,p initial connection A(0) = A0 on P and writing a0 = A0 − A∞, we consider the
nonlinear evolution equation,
∂a
∂t
+ ΠA∞d
∗
A∞+aFA∞+a + dA∞d
∗
A∞a = 0,(7.12)
a(0) = a0,(7.13)
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for a solution a := A−A∞ on [0, T ), for some T >∞, where
(7.14) a ∈ C
(
[0, T ); Ker∗A∞ ∩W 1,pA1 (X;T ∗X ⊗ adP )
)
∩ C1
(
(0, T ); Ker∗A∞ ∩W 1,pA1 (X;T ∗X ⊗ adP )
)
.
and ΠA∞ (defined in the forthcoming Equation (8.3)) is the L
2-orthogonal projection from
W 1,pA1 (X;T
∗X ⊗ adP ) on the Coulomb-gauge slice Ker∗A∞ ∩W 1,pA1 (X;T ∗X ⊗ adP ). Although the
term dA∞d
∗
A∞a is identically zero in (7.12), we include it in order to make the parabolic nature of
this equation transparent. Note that we explicitly include the projection operator ΠA∞ in (7.12):
If a in (7.14) is a solution to a quasilinear second-order parabolic equation,
(7.15)
∂a
∂t
+ d∗A∞+aFA∞+a + dA∞d
∗
A∞a = 0,
then, because ΠA∞∂a/∂t = ∂ΠA∞a/∂t = ∂a/∂t, we see that a is also a solution to the equation
in (7.12). However, the converse does not necessarily hold: If a in (7.14) is a solution to (7.12),
then it is not necessarily a solution to (7.15).
We may write (7.12) as a perturbation,
(7.16)
∂a
∂t
+ (∆A∞ + 1) a = F(a), a(0) = a0,
of the linear second-order parabolic equation defined by the augmented Hodge Laplacian ∆A∞+1,
where we define the Yang–Mills nonlinearity by
(7.17) −F(a) := ΠA∞d∗A∞+aFA∞+a + dA∞d∗A∞a− (∆A∞ + 1) a, ∀ a ∈W 1,pA1 (X;T ∗X ⊗ adP ).
We recall from (2.9) that the curvatures FA and FA∞+a are related by
(7.18) FA∞+a = FA∞ + dA∞a+
1
2
[a, a] ∈W 1,pA1 (X;∧2(T ∗X)⊗ adP ).
By [135, Equation (6.2)], for any integer 1 ≤ l ≤ d and C∞ connection A on P one has
(7.19) d∗A = (−1)−d(l+1)+1 ∗ dA ∗ on Ωl(X; adP ),
where ∗ : Ωl(X)→ Ωd−l(X) is the Hodge star operator on l-forms. Hence, the expression (7.17)
for the Yang–Mills nonlinearity becomes
−F(a) = ΠA∞
(
d∗A∞+aFA∞+a − d∗A∞dA∞a
)− a
= ΠA∞
(
d∗A∞+a
(
FA∞ + dA∞a+
1
2
[a, a]
)
− d∗A∞dA∞a
)
− a,
and thus
(7.20) −F(a) = d∗A∞FA∞ +
1
2
ΠA∞d
∗
A∞ [a, a]− a
+ (−1)−d(l+1)+1ΠA∞
(
∗[a, ∗FA∞ ] + ∗[a, ∗dA∞a] +
1
2
∗ [a, ∗[a, a]]
)
.
We recall from [23, p. 235] or [103, p. 577] that d∗Ad
∗
AFA = 0 for any C
∞ connection A on P
and so, because d∗A∞FA∞ ∈ Ker d∗A∞ , we have ΠA∞d∗A∞FA∞ = d∗A∞FA∞ in (7.20). Of course,
if A∞ is Yang–Mills, then d∗A∞FA∞ = 0. Rather than keep track of signs or factors of 1/2, it
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will suffice for our application to use instead of (7.20) the following schematic expression for the
nonlinearity,
(7.21) −F(a) = d∗A∞FA∞ − a+ ΠA∞ (a× FA∞ + a×∇A∞a+ a× a× a) ,
∀ a ∈W 1,pA1 (X;T ∗X ⊗ adP ),
where we use the symbol × to denote universal pointwise bilinear expressions depending at most
on the Lie group G and the Riemannian metric g.
The Yang–Mills gradient flow (7.8) is defined for any
(7.22) a ∈ C
(
[0, T );W 1,pA1 (X;T
∗X ⊗ adP )
)
∩ C1
(
(0, T );W 1,pA1 (X;T
∗X ⊗ adP )
)
.
and not just a as in (7.14). When we restrict the Yang–Mills energy function (7.1),
YM : A∞ +W
1,p
A1
(X;T ∗X ⊗ adP ) 3 A 7→ 1
2
∫
X
|FA|2 d volg ∈ R,
to a slice,
(7.23) ŶM : A∞ + Ker∗A∞ ∩W 1,pA1 (X;T ∗X ⊗ adP ) 3 A 7→
1
2
∫
X
|FA|2 d volg ∈ R,
then for any W 1,p connection A, we have the corresponding gradient,
ŶM ′(A) ∈
(
Ker∗A∞ ∩W 1,pA1 (X;T ∗X ⊗ adP )
)∗ ∼= Ker∗A∞ ∩W−1,pA1 (X;T ∗X ⊗ adP ).
The expression
(7.24) YM ′(A) = d∗AFA
for YM ′(A) ∈ (W 1,pA1 (X;T ∗X ⊗ adP ))∗ yields
ŶM ′(A)a = (YM ′(A), a)L2(X) = (d∗AFA, a)L2(X) = (ΠA∞d
∗
AFA, a)L2(X),
∀ a ∈ Ker∗A∞ ∩W 1,pA1 (X;T ∗X ⊗ adP ),
and so
(7.25) ŶM ′(A) = ΠA∞d
∗
AFA ∈ Ker∗A∞ ∩W−1,pA1 (X;T ∗X ⊗ adP ).
Hence, when we restrict Yang–Mills gradient flow (7.8) from W 1,pA1 (X;T
∗X ⊗ adP ) to
Ker∗A∞ ∩W 1,pA1 (X;T ∗X ⊗ adP ),
we obtain the equation for Yang–Mills gradient flow on a Coulomb-gauge slice,
∂a
∂t
+ ΠA∞d
∗
A∞+aFA∞+a = 0,(7.26)
a(0) = a0,(7.27)
for a solution a as in (7.14). Equation (7.26) coincides with the nonlinear evolution equation
(7.12) since the term dA∞d
∗
A∞a is identically zero when a ∈ Ker∗A∞ ∩W
1,p
A1
(X;T ∗X ⊗ adP ).
The Yang–Mills energy function (7.1) is gauge-invariant and thus we expect the critical points
of YM : B1,p(P ) → R (see Definition 7.4) to coincide with gauge-equivalence classes of critical
points of YM : A 1,p(P )→ R. We formalize this equivalence in the following
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Lemma 7.7 (Critical points of YM and ŶM ). Continue the notation of Definition 7.1 and
assume further that p > d/2. Let A∞ be a smooth connection on P and A be a W 1,p connection
on P that is in Coulomb gauge with respect to A∞. Then A is a critical point (respectively, local
minimum) of YM : A 1,p(P )→ R if and only if it is a critical point (respectively, local minimum)
of ŶM : A∞ + d∗A∞ ∩W
1,p
A1
(X;T ∗X ⊗ adP )→ R.
Proof. Let ζ = ζ(A1, A∞, g,G, p) ∈ (0, 1] be as in Corollary 3.3. Suppose that A(t) for t ∈ (−ζ, ζ)
and small ζ ∈ (0, 1] is an embedded smooth curve in A 1,p(P ) such that A(0) = A. Corollary 3.3
yields embedded smooth curves u(t) ∈ Aut2,p(P ) and a(t) ∈ Ker d∗A∞ ∩W
1,p
A1
(X;T ∗X ⊗ adP ) for
t ∈ (−ζ, ζ) such that u(0) = idP and a(0) = A−A∞ and
A(t) = u(t)(A∞ + a(t)), ∀ t ∈ (−ζ, ζ).
By gauge invariance, we obtain
YM (A(t)) = YM (u(t)(A∞ + a(t))) = YM (A∞ + a(t)) = ŶM (A∞ + a(t)), ∀ t ∈ (−ζ, ζ),
and thus
d
dt
YM (A(t))
∣∣∣∣
t=0
=
d
dt
ŶM (A∞ + a(t))
∣∣∣∣
t=0
.
Hence, A is a critical point of YM if and only if it is a critical point of ŶM . Furthermore, we
see that A is a local minimum for YM if and only if it is a local minimum for ŶM . 
7.3. Estimate for the Yang–Mills heat equation nonlinearity. Our goal in this subsection
is to verify that the Yang–Mills heat equation nonlinearity F , either the exact expression (7.20)
or schematic expression (7.21), obeys the hypotheses of Corollaries 4.14 and 4.15, for suitable
choices of Banach spaces. We begin by adapting our proof of [34, Lemma 4.1.1] to give
Lemma 7.8 (W−s,p estimate for components of the Yang–Mills heat equation nonlinearity). Let
G be a compact Lie group and A1, A∞ be C∞ connections on a smooth principal G-bundle P over
a closed, smooth Riemannian manifold (X, g) of dimension d ≥ 2. For d/2 < p <∞, let s ∈ [0, 1)
and t ∈ [0,−s + 2) be Sobolev exponents that obey one of the following additional conditions for
d ≥ 3:
(1) If p < d, then (d/p+ 1− s)/2 ≤ t < d/p, or
(2) If p > d, then t ≥ −s+ 1 and d/p < t < 1 + d/p, or
(3) If p = d, then s > 0 and t ≥ 1.
For d = 2 and p < 2, require in addition that p > 4/3 and 2/p − 1 ≤ s < 2 − 2/p. Then
there is a constant z = z(A1, g,G, p, s, t) ∈ [1,∞) such that the following bounds hold for all
a ∈W 1,pA1 (T ∗X ⊗ adP ):
‖a×∇A∞a‖W−s,pA1 (X) ≤ z‖A∞ −A1‖L∞(X)‖a‖
2
W t,pA1
(X)
,(7.28a)
‖a× a× a‖W−s,pA1 (X) ≤ z‖a‖
3
W t,pA1
(X)
,(7.28b)
‖FA∞ × a‖W−s,pA1 (X) ≤ z‖FA∞‖L∞(X)‖a‖Lp(X),(7.28c)
Remark 7.9 (Feasability of the choice t = 1 in Lemma 7.8). Because p > d/2, then (d/p+1−s)/2 =
(d/p+ 1)/2 < 3/2 when s = 0 and (d/p+ 1− s)/2 ↘ d/(2p) < 1 as s ↗ 1, so in the case d ≥ 3
and p < d we can choose t = 1. For the case d = 2 and 4/3 < p < 2, see the discussion in
Step 1 of the proof of Lemma 7.8 prior to Case 1 for verification that the choice t = 1 is feasible.
Feasability of the choice t = 1 is immediate in the cases p > d and p = d.
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Proof of Lemma 7.8. We begin with the
Step 1 (W−s,p estimate for a×∇A∞a). Let p′ be the dual Ho¨lder exponent obeying 1/p+1/p′ = 1,
so p′ = p/(p− 1) ∈ (1,∞). For r ∈ (1,∞) to be determined, let r′ be the dual Ho¨lder exponent
obeying 1/r + 1/r′ = 1, so r′ = r/(r − 1) ∈ (1,∞). Since20
W−s,pA1 (T
∗X ⊗ adP )) ∼=
(
W s,p
′
A1
(TX ⊗ (adP )∗)
)∗ ∼= (W s,p′A1 (T ∗X ⊗ adP ))∗
by [27, Section 40] (and references cited therein), for example, we have
‖a×∇A∞a‖W−s,pA1 (X) = ‖a×∇A∞a‖(W s,p′A1 (X))∗
= sup
‖β‖
W
s,p′
A∞ (X)
≤1
(a×∇A∞a, β)L2(X)
≤ ‖a×∇A∞a‖Lr′ (X) sup‖β‖
W
s,p′
A1
(X)
≤1
‖β‖Lr(X),
where β ∈ W s,p′A1 (TX ⊗ adP ). Note that ∇A∞a = ∇A1a + [A∞ − A1, a] by (2.5) and (2.14).
Estimate (7.28a) will follow by showing that we can always choose r ∈ (1,∞) so that
‖a×∇A∞a‖Lr′ (X) ≤ z‖A∞ −A1‖L∞(X)‖a‖2W t,pA1 (X),(7.29a)
‖β‖Lr(X) ≤ z‖β‖W s,p′A1 (X)
.(7.29b)
For p > d/2, then d/p < 2 and thus d− d/p > d− 2 and so d− d/p > 1 for all d ≥ 3. Hence, for
any p > d/2 and any s < 1, we have s < d− d/p. But s < d− d/p ⇐⇒ d/p < d− s ⇐⇒ p >
d/(d− s) ⇐⇒ p(d− s) > d ⇐⇒ sp < d(p− 1) ⇐⇒ sp′ < d. We can therefore choose
r := (p′)∗s =
dp′
d− sp′ =
dp/(p− 1)
d− sp/(p− 1) =
dp
dp− d− sp ∈ (1,∞),
and so
r′ =
r
r − 1 =
dp/(dp− d− sp)
dp/(dp− d− sp)− 1 =
dp
dp− (dp− d− sp) =
dp
d+ sp
∈ (1,∞).
By [2, Theorem 4.12], we have a continuous Sobolev embedding W s,p
′
(X) ⊂ Lr(X) and this
yields the estimate (7.29b).
For d = 2, we have sp′ < 2 ⇐⇒ s < 2 − 2/p. Hence, for p ≥ 2 this imposes no additional
restriction on s ∈ [0, 1) but for p ∈ (1, 2), we require that s < 2 − 2/p. Under these conditions,
we again obtain the estimate (7.29b).
To verify the estimate (7.29a), we separately consider the cases p < d, p > d, and p = d. When
d = 2, we shall want the interval for t in the forthcoming Case 1 (where p < d) to include t = 1
when d = 2. With this in mind, note that (d/p+ 1− s)/2 = (2/p+ 1− s)/2 ≤ 1 ⇐⇒ 2/p− s ≤
1 ⇐⇒ s ≥ 2/p − 1, so the choice t = 1 is feasible when d = 2 and p < 2 provided s also obeys
s ≥ 2/p− 1. The resulting interval for s,
2/p− 1 ≤ s < 2− 2/p,
is non-empty if and only if 4/p < 3 and that explains the restriction p > 4/3 when d = 2 and
p < 2.
20We use the fiber metrics to replace (T ∗X ⊗ adP ))∗ ∼= TX ⊗ (adP )∗ by T ∗X ⊗ adP on the right-hand side.
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Case 1 (If p < d, then (d/p+ 1− s)/2 ≤ t < d/p). Provided
t < d/p,
we have p∗t := dp/(d−tp) ∈ (1,∞) and p∗t−1 := dp/(d−(t−1)p) ∈ (1,∞). By [2, Theorem 4.12], we
have continuous Sobolev embeddings W t,p(X) ⊂ Lp∗t (X) and W t−1,p(X) ⊂ Lp∗t−1(X). We have
a continuous Sobolev multiplication map Lp
∗
t (X) × Lp∗t−1(X) → Lr′(X) if 1/p∗t + 1/p∗t−1 ≤ 1/r′,
that is,
d− tp
dp
+
d− tp+ p
dp
≤ d+ sp
dp
,
or equivalently,
1
p
− t
d
+
1
p
− t
d
+
1
d
≤ 1
p
+
s
d
,
or equivalently,
1
p
+
1− 2t
d
≤ s
d
,
or equivalently,
d
p
+ 1− s ≤ 2t,
or equivalently,
t ≥ (d/p+ 1− s)/2.
We also need t < −s+2, so for this choice of t to be possible, we must have (d/p+1−s)/2 < −s+2,
that is, d/p + 1 − s < −2s + 4 or s < 3 − d/p. But p > d/2 by hypothesis, so 3 − d/p > 1 and
since s < 1 by hypothesis, then s < 1 < 3− d/p, as required. Therefore,
‖a×∇A∞a‖Lr′ (X) ≤ z‖a‖Lp∗t (X)‖∇A∞a‖Lp∗t−1 (X)
≤ z‖A∞ −A1‖L∞(X)‖a‖Lp∗t (X)‖∇A1a‖Lp∗t−1 (X)
≤ z‖A∞ −A1‖L∞(X)‖a‖W t,pA1 (X)‖∇A1a‖W t−1,pA1 (X)
≤ z‖A∞ −A1‖L∞(X)‖a‖2W t,pA1 (X).
This yields the estimate (7.29a) for this case, provided
(d/p+ 1− s)/2 ≤ t < d/p.
Note that this constraint on t is feasible if 1− s < d/p, or equivalently, s > 1− d/p. But d/p > 1
by assumption for this case and so the condition s > 1 − d/p imposes no new restriction since
s ≥ 0 by hypothesis.
Case 2 (If p > d, then t ≥ −s + 1 and d/p < t < 1 + d/p). If we choose t obeying (t − 1)p < d
and tp > d, that is,
d/p < t < 1 + d/p,
then we have continuous Sobolev embeddings W t−1,p(X) ⊂ Lp∗t−1(X) and W t,p(X) ⊂ L∞(X) by
[2, Theorem 4.12]. This choice of t obeying tp > d is possible if (−s+2)p > d, that is, s < 2−d/p,
and because p > d by assumption for this case, then 2− d/p > 1 and so any s ∈ [0, 1) is possible.
We have a continuous Sobolev multiplication map L∞(X)×Lp∗t−1(X)→ Lr′(X) if 1/p∗t−1 ≤ 1/r′,
that is,
d− tp+ p
dp
≤ d+ sp
dp
,
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or equivalently,
1
p
− t
d
+
1
d
≤ 1
p
+
s
d
,
or equivalently,
1− t
d
≤ s
d
,
or equivalently, t ≥ −s + 1. Because −s + 1 ≤ 1 for s ≥ 0, the constraint t ≥ −s + 1 is feasible
for t also obeying t < −s+ 2. This yields the estimate (7.29a) for this case.
Case 3 (If p = d, then s > 0 and t ≥ 1). If we choose t obeying (t− 1)p < d and tp ≥ d, that is,
1 ≤ t < 2,
then we have continuous Sobolev embeddings W t−1,p(X) ⊂ Lp∗t−1(X) and W t,p(X) ⊂ Lv(X) for
any v ∈ [1,∞) by [2, Theorem 4.12]. A choice of t ≥ 1 that also obeys t < −s + 2 is feasible if
−s + 2 > 1 and that holds for any s ∈ [0, 1). We have a continuous Sobolev multiplication map
Lv(X)× Lp∗t−1(X)→ Lr′(X) for large enough v if 1/p∗t−1 < 1/r′. By our analysis in Case 2, this
holds when t > −s + 1 and so a choice of t ≥ 1 that also obeys t < −s + 2 is feasible if s > 0.
This yields the estimate (7.29a) for this case.
This completes Step 1 and completes the proof of estimate (7.28a).
Step 2 (W−s,p estimate for a × a × a). We claim that we can always find r ∈ (1,∞), with
r′ = r/(r−1) ∈ (1,∞), and u ∈ (1,∞) such that 1/(3u) ≤ 1/r′ and we have a continuous Sobolev
multiplication map Lu(X) × Lu(X) × Lu(X) → Lr′(X), and such that we have a continuous
Sobolev embedding W t,p(X) ⊂ Lu(X). Assuming that claim, we see that
‖a× a× a‖W−s,pA1 (X) = ‖a× a× a‖(W s,p′A1 (X))∗
= sup
‖β‖
W
s,p′
A1
(X)
≤1
(a× a× a, β)L2(X)
≤ ‖a× a× a‖Lr′ (X) sup‖β‖
W
s,p′
A1
(X)
≤1
‖β‖Lr(X)
≤ z‖a‖3Lu(X) sup‖β‖
W
s,p′
A1
(X)
≤1
‖β‖
W s,p
′
A1
(X)
≤ z‖a‖3
W t,pA1
(X)
,
where β ∈ W s,p′A1 (TX ⊗ adP ). Estimate (7.28b) will follow by choosing r ∈ (1,∞) exactly as in
Step 1 so that (7.29b) holds and then verifying that
‖a× a× a‖Lr′ (X) ≤ z‖a‖3Lu(X)(7.30a)
‖a‖Lu(X) ≤ z‖a‖W t,pA1 (X).(7.30b)
To verify the estimates (7.30), we consider separately the cases p < d, p > d, and p = d.
Case 1 (If p < d, then t < d/p). For t < d/p, we choose u = p∗t := dp/(d − tp) ∈ (1,∞). By
[2, Theorem 4.12], we have a continuous Sobolev embedding W t,p(X) ⊂ Lu(X). Moreover, by
expanding the inequality 1/u ≤ 3/r′ we obtain
1
u
=
d− tp
dp
=
1
p
− t
d
≤ 3
r′
=
3(d+ sp)
dp
=
3
p
+
3s
d
,
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that is,
1
p
− t
d
≤ 3
p
+
3s
d
,
or 2/p+ 3s/d+ t/d ≥ 0, which trivially holds. This yields the estimates (7.30) for this case.
Case 2 (If p > d, then t > d/p). Because s < 1 and thus −s + 2 > 1 and because d/p < 1
for this case, we can choose t obeying d/p < t < −s + 2. We can choose u = ∞ to give a
continuous Sobolev multiplication map L∞(X)×L∞(X)×L∞(X)→ Lr′(X). Since tp > d, then
W t,p(X) ⊂ L∞(X) is a continuous Sobolev embedding by [2, Theorem 4.12]. This yields the
estimates (7.30) for this case.
Case 3 (p = d and t ≥ 1). Because s < 1 and thus −s+ 2 > 1 and because d/p = 1 for this case,
we can choose t obeying 1 ≤ t < −s + 2. We can choose u = 3r′ ∈ (1,∞) to give a continuous
Sobolev multiplication map Lu(X)× Lu(X)× Lu(X)→ Lr′(X). Since tp = d if t = 1 or tp > d
if t > 1, then W t,p(X) ⊂ LuX) is a continuous Sobolev embedding by [2, Theorem 4.12]. This
yields the estimates (7.30) for this case.
This completes Step 2 and completes the proof of estimate (7.28b).
Step 3 (W−s,p estimates for FA∞ × a). We have
‖FA∞ × a‖W−s,pA1 (X) = ‖FA∞ × a‖(W s,p′A1 (X))∗
= sup
‖β‖
W
s,p′
A1
(X)
≤1
(FA∞ × a, β)L2(X)
≤ z‖FA∞‖L∞(X) sup
‖β‖
W
s,p′
A1
(X)
≤1
(|a|, |β|)L2(X)
= z‖FA∞‖L∞(X) sup
‖β‖
W
s,p′
A1
(X)
≤1
(|a|, β)L2(X)
= z‖FA∞‖L∞(X)‖|a|‖W−s,pA1 (X),
which gives (7.28c), since Lp(X) ⊂ W−s,p(X) is a continuous Sobolev embedding for any s ≥ 0.
This completes Step 3.
This completes the proof of Lemma 7.8. 
Corollary 7.10 (W−s,p estimate for the Yang–Mills nonlinearity). Assume the hypotheses of
Lemma 7.8 and its conditions on p, s, and t. Then there is a constant z = z(A1, g,G, p, s, t) ∈
[1,∞) such that the following bounds hold for all a, b ∈W t,pA1 (X; adP ):
‖F(a)‖W−s,pA1 (X) ≤ z
(
‖d∗A∞FA∞‖W−s,pA1 (X) + ‖FA∞‖L∞(X)‖a‖Lp(X)(7.31)
+ ‖A∞ −A1‖L∞(X)‖a‖2W t,pA1 (X) + ‖a‖
3
W t,pA1
(X)
)
.
‖F(a)−F(b)‖W−s,pA1 (X) ≤ z
(‖FA∞‖L∞(X)(7.32)
+ ‖A∞ −A1‖L∞(X)
(
‖a‖W t,pA1 (X) + ‖b‖W t,pA1 (X)
)
+ ‖a‖2
W t,pA1
(X)
+ ‖b‖2
W t,pA1
(X)
)
‖a− b‖W t,pA1 (X).
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Proof. The conclusions follow from Lemma 7.8, the expression (7.21) for the Yang–Mills nonlin-
earity, and boundedness of the L2-orthogonal projection ΠA∞ on W
−s,p
A1
(T ∗X ⊗ adP ), as defined
in the forthcoming Equation (8.3). 
7.4. A priori estimates for lengths of trajectories for Yang–Mills gradient flow on a
Coulomb-gauge slice. We recall one of our generalizations of R˚ade’s key a priori L1-in-time
interior estimate for a solution to Yang–Mills gradient flow [106, Lemma 7.3] from the case where
the base manifold X has dimension d = 2 or 3 to the case d ≥ 2. The forthcoming Proposition
7.11 follows in part from Corollary 4.18.
Proposition 7.11 (A priori L1-in-time-W 1,p-in-space interior estimate for a solution to Yang–Mills
gradient flow on a Coulomb-gauge slice over base manifolds of arbitrary dimension). (See Fee-
han [27, Corollary 26.10].) Let G be a compact Lie group and P be a smooth principal G-
bundle over a closed, smooth Riemannian manifold (X, g) of dimension d ≥ 2. Let A1 and A∞
be C∞ connections on P , and p ∈ (d/2,∞) obey p > 2. Then there are positive constants,
C = C(A1, A∞, g, p) ∈ [1,∞) and ε1 = ε1(A1, A∞, g, p) ∈ (0, 1], such that if A(t) is a strong
solution to the Yang–Mills gradient flow on a Coulomb-gauge slice (7.12) (equivalently, (7.26))
over an interval (S, T ) with regularity,
A−A∞ ∈ L∞(S, T ; Ker d∗A∞ ∩ W 1,pA1 (X;T ∗X ⊗ adP ))
∩ W 1,1loc (S, T ; Ker d∗A∞ ∩ W 2,pA1 (X;T ∗X ⊗ adP )),
where S ∈ R and δ > 0 and T obey S + 2δ ≤ T ≤ ∞, and
(7.33) ‖A(t)−A∞‖W 1,pA1 (X) ≤ ε1, a.e. t ∈ (S, T ),
then there is an integer n = n(d, p) ≥ 1 such that
(7.34)
∫ T
S+δ
‖A˙(t)‖
W 1,pA1
(X)
dt ≤ C (1 + δ−n) ∫ T
S
‖A˙(t)‖L2(X) dt.
Remark 7.12 (Comparison of estimates obtained by application of the Donaldson–DeTurck Trick
and restriction to a Coulomb-gauge slice). We note that [27, Corollary 26.10] is derived under
the assumption that pure Yang–Mills gradient flow is converted to a Yang–Mills heat flow (7.10)
by application of the Donaldson–DeTurck Trick [27, Lemma 20.3] whereas Proposition 7.11 is
stated here for the nonlinear evolution equation (7.12) obtained by restricting pure Yang–Mills
gradient flow to a Coulomb-gauge slice through A∞. As we have seen earlier, the presence of
the L2-orthogonal projection operator ΠA∞ in the Yang–Mills nonlinearity (7.17) does not cause
any new complication when estimating this nonlinearity. Proposition 7.11 is proved in [27] by
applying Corollary 4.18 and Remark 4.19 .
7.5. Local well-posedness, a priori estimates, and minimal lifetimes for solutions to
Yang–Mills gradient flow on a Coulomb-gauge slice. We are now ready to apply the
results of Section 4 on local well-posedness, a priori estimates, and minimal lifetimes for solutions
to nonlinear evolution equations in abstract Banach spaces to the case of Yang–Mills gradient
flow on a Coulomb-gauge slice.
Theorem 7.13 (Local well-posedness, a priori estimates, and minimal lifetimes for solutions
to Yang–Mills gradient flow on a Coulomb-gauge slice). Let G be a compact Lie group and
A1, A∞ be C∞ connections on a smooth principal G-bundle P over a closed, connected, ori-
ented, smooth Riemannian manifold (X, g) of dimension d ≥ 2, where A1 serves as a ref-
erence connection in the definition of Sobolev and Ho¨lder norms and A∞ serves to define a
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Coulomb gauge condition, and let p ∈ (d/2,∞), and b ∈ (0,∞). Then there are constants
s ∈ (0, 1] and C0 = C0(A1, A∞, g, p, s) ∈ [1,∞) and C1 = C1(A1, A∞, b, g, p, s) ∈ [1,∞) and
τ = τ(A1, A∞, b, g, p, s) ∈ (0,∞] with the following significance. If A0 is a W 1,p connection on P
such that a0 := A0−A∞ ∈ Ker d∗A∞ ∩W
1,p
A1
(T ∗X ⊗ adP ) and ‖a0‖W 1,pA1 (X) ≤ b, then the following
hold. There is a unique classical solution, A(t) = A∞ + a(t) for t ∈ [0, τ), to the equation (7.26)
for Yang–Mills gradient flow on a Coulomb-gauge slice with a(0) = a0 and regularity
(7.35) a ∈ C
(
[0, τ); Ker d∗A∞ ∩W 1,pA1 (T ∗X ⊗ adP )
)
∩ C∞ ((0, τ); Ker d∗A∞ ∩ Ω1(X; adP ))
that obeys
(7.36) sup
t∈[0,τ)
‖a(t)|
W 1,pA1
(X)
≤ C1τ1−β.
If A˜0 is another W
1,p connection on P and a˜0 := A˜0 − A∞ ∈ Ker d∗A∞ ∩W
1,p
A1
(X;T ∗X ⊗ adP )
obeys ‖a˜0‖W 1,pA1 (X) ≤ b, then the unique classical solution a˜ to (7.26) with a˜(0) = a˜0 obeys
(7.37) sup
t∈[0,τ)
‖a(t)− a(t)‖
W 1,pA1
(X)
≤ C0‖a˜0 − a0‖W 1,pA1 (X).
Proof. We begin by defining the Banach spaces required for the general theory of nonlinear
evolution equations presented in Section 4 and verify Hypothesis 4.3, the ‘Standing Hypothesis
A’ of Sell and You [112, p. 141]. We refer to Feehan [27, Section 17.2] for further background and
discussion of this verification and to Feehan [27, Appendix A] for background on fractional-order
Sobolev spaces.
For p ∈ (1,∞), we define
W0 := Lp(X;T ∗X ⊗ adP ),(7.38a)
A := ∆A∞ + 1,(7.38b)
V20 := D(Ap) = W 2,pA1 (X;T ∗X ⊗ adP ).(7.38c)
Here, the domain D(Ap) is defined with respect to the range Lp(X;T ∗X ⊗ adP ) as the smallest
closed extension of the realizationAp of the linear second-order elliptic partial differential operator
A on Lp(X;T ∗X ⊗ adP ),
Ap : D(Ap) ⊂ Lp(X;T ∗X ⊗ adP )→ Lp(X;T ∗X ⊗ adP ).
To simplify notation, we shall not distinguish between the partial differential operator ∆A∞ + 1
in (7.38b) on C∞(X;T ∗X ⊗ adP ), and its realization on Lp(X;T ∗X ⊗ adP ). According to [27,
Theorem 14.54], the realization Ap is sectorial on Lp(X;T ∗X⊗adP ) and −Ap is the infinitesimal
generator of an analytic semigroup on Lp(X;T ∗X⊗adP ). Our choice of A in (7.38b) also defines
a positive realization, Ap, on Lp(X;T ∗X ⊗ adP ) and hence fulfills Hypothesis 4.3 (the ‘Standing
Hypothesis A’) with V0 ≡ D(Ap) = W 2,pA1 (X;T ∗X ⊗ adP ), noting that the domain, D(Ap), of
the smallest closed extension of Ap is identified by the a priori estimate [27, Equation (14.145)]
in [27, Theorem 14.60].
Following Sell and You [112, Equation (37.8) and Lemma 37.3], the fractional power A−α ∈
L (W0) is defined for any α > 0 and has Ker(A−α|W0) = {0}. Moreover, for all α > 0, Sell and
You [112, paragraph following Lemma 37.3] define
Aα := (A−α)−1,
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with domain D(Aα|W0) := Ran(A−α|W0), and A0 := idW0 . Continuing as in Sell and You [112,
p. 95], one defines the scale of Banach spaces V2α0 for α > 0 by
V2α0 := D(Aα)|W0) with ‖v‖V2α0 := ‖A
αv‖W0 ,
with V00 =W0. Following [27, Appendix A], these Banach spaces are identified as Sobolev spaces:
V2α0 = W 2α,pA1 (X;T ∗X ⊗ adP ), ∀α > 0.
Although Sell and You also use Banach spaces V2α0 when α < 0 (see [112, Lemma 37.4, Items (5)
and (6)]), they omit their definition and so we include one by here. We begin by observing that
the Banach space W−s,pA1 (X;T
∗X ⊗ adP ), for any real s > 0, may be defined by analogy with
their definition in Adams and Fournier [2, Sections 3.7–14] for integer s > 0 as
W−s,pA1 (X;T
∗X ⊗ adP ) :=
(
W s,p
′
A1
(X;T ∗X ⊗ adP )
)∗
,
where p′ ∈ (1,∞) is the dual Ho¨lder exponent for p, that is, 1/p+ 1/p′ = 1. Hence, we set
V−2α0 := W−2α,pA1 (X;T ∗X ⊗ adP ), ∀α > 0.
In order to apply the results of Section 4 for nonlinear evolution equations in abstract Banach
spaces, we shall choose a more convenient Banach space W and scale V2α for α ∈ R than the
preceding W0 and V2α0 . Specifically, upon choosing s ∈ (0, 1] obeying the hypotheses of Lemma
7.8, we define
W := Ker d∗A∞ ∩W−s,pA1 (T ∗X ⊗ adP ),(7.39a)
V2 := D(A|W) = Ker d∗A∞ ∩W−s+2,pA1 (T ∗X ⊗ adP ).(7.39b)
By Remark 7.9, we can choose s ∈ (0, 1] and β ∈ (0, 1) such that β(−s + 2) = t = 1 and thus
define the fractional powers
(7.40) V2β := Ker d∗A∞ ∩W 1,pA1 (T ∗X ⊗ adP ).
By Corollary 7.10, the Yang–Mills nonlinearity F in (7.21) obeys (4.11) and (4.12) with n = 3
and W as in (7.39a) and V2 as in (7.39b) and V2β as in (7.40).
Because F(a) is a third-order polynomial in a ∈ V2β, Corollary 7.10 yields
(7.41) F ∈ Cω(V2β;W),
the vector space of analytic maps from V2β to W. Consequently, by Theorem 4.9 and Corol-
laries 4.14 and 4.15 and Remark 4.16, the Yang–Mills gradient flow equation (7.26), with initial
condition a(0) = a0, has a unique classical solution
a ∈ C
(
[0, τ);W 1,pA1 (X;T
∗X ⊗ adP )
)
∩ C∞
(
(0, τ); Ker d∗A∞ ∩W k,pA1 (X;T ∗X ⊗ adP )
)
, ∀ k ≥ 1,
for some τ = τ(A1, A∞, b, g, p, s) ∈ (0,∞]. By the Sobolev Embedding [2, Theorem 4.12], this
yields the regularity for a asserted in (7.35). Theorem 4.9 also yields the continuity with respect
to initial data asserted in (7.37).
Corollary 4.10 yields the C([0, τ ];W 1,pA1 (X;T
∗X ⊗ adP )) estimate (7.36) for the difference be-
tween the solution a(t) for t ∈ [0, τ) and its initial data a0. This completes the proof of Theorem
7.13. 
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8. Global existence, convergence, and convergence rate for Yang–Mills
gradient flow on a Coulomb-gauge slice near a local minimum
We are now in a position to apply the main results of Sections 4, 5, 6, and 7 to prove our results
described in our introductory Section 1.1 for Yang–Mills gradient flow on a Coulomb-gauge slice.
In Section 8.1, we recall one version (Theorem 8.1) of our  Lojasiewicz gradient inequality for
the Yang–Mills energy function from Feehan and Maridakis [34], together with a refinement and
corollary of its proof (Theorem 8.2) that is better suited to our application in this article. In
Section 8.2, we prove Theorem 3 on global existence, convergence, and convergence rate for Yang–
Mills gradient flow on a Coulomb-gauge slice near a local minimum, in the case of base manifolds
of arbitrary dimension greater than or equal to two. In Section 8.3, we prove an improved version,
Corollary 4, of the preceding result in the case of base manifolds of dimension two or three. In
Section 8.4, we conclude with the proof of Corollary 5, on the existence of an ‘almost’ strong
deformation retract from a neighborhood in the quotient space of Sobolev connections onto the
moduli subspace of flat connections. Finally, in Section 8.5, we prove Corollaries 6 and 7, giving
the  Lojasiewicz distance inequality for the Yang–Mills energy function.
8.1. A  Lojasiewicz–Simon W−1,2 gradient inequality for the Yang–Mills energy func-
tion. By specializing [34, Theorem 4 and Corollary 7] from the case of a coupled to the pure
Yang–Mills energy function, we have
Theorem 8.1 ( Lojasiewicz–Simon W−1,2 gradient inequality for the Yang–Mills energy func-
tion). (See Feehan and Maridakis [34, Theorem 4 and Corollary 7].) Let (X, g) be a closed,
smooth Riemannian manifold of dimension d ≥ 2, and G be a compact Lie group, and P be
a smooth principal G-bundle over X. Let A1 be a C
∞ reference connection on P , and A∞ a
Yang–Mills connection on P of class W 1,q, with q ∈ [2,∞) obeying q > d/2. If p ∈ [2,∞) obeys
d/2 ≤ p ≤ q, then the gradient map,
M : A1 +W
1,p
A1
(X;T ∗X ⊗ adP ) 3 A 7→ d∗AFA ∈W−1,pA1 (X;T ∗X ⊗ adP ),
is real analytic and there are constants C ∈ (0,∞), and σ ∈ (0, 1], and θ ∈ [1/2, 1), depending
on A1, A∞, g, G, p, and q with the following significance. If A is a W 1,q Sobolev connection on
P obeying the  Lojasiewicz–Simon neighborhood condition,
(8.1) ‖A−A∞‖W 1,pA1 (X) < σ,
then the Yang–Mills energy function (7.1) obeys the  Lojasiewicz–Simon gradient inequality
(8.2) ‖d∗AFA‖W−1,2A1 (X) ≥ C|YM (A)− YM (A∞)|
θ.
Our proof of Theorem 8.1 in [34] actually yields a stronger result and one that is more useful
for our current application. Recall that if A∞ is a critical point of the Yang–Mills energy function
(7.1) of class W 1,q (for suitable q > d/2), then — see, for example, Theorem 10.4 — there is a
W 2,q gauge transformation u∞ ∈ Aut2,q(P ) such that u∞(A∞) is a C∞ connection on P .
Theorem 8.2 ( Lojasiewicz–Simon W−1,2 gradient inequality for the Yang–Mills energy function
on a Coulomb-gauge slice). (See Feehan and Maridakis [34, Sections 3.1.6 and 4.2 for Case 1 —
(A,Φ) in Coulomb gauge relative to (A∞,Φ∞)].) Assume the hypotheses of Theorem 8.1 and that
A∞ is C∞. For any s ∈ R and p ∈ (1,∞), let
(8.3) ΠA∞ : W
s,p
A1
(X;T ∗X ⊗ adP )→ Ker d∗A∞ ∩ W s,pA1 (X;T ∗X ⊗ adP )
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be L2-orthogonal projection onto the Coulomb-gauge slice through A∞. Then the gradient map,
M : A∞ + Ker d∗A∞ ∩ W 1,pA1 (X;T ∗X ⊗ adP ) 3 A 7→ ΠA∞d∗AFA
∈ Ker d∗A∞ ∩ W−1,pA1 (X;T ∗X ⊗ adP ),
is real analytic and there are constants C ∈ (0,∞), and σ ∈ (0, 1], and θ ∈ [1/2, 1), depending on
A1, A∞, g, G, p, and q with the following significance. If A is a W 1,q Sobolev connection on P
obeying the  Lojasiewicz–Simon neighborhood condition (8.1) and the Coulomb gauge condition,
(8.4) dA∗∞(A−A∞) = 0,
then the restriction ŶM in (7.23) of the Yang–Mills energy function (7.1) to the Coulomb-gauge
slice,
Ker d∗A∞ ∩ W 1,pA1 (X;T ∗X ⊗ adP ),
obeys the  Lojasiewicz–Simon gradient inequality
(8.5) ‖ΠA∞d∗AFA‖W−1,2A1 (X) ≥ C|YM (A)− YM (A∞)|
θ.
When YM is Morse–Bott at a critical point A ∈ A 1,p or [A] ∈ B1,p in the sense of Definitions
7.5 or 7.6, respectively, then the gradient inequalities in Theorems 8.1 and 8.2 can be improved.
The improvements follow immediately by replacing our appeal to Feehan and Maridakis [33,
Theorem 3] by one to [33, Theorem 4].
Theorem 8.3 (Optimal  Lojasiewicz–Simon W−1,2 gradient inequality for the Yang–Mills energy
function). Assume the hypotheses of Theorem 8.1. If YM is Morse–Bott at A∞ in the sense of
Definition 7.5, then (8.2) holds with θ = 1/2.
Theorem 8.4 (Optimal  Lojasiewicz–Simon W−1,2 gradient inequality for the Yang–Mills energy
function on a Coulomb-gauge slice). Assume the hypotheses of Theorem 8.2. If ŶM is Morse–
Bott at A∞ in the sense of Definition 7.6, then (8.5) holds with θ = 1/2.
8.2. Global existence and convergence of Yang–Mills gradient flow on a Coulomb-
gauge slice near a local minimum. In this section, we complete the
Proof of Theorem 3. We proceed by adapting our proof of [27, Theorem 6] and verify that the
hypotheses of Theorems 5.7, 5.8, and 5.9 for a gradient system in a Banach space are obeyed in
the case of Yang–Mills gradient flow on a Coulomb-gauge slice.
Step 1 (Local well-posedness, a priori estimates, and minimal lifetimes for solutions to Yang–Mills
gradient flow). Theorem 7.13 verifies Item (1) in the hypotheses of Theorem 5.8 on local existence
(also uniqueness) and also Item (3) in the hypotheses of Theorem 5.8 on the C([0, τ ];W 1,pA1 (T
∗X⊗
adP )) estimate for the deviation of the solution from the initial data.
Step 2 (A priori estimate for lengths of gradient flowlines). The crucial Hypothesis 5.2 for an
abstract gradient flow is established for Yang–Mills gradient flow by our Proposition 7.11. This
verifies Item (2) in the hypotheses of Theorem 5.8.
Step 3 ( Lojasiewicz gradient inequality for the Yang–Mills energy function). According to The-
orem 8.2 with A∞ = Amin, the Yang–Mills energy function ŶM on a Coulomb-gauge slice in
(7.23) obeys (8.5), that is,
‖ΠAmind∗AFA‖W−1,2A1 (X) ≥ C|ŶM (A)− ŶM (Amin)|
θ,
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whenever A ∈ Amin + Ker d∗Amin ∩W
1,p
A1
(T ∗X ⊗ adP )) is a W 1,p connection on P that obeys (8.1),
that is,
‖A−Amin‖W 1,pA1 (X) < σ,
for small enough σ = σ(A1, Amin, g,G, p) ∈ (0, 1] and we recall from (7.25) that
ŶM ′(A) = ΠAmind
∗
AFA.
This verifies the  Lojasiewicz gradient inequality in the Hypothesis 5.1 of Theorem 5.8 with
X = Ker d∗Amin ∩W 1,pA1 (X;T ∗X ⊗ adP ),
H = Ker d∗Amin ∩W−1,2A1 (X;T ∗X ⊗ adP ),
as the Banach and Hilbert space, respectively.
Step 4 (Global existence, uniqueness, and convergence). We now apply Theorem 5.8 to obtain
the global existence and uniqueness asserted in Item (1) of of Theorem 3 and convergence asserted
in Item (3) of Theorem 3.
Step 5 (Convergence rate). We apply Theorem 5.7 to obtain the convergence rate (1.21) asserted
in Item (4) of Theorem 3.
Step 6 (Continuity with respect to initial data). When combined with the global existence
conclusion in Item (1) of Theorem 3, Theorem 7.13 yields the continuity with respect to initial
data asserted in Item (2) of Theorem 3.
Step 7 (Stability). We can apply Theorem 5.9 to yield the stability assertion in Item (5) of
Theorem 3.
This completes the proof of Theorem 3. 
8.3. Global existence and convergence of Yang–Mills gradient flow on a Coulomb-
gauge slice for initial connections with small energy over low-dimensional manifolds.
We next complete the
Proof of Corollary 4. If d = 2 or 3, the Uhlenbeck Compactness Theorem 3.8 and Lemma 3.10
hold as stated for p = 2 if b ∈ (0,∞) is replaced by a small enough constant ε = ε(g,G) ∈
(0, 1]. Given δ ∈ (0, 1] and small enough ε = ε(A1, g,G, δ) ∈ (0, 1], Theorem 1 yields a C∞ flat
connection Γ on P and a gauge transformation u ∈ Aut2,2(P ) such that d∗Γ(u(A0) − Γ) = 0 and
‖u(A0) − Γ‖W 1,2A1 (X) < δ. Consequently, for d = 2 or 3, Theorem 3 now applies to u(A0) by
choosing δ = σ. 
8.4. Almost strong deformation retraction of a neighborhood in the quotient space
of Sobolev connections onto the moduli subspace of flat connections. Recall the
Definition 8.5 (Strong deformation retraction). (See Hatcher [54, p. 2].) A continuous map
H : X × [0, 1]→ X
is a deformation retraction of a topological space X onto a subspace A if
H(x, 0) = x, H(x, 1) ∈ A, and H(a, 1) = a, ∀x ∈ X and a ∈ A.
If we add the requirement that
H(a, s) = a, ∀ s ∈ [0, 1] and a ∈ A,
then H is called a strong deformation retraction.
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We can now proceed to the
Proof of Corollary 5. Let [A0] ∈ B1,pε (P ). Let σ = σ(A1, g,G, p) ∈ (0, 1] be as in Theorem 3,
where Amin is now any flat connection on P and thus, by compactness of the moduli space M(P )
of flat connections, the constant σ is independent of Amin. For small enough ε = ε(A1, g,G, p, σ) =
ε(A1, g,G, p) ∈ (0, 1], Theorem 1 yields a C∞ flat connection Γ on P and a gauge transformation
u ∈ Aut2,p(P ) such that d∗Γ(u(A0)−Γ) = 0 and ‖u(A0)−Γ‖W 1,2A1 (X) < σ. Theorem 3 now applies
to u(A0) and yields a classical solution A(t) for t ∈ [0,∞) to Yang–Mills gradient flow on a
Coulomb-gauge slice through Γ with initial data A(0) = u(A0) and that converges as t → ∞ to
a W 1,p flat connection Γ∞ on P . By setting
H([A0], s) := [A(− log(1− s)], ∀ s ∈ [0, 1],
we obtain the continuous map H in (1.24) with the stated properties. 
8.5.  Lojasiewicz distance inequality for the Yang–Mills energy function. Goven Theo-
rem 3, we can specialize Theorem 2 to the case of Yang–Mills gradient flow on a Coulomb-gauge
slice through a flat connection to complete the
Proof of Corollary 6. Recall that A∞ ∈ Amin + Ker d∗Amin ∩W
1,p
A1
(X;T ∗X ⊗ adP ) ⊂ A 1,p(P ) is a
critical point (respectively, local minimum) for YM in (7.1) on A 1,p(P ) if and only if A∞ is a
critical point for ŶM in (7.23) on the Coulomb-gauge slice Amin + Ker d∗Amin ∩W
1,p
A1
(X;T ∗X ⊗
adP ) ⊂ A 1,p(P ) by Lemma 7.7. We shall apply Theorem 2 with
(8.6)
X = Ker d∗Amin ∩W 1,pA1 (X;T ∗X ⊗ adP ),
H = Ker d∗Amin ∩ L2(X;T ∗X ⊗ adP ),
E := ŶM (Amin + ·)− ŶM (Amin),
where ŶM is as in (7.23) (with A∞ replaced by Amin). The hypothesis (1.13) of Theorem 2 that
the  Lojasiewicz gradient inequality hold for E is verified by Theorem 8.2, using the continuous
Sobolev embedding on the left-hand side of (8.5),
L2(X;T ∗X ⊗ adP ) ⊂W−1,2A1 (X;T ∗X ⊗ adP ).
The hypothesis (1.14) of Theorem 2 on gradient flow for ŶM near Amin is verified by Theorem
3. From the first conclusion in Item (1) in Theorem 2, we obtain (1.25).
Since ŶM ≥ 0 on Amin + Ker d∗Amin ∩W
1,p
A1
(X;T ∗X ⊗ adP ), we always have
Zero ŶM ⊂ Crit ŶM .
However, for ε = ε(g,G, [P ]) ∈ (0, 1] as in Theorem 8 and small enough δ = δ(ε) ∈ (0, σ/4], the
reverse inclusion
Bδ(Amin) ∩ Crit ŶM ⊂ Zero ŶM ,
also holds by Theorem 8. Hence, the second conclusion in Item (1) in Theorem 2 yields (1.28).
If ŶM is Morse–Bott at Amin, then ŶM has  Lojasiewicz exponent θ = 1/2 by Theorem 8.4
and so α = 1/(1− θ) = 2 in Theorem 2 and thus also in (1.25) and (1.28). 
Lastly, we complete the
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Proof of Corollary 7. For small enough η ∈ (0, 1] and any A ∈ Bη(Amin), Theorem 3.1 yields a
gauge transformation u ∈ Aut2,p(P ) such that d∗Amin(u(A) − Amin) = 0 and u(A) ∈ Bδ(Amin).
Hence,
YM (A)− YM (Amin) = YM (u(A))− YM (Amin)
= ŶM (u(A))− ŶM (Amin)
≥ C distL2(X)
(
u(A),Bσ(Amin) ∩ Crit ŶM
)α
= C distL2(X) (u(A),Bσ(Amin) ∩ CritYM )α (by Lemma 7.7)
≥ C distL2(X) (A,Bσ(Amin) ∩ CritYM )α (by (1.26) and (1.30)),
which is (1.29). The proof that (1.32) follows from (1.29) is identical to the proof that (1.28)
follows from (1.25). 
9. Estimates for distance to moduli subspace of flat connections
In Section 9.1, we prove Theorem 9, while in Section 9.2, we prove Theorem 11.
9.1. General nonlinear estimate for distance to moduli subspace of flat connections.
We complete the
Proof of Theorem 9. Let δ ∈ (0, 1] to be determined below. By applying Theorem 1 with σ = δ
and A obeying ‖FA‖Lp(X) < ε for ε = C(A1, g,G, p, δ) ∈ (0, 1], we have from (1.7) that
(9.1) ‖u(A)− Γ‖
W 1,pA1
(X)
< δ,
for some C∞ flat connection Γ on P and u ∈ Aut2,p(P ) such that d∗Γ(u(A)− Γ) = 0.
Now let σ = σ(A1, g,G, p) ∈ (0, 1] and δ ∈ (0, σ/4] be as in Corollary 6. From (1.28) with
Amin = Γ and A replaced by u(A), we have
YM (A) ≥ C distL2(X) (u(A),Bσ(Γ) ∩ ZeroYM )α , ∀A ∈ Bδ(Γ),
noting that ŶM (u(A)) = YM (A) and Zero ŶM = ZeroYM on Bσ(Γ). By shrinking σ ∈ (0, 1]
if necessary, Corollary 3.4 implies that the map,
pi : Bσ(Γ)/ Stab(Γ)→ B1,p(P ),
is a homeomorphism onto an open neighborood of [Γ] in B1,p(P ), recalling that Stab(Γ) may
be identified with a subgroup of the compact Lie group G. The subspace M(P ) ⊂ B1,p(P ) is
compact and has a finite open cover by such neighborhoods by Theorem 3.8, so the closed subset
B¯σ(Γ) ∩ ZeroYM
is compact. Hence, there exists some W 1,p flat connection Γ′ ∈ B¯σ(Γ) ∩ ZeroYM such that
distL2(X) (u(A),Bσ(Γ) ∩ ZeroYM ) = ‖A− Γ′‖L2(X).
Combining the preceding observations and recalling the definition (7.1) of the Yang–Mills energy
function YM gives the inequality
(9.2) ‖u(A)− Γ′‖L2(X) ≤ C1‖FA‖λL2(X),
for λ = λ(A1, g,G, p) = 2/α ∈ (0, 1], where [Γ′] ∈M(P ) obeys dΓ(Γ′ − Γ) = 0 and
(9.3) ‖Γ′ − Γ‖
W 1,pA1
(X)
≤ σ.
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Because
u(A)− Γ′ = u(A)− Γ + Γ− Γ′ and d∗Γ(u(A)− Γ) = 0 = d∗Γ(Γ′ − Γ),
then
(9.4) d∗Γ(u(A)− Γ′) = 0.
Moreover, by (2.9) the curvature of u(A) = Γ′ + (u(A)− Γ′) is given by
Fu(A) = FΓ′ + dΓ′(u(A)− Γ′) +
1
2
[u(A)− Γ′, u(A)− Γ′].
We obtain from (9.4), the preceding identity, the following identity from (2.5),
dΓ(u(A)− Γ′) = dΓ′(u(A)− Γ′) + [Γ− Γ′, u(A)− Γ′],
and FΓ′ = 0 that
(9.5) (dΓ + d
∗
Γ)(u(A)− Γ′) = Fu(A) −
1
2
[u(A)− Γ′, u(A)− Γ′] + [Γ− Γ′, u(A)− Γ′].
For r ∈ (1, p], the Lr estimate for the first-order elliptic operator dΓ +d∗Γ (see [27, Theorem 14.60])
gives
(9.6) ‖u(A)− Γ′‖
W 1,rA1
(X)
≤ C2
(‖(dΓ + d∗Γ)(u(A)− Γ′)‖Lr(X) + ‖u(A)− Γ′‖Lr(X)) ,
for a constant C2 = C2(A1, g,G,M(P ), r) = C2(A1, g,G, [P ], r) ∈ [1,∞). If r ∈ (1, d), then [2,
Theorem 4.12] gives a continuous Sobolev embedding W 1,r(X) ⊂ Ls(X) for s := r∗ ≡ dr/(d−r) ∈
(d,∞) with s > r and thus an interpolation inequality by [46, Equation (7.10)],
‖b‖Lr(X) ≤ η‖b‖Ls(X) + η−µ‖b‖L1(X), ∀ b ∈W 1,pA1 (X;T ∗X ⊗ adP ),
for any η ∈ (0, 1], where µ = (1− 1/r)/(1/r − 1/s), and thus
(9.7) ‖b‖Lr(X) ≤ C3η‖b‖W 1,rA1 (X) + η
−µ‖b‖L1(X), ∀ b ∈W 1,pA1 (X;T ∗X ⊗ adP ),
where C3 = C3(r, g) ∈ [1,∞) is the norm of the Sobolev embedding W 1,r(X) ⊂ Ls(X). (We
apply the Kato Inequality [37, Equation (6.20)] to remove the potential dependence on A1 here.)
If r ∈ [d,∞), then [2, Theorem 4.12] gives a continuous Sobolev embedding W 1,r(X) ⊂ Ls(X)
for any s ∈ [1,∞) and thus an interpolation inequality by [46, Equation (7.10)] when r < s <∞,
and therefore (9.7) holds for this case too for a choice of s = s(d, r) ∈ (r,∞). Hence, by applying
the interpolation inequality (9.7) in the Lr elliptic estimate (9.6), we see that
‖u(A)− Γ′‖
W 1,rA1
(X)
≤ C2‖(dΓ + d∗Γ)(u(A)− Γ′)‖Lr(X) + C2C3η‖u(A)− Γ′‖W 1,rA1 (X)
+ C2η
−µ‖u(A)− Γ′‖L1(X).
By using rearrangement with η = 1/(2C2C3) in the preceding estimate for u(A)−Γ′, we find that
(9.8) ‖u(A)− Γ′‖
W 1,rA1
(X)
≤ C4
(‖(dΓ + d∗Γ)(u(A)− Γ′)‖Lr(X) + ‖u(A)− Γ′‖L1(X)) ,
for a constant C4 = C4(A1, g,G, [P ], r) ∈ [1,∞). By substituting the identity (9.5) into the
inequality (9.8), we obtain
‖u(A)− Γ′‖
W 1,rA1
(X)
≤ C4
(‖Fu(A)‖Lr(X) + ‖[u(A)− Γ′, u(A)− Γ′]‖Lr(X)
+ ‖[Γ− Γ′, u(A)− Γ′]‖Lr(X) + ‖u(A)− Γ′‖L1(X)
)
.
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By applying the continuous Sobolev multiplication (3.16) and embedding (3.17) and using the
fact that |Fu(A)| = |FA|, the preceding inequality becomes
‖u(A)− Γ′‖
W 1,rA1
(X)
≤ C4
(
‖FA‖Lr(X) + ‖u(A)− Γ′‖Lq(X)‖u(A)− Γ′‖W 1,rA1 (X)
+ ‖Γ− Γ′‖Lq(X)‖u(A)− Γ′]‖W 1,rA1 (X) + ‖u(A)− Γ
′‖L1(X)
)
,
for a possibly larger constant C4, where q = q(d, p) ∈ (d,∞) is as in the hypotheses of Lemma 3.7
and further restricted so that q > r. By the definition of q in Lemma 3.7, there is a continuous
(in fact, compact) Sobolev embedding, W 1,p(X) ⊂ Lq(X), and so the preceding estimate yields
‖u(A)− Γ′‖
W 1,rA1
(X)
≤ C5
(
‖FA‖Lr(X) + ‖u(A)− Γ′‖W 1,pA1 (X)‖u(A)− Γ
′‖
W 1,rA1
(X)
+ ‖Γ− Γ′‖
W 1,pA1
(X)
‖u(A)− Γ′‖
W 1,rA1
(X)
+ ‖u(A)− Γ′‖L1(X)
)
,
for a constant C5 = C5(A1, g,G, [P ], p, r) ∈ [1,∞). But ‖u(A) − Γ‖W 1,pA1 (X) < δ ≤ σ/4 by (9.1)
and the choice of δ, while ‖Γ− Γ′‖
W 1,pA1
(X)
≤ σ by (9.3), so
‖u(A)− Γ′|
W 1,pA1
(X)
≤ ‖u(A)− Γ‖
W 1,pA1
(X)
+ ‖Γ− Γ′‖
W 1,pA1
(X)
< 5σ/4.
Therefore,
‖u(A)− Γ′‖
W 1,rA1
(X)
≤ C5
(
‖FA‖Lr(X) + (5σ/4)‖u(A)− Γ′‖W 1,rA1 (X)
+ σ‖u(A)− Γ′‖
W 1,rA1
(X)
+ ‖u(A)− Γ′‖L1(X)
)
,
For 9σ/4 ≤ 1/(2C5), we can apply rearrangement to give
‖u(A)− Γ′‖
W 1,rA1
(X)
≤ 2C5
(‖FA‖Lr(X) + ‖u(A)− Γ′‖L1(X)) .
By applying the continuous embedding L2(X) ⊂ L1(X) to give ‖u(A) − Γ′‖L1(X) ≤ κ‖u(A) −
Γ′‖L2(X) for κ = κ(g) ∈ [1,∞) and the inequality (9.2), the preceding estimate becomes
‖u(A)− Γ′‖
W 1,rA1
(X)
≤ C6
(
‖FA‖Lr(X) + ‖FA‖λL2(X)
)
,
for a constant C6 = C6(A1, g,G, [P ], p, r) ∈ [1,∞). Hence, upon further restricting to p ≥ 2
and using the continuous embedding, Lp(X) ⊂ L2(X), to give ‖FA‖L2(X) ≤ c‖FA‖Lp(X) for
c = c(g, p) ∈ [1,∞) and using ‖FA‖Lp(X) ≤ ‖FA‖λLp(X) when ‖FA‖Lp(X) ≤ 1 (which is assured by
(1.4)) and λ ≤ 1, we obtain the simpler bound
‖u(A)− Γ‖
W 1,pA1
(X)
≤ C6‖FA‖λLp(X),
for a possibly larger constant C6. This yields (1.39) and completes the proof of Theorem 9. 
YANG–MILLS MORSE THEORY NEAR FLAT CONNECTIONS 63
9.2. Optimal  Lojasiewicz distance inequality for a Yang–Mills energy function implies
its Morse–Bott property. We conclude this section with our
Proof of Theorem 11. We begin by lightly modifying Feehan [29, Section 3, Proof of Theorem
2]. Let ε = ε(g,G, p) ∈ (0, 1] to be determined. We may assume that A 6= Γ without loss of
generality. Write
a := A− Γ ∈ Ker d∗Γ ∩W 1,pΓ (X;T ∗X ⊗ adP )
and note that(
Ker d∗Γ ∩W 1,2Γ (X;T ∗X ⊗ adP )
)∗
= Ker d∗Γ ∩W−1,2Γ (X;T ∗X ⊗ adP )
is the continuous dual space of the Hilbert space Ker d∗Γ ∩W 1,2Γ (X;T ∗X ⊗ adP ). We have
dAa = dΓa+ [a, a] = FA +
1
2
[a, a],
using (2.5), since FA = FΓ+a = FΓ + dΓa+
1
2 [a, a] = dΓa+
1
2 [a, a] by (2.9). Thus, we obtain
‖ΠΓd∗AFA‖W−1,2Γ (X) = sup
b∈Ker d∗Γ∩W 1,2Γ (X)\{0}
(ΠΓd
∗
AFA, b)L2(X)
‖b‖
W 1,2Γ (X)
= sup
b∈Ker d∗Γ∩W 1,2Γ (X)\{0}
(d∗AFA, b)L2(X)
‖b‖
W 1,2Γ (X)
≥ (d
∗
AFA, a)L2(X)
‖a‖
W 1,2Γ (X)
=
(FA, dAa)L2(X)
‖a‖
W 1,2Γ (X)
=
(FA, FA +
1
2 [a, a])L2(X)
‖a‖
W 1,2Γ (X)
,
and therefore,
(9.9) ‖ΠΓd∗AFA‖W−1,2Γ (X) ≥
‖FA‖2L2(X)
‖a‖
W 1,2Γ (X)
+
(FA, [a, a])L2(X)
2‖a‖
W 1,2Γ (X)
.
We recall that [2, Theorem 4.12, Part I (B) and (C)] provides a continuous embedding of Sobolev
spaces with norm κr = κr(g) ∈ [1,∞),
W 1,2(X) ⊂ Lr(X) for
{
1 ≤ r <∞, if d = 2,
1 ≤ r ≤ 2∗ = 2d/(d− 2), if d > 2,
and a continuous embedding, W 1,d/2(X) ⊂ Ld(X), for all d ≥ 2. When d > 2, we claim that
(9.10) ‖[a, a]‖L2(X) ≤ cκrκd‖a‖W 1,2Γ (X)‖a‖W 1,d/2Γ (X),
for a constant c = c(d,G) ∈ [1,∞).
The proof of (9.10) is straightforward. Indeed, writing 1/2 = 1/r + 1/d (for d > 2 and
r = 2∗ = 2d/(d− 2) ∈ (2,∞)), we have
‖[a, a]‖L2(X) ≤ c‖a‖Lr(X)‖a‖Ld(X),
for a constant c = c(d,G) ∈ [1,∞). Combining the preceding inequality with the continuous
embeddings, W 1,2(X) ⊂ Lr(X), when r = 2∗ = 2d/(d − 2), and W 1,d/2(X) ⊂ Ld(X) yields
(9.10).
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Since ‖a‖
W 1,pΓ (X)
< σ by hypothesis, we obtain, for a constant z = (g,G, p) ∈ [1,∞),
‖FA‖Lp(X) = ‖dΓa+ (1/2)[a, a]‖Lp(X) ≤ ‖dΓa‖Lp(X)‖a‖W 1,pΓ (X) + z‖a‖
2
L2p(X)
≤ z‖a‖
W 1,pΓ (X)
+ z‖a‖2
W 1,pΓ (X)
< z(σ + σ2),
using the continuous Sobolev embedding W 1,p(X) ⊂ L2p(X) valid for any p ≥ d/2. Thus, for
small enough σ ∈ (0, 1], we have z(σ+σ2) ≤ ε and FA obeys (1.4). The gradient inequality (1.42)
now follows for all d ≥ 2. Indeed, for d > 2,
‖ΠΓd∗AFA‖W−1,2Γ (X) ≥
‖FA‖2L2(X)
‖a‖
W 1,2Γ (X)
− ‖FA‖L2(X)‖[a, a]‖L2(X)‖a‖
W 1,2Γ (X)
(by (9.9))
≥
‖FA‖2L2(X)
‖a‖
W 1,2Γ (X)
− cκrκd
‖FA‖L2(X)‖a‖W 1,2Γ (X)‖a‖W 1,d/2Γ (X)
‖a‖
W 1,2Γ (X)
(by (9.10))
=
‖FA‖2L2(X)
‖a‖
W 1,2Γ (X)
− cκrκd‖FA‖L2(X)‖a‖W 1,d/2Γ (X)
≥ C−12 ‖FA‖L2(X) − cκrκdCd/2‖FA‖L2(X)‖FA‖Ld/2(X)
(by (1.41): L2 version and 2 ≤ d ≤ 4)
≥ (C−12 − cκrκdCd/2ε)‖FA‖L2(X) (by (1.4)).
Now choose ε = 12C
−1
2 /(cκrκdCd/2) to give (1.42) for d > 2, noting that because M0(P ) is
compact, the explicit dependence of the W−1,2 norm on Γ may be dropped and recalling that
ŶM ′(A) = ΠΓd∗AFA and YM (A) =
1
2
‖FA‖2L2(X).
For d = 2 and s0 ∈ (1, 2) (we may assume s0 < 2 without loss of generality), we can instead
use 1/2 = 1/r + 1/s∗0, where s∗0 := 2s0/(2 − s0) ∈ (2,∞) and r ∈ (2,∞), to give ‖[a, a]‖L2(X) ≤
c‖a‖Lr(X)‖a‖Ls∗0 (X) and continuous embeddings, W 1,s0(X;R) ⊂ Ls
∗
0(X;R) and W 1,2(X;R) ⊂
Lr(X;R). Now arguing exactly as in the calculation for d > 2 gives (1.42) for d = 2.
We now restrict to 2 ≤ d ≤ 4, choose X = Ker d∗Γ ∩W 1,2A1 (X;T ∗X ⊗ adP ), so that X ∗ =
Ker d∗Γ ∩W−1,2A1 (X;T ∗X ⊗ adP ), and observe that
ŶM = YM : Γ + Ker d∗Γ ∩W 1,2A1 (X;T ∗X ⊗ adP )→ R
is analytic by Feehan and Maridakis [34, Proposition 3.1.1] and that
ŶM ′′(Γ) : Ker d∗Γ ∩W 1,2A1 (X;T ∗X ⊗ adP )→ Ker d∗Γ ∩W
−1,2
A1
(X;T ∗X ⊗ adP )
is a Fredholm operator with index zero by Feehan and Maridakis [34, Theorem 3.1.7]. Hence, by
applying Theorem 10 to the functon ŶM , we conclude that ŶM is Morse–Bott at Γ in the sense
of Definition 1.9 (1) and hence Morse–Bott in the sense of Definition 7.6. 
10. Energy gap for Yang–Mills connections
Our goal in this section is to prove Theorem 8. Our argument is independent of the proof of
Theorem 1.6 that we gave in [32, 25]. While we shall again rely on analyticity of the Yang–Mills
energy function, we will not use the  Lojasiewicz gradient inequality.
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10.1. Local piecewise real analytic arc-connectedness of semianalytic varieties. For
expositions of the properties of real analytic, semianalytic, and subanalytic sets, we refer to
Abhyankar [1], Benedetti and Risler [5], Bierstone and Milman [6, Section 2], Bochnak, Coste, and
Roy [9], Gabrie`lov [42], Goresky and MacPherson [52], Hardt [53], Hironaka [60, 59], Kashiwara
and Schapira [70],  Lojasiewicz [85, 86], Massey and Le [89], Mather [90], Shiota [113], and Whitney
[137, 138]. Let S ⊂M be a subset of a finite-dimensional, real analytic manifold M . One calls S
a real analytic variety (or set) [1, p. 8] if for every point x0 ∈ S, there are an open neighborhood
U ⊂M of x0 and finitely many real analytic functions f1, . . . , fp defined on U such that
S ∩ U =
p⋂
i=1
{x ∈ U : fi(x) = 0}.
One calls S a semianalytic variety (or set) [6, Definition 2.1] if there are finitely many real analytic
functions f1,1, . . . , fp,q defined on U such that
S ∩ U =
p⋃
i=1
q⋂
j=1
Sij ,
where Sij = {x ∈ U : fij(x) = 0} or {x ∈ U : fij(x) > 0}. (See [6, Section 3] for the definition of
subanalytic varieties (or sets).)
Recall that a semianalytic curve (or arc) in a semianalytic set S joining points x0 and x1 is
the image of a continuous embedding γ : [0, 1] → S with γ(0) = x0 and γ(1) = x1, such that
γ([0, 1]) ⊂ S is a semianalytic set; in particular, γ is an analytic embedding except at finitely
many points [42, p. 283]. We shall need the following result on local piecewise real analytic
arc-connectivity of semianalytic varieties.
Proposition 10.1 (Local piecewise real analytic arc-connectedness of semianalytic varieties).
Let M be a finite-dimensional, real analytic manifold and S ⊂ M be a semianalytic variety. If
x0 ∈ S, then there is an open neighborhood U ⊂M of x0 such that S∩U is piecewise real analytic
arc connected.
Proof. According to Bierstone and Milman [6, Corollary 2.7], the set S is locally connected and so
we may choose U such that S ∩U is connected. Moreover, by [6, Corollary 2.7], every connected
component of S is semianalytic and thus S ∩ U is a connected semianalytic set. According
to Gabrie`lov [42, p. 283], the points x1 and x0 can be joined by a semianalytic curve and so
S ∩ U is piecewise real analytic arc connected, that is, there exists a continuous embedding
γ : [0, 1] → S ∩ U such that γ(0) = x0 and γ(1) = x1 and γ is an analytic embedding except at
finitely many points. 
Proposition 10.1 may be proved in other ways and we describe an alternative approach below.
Remark 10.2 (Proof of Proposition 10.1 via stratification). Because S ⊂ M is a semianalytic
variety, there is a stratification of S in the following sense:
(1) S = unionsq`i=0Si ∩ U (disjoint union) for some integer ` ≥ 0,
(2) Each Si ⊂M is a semianalytic variety and a real analytic submanifold, and
(3) Si ∩ S¯j 6= ∅ if and only if Si ⊂ S¯j if and only if i = j or i < j and dimSi < dimSj .
The proof of existence of such a stratification (in fact, the stronger Whitney stratification in the
sense of [52, p. 37]) for real analytic varieties is due to Whitney [138]; see Bierstone and Milman [6,
Proposition 2.10 and Corollary 2.11] (for semianalytic varieties), Goresky and MacPherson [52, p.
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43] (for subanalytic and complex analytic varieties), Kaloshin [69] (for analytic and semianalytic
varieties), and Sussmann [122] (for subanalytic varieties).
Given x0 ∈ S and the fact that each stratum Si is a smooth (in fact, real analytic) submanifold
of M , we may choose an open neighborhood U ⊂ M of x0 such that Si ∩ U is connected for
i = 0, 1 . . . , ` and so S ∩ U is connected. Consequently, the set S ∩ U is C0 arc connected (for
example, see Willard [139, Definition 13.5 and Corollary 31.6]) and the points x0 and x1 are
connected by a C0 arc γ : [0, 1]→ S ∩ U such that γ(0) = x0 and γ(1) = x1. By approximation,
the restriction of γ to each stratum Si may be chosen to be real analytic, so γ is piecewise real
analytic.
Remark 10.3 (Application of embedded resolution of singularities for real analytic varieties and
semianalytic sets). A more modern approach to understanding the local structure of real analytic
varieties or semianalytic sets is to apply the Embedded Resolution of Singularities Theorem for
real analytic varieties due to Hironaka [58] (with a simplified proof by Bierstone and Milman
[7]) and versions for subanalytic (and thus semianalytic) sets in Hironaka [59] (see Bierstone
and Milman [6, Theorems 0.1 and 0.2]. See Feehan [30] for a description of this approach, its
application to a simplified proof of the  Lojasiewicz inequalities, and additional references.
10.2. Regularity for weak Yang–Mills connections. We shall need the
Theorem 10.4 (Regularity for weak Yang–Mills connections). (See Wehrheim [136, Theorem
9.4 (i)].) Let G be a compact Lie group, P be a smooth principal G-bundle over a closed smooth
Riemannian manifold (X, g) of dimension d ≥ 2, and21 p ∈ (d/2,∞) be as in Definition 7.2.
If A is a W 1,p weak Yang–Mills connection on P , then there is a W 2,p gauge transformation
u ∈ Aut2,p(P ) such that u(A) is C∞ connection on P .
See also Feehan and Maridakis [34, Theorem 2.11.1] or Uhlenbeck [130, p. 33] for regularity
results similar to Theorem 10.4. When A is in Coulomb gauge with respect to a smooth reference
connection, then Theorem 10.4 may be improved.
Theorem 10.5 (Regularity for weak Yang–Mills connections in Coulomb gauge). (See Rivie`re
[105, Theorem VI.7] for the case d = 2, 3, 4 and p = 2 and Uhlenbeck [130, Corollary 1.4] for the
case d ≥ 2 and p ≥ d/2.) Let G be a compact Lie group, P be a smooth principal G-bundle over
a closed smooth Riemannian manifold (X, g) of dimension d ≥ 2, and p ∈ (1,∞), and A0 be a
C∞ connection on P . Let A be a connection on P that is in22 W 1,2 when d = 2, 3, 4 or W 1,p for
p ≥ d/2 when d ≥ 8 or p ≥ 4d/(d + 4) when d = 5, 6, 7. If A is a weak Yang–Mills connection
that is in Coulomb gauge with respect to A0, so d
∗
A0
(A−A0) = 0, then A is C∞.
A weaker version of Theorem 10.5 was proved by the author as [26, Proposition 3.10].
Remark 10.6 (Regularity for weak Yang–Mills connections in Coulomb gauge). If A is a weak
Yang–Mills connection in Coulomb gauge with respect to A0, then a = A − A0 ∈ W 1,2 ∩
L4(X;T ∗X ⊗ adP ) is a weak solution to the second-order quasilinear elliptic partial differen-
tial system (see Section 7.2),
∆A0a+ a×∇A0a+ FA0 = 0.
Because FA0 ∈ C∞(X;∧2(T ∗X)⊗adP ) and, using the continuous Sobolev multiplication, L4(X)×
L2(X) → L4/3(X), we have a × ∇A0a ∈ L4/3(X;∧2(T ∗X) ⊗ adP ). Regularity theory for weak
solutions to second-order linear elliptic scalar partial differential equations (for example, Gilbarg
21We have strengthened Wehrheim’s hypothesis on p to ensure that A is in W 1,2 ∩ L4; see Definition 7.2.
22See Definition 7.2.
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and Trudinger [46, Chapters 8 and 9]) would suggest that a ∈ W 2, 43 (X;T ∗X ⊗ adP ). Elliptic
bootstrapping should then imply that A is C∞.
10.3. Strong compactness for moduli spaces of Yang–Mills connections. For p as in
Definition 7.2 and r ∈ [1, p], it is convenient to define
(10.1) Crit1,pb (P, g, r) :=
{
[A] ∈ B1,p(P ) : YM ′(A) = 0 and ‖FA‖Lr(X) ≤ b
}
.
We then have
Theorem 10.7 (Strong compactness for the moduli space of Yang–Mills connections with a
uniform Lr bound on curvature). (See Wehrheim [136, Theorem 10.1].) Let G be a compact Lie
group, P be a smooth principal G-bundle over a smooth Riemannian manifold (X, g) of dimension
d ≥ 2, and p ∈ (d/2,∞) be as in Definition 7.2, and r > d/2. If b ∈ (0,∞), then Crit1,pb (P, g, r)
is a compact subset of B1,p(P ).
Remark 10.8 (Strong compactness for moduli spaces of Yang–Mills connections). Theorem 10.7 is
implied by [26, Theorem 3.1] when d = 4, building on earlier results due to Sedlacek [111, Theorem
3.1 and Lemma 3.4], Taubes [126, Proposition 5.1], [125, Proposition 4.4], and Uhlenbeck [130,
Theorem 1.5 or 3.6]. For d ≥ 5, Zhang [141, Main Theorem] proved that Theorem 10.7 holds
even when p = d/2.
When b in Theorem 10.7 is sufficiently small, one obtains the following improvement.
Corollary 10.9 (Strong compactness for the moduli space of Yang–Mills connections with a
uniform small Ld/2 bound on curvature). Let G be a compact Lie group and P be a smooth
principal G-bundle over a smooth Riemannian manifold (X, g) of dimension d ≥ 2. Then there is
a constant ε = ε(g,G) ∈ (0, 1] with the following significance. If p ∈ (d/2,∞) is as in Definition
7.2 and r = 2 for 2 ≤ d ≤ 4 or r = d/2 for d ≥ 5, then Crit1,pε (P, g, r) is a compact subset of
B1,p(P ).
Proof. When d = 2, 3 and r = 2, the conclusion is an immediate consequence of Theorem 10.7
and if d = 4 and r = 2, the conclusion is an immediate consequence of Feehan [26, Theorem 3.1].
If d ≥ 5 and r = d/2, the conclusion is due to Zhang [141, Main Theorem]. 
10.4. Existence of local Coulomb gauges. We recall the original statement of Uhlenbeck’s
Theorem [130] on existence of local Coulomb gauges (with a clarification due to Wehrheim [136]),
together with two extensions proved by the author in [29].
Theorem 10.10 (Existence of a local Coulomb gauge and a priori estimate for a Sobolev con-
nection with Ld/2-small curvature). (See Uhlenbeck [130, Theorem 1.3 or Theorem 2.1 and Corol-
lary 2.2]; compare Wehrheim [136, Theorem 6.1].) Let d ≥ 2, and G be a compact Lie group,
and p ∈ (1,∞) obeying d/2 ≤ p < d and s0 > 1 be constants. Then there are constants,
ε = ε(d,G, p, s0) ∈ (0, 1] and C = C(d,G, p, s0) ∈ [1,∞), with the following significance. For
q ∈ [p,∞), let A be a W 1,q connection on B ×G such that
(10.2) ‖FA‖Ls0 (B) ≤ ε,
where B ⊂ Rd is the unit ball with center at the origin and s0 = d/2 when d ≥ 3 and s0 > 1 when
d = 2. Then there is a W 2,q gauge transformation, u : B → G, such that the following holds. If
A = Θ + a, where Θ is the product connection on B ×G, and u(A) = Θ + u−1au+ u−1du, then
d∗(u(A)−Θ) = 0 a.e. on B,
(u(A)−Θ)(~n) = 0 on ∂B,
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where ~n is the outward-pointing unit normal vector field on ∂B, and
(10.3) ‖u(A)−Θ‖W 1,p(B) ≤ C‖FA‖Lp(B).
Remark 10.11 (Restriction of p to the range 1 < p < ∞). (See Feehan [29, Remark 2.6].) The
restriction p ∈ (1,∞) should be included in the statements of [130, Theorem 1.3 or Theorem 2.1
and Corollary 2.2] since the bound (10.3) ultimately follows from an a priori Lp estimate for
an elliptic system that is apparently only valid when 1 < p < ∞. Wehrheim makes a similar
observation in her [136, Remark 6.2 (d)]. This is also the reason that when d = 2, we require
s0 > 1 in (10.2).
Remark 10.12 (Dependencies of the constants in Theorem 10.10). (See Feehan [32, Remark 4.2].)
The statements of [130, Theorem 1.3 or Theorem 2.1 and Corollary 2.2] imply that the constants,
ε in (10.2) and C in (10.3), only depend the dimension, d. However, their proofs suggest that
these constants may also depend on G and p through the appeal to an elliptic estimate for d+ d∗
in the verification of [130, Lemma 2.4] and arguments immediately following.
Remark 10.13 (Construction of a W k+1,q transformation to Coulomb gauge). (See Feehan [32,
Remark 4.3].) We note that if A is of class W k,q, for an integer k ≥ 1 and q ≥ 2, then the gauge
transformation, u, in Theorem 10.10 is of class W k+1,q; see [130, page 32], the proof of [130,
Lemma 2.7] via the Implicit Function Theorem for smooth functions on Banach spaces, and our
proof of [31, Theorem 1.1] — a global version of Theorem 10.10.
Remark 10.14 (Non-flat Riemannian metrics). (See Feehan [29, Remark 2.9].) Theorem 10.10
continues to hold for geodesic unit balls in a manifold X endowed with a non-flat Riemannian
metric g. The only difference in this more general situation is that the constants C and ε will
depend on bounds on the Riemann curvature tensor, Riem. See Wehrheim [136, Theorem 6.1].
We now recall an extension of Theorem 10.10 to include the range 1 < p < d/2 (and in
particular, p = 2, when d ≥ 5).
Corollary 10.15 (Existence of a local Coulomb gauge and a priori W 1,p estimate for a Sobolev
connection with Ld/2-small curvature when p < d/2). (See Feehan [29, Corollary 2.10].) Assume
the hypotheses of Theorem 10.10, but allow any p ∈ (1,∞) obeying p < d/2 when d ≥ 3. Then
the estimate (10.3) holds for 1 < p < d/2.
For completeness, we also recall the following extension of Theorem 10.10 (and slight improve-
ment of our [32, Corollary 4.4]) to include the range d ≤ p <∞, although this extension will not
be needed in this article.
Corollary 10.16 (Existence of a local Coulomb gauge and a priori W 1,p estimate for a Sobolev
connection one-form with Lp¯-small curvature when p ≥ d). (See Feehan [29, Corollary 2.11].)
Assume the hypotheses of Theorem 10.10, but consider d ≤ p <∞ and strengthen (10.2) to23
(10.4) ‖FA‖Lp¯(B) ≤ ε,
where p¯ = dp(d + p) when p > d and p¯ > d/2 when p = d. Then the estimate (10.3) holds for
d ≤ p <∞ and constant C = C(d, p, p¯, G) ∈ [1,∞).
23In [32, Corollary 4.4], we assumed the still stronger condition, ‖FA‖Lp(B) ≤ ε.
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10.5. A priori estimates for smooth Yang–Mills connections. Let Br(x0) = {x ∈ Rd :
‖x−x0‖ < r} denote the open ball with center at x0 ∈ Rd and radius r > 0 and write Br = Br(0)
when x0 is the origin. We recall the following a priori estimate due to Uhlenbeck.
Theorem 10.17 (A priori estimate for the curvature of a smooth Yang–Mills connection). (See
Uhlenbeck [131, Theorem 3.5].) If d ≥ 3 is an integer and G is a compact Lie group, then there are
constants C = C(d,G) ∈ [1,∞) and ε = ε(d,G) ∈ (0, 1] with the following significance. Let ρ > 0
be a constant and A be a smooth Yang–Mills connection with respect to the standard Euclidean
metric on a smooth principal G-bundle over B2ρ(0). If
(10.5)
∫
B2ρ(0))
|FA|d/2 d vol ≤ ε,
then, for all Br(x0) ⊂ Bρ(0),
(10.6) sup
Br(x0)
|FA| ≤ Cr−d
∫
Br(x0)
|FA|d/2 d vol .
Remark 10.18 (Restriction on the dimension d in Theorem 10.17 to be greater than or equal to
three). The restriction d ≥ 3 in Theorem 10.17 is not explicitly stated by Uhlenbeck in her [131,
Theorem 3.5] (although it does appear in her [131, Corollary 2.9]). However, the condition d ≥ 3
can be inferred from Uhlenbeck’s proof of [131, Theorem 3.5], in particular through her proof
of the required [131, Lemma 3.3], where the exponent ν = 2d/(d − 2) is undefined when d = 2.
The restriction d ≥ 3 also appears in Sibner’s proof of her a priori L∞ estimate for |FA| in [114,
Proposition 1.1], where the necessity of the condition appears in her definition [114, p. 94] of
the positive constant γ1 := (2d− 4)/(d2Cd), with Cd denoting a Sobolev embedding constant in
dimension d. When d = 2, the proof of [118, Theorem 4.1] due to Smith implies an a priori Lp
estimate for |FA| (for 1 ≤ p < ∞) that is sufficient for the purposes of this article; see Feehan
[32, Lemma A.8].
Remark 10.19 (Non-flat Riemannian metrics). As Uhlenbeck notes in [131, Section 3, first para-
graph], Theorem 10.17 continues to hold for geodesic balls in a manifold X endowed a non-flat
Riemannian metric g. The only difference in this more general situation is that the constants
K and ε will depend on bounds on the Riemann curvature tensor Riem over B2ρ(x0) and the
injectivity radius at x0 ∈ X.
Remark 10.20 (Intepretation of the estimates in Theorems 10.17, 10.21, and 10.22 in terms
of Morrey norms). The estimate (10.6) provided by Theorem 10.17, along with those of the
forthcoming Theorems 10.21 and 10.22, can be usefully understood in terms of Morrey spaces
— see Giaquinta [45, Chapter III], Smith and Uhlenbeck [119, Appendix A], Tao and Tian [124,
Section 3], or Troianiello [129, Section 1.4.2] for details and discussion. Following Giaquinta [45,
Definition III.1.1], let d ≥ 2 be an integer, Ω ⊂ Rd be a bounded connected open subset and, for
r > 0 and x0 ∈ Ω, let
Ω(x0, r) := Ω ∩B(x0, r) and diam Ω := sup{|x− y| : x, y ∈ Ω}.
For constants p ≥ 1 and λ ≥ 0, we let Lp,λ(Ω) denote the Morrey space of all functions u ∈ Lp(Ω)
such that ‖u‖Lp,λ(Ω) <∞, where
‖u‖p
Lp,λ(Ω)
:= sup
0<r<diam Ω,
x∈Ω
r−λ
∫
Ω(x,r)
|u(y)|p dy.
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The expression for ‖u‖Lp,λ(Ω) defines a norm with respect to which Lp,λ(Ω) is a Banach space.
When λ = 0, the Morrey space coincides with Lp(Ω), while if λ = d, the Morrey space is equivalent
to L∞(Ω) (see Giaquinta [45, Proposition III.1.1]).
Theorem 10.21 (Monotonicity formula). (See Price [104, Theorem 1]; compare Nakajima [99,
Lemma 3.7], [100, Fact 2.2], and Tian [128, Theorem 2.1.2].) If d ≥ 4 is an integer and Λ ∈ (0,∞)
is a constant and G is a compact Lie group, then there is a constant C = C(d,G,Λ) ∈ [1,∞) with
the following significance. Let % ∈ (0, 1] be a constant, and g be a smooth Riemannian metric on
B% ⊂ Rd whose components gij = g(∂/∂xi, ∂/∂xj) for 1 ≤ i, j ≤ d obey
(10.7) |δij − gij(x)| ≤ Λr2,
∣∣∣∣∂gij∂xk (x)
∣∣∣∣ ≤ Λr, ∣∣∣∣ ∂2gij∂xk∂xl (x)
∣∣∣∣ ≤ Λ, for r = |x| ∈ (0, %].
If A is a smooth Yang–Mills connection with respect to the Riemannian metric g on a smooth
principal G-bundle over B%, then
(10.8) σ4−d
∫
Bσ
|FA|2 d volg ≤ Cρ4−d
∫
Bρ
|FA|2 d volg, 0 < σ ≤ ρ ≤ %.
The following result extends Theorem 10.17 by weakening (when d ≥ 5) the hypothesis (10.5)
that FA be L
d/2 small to a hypothesis that FA be L
2 small.
Theorem 10.22 (Improved a priori interior estimate for the curvature of a smooth Yang–Mills
connection). (See Nakajima [100, Lemma 3.1]; compare Meyer and Rivie`re [92, Theorem 1.2],
Naber and Valtorta [97, Proposition 2.5], and Tian [128, Theorem 2.2.1].) Assume the hypotheses
of Theorem 10.21. Then there are constants C = C(d,G,Λ) ∈ [1,∞) and ε = ε(d,G,Λ) ∈ (0, 1]
with the following significance. If
(10.9) r4−d
∫
Br
|FA|2 d volg ≤ ε,
for some r ∈ (0, %], then
(10.10) sup
Br/4
|FA| ≤ C
r2
(
r4−d
∫
Br
|FA|2 d volg
)1/2
.
Remark 10.23 (Stationary connections). Let A0 be a C
∞ connection on P . A connection A ∈
A0 + W
1,2 ∩ L4(X;T ∗X ⊗ adP ) on P is called stationary if [128, Equation (4.5.12)] if for any
geodesic ball B ⊂ X and vector field ξ ∈ C∞0 (B, TX) with compact support in B,
(10.11)
∫
X
|FA|2 div ξ − 4 d∑
i,j=1
〈
FA
(∇ejξ, ej) , FA(ei, ej)〉
 d volg = 0,
for any local orthonormal frame {ei} for TX over B. If A is a Yang–Mills connection on P
and A is smooth (see Tian [128, p. 249]) or d = 4 (see Tao and Tian [124, p. 558]), then the
first variation formula (see Price [104, p. 146]) for the Yang–Mills energy function (7.1), implies
that A is stationary in the sense of (10.11). See also Meyer and Rivie`re [92, Definition 1.2]. In
particular, by Price [104, Theorem 1 and 1′′], a W 1,2 ∩ L4 stationary Yang–Mills connection A
obeys the monotonicity formula (10.8). If a W 1,2∩L4 stationary Yang–Mills connection A is also
approximable in the sense of Meyer and Rivie`re [92, Equation (1.7)] and obeys the hypothesis
(10.9), then A satisfies the estimate (10.10) by [92, Theorem 1.2]. Recall that A is an admissible
Yang–Mills connection over [−1, 2]d ⊂ Rd (see Tian [128, Section 2.3]) if it is a smooth Yang-Mills
connection outside a closed subset S ⊂ [−1, 2]d of finite (d − 4)-dimensional Hausdorff measure
YANG–MILLS MORSE THEORY NEAR FLAT CONNECTIONS 71
and
∫
[−1,2]d |FA|2 d vol < ∞. According to Tao and Tian [124, Theorem 1.1], there is a constant
ε = ε(d,G) ∈ (0, 1] such that if A is an admissible stationary Yang–Mills connection on [−1, 2]d×G
that obeys
∫
[−1,2]d |FA|2 d vol ≤ ε, then there is a gauge transformation u of [0, 1]d ×G such that
u(A) extends to a smooth connection on [0, 1]d and there are constants Cj = Cj(d,G) ∈ [1,∞)
such that ‖∇j(u(A)−Θ)‖L∞([0,1]d) ≤ Cjε, for all integers j ≥ 0. See Smith and Uhlenbeck [119]
for related results.
By employing a finite cover of X by geodesic balls Bρ(xi) of radius ρ ∈ (0, Inj(X, g)/4] and
applying Theorem 10.22 to each ball B2ρ(xi), we obtain the following global version that extends
[32, Corollary 4.6] by weakening (when d ≥ 5) the hypothesis that FA be Ld/2 small to the
hypothesis that FA be L
2 small.
Corollary 10.24 (A priori estimate for the curvature of a Yang–Mills connection over a closed
manifold). Let (X, g) be a closed, smooth Riemannian manifold of dimension d ≥ 3 and G be a
compact Lie group. Then there are constants, C = C(d, g,G) ∈ [1,∞) and ε = ε(d, g,G) ∈ (0, 1],
with the following significance. If A is a smooth Yang–Mills connection with respect to the metric
g on a smooth principal G-bundle P over X that obeys
(10.12) ‖FA‖L2(X) ≤ ε,
then
(10.13) ‖FA‖L∞(X) ≤ C‖FA‖L2(X).
10.6. Analyticity of critical sets of the Yang–Mills energy function. We shall need the
Proposition 10.25 (Analyticity of the set of Yang–Mills connections with a uniform Lp bound
on curvature). Let G be a compact Lie group, P be a smooth principal G-bundle over a smooth
Riemannian manifold (X, g) of dimension d ≥ 2, and p ∈ (d/2,∞), and A1 and A∞ be C∞
connections on P , and A∞ is a Yang–Mills connection. If YM ′(A) is given by (7.2), then
(10.14) Crit1,pb (P, g,A∞, ζ) := A∞ +
{
a ∈ Ker d∗A∞ ∩W 1,pA1 (X;T ∗X ⊗ adP ) :
YM ′(A∞ + a) = 0 and ‖a‖W 1,pA1 (X) < ζ
}
is a real analytic subvariety of an open ball in Euclidean space, where ζ = ζ(A∞, A1, g, p) ∈ (0, 1].
Remark 10.26 (Global version of Proposition 10.25). One could formulate a global version of
Proposition 10.25 by viewing the Yang–Mills energy YM as a function on the quotient space of
connections, B1,p(P ), or the quotient space of based connections, B(P, x0), but the preceding
local statement will be adequate for our application.
Proof of Proposition 10.25. We begin by choosing a constant µ ∈ (0,∞) that is not in the spec-
trum of the Hodge Laplace operator (7.11), namely ∆A∞ = d
∗
A∞dA∞+dA∞d
∗
A∞ , on L
2(X;T ∗X⊗
adP ). (It is well-known that the spectrum of ∆A∞ on L
2(X;T ∗X⊗adP ) is a countable subset of
[0,∞) without accumulation points and consists of eigenvalues {λn}n∈N with finite multiplicities
equal to dim Ker(∆A∞ −λnI) for n ∈ N; see Feehan and Maridakis [34, Proposition 2.2.3] for the
statement and proof of a more general result.) We now solve for (weakly) Yang–Mills connections,
A = A∞ + a on P with a ∈ Ker d∗A∞ ∩W
1,p
A1
(X;T ∗X ⊗ adP ), that are near A∞ by considering
the quasilinear second-order elliptic equation,
d∗A∞+aFA∞+a + dA∞d
∗
A∞a = 0 in W
−1,p
A1
(X;T ∗X ⊗ adP ).
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We apply the Method of Kuranishi [79] and let
(10.15) ΠA∞,µ : Ker d
∗
A∞ ∩ L2(X;T ∗X ⊗ adP )→ Ker d∗A∞ ∩ L2(X;T ∗X ⊗ adP )
be the L2-orthogonal projection onto the finite-dimensional vector space
TA∞,µ := Ran ΠA∞,µ ∩Ker d∗A∞ ∩W 1,pA1 (X;T ∗X ⊗ adP )
of dimension N = N(A∞, g, µ), spanned by the eigenvectors of the unbounded operator
∆A∞ : Ker d
∗
A∞ ∩ L2(X;T ∗X ⊗ adP )→ Ker d∗A∞ ∩ L2(X;T ∗X ⊗ adP )
with eigenvalues less than µ and denote Π⊥A∞,µ := id−ΠA∞,µ. Note that TA∞,µ ⊂ Ω1(X; adP ) due
to elliptic regularity for ∆A∞ ; see [46, Corollary 8.11] for regularity of solutions to a second-order,
linear elliptic equation with C∞ coefficients and scalar principal symbol. The projection (10.15)
extends as a bounded operator to
ΠA∞,µ : Ker d
∗
A∞ ∩W k,pA1 (X;T ∗X ⊗ adP )→ Ker d∗A∞ ∩W
k,p
A1
(X;T ∗X ⊗ adP )
for any k ∈ Z and p ∈ (1,∞). We have
T⊥A∞,µ = Ran Π
⊥
A∞,µ ∩Ker d∗A∞ ∩W 1,pA1 (X;T ∗X ⊗ adP ),
so that
Ker d∗A∞ ∩W 1,pA1 (X;T ∗X ⊗ adP ) = T⊥A∞,µ ⊕ TA∞,µ.
For each a ∈ Ker d∗A∞ ∩W
1,p
A1
(X;T ∗X ⊗ adP ), we write a = a⊥ + a‖ with a⊥ := Π⊥A∞,µa and
a‖ := ΠA∞,µa. The bounded linear operator
∆A∞ : Ran Π
⊥
A∞,µ ∩Ker d∗A∞ ∩W 1,pA1 (X;T ∗X ⊗ adP )
→ Ran Π⊥A∞,µ ∩Ker d∗A∞ ∩W−1,pA1 (X;T ∗X ⊗ adP )
is bijective and is thus an isomorphism of Banach spaces by the Open Mapping Theorem. For
δ = δ(A∞, A1, g, p) ∈ (0, 1] small enough and
Uδ(A∞) :=
{
α ∈ TA∞,µ : ‖α‖W 1,pA1 (X) < δ
}
,
and each a‖ ∈ Uδ(A∞), we may solve the analytic, infinite-dimensional Yang–Mills Kuranishi
equation for a⊥,
(10.16) Υ(a⊥, a‖) := Π⊥A∞,µd
∗
A∞+a⊥+a‖FA∞+a⊥+a‖ = 0 in T
⊥
A∞,µ,
by applying the Analytic Implicit Function Theorem on Banach spaces (for example, [34, Theorem
F.1]) and therefore define an analytic map,
Φ : Uδ(A∞) 3 a‖ 7→ a⊥ := Φ(a‖) ∈ T⊥A∞,µ.
The resulting solution, A = A∞ + Φ(a‖) + a‖, to (10.16) is a Yang–Mills connection if a‖ then
solves the analytic, finite-dimensional Yang–Mills balancing equation,
(10.17) χ(a‖) := ΠA∞,µd
∗
A∞+Φ(a‖)+a‖FA∞+Φ(a‖)+a‖ = 0 in TA∞,µ.
Hence, for small enough ζ = ζ(A∞, A1, g, p) ∈ (0, 1], the set (10.14) may be identified with{
α ∈ Uδ(A∞) : χ(Φ(α)) = 0 and ‖Φ(α)‖W 1,pA1 (X) < ζ
}
.
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Since Uδ(A∞) is an open ball in Euclidean space (of real dimension N) and Φ and χ are analytic
maps, then the preceding set and thus (10.14) are real analytic subvarieties of an open ball in
Euclidean space. 
10.7. A proof of the Yang–Mills energy gap. It remains to complete the
Proof of Theorem 8. Choose p = (d + 1)/2. According to Corollary 10.24, there are constants
ε = ε(d, g,G) ∈ (0, 1] and C = C(d, g,G) ∈ [1,∞) such that if A is any smooth Yang–Mills
connection obeying (1.34), that is,
‖FA‖L2(X) ≤ ε,
then by (10.13) one has
‖FA‖L∞(X) ≤ C‖FA‖L2(X) ≤ Cε.
Hence,
‖FA‖Lp(X) ≤ b := CεVolg(X)1/p,
and consequently,
Crit1,pε (P, g, 2) =
{
[A] ∈ B1,p(P ) : YM ′(A) = 0 and ‖FA‖L2(X) ≤ ε
} ⊂ Crit1,pb (P, g, p),
where Crit1,pb (P, g, r) is as in (10.1). According to Theorem 10.7, the set Crit
1,p
b (P, g, p) is a
compact subspace of B1,p(P ). For small enough ζ = ζ(A1, g, P, g, p) ∈ (0, 1], Corollary 3.4
implies that each point [A∞] ∈ Crit1,pb (P, g, p) has an open neighborhood in B1,p(P ) that is the
image under the quotient map pi : A 1,p(P )→ B1,p(P ) of an open ball (1.27) of the form
Bζ(A∞) = A∞ +
{
a ∈ Ker d∗A∞ ∩W 1,pA1 (X;T ∗X ⊗ adP ) : ‖a‖W 1,pA1 (X) < ζ
}
.
By compactness, the set Crit1,pb (P, g, p) is covered by N open neighborhoods of the form
Crit1,pb (P, g, p) ∩ pi(Bζ(A∞)) = pi
(
Crit1,pb (P, g,A∞, ζ)
)
,
where Crit1,pb (P, g,A∞, ζ) is as in (10.14), for some positive integer N = N(A1, b, g, P, p).
By Proposition 10.25, each set Crit1,pb (P, g,A∞, ζ) is an analytic subvariety of an open ball in
Euclidean space. Proposition 10.1 ensures that we may choose the radius ζ = ζ(A1, b, g, P, p) ∈
(0, 1] small enough that the sets Crit1,pb (P, g,A∞, ζ) are piecewise-C
1 arc connected. Conse-
quently, the Yang–Mills energy function is constant on each set Crit1,pb (P, g,A∞, ζ). Therefore,
Crit1,pb (P, g,A∞, ζ) has finitely many piecewise-C
1 arc-connected components Cλi , labeled by
i ∈ {1, . . . ,M} and energy levels λ ∈ {λ0, λ1, . . . , λN} with λj < λj+1, for 0 ≤ j ≤ N − 1, and
λ0 = 0, for integers M ≥ 1 and N ≥ 0. For each j ∈ {0, . . . , N − 1}, one has YM (A) = λj for all
A ∈ Cλji and i ∈ {1, . . . ,M}. If A obeys YM (A) < λ1, then YM (A) = λ0 = 0 and A is a flat
connection. Recalling the definition (7.1) of YM and choosing ε =
√
λ1 completes the proof of
Theorem 8. 
Appendix A. Flat SU(2) connections over a torus and Uhlenbeck’s Corollary 4.3
In this Appendix, we describe a counterexample (see Example A.2) to the estimate stated
in [132, Corollary 4.3], based on an observation due to Mrowka [95]. While Example A.2 uses
the moduli space of flat SU(2) connections over the torus T2 to illustrate the issues in a simple
setting, one should be able to construct other counterexamples using moduli spaces M(X,G)
of flat G-connections over higher-dimensional manifolds X and higher-dimensional Lie groups
G. For example, the structure of the moduli space of flat SU(2)-connections over T3, including
74 PAUL M. N. FEEHAN
its singularities, is discussed by Donaldson [22, Chapter 2, Appendix A, and pp. 107–108] and
in more generality, when X is a circle bundle over a closed, orientable Riemann surface, by
Morgan, Mrowka, and Ruberman [94, Chapter 13] and Taubes [127, Chapter 11]. See also
Gompf and Mrowka [51] for further discussion and application of examples of this kind. An early
example of cubic singularities of the character variety Hom(pi1(X), G)/G, when X is a closed
three-dimensional manifold, is due to Goldman and Millson [48, Section 9]. See also Saveliev
[108] and references therein for additional examples. For further explorations of singularities of
representation varieties, we refer the reader to Goldman and Millson [47] and Spinaci [120] and
the references cited therein.
Regarding the forthcoming Example A.2, one might ask the
Question A.1. Can the estimate (A.2) for At be improved in the sense of replacing ‖FAt‖1/2Lp(T2)
by ‖FAt‖Lp(T2) through finding
(1) A flat connection Γ such that ‖At − Γ‖W 1,p(T2) ≤ ‖At‖W 1,p(T2), or
(2) A gauge transformation u such that ‖u(At)‖W 1,p(T2) ≤ ‖At‖W 1,p(T2).
We explain in Section A.1 that Strategy (1) cannot be used to improve (A.2) using results
from Section A.4, which builds in turn on results in Section A.3. We also explain that Strategy
(2) cannot be used to improve (A.2) using results from Section A.5.
A.1. Moduli space of flat SU(2) connections over the two-torus and the estimate in
Uhlenbeck’s Corollary 4.3. The following example is due to Mrowka [95] and illustrates the
fact that in Theorem 9, the constant λ ∈ (0, 1] in the  Lojasiewicz distance inequality (1.39) may
be strictly less than one. In Example A.2, like in Nishinou [101], we only consider the case of the
two-dimensional torus, T2, but the example extends to tori Td of any dimension d ≥ 2.
Example A.2 (Estimate for distance to moduli subspace of flat SU(2) connections over a two-di-
mensional torus). In the notation of Theorems 1 and 9, choose
G = SU(2), X = T2 = R2/Z2, P = T2 × SU(2),
identify connection one-forms on P with su(2)-valued one-forms on T2, where su(2) denotes the
Lie algebra of SU(2), and equip T2 with its flat Riemannian metric. For a pair of matrices
ξ, η ∈ su(2), consider the connection one-form
A = ξ ⊗ dx+ η ⊗ dy ∈ Ω1(T2; su(2)).
From (2.8), we have
FA = dA+
1
2
[A,A] =
1
2
[ξ, η]dx ∧ dy ∈ Ω2(T2; su(2)),
and thus FA = 0 ⇐⇒ [ξ, η] = 0. Using24 d∗ = (−1)d(p+1)+1 ? d? on Ωp(X;R), we note that
d∗A = − ? d ? A = − ? d(ξ ⊗ dy + η ⊗ dx) = 0,
since d2x = 0 = d2y, and thus A is in Coulomb gauge with respect to the product connection Θ
on P . Recall that su(2) has basis
(A.1) I =
(
0 i
i 0
)
, J =
(
0 −1
1 0
)
, K =
(
i 0
0 −i
)
,
with relations [I, J ] = 2K, and [J,K] = 2I, and [K, I] = 2J . For the Lie algebra su(2), one can
take B(ξ, η) = tr(ξη) to be the Killing form, giving B(I, I) = B(J, J) = B(K,K) = −2, and
24From [135, Equation (6.2)] when X has dimension d.
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choose 〈ξ, η〉 := −12B(ξ, η) to be an Ad SU(2)-invariant inner product on su(2), with respect to
which the basis {I, J,K} is orthonormal.
If ξ = tI and η = tJ , for a constant t ∈ R, and we write At for the resulting one-parameter
family of connections, then
FAt =
1
2
t2[I, J ]dx ∧ dy = t2Kdx ∧ dy,
and so |At| ∝ |t| and |FAt | ∝ |t|2. Consequently, for any p ∈ (1,∞),
(A.2) ‖At‖W 1,p(T2) ≤ C‖FAt‖1/2Lp(T2), ∀ t ∈ R,
where C = C(p) ∈ [1,∞) is a constant25. 
For the family A of connections parameterized by su(2)× su(2) in Example A.2, we also have
dA = 0 and so
A ∈ H1Θ(T2; su(2)) = Ker(d+ d∗) ∩ Ω1(T2; su(2)) ∼= H1(T2;R)⊗ su(2) ∼= R2 ⊗ su(2),
where H1Θ(T2; su(2)) is the Zariski tangent space at Θ to M(T2,SU(2)), and by dimension-
counting every element of H1Θ(T2; su(2)) has this form. Furthermore, [Θ] is not a regular point
of M(T2, SU(2) in the sense of (A.4) because
H2Θ(T2; adP ) = Ker(d+ d∗) ∩ Ω2(T2; adP ) ∼= H2(T2;R)⊗ su(2) ∼= su(2).
As an aside, we note that the virtual dimension s of M(T2, SU(2)) is equal to zero since
s = Index
(
d+ d∗ : Ω1(T2; su(2))→ Ω2(T2; su(2))⊕ Ω0(T2; su(2)))
= dim H1Θ(T2; adP )− dim H2Θ(T2; adP )− dim H0Θ(T2; adP ) = 6− 3− 3 = 0.
We now discuss the two approaches to potentially improving (A.2) described in Question A.1.
A.1.1. Replacement of the product connection Θ by a flat connection Γ that is closer to At.
Theorem A.9 describes the stratified-space structure of the moduli space of flat SU(2) connections
over T2 as the two-dimensional pillowcase (see Figure A.3), where [Θ] represents one corner of
the pillowcase. The connections At in Example A.2 are closest to Θ, with ‖At − Γ‖W 1,p(T2) ≥
‖At‖W 1,p(T2) for any [Γ] ∈ M(T2, SU(2)) obeying d∗Γ = 0, and so (A.2) cannot be improved as
suggested in Part (1) of Question A.1. Indeed, the parameterization (A.18) of the pillowcase
Hom(pi1(T2),SU(2))/ SU(2) and Theorem A.9 show that the family of flat connections
Γ(α, β) :=
(
iα 0
0 −iα
)
dx+
(
iβ 0
0 −iβ
)
dy
= αKdx+ βKdy ∈ Ker d∗ ∩ Ω1(T2; su(2)), ∀ (α, β) ∈ [0, pi]× [0, 2pi]
is a parameterization of M(T2, SU(2)). But then
|At − Γ(α, β)| = |(tI − αK)dx+ (tJ − βK)dy|
=
(
t2 + α2 + β2
)1/2
,
and so |At − Γ(α, β)| ≥ |At|, with equality if and only (α, β) = (0, 0) and Γ(0, 0) = Θ.
A.1.2. Replacement of the connection At by a gauge-transformed connection u(At). Corollary
A.14 implies that ‖u(At)‖W 1,p(T2) ≥ ‖At‖W 1,p(T2) for any u ∈ Aut2,p(P ), and so (A.2) cannot be
improved as suggested in Part (2) of Question A.1.
25See Morgan, Mrowka, and Ruberman [94, Lemma 13.3.2 and Remark 13.3.3] for related calculations.
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A.2. Morse–Bott property of the Yang–Mills energy function at regular flat connec-
tions. If A is a W 1,p flat connection on P , so FA = 0, then YM
′(A) ≡ 0 by (7.2) and [A] is
a critical point of YM : B1,p(P ) → R in the sense of Definition 7.4, so one has the (trivial)
inclusion,
(A.3) M(P ) ⊂ CritYM ,
where CritYM denotes the set of critical points of YM : B1,p(P )→ R.
Conversely, suppose [A] ∈ CritYM and that A is C∞ (an assumption that involves no loss of
generality by Theorem 10.6). The Bianchi Identity [23, Equation (2.1.21)] implies that dAFA = 0,
so FA ∈ Ker dA ∩ Lp(X;∧2(T ∗X)⊗ adP ) and if A is a regular point of the curvature section,
F : B1,p(P ) 3 [A] 7→ [FA] ∈ A 1,p(P )×Aut2,p(P ) Lp(X;∧2(T ∗X)⊗ adP ),
in the sense that
(A.4) Ker
{
dA : L
p(X;∧2(T ∗X)⊗ adP )→W−1,pA1 (X;∧3(T ∗X)⊗ adP )
}
= Ran
{
dA : W
1,p
A1
(X;T ∗X ⊗ adP )→ Lp(X;∧2(T ∗X)⊗ adP )
}
,
then (7.2) implies that FA = 0 and [A] ∈M(P ). Of course, in the absence of an assumption that
A is regular in the preceding sense, then A is (by definition) a Yang–Mills connection as in (7.4),
d∗AFA = 0,
and of course need not be flat. However, if we require in addition to A obeying (7.4) that it also
obeys (8.1) (with A∞ = Γ),
‖A− Γ‖
W 1,pA1
(X)
< σ,
for σ = σ(A1, g,G, p,Γ) ∈ (0, 1], then A is necessarily flat by the  Lojasiewicz gradient inequality
(8.2) and so we have the partial reverse inclusion,
(A.5) CritYM ∩
{
[A] ∈ B(P ) : ‖A− Γ‖
W 1,pA1
(X)
< σ
}
⊂M(P ).
Of course, Theorems 1.6 and 8 provide considerably more refined inclusions than (A.5) but we
shall not need them in this discussion.
If Γ is a flat connection on P , then its exterior covariant derivative defines an elliptic complex,
· · ·Ωi(X; adP ) dΓ−→ Ωi+1(X; adP ) dΓ−→ Ωi+2(X; adP ) · · ·
for i ≥ 0, since dΓ ◦ dΓ = FΓ = 0. By analogy with their definitions based on the elliptic
deformation complex for an anti-self-dual connection (see Atiyah, Hitchin, and Singer [3, Proof of
Theorem 6.1] or Donaldson and Kronheimer [23, Section 4.2.5]) on a principal G-bundle P over
a four-dimensional Riemannian manifold, one can define de Rham cohomology groups,
(A.6) H iΓ(X; adP ) := Ker dΓ ∩ Ωi(X; adP )/Ran dΓ, i ≥ 0,
and their harmonic representatives,
(A.7) HiΓ(X; adP ) := Ker(dΓ + d
∗
Γ) ∩ Ωi(X; adP ), i ≥ 0.
In particular, H1Γ(X; adP ) is the Zariski tangent space to M(P ) at [Γ], the Kuranishi obstruction
space is H2Γ(X; adP ), and H
0
Γ(X; adP ) is the tangent space to Stab(Γ) in (3.6) at the identity.
See Ho, Wilkin, and Wu [61, Section 2.1] for further discussion of these cohomology groups. The
definition (A.4) of [Γ] being a regular point of M(P ) is thus equivalent to the condition
(A.8) H2Γ(X; adP ) = 0.
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Following Ho, Wilkin, and Wu [61, Section 2.3], we call
(A.9) κΓ : W
1,p
A1
(X;T ∗X ⊗ adP ) 3 a 7→ a+ 1
2
d∗ΓGΓ[a, a] ∈W 1,pA1 (X;T ∗X ⊗ adP )
the Kuranishi deformation map defined by a C∞ flat connection Γ on P , where GΓ is the Green’s
operator on Ω2(X; adP ) for the Hodge Laplace operator ∆Γ = d
∗
ΓdΓ + dΓd
∗
Γ on Ω
2(X; adP ) given
by (7.11).
Proposition A.3 (Smooth manifold structure of the moduli space of flat connections near reg-
ular points). (See Ho, Wilkin, and Wu [61, Proposition 2.4].) Let (X, g) be a closed, smooth
Riemannian manifold of dimension d ≥ 2, and G be a compact Lie group, P be a smooth princi-
pal G-bundle over X, and p ∈ (d/2,∞) be admissible in the sense of Definition 7.2, and A1 be a
C∞ connection on P . If Γ is a C∞ flat connection on P that is a regular point of M(P ) in the
sense that H2Γ(X; adP ) = 0, then κΓ in (A.9) gives a diffeomorphism from an open neighborhood
of Γ in {
A ∈ Γ + Ker d∗Γ ∩W 1,pA1 (X;T ∗X ⊗ adP ) : FA = 0
}
onto an open neighborhood of the origin in H1Γ(X; adP ).
Ho, Wilkin, and Wu assume that G is a complex reductive Lie group, as they do throughout
their article, but the proof of [61, Proposition 2.4] does not change under the assumption that G
is a compact, semisimple Lie group.
Morgan, Mrowka, and Ruberman provide a more general version [94, Theorem 12.1.1] of Propo-
sition A.3, allowing for consideration of flat connections Γ with non-zero H2Γ(X; adP ). While those
authors assume that X has dimension d = 3 and that G = SU(2), their proof extends almost
without change to the case of arbitrary d ≥ 2 and compact Lie groups G, using an argument like
that in the proof of our Proposition 10.25.
Theorem A.4 (Local Kuranishi models for the moduli space of flat connections). (See Morgan,
Mrowka, and Ruberman [94, Theorem 12.1.1].) Let (X, g) be a closed, smooth Riemannian man-
ifold of dimension d ≥ 2, and G be a compact Lie group, P be a smooth principal G-bundle over
X, and p ∈ (d/2,∞) be admissible in the sense of Definition 7.2, and A1 be a C∞ connection on
P . If Γ is a C∞ flat connection on P , then there are
(1) A Stab(Γ)-invariant neighborhood VΓ of the origin in H
1
Γ(X; adP );
(2) An Aut2,p(P )-invariant neighborhood UΓ of Γ in A
1,p(P );
(3) A Stab(Γ)-equivariant, real-analytic embedding,
ϕΓ : VΓ → UΓ ∩
(
Γ + Ker d∗Γ ∩W 1,pA1 (X;T ∗X ⊗ adP )
)
,
whose differential at the origin is inclusion of H1Γ(X; adP ) into Ker d
∗
Γ ∩W 1,pA1 (X;T ∗X ⊗
adP ); and
(4) A Stab(Γ)-equivariant map,
ΦΓ : VΓ → H2Γ(X; adP ),
so that ϕΓ is a homeomorphism of Φ
−1
Γ (0) onto the space of flat connections in ϕΓ(VΓ).
The map ΦΓ is called the Kuranishi obstruction map in [94]. We have the following refinement
of our [29, Lemma 5.2].
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Lemma A.5 (Morse–Bott property of the Yang–Mills energy function on a Coulomb-gauge slice
at regular flat connections). Let (X, g) be a closed, smooth Riemannian manifold of dimension
d ≥ 2, and G be a compact Lie group, P be a smooth principal G-bundle over X, and p ∈ (d/2,∞)
be admissible in the sense of Definition 7.2. If Γ is a C∞ flat connection on P that is a regular
point of M(P ) in the sense that H2Γ(X; adP ) = 0, then the Yang–Mills energy function YM :
B1,p(P )→ R is Morse–Bott at [Γ] in the sense of Definition 7.6.
Proof. By analogy with the definition of Crit1,pYM in Definition 7.6, set
M(P ) :=
{
A ∈ Γ + Ker d∗Γ ∩W 1,pA1 (X;T ∗X ⊗ adP ) : FA = 0
}
and recall that we had defined
Ker1,pYM ′′(Γ) = KerYM ′′(Γ) ∩Ker d∗Γ ∩W 1,pA1 (X;T ∗X ⊗ adP ).
We recall from (A.3) and (A.5) that there is a constant ε = ε(A1, g,G, p,Γ) ∈ (0, 1] such that
(A.10) M(P ) ∩Bε(Γ) = Crit1,pYM ∩Bε(Γ),
where from (1.27),
Bε(Γ) = Γ +
{
a ∈ Ker d∗Γ ∩W 1,pA1 (X;T ∗X ⊗ adP ) : ‖a‖W 1,pA1 (X) < ε
}
.
If [Γ] ∈ B1,p(P ) is a regular point, so H2Γ(X; adP ) = 0, then after possibly decreasing ε ∈ (0, 1],
we have that M(P ) ∩Bε(Γ) is a smooth submanifold of Bε(Γ) of dimension dim H1Γ(X; adP ) by
Proposition A.3.
The tangent space to M(P ) at Γ is given by
TΓM(P ) = Ker (dΓ + d
∗
Γ) ∩W 1,pA1 (X;T ∗X ⊗ adP ) = H1Γ(X; adP ).
On the other hand, because FΓ = 0 we have by (7.5) that
YM ′′(Γ)(a, b) = (dΓa, dΓb)L2(X) = (d∗ΓdΓa, b)L2(X), ∀ a, b ∈W 1,pA1 (X;T ∗X ⊗ adP ),
and so
YM ′′(Γ) = d∗ΓdΓ : W
1,p
A1
(X;T ∗X ⊗ adP )→W−1,pA1 (X;T ∗X ⊗ adP ),
which in turn restricts to
YM ′′(Γ) = d∗ΓdΓ : Ker d
∗
Γ ∩W 1,pA1 (X;T ∗X ⊗ adP )→ Ker d∗Γ ∩W
−1,p
A1
(X;T ∗X ⊗ adP ).
But then
Ker1,pYM ′′(Γ) = Ker d∗ΓdΓ ∩Ker d∗Γ ∩W 1,pA1 (X;T ∗X ⊗ adP )
= Ker dΓ ∩Ker d∗Γ ∩W 1,pA1 (X;T ∗X ⊗ adP ),
that is,
Ker1,pYM ′′(Γ) = TΓM(P ),
and thus YM : B1,p(P )→ R is Morse–Bott at [Γ] by Definition 7.6. 
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A.3. Stratified-space structure of the SU(2)-character variety for a closed Riemann
surface. For a finitely presented group pi, the quotient
Hom(pi,G)/G
is call the character variety. The group G acts on Hom(pi,G) by conjugation:
(A.11) Hom(pi,G) 3 ρ 7→ gρg−1 ∈ Hom(pi,G).
The space Hom(pi,G) has the structure of an analytic subvariety of Gn, where n is the number
of generators of pi, and an algebraic subvariety if G is algebraic; see Goldman and Millson [48],
Lubotzky and Magid [88], or Saveliev [109, Section 14.1] for the case pi = pi1(Σ), where Σ is
a closed, connected, orientable Riemann surface, and G = SU(2). As noted in [94, p. 184],
Hom(pi1(Σ), SU(2)) is a Whitney-stratified space and consequently, it is a smoothly-stratified
space with local cone-bundle neighborhoods. We abbreviate the G-character variety of the fun-
damental group pi1(Y ) of a topological space Y by
χ(Y,G) := Hom(pi1(Y ), G)/G.
As in Goldman [49, p. 203], we let gAdρ denote the pi-module defined by the composition of the
representations ρ : pi → G and Ad : G→ Aut(g). Recall from [49, Section 1.4] that H1(pi; gAdρ) is
the Zariski tangent space to Hom(pi,G)/G at ρ ∈ Hom(pi,G). The cohomology groups H i(pi; gAdρ)
for i = 0, 2 are also defined and interpreted in Goldman [49, Section 1.4].
In the case of a Riemann surface Σ and semisimple G, by Poincare´ duality one has [49, p. 206]
(A.12) H2(pi1(Σ); gAdρ) ∼= (H0(pi1(Σ); gAdρ))∗.
We let CG(H) := {g ∈ G : gh = hg,∀h ∈ H} denote the centralizer of a subgroup H ⊂ G. From
[49, p. 207], one sees that
(A.13) H2(pi1(Σ); gAdρ) = dimH
0(pi1(Σ); gAdρ) = dimCG(ρ),
where [49, p. 204] CG(ρ) is the centralizer of ρ(pi1(Σ)) ⊂ G.
The different types of reducible representations of pi1(Σ) in SU(2) are described by Saveliev in
[109, Section 14.2]. (See also [55, Proposition 2.1] for explicit representations.) A representation
ρ ∈ Hom(pi1(Σ),SU(2)) is reducible if and only if it factors through a copy of U(1) in SU(2).
Among the reducible representations, Saveliev distinguishes the following three classes:
(1) The trivial representation θ defined by the formula θ(g) = 1 for all g ∈ pi1(Σ);
(2) The central representations that factor through the center Z/2Z = {±1} of SU(2) but are
different from θ; and
(3) The other reducible representations, which factor through U(1) but are not central.
If a reducible representation ρ belongs to one of the first two classes, its stabilizer is the entire
group SU(2); otherwise, Stab(ρ) = U(1).
We let χH(Σ,SU(2)) ⊂ χ(Σ,SU(2)) denote the smooth stratum defined by the set of ρ ∈
Hom(pi1(Σ), SU(2)) that factor through a subgroupH ⊂ SU(2) and, for clarity, let χirr(Σ,SU(2)) =
χSU(2)(Σ, SU(2)) denote the stratum defined by irreducible representations.
Theorem A.6 (Stratum of the character variety defined by irreducible representations). (See
Saveliev [109, Corollary 14.3].) Let Σ be a closed, orientable Riemann surface of genus h ≥ 1. If
h ≥ 2, then χirr(Σ,SU(2)) is a smooth open manifold of dimension 6h− 6 and is empty if h = 1.
We shall need the dimensions of the Zariski tangent spaces for points in other strata of
χ(Σ,SU(2)). The local structure of χ(Σ, G) for more general Lie groups is examined by Goldman
[49, 50].
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Theorem A.7 (Zariski tangent spaces for points in the character variety). (See Goldman [49,
Proposition, p. 204], Walker [134, Proposition 1.3].) If G is a reductive Lie group and Σ is a
closed, orientable Riemann surface of genus h ≥ 1, then
dimH1(pi1(Σ); gAdρ) = (2h− 2) dimG+ 2 dimCG(ρ).
Recall that semisimple algebraic Lie groups are reductive and, in particular, SU(2) is reductive
[10, Section 11]. For G = SU(2), we have:
(1) If ρ is irreducible, so ρ(pi1(Σ)) = SU(2), then CG(ρ) = Z/2Z and dimCG(ρ) = 0;
(2) If ρ is reducible with ρ(pi1(Σ)) = U(1), then CG(ρ) = U(1) and dimCG(ρ) = 1;
(3) If ρ is reducible with ρ(pi1(Σ)) = Z/2Z, then CG(ρ) = SU(2) and dimCG(ρ) = 3.
From Theorem A.7, we obtain:
dimH1(pi1(Σ); su(2)Adρ) = 6h− 6, ∀ ρ ∈ χirr(Σ,SU(2)),
dimH1(pi1(Σ); su(2)Adρ) = 6h− 4, ∀ ρ ∈ χU(1)(Σ,SU(2)),
dimH1(pi1(Σ); su(2)Adρ) = 6h, ∀ ρ ∈ χZ/2Z(Σ,SU(2)).
(See [109, Example, p. 161] for the calculation when ρ ∈ χirr(Σ,SU(2)).)
When h = 1 and Σ = T2, Theorem A.6 implies that the stratum χirr(Σ,SU(2)) is empty while
dimH1(pi1(T2); su(2)Adρ) = 2, ∀ ρ ∈ χU(1)(T2,SU(2)),(A.14)
dimH1(pi1(T2); su(2)Adρ) = 6, ∀ ρ ∈ χZ/2Z(Σ, SU(2)).(A.15)
(This is the content of [109, Exercises 14.1 and 15.1]; the dimensions of these Zariski tangent
spaces can be computed directly using the methods described in [109, Chapter 15].) Moreover,
by (A.13) we obtain
dimH2(pi1(T2); su(2)Adρ) = dimH0(pi1(T2); su(2)Adρ) = dimCG(ρ) = 1,(A.16)
∀ ρ ∈ χU(1)(T2, SU(2)),
dimH2(pi1(T2); su(2)Adρ) = dimH0(pi1(T2); su(2)Adρ) = dimCG(ρ) = 3,(A.17)
∀ ρ ∈ χZ/2Z(Σ,SU(2)).
The stratified-space structure of the character variety χ(T2, SU(2)) as a pillowcase is summarized
in Figure A.3. Following Hedden, Herald, and Kirk [55, Sections 3.1 and 3.2] and Kirk [71,
Section 1.2], let µ, γ ∈ pi1(T2) denote choices of generators, so pi1(T2) = Zµ ⊕ Zγ. To any point
(α, β) ∈ R2, one can assign the conjugacy class in χ(T2, SU(2)) of the representation
(A.18) µ 7→
(
eiα 0
0 e−iα
)
, γ 7→
(
eiβ 0
0 e−iβ
)
.
The induced map R2 → χ(T2,SU(2)) factors through the branched cover
R2 → R2/(Z2 o Z/2Z),
where Z2 o Z/2Z acts on R2 by
(m,n) · (x, y) = (x+ 2pim, y + 2pin), τ · (x, y) = (−x,−y),
for all (m,n) ∈ Z2 and (x, y) ∈ R2, where τ ∈ Z/2Z is the generator. Equivalently, one can view
the pillowcase as the quotient of S1 × S1 by the action of Z/2Z as τ · (z, w) = (z¯, w¯), regarding
the unit circle S1 as a subset of the complex plane [109, Exercise 14.1].
We summarize the preceding discussion of the structure of χ(T2, SU(2)) in the
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0
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2pi
Figure A.1. The left-hand panel describes a fundamental domain for the action
of the semidirect product Z2oZ/2Z on R2 while on the right-hand panel shows the
“pillowcase” obtained by performing the identifications described on the left. The
pillowcase is homeomorphic to the two-dimensional sphere. (This is [55, Figure 2]
due to Hedden, Herald, and Kirk and used by permission of those authors.)
Theorem A.8 (Stratified-space structure of the SU(2) character variety for the two-dimensional
torus). The character variety χ(T2,SU(2)) has the following properties:
(1) The space χ(T2,SU(2)) is homeomorphic to S2.
(2) The stratum χirr(T2, SU(2)) is empty.
(3) The stratum χU(1)(T2, SU(2)) is diffeomorphic to the complement in S2 of four points and
the Zariski tangent space to any point [ρ] ∈ χU(1)(T2, SU(2)) has dimension two.
(4) The stratum χZ/2Z(T2, SU(2)) comprises four distinct points and the Zariski tangent space
to any point [ρ] ∈ χZ/2Z(T2,SU(2)) has dimension six.
We note that the character variety χ(T2,SU(2)) is an analytic subvariety of SU(2) × SU(2)
given by the quotient of zero set of the map
SU(2)× SU(2) 3 (g1, g2) 7→ [g1, g2] ∈ SU(2)
by the action of SU(2) by conjugation [109, Theorem 14.2].
A.4. Stratified-space structure of the moduli space of flat SU(2) connections over a
closed Riemann surface. We recall that if X is a connected manifold and A is a smooth
connection on a principal G-bundle P over X, then by [23, Lemma 4.2.8] there is an isomorphism
of Lie groups,
(A.19) Stab(A) ∼= CG(Hol(A)),
where Hol(A) is the holonomy group of the connectionA inG (with respect to a choice of basepoint
x ∈ X). When G = SU(2), the only possibilities for Stab(A) are Z/2Z (when Hol(A) = SU(2)),
U(1) (when Hol(A) = U(1)), and SU(2) (when Hol(A) = Z/2Z). Let M(X,G) denote the moduli
space of flat connections on the product bundle P = X ×G. If pi1(G) = {1}, then any principal
G-bundle over a closed, connected, orientable Riemann surface Σ is isomorphic to Σ × G (see
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Audin [4, p. 148] and so we fix P = Σ×G. (In particular, any principal SU(2)-bundle over Σ is
isomorphic to Σ× SU(2).)
Let G be a connected Lie group and X be a closed, smooth manifold of dimension d ≥ 2. We
recall from a discussion of Goldman [49, Section 1.8] of the homeomorphism (see, for example,
[73, Proposition 1.2.6])
(A.20) M(X,G) 3 [Γ] 7→ [ρ] ∈ Hom(pi1(X), G)/G
that there is a canonical isomorphism,
(A.21) H1Γ(X; adP )
∼= H1(pi1(X); gAdρ).
In the context of gauge theory, when Σ is a Riemann surface, Poincare´ duality [61, Lemma 2.1]
also gives
(A.22) H2Γ(Σ; adP )
∼= (H0Γ(Σ; adP ))∗.
This observation is used in [94, p. 189]. Consequently, by (A.19) one has
(A.23) dimH2Γ(Σ; adP ) = dimH
0
Γ(Σ; adP ) = dim Stab(Γ).
The cohomology groups H2(pi1(X); gAdρ) and H
2
Γ(X; adP ) are carefully compared by Ho, Wilkin,
and Wu in [61, Section 4] when G is a complex reductive Lie group, though much of the discussion
is valid for compact, semisimple Lie groups. In particular, when Σ is a Riemann surface then (see
[61, Paragraph following Equation (4.1)])
(A.24) H2Γ(Σ; adP )
∼= H2(pi1(Σ); gAdρ).
We specialize again to the case G = SU(2) in order to compare the moduli space M(Σ, SU(2) of
flat SU(2) connections over Σ and the character variety χ(Σ,SU(2)) = Hom(pi1(Σ), SU(2))/ SU(2).
By analogy with the stratification of the character variety χ(Σ,SU(2)), we let MH(Σ,SU(2)) ⊂
M(Σ,SU(2)) denote the subspace of points [Γ] with holonomy groups Hol(Γ) ∼= H and stabi-
lizer Stab(Γ) ∼= GG(Hol(Γ)), where H = Z/2Z, U(1), or SU(2) and for clarity, we again write
M irr(Σ,SU(2)) = MSU(2)(Σ,SU(2)). Ho, Wilkin, and Wu [61, Section 4, last paragraph] note
that the map (A.20) gives a diffeomorphism:
M irr(Σ,SU(2)) ∼= χirr(Σ,SU(2)).
For the other strata of M(Σ,SU(2)), at least when Σ has genus one, the preceding discussion
yields the following consequence of Theorem A.8.
Theorem A.9 (Stratified-space structure of the moduli space of flat SU(2) connections over the
two-dimensional torus). The moduli space M(T2,SU(2)) has the following properties:
(1) The space M(T2,SU(2)) is homeomorphic to S2.
(2) The stratum M irr(T2, SU(2)) is empty.
(3) The stratum MU(1)(T2, SU(2)) is diffeomorphic to the complement in S2 of four points
and the Zariski tangent space to any point [Γ] ∈MU(1)(T2, SU(2)) has dimension two.
(4) The stratum MZ/2Z(T2, SU(2)) comprises four distinct points and the Zariski tangent
space to any point [Γ] ∈MZ/2Z(T2, SU(2)) has dimension six.
See Nishinou [101, Theorem 2.1] (and Friedman [38, Theorem 8.25]) for another approach to
Theorem A.8 using the relationships between rank-two, semistable Hermitian vector bundles, flat
connections, and unitary representations of pi1(Σ). From Lemma A.5 and Theorem A.9 we obtain
the following
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Corollary A.10 (Morse–Bott property of the Yang–Mills energy function along strata of the
moduli space of flat SU(2) connections over a closed Riemann surface). If Σ is a closed, connected,
orientable Riemann surface of genus h ≥ 1, then the Yang–Mills energy functions YM and ŶM
are Morse–Bott along M irr(Σ, SU(2)). If h = 1, then YM and ŶM are Morse–Bott along the
two-dimensional smooth stratum MU(1)(Σ,SU(2)) but not Morse–Bott at any one of the four
points in the zero-dimensional stratum MZ/2Z(Σ, SU(2)).
The Kuranishi model [94, Proposition 13.2.3] for an open neighborhood of [Θ] in the quotient
space B(T2,SU(2)) (see also Theorem A.4) shows that M(T2, SU(2)) is an analytic subvariety
of B(T2, SU(2)) with quadratic singularities. For any Riemann surface Σ, one has the following
special case of a result due to Herald.
Theorem A.11 (Stratified-space structure of the moduli space of flat SU(2) connections over a
closed Riemann surface). (See Herald [56, Theorem 10].) Let Σ be a closed, connected, orientable
Riemann surface of genus h ≥ 1. Then M(Σ, SU(2)) is a real analytic variety with smooth strata
M irr(Σ,SU(2)), MU(1)(Σ, SU(2)), and MZ/2Z(Σ, SU(2))
of dimensions 6h− 6, 2h, and zero, respectively.
Herald’s proof of Theorem A.11 relies on key results due to Goldman [50, Theorem 3] and Mor-
gan, Mrowka, and Ruberman [94, Proposition 13.2.3]. In [65, 66, 67, 68], Huebschmann provides
a comprehensive analysis of the local structure of moduli spaces of Yang–Mills connections over
closed Riemann surfaces that generalizes [56, Theorem 10].
A.5. Local distance-minimizing property for a Coulomb gauge condition. We will prove
a generalization of the following well-known exercise in texts on partial differential equations: If
Ω ⊂ Rn is a bounded domain with C2 boundary ∂Ω, then Ω obeys the exterior sphere condition
in the sense that for each y0 ∈ ∂Ω, there is an open ball Bδ(z0) ⊂ Rn \ Ω¯, depending on y0, such
that B¯δ(z0) ∩ ∂Ω = {y0}. See, for example, Fornaro, Metafune, and Priola [36, Proposition B.2],
Gilbarg and Trudinger [46, Paragraph preceding Theorem 6.13], McOwen [91, Exercise 4.3.2],
or Taheri [123, Exercise 10.33.1]. Fornaro et al. use a uniform version [36, Proposition B.2] of
the exterior sphere condition to prove basic properties [36, Proposition B.3] of the nearest-point
projection operator for the boundary ∂Ω of an unbounded domain Ω. See Gilbarg and Trudinger
[46, Section 14.6] for results of this kind for bounded domains in Euclidean space and Simon [116,
Section 2.12.3, Theorem 1] for a definitive result on properties of the nearest-point projection
operator for a closed Ck submanifold (with k ≥ 2, k =∞, or k = ω) of Euclidean space.
Lemma A.12 (Sphere condition for a C2 submanifold of a Banach space). Let X be a Banach
space that is continuously embedded in and a dense subspace of a Hilbert space H and let Y be
a Banach space that is continuously embedded in X . Let S ⊂ X be a C2 submanifold modeled
on Y . If y0 ∈ S , then there is a positive constant δ such that if z0 = y0 + δη, where η ∈ T⊥y0S
(the orthogonal complement of the tangent space Ty0S ) and ‖η‖X = 1, then ∂Bδ(z0)∩S = {y0}
and Bδ(z0) ⊂X \S , where Br(x) := {w ∈X : ‖w − x‖X < r} for r ∈ (0,∞).
Proof. Let pi : X → Y denote orthogonal projection, denote pi⊥ := idX − pi, and let Y ⊥ denote
the orthogonal complement of Y . Observe that X = Y ⊕Y ⊥ as a direct sum of Banach spaces.
We may assume without loss of generality that y0 = 0, the zero element of X , and note that
T0S = Y and T⊥0 S = Y ⊥.
We first consider the model case where S = Y . Let δ be any positive constant and let
z0 = δη. Let B¯δ(z0) := {w ∈ X : ‖w − z0‖X ≤ δ} denote the closure of Bδ(z0) in X and
84 PAUL M. N. FEEHAN
B¯δ(z0) denote the closure of Bδ(z0) in H . If x, y ∈ B¯δ(z0), then there are sequences {xn}n∈N,
{yn}n∈N in Bδ(z0) such that xn → x and yn → y in H as n → ∞. For all t ∈ [0, 1], we have
t(xn − z0) + (1 − t)(yn − z0) ∈ Bδ(z0) and so, by taking limits in H as n → ∞, we obtain
t(x − z0) + (1− t)(y − z0) ∈ B¯δ(z0). Hence, B¯δ(z0) is a non-empty, closed, convex subset of the
Hilbert space, H , and thus contains a unique element of smallest H norm. But ‖z0‖X = δ, so
0 ∈ B¯δ(z0) ⊂ B¯δ(z0), and 0 must be that unique element of smallest H norm. Therefore
Y ∩ B¯δ(z0) = {0}
and so Bδ(z0) ⊂X \ Y .
For the general case where S is a noncompact C2 submanifold, we extend the argument
described by Fornaro, Metafune, and Priola [36, Proposition B.2]. BecauseS is a C2 submanifold
of X modeled on Y , there are an open neighborhood U ⊂X of the origin and a C2 embedding
ϕ : U → X such that ϕ(0) = 0 and ϕ(U ∩S ) = ϕ(U ) ∩ Y is a relatively open neighborhood
of the origin in Y . Denote ϕ‖ := pi ◦ ϕ and ϕ⊥ := pi⊥ ◦ ϕ. There is a constant ε = ε(U ) ∈ (0, 1]
such that, for any w‖ ∈ U ∩ Y ,
(A.25) xζ(t) := w
‖ + tζ ∈ U , ∀ t ∈ [0, ε] and ζ ∈ Y ⊥ with ‖ζ‖X = 1.
The Taylor Formula gives
ϕ⊥(xζ(t)) = tDϕ⊥(0)ζ +Rζ(t),
with ‖Rζ(t)‖X ≤ Ct2, for some constant C = C(ϕ) ∈ [1,∞). For convenience, we abbreviate
L := Dϕ⊥(0) ∈ L (Y ⊥). Note that L is invertible since Dϕ(0) is invertible by virtue of the fact
that ϕ is a local diffeomorphism and Dϕ(0) = Dϕ‖(0)⊕Dϕ⊥(0) on X = Y ⊕ Y ⊥. Hence,
‖ζ‖X = ‖ζ‖Y ⊥ = ‖L−1Lζ‖Y ⊥ ≤ ‖L−1‖L (Y ⊥)‖Lζ‖Y ⊥ = K‖Lζ‖X , ∀ ζ ∈ Y ⊥,
where K := ‖L−1‖L (Y ⊥). Thus
‖ϕ⊥(xζ(t))‖X = ‖tDϕ⊥(0)ζ +Rζ(t)‖X
≥ t‖Dϕ⊥(0)ζ‖X − ‖Rζ(t)‖X
≥ K−1t− Ct2.
Now K−1t− Ct2 = t(K−1 − Ct) > 0 if and only if 0 < t < 4δ := 1/(CK). In particular,
ϕ⊥(xζ(t)) 6= 0, ∀ t ∈ (0, 4δ).
By construction of ϕ, we have x ∈ U ∩S ⇐⇒ ϕ‖(x) ∈ ϕ(U ) ∩ Y ⇐⇒ ϕ⊥(x) = 0 ∈ Y ⊥.
Consequently,
(A.26) xζ(t) /∈ S , ∀ t ∈ (0, 4δ).
Suppose w = w‖ + w⊥ ∈ Bδ(z0), where w‖ := piw and w⊥ := pi⊥w, and we set ζ := w⊥/‖w⊥‖X ,
noting that w⊥ 6= 0 since Bδ(z0) ⊂X \ Y by construction. If we now choose
xζ(t) := w
‖ + tζ, ∀ t ∈ (0, 4δ),
as in (A.25) then w = xζ(t) if and only if t = ‖w⊥‖X . But 0 < ‖w⊥‖X = ‖pi⊥w‖X ≤ ‖w‖X < 2δ
and so w = xζ(t) /∈ S by (A.26). Because w ∈ Bδ(z0) was arbitrary, we see that Bδ(z0) ⊂X \S .
To finish the proof, it remains to observe that 0 ∈ ∂Bδ(z0) and S ∩ ∂Bδ(z0) = {0} 
The conclusion of Lemma A.12 may be usefully rephrased in the folliowing
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Corollary A.13 (Local minimizing property for distance to a C2 submanifold of a Banach space).
Continue the hypotheses of Lemma A.12. Then
‖y − z0‖X ≥ ‖y0 − z0‖X , ∀ y ∈ Y ,
with equality if and only if y = y0.
We now apply Lemma A.12 and Corollary A.13 to the orbit of a connection A0 in A 1,p(P ).
Corollary A.14 (Local distance-minimizing property for a Coulomb gauge condition). Let (X, g)
be a closed, connected, smooth Riemannian manifold of dimension d ≥ 2, and G be a compact
Lie group, and P be a smooth principal G-bundle over X. If A0 is a C
∞ connection on P and
p ∈ (d/2,∞), then there is a constant δ = δ(A0, g,G, p) ∈ (0, 1] with the following significance. If
d∗A0(A−A0) = 0 and ‖A−A0‖W 1,pA0 (X) < δ, then
(A.27) ‖u(A)−A0‖W 1,pA0 (X) ≥ ‖A−A0‖W 1,pA0 (X), ∀u ∈ Aut
2,p(P ),
and equality holds if and only if u ∈ Stab(A0).
Proof. Observe that Aut2,p(P )/ Stab(A0) acts freely on A 1,p(P ), where Stab(A0) ⊂ G is as
defined in (3.6). The smooth map
(A.28) Aut2,p(P )/ Stab(A0) 3 u 7→ u(A0) ∈ A 1,p(P )
has derivative given by ξ 7→ dA0ξ at the identity in Aut2,p(P )/ Stab(A0), where
ξ ∈ Tid
(
Aut2,p(P )/ Stab(A0)
)
= (Ker ∆A0)
⊥ ∩W 2,pA0 (X; adP ) = Tid Aut
2,p
0 (P ),
and where Aut2,p0 (P ) ⊂ Aut2,p(P ) is as in (3.3) and locally diffeomorphic to a neighborhood of
the identity 1 in Aut2,p(P )/ Stab(A0). In particular, the map (A.28) is an immersion and thus
an embedding on a small enough open neighborhood G0 ⊂ Aut2,p(P )/ Stab(A0) of the identity.
We wish to also show that the geometry suggested in the left-hand panel of Figure A.5, based on
the classic example described by Lee [81, Example 4.19] of an immersion that is not an embedding,
does not occur for the map (A.28). If we can choose ε = ε(A0, g,G, p) ∈ (0, 1] small enough that
‖u(A0)−A0‖ ≥ ε for all u ∈ Aut2,p(P )− G0, then we are done and the geometry is as indicated
in the right-hand panel of Figure A.5. Otherwise, there is a sequence {un}n∈N ⊂ Aut2,p(P ) such
that un(A0) → A0 in W 1,pA0 (X;T ∗X ⊗ adP ) as n → ∞. But then Corollary 3.3 implies that
un → 1 in Aut2,p(P )/ Stab(A0) as n→∞. Thus un ∈ G0 for all large enough n, where the map
(A.28) is a local embedding and the orbit is embedded as suggested in the right-hand panel of
Figure A.5.
It remains to apply Corollary A.13 with S , X , and Y defined by Corollary 3.3:
X = W 1,pA0 (X;T
∗X ⊗ adP ),
Y = Ran dA0 ∩W 1,pA0 (X;T ∗X ⊗ adP ),
Y ⊥ = Ker d∗A0 ∩W 1,pA0 (X;T ∗X ⊗ adP ),
S = Aut2,p0 (P ).
The conclusion (A.27) when u ∈ Aut2,p(P )/ Stab(A0) follows by choosing y0 = A0 and z0 = A in
Corollary A.13. Finally, observe that if w ∈ Stab(A0), then
‖wu(A)−A0‖W 1,pA0 (X) = ‖u(A)− w
−1(A0)‖W 1,p
w−1(A0)
(X)
= ‖u(A)−A0‖W 1,pA0 (X),
and so the conclusion (A.27) follows for all u ∈ Aut2,p(P ). 
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Figure A.2. Example of an immersion and an embedding of Aut2,p(P )/Stab(A0)
in A 1,p(P ) as the orbit O(A0) = {u(A0) : u ∈ Aut2,p(P )}.
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