We present the amounts of information, fidelity, and reversibility obtained by arbitrary quantum measurements on completely unknown states. These quantities are expressed as functions of the singular values of a measurement operator corresponding to the obtained outcome. As an example, we consider a class of quantum measurements with highly degenerate singular values to discuss tradeoffs among information, fidelity, and reversibility. The tradeoffs are at the level of a single outcome, in the sense that the quantities pertain to each single outcome rather than the average over all possible outcomes.
Introduction
In quantum theory, information about a physical system cannot be obtained without affecting it because quantum measurement inevitably changes the state of the system via nonunitary state reduction. This property of quantum measurement is profoundly interesting for the foundations of quantum mechanics and is of practical importance in quantum information processing and communication [1] , such as in quantum cryptography [2, 3, 4, 5] . Therefore, the subject of a tradeoff between information gain and state change has been discussed by many authors [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18] over several years using various formulations. For example, Banaszek [7] showed an inequality between two fidelities quantifying information gain and state change and Ozawa [12] generalized Heisenberg's uncertainty relation for noise and disturbance in quantum measurements.
On the other hand, state change due to quantum measurement has been shown not to be necessarily irreversible [19, 20, 21] if the measurement preserves all the information about the system, though it was once widely believed to be irreversible such that one could not recover the premeasurement state from the postmeasurement one [22] . In fact, in a physically reversible measurement [20, 21] , the premeasurement state can be recovered from the postmeasurement one with a nonzero probability of success via a second measurement, called a reversing measurement. Reversible measurements have been proposed for various physical systems [23, 24, 25, 26, 27, 28, 29] and have been experimentally demonstrated using a superconducting phase qubit [30] and a photonic qubit [31] .
Thus, it is natural to discuss not only the size of the state change but also its reversibility while considering the costs of information gain. Intuitively, as measurements provide more information about a system, one would expect that more information would result in more change of a system's state along with reduced reversibility. Moreover, whenever the reversing measurement recovers the premeasurement state of the first measurement, it erases all the information obtained by the first measurement (see the Erratum of Ref. [24] ). In a different type of reversible measurement, known as unitarily reversible measurement [32, 33] , the premeasurement state can be recovered from the postmeasurement one with unit probability via a unitary operation although the measurement provides no information about the system. Therefore, there are some tradeoffs among information gain, state change, and physical reversibility in quantum measurement.
Such tradeoffs have been studied in photodetection processes [34] and in single-qubit measurements [35] . These tradeoffs are at the level of a single outcome, in contrast to conventional ones [6, 7, 9, 10, 14, 16] ; that is to say that the quantities affected are those pertaining to each single outcome, rather than those averaged over all possible outcomes. This characteristic is desirable for studying state recovery with information erasure in a physically reversible measurement, because it occurs not on average but only when the reversing measurement yields a preferred single outcome. On the other hand, using quantities averaged over outcomes, Cheong and Lee [36] demonstrated that a tradeoff exists between information gain and physical reversibility, which has been experimentally verified [37, 38] using single photons.
In this paper, we present the general formulas for information gain, state change, and physical reversibility for an arbitrary quantum measurement on a d-level system in a completely unknown state. These formulas are more general versions of those for an arbitrary quantum measurement on a two-level system [35] and those for a projective measurement on a d-level system [39] . We present the evaluation of the amount of information gain by the decrease in Shannon entropy [11, 40] , the degree of state change by the fidelity [41] , and the degree of physical reversibility by the maximum successful probability of the reversing measurement [42] . The formulas are written using the singular values of a measurement operator corresponding to the outcome of the measurement. Unfortunately, when some singular values are degenerate, the formula for information gain is not useful for numerical calculations due to apparent divergences. Therefore, for the information gain, we show another formula that is free from apparent divergences, even when the singular values are degenerate.
The rest of this paper is organized as follows: Section 2 explains the procedure for quantifying information gain, state change, and physical reversibility and shows their explicit formulas. Section 3 deals with the degeneracy of singular values. Section 4 considers a class of quantum measurements with highly degenerate singular values and discusses the tradeoffs among information gain, state change, and physical reversibility. Section 5 summarizes our results.
Formulation

Information gain
We first consider the amount of information provided by a quantum measurement. To evaluate this amount, it is first assumed that the premeasurement state of a system to be measured is known to be one of a set of predefined pure states {|ψ(a) }, a = 1, . . . , N, each of which has an equal probability of p(a) = 1/N, although the index a of the premeasurement state is unknown. The lack of information about the state is then given by
prior to measurement, where the Shannon entropy has been used as a measure of uncertainty rather than the von Neumann entropy of the mixed statê ρ = a p(a)|ψ(a) ψ(a)| because the uncertain information is the classical variable a rather than the predefined quantum state |ψ(a) . Each state |ψ(a)
can be expanded in an orthonormal basis {|i } as
where i = 1, 2, . . . , d, and d is the dimension of the Hilbert space associated with the system. For the state to be normalized, the coefficients {c i (a)} must satisfy the normalization condition
Since, in quantum measurements, the system to be measured is usually in a completely unknown state, the predefined states {|ψ(a) } are assumed to be all of the possible pure states of the system with N → ∞.
A quantum measurement of the system can then be made to obtain information about the state. In general, a quantum measurement is described by a set of measurement operators {M m } [43, 1] 
where m denotes the outcome of the measurement andÎ is the identity operator. When the system is in a state |ψ , the measurement {M m } yields an outcome m with probability
changing the state into
Here it has been assumed that the quantum measurement is efficient [8] or ideal [33] in the sense that the postmeasurement state is pure if the premeasurement state is pure, in order to focus on the quantum nature of measurement by ignoring classical noise. Each measurement operatorM m can be decomposed by singular-value decomposition aŝ
whereÛ m andV m are unitary operators, andD m is a diagonal operator in the orthonormal basis {|i }:D
The diagonal elements {λ mi }, called the singular values ofM m , are not less than 0 by definition and are not greater than 1 on the basis of Eq. (4); that is, 0 ≤ λ mi ≤ 1
for i = 1, 2, . . . , d. In this situation, where the measurement is performed on one of all possible pure states {|ψ(a) }, the unitary operatorV m can be removed from the measurement operator given in Eq. (7) aŝ
by relabeling the index a as |ψ ′ (a) =V m |ψ(a) without loss of generality. Furthermore, the unitary operatorÛ m is irrelevant to information gain, since the probability given by Eq. (5) is unaffected byÛ m . Although it changes the state of the system as in Eq. (6), the state change caused byÛ m can be recovered with unit probability and no information loss after the measurement by applyingÛ † m to the system. Thus, to see the inevitable state change and irreversibility caused by the extraction of information, it suffices to set the measurement operator of Eq. (7) equal tô
By substituting Eqs. (2) and (11) into Eq. (5), it is evident that the measurement yields outcome m with probability
when the premeasurement state of the system is |ψ(a) . Since the probability of |ψ(a) is p(a) = 1/N, the total probability of the outcome m is given by
where the overline denotes the average over a,
On the contrary, given the outcome m, the probability of the premeasurement state |ψ(a) can be calculated to be
according to Bayes' rule. Therefore, after the measurement yields the outcome m, the lack of information about the premeasurement state decreases to the Shannon entropy
Using this decrease in Shannon entropy [11, 40] , the information provided by the measurement with the outcome m can be expressed as
which is always positive and evidently free from the divergent term log 2 N → ∞ in Eq. (1), due to the assumption that p(a) is uniform. This quantity can be viewed as the relative entropy (or the Kullback-Leibler divergence) [1] of p(a|m) to the uniform distribution p(a) = 1/N,
To explicitly calculate the information in Eq. (17), it is necessary to average q m (a) and q m (a) log 2 q m (a) over all possible pure states of the system, {|ψ(a) }. As shown in Appendix A, a straightforward calculation gives
where σ m is the Hilbert-Schmidt norm ofM m ,
On the other hand, it would be difficult to directly calculate the average of q m (a) log 2 q m (a) using the method described in Appendix A. However, in different contexts, similar calculations have been performed in various ways [44, 45, 46] . By applying the integral formula derived in Ref. [45] to this case, the following expression can be obtained:
where η(n) is defined by
Note that in order to obtain the form of Eq. (21) from the integral formula, it is necessary to use the identity
and the recurrence formula of the digamma function ψ(z), ψ(z + 1) = ψ(z) + 1/z. By substituting Eqs. (19) and (21) into Eq. (17), the information can finally be expressed as
This function is invariant under the interchange of any pair of singular values,
as well as under the rescaling of all singular values by a constant factor c, 
resembles the subentropy discussed in Ref. [46] . However, these quantities have different meanings, since the subentropy is a function of the eigenvalues of the premeasurement density operatorρ = a p(a)|ψ(a) ψ(a)|, rather than a function of the singular values of the measurement operatorM m . For a fixed d, Eq. (27) satisfies the inequality [46] 
The lower bound is achieved when only one singular value is nonzero, as in the projective measurement of rank 1, whereas the upper bound is achieved when all singular values are equal, as in the identity operation. The information in Eq. (17) is at the level of a single outcome in the sense that it has its value when a single outcome m has been obtained. If I(m) is averaged over all outcomes with probabilities given by Eq. (13), the mutual information [1] of the random variables {a} and {m} is obtained:
where p(m, a) = p(m|a) p(a). However, this is the amount of information that is expected to be obtained on average before the measurement, rather than the actual information I(m). While the average information expressed by Eq. (29) is not discussed further in this paper, the explicit form of I is presented herein, since it cannot be found in the literature. It becomes
from Eqs. (13), (19) , and (24), with an identity resulting from the trace of Eq. (4),
State change
Now the degree of state change caused by the measurement as a cost of the information gain is considered. When the premeasurement state of the system is |ψ(a) , a measurement with outcome m changes it to
according to Eq. (6) with Eqs. (11) and (12). This state change can be evaluated using the fidelity [41, 1] as
which decreases as the measurement changes the state of the system by a greater extent. By averaging over the premeasurement states {|ψ(a) } with probabilities given by Eq. (15), the fidelity after the measurement with the outcome m can be expressed as
where the squared fidelity, rather than the fidelity, has been averaged for simplicity.
To explicitly calculate the fidelity in Eq. (34), it is necessary to average
2 over all possible pure states of the system, {|ψ(a) }. As shown in Appendix A, the average is given by
where τ m is the trace norm ofM m ,
By substituting Eqs. (19) and (35) into Eq. (34), the fidelity can be obtained as follows:
This function is also invariant under the interchange of Eq. (25) and the rescaling of Eq. (26).
The fidelity in Eq. (34) is also at the level of a single outcome, in the sense that it has its value when a single outcome m has been obtained. If F (m) is averaged over all outcomes with probabilities given by Eq. (13), the mean operation fidelity [7] is obtained:
whose explicit form is given by [7] 
from Eqs. (13), (19) , and (31), though the average fidelity of Eq. (38) is not discussed further in this paper.
Physical reversibility
Next, the degree of reversibility of the measurement is considered. A quantum measurement is said to be physically reversible [20, 21] if the premeasurement state can be recovered from the postmeasurement state with a nonzero probability of success via a reversing measurement. The necessary and sufficient condition for physical reversibility is that the measurement operator M m has a bounded left inverseM −1 m . If this condition is satisfied, then the reversing measurement can be constructed by another set of measurement operators {R
and in addition, for a particular µ = µ 0 ,
where µ denotes the outcome of the reversing measurement and κ m is a complex constant. When the reversing measurement {R
µ } is performed on the postmeasurement state given in Eq. (6) and the preferred outcome µ 0 is obtained, the state of the system successfully reverts to the premeasurement state |ψ , except for an overall phase factor via the second state reduction,
where
is the probability for the second outcome µ 0 given the first outcome m and thus is the successful probability of the reversing measurement. Then, the physical reversibility can be evaluated using the maximum successful probability of the reversing measurement [42, 47, 26, 36] . Since the completeness condition given in Eq. (40) requires ψ|R
µ 0 |ψ ≤ 1 for any |ψ , the upper bound for |κ m | 2 is given by [42] 
where λ m,min is the minimum singular value ofM m ,
Therefore, the maximum successful probability of the reversing measurement is
which is regarded as a measure of physical reversibility of measurement. In this situation, when the measurement on the premeasurement state |ψ(a) yields an outcome m, the reversibility of Eq. (46) is given by
on the basis of Eq. (12) . By averaging over the premeasurement states {|ψ(a) } with probabilities given by Eq. (15), the reversibility of the measurement with the outcome m can be expressed as
by using Eq. (19) . This function is also invariant under the interchange of Eq. (25) and the rescaling of Eq. (26) . Again, this reversibility is at the level of a single outcome in the sense that it has its value when a single outcome m has been obtained. If R(m) is averaged over all outcomes with probabilities given by Eq. (13), the degree of physical reversibility of a measurement that was discussed in Ref. [42] is obtained:
whose explicit form is given by [36] 
from Eqs. (13) and (19), though the average reversibility of Eq. (49) is not discussed further in this paper.
State estimation
Finally, another measure of information gain called estimation fidelity is introduced to show its general formula at the level of a single outcome, though this paper will mainly use I(m) given in Eq. (17) . Suppose that when the measurement yields an outcome m, the premeasurement state is estimated by a state |ϕ(m) . If the actual premeasurement state is |ψ(a) , the quality of the estimation can be evaluated by the overlap ϕ(m)|ψ(a) 2 . By averaging over the premeasurement states {|ψ(a) } with probabilities given by Eq. (15), the estimation fidelity after the measurement with the outcome m can be expressed as
which depends on the strategy of selecting |ϕ(m) . In the optimal case [7] , the estimation |ϕ(m) is assigned to the eigenvector ofM † mM m corresponding to its maximum eigenvalue. SinceM † mM m =D 2 m from Eq. (11), |ϕ(m) is one of the states in the basis {|i }; namely, |ϕ(m) = |l , with l being one of 1, 2, . . . , d that satisfies
Using this strategy, the estimation fidelity can be written as
which is explicitly calculated to be (26) .
This estimation fidelity is at the level of a single outcome. If G(m) is averaged over all outcomes with probabilities given by Eq. (13), the mean estimation fidelity [7] is obtained:
from Eqs. (13), (19) , and (31).
Degeneracy
When some singular values are degenerate, Eq. (24) for information gain is not useful for numerical calculations due to the apparent divergences of
Of course, J is finite, because it arises from the integral of a bounded function over a bounded region as in Eq. (21) . Even if λ mi = λ mk , a finite result can be obtained by taking the limit as λ mi → λ mk . However, this limit operation is quite complicated if singular values are highly degenerate. Therefore, another formula will be presented for the information gain that requires no limit operations even when singular values are degenerate.
Since the ordering of singular values is insignificant due to the invariance under the interchange of Eq. (25), they can first be divided into groups on the basis of their values:
where the sth group contains n s singular values ofλ ms , and thus s n s = d. For example, if the singular values are
they are divided into three groups as
In accordance with this grouping, the summation over i in Eq. (57) can be expressed as a summation over the groups
where J s is the sum within the sth group λ ms , n s defined as a limit of λ 1 , λ 2 , . . . , λ ns →λ ms :
This limit can be calculated as follows: First, substituteλ ns . As a consequence of these procedures, one find that at the last step J s should be of the form
where {w
n } are finite coefficients. Therefore, using the coefficients {z
n } defined by Taylor series
J s can be written with no limit operations as
Note that when Eq. (64) is substituted into Eq. (63), the divergent terms containing {w
n } with n = 1, 2, . . . , n s −1 should be canceled by the divergent terms containing {z (s) n } with n = n s − 2, n s − 3, . . . , 0, since J s is finite. A more explicit form of J s can be found by separating the left-hand side of Eq. (64) into two parts that can then be expanded as Taylor series. The first part is
which corresponds to the numerator of Eq. (64). As shown in Appendix B, the coefficients {c
where the coefficients {a
The explicit forms of {a
It is clear that c
On the other hand, the second part is
The coefficients {b (s) n } are complicated in general, but they can be described in a compact form with the help of complete Bell polynomials
where the summation is taken over all possible sets of non-negative integers {j r } such that n r=1 rj r = n.
The explicit forms for n = 0, 1, 2, and 3 are
With these complete Bell polynomials, the coefficients {b
where the coefficients {h 
Sinceλ ms =λ mr if s = r due to the grouping of Eq. (58), this expression is clearly free from apparent divergences, thus eliminating the need for limit operations even when the singular values are degenerate. In particular, Eq. (78) is more useful than Eq. (57) for numerical calculations, by which the author has verified the consistency of Eq. (24) with Eq. (17) by using the Monte Carlo method for integration.
To outline the calculation of Eq. (78), a simple case is presented wherein the singular values in d = 6 are divided into three groups:
The first group s = 1 can be used to obtain J 1 . Since n 1 = 3, it is necessary to calculate b 
which gives
By combining these coefficients with c
1 (λ), and c
2 (λ), the following equation can be obtained:
Similar calculations should be done for the second and third groups, s = 2 and s = 3, to obtain J 2 and J 3 . Then, J can be obtained by adding J 1 , J 2 , and J 3 , though the result is omitted here.
Example
As an example, a class of quantum measurements with highly degenerate singular values is considered next to discuss tradeoffs among the information, fidelity, and reversibility that are given by Eqs. (24), (37) , and (48), respectively. The measurement considered here is described by a measurement operator whose singular values are
when it yields an outcome m. The singular values are sorted in descending order by the interchange of Eq. (25) , and the maximum singular values are normalized to 1 by the rescaling of Eq. (26) . Note that if k = 0, l = 0, λ = 0, or λ = 1, this measurement becomes a projective measurement, as was discussed in Ref. [39] . Therefore, it is assumed that
First, the calculation of the information given by Eq. (24) is presented with dividing the singular values into groups as in Eq. (58) to handle their degeneracies:
In this case, Eq. (65) 
The numerator is expanded as in Eq. (66), with coefficients c
, while the remaining part can be expanded by the generalized binomial theorem as
Using these Taylor series, for the first group s = 1, J 1 can be found to be
and, similarly, for the second group s = 2,
On the other hand, for the third group s = 3, J 3 = 0 can be obtained from Eq. (77) because c 
since the Hilbert-Schmidt norm of Eq. (20) is σ 2 m = k + lλ 2 in this case. Figure 1 shows this information I(m) as a function of λ in d = 4 for various (k, l). In the figure, the symbols {P r } (r = 1, 2, 3, 4) denote projective measurements of rank r, even though P 4 in d = 4 is nothing more than the identity operation. The information for P r is given by [39] 
As shown in Fig. 1 , the information of Eq. (90) for (k, l) is equal to that for P k when λ = 0 and is equal to that for P k+l when λ = 1, as expected; these 
and
respectively, since the trace norm of Eq. (36) 
and The reversibility of Eq. (93) is 0 for each of (k, l) = (1, 1), (1, 2), and (2, 1) since λ m,min = 0, as shown in Fig. 3 . Now the tradeoffs among information gain, state change, and physical reversibility can be discussed for this class of measurements, since the three quantities have been expressed as functions of the same single parameter λ. As the parameter λ increases, the information of Eq. (90) monotonically decreases, as in Fig. 1 , whereas the fidelity of Eq. (92) and reversibility of Eq. (93) monotonically increase, as in Figs. 2 and 3 . Thus, as a measurement provides more information about the state of the system, it changes the state less reversibly and to a greater extent. Therefore, loss of fidelity and loss of reversibility are both regarded as costs of information gain.
To explore the balance between costs and gains, two kinds of measurement efficiencies can be defined: one is the ratio of information gain to fidelity loss,
and the other is the ratio of information gain to reversibility loss, 1), (1, 2), (1, 3), (2, 1), (2, 2) , and (3, 1). The symbols {P r } (r = 1, 2, 3, 4) denote projective measurements of rank r. λ in d = 4 for various (k, l). As shown in Fig. 4 , the efficiency E F (m) is not always a monotonic function, though it is difficult to analytically find its extreme value. In contrast, as shown in Fig. 5 , the efficiency E R (m) is a monotonic function like the information function I(m). In fact, for (k, l) = (1, 1), (1, 2), and (2, 1) , the efficiency E R (m) is identical to the information I(m) because of the irreversibility, R(m) = 0. The efficiencies E F (m) and E R (m) for P r can also be calculated from Eqs. (91), (94), and (95) when r = 1, 2, or 3. However, it is not straightforward to calculate the efficiencies for the identity operation P 4 , since I(m) = 0 and F (m) = R(m) = 1.
The limit values at P 4 can be calculated by considering the measurement of Eq. (83) with (k, l) = (d − 1, 1) and λ 2 = 1 − ǫ. In this case, the information, fidelity, and reversibility given by Eqs. (90), (92), and (93), respectively, can be expanded as
By taking the limit as ǫ → 0, the limits of the efficiencies E F (m) and E R (m) at P 4 are found to be
Conclusion
The information, fidelity, and reversibility of an arbitrary quantum measurement have been shown in a d-level system whose premeasurement state is assumed to be completely unknown. These quantities have been expressed as functions of the singular values {λ mi } of the measurement operatorM m corresponding to the outcome m of the measurement, as shown in Eqs. (24), (37) , and (48). Unfortunately, when some singular values are degenerate, Eq. (24) for the information gain is not useful due to the apparent divergence of the dangerous term shown in Eq. (57). Therefore, another expression for the dangerous term was presented in Eq. (78), which is free of an apparent divergence even when singular values are degenerate. As an example, a class of quantum measurements was considered whose singular values, as shown in Eq. (83), are highly degenerate. According to the general formulas, the information, fidelity, and reversibility were calculated as shown in Eqs. (90), (92), and (93), respectively. For d = 4, these quantities are shown in Figs. 1, 2, and 3, which indicate the tradeoffs among the information, fidelity, and reversibility. That is, as a measurement provides more information about the state of the system, it changes the state by a greater degree and more irreversibly. Two measurement efficiencies were also defined, as shown in Eqs. (96) and (97), to show their different behaviors. The formulas shown in this paper are applicable to any efficient quantum measurement in systems with a finite-dimensional Hilbert space, such as multiple qubits or a qudit in quantum information theory. When an outcome is obtained by measurements, it is possible to calculate how much information is provided and how greatly and reversibly the state of the system is changed directly from the singular values of the measurement operator corresponding to the obtained outcome with no optimization problems [7, 9, 14] . The three quantities are for each single outcome rather than those averaged over all possible outcomes with probabilities given by Eq. (13), as shown in Eqs. (29), (38) , and (49). It is not necessary to know the measurement operators corresponding to other outcomes. Therefore, the tradeoffs at the level of a single outcome are more fundamental in quantum measurement. Although the tradeoffs were shown only in a specific class of measurements in this paper, a general theory for such tradeoffs will be presented in future studies. For general measurements, increasing information does not necessarily result in decreasing fidelity or reversibility. This is because the three quantities are functions of d − 1 parameters and hence their relations are expressed by regions of finite size rather than lines. However, the boundaries of the regions show tradeoffs among information, fidelity, and reversibility.
from Eqs. (12) and (33), together with Eq. (14) . First, the constants C, D, and E can be defined as
Note that these constants do not depend on i or j, because there is no preferred state |i when the index a runs over all pure states of the system. Using these constants, Eqs. (102) and (103) can be written as
where σ m and τ m are defined by Eqs. (20) and (36), respectively. To calculate the constants C, D, and E, a parameterization of the coefficients {c i (a)} can be introduced. If α i (a) and β i (a) are the real and imaginary parts of c i (a), respectively, then the normalization condition of Eq. (3) becomes
which is the condition for a point to be on the unit sphere in 2d dimensions. Thus, {α i (a)} and {β i (a)} should be parameterized by the hyperspherical coordinates (θ 1 , θ 2 , . . . , θ 2d−2 , φ) as
. . .
where 0 ≤ φ < 2π and 0 ≤ θ p ≤ π for p = 1, 2, . . . , 2d − 2. The index a can be replaced with the angles (θ 1 , θ 2 , . . . , θ 2d−2 , φ), and the summation over a can be replaced with the integral over the angles:
Then, if i = 1 and j = d,
These integrals can easily be calculated to be
by using the integral formula
for n > −1 with the Gamma function Γ(n). Therefore, Eqs. (19) and (35) can be proven by substituting Eq. (114) into Eqs. (106) and (107).
B Coefficients of Series
Herein, the coefficients of the Taylor series in Eqs. (66) and (71) are presented. To find the coefficients {c
n (λ)} in Eq. (66), the following Taylor series is first considered:
By expanding (1 + ǫ) d and log 2 (1 + ǫ) in the Taylor series, the coefficients
n } can be determined to be a 
for n = 1, 2, . . . , d − 1. Next, a proof of the equivalence between Eqs. (117) and (68) will be presented by mathematical induction. As the first step, it will be shown that the statement holds for a 
and the summation formulas
then a
which is equal to that in Eq. (68). As the second step, it will be shown that if the statement holds for a 
which originates from
Since this recurrence relation is satisfied by both equations, the second step can be shown. Accordingly, by mathematical induction starting from d = 2 and n = 1, the statement that Eq. (117) is equal to Eq. (68) for all d and n has been proven. Note that Eq. (68) can include the case of n = 0, since a
Using the coefficients {a
n }, the coefficients {c
n (λ)} can be found. The left-hand side of Eq. (66) can be written as 
and expanding ln K s , rather than K s itself, as a Taylor series:
where the coefficients {h (s) n } are given by Eq. (76). Therefore, K s can be expressed as the exponential of a Taylor series:
According to Faà di Bruno's formula, the exponential of a Taylor series can be expanded as a Taylor series by the complete Bell polynomials shown in Eq. (72) as
By applying this formula to Eq. (127), the coefficients {b 
since c 
which is derived from 1 (1 + ǫ) l × (1 + ǫ) k+l log 2 (1 + ǫ) = (1 + ǫ) k log 2 (1 + ǫ)
by expanding 1/(1 + ǫ) l , (1 + ǫ) k+l log 2 (1 + ǫ), and (1 + ǫ) k log 2 (1 + ǫ) in the Taylor series, and comparing terms of order ǫ k−1 on both sides. The dangerous term is then found to be
by using Eq. (68). This shows that when λ = 0, Eq. (90) becomes
which is equal to Eq. (91) for r = k. On the other hand, when λ = 1, the dangerous term J = J 1 + J 2 has apparent divergences as in Eqs. (88) and (89). However, it can be calculated by substituting 1 + ǫ for λ 2 and taking the limit as ǫ → 0. Note that the divergent terms in Eqs. 
Moreover, using k + l n a (k+l−n)
derived from Eq. (68) and 
by comparing terms of order ǫ l−1 on both sides, it is found to be
This shows that when λ = 1, Eq. (90) becomes
which is equal to Eq. (91) for r = k + l.
