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Recently the superconductor and topological semimetal PbTaSe2 was experimentally found to ex-
hibit surface-only lattice rotational symmetry breaking below Tc. We exploit the Ginzburg-Landau
free energy and propose a microscopic two-channel model to study possible superconducting states
on the surface of PbTaSe2. We identify two types of topological superconducting states. One is
time-reversal invariant and preserves the lattice hexagonal symmetry while the other breaks both
symmetries. We find that such time-reversal symmetry breaking is unavoidable for a superconduct-
ing state in a two dimensional irreducible representation of crystal point group in a system where
the spatial inversion symmetry is broken and the strong spin-orbit coupling is present. Our findings
will guide the search for topological chiral superconductors.
Topological superconductors (TSCs) are novel quan-
tum states of matter characterized by nontrivial topol-
ogy of Cooper pairing states. Some of them are pre-
dicted to host Majorana zero modes (MZMs) in vortex
cores [1–3] that obey non-Abelian braiding statistics and
can be utilized as topological qubits in quantum compu-
tation [4, 5]. However, naturally occurring TSCs have
been found rarely so far, people proposed an alterna-
tive approach to engineer TSC, namely, fabricating ar-
tificial heterostructures consisting of various systems in
proximity to a conventional s-wave superconductor, such
as three dimensional (3D) strong topological insulators
(TIs) [6], semiconductors with strong Rashba spin-orbit
coupling (SOC) under an external Zeeman field [7–10],
quantum anomalous Hall insulators [11], and ferromag-
netic atomic chains [12, 13]. Signatures of MZMs in these
heterostructures have been reported experimentally [14–
17].
Meanwhile, the rapid development of topological ma-
terials shed new light on intrinsic TSCs. For instance,
the chemical doping of TIs provides a promising route
to TSC, by which a 3D TSC candidate CuxBi2Se3 was
discovered [18]. It was demonstrated by nuclear mag-
netic resonance (NMR) experiments that CuxBi2Se3 is
in an electronic nematic state below its superconduct-
ing transition temperature Tc [19], i.e., the Knight shift
exhibits two-fold symmetry when applied magnetic field
is rotated in the ab-plane, even though the crystal lat-
tice is hexagonal. This nematic superconducting state is
consistent with the 2D Eu representation of CuxBi2Se3
crystal point group D3d [20–22]. Subsequent measure-
ments on Cu-, Nb-, and Sr-doped Bi2Se3 compounds dis-
play two-fold symmetry in the in-plane field-angle de-
pendence of specific heat, magnetic torque, upper critical
field, magnetization, and scanning tunneling microscopy
(STM) spectra in their superconducting states [23–29].
Another example is PbTaSe2, which is a topological
material on a non-centrosymmetric lattice with P 6¯m2
space group and will become superconducting below
Tc ∼ 3.7 K [30]. Density functional theory (DFT) cal-
culations and angle-resolved photoemission spectroscopy
(ARPES) measurements reveal that its normal state has
topological nodal rings in bulk in addition to an indirect
gap opened by the SOC. The latter is characterized by
a Z2 topological invariant, and associated surface states
form two helical Fermi surfaces [31–33]. The helical sur-
face states have also been confirmed by scanning STM
and quasiparticle interference (QPI) measurements, in
which a full superconducting gap was observed [33] below
Tc. So far all the bulk measurements, including specific
heat [34], thermal conductivity [35], London penetration
depth [36] and NMR [37], are consistent with the full
gap scenario. And µSR experiments suggest that the
time-reversal symmetry (TRS) is unbroken in the super-
conducting state [38].
Very recently, by magnetic-field-rotational heat ca-
pacity, resistivity and point-contact spectroscopy (PCS)
measurements on single crystalline PbTaSe2, Le et al. [39]
found that: (1) the resistivity measures an in-plane up-
per critical field HRc ∼ 1.0 T, which is significantly larger
than the corresponding value HHCc ∼ 0.2 T measured
by heat capacity and thermal conductivity; (2) the field-
angle dependent soft PCS displays two-fold symmetry in
the superconducting state despite its hexagonal lattice
symmetry (D3h in bulk and C3v on surface), while this
nematicity can not be observed by field-rotational specific
heat; (3) such a reduced rotational symmetry occurs only
in the superconducting state and will disappear with in-
creasing temperature and be suppressed by a magnetic
field exceeding HRc . Moreover, the nematicity exists in
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2the field window HHCc < H < H
R
c , where the bulk is in
the normal state while the surface is still a superconduct-
ing state. This surface-only nematic superconductivity
motivates us to study topological superconductors with
broken symmetries.
In this Letter, we will start with studying possible
topological superconductivity on the surface of PbTaSe2
and then discuss how our results are applicable to more
generic situations, e.g., the surface on CuxBi2Se3 and the
bulk in non-centrosymmetric superconductors.
Effective model for topological surface states.— Ac-
cording to the DFT calculation and ARPES measure-
ments on PbTaSe2 [31, 32], the topological surface states
can be described by a k · p Hamiltonian near the Γ¯
point, which to the third order in k takes the form
H0 =
∑
k c
†
kH0(k)ck, where ck = (ck↑, ck↓)
T
and
H0(k) = ξkσ0−αR(kxσy − kyσx) +λw(k3+ + k3−)σz. (1)
ξk =
k2
2m∗ − µ, k2 = k2x + k2y, k± = kx ± iky, σx,y,z
are Pauli matrices for spins, and σ0 is the identity ma-
trix. αR and λw are the Rashba SOC and hexagonal
wrapping strength respectively. The diagonalization of
H0(k) gives rise to two helical eigenstates with the en-
ergy spectrum, k± = ξk ±
√
α2Rk
2 + λ2w(k
3
+ + k
3−)2. In
this study, we choose the parameters as follows: m∗ =
−0.125 eV−1A˚−2, αR = 0.5 eVA˚, λw = 1 eVA˚3 and
µ = −0.4 eV, which reproduces the energy dispersion
along Γ¯ − K¯ direction and two Fermi surfaces as illus-
trated in Fig. 1.
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FIG. 1. Left: Energy dispersion of helical surface states
along Γ¯-K¯ direction in the surface Brillouin zone. Right: The
helical Fermi surfaces.
Superconducting pairing symmetry.— Now we con-
sider superconducting pairing for these topological sur-
face states. The inversion symmetry is broken on the
surface, such that a Cooper paired state will be an ad-
mixture of spin-singlet and -triplet in the presence of
SOC. To begin with and for later purpose, we list possible
pairing functions on a 2D C3v lattice in Table I, where
even-parity and spin-singlet gap functions ψ(k) and odd-
parity and spin-triplet gap functions d(k) are classified in
accordance with C3v group irreducible representation Γ.
Note that all the kz relevant terms vanish on the surface.
TABLE I. Irreducible representations of C3v point group and
corresponding even and odd-parity basis functions.
Γ ψ(k) d(k)
A1 ψ
A1=1, ψA1k = k
2
x + k
2
y d
A1
k = kxx + kyy
A2 d
A2
k = kxy − kyx
E ψE1,k = k
2
x − k2y (dE,z1,k ,dE,z2,k ) = (kx, ky)z
ψE2,k = 2kxky d
E,xy
1,k = kxy + kyx
dE,xy2,k = kxx− kyy
In particular, we are interested in the E representation,
because it is the only one representation that is able to
give rise to a nematic state. Without loss of generality, a
two-component superconducting pairing function in the
E representation reads,
∆k = φ1∆1k + φ2∆2k, (2)
where φm=1,2 are two complex numbers labeling order
parameters associated with the two components, and the
two basis functions ∆nk take the generic form ∆mk =
i (ψmkσ0 + dmk · σ)σy. Here σ consists of three com-
ponents of Pauli matrices, ψmk and dmk are given in
Table I. By the Wigner’s theorem [40], ψm(k) and dmk
can be chosen as real functions, since they arise from
two-electron pairing. In this basis, the Ginzburg-Landau
free energy on a C3v lattice can be formulated up to the
quadratic order:
F = α(T − Tc)(|φ1|2 + |φ2|2) + β1
(|φ1|2 + |φ2|2)2
+β2 (φ1φ
∗
2 − φ∗1φ2)2 . (3)
The coefficient α > 0 gives rise to superconducting order
at T < Tc. And it can be justified that β1 > 0 so that
the system is stable. Note that the free energy in Eq. (3)
shares the same form with that on a D6 lattice [41], and
is applicable equally to single-band and multi-band. It
turns out that the sign of β2 is crucial to the nematicity:
(1) if β2 > 0, φ1 and φ2 develop a relative pi/2 phase,
say, (φ1, φ2)=φ (1,±i), resulting in a chiral superconduc-
tor; (2) while if β2 < 0, (φ1, φ2)=φ (1,±1) and nematic
states are energetically favored [22, 42]. The coefficient
β2 depends on the structure of ψnk and dnk as well as
the normal state Hamiltonian.
The effect of broken inversion symmetry.— To see the
effect of broken inversion symmetry and for the purpose
of comparison, we consider a normal state with inver-
sion symmetry and TRS temporarily, for which the dou-
ble degenerate energy band will not split even though
the effect of SOC is accounted. Replace spins by pseu-
dospins, the superconducting pairing now will reduce
to either pseudospin-singlet or -triplet, and the coeffi-
cient β2 will be always positive for singlet states and
3read β2 ' C
〈
(d1 · d2)2 − |d1 × d2|2
〉
FS
for triplet states,
where C is positive and 〈· · · 〉FS is an average over the
Fermi surface (see the Supplementary Materials).
The situation will change dramatically in the absence
of inversion symmetry. It will be more appropriate to ex-
press the pairing function ∆k in the pseudospin basis in
the presence of SOC splitting. Namely, the pairing terms
can be rewritten as ∆ss′(k)c
†
ksc
†
−ks′ , where s, s
′ = ± refer
to upper or lower helical band. When the SOC splitting
∆SOC is much larger than the superconductor gap ∆SC,
the intra-band superconducting pairing will be energet-
ically favored rather than the inter-band pairing, which
can be precisely summarized by the following Lemma.
Lemma: For a superconducting system with strong
SOC splitting, say, ∆SOC  ∆SC, the Ginzburg-Landau
free energy is of the form,
F =
∑
k
∑
s=±
Fs[∆ss(k)] +O
(
∆2SC
∆SOC
)
. (4)
The proof and the exact forms of function Fs(x) can be
found in the Supplementary Materials. With the help of
this Lemma, one can prove a symmetry-breaking theorem
as follows.
Theorem: For a lattice with broken inversion symme-
try, consider the superconducting pairing functions in a
2D irreducible representation given by Eq. (2), the two
order parameters φ1 and φ2 will develop a relative pi/2
phase and break TRS when ∆SOC  ∆SC.
Proof: Begin with a lattice of C3v symmetry, the free
energy now can be written in terms of ∆ss(k) as follows,
F = α(T−Tc)(|φ1|2+|φ2|2)+
∑
k,s=± |gs(k)|4|∆ss(k)|4+
O
(
∆2SC
∆SOC
)
, where gs(k) is given by the normal state
k · p Hamiltonian, ∆ss(k) = φ1∆1ss(k) + φ2∆2ss(k),
and ∆nss(n=1,2) are two basis functions in the E rep-
resentation. Thus the coefficient β2 in Eq. (3) reads
β2 =
∑
k,s=± |gs(k)|4∆1ss(k)2∆2ss(k)∗2. The Wigner’s
theorem [40] tells us that ∆1ss and ∆2ss can be al-
ways chosen as real functions. So that β2 > 0 and
(φ1, φ2) = φ(1,±i) will minimize F subject to the con-
straint |φ1|2 + |φ2|2 = 2|φ|2. It is easy to verify that the
above proof is applicable to other crystal point groups
with 2D irreducible representations too, including D2d,
D4, C4v, D3, D6, C6v, D3h, T , O and Td. QED. It
is worth noting that a similar conclusion for spinless
fermions was obtained in Ref. [43].
Projected pairing functions.— It will be more physi-
cally transparent to illustrate how a Cooper paired state
in the spin basis is projected to the pseudospin ba-
sis [6, 10], and how a projected state transfers under
time reversal (TR) in the pseudospin basis. In Table II,
we summarize projected pairing functions in the pseu-
dospin basis in accordance with those in the spin ba-
sis given in Table I. In regard to TR operation T , we
have T c†k↑T −1 = c†−k↓ and T c†k↓T −1 = −c†−k↑ in the
spin basis, so that the operators in the pseudospin ba-
sis will transfer as: T c†k±T −1 = ∓sgn(αR)e∓iθkc†−k±,
T c†k±c†−k±T −1 = e∓2iθkc†k±c†−k±, T c†k±c†−k∓T −1 =
−c†k±c†−k∓, where θk is the azimuthal phase defined by
(kx, ky) = k(cos θk, sin θk). Therefore a TR invariant
pairing function can be written explicitly as ∆±± =
ie∓iθkf±±(k) and ∆±∓ = if±∓(k), where f∗ss′(−k) =
fss′(k). All the states in Table II are TR invariant, and
the broken inversion symmetry and strong SOC will give
rise to TRS breaking in the E representation and result
in TSCs.
A two-channel model.— To diagnose the microscopic
origination of the surface nematic superconductivity, we
exploit the following linearized gap equation to calculate
the transition temperature Tc for various pairing states
[41],
∆s1s2(k) = −Tc
∑
iωls3s4q
V s3s4s1s2 (k, q)
× [G(iωl, q)∆(q)G(−iωl,−q)]s3s4 ,
(5)
where s1−4 denote spins and G(iωl, q) is the normal-state
Matsubara Green’s function. V s3s4s1s2 (k, q) describes a two-
channel interaction and can be written in terms of the
basis functions given in Table I,
V s3s4s1s2 (k, q) =− gonψ˜A1 ψ˜A1∗(iσy)s1s2(iσy)†s3s4
−gnn
∑
Γ,m
ψ˜Γm,kψ˜
Γ
m,q(iσy)s1s2(iσy)
†
s3s4
−gnn
∑
Γ,m
(id˜Γm,k · σσy)s1s2(id˜Γm,q · σσy)†s3s4 ,
(6)
where gon and gnn are the coupling strengths in on-site
and nearest neighboring inter-site channels respectively,
and gon, gnn > 0 (< 0) stands for attractive (repulsive)
interactions. Here ψ˜Γm,k and d˜
Γ
m,k are normalized basis
functions (at each Fermi surface) corresponding to ψΓm,k
and dΓm,k in Table I.
By setting a cutoff ~ωc = 0.05 eV, one is able to solve
Eq. (5) numerically to obtain Tc for a given gap function
∆(k). With the help of Table I, the possible gap func-
tions can be found as follows: ∆(k)|Γ=A1 = −i(sA1ψA1 +
s′A1ψ
A1
k + tA1d
A1
k · σ)σy, ∆(k)|Γ=A2 = −i(dA2k · σ)σy,
and ∆(k)|Γ=E =
∑
m=1,2−i(sE,mψEm,k + tzE,mdE,zm,k · σ +
txyE,md
E,xy
m,k ·σ)σy, where sΓ’s and tΓ’s are the coefficients
of spin-singlet and spin-triplet components respectively.
For A1 and E states, the Tc can be further optimized
through varying the coefficients sΓ’s and tΓ’s.
The phase diagram for the two-channel gon-gnn model
is determined by the highest Tc states and is plotted in
Fig. 2. There are three phases: E, A1 and the normal
phase. (1) When gon > 0, the s-wave pairing ψ
A1 dom-
inates and the highest Tc always arises in an A1 state,
which consists of negligible p-wave pairing dA1k . Since the
4TABLE II. Projected pairing functions in the pseudospin basis (∆±± and ∆±∓) in accordance to those in the spin ba-
sis (ψ(k) and d(k)). The factors uk and vk are determined by the normal state Hamiltonian given in Eq. (1), and read
uk=|αRk|/
√
α2Rk
2 + V 2k and vk=sgn(αR)Vk/
√
α2Rk
2 + V 2k , where Vk = λw(k
3
+ + k
3
−).
IR ψ(k) or d(k) ∆++ ∆+− ∆−+ ∆−−
A1 1 ie
−iθk 0 0 −ieiθk
A1 cos θkx + sin θky 0 −i i 0
A2 cos θky − sin θkx iuke−iθk vk vk iukeiθk
sin(2θk) i sin(2θk)e
−iθk 0 0 −i sin(2θk)eiθkE
cos(2θk) i cos(2θk)e
−iθk 0 0 −i cos(2θk)eiθk
cos θkz −ivk cos θke−iθk uk cos θk uk cos θk −ivk cos θkeiθkE
sin θkz −ivk sin θke−iθk uk sin θk uk sin θk −ivk sin θkeiθk
cos θkx− sin θky −iuk sin(2θk)e−iθk −i cos(2θk)− vk sin(2θk) i cos(2θk)− vk sin(2θk) −iuk sin(2θk)eiθkE
cos θky + sin θkx −iuk cos(2θk)e−iθk −i sin(2θk) + vk cos(2θk) i sin(2θk) + vk cos(2θk) −iuk cos(2θk)eiθk
FIG. 2. Phase diagram for the two-channel gon-gnn model.
latter only gives rise to inter-band pairing (see Table II)
and will be suppressed by the strong SOC according to
the Lemma. (2) When gon < 0 and gnn > 0, the pair-
ing states in the E representation will be favored. These
TRS invariant and breaking E states are degenerate at Tc
due to the linearity, while the degeneracy will be lifted at
lower temperatures and the ground states will break TRS
due to our symmetry-breaking theorem. Moreover, these
states are all admixture of spin-singlet and spin-triplet
pairing. (3) For gon < 0 and gnn < 0, we always have
Tc = 0, thereby the ground state is a normal state. It is
worth nothing that both A1 and E phase are topologi-
cally nontrivial, which can be characterized by the wind-
ing number in each band, Ns =
1
2pi
∮
FS
dk·∇k arg ∆ss(k).
For an A1 state, N± = ∓1; while for an E state, either
N+ = 1, N− = 3 or N+ = −3, N− = −1.
Quasiparticle gap.— Now we study the quasiparticle
excitation gap in the E phase. For comparison, we
would like to consider more generic pairing states with
∆(k)=−i∑2m=1 φm[1ψEm,k + (2dE,zm,k + 3dE,xym,k ) · σ]σy
in addition to the pairing states derived from the two-
channel model, where 1,2,3 are real parameters, and
(φ1, φ2) = φ(1, 1) or φ(1, i) depending on whether the
system breaks TRS. If the system is TR invariant, i.e.,
(φ1, φ2) = φ(1, 1), the quasiparticle gap is always nodal;
otherwise, for (φ1, φ2) = φ(1, i) the gap is generally node-
less. It is found that the excitation gap will be of two-fold
rotational symmetry as long as the pairing is an admix-
ture of spin-singlet and spin-triplet.
Several representative gap structures are illustrated in
FIG. 3. A typical pairing state in the E phase of the
two-channel model is given by (φ1, φ2) = φ(1, i) and 1 ≈
3 ≈ 2/3, whose gap structure is plotted in FIG. 3(a).
Other two TRS breaking states are shown in FIG. 3 (b)
and (c) as well. One consists of both spin-singlet and
spin-triplet and is a nematic state (b), and the other is
a pure spin-triplet pairing state and the excitation gap
exhibits hexagonal symmetry (c). A TR invariant state
with gap nodes is demonstrated in FIG. 3(d).
Summary and discussions.— In summary, we theoret-
ically studied the superconductivity of the topological
surface states in PbTaSe2. With the help a two-channel
gon-gnn model, we find that two types of superconduct-
ing pairing states are favored, which are in A1 and E
representation respectively, and both of them are topo-
logically non-trivial. The A1 states are TRS invariant
and do not break lattice hexagonal symmetry as the same
as the TSC emerging in the 3D TI/s-wave superconduc-
tor heterosturcture [6]. In contrast, the E states break
TRS and lattice hexagonal symmetry resulting in TSCs
with nematicity. We find that the TRS breaking in the E
states is unavoidable as long as the system breaks spatial
inversion symmetry and the strong SOC is present. This
symmetry breaking theorem is applicable to any crystal
symmetries with 2D irreducible representation. One pre-
diction is that the superconducting state on the surface
of CuxBi2Si3 must break TRS, which can be detected by
the Kerr rotation. The other deduction is that if nematic-
ity is observed in a non-centrosymmetric superconductor
5FIG. 3. Quasiparticle gap of pairing states in the E represen-
tation in the polar coordinate. Blue lines denote the gap at
the outer Fermi surface (upper band, see FIG. 1) and red lines
denote the gap at the inner Fermi surface (lower band). (a)-
(c) TRS breaking states with (φ1, φ2)=φ(1, i), and (d) a TR
invariant state with (φ1, φ2)=φ(1, 1). The parameters 1,2,3
are chosen as: (a) 1 ≈ 3 ≈ 2/3 (a typical set of values
derived from the two-channel model), (b) 1 = 2, 3 = 0, (c)
1 = 0, 2 = 23 (a pure spin-triplet state), (d) 1 ≈ 3 ≈ 2/3.
the TRS must break simultaneously.
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Gingzburg-Landau theory: the coefficient β2 for a centrosymmetric superconductor
The Gorkov Green’s function in a superconducting system reads
G−1(iωl,k) ≡ G−10 (iωl,k) + Σ(k), (7)
where
G−10 (iωl,k) =
(
G−1(iωl,k) 0
0 −G−1(−iωl,−k)
)
, Σ(k) =
(
0 ∆k
∆†k 0
)
. (8)
Here G−1(iωl,k) = (iωl− ξ0k)σ0, and ξ0k=ξ0−k is the single-particle dispersion for the double degenerate bands. The
mean-field free energy can be expressed as
F ≡ − 1
β
Tr lnG−1 = const.− 1
β
Tr ln(1 + G0Σ) = const. +
∞∑
j=1
F (2j),
F (2j) = 1
2jβ
∑
l,k
Tr[(G0(iωl,k)Σ(k))2j ] = 1
jβ
∑
l,k
Tr[(−G0(iωl,k)∆kG0(−iωl,−k)∆†k)j ].
(9)
Please note that in the first line of Eq (9) we temporarily omit the sum over ωl and k, as well as all the indices of ωl
and k.
Then we focus on the two component pairing functions in the irreducible representation E, i.e.,
∆k=i
[∑2
m=1 φm (ψmk + dmk · σ)
]
σy. For j = 1, we obtain
F (2) = − 1
β
∑
l,k
Tr[G0(iωl,k)∆kG0(−iωl,−k)∆†k] =
1
β
∑
l,k
Tr[∆k∆
†
k]
(iωl − ξ0k)(iωl + ξ0k)
=
1
β
∑
l,k
Tr[σ0
(
(ψ21k + d
2
1k)|φ1|2 + (ψ22k + d22k)|φ2|2 + (ψ1kψ2k + d1k · d2k)(φ1φ∗2 + φ∗1φ2)
)
]
(iωl − ξ0k)(iωl + ξ0k) .
(10)
The momentum summation of (φ1φ
∗
2 + φ
∗
1φ2) terms in the last line will vanish because it is odd under kx → −kx.
Thus only |φ1|2 and |φ2|2 contribute to the quadratic order. For the quartic order, we have
F (4) = 1
2β
∑
l,k
Tr
[(
G0(iωl,k)∆kG0(−iωl,−k)∆†k
)2]
=
1
2β
∑
l,k
Tr[∆k∆
†
k∆k∆
†
k]
(iωl − ξ0k)2(iωl + ξ0k)2
=
1
β
∑
l,k
1
(ω2l + ξ
2
0k)
2
( (
(ψ21 + d
2
1)
2 + 4ψ21d
2
1
) |φ1|4 + ((ψ22 + d22)2 + 4ψ22d22) |φ2|4
+ 2
(
(ψ21 + d
2
1)(ψ
2
2 + d
2
2) + 2(ψ1ψ2 + d1 · d2)2 + 2|ψ1d2 + ψ2d1|2
) |φ1φ2|2
+ ((ψ1ψ2 + d1 · d2)2 + |ψ1d2 + ψ2d1|2 − |d1 × d2|2) (φ1φ∗2 − φ∗1φ2)2
)
,
(11)
7where the subindex k of the last three lines is omitted. We discard the terms containing odd-order of ψ1k(ψ2k) and
d1k(d2k), such as ψ1kψ2kd1k · d2k|φ1φ2|2, since they vanish after the momentum summation.
Regarding the C3v symmetry and Eq. (3) in the main text, we obtain
β2 =
1
β
∑
ωl,k
(ψ1kψ2k + d1k · d2k)2 + |ψ1kd1k + ψ2kd2k|2 − |d1k × d2k|2
(ω2l + ξ
2
0k)
2
. (12)
Apparently, for pure spin-singlet states,
β2 =
1
β
∑
k
1− 2nF (ξ0k)
2ξ0k
(ψ1kψ2k)
2 ≈ C〈(ψ1kψ2k)2〉FS, (13)
where nF is the Fermi-Dirac distribution function, C ≡ (1− 2nF (ξ0k))/2ξ0k ≈ β/4 > 0. The last step of Eq. (13) can
only be obtained in the low-temperature limit. Similarly, for pure spin-triplet states, we have
β2 =
∑
k
1− 2nF (ξ0k)
2ξ0k
[
(d1k · d2k)2 − |d1k × d2k|2
] ≈ C〈(d1k · d2k)2 − |d1k × d2k|2〉FS. (14)
Proof of the Lemma
We shall derive the Ginzburg-Landau free energy for a system with strong SOC. Define the energy dispersion
measured from the helical Fermi surface, ξk±=k± − µ, and introduce ξk=(ξk+ + ξk−)/2 and δk=(ξk+ − ξk−)/2
(δk ∼ ∆SOC), we can write down the pairing function and Matsubara Green’s function in the pseudospin basis |k,±〉
respectively as follows,
∆(k) =
(
∆++(k) ∆+−(k)
∆−+(k) ∆−−(k)
)
, (15)
and
G˜−1(iωl,k) = iωl −
(
ξk+ 0
0 ξk−
)
≡
(
a−1kl 0
0 b−1kl
)
, (16)
where a−1kl = iωl− ξk+ and b−1kl = iωl− ξk−. Here we consider the free energy with quadratic-order and quartic-order.
According to Eq. (9), the quadratic-order free energy can be expressed as
F (2) = − 1
β
∑
l,k
Tr[G˜(iωl,k)∆(k)G˜(−iωl,−k)∆(k)]
= − 1
β
∑
n,k
(|akl|2|∆++(k)|2 + (aklb∗kl + a∗klbkl)|∆+−(k)|2 + |bkl|2|∆−−(k)|2) , (17)
where ∆+−(k) = −∆−+(−k), akl=a−kl and bkl=b−kl have been used. By summing over Matsubara frequency iωl,
we obtain ∑
l
|akl|2 = β
2ξk+
(nF (−ξk+)− nF (ξk+)),
∑
l
|bkl|2 = β
2ξk−
(nF (−ξk−)− nF (ξk−)),
∑
l
(aklb
∗
kl + a
∗
klbkl) =
β
2ξk
(1− nF (ξk+)− nF (ξk−)).
(18)
It is easy to show that when k is close to the Fermi surface,
lim
ξk+=0
(∑
l
|akl|2
)
= lim
ξk−=0
(∑
l
|bkl|2
)
=
β2
4
,
lim
ξk+=0
(∑
l
a∗klbkl
)
∼ β
4δk
.
(19)
8In the region of δk  ∆ > kBT , we have ∑
l(aklb
∗
kl + a
∗
klbkl)∑
l |akl|2
∼ 1
βδk
 1, (20)
which indicates that the term containing ∆+−(k) is not important. Finally we have
F (2) ≈ − 1
β
∑
l,k
(|akl|2|∆++(k)|2 + |bkl|2|∆−−(k)|2) . (21)
The free energy from the quartic-order is
F (4) = 1
2β
∑
l,k
{|al|4|∆++|4 + |bl|4|∆−−|4}
+
1
2β
∑
l,k
{
2(|al|2|∆++|2 + |bl|2|∆−−|2)(alb∗l |∆+−|2 + a∗l bl|∆−+|2)
}
+
1
2β
∑
l,k
{[
(alb
∗
l )
2 + (a∗l bl)
2
] |∆+−|4 + 2|albl|2 (∆++∆−−∆∗+−∆∗−+ + c.c)} ,
(22)
where the indices k for al(bl) and ∆±± are omitted. Again, by summing over iωl, we obtain∑
l
|akl|4 = β
4ξ2k+
{
−2βnF (ξk+)nF (−ξk+) + 1
ξk+
(nF (−ξk+)− nF (ξk+))
}
,
∑
l
|bkl|4 = β
4ξ2k−
{
−2βnF (ξk−)nF (−ξk−) + 1
ξk−
(nF (−ξk−)− nF (ξk−))
}
,
∑
l
|aklbkl|2 = β
4ξk−ξk+
{
nF (−ξk−)− nF (ξk+)
ξk
+
nF (ξk+)− nF (ξk−)
δk
}
,
∑
l
|akl|2a∗klbkl =
β
4ξkξk+
{
nF (−ξk+)− nF (ξk−)
2ξk
+
nF (ξk+)− nF (ξk−)
2δk
}
+
β
4ξkξk+
{
−βnF (ξk+)nF (−ξk+) + nF (−ξk+)− nF (ξk+)
2ξk+
}
,∑
l
(a∗klbkl)
2 =
β
4ξ2k
{
−β(nF (ξk+)nF (−ξk+) + nF (ξk−)nF (−ξk−)) + nF (−ξk+)− nF (ξk−)
ξk
}
.
(23)
The following equations are valid that
lim
ξk+=0
(∑
l
|akl|4
)
= lim
ξk−=0
(∑
l
|bkl|4
)
=
β4
12
,
lim
ξk+=0
(∑
l
|aklbkl|2
)
= lim
ξk−=0
(∑
l
|aklbkl|2
)
=
β2
16δ2k
+O
(
β
δ3k
)
,
lim
ξk+=0
(∑
l
|akl|2a∗klbkl
)
=
β2
16δ2k
+O
(
β
δ3k
)
,
lim
ξk+=0
(∑
l
(a∗klbkl)
2
)
∼ β
2
δ2k
.
(24)
So, the total free energy consisting of the quadratic and quartic order is
F ≈ const.− 1
β
∑
l,k
(
|akl∆++(k)|2 + |bkl∆−−(k)|2 − |akl∆++(k)|
4 + |bkl∆−−(k)|4
2
)
. (25)
9More information about quasiparticle gap structures
For the irreducible representation E of C3v, the corresponding gap function is written as
∆(k)=i
[∑2
m=1 φm
(
1ψ
E
m,k + (2d
E,xy
m,k + 3d
E,z
m,k) · σ
)]
σy. In the pseudospin basis, the inter-band pairings are
not important, thus we only consider the intra-band pairings ∆ss(k) with s = ±.
In the case of (φ1, φ2) = φ(1, 1), the modulus of gap functions reads
|∆++(k)| = k|(1k − 2uk)(sin(2θk) + cos(2θk))− 23v˜k cos(3θk)(sin θk + cos θk)|, (26)
where vk = 2v˜k cos(3θk), and the expression of uk and vk can be found in the Table. II in the main text. It is easy
to see that when 3 = 0, |∆++(k)| = 0 for sin(2θk) = ±1/
√
2. When 3 6= 0, |∆++(k)| = 0 requires that
(1k − 2uk)
23v˜k
= Y (θk), (27)
where Y (θk) = cos(3θk)(sin θk + cos θk)/(sin(2θk) + cos(2θk)). Because uk and v˜k vary much more slowly than Y (θk)
on the Fermi surface, the left side of above formula can be treated as a constant. Note that sin(θk) = ± sqrt2/2 =⇒
Y (θk) = 0 and sin(2θk) = ±
√
2/2 =⇒ Y (θk) → ∞, so the domain of Y (θk) is [−∞,∞], which indicates that the
condition of |∆++(k)| = 0 can always be satisfied and nodes are stable for the TRS phase.
In the case of (φ1, φ2) = φ(1, i), it is easy to verify that
|∆++(k)| = |k
(
(1k − 2uk)eiθk − 23v˜k cos(3θk)
) |
= k
√
(1k − 2uk)2 − 43v˜k(1k − 2uk) cos θk cos(3θk) + 423v˜2k cos3(3θk).
(28)
It is obvious the modulus of gap function never vanishes for the TRS breaking phase unless 1 = 2 = 0. And
cos(3θk) cos(θk) breaks the six-fold symmetry but preserves the two-fold symmetry. Note that the physics of ∆−−(k)
is the same as ∆++(k).
