Classification hiérarchique floue basée sur le SVM et son application pour la catégorisation des documents by Guernine, Taoufik
CLASSIFICATION HIERARCHIQUE FLOUE BASEE SUR LE 




Memoire presente au Departement d'informatique 
en vue de l'obtention du grade de maitre es sciences (M.Sc.) 
FACULTE DES SCIENCES 
UNIVERSITE DE SHERBROOKE 
Sherbrooke, Quebec, Canada, 14 avril 2010 






Patrimoine de l'6dition 
395 Wellington Street 
Ottawa ON K1A0N4 
Canada 
395, rue Wellington 
Ottawa ON K1A0N4 
Canada 
Your file Votre reference 
ISBN: 978-0-494-61414-3 
Our file Notre r6f6tence 
ISBN: 978-0-494-61414-3 
NOTICE: AVIS: 
The author has granted a non-
exclusive license allowing Library and 
Archives Canada to reproduce, 
publish, archive, preserve, conserve, 
communicate to the public by 
telecommunication or on the Internet, 
loan, distribute and sell theses 
worldwide, for commercial or non-
commercial purposes, in microform, 
paper, electronic and/or any other 
formats. 
L'auteur a accorde une licence non exclusive 
permettant a la Bibliotheque et Archives 
Canada de reproduire, publier, archiver, 
sauvegarder, conserver, transmettre au public 
par telecommunication ou par I'lnternet, preter, 
distribuer et vendre des theses partout dans le 
monde, a des fins commerciales ou autres, sur 
support microforme, papier, electronique et/ou 
autres formats. 
The author retains copyright 
ownership and moral rights in this 
thesis. Neither the thesis nor 
substantial extracts from it may be 
printed or otherwise reproduced 
without the author's permission. 
L'auteur conserve la propriete du droit d'auteur 
et des droits moraux qui protege cette these. Ni 
la these ni des extraits substantiels de celle-ci 
ne doivent etre imprimis ou autrement 
reproduits sans son autorisation. 
In compliance with the Canadian 
Privacy Act some supporting forms 
may have been removed from this 
thesis. 
While these forms may be included 
in the document page count, their 
removal does not represent any loss 
of content from the thesis. 
Conformement a la loi canadienne sur la 
protection de la vie privee, quelques 
formulaires secondaires ont ete enleves de 
cette these. 
Bien que ces formulaires aient inclus dans 
la pagination, il n'y aura aucun contenu 
manquant. 
1 * 1 
Canada 
Le 14 avril 2010 
le jury a accepte le memoire de Monsieur Guernine Taoufik 
dans sa version finale. 
Membres du jury 
Professeur Kacem Zeroual 
Directeur de recherche 
Departement d'informatique 
Professeur Djemel Ziou 
Membre 
Departement d'informatique 
Professeure Marie-Flavie Auclair-Fortier 
Membre 
Departement d'informatique 




La croissance exponentielle des moyens de communication durant ces dernieres an-
nees et en particulier l'lnternet a contribue a 1'augmentation du volume de donnees trai-
tees via les reseaux informatiques. Cette croissance a pousse les chercheurs a penser a la 
meilleure fagon de structurer ces donnees pour faciliter leur acces et leur classification. A ce 
probleme de classification, plusieurs techniques ont ete proposees. Dans la pratique, nous 
constatons deux grandes families de problemes de classification, les problemes binaires et 
les problemes multi-classes. Le premier constat ayant attire notre attention est l'existence 
du probleme de confusion de classes lors de la classification. Ce phenomene rend les re-
sultats ambigus et non interpretables. Le deuxieme constat est la difficulte de resoudre ces 
problemes par les methodes existantes surtout dans le cas ou les donnees ne sont pas lineai-
rement separables. En outre, les methodes existantes souffrent des problemes de complexite 
en temps de calcul et d'espace memoire. Afin de remedier a ces problemes, nous proposons 
une nouvelle methode de classification qui s'articule autour de trois principaux concepts : la 
classification hierarchique, la theorie de la logique fioue et la machine a vecteur de support 
(SVM). A cet egard et vu l'importance accordee au domaine de classification des textes, 
nous adaptons notre methode pour faire face au probleme de la categorisation des textes. 
Nous testons la methode proposee sur des donnees numeriques et des donnees textuelles 
respectivement. Les resultats experimentaux ont demontre une performance considerable 
comparativement a certaines methodes de classification. 
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Introduction 
Les grands projets faisant appel au forage de donnees represented aujourd'hui, pour les 
entreprises, un des leviers les plus performants et surtout les mieux adaptes pour prendre 
des decisions. Le forage de donnees est une discipline recente relevant de 1'analyse des don-
nees et qui s'interesse a l'extraction de l'information cachee dans la donnee. II represente 
de nos jours un outil operationnel tres important, touchant pratiquement une multitude de 
domaines a savoir l'industrie, la medecine et la bio-informatique. 
Selon le MIT (Massachussets Institute of Technology), le forage de donnees est devenu 
durant ces dernieres annees l'une des dix technologies emergentes qui vont bouleverser le 
monde. Le forage de donnees se resume en deux grandes families, celle des techniques 
descriptives et celle des techniques predictives. Les techniques descriptives sont basees sur 
la reduction du volume de donnees de sorte qu'il n'existe pas une variable cible a predire. 
Dans cette famille, nous citons a titre d'exemple l'analyse factorielle et la classification. A 
1'inverse, les techniques predictives consistent a extraire des nouvelles connaissances en vi-
sant une variable cible a predire. Cette famille englobe plusieurs techniques de prediction. 
Nous citons a titre d'exemple les reseaux de neurones. Dans la pratique, le forage de don-
nees doit accomplir plusieurs taches [55]. La classification est parmi les taches descriptives 
les plus repandues dans le domaine du forage de donnees. Dans notre memoire nous nous 
interessons aux techniques descriptives et en particulier a la classification. 
La tache de classification fait partie de la statistique exploratoire multidimensionelle [69]. 
Elle est l'une des problematiques qui existent depuis longtemps. Plusieurs chercheurs ont 
traite ce probleme de diverses fa5ons. Nous citons a titre d'exemple les travaux de Duda et 
Hart [24], Aggrawal et Yu [4] et Benzecri [12]. La tache de classification est subdivisee en 
deux families : les methodes supervisees et non supervisees. Dans la classification super-
visee, les objets a classer sont etiquetes et le nombre de classes est connu a priori. Dans 
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le cas contraire, il s'agit d'une classification non supervisee. Quelle que soit la famille de 
classification, son principe consiste a regrouper les objets similaires dans la meme classe 
selon une metrique de similarite. Le regroupement des donnees en classes est base sur la 
notion de la purete des classes [59], 
La classification constitue une tache fondamentale dans les approches d'apprentissage. 
La classification est consideree comme une tache d'apprentissage supervise lorsqu'elle per-
met de regrouper les objets en entree en classes en fonction de certaines variables cibles, par 
exemple categoriser un document par rapport a certains sujets pre-determines : sport, poli-
tique ou finance. La classification est, par contre, consideree une tache d'apprentissage non 
supervise lorsqu'elle ne dispose d'aucune information sur les variables cibles pour classer 
les objets en entree. Ces taches d'apprentissage (supervise et non supervise) peuvent etre 
classees dans deux methodologies d'apprentissage : apprentissage passif et apprentissage 
actif. Dans 1'apprentissage passif [88], le choix de l'ensemble d'apprentissage est fait alea-
toirement, sans aucune technique de selection. Dans la methodologie de 1'apprentissage 
actif [16, 18, 76], le processus de classification necessite une preparation de l'ensemble de 
donnees avant de le presenter au classificateur. L'utilisateur doit posseder une information a 
priori sur l'ensemble de donnees d'apprentissage. Dans notre travail, nous nous interessons 
a 1'apprentissage actif, en proposant une nouvelle technique de selection de l'ensemble de 
donnees d'apprentissage du classificateur SVM. Le choix de l'ensemble de donnees d'ap-
prentissage est base sur la logique floue. 
La croissance du volume des donnees dans les bases de donnees necessite des tech-
niques efficaces pour structurer et acceder a 1'information en reduisant leur temps de traite-
ment. En outre, cette croissance du volume de donnees rend la discrimination des donnees 
difficile dans le cas ou les donnees ne sont pas lineairement separables. 
Plusieurs techniques ont ete developpees pour faire face aux problemes de la classi-
fication. Nous citons a titre d'exemple les techniques de bases, a savoir les algorithmes 
hierarchiques par agglomeration, K-Moyennes et K-Medoides. D'autres travaux utilisent 
les methodes hybrides pour accomplir la tache de classification. L'objectif de l'hybridation 
consiste a concevoir un systeme performant, en exploitant les avantages de chacune des 
techniques combinees. Cette combinaison a donne lieu a la creation d'un systeme hybride 
dont chacune des techniques possede des points forts lui permettant d'etre bien adaptee a 
resoudre certains types de problemes. 
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Dans notre memoire nous nous interessons aux methodes hybrides pour resoudre le pro-
bleme multi-classes. Nous combinons les trois concepts suivants : (i) la classification hie-
rarchique, (ii) la theorie des ensembles flous, (iii) la machine a vecteur de support (SVM). 
Premierement, la classification hierarchique permet de structurer et d'organiser les classes 
a separer en une structure hierarchique facile a interpreter. Une succession de classes est 
obtenue tout au long de la hierarchie. Ensuite, la classification floue permet de preciser le 
degre d'appartenance de chaque objet. Dans la classification floue, l'objet peut appartenir 
a plusieurs classes en meme temps, en precisant son degre d'appartenance. Finalement, 
nous introduisons le classificateur SVM a chaque niveau de la hierarchie dans le but de 
discriminer les classes. Notre methode SVM-CHF consiste a construire dynamiquement 
une structure hierarchique floue a partir des donnees d'apprentissage. Le choix de la struc-
ture hierarchique floue basee sur le SVM est motive, d'une part, par la rarete des travaux 
menes dans le domaine de la classification introduisant le SVM comme un classificateur 
et, d'autre part, par le besoin de convertir le probleme de classification original en sous-
problemes binaires simples a resoudre. 
La resolution des problemes multi-classes est devenue une preoccupation majeure des 
chercheurs dans la communaute de classification. Le but vise dans ce memoire est de mettre 
en place une methode de classification pour resoudre le probleme multi-classes, en mini-
misant le taux d'erreurs de notre classificateur. Le premier constat qui nous a pousse a 
developper cette methode est la difficulte de discriminer les nombreuses classes existantes 
dans le monde reel. Deuxiemement, la resolution des problemes multi-classes par les me-
thodes de classification existantes souffrent des problemes de confusion de classes et de 
complexite en temps d'execution et d'espace memoire. 
Etant donne, d'une part, que les donnees peuvent prendre plusieurs formes, a savoir 
l'image, le son ou le texte, et vu, d'autre part, la croissance rapide des donnees textuelles 
dans les bases de donnees, nous avons adapte notre methode SVM-CHF pour le probleme 
de categorisation des textes. La representation vectorielle des documents textuels a facilite 
l'adaptation de notre methode pour manipuler les donnees textuelles. La nouvelle methode 
adaptee SVM-CHF-Text consiste a regrouper les documents selon leur degre de simila-
rite : document de forte, moyenne, faible et peu de similarite. Ce regroupement facilite et 
accelere la recherche et 1'indexation des documents dans les bases de donnees. 
Les resultats experimentaux demontrent que notre nouvelle methode SVM-CHF propo-
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see ainsi que la methode adaptee SVM-CHF-Text sont tres efficaces et performantes aussi 
bien pour les donnees numeriques que textuelles. 
Notre memoire est organise comme suit: 
- chapitre 1 : Dans ce chapitre nous decrivons, dans un premier temps, les concepts 
fondamentaux de la classification en presentant les differents algorithmes de classi-
fication, a savoir les algorithmes hierarchiques, par partition, les algorithmes utilises 
dans la categorisation des textes, et nous mettons l'accent sur les approches speci-
fiques de la classification. Dans un second temps, nous definissons le concept de la 
classification floue, en decrivant les concepts des ensembles flous et en presentant les 
algorithmes appartenant a cette categorie de classification. 
- chapitre 2 : Ce chapitre est subdivise en trois grandes parties. La premiere partie est 
consacree a la presentation de l'aspect theorique du SVM. Dans la deuxieme partie, 
nous decrivons les differentes methodes multi-classes basees sur le SVM. Dans la 
troisieme partie, un accent particulier est mis sur les travaux connexes de la catego-
risation des textes. 
- chapitre 3 : Dans ce chapitre nous detaillons notre nouvelle methode SVM-CHF de-
veloppee pour le probleme multi-classes. Ensuite, nous presentons notre algorithme 
developpe pour les donnees numeriques. La deuxieme partie est consacree a la pre-
sentation de la methode adaptee pour les donnees textuelles SVM-CHF-Text. 
- chapitre 4 : Ce chapitre est subdivise en deux parties. La premiere partie est consa-
cree a la presentation des cas pratiques appliques sur des donnees numeriques et 
des donnees textuelles. Les resultats experimentaux sont presentes dans la deuxieme 
partie de ce chapitre. 




Principe de la classification 
Ce chapitre presente essentiellement les techniques fondamentales de la classification 
qui sont liees a notre champ d'etude. Nous commengons tout d'abord par decrire le contexte 
de la classification automatique d'une maniere generale, en presentant les operations a ef-
fectuer sur les objets, avant de commencer le processus de classification et nous presentons 
les differentes mesures de similarite utilisees dans le domaine de la classification : entre ob-
jets, entre classes et entre documents. Ensuite, nous presentons les differents algorithmes 
de classification, les approches specifiques de la classification et nous mettons l'accent sur 
les algorithmes de base de la categorisation de documents. Un accent particulier est mis sur 
la classification floue en definissant les concepts de base des ensembles flous. 
1.1 Contexte de la classification 
La classification automatique des donnees (clustering en anglais) est parmi les taches 
les plus repandues dans le domaine du forage de donnees. Elle consiste a extraire de fa-
gon automatique les connaissances cachees dans les donnees en affectant chaque objet a sa 
propre classe. En fait, la classification porte sur le regroupement des individus ou d'obser-
vations similaires dans la meme classe en respectant la variation inter-classes et la variation 
intra-classe: La figure 1.1 illustre le principe de la classification automatique. 
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A* 
• • 
Figure 1.1 - Principe de la classification 
D'une maniere generate, la similarity entre les individus de la meme classe doit etre 
elevee et la similarity entre les individus qui appartiennent a des classes differentes doit 
etre faible. 
La tache de classification comprend deux phases : la phase d'apprentissage et la phase 
de decision. Premierement, la phase d'apprentissage consiste a prelever de l'ensemble X 
un sous ensemble f2, appele ensemble d'apprentissage a partir duquel nous construisons 
une fonction $ qui permet de classer le plus correctement possible les elements de Q, (voir 
la figure 1.2). Ensuite, la phase de decision consiste a classer de nouveaux objets qui n'ap-
partiennent pas a l'ensemble d'apprentissage Q (voir la figure 1.3). 
Fonction 
de classification <p 





Figure 1.3 - Phase de decision du processus de classification 
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Selon Jain et al. [42], les methodes de classification sont regroupees sous une forme 
hierarchique, comme nous le montre la figure 1.4. Dans les methodes exclusives, l'objet 
doit appartenir a une seule classe. Par contre, dans les methodes non exclusives, l'objet 
peut appartenir a plusieurs classes en meme temps avec un degre d'appartenance : c'est le 
cas de la classification floue. Dans les methodes exclusives, le probleme de classification 















Figure 1 .4- Subdivision des methodes de classification [42] 
1.1.1 Domaine d'application de la classification 
La classification est en pratique appliquee dans la plupart des domaines du monde reel. 
Nous la trouvons a titre d'exemple dans : 
1. le Web, pour la classification des documents en fonction de leurs sujets et le filtrage 
des spams (spam/non spam); 
2. le secteur medical, pour la classification des patients en fonction de leurs maladies ; 
3. la bio-informatique, pour la classification des genes quand une grande quantite de 
genes peuvent montrer des comportements similaires ; 
4. le marketing, pour la classification des entreprises en fonction de leurs productions. 
1.1.2 Methodologie adoptee 
Supposons un ensemble d'observation X = {xi,x2, •••,xn} dans un espace R d , ou n 
represente le nombre d'observations et d represente le nombre des attributs de chaque ob-
servation : Xi = (xn,xi2,..., Xid). Supposons, de plus, W = {wi,w2,..., iujt} un ensemble 
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de classes, ou k represente le nombre de classes. Le but de la classification est d'affecter 
automatiquement chaque observation de l'ensemble X a une classe de l'ensemble W. La 
classification consiste a trouver un modele (fonction objective) qui permet, a partir d'un 
ensemble d'apprentissage, de classer de nouveaux objets. La figure 1.5 est un exemple qui 
illustre le processus d'une classification automatique. 
Ensemble de test 








Selection des attributs 
f« Algorithms d'apprentissage 
Wl W2 Wk 
Figure 1.5 - Processus d'une classification automatique supervisee 
Etant donne n attributs dans l'espace R n , la selection des attributs consiste a choisir 
a partir de l'espace R n les m attributs les plus discriminants, oil rn < n. La selection 
des attributs permet de reduire le nombre d'attributs pour ameliorer les performances de 
la classification. Plusieurs techniques ont ete developpees pour accomplir cette tache de 
selection [20, 27, 43]. 
L'application de l'algorithme d'apprentissage necessite la specification du nombre de 
donnees d'apprentissage et de la mesure de similarite. Plusieurs mesures de similarite 
peuvent etre utilisees [23, 68], La phase d'apprentissage consiste a concevoir un modele 
de classification qui est applique sur de nouvelles donnees. 
1.1.3 Evaluation des classificateurs 
II est necessaire d'evaluer le degre de performance du classificateur. Pour ce faire, plu-
sieurs mesures sont utilisees, a savoir le taux de classification, la matrice de confusion et la 
validation de l'ensemble d'apprentissage et de test. 
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Taux de classification 
L'estimation du taux de classification est determinee par le calcul de l'ensemble de test 
bien classe (respectivement mal classe) par rapport a tout l'ensemble de donnees : 
TP 
Taux = —— (1.1) 
N 
ou TP represente l'ensemble de test bien classe et N represente tout l'ensemble de don-
nees. 
Matrice de confusion 
La matrice de confusion est une matrice carree [7c x k], oil k represente le nombre 
de classes. Elle determine l'erreur de classification de l'ensemble de test par rapport aux 
differentes classes. Chaque composante a,j de la matrice de confusion indique le nombre 
d'exemples d'apprentissage dont la veritable classe est C; alors qu'ils sont affectes a la 
classe Cj. 
Validation de l'ensemble d'apprentissage et de test 
Dans cette technique, l'ensemble de donnees est subdivise en deux sous-ensembles se-
pares : un ensemble d'apprentissage et un ensemble de test. L'ensemble d'apprentissage est 
construit pour determiner le bon classificateur. L'ensemble de test est construit pour eva-
luer la performance du classificateur choisi, en calculant le taux d'erreurs sur les nouvelles 
donnees. La technique la plus utilisee est celle de la validation croisee. Elle consiste a sub-
diviser l'ensemble de donnees en k sous-ensembles. Durant la classification, un ensemble 
parmi les k est choisi pour le test et le reste de l'echantillon est utilise pour 1'apprentissage. 
L'operation est repetee k fois et le taux d'erreur est determine a partir des k iterations. 
1.1.4 Criteres d'une partition : Inertie inter-classes et intra-classe 
Pour regrouper les objets homogenes dans une raeme classe, nous avons besoin de 
deux criteres, a savoir l'inertie inter-classes et l'inertie intra-classe. Dans cette section, 
nous decrivons ces deux criteres de qualite d'une partition en details. 
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Supposons M = {mi,rri2, • ••, mn}, un ensemble de n objets, et ( le centre de gravite 
du nuage des objets. Soit une classification de k classes {Ci, C2,...,Cfc} d'effectifs {n,, 
n2,...,nfc} et {ci, c2,...,cfc} leurs centres de gravite. 
- Inertie inter-classes : Elle est donnee par la formule suivante : 
- Inertie intra-classe : Elle est donnee par la formule suivante : 
1 k 
I intra = ~ (m ~ ^ (L3) 
i = 1 mdCi 
Pour obtenir une meilleure classification, il faut que l'inertie inter-classes ( /m f e r) soit 
elevee et que l'inertie intra-classe (Iintra) soit faible. La figure 1.6 illustre les notions d'iner-
ties inter-classes et intra-classe. 
Afin de pouvoir accomplir la tache de classification, il faut specifier le format de l'ob-
jet a classer, a savoir : donnee numerique, texte, image ou son. Dans cette section, nous 
presentons les differentes taches qui doivent etre realisees avant de presenter les objets 
1 k 2 Iinter — ^ J ^ C) (1.2) 
Figure 1.6 - Inerties inter-classes et intra-classe 
1.2 Representation des objets a classer 
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a classer aux algorithmes de classification. Ces taches dependent essentiellement du type 
d'objets a classer. Nous nous interessons dans cette section a la representation des donnees 
numeriques et a la representation des textes. 
1.2.1 Representation des donnees numeriques 
Dans un espace, la donnee est representee par un vecteur de n dimensions qui est fonc-
tion du nombre d'attributs de chaque objet. Chaque attribut represente une dimension de 
l'espace de representation. Avant de presenter ces donnees aux algorithmes de classifica-
tion, certaines operations doivent etre realisees : 
- Preparation des donnees : La plupart des donnees qui existent dans les bases de 
donnees ne sont pas preparees. II est necessaire de transformer ces donnees dans un 
format adequat afin de faciliter leur traitement. La preparation des donnees consiste 
a identifier les valeurs aberrantes, les valeurs manquantes et les valeurs redondantes. 
Des methodes statistiques telle que la methode d'amplitude interquartile et des me-
thodes graphiques telles que les methodes des histogrammes et du nuage de points, 
sont utilisees pour preparer ces donnees [55]. 
- Normalisation des donnees : Une grande difference dans les amplitudes des objets 
conduit sans aucun doute a une mauvaise classification. Pour cela, la tache de norma-
lisation est necessaire. Parmi les techniques les plus repandues dans le domaine de 
la classification, nous citons a titre d'exemple la normalisation min-max. Cette tech-
nique consiste a mesurer l'ecart entre une donnee quelconque par rapport a la valeur 
minimale, ponderee par 1'amplitude. Elle est exprimee par la formule suivante : 
** - X r n m m P ° m ( L 4 ) 
max{X) — min(X) 
ou X = (xi,x2, . . . , i„) est un vecteur de n dimensions. 
II existe d'autres methodes de normalisation, nous citons a titre d'exemple la norma-
lisation par le test Z. Cette technique consiste a mesurer l'ecart entre la valeur de la 
variable et la moyenne des valeurs X de tous les objets, ponderee par l'ecart type 
<j(X) de l'ensemble des variables. 
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II faudra noter que la phase de preparation des donnees et la phase de normalisation 
sont des taches primordiales et importantes pendant le processus de classification. 
1.2.2 Representation du texte 
Bien que le but de ce memoire soit de presenter une nouvelle methode pour traiter le 
probleme multi-classes et son application pour la classification des donnees numeriques, 
nous mettons 1'accent dans cette section sur les differentes techniques de la representation 
des textes. 
- Pretraitement du texte : La phase de pretraitement du texte est une phase impor-
tante dans le processus de categorisation du texte. Elle consiste a normaliser et a 
nettoyer le texte a classer afin de faciliter son exploitation. La segmentation (tokeni-
zatiori)1 et la radicalisation 2 sont les techniques les plus utilisees lors de la phase de 
pretraitement [67]. 
- Representation des documents : Comme toute sorte de donnees, que ce soit image 
ou son, le texte necessite une representation durant la phase du traitement automa-
tique. Dans le domaine de la recherche d'information, la representation sans au-
cun doute la plus connue est la representation vectorielle de G. Salton [74], Dans 
cette symbolisation, chaque terme du vecteur represente une dimension de l'espace 
et chaque composante du vecteur represente le poids du terme dans le document. 
Les termes des vecteurs peuvent etre des mots simples ou des sequences de mots. 
Pour associer un poids a un terme dans un document donne, nous disposons de trois 
methodes de presentation : 
1. Vecteur binaire : La representation par vecteur binaire est la representation 
la plus ancienne et la plus simple parmi les representations utilisees dans le 
domaine de la recherche d'information. L'association du poids au terme est 
simplement binaire : (1 si le mot est present dans le texte, 0 sinon). 
2. Vecteur frequentiel (Term Frequency): Cette representation donne une impor-
tance au nombre de termes qui apparaissent dans un document. Elle est basee 
1. La segmentation consiste a decouper le texte en morceau en eliminant les mots inutiles dans le proces-
sus de classification tels que les stop words, les mots rares, la ponctuation. 
2. La radicalisation consiste a rendre le mot qui a subi plusieurs transformations (conjugaison, derivation) 
a sa forme initiale (racine). 
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sur le nombre de fois (frequence) du terme dans un document. 
Selon Denoyer [22], certains problemes surviennent dans le cas ou la taille d'un 
document dans un corpus est superieur a celle d'un autre document, ce qui in-
flue sur 1'interpretation de la representation des documents lors de la recherche 
documentaire. Pour remedier a ce genre de probleme, une normalisation des 
termes est exigee. La normalisation frequentielle est obtenue en fractionnant le 
nombre de frequences d'un mot par le nombre total des mots du meme docu-
ment. 
3. Vecteur Tfldf (Term Frequency, Inverse Document Frequency) : La repre-
sentation Tfldf est la plus repandue dans le domaine de la recherche d'in-
formation [46]. Cette representation decrit une relation entre les termes et leur 
frequence dans .le document [52]. Elle est basee sur la loi de Zipf3 [22] (voir 
1'annexe A). La representation vectorielle Tfldf est donnee par la formule : 
Tfldf = Tf x Idf = Tf x M ^ ) d-6) 
oii Tf represente le nombre d'apparitions du terme dans le document, \D\repre-
sente le nombre global de documents dans le corpus et df represente le nombre 
de documents contenant le terme. Generalement, et afin d'eviter les problemes 
lies a la longueur des documents, les vecteurs doivent subir une normalisation. 
Reduction de la dimension du vocabulaire : La taille immense du vocabulaire de 
la langue naturelle par rapport au nombre de documents influe sans aucun doute ne-
gativement sur le traitement automatique du texte. Pour cela, la reduction de l'espace 
vocabulaire devient une tache indispensable pour eliminer les termes inutiles et non 
informatifs. En effet, plusieurs techniques ont ete developpees dans le but de reduire 
l'espace de representation. Selon Sebastiani [78], la selection des attributs (features 
selection)4 et 1'extraction des attributs {features extraction) sont parmi les techniques 
les plus utilisees dans le domaine du Text Mining. La technique la plus repandue pour 
3. La loi de Zipf illustre l'importance du terme en fonction de sa frequence dans un corpus. Un mot est 
considere important s'il n'est ni trop frequent ni trop rare. 
4. Cette technique consiste a obtenir une cardinality de vocabulaire inferieure a la cardinalite initiale : 
\v'\<\v\. 
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1'extraction des termes est la Latent Semantic Indexing (LSI) [21]. Dans cette repre-
sentation, chaque colonne correspond a un document dj et chaque ligne correspond a 
un terme tj. La relation terme/document est exprimee par la frequence d'apparitions 
du terme U dans le document dj. 
Principe de L S I : Supposons une matrice d'occurrences A de taille [MxN], ou M 
represente le nombre de mots et N represente le nombre de documents. LSI consiste 
en une decomposition en valeurs singulieres de la matrice d'occurrences A. La de-
composition en valeurs singulieres permet de mesurer la similarite entre les docu-
ments ou chaque colonne de la matrice V correspond a un document. Nous obtenons 
les matrices U, E et V : 
A = U x E x V (1.7) 
- U est une matrice de taille [MxN]; 
- V et E sont de taille [NxN]. 
Selon la propriete de la decomposition en valeurs singulieres : 
1. UTU-VTV-IN : IN[NxN] represente la matrice identite; 
2. E = diag((7i,<72,...,<7jv). 
(a) <Ji > 0 : Pour 0 < i < r ou r est le rang de la matrice M; 
(b) (Tj = 0 : Pour i > r. 
3. Les {<7j} represented les racines carrees des valeurs propres de MTM et MMT ; 
4. Les vecteurs propres de MMT constituent les colonnes de U (les vecteurs sin-
guliers a gauche de M); 
5. Les vecteurs propres de MTM constituent les colonnes de V (les vecteurs sin-
guliers a droite de M). 
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1.3 Mesure de similarite 
1.3.1 Mesure de similarite entre objets 
La mesure de similarite consiste a definir une metrique pour regrouper les objets si-
milaires dans la meme classe. Cette metrique de similarite doit satisfaire les conditions 
suivantes [37] : 
1. dist(x'j, xj) > 0, V (Xi, Xj) G X (positive); 
2. dist(Xi, Xj) = dist(.xJ,:/;,), V (x.t, xj) G X (symetrique); 
3. V (xi, Xj) G X : dist(Xj, Xj) - 0 = Xj ; 
4. dist(Xj, X)~) < dist(.x,, x:i) + dist(.x?, xk), V xt, x7, xk G X (inegalite triangulaire). 
- Mesure de distance : Soient Xi et Yj deux objets dans un espace Rn, representes 
respectivement par leurs vecteurs Xi = (x,^. xl2,..., xin) et Y3= (y?1. yj2...., yjn) de 
longueur n. La similarite entre ces deux objets est calculee par plusieurs mesures de 
distance. 
- Distance de Manhattan 
n 
dist(Xi,Yj) = ||Xi - Yj\\x = ] T \xik - yjk\ (1.8) 
- Distance Euclidienne 
n 
dist{Xi,Yj) = ||Xi - Yj\\2 = xik - yjk)2 
\ k=1 
(1.9) 
- Distance de Minkowski 
n 
dist(Xu Yj) = ||Xi - Yj 3 llm \Xik ~ Vjk\m (1.10) 
k=1 
Ou m est un entier positif : 
- Pour m = 1 : distance de Manhattan; 
- Pour m = 2 : distance Euclidienne; 
- Pour Tfi —> oo ! distance de Chebychev : 
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dist(Xi,Yj) = \\Xi - Yj\\ = max \xik - yjk\ (1.11) 
1 <k<n 
Le cosinus : Le cosinus est parmi les mesures de similarite les plus repandues dans 
le domaine de la classification. La similarite entre deux objets X et Y depend de 
1'angle existant entre les deux vecteurs representatifs de ces objets. Deux objets sont 
plus similaires si 1'angle forme entre les deux vecteurs est petit. Formellement, le 
cosinus de deux vecteurs est obtenu par : 
CosiX^Y,) - ' Y j -
I^IHI^II 
\ 
^ ^ %ik ' Ujk 
— ' (1-12) 
y xik 
k= 1 \ k=i 
ou (Xi • Yj) represente le produit scalaire de Xt et Yv et 11X,; | et ||Y}|| representent 
les normes de Xi et Y:/ respectivement. 
1.3.2 Mesure de similarite entre classes 
Plusieurs methodes ont ete proposees pour calculer la mesure de similarite entre les 
classes. Elles sont largement utilisees par les algorithmes hierarchiques. L'ensemble de 
donnees est remplace par des classes. Chaque classe represente un sous-ensemble de don-
nees dans lequel les objets partagent les memes caracteristiques. L'objectif de 1'utilisation 
de ces methodes est de reduire la complexite des algorithmes de classification et leur temps 
de calcul. Supposons deux classes Cp et Cq de n et m objets respectivement et supposons 
gp et gq leurs centroi'des. Considerons :/;, un element de Cp et x3 un element de Cq : 
- Technique du centroi'de : La mesure de similarite entre deux classes est obtenue par 
la mesure de distance entre leurs centroi'des. La distance entre deux classes Cp et Cq 
est donnee comme suit: 
Distance(Cp,Cq) = dist(gp, gq) (1.13) 
Y . XJ 
v X 7 £ Ci 0U 9i = n.- • 
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- Technique du medoide : Contrairement a la technique du centroide, la mesure de 
similarite entre deux classes Cp et Cq est obtenue en mesurant la distance entre leurs 
medoides mp et mq respectivement. La distance entre deux classes Cp et Cq est don-
nee comme suit: 
Distance(Cp,Cq) = dist(mp,mq) (1-14) 
ou rrii = arg min ^ dist(xj,xk). 
^ XkdCi 
- Technique du plus proche voisin : La distance entre deux classes est definie comme 
la distance minimale entre toutes les paires d'objets de deux classes. Elle est definie 
comme suit: 
Distance(Cp,Cq) — min dist(xi,xj) (1-15) Xi^Cp 
Xj £ Cq 
- Technique du voisin le plus eloigne : La distance entre deux classes est definie 
comme la distance maximale entre toutes les paires d'objets de deux classes. Elle est 
definie comme suit: 
Distance(Cp,Cq) — max dist(xi, Xj) (1-16) XiECp 
Xj £ Cq 
Technique de la moyenne de groupe : La distance entre deux classes est definie 
comme la distance moyenne entre toutes les paires d'objets de deux classes. Elle est 
definie comme suit: 
^ dist(xi,xj) 
Distance(Cp, Cq) = : (1.17) 
ou Tip et nq represented le nombre d'objet de Cp et Cq respectivement. 
1.3.3 Mesure de similarite entre documents 
La classification des documents consiste a regrouper les documents les plus similaires 
dans la meme classe en se basant sur leur contenu contextuel. La definition d'une mesure 
de similarite est necessaire pour determiner le degre de similarite entre les documents. 
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Plusieurs mesures de similarite sont utilisees dans le domaine de la categorisation du texte. 
Les mesures de distance et de cosinus que nous avons etudiees dans la section (1.3.1) 
sont utilisees pour mesurer la similarite entre des documents qui sont consideres comme 
des objets representes par des vecteurs. Nous definissons dans cette section les coefficients 
d'association et le coefficient de correlation qui sont aussi utilises pour mesurer la similarite 
entre les documents : 
- Coefficients d'association : La technique des coefficients d'association est utilisee 
pour la mesure de similarite entre les documents. Les coefficients les plus repan-
dus dans le domaine de la recherche d'information sont le coefficient de Jaccard et 
le coefficient de Dice qui sont bases sur les caracteristiques communes entre deux 
documents. Les deux metriques sont exprimees par les deux formules suivantes : 
1. Coefficient de Jaccard : 
n 
dikdjk 
Jaccard(di ,dj) = ^ - (1.18) 
djk 2-r dikdjk 
k=l fc=1 fc=1 
2. Coefficient de Dice : 
n 
2 dikdjk 
Dice(di,dj) = — (1.19) 
£ 4 - • E 4 -
fc=i i 
Le coefficient de Jaccard normalise le produit scalaire de deux vecteurs en divisant 
par la somme des composantes non nulles de 1'union de deux vecteurs. Le coefficient 
de Dice normalise le produit scalaire de deux vecteurs en divisant par la somme des 
composantes non nulles de deux vecteurs. 
- Coefficients de correlation : Le coefficient de correlation de Pearson est parmi 
les mesures de similarite les plus repandues dans le domaine de la recherche d'in-
formation. II consiste a ressortir le rapport existant entre deux documents. Suppo-
sons deux documents di et dj representes par leur 
vecteur di— {du, c?j2> din~) et 
dj= (dji,dj2,djn). Formellement, le coefficient de correlation de Pearson est ex-
prime par la formule suivante : 18 
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n 
- di)(djk - dj) 
Pearson(di,dj) = (1.20) n n 
k - 1 \ fc=l 
- di)2 Y2(djk - dj) 2 
n n 
Dans les travaux de Strehl et al. [84], une etude comparative a ete effectuee entre les 
differentes mesures de similarite. lis ont constate que le cosinus et le coefficient de Jaccard 
sont les mesures de similarite les plus performantes dans le domaine de la categorisation 
de texte. 
1.4 Algorithmes generaux de classification 
Nous presentons en details dans cette section les algorithmes de classification qui sont 
largement utilises dans le domaine de la classification. Ces algorithmes utilisent les diffe-
rentes mesures de similarite que nous avons deja presentees dans les sections precedentes. 
Dans la litterature, nous distinguons essentiellement deux grandes families d'algorithmes : 
les algorithmes hierarchiques et les algorithmes par partition. Nous presentons ces deux 
families d'algorithmes dans les sections qui suivent. 
1.4.1 Algorithmes hierarchiques 
Les algorithmes hierarchiques consistent a produire une succession hierarchique de 
classes. Cette representation hierarchique s'appelle dendrogramme. La figure 1.7 repre-
sente un exemple illustratif d'un dendrogramme. 
Les techniques utilisees pour construire cette hierarchie sont des techniques par agglo-
meration (combinaison) ou des methodes divisive (descendante). Dans la technique d'ag-
glomeration, a chaque niveau de la hierarchie, une diminution du nombre de classes par la 
fusion de deux classes les plus similaires dans une seule classe, jusqu'a la verification d'un 
critere d'arret. Dans la technique divisive, l'ensemble de donnees estregroupe dans un seul 
groupe contenant toutes les classes et, a chaque niveau de la hierarchie, les deux classes les 
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Figure 1.7 - Exemple de dendrogramme 
plus dissemblables sont separees. De cette fagon, le nombre de classes augmente jusqu'a 
ce qu'un critere d'arret soit verifie. L'algorithme hierarchique par agglomeration est decrit 
dans (Algorithme 1). Le parametre ( represente generalement l'erreur de classification au 
carre. 
Algorithme 1 Algorithme de Classification Hierarchique Agglomerative 
Entree : Ensemble X = {xi, x2,...,xn}, £ : critere d'arret, (3 : indice de similarite; 
Sortie : Ensemble de classes C = {Ci, C 2 , . ; 
1. Pour chaque paire (CuCj), calculer la similarite Sim(Ci,Cj); 
2. Si Sim(Ci,Cj) < p Alors {Q, Cj} 6 ( 7 ; 
3. Repeter les etapes (1) et (2) jusqu'a ce que £ soit verifie. 
D'un autre cote, plusieurs indices de similarite sont utilises pour mesurer la similarite 
entre les classes. Les definitions les plus usuelles : 
Association simple : L'association simple est basee sur la mesure du plus proche voisin, 
exprimee par l'equation (1.15). A chaque niveau de la hierarchie, les deux classes les plus 
similaires sont fusionnees en une seule classe. Cette technique est sensible a l'effet de 
chaine, c'est-a-dire que dans certains cas nous risquons de regrouper deux classes eloignees 
qui sont reliees par une chaine d'objets. 
Association complete : L'association complete est basee sur la mesure du voisin le plus 
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eloigne, exprimee par l'equation (1.16). Elle necessite un temps de calcul tres eleve. 
Association moyenne : L' association moyenne est basee sur la distance moyenne entre 
tous les objets de deux classes. Elle se situe entre l'association simple et l'association com-
plete. Elle est exprimee par l'equation (1.17). Les resultats experimentaux [83] ont montre 
que les techniques qui utilisent l'association moyenne donnent de meilleurs resultats que 
les techniques qui utilisent l'association simple et l'association complete. 
La complexite en temps de calcul des algorithmes hierarchiques est de 0(n2), ou n re-
presente le nombre des objets dans la base de donnees. L'espace memoire pour l'execution 
des algorithmes hierarchiques est proportionnel au nombre des classes. L'un des avantages 
des algorithmes hierarchiques est que le nombre de classes n'est pas fixe a priori. Cela 
permet de choisir un nombre de classes de fa?on optimale. D'un autre cote, 1'utilisation des 
metriques de distance telle que la distance euclidienne rend 1'interpretation des resultats 
des algorithmes hierarchiques tres simple. Un autre avantage de ces algorithmes est que les 
algorithmes hierarchiques permettent de trouver des classes de formes diverses, selon la 
distance choisie [89]. A 1'oppose, la complexite en temps de calcul et en espace represente 
l'inconvenient majeur des algorithmes hierarchiques. Pour passer de k classes a (k — 1) 
classes, il faut calculer ( k{k~v> ) distances afin de trouver les classes les plus proches. 
1.4.2 Algorithmes par partition 
Contrairement aux methodes hierarchiques, les methodes par partition consistent a re-
grouper les donnees dans un nombre de classes fixe a priori par l'utilisateur. Les algo-
rithmes par partition les plus connus dans le domaine de la classification sont presentes 
comme suit: 
Algorithme K-Moyennes 
L'algorithme K-Moyennes a ete introduit par Mac Queen [66]. L'idee de base de K-
Moyennes est d'affecter tous les objets dans des classes fixees a priori en minimisant l'er-
reur de classification des objets. II commence d'abord par choisir aleatoirement les centres 
initiaux de classes. Chaque objet est affecte a la classe la plus proche. Le centre de gravite 
gi d'une classe est calcule a chaque iteration comme suit: 
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1 
ou rri'f represente le jeme objet affecte a la classe C, . A chaque iteration, une erreur de 
classification £ liee a 1'affectation des objets a une classe donnee est exprimee comme suit: 
k 
e = E £ d2(rrij,Ci) (1.22) 
i=l rrij £Ci 
II existe plusieurs fafons pour choisir les k centroi'des : 
- utiliser les k premiers objets ; 
- choisir les k objets aleatoirement; 
- selectionner aleatoirement une partition de k classes ensuite calculer son centroide. 
Un pseudo-code de 1'algorithme K-Moyennes est presente dans (Algorithme 2). 
Algorithme 2 Algorithme de classification K-Moyennes 
Entree : Ensemble X = {x-i, x2,...,xn), k : nombre de classes ; 
Sortie : Ensemble de classes C - {C\, C2,...,Ck) et leurs centres de gravite {gi, g2,...,gk}; 
1. Assigner aleatoirement k objets comme etant les centres initiaux; 
2. Pour chaque Xj(i l n) de l'ensemble X, calculer la distance entre chaque xt et tous les 
centres initiaux puis assigner Xj a la classe la plus proche ; 
3. Mettre a jour les nouveaux centres de gravite g3 associes aux nouveaux objets; 
4. Repeter les etapes (1), (2) et (3) jusqu'a ce que les centres de gravite ne changent plus. 
Le K-Moyennes termine lorsqu'il n'y a plus de changement dans les composants de 
chaque classe, c'est-a-dire que les objets de la meme classe restent dans leur classe. De 
plus, nous pouvons arreter l'algorithme s'il n'y a pas vraiment une diminution significative 
de la somme des erreurs au carre. 
La complexite en temps de calcul de l'algorithme K-Moyennes est calculee en fonction 
des iterations effectuees. Elle est de l'ordre 0(n • k • i), ou n represente le nombre des 
objets a classer, k represente le nombre de classes et i represente le nombre des iterations 
effectuees jusqu'a la convergence. L'avantage majeur du K-Moyennes est qu'il est appli-
cable aux bases de donnees de grande taille sans aucun effet negatif sur l'espace memoire 
et le temps de calcul. Malgre sa simplicite, le K-Moyennes a des inconvenients. La spe-
cification a priori du nombre de classes est un inconvenient puisque dans la plupart des 
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cas, l'utilisateur ne detient pas cette information. En outre, la classification finale obtenue 
par le K-Moyennes depend du choix des centres initiaux, ce qui implique que l'algorithme 
converge dans la plupart des cas vers une solution locale qui n'est pas optimale. 
Algorithme K-Medoides 
Afin d'ameliorer la performance du K-Moyennes, un autre algorithme de classification 
appele K-Medoides a ete developpe [51]. Dans K-Medoides, les medoides sont utilises au 
lieu des centroi'des. L'inconvenient majeur de cet algorithme est sa complexity qui est de 
l'ordre de 0(i • k • (n — k)2), ou i represente le nombre d'iterations pour assigner tous les 
objets a leurs classes, k represente le nombre de classes et n represente le nombre d'objets. 
II existe d'autres extensions du K-Moyennes. Nous citons a titre d'exemple l'algorithme 
Bisecting K-Moyennes [83]. Pour obtenir k classes, l'algorithme Bisecting K-Moyennes 
regroupe en premier lieu tous les objets dans une seule classe. Ensuite, l'algorithme selec-
tionne une classe pour la subdiviser en deux classes en appliquant le K-Moyennes de base. 
La selection de la classe a subdiviser a chaque iteration depend de plusieurs criteres : la 
classe qui contient le plus grand nombre d'objets et la somme des erreurs au carre. Lorsque 
le nombre de classes k est obtenu, l'algorithme s'arrete. 
1.4.3 Les classificateurs utilises dans la categorisation des textes 
Dans la pratique, plusieurs types de classificateurs ont ete mis en place. Parmi les classi-
ficateurs existants, nous distinguons les classificateurs probabilistes qui utilisent l'ensemble 
d'apprentissage pour estimer les parametres de la distribution de probability des termes par 
rapport aux categories. Dans cette famille, nous citons entre autres le classificateur bayesien 
naif. II existe aussi une famille de classificateurs bases sur l'exemple. Dans cette famille, 
les nouveaux documents a classer font l'objet de comparaison avec l'ensemble d'appren-
tissage. L'algorithme K-NN est le plus connu de cette famille. Nous trouvons aussi des 
classificateurs lineaires. Dans cette famille, le document est represente par un vecteur de 
termes ponderes. Parmi les algorithmes de cette famille, nous citons le classificateur SVM 
qui permet de separer l'hyperplan en deux parties, en trouvant l'hyperplan optimal qui se-
pare les deux parties. Dans ce qui suit, nous exposons en details, pour chaque famille, un 
algorithme qui lui correspond. 
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Classificateur bayesien naif 
Ce classificateur se base sur le theoreme de Bayes qui consiste a calculer les proba-
bility conditionnelles d'une cause sachant la presence d'un effet. Son principe dans la 
categorisation du texte est de calculer les probabilites qu'un nouveau document appartient 
a une categorie sachant la proportion des documents d'apprentissage appartenant a cette 
categorie. En outre, il permet de calculer la probability qu'un mot soit present dans un texte 
sachant que ce texte appartient a telle categorie. La probability a estimer est: 
= p(ai,a,2, •••, an/cj)p(cj) ^ 
p(ai,a2,..., an) 
ou Cj represente la categorie, at represente le terme et di represente le document. 
Le calcul de p(a,i/cj) depend du modele de generation des exemples. Dans le cas de 
la categorisation de documents, les modeles les plus utilises sont le modele multivarie de 
Bernoulli et le modele multinomial [57]. 
Algorithme K plus proches voisins (K-NN) 
L'algorithme K-NN [19] est parmi les classificateurs les plus utilises dans le domaine 
de la categorisation des documents. Le K-NN consiste a assigner un nouveau document au 
K plus proche voisin. Les textes sont representes sous forme vectorielle. Le K-NN calcule 
la similarite entre les documents en utilisant la distance euclidienne entre les composants 
des vecteurs. 
dist(di,dj) = JYlivMi) - Pt{dj))2 
V ter 
(1.24) 
ou T represente l'ensemble des attributs, pt(di) represente le poids du terme t dans le 
document di et Pt(dj) represente le poids du terme t dans le document dj. 
Plusieurs travaux ont pour objectif 1'amelioration de l'algorithmes K-NN. Nous citons 
a titre d'exemple les travaux de Baoli et al. [9] qui ont permis d'optimiser la valeur de k 
pour chaque categorie. Han et al. [38] ont modifie la mesure de similarite en attribuant un 
poids a chaque terme par validation croisee. Malgre ces recherches, la version originale de 
l'algorithme de base de K-NN demeure la plus utilisee dans le domaine de la categorisation 
de documents. 
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1.5 Approches specifiques de classification 
Dans la pratique, il existe d'autres approches specifiques que les algorithmes hierar-
chiques et les algorithmes par partition. Ces approches sont developpees specialement pour 
des bases de donnees specifiques. Elles incluent des methodes pour obtenir des formes ar-
bitrages, des methodes fondees sur la densite et des methodes fondees sur un quadrillage 
de l'espace de donnees. Dans cette section, nous detaillons ces methodes specifiques en 
demontrant leurs avantages et leurs inconvenients. 
1.5.1 Methodes pour obtenir des formes arbitraires 
Pour faire face aux problemes de la difficulte de la detection des classes de formes 
arbitraires dans les bases de donnees volumineuses, de nouveaux algorithmes ont ete de-
veloppes [35, 36, 49, 102]. Dans cette partie, nous decrivons quelques algorithmes qui 
appartiennent a cette famille. 
L'algorithme CURE ^Clustering Using REpresentatives») [35], a ete developpe pour 
obtenir des classes de formes arbitraires d'une part, et pour faire face aux problemes de la 
complexity en temps de calcul et en espace memoire des algorithmes hierarchiques d'autre 
part. Dans cet algorithme, un ensemble de donnees representatif de taille p de l'ensemble 
initial n est utilise pour reduire en meme temps la complexite en temps de calcul ainsi 
que l'espace memoire. Ensuite chaque classe est representee par un nombre d'individus 
( | ) ou k est le nombre de classes fixe par l'utilisateur. Les classes ayant un nombre faible 
d'objets sont eliminees. Les individus representatifs de chaque classe sont rapproches de 
leur centre par un facteur a : 0 < a < 1, en utilisant la notion de shrinking5 [80], La 
methode CURE fusionne les deux classes dont les individus representatifs sont les plus 
proches. Sa complexite en temps de calcul est de 0(rn2 • log m) ou m represente le nombre 
de donnees de l'echantillon extrait de l'echantillon total. 
L'algorithme ROCK («Robust Clustering for Categorical Data») [36] a ete developpe 
specialement pour la classification des donnees categorielles. II est base sur le concept de 
lien. ROCK utilise les notions suivantes : 
5. La technique de shrinking permet de deplacer les objets d'une classe vers leur centre pour obtenir une 
densite plus grande. 
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1. Deux objets p et q sont voisins si la similarite depasse un certain seuil 9 fixe par 
l'utilisateur : sim(p, q) > 9 ; 
2. Le lien entre deux objets link(p, q) est le nombre de voisins communs semblables 
simultanememt aux deux objets p et q; 
3. Le lien entre deux classes Ci et C2 est donne par tous les liens qui existent entre leurs 
objets : link(Ci,C2) = ^ n k{p,q) ; 
4. Le nombre de liens dans une classe C est donne par : n1+2^9\ ou f(9) = et 6 
represente le seuil de similarite, fixe par l'utilisateur; 
5. La mesure d'aggregation de deux classes est definie comme suit: 
A " { C U C 2 ) = ( n i + n 2 Y ^ m - n - n?™ ^ 
L'algorithme ROCK fusionne les deux classes ayant le nombre de voisins le plus grand. 
Sa complexite en temps de calcul est de 0(n • mm • ma • log n) ou n represente le nombre 
total des objets, m m et rn„ representent le nombre maximum et le nombre moyen de voisins 
d' un obj et respectivement. 
L'algorithme BIRCH («BalancedIterative Reducing and Clustering using Hierarchies») 
[102] est base sur le principe CF (Clustering Feature) et l'arbre CF, en regroupant les in-
formations des objets de la classe dans un triplet: CF — (n, LS, SS), ou n est le nombre 
des objets dans la classe, LS defini par ^ x^ est la somme lineaire dans la classe C et SS 
est la somme quadratique y^ x 
Xi&C 
L'algorithme CHAMELEON [49] permet d'estimer la densite intra-classe et inter-classes 
a partir du graphe du K-plus proche voisin. Son principe se resume en deux phases : 
1. Construire des sous-classes de petite taille a partir d'un graphe de partitionnement; 
2. Une agregation est appliquee en fonction de la proximite relatives (PR(C\ , C2)) et 
1'inter-connectivite (JR.(C\, C2)). La proximite et l'inter-connectivite relatives sont 
definies respectivement par les formules : 
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( Z Z x2l) • Dist(C1,C2) 
PR{CUC2) = — ^ ^ (1.26) 
J2 xn • Dist(Ci) + Z x2l-Dist(C2) rritSCi X21EC2 
ou Dist(Ci, C2) represente la distance moyenne des poids des arretes reliant les deux 
classes C\ et C2; 
TRir 2\EC(CuC2)\ /i?(Cl'C2) " \EC(Cl)\.\EC(C2)\ (L27) 
ou \EC(Ci, 62)! represente l'ensemble des arretes qui relient C\ et C2 et E(C) re-
presente le plus petit ensemble d'arretes qui partitionne C en deux classes. 
Sa complexite en temps de calcul est de 0(n3). L'inconvenient majeur de l'algorithme 
CHAMELEON est qu'il est sensible aux donnees aberrantes. 
1.5.2 Methodes fondees sur la densite 
Les algorithmes bases sur la densite consistent a trouver des regions homogenes de 
haute densite entourees par un nombre m d'objets faibles, en respectant les deux para-
metres : 
Eps : Rayon maximum de voisinage. 
MinPts : Nombre minimum de points dans le voisinage Eps d'un point. 
Le-voisinage d'un point est defini par : VEps(p) : {q G D/dist(p, q) < Eps}. Les classes 
obtenues sont les regions de forte densite, separees par des regions de faible densite. La 
figure 1.8 illustre un exemple de classification basee sur la densite. 
Dans la pratique, DBSCAN («Density-Based Spacial Clustering of Applications with 
Noise») [28] est la methode la plus connue qui est basee sur la densite. L'algorithme DBS-
CAN commence par selectionner aleatoirement un point p. Ensuite, il rassemble dans une 
classe C tous les points qui verifient le critere de la densite (Eps et MinPts) et verifie si p 
represente un noyau par rapport a l'ensemble des points. Si c'est le cas, C est une classe, 
sinon un autre point est choisi de l'ensemble de donnees, en repetant le meme processus. 
Sa complexite en temps de calcul est de 0(m • log m) ou m represente le nombre de points. 
L'un des avantages majeurs du DBSCAN est qu'il peut decouvrir des classes de formes 
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diverses et isoler les bruits (points atypiques). L'algorithme DBSCAN manipule les don-
nees de grandes dimensions. II est utilise souvent dans 1'analyse des donnees satellitaires 
et les donnees geographiques. II existe aussi d'autres methodes derivees de DBSCAN, a 
savoir GDBSCAN (Generalized DBSCAN) [75] et OPTICS («Ordering Points To Identify 
the Clustering Structure») [7]. 
1.5.3 Methodes fondees sur un quadrillage de l'espace de donnees 
Parmi les algorithmes appartenant a cette famille, nous citons CLIQUE («Clustering In 
QUest») [5] et STING («Statistical Information Grid-based method») [94]. L'idee de base 
de ces algorithmes est de decouper l'espace en segments. Ensuite, les segments denses 
proches sont fusionnes. La figure 1.9 illustre le principe de ces methodes. 
Dans la pratique, il existe plusieurs algorithmes qui font partie des methodes fondees 
sur un quadrillage de l'espace de donnees. Nous citons a titre d'exemple les algorithmes 
WaveCluster [79], CACTUS («Clustering Categorical Data Using Summaries») [30] et 
PROCLUS [3], 
L'inconvenient majeur de ces algorithmes est la specification de la taille des cellules. 
Quand les cellules sont petites, ils conduisent a une estimation bruitee de la densite et quand 
les cellules sont grandes, ils conduisent a une estimation faible de la densite [15]. 
Figure 1.8 - Exemple de classification basee sur la densite 
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Figure 1.9 - Classification fondee sur quadrillage de l'espace de donnees 
1.6 Classification floue 
La theorie des ensembles flous a ete introduite par Zadeh [98]. Un ensemble flou est un 
ensemble dont les bords ne sont pas definis [29]. Le degre d'appartenance d'un individu a 
un ensemble varie dans l'intervalle [0,1]. A l'inverse de la classification conventionnelle, 
dans la classification floue l'objet x^  peut appartenir a plusieurs classes Cj en meme temps, 
en specifiant un degre d'appartenance qui varie entre 0 et 1. Le concept flou est utilise 
pour representer les connaissances imprecises. Cela correspond a des situations ou il est 
difficile de decider d'une maniere precise 1'appartenance d'un objet a une classe specifique. 
1.6.1 Principe de la classification floue 
Plusieurs approches de la classification classique permettent d'affecter un objet a une 
seule classe. A l'inverse de ces approches, la classification floue utilise le degre d'apparte-
nance ji^ € [0,1] pour affecter un objet a une classe. 
Supposons l'ensemble X = {a^, x2,..., xn} dans un espace R d , ou n represente le 
nombre d'observations et d represente le nombre d'attributs de chaque observation x,t = 
£«*)(»=i,n)- Supposons un ensemble de classes Cj = {Ci, C2, •••, Ck}(j=\,k)-
Supposons que ^ est le degre d'appartenance d'un objet x t a une classe Cj. Une clas-
sification est dite classification floue si et seulement si elle satisfait les deux conditions 
suivantes : 
1. Pour chaque objet x t : 
k 
= 1 (1.28) 
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2. Chaque classe Cj contient au minimum un objet: 
0 < f > 0 - < l (1.29) 
i=1 
Caracteristiques d'un ensemble flou 
Etant donne un sous-ensemble A de l'ensemle X, le support de A, note supp(A), est la 
partie de X sur laquelle la fonction d'appartenance de A n'est pas nulle : 
supp(A) = {x <E X/nA{x) ± 0} (1.30) 
ou represente la fonction d'appartenance de 1'element x a l'ensemble A. 
La hauteur de A, notee h(A), est la plus grande valeur prise par la fonction d'apparte-
nance : 
h(A) = SuPxeX{nA(x)} (1.31) 
Le noyau de A, note noy(A), est la partie de X sur laquelle la fonction d'appartenance 
de A est egal a 1. 
noy{A) = { i G X/fiA(x) = 1} " (1.32) 
Nous disons que X est un ensemble fini si et seulement si: 
\A\= = 1 (1.33) 
x€X 
Les operateurs flous 
1. L'operateur negation (complement) : Etant donne un sous-ensemble A de l'en-
semble X. Le complement de A, note A, est defini par les elements de X qui n'ap-
partiennent pas a A. La fonction d'appartenance de l'ensemble complementaire est 
donnee par : 
VxeX : nA{x) = 1 - fiA(x) (1.34) 
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La figure 1.10 illustre un exemple d'appartenance du complement. 
2. L'operateur ET (intersection) : Etant donne deux sous-ensembles flous A et B, la 
fonction d'appartenance de 1'intersection de A et B, utilisee par Zadeh, est realisee 
par le minimum des fonctions d'appartenances ha et hb '• 
La figure 1.11 illustre un exemple de l'operateur ET de deux fonctions d'apparte-
nances gaussiennes. 
3. L'operateur OU (union): Etant donne deux sous-ensemble flous A et B, la fonction 
d'appartenance utilisee par Zadeh de l'union de A et B est realisee par le maximum 
des fonctions d'appartenances ha et hb : 
La figure 1.12 illustre un exemple de l'operateur OU de deux fonctions d'apparte-
nances gaussiennes. 
1.6.2 Algorithmes de classification floue 
Dans la pratique, il existe plusieurs algorithmes qui sont bases sur le principe de la 
partition floue. Nous citons, a titre d'exemples, l'algorithme C-Moyennes floues [26] et 
l'algorithme Maximisation de la vraisemblance par une methode floue (FMLE) [13]. Les 
Vx E X : HAnEi(x) = min{/j,A(x), fiB{x)} (1.35) 
Vx e X : haub(x) = max{fiA{x),iJ,B(x)} (1.36) 
Figure 1.10 - Exemple de la fonction d'appartenance du complement 
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o 
Figure 1.11 - Exemple de deux fonctions d'appartenance gaussiennes (operateur ET) 
Figure 1.12 - Exemple de deux fonctions d'appartenance gaussiennes (operateur OU) 
algorithmes de classification floue sont caracterises par la fonction du degre d'apparte-
nance. Chaque objet appartient a plusieurs classes en meme temps. Nous mettons un accent 
particulier sur l'algorithme C-Moyennes floues. 
C-moyennes floues : FCM 
L'algorithme C-moyennes floues est base sur le meme principe que celui du K-Moyennes. 
Les centres remplacent l'ensemble des objets. Le C-moyennes floues consiste a minimiser 
la fonction objective suivante : 
y X 
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n k 
SSE(Cj,C2, Ck) = Z Z ^ijdist(xi — Cj)2 (1.37) »=i l 
L'algorithme C-moyennes floues debute par 1'initialisation du degre d'appartenance /j,,;7 . 
Ensuite, il calcule les centres de classes. Une mise a jour des centres est faite a chaque ite-
ration. L'algorithme s'arrete s'il n'y a plus aucun changement des centres. L'algorithme 
FCM necessite la specification de trois parametres en entree : le coefficient flou rri et le 
nombre de classes k. L'algorithme C-moyennes floues est moins sensible au bruit grace a 
la ponderation par le degre d'appartenance. II utilise generalement la distance euclidienne 
comme une mesure de similarite. Cette metrique limite les recherches pour les formes 
spheriques seulement. L'algorithme C-moyennes floues conserve les memes avantages et 
inconvenients du K-Moyennes. Le pseudo code de l'algorithme FCM est decrit dans (Al-
gorithme 3). 
Algorithme 3 Algorithme C-moyennes floues 
Entree : X = {xi,x2,...,xn}, k le nombre de classes, C® l'ensemble initial des classes, 
dist: la metrique de similarite, m : coefficient flou, £ : seuil de convergence de l'algorithme. 
Sortie : La matrice de degres d'appartenance D et les centres de classes C. 
1.1 = 0; 
2. Mise a jour des degres d'appartenance : 
., _ (1 /distixucj)2)1^ . AHj k 
/dist(xi,Cg)2)^ 
9=1 
3. Mise a jour des centres de classes : 
— • 
j n ' 
»=i 
4. Test de convergence : 
\Cj+1 — c'j = | < ^ : Fin de l'algorithme. 
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1.7 Conclusion 
Dans ce chapitre nous avons presente les differents concepts de la classification. Nous 
avons detaille le principe des algorithmes de classification hierarchique, par partition et les 
algorithmes de la categorisation du texte. Nous avons presente les approches specifiques 
de classification lorsqu'il s'agit de formes arbitraires. Un accent particulier a ete mis sur la 
classification floue. Ces algorithmes souffrent generalement de problemes de precision et 
de complexite en temps de calcul lorsqu'il s'agit d'un nombre eleve de donnees. Dans ce 
contexte, il existe d'autres techniques qui ont ete developpees pour faire face au probleme 




Classification basee sur le SVM 
2.1 Introduction 
Etant donne la croissance rapide des bases de donnees, plusieurs recherches ont ete 
effectuees dans le domaine de la classification afin de categoriser, structurer et faciliter 
l'indexation des donnees. Dans la litterature, le probleme de classification a ete traite a 
l'aide de differentes techniques. Dans toutes les techniques developpees, l'idee de base de 
la classification reste toujours la meme : regrouper les objets qui partagent les memes carac-
teristiques dans une meme classe en se basant sur une mesure de similarite. Le probleme 
de la classification depend essentiellement du nombre de classes a separer. Nous distin-
guons deux types de problemes de classification : les problemes binaires et les problemes 
multi-classes. Dans les problemes multi-classes, le nombre de classes k est superieur a 
deux. Plusieurs methodes ont ete developpees pour resoudre ce genre de probleme, a sa-
voir les arbres de decision, les reseaux de neurones et la machine a vecteur de support 
(SVM). Le SVM est une technique d'apprentissage supervise, developpee par Vladimir 
Vapnik [91]. Vu la solidite de sa base theorique, le SVM est devenu un outil operationnel 
important dans le domaine de la classification [40, 60]. Ce chapitre est subdivise en trois 
parties. La premiere partie est consacree a la presentation de 1'aspect theorique du SVM. 
Dans la deuxieme partie, nous presentons les differentes techniques introduisant le SVM 
pour resoudre les problemes multi-classes. Dans la troisieme partie, nous mettons un accent 
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particulier sur les travaux connexes du SVM pour la categorisation des textes. 
2.2 Base theorique du SVM 
L'efficacite du SVM est due a sa base theorique solide qui constitue l'un de ses atouts. 
Le SVM s'articule autour de deux principes : le premier vise a minimiser l'erreur empi-
rique de classification et le deuxieme vise a trouver un hyper-plan optimal qui maximise la 
marge entre deux ou plusieurs classes. Le SVM trouve un hyper-plan qui permet de regrou-
per les donnees similaires dans une meme classe et de separer les donnees heterogenes. La 
figure 2.1 illustre le principe du SVM dans lequel il existe une infinite d'hyper-plans sepa-
rant deux classes. L'idee de base est de determiner ces hyper-plans optimums [86], 
Dans la figure 2.1, (A) et (B) sont des hyper-plans separant la classe positive et la classe 
negative avec des marges 8\ et 82 respectivement. (B) represente l'hyper-plan optimal qui 
separe ces deux classes, en preservant une marge maximale. 
2.2.1 Discrimination lineaire 
Definition 
Supposons un ensemble de donnees (xi; 2/i)(,=i,n) ou Xj correspond a l'ensemble de 
donnees dans l'espace et y; G {—1, +1}. L'idee est de trouver une fonction lineaire qui 
permet de separer l'ensemble de donnees : 
Figure 2.1 - Determination d'un hyper-plan optimal 
f(x) = wx + b (2.1) 
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ou w et b sont les parametres du modele. 
II est necessaire de determiner w et b qui satisfont les conditions (2.2) et (2.3) : 
f{x) = wx+ + b (2.2) 
ou x + represente l'ensemble des donnees appartenant a la classe positive. 
f(x) = wx_ + b (2.3) 
ou represente l'ensemble des donnees appartenant a la classe negative. 
Marge de 1'hyper-Plan 
Un probleme lineairement separable signifie l'existence d'un separateur lineaire ca-
pable de separer les donnees en deux ou plusieurs classes dont la marge est maximale. 
Geometriquement, nous avons : 
x+ = x—+8w (2.4) 
ou 8 represente la distance perpendiculaire entre une donnee de la classe positive et celle 
de la classe negative. En remplagant x + de 1'equation (2.4), dans 1'equation (2.2), et en 
comparant avec 1'equation (2.3), nous obtenons la marge qui separe ces deux classes : 
5 = FIT* (2-5) H l^l 
Done, l'hyper-plan est optimal si et seulement si w est minimale. Le probleme d'optimisa-
tion est exprime par : 
• in ii2 mm ^ ku 
(P){ 2" (2.6) 
yi(wxi + b) > 1 : i G {1, ...,n} : Vx G R n 
Cela nous conduit a determiner la marge 8. Cette marge est maximale si w est minimale. 
Puisque la fonction d'optimisation est quadratique avec des contraintes lineaires, le pro-
bleme d'optimisation est convexe. La solution de ce genre de problemes necessite les mul-
tiplicateurs de Lagrange. La nouvelle fonction objective est: 
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(2.7) 
i=1 
ou sont les multiplicateurs de Lagrange. 
La solution du probleme d'optimisation exprime par l'equation (2.7) est: 
- ^ = 0 : aw n 
fl(X) = J2aiViXi (2.8) 
i=i 
- — = 0 • db u • 
n 
h(x) = (2.9) 
i = l 
Puisque le probleme (2.7) manipule les trois variables w et b en meme temps, il peut 
etre simplifie par la transformation du probleme de Lagrange en un probleme dual. La 
formulation du probleme dual est donnee par : 
2.2.2 Cas d'un probleme lineaire avec des erreurs de classification 
Dans certains cas, des erreurs de classification £ surviennent lors de l'ajout de nou-
veaux enregistrements. Ce cas ressemble au cas lineaire presente dans la section prece-
dente. La seule difference entre les deux cas est l'existence de donnees mal classees (don-
nees bruitees). La figure 2.3 montre un cas lineaire avec des erreurs de classification. 
n i n 
LD = Yhai ^ aiajyiyjXiXj (2.10) 
i=1 
• Ck 
Figure 2.2 - Cas lineaire avec des erreurs de classification 
Dans ce cas, la formulation du probleme est la suivante 
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wXl + b<( l - & ) : j / i = - l - (2.11) 
V i , £ > 0 (2.12) 
La fonction objective est exprimee comme suit: 
1 n 
f(w) = -\\w\\2 + Cj:&)k (2.13) 
i=1 
ou C et represented les parametres de penalties de mauvaise classification, specifies par 
l'utilisateur et k le nombre de classes a separer. 
Le probleme d'optimisation est donne par : 
^ n n n 
Lp = ^ \ H \ 2 + + + (2.14) 
i=l i=l i=1 
Son probleme dual est le suivant: 
n 1 n 
Ld = Yh ai ~ 2 Z aiajViyjxixj (2.15) 
i—1 ij 
Le probleme (2.15) devient identique au probleme lineaire exprime par l'equation (2.10). 
2.2.3 Discrimination non lineaire 
Les deux cas presentes aux sections (2.2.1) et (2.2.2), necessitent une fonction lineaire 
pour la separation des donnees. 
Dans cette section, nous decrivons le cas des donnees non separables par une fonction 
lineaire et comment le SVM se comporte devant ce genre de problemes. Le cas (a) de la 
figure 2.3 montre que le separateur lineaire n'est pas le bon choix pour la separation des 
donnees, par contre le cas (b) montre que la fonction non lineaire represente le meilleur se-
parateur des donnees. Dans le cas des donnees non lineairement separables dans un espace 
initial R d , il est necessaire de trouver un espace de dimension plus grande RD qui rend la 
separation des donnees assez facile : : R d R D : D > d. Apres la transformation 
{mapping) vers l'espace R D , nous obtenons : wx + 6 = 0 ^ + 6 = 0. 
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(a) Sepaiateur lineaire (b) Separateur Bon lineaire 
Figure 2.3 - Donnees non lineairement separables 
2.2.4 Les fonctions de noyaux 
Les fonctions de noyaux interviennent lorsque le probleme de classification est non 
lineaire. Nous utilisons une fonction non lineaire pour classer les donnees. Geometrique-
ment, cela nous conduit a construire un hyper-plan separant les deux classes positive et 
negative (figure 2.4). Un exemple d'un cas non separable est decrit dans l'annexe B. Les 
fonctions de noyaux les plus utilisees sont: 
1. Fonction polynomiale : k(x,y) = (x • y + l)d ou d represente le degre choisi par 
l'utilisateur; 
2. Fonction radiale de base (RBF) : k(x, y) = exp(—j\x — y|2); 
3. Fonction de Neuron : k(x, y) = tan h(ax • y + b) oil les parametres a et b sont adaptes 
par l'utilisateur; 
||s-B||2 
4. Fonction gaussienne : k(x, y) = exp ^ ou a represente l'ecart-type entre x et y. 
Condition de Mercer 
Peut-on utiliser n'importe quelle fonction de noyau ? 
Les fonctions de noyaux k(x, y) doivent satisfaire la condition de Mercer pour etre 
utilisees. Pour toute fonction g(x) : 
J J k{x,y)g(x)g(y)dxdy > 0 
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x: 
Figure 2.4 - Technique de transformation (mapping) 
Si cette condition est verifiee, le probleme quadratique possede une solution. Supposons 
ainsi la matrice G, appelee la matrice de Gram, qui definit les similarites entre les elements 
de l'ensemble d'apprentissage : 
( f e l l fci2 . . . k i„ \ 
(C21 k22 • • • k2,i \ 
: : J 
fcnl kri 2 • • • fcln / 
La fonction k(x, y) est une fonction de noyau si G = (k(xi , y,))" J=i est definie positive. 
Une matrice definie positive possede les trois proprietes suivantes : 
1. positive : k(xi,xi) > 0 ; 
'2. symetrie : k(xi,yj) = k(yj,Xi); 
3. inegalite de Cauchy-Shwartz : |fc(XJ, yj)\ < ||A;(XI)|| • ||fc(YJ)||. 
2.3 Les problemes multi-classes bases sur le SVM 
Les classificateurs SVM de base sont binaires [92] et leur extension au cas multi-
classes reste un domaine de recherche ouvert [39, 61]. Gependant, pour resoudre les pro-
blemes multi-classes, deux approches principales ont ete developpees. La premiere ap-
proche consiste a resoudre le probleme d'optimisation lie aux problemes multi-classes [6, 
41, 85], Les problemes lies a cette approche sont assez complexes puisque cette approche 
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prend en consideration tout l'ensemble de donnees, ce qui necessite un temps enorme pour 
resoudre le probleme d'optimisation. Malgre l'amelioration de cette approche par [82], 
le probleme de complexity persiste toujours, vu le nombre eleve de donnees traitees. La 
deuxieme approche consiste a introduire le SVM pour resoudre le probleme multi-classes 
en convertissant le probleme original en sous-problemes binaires. Plusieurs resultats ex-
perimentaux ont prouve que la combinaison des SVM-binaires est efficace pour resoudre 
les problemes multi-classes [17, 48, 81, 100]. Dans notre travail, nous nous interessons 
a l'etude de la deuxieme approche puisqu'elle s'apparente a la methode que nous avons 
developpee dans ce projet. 
Ainsi, plusieurs methodes basees sur le SVM ont ete proposees pour resoudre ce genre 
de problemes. Dans ce memoire, nous detaillons quatre methodes principales : «Un-contre-
un» [41, 54, 100], «Un-contre-tous» [73, 81], Graphe Acyclique Oriente (DAG) [72] et la 
methode hierarchique descendante basee sur SVM (DHSVM) [11]. Les trois premieres 
methodes sont les plus repandues dans le domaine de la classification et sont largement 
utilisees. La quatrieme methode utilise une structure hierarchique qui ressemble a notre 
methode. 
2.3.1 Methode «Un-contre-un» 
Etant donne k classes, dans la methode «Un-contre-un» un seul SVMi:) est construit 
pour chaque paire de classes (i,j). Le nombre de SVM^ requis pour un probleme de k 
classes est k(k~ l>. La figure 2.5 illustre le principe de «Un-contre-un». 
Lors de la phase de test, l'echantillon est evalue par tous les SVMij. La decision est 
obtenue par un mecanisme de votes 1. 
Formulation du probleme : Etant donne k classes, supposons un ensemble de n donnees 
d'apprentissage (xi,yj) ou x, 6 R n , k > 2 et y3 £ {1,.... k\. Le probleme d'op-
timisation lie a la construction du classificateur SVM\j pour la separation des deux 
classes Ci et Cj est defini comme suit: 
1. La strategie de vote la plus utilisee est Max-Wins 
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(P) 
min h w l j ) T w l i + C Y $ w^ b^ e 2 j 
(w")T<l>{xt) + W > 1 - $ : y3 = 1 
(wV)Tcf>(xt) + b*<-1 + tf 
tf>():;j - 1..... /c. 
(2.17) 
Pour k classes, la phase d'apprentissage de la methode «Un-contre-un» necessite 
(k(k~1 -1) SVMij. Pour la phase de test, la strategie Max-Wins (nommee la strategie 
de vote) est utilisee. 
- Strategie de vote : La strategie de vote est decrite comme suit: 
Supposons SVMij un classificateur pour les deux classes i et j et la fonction de 
decision est fij(x) = Sgn(wij • x + 6^). 
Sgn(x) = < 
+ 1 : x > 0 
-1 : x < 0 
x G < 
i • f i j ( x ) = 1 
j M x ) = - 1 
(2.18) 
(2.19) 
Done le processus de la strategie de Max-Wins pour les k SVMij est definie comme 
suit: 
1. Pour l'ensemble de test x^, calculer : 
f i j ( x ) = J2 S9n(fij(x)) 
1 
(2.20) 
2. Classer x dans la classe : 
arg fi{x) (2.21) 
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Figure 2.5 - Principe de la methode «Un-contre-un» 
2.3.2 Methode «Un-contre-tous» 
Contrairement a la methode «Un-contre-un», la methode «Un-contre-tous» consiste a 
separer a chaque etape une seule classe par rapport au reste des classes en minimisant l'er-
reur de classification. La classe separee est consideree comme une classe positive et le reste 
est considere comme une classe negative. Nous repetons le processus de la classification 
sur le reste des objets en eliminant de l'ensemble de donnees les objets des classes posi-
tives deja classees dans les etapes precedentes. La methode «Un-contre-tous» necessite k 
classificateurs SVMi pour un probleme de k classes. Lors de la phase de test, l'echantillon 
de test est evalue par les SYML(1=l i„) et le SVMi qui montre la valeur de decision la plus 
elevee est choisi. La figure 2.6 illustre le principe de la methode «Un-contre-tous». 
Formulation du probleme : Etant donne un ensemble de donnees (xi, y:l) de taille n ou 
Xi G R n et yj G {1,..., /;:} represente la classe de x%. Le probleme d'optimisation 
est: 
(P) 
min - { w Y w 1 + C Y Q 
ui,bi,^i 2 
3 = 1 
( w ^ i x j ) + < - 1 
sc;>0:.y [..... k. 
(2.22) 
ou la fonction (f) represente la fonction de transformation (mapping) dans une dimen-
sion plus elevee et C represente le parametre de penalite de classification. 
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Apres la resolution du probleme (2.22), nous obtenons k fonctions de decision : 
{wl)T<f>{x) + &, 
cwk)T<f>(x) + bk. 
La classe de 1'element x est la plus grande valeur de la fonction de decision : 
(2.23) 
Class{x) = arg max ((u/) r0(x) + bl). (2.24) 
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Figure 2.6 - Principe de la methode «Un-contre-tous» 
2.3.3 Methode «Graphe Acyclique Oriente» (DAGSVM) 
lLa methode DAGSVM est basee sur la notion du graphe acyclique. Un graphe acyclique 
oriente est un graphe qui ne possede pas de cycle et dont les arcs sont orientes. Dans le 
graphe, les feuilles represented les classes a separer. Chaque noeud contient 0 ou 2 arcs 
en sortie. Dans la phase d'apprentissage, la methode DAGSVM necessite SVMir 
Cette methode suit le principe des operations sur les listes. A chaque niveau de la hierarchie, 
une classe est eliminee de la liste. La figure 2.7 illustre le principe de la methode DAGSVM. 
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Figure 2.7 - Principe de la methode DAGSVM 
2.3.4 Methode hierarchique descendante DHSVM 
Dans [11], une nouvelle methode intitulee DHSVM pour traiter le probleme multi-
classes a ete developpee. La methode DHSVM consiste a subdiviser le probleme origi-
nal en sous problemes binaires afin de faciliter sa resolution. Lors de la phase de test, un 
nombre optimal de SVM est obtenu a partir de la racine jusqu'aux feuilles. DHSVM ne-
cessite (k — 1) SVMi pour resoudre un probleme de k classes. Elle consiste en premier 
lieu a reduire le nombre de donnees, en calculant les classes representatives de l'ensemble 
de donnees. Ensuite, le SVM est introduit a chaque niveau pour etablir une classification 
binaire. La figure 2.8 illustre le principe de la methode DHSVM. L'inconvenient majeur de 
cette methode est que le choix des donnees d'apprentissage s'effectue aleatoirement sans 
l'utilisation d'une metrique. Lors de la phase d'apprentissage, plusieurs iterations sont ef-
fectuees pour determiner l'ensemble d'apprentissage qui reduit le temps de classification. 
Ce choix diminue la performance du classificateur SVM. 
Une comparaison des methodes : «Un-contre-un», «Un-contre-tous» et DAGSVM, a 
ete realisee par Hsu et al. [41]. Les resultats experimentaux ont montre que la methode 
«Un-contre-un» et DAGSVM sont plus performantes que «Un-contre-tous». Les trois me-
thodes en question souffrent du probleme de complexite en temps de calcul. Nous consta-
tons aussi, lors de la phase d'apprentissage, qu'il n'existe pas de definition d'une metrique 
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Figure 2.8 - Principe de la methode DHSVM 
de similarite lors du choix de la classe parmi les n classes. Le choix de la classe est base 
sur la minimisation des erreurs de classification. L'iteration pour la selection de la classe 
necessite un temps d'execution tres eleve. 
Une autre comparaison a ete realisee dans [11] entre «Un-contre-un», «Un-contre-tous» 
et DHSVM. Les travaux de [11] ont demontre la performance de DHSVM en matiere de 
precision et de temps d'apprentissage versus «Un-contre-un» et «Un-contre-tous». 
En outre, il existe dans la litterature d'autres methodes qui ont ete developpees pour 
resoudre le probleme multi-classes. Zhang et al. [101] ont propose une architecture des 
arbres binaires dans le but de convertir le probleme original en sous-problemes binaires. 
Pour regrouper les objets homogenes dans une seule classe, les auteurs ont introduit le 
concept de coefficient de ressemblance a chaque niveau de l'arbre. Le calcul du coefficient 
de ressemblance de deux classes permet de specifier leur degre de correlation. Li et al. [59] 
ont developpe un algorithme qui permet de regrouper les donnees. L'algorithme nomme 
C-SVM est base sur le DBSCAN («Density-Based Spatial Clustering of Applications with 
Noise»). L'algorithme C-SVM consiste a determiner les classes homogenes et a supprimer 
les donnees qui n'appartiennent a aucune classe. L'algorithme C-SVM s'articule autour 
de la notion de purete des classes. Lorsque la purete est elevee, la separation des classes 
devient assez facile. Dans cette technique, chaque classe est caracterisee par son rayon 
qui est determine par le theoreme de la surface de l'hyper-sphere. Dans leurs travaux, les 
auteurs ont pu diminuer le temps d'apprentissage du SVM. 
47 
2 . 4 . PROBLEME DE LA CATEGORISATION DES TEXTES BASEE SUR S V M 
2.4 Probleme de la categorisation des textes basee sur SVM 
Devant la croissance rapide des donnees textuelles dans les bases de donnees, on a 
constate que la classification manuelle des documents n'est pas en mesure de suivre cette 
croissance. La mise en place des methodes automatiques pour structurer et classifier ces 
donnees devient une tache indispensable [56]. La categorisation automatique des docu-
ments consiste a regrouper les documents similaires dans la meme classe en se basant sur 
leur contenu contextuel. Imaginons la presence d'une base de donnees volumineuse de do-
cuments qui seraient plus facilement accessibles si les documents etaient repartis dans un 
ensemble de categories en fonction de leur sujet. Evidemment, le traitement manuel est 
faisable. Mais la tache s'avere compliquee lorsqu'on est en presence des milliers de docu-
ments. Jusqu'a present, la categorisation des documents demeure parmi les preoccupations 
majeures dans le domaine de la classification [10]. Plusieurs recherches ont ete effectuees 
dans le but de concevoir une meilleure representation des textes [78, 90]. 
Plusieurs techniques ont ete proposees a savoir les arbres de decision [95], le plus 
proche voisin [97], le modele bayesien [53, 58], le modele de regression [77] et le SVM 
[45, 78] qui a demontre une performance elevee dans ce domaine [39, 47, 62, 63], 
Dans notre travail, nous nous interessons au probleme de la categorisation des docu-
ments basee sur le SVM. Cette problematique est principalement liee au domaine de la 
classification hierarchique. La plupart des recherches recentes introduisent la structure hie-
rarchique pour resoudre le probleme de la categorisation des documents [25, 39,44, 45, 53, 
62,71,93], 
Dumais et al. [25] ont utilise la classification hierarchique pour classifier les collections 
heterogenes du contenu du Web. lis ont introduit le SVM a chaque niveau de la hierar-
chie pour distinguer les categories. Dans [39], une classification hierarchique basee sur 
le SVM a ete proposee. La methode proposee par Hao et al. [39] consiste a subdiviser 
le probleme original en sous-problemes binaires afin de faciliter la discrimination entre un 
grand nombre de categories. Les resultats obtenus dans [39] ont demontre une performance 
plus elevee que celle du SVM de base. Joachims [44] a propose le classificateur Tf-Idf, en 
introduisant 1'aspect probabiliste qui est donne par : 
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p(d\Cj)= J2 P H c j ) ' P { C j ) • p(w\d) <2-25) 
we(dncj) ^ P(w\cj) • P(c) 
cec 
ou c et Cj represente les categories, P(d\cj) represente la probabilite que le document d 
appartient a la categorie c:i et P(w\d) represente la probabilite que l'attribut w appartient 
au document d. 
Dans les travaux de Joachims [45], on a decouvert les avantages de l'utilisation du SVM 
pour le probleme de la categorisation des documents par rapport aux methodes standards : 
Bayes, Rocchio, C4.5 et K-NN. Les resultats dans [45] ont demontre une performance tres 
elevee. Koller et al. [53] ont utilise la structure hierarchique en conjonction avec le naive 
Bayes naif. Ils ont constate que la selection d'un nombre minimum d'attributs permet la 
discrimination entre les categories a chaque niveau de la hierarchie. Cette structure hierar-
chique a demontre une performance tres elevee. Liu et al. [62] ont evalue le SVM dans le 
Web. Dans leurs travaux [62], ils ont developpe un nouveau systeme pour la categorisation 
des textes. Les auteurs ont utilise la methode «Un-contre-tous» pour la separation des ca-
tegories a chaque niveau de la hierarchie. Les resultats obtenus ont demontre l'avantage de 
la structure hierarchique pour la categorisation des textes. Peng et al. [71] ont propose un 
nouvel algorithme construisant automatiquement une structure hierarchique. Le systeme 
de classification hierarchique propose permet d'ajouter de nouvelles categories selon le be-
soin de l'utilisateur, d'organiser les pages web dans une structure d'arbre et de classifier 
les pages web sous une forme hierarchique. Wang et al. [93] ont propose un systeme de 
categorisation de documents pour resoudre le probleme multi-classes. Le systeme propose 
contient les modules suivants : (i) module de pretraitement des donnees textuelles, et (ii) 
module de classification. Dans [93], la logique floue a ete introduite au niveau du module 
de classification. 
2.5 Conclusion 
Ce chapitre nous a permis de presenter les principales methodes utilisees dans la reso-
lution du probleme de classification multi-classes pour les types de donnees numeriques 
et textuelles. Ces methodes souffrent principalement du probleme de complexite en temps 
de calcul et de performance lorsqu'il s'agit d'un grand nombre de donnees a traiter. La 
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plupart des methodes de classification que nous avons etudiees dans ce chapitre utilisent un 
ensemble de donnees aleatoire lors de la phase d'apprentissage, ce qui influe, sans aucun 
doute, sur le temps de traitement. En outre, nous avons constate, en consultant les tra-
vaux connexes de la categorisation de texte, que la structure hierarchique, en raison de sa 
simplicite, est consideree comme la structure la plus utilisee pour resoudre les problemes 
multi-classes. Aussi, afin de remedier a ces problemes, nous proposons une nouvelle me-
thode de classification qui introduit une structure hierarchique floue basee sur le SVM. La 
nouvelle methode developpee, SVM-CHF, ainsi que sa version adaptee SVM-CHF-Text 
pour la categorisation des textes sont presentees en details dans le chapitre qui suit. 
5 0 
Chapitre 3 
La methode SVM-CHF et sa version 
adaptee SVM-CHF-Text 
Le classificateur SVM est con^u a la base pour resoudre les problemes binaires et son 
extension pour resoudre le probleme multi-classes reste un domaine de recherche ouvert. 
Aussi, pour traiter le probleme multi-classes, nous proposons une nouvelle methode pour 
construire dynamiquement une structure hierarchique floue a partir des donnees d'appren-
tissage. Notre methode est basee sur trois principaux concepts : la classification hierar-
chique, la theorie des ensembles flous et le SVM. Premierement, la classification hie-
rarchique consiste a faire ressortir les relations entres les classes de la racine jusqu'aux 
feuilles. La logique floue consiste a definir les relations floues entre les objets, en trouvant 
les chemins possibles qui existent entre les objets. Nous appliquons la technique de ferme-
ture transitive pour decouvrir les relations floues entre les objets. Finalement, une fois les 
donnees preparees, nous introduisons le SVM a chaque niveau de la hierarchie pour accom-
plir la tache de classification. Le SVM est utilise pour subdiviser le probleme original en 
sous-problemes binaires. Tout au long de la hierarchie, de la racine jusqu'aux feuilles, nous 
combinons les SVM binaires obtenus pour resoudre le probleme original. En outre, nous 
combinons les techniques de classification hierarchique, de classification par partition, de 
la logique floue et le SVM pour ameliorer la qualite des resultats. L'idee de notre methode 
consiste a simplifier la phase d'apprentissage du SVM en rendant l'ensemble des donnees 
le plus possible separable a l'aide d'une specification de distance floue entre les objets. 
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En outre, nous avons adapte notre methode pour traiter le probleme de la categorisation 
des textes. Nous introduisons la technique d'indexation semantique latente (LSI) dans la 
phase de pretraitement pour reduire la dimension de l'espace. Nous testons, a travers ce 
travail, l'impact de la combinaison de la logique floue avec le classificateur SVM sur le 
probleme de la categorisation des textes. 
Afin de simplifier la lecture de ce chapitre, nous 1'avons subdivise en deux grandes par-
ties. La premiere partie est consacree a la presentation de la methode SVM-CHF de base 
que nous avons developpe pour traiter les donnees numeriques. Dans la deuxieme partie, 
nous presentons sa version adaptee SVM-CHF-Text pour traiter le probleme de categorisa-
tion des textes. 
3.1 Presentation de la methode SVM-CHF 
3.1.1 Processus 
Dans cette section nous detaillons notre methode intitulee classification hierarchique 
floue basee sur le SVM (SVM-CHF) pour traiter les donnees numeriques. La methode 
SVM-CHF offre une solution alternative aux quatre methodes existantes : «Un-contre-un», 
«Un-contre-tous», DAGSVM et DHSVM. Elle est basee sur une technique de classification 
floue que nous avons developpee pour la reutilisation des specifications logicielles [70], La 
methode SVM-CHF se resume en trois etapes : (1) la compression des donnees d'appren-
tissage par 1'algorithme K-Moyennes ; (2) la classification hierarchique floue; (3) 1'intro-
duction du SVM a chaque niveau de la hierarchie. L'avantage de notre methode est que 
l'ensemble d'apprentissage obtenu a priori par la technique de la fermeture transitive Min-
Max assure la bonne separation entre les classes positives et les classes negatives ce qui 
permet une meilleure classification. 
1. La compression des donnees d'apprentissage : Plusieurs recherches appliquent 
la technique de compression de donnees avant de proceder a la classification [96], 
Dans notre methode nous avons applique l'algorithme K-Moyennes pour la compres-
sion des donnees d'apprentissage. L'algorithme K-Moyennes permet de regrouper les 
donnees homogenes partageant des caracteristiques similaires dans la meme classe. 
Done, au lieu de traiter tout l'ensemble de donnees, il est suffisant de traiter unique-
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ment les centres des classes. Cette technique permet de reduire l'ensemble initial des 
donnees d'une part, et d'autre part, de reduire le temps de traitement. Pour ce faire, 
nous varions la valeur de k en utilisant la formule (1.21) qui permet de regrouper 
l'ensemble des donnees en des classes. La valeur de k retenue est celle qui minimise 
l'erreur de classification £ exprimee par l'equation (1.22). 
2. La classification hierarchique floue: Notre methode est basee sur le principe d'equi-
valence des classes [50, 87] qui consiste a regrouper les objets similaires dans la 
meme classe. Nous utilisons la relation floue pour mesurer la similarite entre les 
classes. Les classes sont structurees dans une hierarchie floue qui permet de deter-
miner et de faire ressortir les objets qui sont similaires. Dans cette phase, nous in-
troduisons la notion de mesure de similarite, les operations sur l'ensemble flou, la 
hierarchie et la fermeture transitive de la relation floue. Pour mieux comprendre ces 
aspects, nous allons les expliquer dans ce qui suit. 
- La mesure de similarite 
Supposons K un univers de discours et A un sous-ensemble de K : A C K. Suppo-
sons de plus, / J , A ( X ) la fonction caracteristique dont la valeur indique l'appartenance 
ou non de 1'element x a A : 
La fonction d'appartenance /J.A{X) prend ses valeurs dans l'intervalle [0,1]. 
La mesure de distance entre x et y, notee d(x. y), a ete utilisee dans plusieurs contextes 
comme une mesure de similarite entre les objets. La fonction d est definie comme une 
distance dans K, s'il existe une operation, par exemple (*), qui est, V x,y,z G K : 
(a) reflexive : 
/ 
Ha{X) = < 
Ha{x) = 1 si x £ A 
Ha{x) = 0 sinon. 
(3.1) 
Vx€ K : d{x,x) = 0 (3.2) 
(b) non negative : 
Vx,yeK: d(x,y) > 0 (3.3) 
(c) symetrique : 
Vx,y G K : d(x,y) = d{y,x) (3.4) 
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(d) transitive : 
Vx, y,z G K : d(x, z) < d(x, y) * d(y, z) (3.5) 
Dans ce travail, nous definissons la distance relative de Hamming <5 pour mesurer 
la similarite entre les classes obtenues dans la phase (1). Cette distance est definie 
comme suit: 
5{CI,CJ) = - XD(CUCJ) = - J 2 W I ( ^ ) - ^ C ] ( X L ) \ (3.6) n n 
ou n represente le nombre des attributs xt de chaque classe; d(Ct, Cj) represente la 
distance de hamming entre chaque paire de classes Ci et Cj et /j,a{xi), fic^ (xt) G 
[0,1], Vz = 1, ..,n. De plus : 
0 <8{Ci,C3)<l. (3.7) 
- Les operations sur l'ensemble flou 
L'ensemble flou d'un univers donne est defini comme etant une application : 
HA(X) • [0,1]. La valeur zero represente la non appartenance complete alors 
que la valeur un represente 1'appartenance complete. Etant donne K un ensemble et 
/ia(x) - [0,1] ses degres d'appartenance, les operations de base sur les ensembles 
flous A et B de K sont donnees comme suit: 
(a) egalite 
WA,B C K Mx G K,fiA{x) = i2B(x) (3.8) 
(b) complement 
\/x G K : fiA(x) = 1 - nA{x) (3.9) 
(c) intersection 
AC\B <s> Vx G K,fj,AnB(x) = M I N { I I A { X ) , H B { X ) ) (3.10) 
(d) union 
AUB <=> Vx G K,fiAuB(x) = MAX{HA{X),HB(X)) (3.11) 
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(e) inclusion 
A C B o Vx G K,Ha{X) < /iB(x) (3.12) 
- La hierarchie 
Etant donne A un ensemble ou A C K et x est un element de K, la classification 
floue est definie par la fonction caracteristique d'appartenance /J,A(X) qui prend ses 
valeurs dans l'intervalle [0,1]. Nous obtenons une hierarchie d'un ensemble H dans 
K si les conditions suivantes sont verifiees : 
(a) Tout singleton A appartient a H : 
i. Card{A) = letAcK^AeH 
ii. Un singleton est une classe avec un seul element. 
(b) V A, B G H, A n B ± 0 (A c B) V (B C A). 
La figure 3.1 illustre le principe de la hierarchie utilise dans notre methode. 
C7 
ml ml m3 m4 m5 m6 <n7 m8 
Figure 3 .1 - Principe de la hierarchie 
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- La hierarchie dirigee 
Cette hierarchie devient une hierarchie dirigee H sur un ensemble K s'il existe une 
fonction 4> H —• R + (voir figure 3.2) telle que : 
(a) Pour chaque singleton, <f> = 0, c'est-a-dire : 
- (A e H et Card{A) = 1) => cj)(A) = 0. 
(b) Etant donne A et B des elements de la hierarchie H, si B C A alors <fr(A) est 
superieure a 4>(B), c'est-a-dire : 
-VA,BeH,BcAetA^B^ </>(A)><l>{B). 
- La fermeture transitive de la relation floue 
La theorie des ensembles flous a ete introduite par [98, 99], La relation floue consiste 
a determiner un chemin indirect qui existe entre les classes. Ce chemin represente le 
chemin le plus court qui lie ces classes. Dans notre travail, nous utilisons la fermeture 
transitive Min-Max pour determiner la relation floue entre les classes. 
Etant donne deux classes Cp = {xn,xi2, ...,Xin} et Cq = {xj\,xj2, •••,Xjn}, ou Xjj 
represente le degre de similarite entre chaque paire de classes Cj et C), obtenu a partir 
de la matrice de similarite, la relation floue entre C* et C:) est definie comme suit: 
)] (3-13) 
Nous iterons sur le calcul de la fermeture transitive Min-Max exprimee par l'equa-
tion (3.13) jusqu'a ce que nous obtenions la fermeture transitive T : RK~l=RK. Cette 
Figure 3.2 - Concept de la hierarchie dirigee 
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egalite, d'une part, assure l'existence d'une hierarchie dirigee et, d'autre part, deter-
mine le niveau de chaque classe dans la hierarchie. La figure 3.3 illustre un exemple 
de calcul de la fermeture transitive entre deux classes. 
Ci 
X 1 j 
X2j 
X i l Xi2 Xir» - Tij 
—-I 
Xjri 
Figure 3.3 - Exemple de calcul de la fermeture transitive entre deux classes 
L'introduction du SVM au niveau de la hierarchie : Dans cette etape, nous intro-
duisons le classificateur SVM a chaque niveau de la hierarchie pour decomposer le 
probleme original en sous-problemes binaires. Pour cela, nous procedons a la pre-
paration de l'ensemble d'apprentissage du SVM. Premierement, nous calculons la 
similarite moyenne entre toutes les classes a partir de la matrice de fermeture transi-
tive obtenue dans la deuxieme etape : 
_ i n n 
a i=l j=\ 
(3.14) 
ou Tjj represente la similarite floue entre Cj et Cj et n represente le nombre de re-
dans la matrice de fermeture transitive. 
Deuxiemement, nous calculons la similarite moyenne de chaque classe Ci par rapport 
aux autres classes : 
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ou k represente le nombre des classes. 
Nous obtenons l'ensemble d'apprentissage E = {{C\,yi,v\),..., (Ck,Vk, ^>k)}• 
Chaque classe Cj est affectee a y, G {—1, +1} avec un degre d'appartenance v,, ou 
Ci G R k et 0 < -(;, < 1. L'ensemble d'apprentissage est construit comme suit: 
SVM = 
{CJ U SVM+j :Vi>X 
{ C j U S V M - , : V i < X 
(3.16) 
Dans ce travail, nous avons introduit les valeurs floues Vi dans la phase d'apprentis-
sage du SVM pour ameliorer la performance du SVM. Chaque ligne i de la matrice de 
fermeture transitive definit la similarite floue entre la classe Ci et le reste des classes. 
La construction de l'ensemble flou nous conduit au probleme d'optimisation : 
min | wTw + C ^ v& 
i=1 
Vi{wXi + b) > 1 - Vi£i 
>0:i = l,k 
(3.17) 
ou C et Vi£i representent la penalite de l'erreur de classification. 
En utilisant les multiplicateurs de Lagrange, le probleme d'optimisation devient: 
max : w(a) = ^ - - J^Yl aiCXjyiyjKiCi, Cj) 
i=i * ;=i j=i 
fc 
yyiXi = 0,0 < aii < ViC :i = l,k ' 
U=i 
(3.18) 
Nous repetons le processus de classification a chaque niveau de la hierarchie de la 
racine jusqu'aux feuilles. Par consequent, nous obtenons une classification hierar-
chique descendante representee par une succession de classes. Chaque classe re-
groupe les objets similaires. 
La structure hierarchique obtenue par notre methode SVM-CHF offre l'avantage de 
classer de nouveaux objets. La figure 3.4 illustre un exemple de classification d'un 
nouvel objet. Supposons que nous voulons classifier le nouvel objet X. Premiere-
ment, nous appliquons le SVMi au niveau de la racine surl'ensemble {Ci, C2,..., Cq}. 
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Le resultat obtenu par SVMi est X G {Ci, C2, C3, C4}. Ensuite, nous appliquons 
le SVM12 sur {C l y C 2 , C3, C4}, le resultat obtenu par SVMl2 est X G {Ci, C2}. 
Finalement, nous appliquons le SVMi22, le resultat obtenu est X G {Ci}. La me-
thode SVM-CHF fournit le chemin suivi lors de la classification d'un nouvel objet 
X : SVMi -»• SVM12 -> SVM122. 
A partir de 1'exemple presente, il semble bien que notre methode fournit un nombre 
optimal de SVMi. Pour un nombre de six classes, nous avons construit cinq classi-
ficateurs SVMi. Par contre, les methodes «Un-contre-un» et DAGSVM ont besoin 
d'un nombre de Mkzl) = 15 classificateurs et la methode «Un-contre-tous» a besoin 
de k = 6 classificateurs. 
En outre, notre methode offre une architecture mixte (figure 3.4) qui nous permet 
d'etablir la tache de classification (descendant) et la tache de clustering (ascendant) 
en meme temps. 






C1 C2 €3 C4 CS C6 Clustering 
Figure 3.4 - Classification d'un nouvel objet 
3.1.2 Presentation de l'algorithme SVM-CHF 
Notre algorithme necessite deux parametres d'entree. Le premier parametre, n, repre-
sente le nombre de donnees et le deuxieme parametre, /3, represente le seuil de similarite 
entre deux classes. Le choix du nombre de classes k est base sur l'erreur de classification. 
La valeur de k qui minimise l'erreur £ est maintenue. Le seuil de similarite j3 represente 
le critere d'arret pour les subdivisions du SVM au niveau de la hierarchie. Ce seuil est ob-
tenu a partir de la matrice de fermeture transitive et il represente la distance minimale entre 
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deux classes. Une fois ce seuil atteint, les deux classes {Cj, Cj} sont automatiquement re-
groupees dans la meme classe. Ce seuil assure le regroupement des classes homogenes et 
permet de diminuer le nombre de SVM appliques tout au long de la hierarchie, ce qui dimi-
nue automatiquement le temps d'apprentissage. Dans l'exemple de la figure 3.4, le nombre 
maximal de SVM construit est egal a 5. Dans le cas ou la similarite entre les classes au 
niveau de la hierarchie atteint un seuil inferieur ou egal a (3, nous obtenons un nombre de 
SVM inferieur. Le detail de notre algorithme est decrit dans (Algorithme 4). 
Algorithme 4 Algorithme SVM-CHF 
Entree : n : ensemble de donnees, (3 : seuil de similarite; 
Sortie : Classification hierarchique floue des classes ; 
1. Trouver les centres de classes Cj en utilisant K-Moyennes ; 
2. Calculer la similarite entre chaque paire de classes (Cj,Cj) avec 1'equation (3.6); 
3. Calculer la fermeture transitive en utilisant l'equation (3.13); 
4. A partir de la matrice de similarite, calculer, pour toutes les classes Cj, la similarite 
moyenne en utilisant l'equation (3.14); 
5. A partir de la matrice de similarite, pour chaque classe Ck, calculer la similarite moyenne 
en utilisant l'equation (3.15); 
6. Si Sim{Ch Cj) <P Alors {Cj, Cj} e Ck ; 
7. Sinon aller a (8); 
8. Appliquer SVM pour la phase d'apprentissage : 
Si Vi > X : SVMi+ = (Cj U SVMl+); 
Sinon : SVMi- = (Cj U SVMi-). 
9. Repeter (4), (5) et (6) a chaque niveau de la hierarchie a partir de la racine jusqu'aux 
feuilles. 
3.2 Presentation de la methode SVM-CHF-Text 
Dans cette section, nous presentons la methode SVM-HCF-Text adaptee au traitement 
du probleme de la categorisation des textes. La figure 3.5 illustre les etapes de la methode 
SVM-CHF-Text. La methode adaptee comprend deux taches : (i) subdivision du probleme 
original en sous-problemes binaires, et (ii) classification et recherche des documents perti-
nents. La subdivision du probleme original en sous-problemes binaires se compose de trois 
phases : (a) la phase de pretraitement pour reduire la dimension de 1'espace, (b) la phase 
de la categorisation hierarchique floue des documents, et (c) la phase d'introduction du 
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SVM au niveau de la hierarchie. En outre, la recherche des documents pertinents consiste a 
trouver les documents similaires qui satisfont toutes les requetes lancees par les utilisateurs. 
Document 




/ Potos du terme 
L / 
Mesure de similarity i 
Fermeture transitive 
AI 1 
/ Donnees ]/' Oooneos / ' // / 
d'apftrentissago / / detest / 
f 
SVM j 
Marge Max ]-» Hierarchie floue 
1 i 
Evaluation 
Figure 3.5 - Processus de SVM-CHF-Text pour la categorisation des textes 
1. Subdivision du probleme original 
- Phase de pretraitement 
Le but principal de cette phase est de representer les donnees textuelles sous une 
forme vectorielle facile a manipuler. Pour ce faire, nous eliminons d'abord les for-
mats SGML (Standard Generalized Markup Language) [1]. Le format SGML est uti-
lise pour definir la structure electronique des documents. Ensuite, nous eliminons les 
termes qui sont inutiles dans la classification et qui ne fournissent aucune information 
supplemental sur le contenu du document. L'elimination de ces termes permet de 
reduire la dimension de l'espace [65], En outre, pour extraire les attributs (features) 
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pertinents, nous appliquons la representation ( T f l d f ) qui consiste a selectionner les 
termes frequents dans le document. Dans notre travail, nous n'avons selectionne que 
les termes t j apparaissant au moins trois fois dans le meme document dj. 
- Phase de la categorisation hierarchique floue des documents 
(a) Representation des documents : Supposons l'ensemble de documents D = 
{di, d2,..., dn}, ou n represente le nombre de documents dans le corpus et T = 
{^1,^2) • • • • t m } l'ensemble des termes ou m represente le nombre des termes. La 
figure 3.6 illustre la representation vectorielle de chaque document. La variable 
Hij represente la frequence d'apparition du terme j dans le document i. 
tl t2 in 
ell 
dn = JJnl |in2 (inn 
Figure 3.6 - Representation vectorielle des documents : phase de pretraitement 
(3.19) 
fiij > 1 :tj e di 
Hij = 0 : sinon. 
Nous appliquons la technique LSI sur la matrice d'entree obtenue, A[M x N]. 
La matrice A est decomposee en trois matrices comme suit: A = U x E x K 
La decomposition en valeurs singulieres (SVD) nous conduit a extraire les rela-
tions entre les documents a partir de la matrice V dans laquelle chaque colonne 
represente un document. En outre, nous eliminons de la matrice V les vecteurs 
qui ont les memes composantes. Ces vecteurs representent les documents ayant 
le meme contenu contextuel, c'est-a-dire, les documents traitant du meme sujet. 
Cela nous permet de reduire le nombre de documents a categoriser. 
(b) Processus d'agregation hierarchique : L'agregation hierarchique consiste a 
trouver un pre-ordre flou sur les n documents en se basant sur leur contenu 
contextuel pour extraire les documents qui sont similaires. Le processus d'agre-
gation hierarchique est decrit comme suit: 
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i. Pour chaque paire de documents (dp,dq) : p q, nous calculons le facteur 
de similarite par l'equation (1.12). Les valeurs de cette matrice varient dans 
l'intervalle [0,1]. 
ii. Nous calculons la fermeture transitive Min-Max avec l'equation (3.13) 
jusqu'a l'obtention de la relation T egale : Rk~l = Rk. Cette egalite as-
sure l'existence d'une hierarchie. La distance obtenue definit le niveau de 
chaque classe en regroupant les documents similaires dans la meme classe. 
- Introduction du SVM a chaque niveau de la hierarchie 
A cette etape, nous appliquons la technique du SVM a chaque niveau de la hierarchie. 
La preparation des donnees d'apprentissage et des donnees de test est la meme que 
celle deja exprimee pour la methode SVM-CHF. 
2. Classification et recherche des documents pertinents 
II est tres utile de mettre en place un systeme automatique qui est capable d'affecter 
les documents a un ensemble predefini de categories. C'est le but de la classification 
automatique des documents. Le processus de classification des nouveaux documents 
que nous proposons est similaire a celui servant a la classification des objets. 
Dans cette section, nous detaillons le nouveau modele de recherche des documents 
pertinents. Ce type de recherche que nous utilisons est similaire a celui de la re-
cherche des attributs dans les grandes bases de donnees relationnelles. Les documents 
sont decrits sous forme d'attributs (termes). Le modele de recherche propose base sur 
la logique floue consiste a utiliser une hierarchie, a construire les sous-ensembles Flx., 
a evaluer la requete et a appliquer les criteres de selection en utilisant l'entropie floue. 
- Construire les sous-ensembles F{. 
Etant donnee la valeur seuil appartenant a 1'interval [0,1], nous affirmons qu'un 
document di appartient a une classe Cj si et seulement si fil:l > A.t, ou //„1? represente 
le degre d'appartenance du document di a la classe Cj. 
Soit D = {di, d2,..., dn] un ensemble de documents et F = {Fi, F2,..., Fn} un 
ensemble des termes (caracteristiques) contenus dans chaque document di de l'en-
semble D. Soit le document dj G D ou dj contient au moins un attribut F% avec 
un degre d'appartenance G [0,1], Le degre d'appartenance fizl represente la fre-
quence normalisee de 1'attribut Ft dans le document dj. Nous obtenons done pour 
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chaque document dj de l'ensemble D, fip^dj) = /il:l. 
Soit Fi un sous-ensemble flou de F (figure 3.7). 
di d2 din 
HM \1I2 (Jin 
Figure 3.7 - Representation floue des termes 
A partir de l'ensemble F nous construisons les sous-ensembles F\. exprimes par 
leurs fonctions caracteristiques d'appartenance : 
(X) I 
HFXi (x) < Ai => ( X ) = 0 
HFx.{X) > Xi =>• HFx.{X) = 1 
(3.20) 
ou Ai sont des valeurs seuils pour les attributs F7 , fixes par l'utilisateur. 
Etant donne F = {Fi, F2, F:i}, un ensemble de trois termes et D = {d,, d2, d:i, d4 } 
un ensemble de quatre documents, la construction des sous-ensembles F{. se fait 
comme suit: 
d i d2 d3 d4 
Fi = 0.1 0.4 0.7 0.9 
d i da da d4 
F2 = 0.6 0.8 0.4 0.2 
di d2 ds d4 
F3 = 0.4 0.6 0.T 0.1 
Figure 3.8 - Definition des documents : ensemble flou des termes 
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di d2 d3 d4 
0 0 1 1 
d i d2 da d4 
1 1 Q 0 
d i da d3 d4 
Fsi - 1 1 1 Q 
Figure 3.9 - Construction de l'ensemble flou F{. 
- Evaluation d'une requete 
Dans notre modele, nous supposons que les requetes lancees par l'utilisateur sont 
composees des operateurs logiques (A : et) et (V : ou). Dans nos travaux, les ope-
rateurs (A) sont remplaces par l'operation d'intersection (n) et les operateurs (V) 
sont remplaces par l'operation d'union (U). Supposons que nous nous interessons a 
trouver le document satisfaisant 1'expression : 
Ex = [(Fa V F 2 ) A F3]'. 
Cette expression se transformera comme suit: 
f 2 = [ (F i u f 2 ) n f 3 ] , 
A partir du cas de la figure 3.9, nous obtenons : 
- F 2 = ( F 0 1 7 U F 0 2 6 ) n F 0 3 4 . 
- E2 = [{d3,d4}u{d1,d2}]n{d1,d2,d3}. 
- E2 = {dlyd2, d3}. 
Nous obtenons trois documents qui repondent a notre requete. Dans certains cas, le 
resultat de notre phase d'evaluation des requetes peut contenir des documents qui 
appartiennent a des classes differentes. Done, la question qui se pose est comment 
faire pour choisir la classe qui conserve beaucoup d' informations ? 
La reponse a cette question est expliquee dans la partie qui suit. 
- Criteres de selection 
Lorsque nous obtenons un ensemble de documents qui appartiennent a des classes 
differentes, notre but est de localiser la classe la plus pertinente dans la hierarchie. 
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Pour cela, nos criteres de selection de la classe pertinente consistent a : 
(a) evaluer la similarite entre les documents resultant de la requete et choisir la 
classe la plus basse dans la hierarchie a laquelle appartiennent ces documents ; 
(b) evaluer l'entropie floue externa des classes en choisissant l'entropie la plus 
faible (respectivement gain de 1'information). 
Chaque hauteur obtenue dans la hierarchie definit le degre de similarite entre les 
documents. Cette mesure est calculee a partir de la matrice de fermeture transitive 
donnee comme suit : Sim(di, dj) = Min-Max(dj, dj). Pour determiner la classe qui 
repond a notre requete, nous utilisons la mesure de l'entropie. 
- Entropie 
L'entropie est une mesure de probabilite qui mesure la degradation de l'energie d'un 
etat initial a un etat final. Cette mesure represente une fonction d'etat qui exprime 
toutes les transformations possibles. L'entropie d'un systeme mesure le degre de 
desordre de ses composants a partir des probabilites d'etats. L'entropie d'une va-
riable X est exprimee par la formule : 
E(X) = J2Pjlog2(Pj) (3.21) 
j 
ou les pj representent les probabilites possibles de deplacement d'un etat a un autre 
etat. Pour une variable avec plusieurs etats, nous utilisons la somme ponderee des 
probabilites (pj). 
Luca et al. [64] proposent une autre fa?on d'exprimer l'entropie. Cette nouvelle en-
tropie est liee aux sous-ensembles flous. Elle est definie comme suit: 
N 
E{A) = -k ^{fiAixi) Hha{x1)) + (1 - /.iA(xi) ln(l - AU(XO))} (3.22) 
i = i 
ou /./,/i(.xj represente la fonction caracteristique d'appartenance de 1'element x% au 
sous-ensemble flou A et (1 — HA{X%)) represente la fonction caracteristique d'appar-
tenance du complement de A. Dans notre cas, nous utilisons la definition de l'entro-
pie floue. Chaque niveau de la hierarchie represente un etat d'une classe. L'entropie 
consiste a choisir dans la hierarchie la classe qui conserve la plus grande quantite 
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d'informations en se deplagant d'un etat a un autre (respectivement l'entropie la plus 
faible). Cette mesure est definie comme suit: 
E(Ct) = L ^ / i i ) ln(n(^)) (3.23) 
ou N represente le nombre des niveaux dans la hierarchie, HI represente la distance 
entre deux niveaux de la hierarchie et I I ( / i j ) represente les valeurs relatives des dis-
tances de la hierarchie : 
n [hi) = - p - (3.24) 
i=1 
3.2.1 Presentation de l'algorithme SVM-CHF-Text 
L'algorithme SVM-CHF-Text necessite deux parametres d'entree : n, le nombre de 
documents et (3, le seuil de similarite qui represente le critere d'arret lors de 1'application 
du SVM. Le regroupement de deux documents se fait si la similarite Sim(dj, d3+i) < p. 
Les valeurs de (3 sont obtenues a partir de la matrice de fermeture transitive. Le detail de 
l'algorithme de notre methode adaptee est decrit dans (Algorithme 5). 
Algorithme 5 Algorithme SVM-CHF-Text 
Entree : n : nombre de documents, (3 : seuil de similarite; 
Sortie : structure hierarchique floue des documents ; 
1. Trouver les centres de classes Cj par K-Moyennes ; 
2. Appliquer la representation Tfldf ; 
3. Appliquer la technique LSI; 
4. A chaque niveau de la hierarchie, calculer la similarite moyenne en utilisant les equa-
tions (3.14) et (3.15); 
Si (Sim(dj,dj+i)) < f3 alors (dj, dj+1) G C 
Sinon aller a (5); 
5. Appliquer SVM; 
Si i)i> X : SVMl+ = U SVMl+)\ 
Sinon SVMt- = (^ U SVMi-); 
6. Repeter les etapes (4) et (5) a chaque niveau de la hierarchie a partir de la racine jus-
qu'aux feuilles. Selectionner le nombre de SVM obtenus. 
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3.3 Conclusion 
Dans ce chapitre, nous avons presente en detail les etapes de notre methode SVM-CHF 
pour resoudre le probleme multi-classes ainsi que sa version adaptee pour la categorisation 
des textes. En outre, nous avons presente un nouveau modele de recherche des documents 
base sur la logique floue. Le modele developpe permet de satisfaire les requetes des utili-
sateurs. Dans le chapitre suivant et afin d'appuyer nos methodes, nous presentons deux cas 




Cas d'application et resultats 
experimentaux 
4.1 Introduction 
L'objectif de ce chapitre est d'iliuster le deroulement de notre methode SVM-CHF ainsi 
que sa version adaptee a l'aide de donnees reelles. Une etude comparative est realisee entre 
les methodes que nous avons developpees et les methodes de classification existantes. Ce 
chapitre est subdivise en deux parties. La premiere partie presente deux cas d'application 
sur deux types differents de donnees (donnees numeriques et textuelles) afin d'iliuster le 
deroulement de nos algorithmes. La deuxieme partie presente nos resultats experimentaux. 
4.2 Cas d'application 
Dans cette section, nous presentons les differentes etapes de nos algorithmes sur deux 
cas d'application differents. Le premier cas est celui de la base de donnees Iris [14] qui 
contient trois classes a separer. Dans ce premier cas d'application, nous demontrons les 
etapes du deroulement de l'algorithme SVM-CHF. Dans le deuxieme cas d'application qui 
est extrait des travaux de Baldi et al. [8], nous demontrons le deroulement de l'algorithme 
SVM-CHF-Text. 
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4.2.1 Cas d'application IRIS : donnees numeriques 
Afin d'iliuster le deroulement de notre algorithme SVM-CHF, nous presentons un cas 
pratique sur les donnees de la base de donnees Iris [14]. Premierement, nous normali-
sons les donnees traitees en utilisant la technique min-max, exprimee par la formule (1.4). 
Deuxiemement, nous appliquons l'algorithme K-Moyennes sur l'ensemble des donnees 
normalisees, pour regrouper les donnees dans des classes. A ce point, nous faisons varier 
le nombre de classes (k £ {2,3,4,6,8,10}), en selectionnant le nombre de classes qui mi-
nimise la somme des erreurs au carre (SSE). Les resultats de l'application de l'algorithme 
K-Moyennes sont exprimes dans le tableau 4.1. 
Tableau 4.1 - Application de K-Moyennes sur Iris 
Differentes valeurs de k 
Valeurs (k) 2 3 4 6 8 10 
SSE 62.143 7.817 16.382 9.131 11.852 33.678 
Les trois classes obtenues par K-Moyennes sont : C\ — {0.195,0.592,0.077,0.04}, 
C2 = {0.463,0.320,0.55,0.50} et C3 = {0.63,0.419,0.765,0.71}. 
Tableau 4.2 - Resultat de K-Moyennes sur Iris 
c\ 0.195 0.592 0.077 0.04 
c2 0.463 0.320 0.55 0.50 
C3 0.63 0.419 0.765 0.71 
La troisieme etape consiste a mesurer la similarite entre les trois classes obtenues dans 
la deuxieme etape. Nous appliquons la distance relative de Hamming, exprimee par la for-
mule (3.6). Les resultats sont exprimes dans le tableau 4.3. 
Tableau 4.3 - Matrice de similarite du probleme Iris 
Classe C\ c2 6'3 
. c\ 0.000 0.37 0.49 
c2 0.37 0.000 0.17 
C3 0.49 0.17 0.000 
Une fois la matrice de similarite construite, nous appliquons la formule (3.13) pour 
calculer la fermeture transitive Min-Max qui consiste a trouver le chemin le plus court 
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entre les classes C\, C2 et C3. Nous repetons le calcul de la fermeture transitive jusqu'a 
l'obtention d'une egalite : Rk~l = Rk, ou k represente le niveau de chaque etape. Dans 
notre cas, nous arretons le calcul a la deuxieme etape : (fc = 2). Le resultat de calcul de la 
fermeture transitive est decrit dans le tableau 4.4. 
Tableau 4.4 - Calcul de la fermeture transitive Min-Max 
Classe c\ 6*2 a , 
0.00 0.37 0.37 
c2 0.37 0.00 0.17 
c. 0.37 0.17 0.00 
A partir du tableau 4.4, nous constatons que C2 et C3 sont plus proches l'une de l'autre 
que de C\. Ce constat nous donne une information a priori que ces deux classes peuvent 
se regrouper en une seule classe au niveau de la structure hierarchique. L'etape suivante 
consiste a calculer la similarite totale de toutes les classes et la similarite moyenne de 
chaque classe par rapport aux autres classes, en utilisant les deux formules (3.14) et (3.15) 
respectivement. 
1. Similarite globale entre les trois classes : 
Sim{CuC2,C3) = 0.22 
2. Similarite de chaque classe par rapport aux autres classes : 
—Sim(Ci, (C2, C3)) = 0.25 
'-Sim(C2,{C1,C3)) = 0.18 
-Sim(C3,(C2,C3)) = 0.18 
La derniere etape consiste a preparer l'ensemble d'apprentissage pour le classificateur 
SVM. Les resultats obtenus par les formules (3.14) et (3.15) nous permettent de construire 
les deux classes, positive et negative, du SVM, de telle sorte que : SVMt+ = {Ci} et 
SVMi- = {C2, C3}. Ensuite, nous appliquons le SVM a chaque niveau de la hierarchie. 
Dans le cas de la base de donnees Iris, nous avons fixe les parametres (C = 1, £ = 0.107). 
Nous avons utilise la fonction polynomiale d'ordre 2 comme fonction de noyau. La fi-
gure 4.1 illustre le deroulement de notre algorithme sur la base de donnees Iris. 
Pour tester la performance de notre methode, nous prenons un echantillon de 50 enre-
gistrements de la classe positive et 50 enregistrements de la classe negative. Les resultats 
71 
4 . 2 . CAS D'APPLICATION 
sont decrits dans le tableau 4.5 (matrice de confusion). 
Selon les resultats du tableau 4.5, nous avons obtenu une precision de 98%, c'est-a-dire 
une erreur de 0.02. Ce qui signifie que la precision est tres elevee. 
Dans ce cas, le deroulement de l'algorithme SVM-CHF a conduit a la construction de 
deux classificateurs SVM. Nous appliquons SVMi sur tout l'ensemble des classes {C\, 
C2, C3} au niveau de la racine. Nous obtenons deux sous-ensembles : {Ci} et (C2, C3}. 
Ensuite, nous appliquons SVM2 sur le sous-ensemble {C'2 et C3} (figure 4.1). Tout au long 
de la hierarchie, nous retenons deux classificateurs SVM. 
SVMt i x^ o.22 
Figure 4 . 1 - Cas illustratif du deroulement de SVM-CHF sur les donnees Iris 
Tableau 4.5 - Matrice de confusion du probleme Iris 
Classe Classe(+) Classe(-) 
Classe(+) 49 1 
Classe(-) 1 49 
4.2.2 Cas d'application de dix classes : donnees textuelles 
Dans cette section, nous presentons un cas pratique de donnees textuelles dans le but 
d'illustrer le deroulement de notre algorithme SVM-CHF-Text. Le cas pratique aborde dans 
cette section fait partie des travaux de Baldi et al. [8], L'echantillon est compose de dix do-
cuments de sujets differents, dont les cinq premiers sont relatifs au systeme d'exploitation 
Linux et les cinq autres sont relies au domaine de la genetique. Selon [8], chaque document 
appartient a un seul sujet. Nous demontrons par notre methode que chacun de ces docu-
ments peut appartenir aux deux sujets en meme temps avec un degre d'appartenance et que 
ces documents peuvent faire l'objet d'une etude de classification floue et non seulement 
d'une classification classique. 
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Dans notre cas, nous nous interessons aux termes qui apparaissent au moins deux fois 
dans le document. Les termes qui nous interessent sont soulignes. 
- d\ : Indian government goes for open-source software ; 
- d2 : Debian 3.0 Woody released; 
- of3 : Wine 2.0 released with fixes for Gentoo 1.4 and Debian 3.0; 
- d/i : gnu POD released : iPod on Linux... with GPLed software; 
- G?5 : Gentoo servers running an open-source mySQL database; 
- da : Dolly the sheep not totally identical clone; 
- G?7 : DNA news : introduced low-cost human genome DNA chip; 
- d$ : Malaria-parasite genome database on the Web; 
- d9': UK sets up genome bank to protect rare sheep breeds ; 
- d10 : Dolly's DNA Damaged. 
La matrice A r [ l l * 10] (terme/document) est presentee comme suit: 
Tableau 4.6 - Representation terme/document 
d, <k ds d5 d6 d7 d8 d9 dio 
Open-source 1 0 0 0 1 0 0 0 0 0 
Software 1 0 0 1 0 0 0 0 0 0 
Linux 0 0 0 1 0 0 0 0 0 0 
Released 0 1 1 1 0 0 0 0 0 0 
Debian 0 1 1 0 0 0 0 0 0 0 
Gentoo 0 0 1 0 1 0 , 0 0 0 0 
Database 0 0 0 0 1 0 0 1 0 0 
Dolly 0 0 0 0 0 1 0 0 0 1 
Sheep 0 0 0 0 0 1 0 0 0 0 
Genome 0 0 0 0 0 0 1 1 1 0 
DNA 0 0 0 0 0 0 2 0 0 1 
Nous appliquons la decomposition en valeur singulieres (SVD), en utilisant la for-
mule (1.7). Nous obtenons les matrices U, E et VT : 
U = 
- 0 . 0 4 7 0 . 2 2 6 0 . 5 1 7 0 . 3 1 3 - 0 . 0 2 0 - 0 . 2 7 8 0 . 4 1 8 - 0 . 1 8 9 - 0 . 3 3 2 - 0 . 4 2 8 0 . 0 0 0 
- 0 . 0 2 2 0 . 2 8 7 0 . 0 2 8 0 . 0 3 7 - 0 . 3 0 1 0 . 1 1 3 0 . 1 2 0 - 0 . 1 2 4 0 . 4 3 1 0 . 4 3 7 0 . 0 0 0 
- 0 . 0 1 1 0 . 1 9 8 - 0 . 1 1 8 0 . 3 1 0 - 0 . 1 8 7 0 . 1 8 2 - 0 . 3 9 6 0 . 3 8 8 - 0 . 2 4 2 - 0 . 2 8 9 0 . 5 7 7 
- 0 . 0 4 2 0 . 0 5 2 - 0 . 3 5 1 - 0 . 0 4 5 - 0 . 0 4 1 0 . 1 3 8 - 0 . 1 4 3 - 0 . 0 2 7 - 0 . 2 2 4 - 0 . 1 5 1 - 0 . 5 7 7 
- 0 . 0 3 0 0 . 4 5 4 1 - 0 . 2 3 3 4 — 0 . 3 5 G 0 . 1 4 7 - 0 . 0 4 5 0 . 2 5 2 - 0 . 4 1 5 0 . 0 1 8 0 . 1 3 9 0 . 5 7 7 
— 0 . 0 5 6 0 . 3 9 8 0 . 2 9 4 - 0 . 2 3 2 0 . 2 0 3 - 0 . 2 9 2 0 . 0 4 5 0 . 6 2 9 8 0 . 4 1 5 4 0 . 0 2 5 7 0 . 0 0 0 
- 0 . 1 3 7 0 . 1 6 0 0 . 5 8 2 - 0 . 1 2 2 0 . 0 8 2 0 . 0 7 6 - 0 . 5 7 0 - 0 . 2 4 4 - 0 . 2 3 2 0 . 3 8 9 0 . 0 0 0 
- 0 . 2 0 8 - 0 . 0 3 2 - 0 . 1 0 6 - 0 . 1 0 0 - 0 . 4 5 8 - 0 . 5 9 6 - 0 . 3 7 3 - 0 . 2 7 3 0 . 2 9 7 - 0 . 2 6 1 0 . 0 0 0 
— 0 . 1 G 0 - 0 . 0 1 5 0 . 0 5 6 - 0 . 3 2 1 - 0 . 6 9 3 0 . 0 0 6 0 . 3 0 4 0 . 2 7 0 - 0 . 3 4 7 0 . 3 1 8 0 . 0 0 0 
— 0 . 5 2 5 - 0 . 0 2 3 0 . 2 0 5 - 0 . 1 9 1 - 0 . 1 1 5 0 . 5 9 8 0 . 0 8 2 - 0 . 1 0 2 0 . 3 4 5 - 0 . 3 7 2 0 . 0 0 0 
- 0 . 7 9 3 - 0 . 1 0 5 - 0 . 2 4 2 0 . 2 3 1 0 . 3 1 6 - 0 . 2 2 9 0 . 0 5 2 7 0 . 1 0 0 - 0 . 2 0 4 0 . 2 0 1 0 . 0 0 0 
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£ = 
0.2566 0 . 0 0 0 o . o o o 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 
0 . 0 0 0 0.2397 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 
0 . 0 0 0 0 . 0 0 0 0.1936 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 
0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0.1705 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 
0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0.1681 0 . 0 0 0 0 . 0 0 0 - 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 
0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 . 0.1540 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 
0 . 0 0 0 o . o o o 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0.1022 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 
0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0.0782 0 . 0 0 0 0 . 0 0 0 
0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 0.0384 0 . 0 0 0 
o . o o o 0 . 0 0 0 0 . 0 0 0 0 . 0 0 0 o . o o o o . o o o o . o o o 0 . 0 0 0 0 . 0 0 0 0.0107 
V 1 = 
- 0 . 0 2 6 7 
- 0 . 0 2 8 1 
- 0 . 0 4 9 8 
- 0 . 0 2 9 1 
- 0 . 0 0 3 2 
- 0 . 1 4 3 2 
- 0 . 8 2 2 4 
- 0 . 2 5 7 8 
— 0 . 2 G G 8 
- 0 . 3 8 0 9 
0 . 2 1 3 7 
0 . 4 6 1 3 
0 . G 2 7 3 
0 . 4 7 4 0 
- 0 . 3 2 6 9 
- 0 . 0 1 9 4 
- 0 . 0 9 6 9 
0 . 0 5 7 2 
- 0 . 0 1 5 8 
- 0 . 0 5 0 9 
0 . 2 8 1 4 
- 0 . 3 0 1 9 
- 0 . 1 4 9 9 
- 0 . 2 2 7 9 
0 . 7 1 9 6 
- 0 . 0 2 5 8 
- 0 . 1 4 4 5 
0 . 4 0 6 4 
0 . 1 3 5 1 
- 0 . 1 8 0 2 
0 . 5 5 7 0 
- 0 . 2 3 5 2 
- 0 . 3 7 1 2 
0 . 5 2 9 2 
- 0 . 0 2 4 1 
- 0 . 2 4 7 2 
0 . 1 5 8 3 
- 0 . 1 8 3 6 
- 0 . 3 0 0 6 
0 . 0 7 6 4 
- 0 . 1 9 1 1 
0 . 0 0 2 9 
0 . 1 8 3 3 
- 0 . 3 1 4 8 
0 . 1 5 7 0 
- 0 . 6 8 4 8 
0 . 3 0 7 6 
- 0 . 0 1 9 6 
- 0 . 4 8 0 8 
- 0 . 0 8 4 3 
- 0 . 1 0 7 4 
0 . 0 6 0 5 
- 0 . 1 2 9 0 
0.2806 
- 0 . 3 2 0 7 
- 0 . 3 8 2 6 
0 . 0 9 1 5 
0 . 4 3 7 5 
0 . 3 9 2 4 
- 0 . 5 3 5 1 
0 . 5 3 2 5 
0 . 1 0 7 0 
0 . 1 5 0 9 
- 0 . 4 0 4 0 
- 0 . 1 0 5 1 
- 0 . 0 6 7 6 
0 . 1 8 3 7 
- 0 . 4 7 7 8 
0 . 3 7 8 2 
- 0 . 3 1 3 6 
- 0 . 3 9 9 7 
- 0 . 5 6 4 8 
0 . 2 4 0 6 
0 . 3 0 3 1 
0 . 2 5 1 9 
- 0 . 0 0 3 5 
0 . 1 4 7 6 
- 0 . 4 4 2 5 
0 . 2 1 5 0 
- 0 . 2 1 0 1 
0 . 2 5 8 2 
- 0 . 5 3 7 9 
0 . 5 4 4 8 
- 0 . 0 9 2 9 
- 0 . 3 8 5 5 
- 0 . 1 2 9 6 
- 0 . 1 6 0 8 
0 . 2 9 6 6 
- 0 . 0 0 3 4 
0 . 2 4 3 5 
0 . 0 7 8 0 
- 0 . 1 1 1 9 
0 . 1 2 6 8 
- 0 . 0 3 1 1 
- 0 . 1 2 4 1 
0 . 5 2 9 8 
0 . 2 8 9 7 
0 . 1 6 5 9 
- 0 . 4 9 5 6 
- 0 . 5 5 7 9 / 
Dans notre exemple, selon la matrice VT, nous conservons le meme nombre de vecteurs 
de la matrice d'entree. Cela veut dire qu'il n'y a pas de reduction de l'espace. La conserva-
tion de la meme dimension de l'espace a deux explications possibles. La premiere est due 
au nombre limite de documents traites. La deuxieme est liee a la longueur des documents 
eux memes qui ne sont pas assez longs, ce qui ne permet pas de faire ressortir exactement 
son contenu contextuel. Done, nous traitons notre matrice d'entree telle quelle sans aucune 
elimination de document. 
Nous mesurons la similarite entre les dix documents, en appliquant l'equation (3.6). 
Les resultats sont presentes dans le tableau 4.7. Une fois que la matrice de similarite entre 
les documents est construite, nous appliquons la fermeture transitive Min-Max dans le but 
de trouver le chemin le plus court entre les documents en suivant les memes etapes suivies 
dans le cas d'application pour les donnees numeriques. Nous repetons la meme procedure 
du calcul de la fermeture transitive Min-Max trois fois de suite jusqu'a l'obtention de la 
relation Rk~l = Rk (dans notre cas k = 3). Les resultats sont representes dans le tableau 
4.8. La derniere etape consiste a introduire le SVM a chaque niveau de la hierarchie. Cette 
etape necessite la preparation des donnees d'apprentissage a chaque niveau de la hierarchie 
en utilisant les formules (3.14) et (3.15). Les resultats sont presentes dans le tableau 4.9. 
Au niveau de la racine, l'ensemble de donnees contient tous les documents {rlj,..., d10}. 
La similarite globale entre les documents est egale a X = 0.364. Les resultats du SVMi 
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Tableau 4.7 - Cas pratique : matrice de similarite des donnees textuelles 
d~\ d2 ds di d5 de, d7 dg „ dg d\o 
d^ 0.000 0.300 0.500 0.300 0.300 0.400 0.500 0.400 0.400 0.400 
d2 0.300 0.000 0.100 0.300 0.400 0.400 0.500 0.400 0.400 0.400 
0.500 0.100 0.000 0.400 0.400 0.500 0.600 0.500 0.500 0.500 
di 0.300 0.300 0.400 0.000 0.600 0.500 0.600 0.500 0.500 0.500 
d5 0.300 0.400 0.400 0.600 0.000 0.500 0.600 0.300 0.500 0.500 
da 0.400 0.400 0.500 0.500 0.500 0.000 0.500 0.400 0.200 0.200 
d7 0.500 0.500 0.600 0.600 0.600 0.500 0.000 0.300 0.300 0.300 
ds 0.400 0.400 0.500 0.500 0.300 0.400 0.300 0.000 0.200 0.400 
dg 0.400 0.400 0.500 0.500 0.500 0.200 0.300 0.200 0.000 0.400 
dio 0.400 0.400 0.500 0.500 0.500 0.200 0.300 0.400 0.400 0.000 
Tableau 4.8 - Cas pratique : la fermeture Min-Max pour les donnees textuelles 
di d2 dz d4 d5 de, d7 ds dg dw 
di 0.000 0.400 0.400 0.300 0.300 0.500 0.500 0.400 0.500 0.500 
d2 0.400 0.000 0.100 0.400 0.500 0.500 0.500 0.500 0.500 0.500 
d3 0.400 0.100 0.000 0.400 0.400 0.500 0.500 0.500 0.500 0.500 
di 0.300 0.400 0.400 0.000 0.300 0.500 0.500 0.500 0.500 0.500 
d5 0.300 0.400 0.400 0.300 0.000 0.500 0.400 0.300 0.500 0.500 
de 0.500 0.500 0.500 0.500 0.500 0.000 0.500 0.500 0.300 0.300 
d7 0.500 0.500 0.500 0.500 0.400 0.500 0.000 0.200 0.300 0.300 
ds 0.400 0.500 0.500 0.500 0.300 0.500 0.200 0.000 0.400 0.500 
dg 0.500 0.500 0.500 0.500 0.500 0.300 0.300 0.400 0.000 0.200 
dio 0.500 0.500 0.500 0.500 0.500 0.300 0.300 0.500 0.200 0.000 
sont les deux sous-ensembles : {d2,d3, d,(h d7, d9, d\0} et {d s , d4, d5, dg}. A chaque niveau, 
nous appliquons le SVM en construisant les deux classes et nous retirons de la liste l'en-
semble des documents deja classes lors de 1'iteration precedente. La figure 4.2 illustre les 
etapes de notre methode sur l'ensemble des documents. 
Finalement, nous obtenons une structure hierarchique floue, constitute d'une succes-
sion de classes. Chaque classe regroupe les documents qui partagent un degre de simi-
larite. A 1'inverse de la classification classique, qui regroupe les dix documents en deux 
classes, notre methode subdivise l'ensemble des documents en six classes : C\ regroupe 
{<d2, d3}, C2 regroupe {dx,dA, d5}, C3 regroupe {ds, C2, C4}, C\ regroupe {d6, d7, C J , C5 
regroupe {dg, d10} et C6 regroupe {C'4) C5}. La figure 4.3 decrit les resultats obtenus par 
notre methode. Selon la figure 4.3, nous constatons que les deux classes C2 et C4 sont 
regroupees en une seule classe. Mais selon [8], il n'existe aucun lien entre les deux en-
sembles {di, d2, d3, g?4, d5} et {d6, d7, dg, dg, d\o} (classification classique). Par contre, se-
lon notre methode, nous avons pu trouver un lien indirect reliant les deux sous-ensembles 
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Tableau 4.9 - Cas pratique : l'ensemble d'apprentissage des donnees textuelles 
d, d2 d* d4 d. d6 d7 <k d9 dw Similarite 
0.00 0.40 0.40 0.30 0.30 0.50 0.50 0.40 0.50 0.50 0.37 
d2 0.40 0.00 0.10 0.40 0.40 0.50 0.50 0.50 0.40 0.40 0.36 
(k 0.40 0.10 0.00 0.40 0.40 0.50 0.50 0.50 0.40 0.40 0.36 
di 0.30 0.40 0.40 0.00 0.30 0.50 0.50 0.50 0.50 0.50 0.39 
d5 0.30 0.40 0.40 0.30 0.00 0.50 0.50 0.40 0.50 0.50 0.38 
da 0.50 0.50 0.50 0.50 0.50 0.00 0.30 0.30 0.30 0.20 0.36 
d7 0.50 0.50 0.50 0.50 0.50 0.30 0.00 0.20 0.30 0.30 0.35 
d* 0.40 0.50 0.50 0.50 0.40 0.30 0.20 0.000 0.40 0.50 0.38 
dg 0.50 0.40 0.40 0.50 0.50 0.30 0.30 0.40 0.00 0.20 0.35 
dw 0.50 0.40 0.40 0.50 0.50 0.20 0.30 0.50 0.20 0.00 0.35 
Figure 4.2 - Cas illustratif du deroulement de SVM-CHF-Text sur les donnees textuelles 
C'2 = {rfi,rf4)rf5} et C4 = {d(i, d7) C\ }. Le lien trouve entre la classe C2 et C4 est du a la 
similarite qui existe entre les documents d5 et dg. Les documents d5 et d$ partagent le terme 
(.database) qui n'a pas ete pris en consideration dans les travaux de la classification de [8], 
Grace a ce chemin indirect, nous avons regroupe la classe C\ = {d2,d3} et l'ensemble 
{de, dj} en une meme classe C4. Ce chemin permet aussi de trouver une similarite entre les 
classes Ci , C4 et C5. Nous avons demontre, grace a ce cas d'application, qu'un document 
peut appartenir a plusieurs classes en meme temps. II suffit de trouver des chemins indirects 
entre les documents. 
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Figure 4.3 - Structure hierarchique floue obtenue par SVM-CHF-Text (cas pratique) 
4.3 Resultats experimentaux 
4.3.1 Donnees de tests 
Notre objectif dans cette partie consiste a valider les deux methodes que nous avons pre-
sentees dans le chapitre precedent et a etablir une comparaison par rapport aux methodes 
les plus repandues dans le domaine de la classification. Les deux methodes developpees, 
a savoir SVM-CHF et SVM-CHF-Text, sont testees sur deux types differents de donnees. 
Pour bien organiser la partie experimentale, nous l'avons subdivise en deux parties. La pre-
miere partie concerne les donnees numeriques et la deuxieme partie concerne les donnees 
textuelles. 
II faut noter que les mesures devaluation choisies sont la precision, le rappel et F-
Mesure. En outre, nous avons calcule le nombre des SVM retenus et le facteur temps qui 
est tres important pour 1'evaluation de la performance des classificateurs. Ces criteres sont 
exprimes comme suit: 
TP 
Precision = (4.1) 
TP+FP v ' 
TP 
Rappel = — (4.2) F F TP+FN v y 
„ , 2 x Precision x Rappel 
F-Mesure = — (4.3) 
Precision + Rappel 
De plus, la Macro-Moyenne et la Micro-Moyenne sont deux mesures utilisees pour 
evaluer la performance moyenne des classificateurs binaires. Dans nos travaux, nous nous 
interessons a la Micro-Moyenne-Precision et a la Micro-Moyenne-Rappel, qui sont expri-
mees respectivement comme suit: 
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m 
7T" = (4.4) 
^ ( T P , + FPJ) 
i=1 
m 
E T P , 
P = (4-5) 
^ ( T P I + FNJ) 
i = l 
ou m represente le nombre des categories et fi represente la Micro-Moyenne. 
Ces criteres de mesure de performance sont obtenus a partir de la matrice de confusion 
en calculant les quantites suivantes : le vrai positif (TP) qui represente les enregistrements 
positifs classes positifs, le vrai negatif (TN) qui represente les enregistrements negatifs 
classes negatifs, le faux positif (FP) qui represente les enregistrements negatifs classes 
positifs et le faux negatif (FN) qui represente les enregistrements positifs classes negatifs. 
- Donnees numeriques 
Nous avons applique notre methode SVM-CHF sur trois bases de donnees largement utili-
sees dans le domaine de la classification, qui sont Iris, Glass et Lettre [14]. 
Iris : C'est une base de donnees qui contient 150 enregistrements regroupes en trois 
classes : Setosa, Versicolor, et Virginica. Chaque classe contient 50 enregistrements. Chaque 
enregistrement est caracterise par quatre attributs : longueur de sepale, largeur de sepale, 
longueur de petale et largeur de petale. 
Glass : C'est une base de donnees qui contient 214 enregistrements, regroupes en six 
classes : building windows float processed, building windows non float processed, vehicle 
windows float processed, conteneurs, arts de la table et projecteurs. 
Lettre : C'est une base de donnees qui contient 20000 enregistrements, regroupes en 
26 classes. Chaque classe represente une lettre de l'alphabet (A-Z) de la langue frangaise. 
Chaque enregistrement est caracterise par 16 attributs. 
Le detail des trois problemes est decrit dans le tableau 4.10. 
- Donnees textuelles 
Dans nos experimentations, nous avons utilise deux collections de texte largement uti-
lisees dans la communaute de la categorisation des textes, qui sont : Reuters-21578 et 20 
Newsgroups. 
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Tableau 4.10 - Details statistiques des problemes : Iris, Glass et Lettre 
Problemes 
Donnees Iris Glass Lettre 
# Donnees d'apprentissage 100 142 13334 
# Donnees de test 50 72 6666 
# Class 3 6 26 
# Attributs 4 9 16 
Reuters-21578 : Cette collection des textes contient 21578 articles. Chaque article est 
indexe selon un nombre variable de themes (135), de personnes (267), de places (175), 
d'organisations (56) et de bourses (39). Dans nos experimentations, nous nous interessons 
seulement au theme et au corps du document. Nous avons selectionne seulement les dix 
themes les plus frequents : Earn, Acq, Money-fx, Grain, Grude, Trade, Interest, Ship, Wheat 
et Corn 1. 
20 Newsgroups : Une autre collection de textes largement utilisee dans le domaine de 
la classification est 20 Newsgroups qui contient 20000 documents distribues sur 20 groupes 
d'articles. Dans nos experimentations nous avons utilise la collection 20NG. Pour chaque 
groupe, nous avons selectionne 100 documents qui peuvent appartenir a une ou plusieurs 
classes en meme temps. 
Le detail des deux collections est donne dans le tableau 4.11. 
Tableau 4.11 - Details statistiques de Reuters-21578 et 20 Newsgroups 
Problemes 
Donnees Reuters-21578 20 Newsgroups 
# Donnees d'apprentissage 9603 1200 
# Donnees de test 3299 800 
# Donnees supprimees 8676 -
# Classes 10 20 
1. Le corpus Reuters 21578, utilise pour nos experimentations, est disponible a 
l'adresse (http ://www.research.att.com/ lewis/reuters21578.html) 
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4.3.2 Mesure de performance de SVM-CHF 
Afin de jusifier l'importance de la phase de compression des donnees d'apprentissage 
dans notre methode, nous avons effectue deux experiences. La premiere experience consiste 
a introduire 1'algorithme K-Moyennes dans la phase de la compression des donnees. Les 
donnees traitees sont les centres des classes. Dans la deuxieme experience, nous traitons 
tout l'ensemble des donnees d'apprentissage sans appel a la phase de compression. Dans 
ces experiences, trois mesures de performance ont ete prises en consideration, a savoir le 
nombre de SVM obtenus, le temps d'apprentissage necessaire et la precision. Les resultats 
sont decrits dans le tableau 4.12. 
Tableau 4.12 - Influence de la phase de compression sur la performance de SVM-CHF 
Avec K-Moyennes Sans K-Moyennes 
Donnees # SVM Temps 
d'apprentissage 
Precision # SVM Temps 
d'apprentissage 
Precision 
Iris 2 0.021 98.00 3 0.05 98.23 
Glass 4 0.05 77.63 6 11 78.10 
Lettre 21 110 98.35 24 255 98.45 
Selon les resultats obtenus par les deux tests effectues, nous constatons que la phase de 
compression ameliore la performance de notre methode. Elle permet de reduire le nombre 
de SVM obtenus et le temps d'apprentissage. Cette performance est due a la reduction du 
nombre de donnees d'apprentissage traitees. La classification s'est effectuee seulement sur 
les centres de classes obtenus par l'algorithme K-Moyennes. Par contre, nous constatons 
que la precision est legerement meilleure dans le deuxieme test. Cela est du, sans aucun 
doute, a la nature des donnees traitees dans ce test. En effet, la classification s'est effectuee 
sur l'ensemble des donnees reelles et non pas sur leurs representants (centres de classes), 
ce qui influe sur la precision. 
Vu l'importance des deux premiers criteres sur la performance de notre methode, nous 
avons decide d'introduire le K-Moyennes qui nous permet d'accelerer la tache de classi-
fication et de reduire le nombre de SVM tout au long de la hierarchie, malgre une legere 
perte de precision. 
Fonction de noyau utilisee : Nous avons effectue plusieurs tests afin de choisir la 
meilleure fonction de noyau. Nous avons teste la fonction polynomiale et la fonction RBF, 
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en faisant varier leurs parametres. Les resultats sont decrits dans le tableau 4.13. Nous 
constatons que pour les deux problemes ou le nombre de classes k varie entre 3 et 6, la 
fonction polynomiale donne des meilleurs resultats par rapport a la fonction RBF. Pour le 
probleme lettre (k = 26), la fonction RBF donne de meilleurs resultats. La seule explica-
tion est que les fonctions polynomials sont performantes lorsqu'il s'agit d'un nombre de 
classes faible et que la discrimination entre les classes devient difficile lorsque le nombre 
de classes augmente. En outre, pour le probleme Iris, nous savons a priori que la classe 1 
est separable lineairement par rapport aux autres classes. Done, la discrimination peut se 
faire par une fonction polynomiale. 
Tableau 4.13 - Precision obtenue par les differentes fonctions de noyaux 
donnees numeriques 
SVMpoly.d SVMRB:y 
2 4 6 8 10 0.1 0.2 0.4 0.6 0.8 1.0 
Iris 0.98 0.95 0.94 0.94 0.93 0.97 0.96 0.90 0.89 0.89 0.96 
Glass 0.66 0.77 0.76 0.69 0.74 0.66 0.69 0.72 0.67 0.63 0.65 
Lettre 0.54 0.67 0.88 0.87 0.75 0.78 0.93 0.98 0.96 0.94 0.92 
Ensuite, nous avons compare la performance de notre methode a celle des methodes 
suivantes : «Un-contre-un», «Un-contre-tous» et DHSVM [11]. Les resultats sont decrits 
dans le tableau 4.14. 
Tableau 4.14 - Etude comparative de la precision de chaque methode 
Methodes de classification 




97.33 96.67 97.61 
71.49 71.96 76.76 




Nous avons calcule aussi les criteres de sensibilite et de specificite 
T P 
sensibilite = _ „ T TP+FN 
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La sensibilite represente une proportion d'individus positifs effectivement bien detectes 
lors de la phase de test. Le classificateur est parfait pour l'ensemble de donnees positives 
lorsque la sensibilite vaut 1. La specificite represente une proportion d'individus negatifs 
effectivement bien detectes. Le classificateur est parfait pour l'ensemble de donnees nega-
tives lorsque la specificite vaut 1. 
Pour le probleme Iris, la sensibilite et la specificite sont entre 95 et 100% et entre 92 
et 100% respectivement. Pour le probleme Glass, la sensibilite et la specificite sont entre 
86 et 100% et entre 81 et 100% respectivement. Pour le probleme Lettre, la sensibilite et la 
specificite sont entre 86 et 100% et entre 85 et 100% respectivement. L'etude comparative 
entre SVM-CHF et la methode DHSVM [11] montre que nos resultats en terme de sensibi-
lite et specificite sont meilleurs. Les resultats de cette etude comparative sont decrits dans 
le tableau 4.15. 
Tableau 4.15 - Etude comparative entre SVM-CHF et DHSVM 
SVM-CHF versus DHSVM 
DHSVM SVM-CHF 
Sensibilite Specificite Sensibilite Specificite 
Iris 92-100% 94-100% 95-100% 92-100% 
Glass 84-100% 68-100% 86-100% 81-100% 
Lettre 94-100% 75-100% 86-100% 85-100% 
- Nombre de SVM et temps d'apprentissage 
Nous avons calcule le nombre des SVM obtenus tout au long de la hierarchie par 
notre methode ainsi que le temps d'apprentissage necessaire pour chaque probleme. Les 
tableaux 4.16 et 4.17 montrent les resultats obtenus par SVM-CHF avec les resultats expe-
rimentaux des methodes «Un-contre-un», «Un-contre-tous» et DHSVM. 
Tableau 4.16 - Nombre de SVM obtenus (donnees numeriques) 
Nombre de SVM 
Donnees Un-contre-un Un-contre-tous DHSVM SVM-CHF 
Iris 3 3 2 2 
Glass 15 6 5 4 
Lettre 3 2 5 26 25 21 
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Figure 4.4 - Comparaison de nombre de SVM obtenus pour chaque methode 
Tableau 4.17 - Temps d'apprentissage obtenu (donnees numeriques) 
Temps d'apprentissage 
Donnees Un-contre-un Un-contre-tous DHSVM SVM-CHF 
Iris 0.04 0.10 0.03 0.021 
Glass 2.42 10 0.09 0.05 
Lettre 298.08 4500 140 110 
Les resultats obtenus par SVM-CHF sont meilleurs que les resultats des trois methodes 
etudiees dans ce travail. Cette performance est due a : 
- 1'application de l'algorithme K-Moyennes qui converge rapidement pour trouver 
les classes representatives de l'ensemble des donnees. Nous traitons un nombre de 
classes qui est inferieur au nombre de l'ensemble initial des donnees, ce qui diminue 
le temps de traitement; 
- l'utilisation de la fermeture transitive Min-Max qui assure de trouver le chemin le 
plus court entre les classes. Cette technique permet de preparer l'ensemble d'appren-
tissage pour le SVM; 
- la reduction du nombre de SVM au niveau de la hierarchie est due a 1'introduction du 
seuil de similarite au niveau de la hierarchie. Si le seuil est atteint, nous regroupons 
les deux classes en question sans l'application du SVM. Le seuil est extrait de la 
matrice de fermeture transitive Min-Max. 
- Influence du seuil de similarite sur la performance de SVM-CHF 
Nous avons varie les valeurs du seuil de similarite pour tester son influence sur la per-
formance de notre methode SVM-CHF. Selon la figure 4.5, nous constatons que la perfor-
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mance de notre methode atteint son maximum lorsque le seuil est egal a 0.17, 0.15 et 0.2 
pour les problemes Iris, Glass et Lettre respectivement. Ces valeurs representent les va-
leurs minimales de la matrice de fermeture transitive. Les resultats obtenus montrent que le 
choix du seuil de similarite a partir de la matrice de fermeture transitive Min-Max ameliore 
la performance de notre methode SVM-CHF. 
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Figure 4.5 - Influence du seuil de similarite sur la performance de SVM-CHF 
4.3.3 Mesure de performance de SVM-CHF-Text 
Dans nos experimentations, nous avons effectue une comparaison avec trois techniques 
standards de la categorisation de textes : SVM [45], K-plus-proche-voisin (K-NN) [2] et les 
arbres de decision [95]. Pour evaluer la performance de notre methode, nous avons utilise 
les trois criteres precision, rappel et F-mesure. 
Dans un premier temps, nous avons compare SVM-CHF-Text avec le SVM de base sur 
la collection Reuters-21578. Les resultats sont resumes dans le tableau 4.18. En plus, et sur 
la meme collection Reuters-21578, nous avons compare SVM-CHF-Text aux techniques 
K-NN et arbres de decision. Les resultats sont resumes dans le tableau 4.19. 
Dans un deuxieme temps, nous avons compare notre methode SVM-CHF-Text avec le 
SVM de base sur la collection 20 Newsgroups. Nous avons evalue notre methode en uti-
lisant la fonction polynomiale et RBF. Pour SVM-CHF-Text, la fonction RBF (7 = 0.6) 
donne de meilleurs resultats sur la collection 20NG. Pour le SVM de base, nous avons teste 
sa performance en utilisant les deux fonctions de noyau suivantes : la fonction polynomiale 
(d=2,3,...,8) et RBF (7 = 0.1,0.2,..., 1). Nous avons selectionne uniquement les meilleurs 
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resultats du SVM. Les resultats sont exprimes dans le tableau 4.20. En outre, le tableau 4.21 
resume nos resultats avec les techniques les plus connues dans le domaine de la categori-
sation des textes, a savoir Naive Bayes, Rochio, C4.5 et K-NN. Pour l'algorithme Rochio, 
la performance est obtenue avec f3 = 0.5. Pour l'algorithme K-NN, la performance est at-
teinte avec k = 35. Dans tous les cas, notre methode demontre une meilleure performance. 
Cette performance est due essentiellement a la preparation de donnees d'apprentissage et 
de test lors de la phase de la categorisation. 
Tableau 4.18 - SVM-CHF-Text versus SVM de base (Reuters-21578) 
SVM-CHF-Text versus SVM (Reuters-21578) 
Classes SVMPoly:d=4, SVMrb-.^q.?, SVM-CHF-Text 
Earn 98.4 98.5 98.7 
Acq 95.2 95.3 99.2 
Money-fx 74.9 75.4 100 
Grain 91.3 91.9 94 
Crude 88.6 89.0 95.4 
Trade 77.3 78.0. 98 
Interest 73.1 75.0 96.1 
Ship 86.5 86.5 98.8 
Wheat 85.9 85.9 87.4 
Corn 85.7 85.7 88.6 
M 86.2 86.5 96.6 
Tableau 4.19 - SVM-CHF-Text versus K-NN et arbres de decision (Reuters-21578) 
Classes K-NN Arbre de decision SVM-CHF-Text 
Rappel Precision Fi Rappel Precision Fi Rappel Precision Fi 
Earn 95 92 94 99 97 98 98 98.7 98 
Acq 100 91 95 96 95 96 99 99.2 99 
Money-fx 92 65 76 77 76 76 99 100 99 
Grain 96 70 81 95 92 93 98 94 96 
Crude 82 75 78 93 85 89 92 95.4 94 
Trade 89 66 76 81 70 75 95 98 97 
Interest 80 71 75 65 83 73 98 96.1 97 
Ship 85 77 81 76 86 81 96 98.8 98 
Wheat 69 73 71 97 83 89 88 87.4 88 
Corn 35 76 48 98 82 98 94 88.6 91 
M 84.2 85.1 85.9 86.2 85.9 86.4 96 95.6 95 
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Tableau 4.20 - SVM-CHF-Text versus SVM de base (collection 20NG) 
SVMPOLY,D=4 SVMRB,1=0.6 SVM-CHF-Text 
Rappel Precision FI Rappel Precision FI Rappel Precision FI 
[I 86.75 85.9 86.29 85.4 85.6 85.5 91.31 91.27 91.29 
Tableau 4.21 - SVM-CHF-Text versus les methodes de categorisation de textes (20NG) 
Bayes Rochio C4.5 K-NN SVM-CHF-Text 
Rappel 72.4 78 83.4 76.4 91.31 
Precision 74.7 81.2 85 79.8 91.27 
F-Mesure 73.53 79.57 84.19 78.06 91.29 
4.4 Conclusion 
Ce chapitre est subdivise en deux parties. Dans la premiere partie, nous avons presente 
deux cas pratiques pour illuster le deroulement de notre methode. Des donnees numeriques 
et textuelles ont ete utilisees. La deuxieme partie a ete consacree aux mesures de la per-
formance de SVM-CHF et SVM-CHF-Text. Notre methode a ete comparee aux techniques 
principales de la classification et la categorisation des textes. Nous avons etudie l'influence 
du seuil de similarite sur la performance de SVM-CHF. Notre methode tire ses avantages 
de : (i) 1'utilisation de la mesure de similarite pour extraire la similarite entre les objets; 
(ii) la fermeture transitive pour trouver le chemin le plus court entre les objets ou les docu-
ments ; (iii) 1'application du SVM a chaque niveau de la hierarchie. 
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Dans notre travail, nous nous somme interesses a la resolution du probleme multi-
classes basee sur la machine a vecteur de support (SVM). Dans la litterature, plusieurs 
recherches ont ete realisees pour faire face a ce genre de probleme qui reste jusqu'a present 
un domaine de recherche ouvert. Pour resoudre ce probleme, plusieurs methodes ont ete 
developpees : «Un-contre-un», «Un-contre-tous», DAGSVM et DHSVM. 
Afin d'eclaicir nos apports, nous avons organise ce memoire autour de trois parties dont 
la premiere consiste a situer le lecteur dans le contexte de la classification. La deuxieme 
partie a ete consacree aux details du classificateur SVM avec la description de travaux re-
cents relatifs a la classification de donnees numeriques et a la categorisation de textes. Dans 
la troisieme partie, nous avons detaille notre methode qui vise 1'amelioration de la phase 
d'apprentissage du SVM. L'idee de base consiste, d'une part, a simplifier la phase d'ap-
prentissage en rendant les exemples lineairement separables par la definition d'un chemin 
minimal entre les exemples a l'aide de la fermeture transitive Min-Max et d'autre part, a 
diminuer le nombre de SVM obtenus tout au long de la hierarchie. 
Dans le cadre de ce projet, nous avons propose une nouvelle methode de classifica-
tion, basee sur le SVM, pour traiter les problemes multi-classes. Notre methode SVM-CHF 
consiste a construire dynamiquement une structure hierarchique floue a partir des donnees 
d'apprentissage. Notre methode s'articule autour de trois principaux concepts : la classifica-
tion hierarchique, la logique floue et le SVM. Elle tire ses avantages de la combinaison des 
techniques suivantes : (i) la classification par partition ; (ii) la classification hierarchique; 
(iii) la classification floue et (iv) la classification basee sur le SVM. De plus, la structure 
hierarchique obtenue par SVM-CHF nous permet d'accomplir les taches de classification et 
de clustering en meme temps. La tache de classification s'effectue dans le sens descendant 
et la tache de clustering s'effectue dans le sens ascendant. 
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Etant donne le volume eleve de donnees textuelles circulant dans les reseaux infor-
matiques, nous avons adapte notre methode SVM-CHF afin de traiter le probleme de la 
categorisation de textes. La nouvelle methode adaptee est intitulee SVM-CHF-Text. La 
structure hierarchique de SVM-CHF-Text permet la conversion du probleme original en 
sous-problemes binaires simples a resoudre ainsi que la classification de nouveaux docu-
ments. 
La nouvelle methode proposee a pour but d'ameliorer la performance du classificateur 
SVM a l'aide de la diminution du taux d'erreurs de classification ainsi que le temps d'ap-
prentissage. Notre methode SVM-CHF ainsi que sa version adaptee SVM-CHF-Text ont 
ete developpees egalement pour simplifier la recherche et la classification des objets et des 
documents dans les bases de donnees de grande dimension. 
Pour appuyer notre methode, nous avons effectue des tests devaluation sur deux types 
differents de bases de donnees. Le premier type concerne les donnees numeriques et le 
deuxieme type concerne les donnees textuelles. Les resultats obtenus ont demontre que 
notre methode est performante. 
Un article intitule "SVM Fuzzy Hierarchical Classification Method for multi-class 
problems", qui decrit la premiere partie de ce travail, a ete publie dans la conference in-
ternationale : The IEEE 23rd Advanced Information Networking and Applications (AINA 
2009)[ 33], 
Un article intitule "A new fuzzy hierarchical classification based on SVM for text 
categorization", qui decrit la deuxieme partie de ce travail, a ete publie dans la confe-
rence internationale : International Conference on Image Analysis and Recognition (ICIAR 
2009)[ 32], 
En outre, nous avons propose un nouveau modele de recherche base sur la logique floue 
pour la recherche de documents pertinents a une requete lancee par l'utilisateur. Ce modele 
flou consiste a faire ressortir les documents qui repondent a une requete en utilisant la 
notion du gain d'information dans la hierarchie. 
Un article intitule "SVM fuzzy hierarchical document categorization and retrieval 
method", qui decrit cette partie a ete publie dans la conference internationale : The 5th 
International Conference on Data Mining (DMIN'09)[34]. 
Un article intitule "A multi-class method using fuzzy hierarchical structure to train 
SVM", qui synthetise le travail de ce memoire, a ete soumis a la revue : International 
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Journal of Intelligent Computing and Cybernetics [31]. 
Une extension de ce travail consiste a enrichir notre methode par la creation d'une nou-
velle fonction de noyau dynamique dans le but de traiter automatiquement la classification 
des objets ainsi que la categorisation des documents. 
Une autre direction de recherche consiste a adapter notre methode pour traiter les se-
quences videos dans les bases de donnees de grande dimension afin de faire ressortir la 
similarite floue existante entre ces sequences. 
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Annexe A 
Loi de Zipf 
La loi de Zipf stipule que les termes les plus informatifs d'un corpus de documents ne 
sont ni les mots qui apparaissent le plus dans le corpus ni ceux les moins frequents. La 
figure A. 1 illustre de maniere graphique la loi de Zipf. 
Figure A. 1 - Loi de Zipf. 
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Annexe B 
Separation de la fonction XOR 
La fonction XOR dans un espace a deux dimensions n'est pas separable et pour qu'elle 
soit separable, il faut une application de R 2 vers R 3 (figure B.l). 
<0,0): o 
(0,1) r t K3 W 
(1.0): 1 ' ^ 
( 1 . 1 ) : 0 
O-
R — I ! ' : {*:,>')«—•• r ft.y.K.y) 
(1.1) ; 9 (1,1,1) 
Q 
Figure B.l - Transformation de la fonction XOR de R 2 vers R 3 . 
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