This paper addresses a broadcast control problem of multi-agent systems with quantized measurements, where each agent moves based on the common broadcasted signal and tries to minimize a given quadratic performance index. The problem is solved by introducing dither type random movements to the agents' action which reduce the degradation caused by quantized measurements. A broadcast controller is derived and it is proven that the controller approximately achieves given tasks with probability 1. The effectiveness of the proposed controller is demonstrated by numerical simulation. key words: multi-agent systems, broadcast control, quantization
Introduction
Broadcast control of multi-agent systems, i.e., the control of agents by sending the same signals indiscriminatingly, has become an important topic [1] - [7] . The essential feature is that the distinction of agents (ID of agents) is not required in the control scheme, and so it is promising for large-scale multi-agent systems such as swarm robot systems. Motivated by this advantage, some results have been obtained in recent years [1] - [7] .
One of the standard problems, formulated in [5] , is summarized as follows. Suppose that agents and a global controller are given, as shown in Fig. 1 . There, the agents cannot communicate with each other, but can obtain control commands, called the broadcast signals, from the global controller via broadcast. The global controller generates the control commands by observing not the states of all the agents (vector-valued information) but scalar-valued information of the group performance. The problem of interest is to design the agents' action and the broadcast signals to achieve a given global objective. typical to use a digital camera as the sensor of the global controller for estimating the performance. In such case, the measurement signal is inevitably quantized. However, no result has been obtained for such a situation. This paper thus addresses the above broadcast control problem with quantized measurements. As the first step, we focus on the problem whose performance index is given in a quadratic form. By introducing special random movements to the agents' action for reducing the degradation caused by the quantization. Based on this idea, a broadcast controller is obtained. It is proven that the controller approximately achieves given tasks with probability 1. The proposed controller is demonstrated by numerical simulation.
Notation: Let R, R + , Z, and Z 0+ be the real number field, the set of positive real numbers, the set of integers, and the set of non-negative integers, respectively. We denote by 0, I n , and 1 n the zero scalar/vector, the n × n identity matrix, and the n × 1 vector whose all elements are one. For the vector x, let x and x ∞ be the Euclidean norm and the infinity norm, respectively. For the vector x with nonzero elements, we use x (−1) to represent the elementwise inverse, e.g.,
The gradient of the differentiable function J : R n → R is expressed by ∇J(x) (note ∇J(x) ∈ R n ). For the vector x ∈ R n , let q(x) denote the elementwise uniform quantizer with the quantization interval d ∈ R + , as illustrated in Fig. 2 . For example, q(x) = [10 0 −4] for x = [9.8 0.5 −4.3] and d = 1. Finally, let P(A), E(a), and E(a|b) respectively denote the probability of the event A, the expectation of the random variable a, and the conditional expectation of a given the random variable b. In particular, we often use E a (·) to stress the expectation for a.
Finally, we prepare the following formulas:
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where x ∈ R n , y ∈ R n , and z ∈ R n are vectors, a ∈ R n , b ∈ R n , and c ∈ R n are random vectors, f :
is a function, e ∈ R is a random number drawn from the probability distribution p : R → {0} ∪ R + , and g : R → R is a function.
Problem Formulation

System Description
Consider the broadcast control system Σ in Fig. 3 , composed of N agents, the sensor S , and the global controller G. The physical dynamics of agent i is described by
where t ∈ Z 0+ is the discrete time, x i (t) ∈ R n is the position, and u i (t) ∈ R n is the control input. The local controller, which is embedded in agent i, is of the form
where ξ i (t) ∈ R μ is the state, w(t) ∈ R is the input, u i (t) is the output, and f : R μ × R → R μ and g : R μ × R → R n are functions. The functions f and g and the initial state ξ i (0) are assumed to be the same for all the local controllers L i (i = 1, 2, . . . , N), which means that the agents are handled indiscriminatingly.
For simplicity of notation, we denote by x(t) the collective position of the agents, i.e.,
In addition, the performance of the agent group is expressed by the function J : R nN → {0} ∪ R + . That is, J is the performance index which quantifies the achievement degree of a task to be performed by the agents. The sensor S corresponds to the pair of a digital camera and an image processing system, which is given by
where x(t) is the input and v(t) ∈ {0} ∪ R + is the output. The quantizer q is the model of the digital camera and J is the performance index, which is interpreted as an image processing system which translates a digital image into the instantaneous value of the performance. Finally, the global controller G is given by
where v(t) is the input, w(t) is the output, called the broadcast signal, and h : {0} ∪ R + → R is a function.
Broadcast Control Problem with Quadratic Performance
In a similar way to [6] , we assume here that the performance index is in the quadratic form:
where P ∈ R nN×nN is a positive-definite symmetric matrix, p ∈ R nN is a vector, and r ∈ R is a scalar such that J(x) > 0 for every x ∈ R nN . We call the above index J(x) the quadratic performance index.
Then our problem is formulated as follows.
Problem 1:
For the system Σ, the quantization interval d ∈ R + and the quadratic performance index J : R nN → {0}∪R + are given. Let x * be the solution to min x∈R nN J(x), i.e.,
. . , N) and a global controller G (i.e., find functions f , g, and h) such that
Three remarks are given.
First, although the class of tasks represented by (8) is somewhat limited, several major tasks are covered. For example, the formation specified by the desired positionŝ x 1 ,x 2 , . . . ,x N is expressed as
wherex := [x 1x 2 · · ·x N ] ∈ R nN . Second, in this problem, the task has to be achieved with limited information flow. In fact, the same signals are broadcasted to all the agents, and the measurement of the group performance (i.e., the input of G) is quantized. In particular, the quantized measurement makes the problem more challenging than the standard broadcast problem in [5] .
Third, the problem seems to be related to the problem settings of the reinforcement learning, the game theory, and the simulated annealing. However, they are different from our problem. In fact, in the reinforcement learning and the game theory, the interaction among agents is assumed to be available. Moreover, the collection of optimization parameters are needed in the simulate annealing. On the other hand, it is assumed in our problem that such interaction and collection are not available, as shown in Fig. 3 .
Broadcast Control
Fundamental Properties of Quantization
First of all, we prepare the following basic properties of the quantizer q and its quantization error
where y ∈ R ν . (i) q(dy) = dy for y ∈ Z ν , where note that d is the quantization interval defined before and dy represents the product of d and y.
The former three properties are trivial by the definitions of q and δ. The final property is straightforwardly proven by (10), (i), and (iii), i.e., δ(dy
Proposed Controller
In this paper, we propose L i (i = 1, 2, . . . , N) and G given by (5), (7), and
Here, ξ i1 (t) ∈ R n , ξ i2 (t) ∈ R n , and ξ i3 (t) ∈ R are the components of the state ξ i (t) ∈ R 2n+1 , i.e.,
i1 (t) ∈ R n is the elementwise inverse of ξ i1 (t) as defined at the end of Sect. 1, α i (t) ∈ R n and β i (t) ∈ R n are random vectors, and a(t) ∈ R + and c ∈ R + (c is constant) are the gains.
The proposed controller set works as follows. The global controller G sends the achievement degree of the task at every t. The local controllers L i (i = 1, 2, . . . , N), on the other hand, let each agent alternately perform the following two types of movement, as illustrated in Fig. 4 . One is the random movement to x i (t) + cdα i (t) + β i (t) at even t. The other is the deterministic movement based on the difference of the achievement degree at odd t.
Although the proposed controllers are similar to those of [5] - [7] , the local controllers are slightly different in the sense that the random vectors β i (t) (i = 1, 2, . . . , N) are introduced. The random vectors β i (t) play a role of reducing the degradation caused by the quantization, which is a key idea of this paper. This fact is clarified in the following lemma.
Lemma 1:
For the system Σ, suppose that the quantization interval d and the quadratic performance index J are given. Suppose also that L i (i = 1, 2, . . . , N) and G are given by (5), (7) , and (11)-(13). Then
holds for every s ∈ Z 0+ subject to the following conditions:
where α i j (t) is the j-th element of α i (t). Proof : Let x i j (t) ( j = 1, 2, . . . , n) be the j-th element of x i (t). Then the following relation between x i j (2s) and x i j (2s + 1) (s ∈ Z 0+ ) is obtained from (4), (5), (7), and (11)-(13): 
From (10) and (15), δ(x i j (2s + 1)) is expressed as
The last equality follows from the property (iv) of q and the relation q(x i j (2s))/d + cα i j (2s) ∈ Z which is obtained from (A1), (A3), and the definition of q. Since the property (ii) of q implies −d/2 < −δ(x i j (2s)) ≤ d/2, and the probability distribution in Fig. 5 , specified by the quantization interval d, is used, we have
δ(x i j (2s
whose proofs are shown in Appendix A. By noting that δ(x i j (2s + 1)) is a function of β i j (2s), it follows from (A1), (A2), and (16)-(18) that E δ(x i j (2s + 1)) x(2s) 
where (2) and (3) are utilized. By putting (19) for i = 1, 2, . . . , N and j = 1, 2, . . . , n together, we have (14).
Lemma 1 shows that the expectation of the quantization error for x(2s + 1) is zero. This fact presents the following result.
Lemma 2:
For the system Σ, suppose that the quantization interval d and the quadratic performance index J are given. Suppose also that L i (i = 1, 2, . . . , N) and G are given by (5), (7), and (11)-(13). If (A1)-(A3) hold, then
for every s ∈ Z 0+ .
Proof : Let α(t) := [α 1 (t) α 2 (t) · · · α N (t)] ∈ R nN and β(t) := [β 1 (t) β 2 (t) · · · β N (t)] ∈ R nN . These enable us to represent (15) as
Moreover, for simplicity of notation, we often use x, δ, δ + , α, and β to express x(2s), δ(x(2s)), δ(x(2s + 1)), α(2s), and β(2s).
Next, from (6)- (8), (13), and (21), we have the following equations for w(2s) and w(2s + 1):
From (22) and (23), the left-hand side of (20) is represented as
for
Then Lemma 1, (A1), (A2), (25)- (28), and the fact that δ(x(2s + 1)) is independent from α (−1) (2s) (which follows from (16) and (A2)) give the following equations:
Their proofs are given in Appendix B.
From (8), (24), and (29)- (32), the left-hand side of (20) becomes
In this way, (20) is proven.
Lemma 2 provides a convergence result for the proposed controller given by (5), (7), and (11)-(13).
Theorem 1:
For the system Σ, suppose that the quantization interval d and the quadratic performance index J are given. Suppose also that L i (i = 1, 2, . . . , N) and G are given by (5) , (7), and (11) x(t) < ∞ w.p.1.
Proof : Equations (4), (5), (11), and (12) provide
where
Next, let us introduce the new variable e(2s + 1) := φ(2s
Applying (35), (36), and Lemma 2 to (34), we have
This corresponds to a stochastic approximation algorithm, called the Robbins-Monro algorithm, which is shown in Appendix C. In addition, it can be proven that the conditions for the convergence, i.e., 
On the other hand, from (A1), (A2), and (21), it follows that
Equations (38) and (39) imply (33).
Theorem 1 presents an approximate solution to Problem 1 in the sense of (33). Equation (33) shows the convergence not to x * , i.e., the minimum of J(x), but to a region including x * . This is a reasonable solution to our problem, because the measurements are quantized as in (6) and the convergence to a single point is not possible.
Since the right-hand side of (33) depends on the number N of agents, it seems that the performance will be worse as N increases. However, it is not true. In fact, it follows from (A1), (A2), (15), and (38) that (33) implies lim sup
. That is, from the viewpoint of each agent's position, the performance does not depend on the number N. Remark 1: Note in (12) that the term
corresponds to an approximation of the gradient of J(x). In fact, since (4)- (7) and (11)- (13) imply
, and ξ
J(q(x(t−1)+cdα(t−1)+β(t−1)))−J(q(x(t−1))) cdα i1 (t−1) J(q(x(t−1)+cdα(t−1)+β(t−1)))−J(q(x(t−1)))
cdα i2 (t−1)
. . .
J(q(x(t−1)+cdα(t−1)+β(t−1)))−J(q(x(t−1))) cdα in
Therefore, by regarding α (i.e., α i j ) as a perturbation parameter, the proposed controller can be interpreted as a gradientbased controller.
Example
Consider the system Σ with N := 10, n := 2, and d := 3. We address here the formation problem. The performance index J(x) is of (9), where the desired positionsx 1 ,x 2 , . . . ,x 10 and the initial positions x 1 (0), x 2 (0), . . . , x 10 (0) are given as Fig. 6 . We use the controllers L i (i = 1, 2, . . . , 10) and G given by (5), (7), and (11) 
where x * =x. Figure 7 illustrates the snapshots of the agent positions x i (t) (i = 1, 2, . . . , N) at t = 0, 200, . . . , 1000. On the other hand, the time evolution of the performance index J(x(t)) is depicted by the solid line in Fig. 8 , while the dotted line shows the value of the right-hand side of (42). These show that the proposed controllers achieve the desired formation under the quantized measurements.
Conclusion
This paper presents a broadcast control method with quantized measurements. By introducing special random movements, we have obtained a broadcast controller to achieve given tasks whose performance index is given in a quadratic form. In addition, as a theoretical result, the almost sure convergence for the proposed controller has been also proven. Finally, it has been shown by numerical simulation that the task is successfully achieved by the proposed controller.
and B is independent from α(2s), it turns out from (A2), Lemma 1, (1), (2) , and (26) that
which proves (30). In a similar way, (31) is proven.
B.3 Proof of (32)
Letα i be the i-th element of α, i.e., α i j =α (i−1)n+ j . Then, (A1) gives
for every (i, j, k) ∈ {1, 2, . . . , nN} 3 , and the right-hand side of (A· 7) is equal to 0 from (A· 6). And also, D is independent from α(2s). By using these facts, the k-th element of (32) is obtained as follows:
where D i j is the (i, j)-th element of D. By putting (A· 8) for k = 1, 2, . . . , nN together, we have (32).
Appendix C: Robbins-Monro Algorithm [8] Consider the algorithm
where ζ(l) ∈ R γ is the state, κ(l) ∈ R γ is the random variable, a(l) ∈ R + is the gain, and F : R γ → R is a function. This algorithm is called the Robbins-Monro Algorithm.
For the algorithm, the following convergence result has been obtained (see, e.g., [8] ).
Lemma 3:
For the algorithm in (A· 9), assume that there exists a vector ζ * ∈ R γ such that ζ * is an asymptotically stable equilibrium of the gradient systemζ(τ) = −F(ζ(τ)). 
Appendix D: Proof that (C1)-(C4) hold
It is clear that (B1) implies (C2) and that (B2) corresponds to (C3). So we prove that (C1) and (C4) hold under (A1), (B1), and (B2).
D.1 Proof for (C1)
From ( The former is given by (A· 10) and (A· 11). The latter is obtained by ∇J = 2Px+p and P is positive-definite. Therefore, (C1) holds subject to (B2).
D.2 Proof for (C4)
First, let H(σ) := which implies that the stochastic process H(σ) (σ = s, s + 1, . . .) is a martingale. Then, in a similar way to [8] , it follows from the Doob's martingale inequality that
