Abstract. This article introduces strongly proximal continuous (s.p.c.) functions, strong proximal equivalence (s.p.e.) and strong connectedness. A main result is that if topological spaces X, Y are endowed with compatible strong proximities and f ∶ X → Y is a bijective s.p.e., then its extension on the hyperspaces CL(X) and CL(Y ), endowed with the related strongly hit and miss hypertopologies, is a homeomorphism. For a topological space endowed with a strongly near proximity, strongly proximal connectedness implies connectedness but not conversely. Conditions required for strongly proximal connectedness are given. Applications of s.p.c. and strongly proximal connectedness are given in terms of strongly proximal descriptive proximity.
Introduction
This article carries forward recent work on strong proximity [27, 26, 24, 25] and strongly hit and miss hypertopologies [28] . Strongly proximal continuous functions and strongly near connectedness of subsets in topological spaces are introduced.
Preliminaries
Proximities are a powerful tool to deal with the concept of nearness without involving metrics (see, e.g., [5, 19, 6, 7] ). Proximities are binary relations on the power set P(X) of a nonempty set X. A δ B reads A is near B. From the usual proximity space axioms, it suffices to have A ∩ B ≠ ∅ to obtain A δ B. We require something more. We want to talk about a stronger kind of nearness. For this reason we introduced strong proximities in [27] . Strong proximities satisfy the following axioms.
Definition 2.1. Let X be a topological space, A, B, C ⊂ X and x ∈ X. The relation ⩕ δ on P(X) is a strong proximity, provided it satisfies the following axioms. δ{y} ⇔ x = y ∎ So, for example, if we take the strong proximity related to non-empty intersection of interiors, we have that A ⩕ δ B ⇔ intA ∩ intB ≠ ∅ or either A or B is equal to X, provided A and B are not singletons; if A = {x}, then x ∈ int(B), and if B too is a singleton, then x = y. It turns out that if A ⊂ X is an open set, then each point that belongs to A is strongly near A.
Related to this new kind of nearness introduced in [27] which extends traditional proximity (see, e.g., [17, 14, 15, 16, 20, 29] ), we defined a new kind of hit-andmiss hypertopology [27, 28] , which extends recent work on hypertopologies (see, e.g., [1, 3, 4, 8, 9, 10, 11, 13, 18] ). The important thing to notice that this work has its foundation in geometry [13, 23, 24] .
The strongly hit and far-miss topology τ ⩕ has as subbase the sets of the form:
A is an open subset of X.
In [28] , we considered the Hausdorffness of the previous topology associated with suitable families of subsets. In this paper we go deeper into the study of strong proximities in terms of concepts of strong proximal continuity and strong proximal connectedness. Moreover, these new forms of proximal continuity and connectedness are applied in some examples of descriptive nearness, which is particularly useful for many applications.
Strongly proximal continuity
After introducing strong proximities, the natural continuation is to look at mappings that preserve proximal structures. We call such strongly proximal continuous mappings. 
In addition, this topology could be different from the starting topology. When they match, we say that the strong proximity is compatible with the starting topology. Next, we want to investigate on some relations involving strongly proximal continuity. 
But it is true by the strongly proximal continuity of f . 
δY ), where τ e is the Euclidean In [27] , we introduced a particular hit and miss hypertopology, a strongly hit and far miss hypertopology. If ⩕ δ is a strong proximity we can look at the strongly hit and miss hypertopology on CL(X), τ ⩕ , having as subbase the sets of the form:
δY ) that preserves closed subsets, we can also consider a function on (CL(X), τ
. We indicate this as f ⩕ . Next we want to highlight a particular relation existing between f and f ⩕ . Even in the case in which the strong proximity does not generate a compatible topology, it could be interesting to look at s.p.c. functions. In particular, we focus our attention on a particular family of subsets. 
where τ e is the Euclidean topology, A 
where R(x i , 80 ○ ) is the rotation around the point x i by 80 ○ , and by ∏ i∈{n,n−1..,1} R(x i , 80 ○ ) we mean the composition of rotations (see Fig. 1 
, where H, A 1 , ..., A n are open subsets of X. Suppose that E in CL(X) belongs to U. This means that E ⩕ δX A i , i ∈ {1, .., n} and E ∩ (X ∖ H) = ∅. By the hypothesis and by Theorem 3.2 we have that
In the same way as before we obtain that f −1 (D) ∈ U. Hence, case we want to take as transformation the so called circle inversion (see [32] 
By this transformation any point that is inside the inversion circle is mapped outside and vice versa.
Our function f is obtained by composition of inversions:
The function i 1 works as the inversion relative to the circle A figure, we have f (a) = {g}, f (b) = {g, r} and f (c) = {g, r, b}. Now, if we take two subsets A i (t * ), A j (t * ) existing in the same instant t * , we have that 
⩕ δ −connectedness
Looking at connectedness and its properties, it appears quite natural to try to generalize this concept using strong proximities. Actually, we obtain a strengthening of the standard concept.
Recall the following property, [31] .
X n where each X n is connected and X n−1 ∩ X n ≠ ∅ for each n ≥ 2, then X is connected. Proof. This simply follows by Theorem 4.1 and axiom (N 2) in the definition of strong proximities.
The following example shows that the converse is not always true. Proof. Observe that f preserves unions and, being an homeomorphism, f (int(A i )) = int(f (A i )) for each subset. So by the hypothesis, it is easy to obtain the desired result.
Recall the definition of regular open sets. A nonempty set A is a regular open, provided A = int(clA), i.e., A is the interior of its closure. The family of regular open sets of a topological space has a nice structure. In fact, it forms a complete Boolean lattice. Furthermore, regular open sets are useful in applications because their properties seem to correspond to common-sense physical requirements (see, e.g., [30] ). Here we present some generalizations of standard results from [31] . 
Proof. By Theorem 4.9, we know that cl(A) is ⩕ δ −connected. It suffices to show that G corresponds to cl G (A) and then apply again the same theorem with G instead of X. One inclusion is obvious. We need to prove that G ⊆ cl G (A). Take g ∈ G and U X (g) any nhbd of g in X. Knowing that G ⊆ cl(A), we have that
The next theorem provides us a tool to show that a countable topological space
Theorem 4.11. Suppose that X ≤ ℵ 0 and for each pair of points x i , x i+1 ∈ X there exist some nhbds U (x i ) and U (x i+1 ) such that they lie in some connected set of X with its interior connected. Then X is ⩕ δ −connected.
Proof. We know that for each pair of points x i , x i+1 ∈ X there exist some nhbds U (x i ) and U (x i+1 ) such that they lie in some connected set A i of X with its interior connected. So we can write X = ⋃ i∈I A i . We need only to prove that A i−1 [31] . For the sake of clarity, we give a detailed proof.
Take any a ∈ X and consider Z as the set of all points connected to a by a strong chain consisting of elements of U . Obviously Z is non-empty. We want to prove that Z is open and closed in X. So, being X connected by Theorem 4.4, Z coincides with the whole X. Let z be an element of cl(Z). There exists some U ∈ U which contains z and, being U open, U ∩ Z is non-empty. So we can take an element b in this intersection. This element is connected to a by a strong chain in U . If z does not belong to any subset of the chain, we can join the chain with U . U is strongly near to the last element of the chain because the elements of U are all open and we use axiom (N 2).
