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Introduzione
I
l problema di Lot-Sizing senza capacita` con vendite e scorte di sicurezza e
gli algoritmi per la risoluzione di questi modelli sono l’oggetto di studio
di questa tesi. In particolare l’obiettivo principale e` quello di andare ad ana-
lizzare e formulare un algoritmo risolutivo per i modelli di Lot-Sizing senza
capacita` con vendite e scorte di sicurezza, andando a studiare le relazioni
tra i costi di produzione, i costi di stoccaggio e i prezzi di vendita e tenendo
presente l’arbitrarieta` delle domande.
Per arrivare ad ottenere dei risultati in questo contesto, e` stato necessario
prima studiare le caratteristiche di un modello Lot-Sizing senza capacita` piu`
generale e l’algoritmo di questo modello.
Quello dello studio delle estensioni del modello Lot-Sizing e`, in realta`, un
problema di ricerca operativa classico e molto attivo.
Il problema di Lot-Sizing e` un problema nel quale una certa quantita`
viene prodotta per soddisfare delle domande sopra ad un orizzonte tempo-
rale finito. Il problema di Lot-Sizing tradizionale e` definito per un sistema
ad un singolo prodotto, con un costo fisso da pagare se la produzione parte
o meno in un determinato periodo, e altri costi che variano in base al tipo
di modello preso in considerazione. Il problema e` determinare un piano di
produzione che soddisfa tutte le domande senza backlogging, il quale deve
minimizzare i costi totali di produzione. In un lavoro, Wagner e Whitin [17]
nel 1958 proposero un algoritmo di programmazione dinamica per risolvere
un problema Lot-Sizing senza capacita` con un singolo prodotto senza bac-
klogging, dove con il termine senza capacita` si intende un problema in cui
non c’e` limite all’importo prodotto in ciascun periodo, mentre con il termine
backlogging si indica un problema Lot-Sizing in cui la domanda puo` essere
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7soddisfatta anche in periodo successivo alla richiesta. Zangwill, nel 1966, fece
un tentativo iniziale di incorporare funzioni di costo concave e di consentire il
backlogging, si veda [18]. Lui risolse un problema simile, formulandolo come
un problema di rete di flusso con i costi sugli archi. Love (1968) considero`
il problema con dei vincoli nella capacita` e sviluppo` una caratterizzazione
parziale della struttura di una soluzione ottima. L’estensione per consentire
un modello Lot-Sizing con capacita` e` molto importante, poiche´ la capacita` e`
frequentemente incontrata nella pratica. Florian e Klein (1971), si veda [4],
studiarono il problema considerando la capacita` costante. Dimostrarono che
il problema era polinomialmente risolvibile sfruttando la struttura speciale di
sequenze di produzione ottimali. Fu dato un algoritmo di programmazione
dinamica, il quale ha complessita` pari a O(T 4), dove con T si indica il numero
di periodi nell’orizzonte temporale. Questa complessita` fu successivamente
ridotta a O(T 3) da Van Hoesel e Wagelmans (1996), si veda [16]. Pochet,
nel 1988, propose una formulazione estesa e compatta con O(T 3) variabili e
vincoli per questo problema, si veda [11]. Quando le capacita` variano e sono
non-decrescenti nel tempo, il problema e` risolvibile polinomialmente sotto le
condizioni che i costi siano di Wagner-Whitin e i costi di produzione siano
non-decrescenti nel tempo. Una riformulazione compatta di programmazione
intera mista, nella quale relazioni lineari risolvono questo problema, fu data
da Pochet e Wolsey nel 2007, si veda [14]. Il problema con capacita` generica
e` molto piu` difficile ed e` quello che andremo a studiare in questa tesi.
Andiamo ora a presentare, in maniera piu` accurata e dettagliata, gli
argomenti centrali di questo lavoro.
Nel primo capitolo vengono riportati Definizioni, Proposizioni e Teoremi
che vanno a costruire la struttura di base di tutta la trattazione successiva.
In particolare si e` introdotta la programmazione lineare intera, la geometria
della programmazione lineare e il concetto di grafi e flussi di costo minimo.
Nel secondo capitolo abbiamo definito le variabili e i parametri del model-
lo Lot-Sizing generale. Abbiamo dato diverse classificazioni di tale modello,
andandole a descrivere e formulare.
Nel terzo capitolo abbiamo dato la formulazione del modello Lot-Sizing
senza capacita` ed il concetto piu` importante in questo contesto, come e` ben
8noto in letteratura, e` senz’altro la descrizione completa delle disuguaglianze
lineari dell’inviluppo convesso di XLS−U , dove con XLS−U indichiamo l’insie-
me delle soluzioni ammissibili del modello. Per arrivare a questo teorema fon-
damentale, e` stato necessario prima affrontare lo studio della struttura delle
soluzioni ottime nel modello Lot-Sizing senza capacita` e delle disuguaglianze
valide per XLS−U . Infine, ma non per importanza, abbiamo esaminato il
problema di Lot-Sizing ad un singolo prodotto con i costi di Wagner-Whitin.
Nel quarto ed ultimo capitolo abbiamo approfonditamente studiato il pro-
blema di Lot-Sizing senza capacita` con vendita e scorte di sicurezza ad un
singolo prodotto (ULS3). Il risultato piu` importante di questo capitolo, che
abbiamo ottenuto dopo alcune difficolta`, e` sicuramente l’algoritmo risolu-
tivo per questo modello il quale, vedremo, ci fornira` la (o una) soluzione
ottima del modello. Abbiamo poi studiato altri importanti risultati noti in
letteratura, come ad esempio una famiglia di disuguaglianze valide, chiamate
disuguaglianze (t, S, R), che sono indicate per fornire una descrizione com-
pleta dell’inviluppo convesso di X. Poi abbiamo considerato il caso speciale
di ULS3 nel quale i limiti inferiori Lt sono non-decrescenti nel tempo in
una prima formulazione, che si vedra` sara` equivalente a dire che dt ≥ 0 per
qualsiasi t nelle altre successive formulazioni. Infine, forniremo una formula-
zione estesa nel caso in cui avremo dei costi di Wagner-Whitin e dt = 0 per
qualsiasi t in una delle formulazioni date.
Capitolo 1
Generalita`
1.1 Introduzione
I
n questo capitolo presenteremo gli aspetti generali che serviranno per l’in-
tera trattazione. In un primo momento saranno mostrati degli aspetti di
programmazione lineare intera, si veda [3] e [2], successivamente gli aspetti
poliedrali quindi la geometria della programmazione lineare, si veda [1]. In-
fine verra` fatto un accenno sulla nozione di grafi e di problemi di flusso di
costo minimo.
1.2 Programmazione Lineare Intera
U
n problema di Programmazione Lineare (detto anche programma linea-
re) e` un problema di ottimizzazione vincolata in cui la funzione da
massimizzare (o minimizzare) e` lineare e tutti i vincoli sono descritti da
equazioni e/o disequazioni lineari:
max (o min) c1x1 + · · ·+ cnxn (1.1)
soggetto a a11x1 + · · ·+ a1nxn ∼ b1 (1.2)
...
... (1.3)
am1x1 + · · ·+ amnxn ∼ bm, (1.4)
9
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dove ciascuno dei simboli ∼ sta per uno degli operatori ≤, ≥ o =. Non sono
ammesse disequazioni strette. Nel problema (1.1)-(1.4), x1, . . . , xn sono le
variabili, (1.1) e` la funzione obiettivo e (1.2)-(1.4) sono i vincoli. Tutti i dati
aij, bi e cj (i = 1, . . . ,m e j = 1, . . . , n) sono numeri reali noti. Le variabili
x1, . . . , xn possono prendere qualunque valore reale, purche´ esse soddisfino
tutti i vincoli.
Si noti che l’espressione (1.1) puo` essere scritta in modo conciso come cTx.
Definizione 1.1 (Soluzione Ammissibile). Una soluzione ammissibile del
problema e` ogni vettore x ∈ Rn che soddisfa (1.2)-(1.4).
Definizione 1.2 (Valore o Costo). Il corrispondente valore cTx della solu-
zione ammissibile e` il valore o costo della soluzione ammissibile.
Definizione 1.3 (Regione Ammissibile). L’insieme di tutte le soluzioni am-
missibili di un programma lineare e` detto regione ammissibile.
Definizione 1.4 (Soluzione Ottima). Un vettore x¯ ∈ Rn e` una soluzione
ottima del programma lineare se x¯ e` ammissibile e cT x¯ ≥ cTx per ogni x
ammissibile. Rispettivamente, se il problema e` di minimizzare la condizione
sara` cT x¯ ≤ cTx.
Enunciamo un importante risultato della programmazione lineare che
passa sotto il nome di Teorema Fondamentale della Programmazione Lineare.
Teorema 1.2.1 (Teorema Fondamentale della Programmazione Lineare).
Dato un programma lineare vale una e una sola delle seguenti alternative:
1. il problema ha almeno una soluzione ottima;
2. il problema non ha soluzioni ammissibili;
3. il problema e` illimitato, cioe` per ogni α ∈ R esiste una soluzione ammis-
sibile x tale che cTx ≥ α (cTx ≤ α se il problema e` di minimizzazione).
Definizione 1.5 (Programma Lineare Intero). Un programma lineare
intero e` un problema di ottimizzazione vincolata in cui la funzione obiettivo
e` lineare e la regione ammissibile e` costituita dall’insieme dei vettori interi
che soddisfano un dato sistema di equazioni e/o disequazioni lineari:
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max cTx
soggetto a Ax ∼ b
x ∈ Zn,
(1.5)
dove Ax ∼ b indica un sistema di equazioni e/o disequazioni lineari nella
forma compatta, con A ∈ Rm×n, b ∈ Rm e c ∈ Rn.
Definizione 1.6 (Programma Lineare Intero Misto). Un programma li-
neare intero misto e` la variante del programma lineare intero in cui la
condizione di interezza e` richiesta solo per un certo sottoinsieme delle varia-
bili:
max cTx
soggetto a Ax ∼ b
xi ∈ Z, i ∈ I,
(1.6)
per un qualche assegnato sottoinsieme I ⊆ {1, . . . , n}. Le variabili xi con
i ∈ I sono chiamate variabili intere, le altre variabili continue.
Questo risultato afferma sostanzialmente che in programmazione lineare
non e` possibile che la funzione obiettivo abbia un estremo superiore che non
sia anche un massimo.
1.3 Geometria della Programmazione Linea-
re Intera
A
ndiamo ad introdurre ora alcune nozioni della teoria dei poliedri che
permettono di cogliere gli aspetti geometrici della Programmazione
Lineare Intera.
1.3.1 Combinazioni Lineari, Spazi Lineari
Definizione 1.7 (Combinazione Lineare). Un vettore x ∈ Rn e` una com-
binazione lineare dei vettori x1, . . . , xq ∈ Rn se esistono λ1, . . . , λq scalari
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tale che
x =
q∑
j=1
λjx
j.
Definizione 1.8 (Vettori Linearmente Indipendenti). I vettori x1, . . . , xq ∈
Rn sono linearmente indipendenti se λ1 = · · · = λq = 0 e` l’unica soluzione
al sistema
∑q
j=1 λjx
j = 0.
Definizione 1.9 (Spazio Lineare). Un sottoinsieme L non vuoto di Rn e`
uno spazio lineare se L e` chiuso rispetto alle combinazioni lineari, equi-
valentemente se qualsiasi combinazione lineare di vettori in L rimane in
L.
1.3.2 Combinazioni Affini, Spazi Affini
Definizione 1.10 (Combinazione Affine). Un punto x ∈ Rn e` una combi-
nazione affine di x1, . . . , xq ∈ Rn se esistono λ1, . . . , λq scalari tale che
x =
q∑
j=1
λjx
j, dove
q∑
j=1
λj = 1.
Definizione 1.11 (Punti Affinemente Indipendenti). I punti x0, x1, . . . , xq ∈
Rn sono affinemente indipendenti se λ0 = λ1 = · · · = λq = 0 e` l’unica
soluzione del sistema
q∑
j=1
λjx
j = 0, dove
q∑
j=1
λj = 0.
Equivalentemente, x0, x1, . . . , xq ∈ Rn sono affinemente indipendenti se e
solo se nessun punto tra x0, x1, . . . , xq puo` essere scritto come una combina-
zione affine degli altri.
Definizione 1.12 (Spazio Affine). Un sottoinsieme A di Rn e` uno spazio
affine se A e` chiuso rispetto alle combinazioni affini.
La dimensione dell’insieme S ⊆ Rn, denotata con dim(S), e` il numero
massimo di punti affinemente indipendenti in S meno uno. Cos`ı la dimensione
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dell’insieme vuoto e` −1, la dimensione di un punto e` 0 e la dimensione di un
segmento e` 1.
Se A = {x ∈ Rn : Ax = b} non e` vuoto, allora dim(A) = n− rank(A).
Definizione 1.13 (Inviluppo Affine). Il piu` piccolo insieme affine contenente
S ⊆ Rn e` chiamato inviluppo affine di S ed e` denotato con aff(S).
Dal fatto che l’intersezione di spazi affini e` uno spazio affine, l’inviluppo
affine e` ben definito. Notiamo che dim(S) = dim(aff(S)).
1.3.3 Combinazioni Convesse, Insiemi Convessi
Definizione 1.14 (Combinazione Convessa). Dati q punti x1, . . . , xq ∈ Rn,
un punto x ∈ Rn e` una combinazione convessa di x1, . . . , xq se puo` essere
scritto nella forma
x =
q∑
j=1
λjx
j, dove
q∑
j=1
λj = 1 e λ1, . . . , λq ≥ 0. (1.7)
Se inoltre x 6= x1, . . . , xq, allora si dice che x e` combinazione convessa
propria di x1, . . . , xq. Notiamo che in questo caso necessariamente λj ∈]0, 1[
per j = 1, . . . , q.
Definizione 1.15 (Insieme Convesso). Un insieme C ⊆ Rn e` un insieme
convesso se C contiene tutte le combinazioni convesse dei punti di C.
Equivalentemente, C ⊆ Rn e` convesso se per ogni coppia di punti x, y ∈
C, il segmento di retta che congiunge x e y e` contenuto in C, cioe` se λx +
(1− λ)y ∈ C per ogni scelta di x, y ∈ C e λ ∈ [0, 1].
Definizione 1.16 (Inviluppo Convesso). Dato un insieme S ⊆ Rn, l’ invi-
luppo convesso di S, denotato con conv(S), e` il piu` piccolo insieme convesso
contenente S, nonche` l’intersezione di tutti gli insiemi convessi contenenti S.
Dato che l’intersezione di insiemi convessi e` un insieme convesso, allo-
ra conv(S) esiste. Equivalentemente alla definizione di inviluppo conves-
so data possiamo anche definirlo come l’inisieme di tutti i punti che sono
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combinazioni convesse dei punti di S. Nel seguente senso
conv(S) =
{ q∑
j=1
λjx
j : x1, . . . , xq ∈ S, λ1, . . . , λq ≥ 0,
q∑
j=1
λj = 1, q ∈ N
}
.
Il risultato seguente mostra che per problemi di ottimizzazione con fun-
zione obiettivo lineare, ottimizzare sulla regione ammissibile data o sul suo
inviluppo convesso e` essenzialmente equivalente.
Proposizione 1.3.1. Dati un insieme S ⊆ Rn ed un vettore c ∈ Rn, i valori
ottimi dei due problemi seguenti coincidono:
max{cTx : x ∈ S} = max{cTx : x ∈ conv(S)}.
Dimostrazione. Andiamo a dimostrare l’uguaglianza partendo dalla dimo-
strazione delle due disuguaglianze inverse. Sappiamo dalla Definizione 1.16
che conv(S) ⊆ S, quindi la regione ammissibile dell’inviluppo convesso di S
contiene quella di S. Se consideriamo un valore ottimo per
max{cTx : x ∈ conv(S)},
questo non potra` mai essere peggiore del valore ottimo di
max{cTx : x ∈ S}.
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Quindi abbiamo dimostrato che
max{cTx : x ∈ S} ≤ max{cTx : x ∈ conv(S)}.
Dimostriamo la disuguaglianza inversa, cioe`
max{cTx : x ∈ S} ≥ max{cTx : x ∈ conv(S)},
equivalentemente possiamo definirla nel seguente modo. Fissiamo una qua-
lunque soluzione ammissibile del secondo problema, cioe` x ∈ conv(S), e
mostriamo che il primo problema ha una soluzione ammissibile x¯ ∈ S tale
che cT x¯ ≥ cTx.
Se x ∈ conv(S), per la Definizione 1.16, x e` della forma (1.7), con x1, . . . , xq ∈
S. Ora dimostriamo che cTxi ≥ cTx per almeno un indice i. Procediamo
per assurdo, supponiamo che esiste un indice i tale che cTxi < cTx, quindi
avremmo
cTx =
q∑
i=1
λic
Txi <
q∑
i=1
λic
Tx = cTx,
dove la disuguaglianza vale poiche´ i λi sono tutti non-negativi ed almeno uno
di essi e` positivo. Abbiamo ottenuto
cTx < cTx,
che e` una contraddizione, dunque cTxi ≥ cTx per almeno un indice i. Poiche´
xi ∈ S, possiamo scegliere x¯ = xi e abbiamo dimostrato che
cT x¯ ≥ cTx
che era la disuguaglianza inversa per arrivare all’uguaglianza desiderata.
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1.3.4 Poliedri, Facce, Matrici Totalmente Unimodu-
lari
Definizione 1.17 (Poliedro). Un sottoinsieme P di Rn e` un poliedro se
esistono un intero positivo m, una matrice A di dimensione m × n e un
vettore b ∈ Rm, tale che
P = {x ∈ Rn : Ax ≤ b}.
In altre parole, un poliedro e` l’intersezione di un numero finito di semi-
spazi chiusi. Dove per semispazio chiuso si intende:
Definizione 1.18 (Semispazio Chiuso). Un semispazio chiuso in Rn e` un
insieme della forma {x ∈ Rn : aTx ≤ β}, dove a ∈ Rn \ {0} e β ∈ R .
Si noti che la regione ammissibile di un qualunque programma lineare e`
un poliedro, eventuali vincoli scritti sotto forma di equazione possono essere
sostituiti ciascuno con una coppia di disequazioni opposte.
Proposizione 1.3.2. Valgono le seguenti proprieta`:
1. ogni semispazio chiuso e` convesso;
2. l’intersezione di insiemi convessi e` un insieme convesso;
3. ogni poliedro e` convesso.
Dimostrazione. 1. Sia T il semispazio chiuso definito dalla disequazione aTx ≤
β e scegliamo arbitrariamente y, z ∈ T e λ ∈ [0, 1]. Dimostriamo che una
qualsiasi combinazione convessa di y e z rimane in T , infatti
aT (λy + (1− λ)z) = λaTy + (1− λ)aT z ≤ λβ + (1− λ)β = β,
dove la disuguaglianza vale poiche´ y, z ∈ T , λ ≥ 0 e (1 − λ) ≥ 0. Dunque
λy + (1− λ)z ∈ T , da cui segue che T e` convesso.
2. SianoK1 eK2 due insiemi convessi e definiamoK = K1∩K2. Scegliamo
arbitrariamente y, z ∈ K e λ ∈ [0, 1]. Poiche´ K1 e K2 sono insiemi convessi
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da ipotesi, allora il punto λy+(1−λ)z appartiene sia a K1 che a K2 e quindi
appartiene anche alla loro intersezione, cioe` λy+ (1−λ)z ∈ K. Ne segue che
K e` convesso.
3. Poiche´ un poliedro e` l’intersezione di un numero finito di semispazi
chiusi e abbiamo dimostrato che ogni semispazio chiuso e` convesso e che
l’intersezione di insiemi convessi e` un insieme convesso, allora ogni poliedro
e` convesso.
Teorema 1.3.3 (Meyer [9]). Sia S la regione ammissibile di un programma
lineare intero con dati razionali. Allora conv(S) e` un poliedro.
Se S e` un insieme limitato, l’ipotesi di razionalita` dei dati puo` essere
rimossa.
Definizione 1.19 (Disuguaglianza Valida). Dato un insieme S ⊆ Rn, una
disequazione aTx ≤ β e` una disuguaglianza valida per S se e` soddisfatta
da tutti i punti di S.
Una disuguaglianza e` valida per S se e solo se e` valida per conv(S).
Definizione 1.20 (Faccia). Una faccia di un poliedro P e` un insieme della
forma
F := P ∩ {x ∈ Rn : cx = β},
dove cx ≤ β e` una disuguaglianza valida per P .
Definizione 1.21 (Poliedro Intero). Un poliedro P si dice intero se qualsiasi
faccia non vuota di P contiene un punto intero.
In pratica, l’insieme delle soluzioni ottime di z = max{cTx : x ∈ P} e`
una faccia F = {x ∈ P : cTx = z} di P , e, se qualsiasi faccia contiene un
punto intero, allora c’e` una soluzione ottima la quale e` anche intera. In altre
parole, per poliedro intero abbiamo
max{cTx : x ∈ P} = max{cTx : x ∈ P ∩ Zn}.
Risolvendo il rilassamento lineare di un programma lineare intero non
si trova, in generale, una soluzione ottima intera. Studiamo ora alcune
condizioni che ci serviranno in seguito e che garantiscono quanto detto.
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Definizione 1.22 (Matrice Unimodulare). Una matrice A ∈ Rm×n, con
m ≤ n, e` unimodulare se ogni sottomatrice m ×m di A ha determinante
uguale a −1, 0,+1.
Definizione 1.23 (Matrice Totalmente Unimodulare). Una matrice A ∈
Rm×n e` totalmente unimodulare se qualsiasi sottomatrice quadrata di A
e` unimodulare.
Teorema 1.3.4. Se A e` totalmente unimodulare, b ∈ Zm, e l, h ∈ Zn, allora
il poliedro
{x ∈ Rn : Ax ≤ b, l ≤ x ≤ h}
e` intero ogni volta che non e` vuoto.
1.3.5 Punti Estremi, Soluzioni di Base
Definizione 1.24 (Punto Estremo). Dato un insieme convesso C ⊆ Rn, un
punto x ∈ C e` un punto estremo di C se x non e` combinazione convessa
propria di due punti di C, cioe` se non esistono due punti y, z ∈ C \ {x} e
λ ∈]0, 1[ tali che x = λy + (1− λ)z.
Consideriamo un generico sistema di equazioni e/o diseguazioni lineari in
Rn:
aTi x = bi, per i = 1, . . . , k, (1.8)
aTi x ≤ bi, per i = k + 1, . . . ,m. (1.9)
Definizione 1.25 (Vincoli Linearmente Indipendenti). I vincoli (1.8)-(1.9)
sono detti linearmente indipendenti se i vettori {ai}i=1,...,m sono linear-
mente indipendenti.
Definizione 1.26 (Vincoli Attivi). Dati un punto x ∈ Rn e un indice i ∈
{1, . . . ,m}, l’i-esimo vincolo e` attivo in x se aTi x = bi.
Definizione 1.27 (Soluzione di Base). Un punto x ∈ Rn e` detto una
soluzione di base del sistema di vincoli (1.8)-(1.9) se
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1. aTi x = bi per i = 1, . . . , k;
2. esistono n vincoli del sistema attivi in x che sono linearmente indipen-
denti.
Notiamo che non e` richiesto che una soluzione di base soddisfi anche tutti
i vincoli di disuguaglianza (1.9); quando questo avviene, la soluzione di base
e` detta soluzione di base ammissibile.
Teorema 1.3.5. Sia P ⊆ Rn il poliedro definito dal generico sistema lineare
(1.8)-(1.9). Dato un punto x ∈ P , le seguenti affermazioni sono equivalenti:
1. x e` un punto estremo di P ;
2. x e` una soluzione di base ammissibile del sistema (1.8)-(1.9).
Per la dimostrazione del Teorema 1.3.5 si veda [2].
1.3.6 Politopi, Proiezioni
Definizione 1.28 (Politopo). Un sottoinsieme Q ⊆ Rn e` un politopo se Q
e` un inviluppo convesso di un insieme finito di vettori in Rn.
Equivalentemente possiamo anche affermare che Q e` un politopo se e solo
se Q e` un poliedro limitato.
Definizione 1.29 (Proiezione). La proiezione ortogonale di un insieme
P ⊂ Rn+p in un sottospazione lineare Rn × {0}p e`
projx(P ) := {x ∈ Rn : ∃z ∈ Rp t.c. (x, z) ∈ P}.
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Figura 1.1: Proiezione projx(P ) di un cubo tridimensionale in uno spazio
bidimensionale.
Definizione 1.30 (Formulazione Estesa). Dato un poliedro P = {x ∈ Rn :
Ax ≥ b}, allora
Q = {(x,w) ∈ Rn × Rp : Cx+Dw ≥ d}
e` una formulazione estesa per P se
P = projx(Q).
1.3.7 Problema di Separazione, Piani di Taglio
C
onsiderata la difficolta` di trovare un sistema Ax ≤ b che descriva l’invi-
luppo convesso della regione ammissibile data, possiamo pensare ad un
approccio piu` mirato, come quello presentato di seguito, chiamato metodo
dei piani di taglio. Per prima cosa definiamo il problema di separazione come
segue.
Definizione 1.31 (Problema di Separazione). Dato un poliedro P ⊆ Rn e
un punto x∗ ∈ Rn, si trovi una disequazione αTx ≥ β valida per P e violata
da x∗, o si dimostri che tale disequazione non esiste (cioe` che x∗ ∈ P ).
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Teorema 1.3.6. Il problema dell’ ottimizzazione e quello della separazione
sono polinomialmente equivalenti. In altre parole, dato un certo poliedro
P ⊆ Rn, se esiste un algoritmo che risolve il problema dell’ ottimizzazione
di una qualsiasi funzione obiettivo lineare cTx, c ∈ Rn su P , allora esiste
un algoritmo che in tempo polinomiale risolve il problema della separazione
definito da P e da un qualsiasi punto x∗ ∈ Rn.
Per la dimostrazione si veda [5], [10], [6].
Il metodo dei piani di taglio e` strettamente legato al concetto di separa-
zione.
Definizione 1.32 (Piano di Taglio). Dato un programma lineare intero con
regione ammissibile S, una disequazione aTx ≤ β e` un piano di taglio se
e` valida per S (e quindi per conv(S)) ma e` violata da almeno un punto del
rilassamento lineare del problema.
In altre parole, possiamo interpretare un piano di taglio come una di-
sequazione che contribuisce a ”tagliare via” dei punti che giacciono al di
fuori dell’inviluppo convesso della regione ammissibile. Il rilassamento linea-
re si ottiene semplicemente tralasciando i vincoli di interezza; il problema
cos`ı ottenuto e` un programma lineare e puo` quindi essere risolto in modo
efficiente.
1.4 Grafi, Flussi di Costo Minimo
Definizione 1.33 (Grafo Non Orientato). Un grafo non orientato G e` una
coppia ordinata G = (V,E) di insiemi finiti V ed E, dove E e` un insieme
di coppie non ordinate di elementi distinti di V , cioe` E ⊆ {{u, v} : u, v ∈
V, u 6= v}.
Gli elementi di V si chiamano nodi o vertici di G, mentre gli elementi di
E si chiamano spigoli o archi di G. Dato un grafo G indicheremo con V (G)
l’insieme dei suoi vertici e con E(G) l’insieme dei suoi spigoli.
Un grafo non orientato e` generalmente raffigurato con |V | punti nel piano,
che rappresentano i vertici; ogni spigolo uv e` rappresentato tramite un tratto
di linea continua congiungente i due punti corrispondenti ai vertici u e v.
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Definizione 1.34 (Cammino). Dato un grafo non orientato G = (V,E), un
cammino P in G e` una sequenza alternata di nodi e spigoli
v0, e1, v1, e2, . . . , vk−1, ek, vk,
dove k ≥ 0, v0, . . . , vk sono nodi distinti di V ed ei = vi−1vi ∈ E per i =
1, . . . , k.
Indicheremo con V (P ) l’insieme {v0, . . . , vk} dei nodi di P e con E(P )
l’insieme {e1, . . . , ek} degli spigoli di P . I nodi v0 e vk si dicono gli estremi
del cammino di P . La lunghezza di un cammino P e` il numero di spigoli
di P , cioe` |E(P )|. Un cammino di estremi u e v e` un cammino tra u e v.
Infine, si dice che u e` connesso a v se esiste un cammino in G che ha u e v
come estremi.
Definizione 1.35 (Grafo Connesso). Un grafo G = (V,E) e` detto connesso
se, per ogni coppia di vertici (u, v) ∈ V , esiste un cammino che collega u a v.
Definizione 1.36 (Ciclo). Dato un grafo non orientato G = (V,E), un ciclo
C in G e` una sequenza alternata di nodi e spigoli
v0, e1, v1, e2, v2, . . . , vk−1, ek, vk,
dove k ≥ 3, v0, v1, . . . , vk−1 sono nodi distinti di V , ei = vi−1vi ∈ E per
i = 1, . . . , k e vk = v0.
Denoteremo con V (C) l’insieme {v0, . . . , vk−1} dei nodi di C e con E(C)
l’insieme {e1, . . . , ek} degli spigoli di C.
Definizione 1.37 (Grafo Aciclico). Un grafo che non contiene cicli si dice
aciclico.
Definizione 1.38 (Grafo Orientato). Un grafo orientato D e` una coppia
ordinata D = (V,A) di insiemi finiti V ed A, dove A e` un insieme di coppie
ordinate di elementi distinti di V , cioe` A ⊆ {(u, v) ∈ V × V : u 6= v}.
Gli elementi di V si chiamano nodi o vertici di D, mentre gli elementi di
A si chiamano archi di D. Un grafo orientato e` generalmente raffigurato con
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|V | punti nel piano, che rappresentano i vertici; un arco (u, v) e` rappresentato
tramite una linea continua orientata da u verso v.
Definizione 1.39 (Rete di Flusso). Una rete di flusso e` un grafo orientato
G = (V,E) tale che ad ogni arco (i, j) ∈ E e` associato un costo c(i, j) che
definisce il costo per unita` di flusso nell’arco stesso e che varia linearmente con
il flusso; un valore non-negativo u(i, j), detto capacita` dell’arco, che indica
la massima quantita` di flusso che puo` scorrere lungo l’arco; infine, un limite
inferiore l(i, j) che indica la minima quantita` di flusso che che deve scorrere
nel medesimo arco. Ogni vertice giace su un qualche cammino dalla sorgente,
vertice con esclusivamente archi uscenti, al pozzo, vertice con esclusivamente
archi entranti, e gli viene associato una grandezza bi, definita come il bilancio
o flusso netto del nodo. Il grafo e` quindi connesso e si ha |E| ≥ |V | − 1.
Per formulare il nostro problema in termini di modello di ottimizzazione,
introduciamo la variabile decisionale x(i, j) che rappresenta la quantita` di
flusso che scorre nell’arco (i, j).
Definizione 1.40 (Flusso Ammissibile). Un flusso ammissibile per la rete
di flusso e` ogni vettore che soddisfa i seguenti vincoli:∑
j:(i,j)∈E
x(i, j)−
∑
j:(i,j)∈E
x(j, i) = bi ∀i ∈ V
l(i, j) ≤ x(i, j) ≤ u(i, j) ∀(i, j) ∈ E.
Definizione 1.41 (Problema di Flusso di Costo Minimo). Data una rete di
flusso G = (V,E), intendiamo trovare, tra tutti i flussi ammissibili in G, il
flusso che minimizza
costo(x) =
∑
(i,j)∈E
c(i, j)x(i, j).
In altre parole un problema di flusso di costo minimo e` un problema
di decisione e ottimizzazione che consiste nel trovare il modo meno costoso
possibile di far passare un certo ammontare di flusso tramite una rete di
flusso.
Capitolo 2
Modello Lot-Sizing
2.1 Introduzione
I
n questo capitolo si vuole concentrare l’attenzione nella descrizione del mo-
dello Lot-Sizing, definendone variabili e parametri. Presenteremo le tre
principali classificazioni per i modelli di produzione con un singolo prodot-
to, andandone anche a descrivere le variabili e le varie formulazioni. Per il
materiale trattato in questo capitolo si veda [13].
2.2 Classificazione dei Modelli
D
aremo ora uno schema di classificazione per modelli di pianificazione del-
la produzione di singoli prodotti, che consente di beneficiare di questa
conoscenza. La maggior parte dei problemi di pianificazione della produzio-
ne reali riguardano la produzione di piu` prodotti in contemporanea, di far
lavorare piu` macchine insieme e di lavorare a piu` livelli, ma esistono davvero
poche formulazioni di risulati per questi modelli. Quindi, il miglior approc-
cio ottimizzativo per risolvere questi problemi e` quello di integrare algoritmi
esistenti e formulazioni conosciute per problemi di singoli prodotti.
Una prima classificazione che possiamo fare e` la seguente:
• Lot-Sizing (LS);
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• Wagner-Whitin (WW);
• Lot-Sizing Discreto con Variabile Stock Iniziale (DLSI);
• Lot-Sizing Discreto (DLS).
Lot-Sizing
Cominciamo con il descrivere il modello di Lot-Sizing generale con un
singolo prodotto. Con Lot-Sizing si indica una famiglia di problemi di
pianificazione della produzione caratterizzati dalla presenza di costi fissi.
Consideriamo un orizzonte temporale di produzione finito e lo dividiamo in
periodi, indicizzati da t, 1 ≤ t ≤ n, dove n e` la lunghezza dell’orizzonte
produttivo.
Per ogni singolo prodotto si hanno i seguenti parametri:
• dt, la domanda nota a priori che deve essere soddisfatta completamente
nel periodo t;
• p′t, il costo di produzione di un’unita` di merce nel periodo t;
• h′t, il costo per tenere in magazzino un’unita` di merce dal periodo t al
periodo t+ 1;
• ft, il costo fisso da pagare se nel periodo t si decida di produrre qualcosa,
questo costo fisso non dipende dalla quantita` prodotta;
• Ct, limite massimo di produzione o capacita` nel periodo t.
Le variabili prese in considerazione sono le seguenti:
• xt, quantita` prodotta nel periodo t, per 1 ≤ t ≤ n;
• st, quantita` immagazzinata alla fine del periodo t, per 0 ≤ t ≤ n;
• yt, variabili binarie che valgono 1 se e solo se nel periodo t produciamo
qualcosa.
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In altre parole, vorremmo avere yt = 1 se e solo se xt > 0.
Si chiede di stabilire quando e quanto produrre in modo da soddisfare tutte
le domande e minimizzare il costo totale.
Scriviamo il seguente programma lineare intero misto:
min
n∑
t=1
p′txt +
n∑
t=0
h′tst +
n∑
t=0
ftyt (2.1)
s. a st−1 + xt = dt + st, t = 1, . . . , n (2.2)
xt ≤ Ctyt, t = 1, . . . , n (2.3)
x ∈ Rn+, s ∈ Rn+1+ , y ∈ {0, 1}n. (2.4)
Nella funzione obiettivo oltre ai costi usuali abbiamo aggiunto i costi
fissi ft, che vengono conteggiati se e solo se la corrispondente variabile yt
vale 1. I vincoli (2.2) impongono la “conservazione della merce”. I vincoli
(2.3) servono ad assicurare che la variabile yt valga 1 non appena la quantita`
prodotta nel periodo t e` positiva, cioe` xt > 0. In effetti, se xt > 0 allora
(2.3) costringe yt a prendere un valore positivo, e dato che yt e` una variabile
binaria, questo valore non puo` essere altro che 1. Contemporaneamente,
quando yt = 1 lo stesso vincolo impone anche un limite superiore Ct al valore
di xt, come richiesto dal problema.
Wagner-Whitin
Passiamo al modello Wagner-Whitin, questo e` un problema di Lot-
Sizing in cui i costi di produzione e di magazzino soddisfano
h′t + p
′
t − p′t+1 ≥ 0, per 0 ≤ t ≤ n,
dove p′0 = p
′
n+1 = 0. Questa condizione significa che, se la produzione parte
sia nel periodo t che nel periodo t+1, allora e` piu` costoso produrre nel periodo
t e immagazzinare fino al periodo t+ 1 piuttosto che produrre direttamente
nel periodo t+ 1. In altre parole, conviene produrre piu` tardi possibile.
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Lot-Sizing Discreto e con Variabile Stock Iniziale
Nel modello Lot-Sizing discreto con variabile stock iniziale, la re-
strizione che si applica al modello di Lot-Sizing e` che in ogni periodo t o
la produzione e` nulla o la produzione e` massima, uguale alla capacita` del
relativo periodo. Mentre nel modello Lot-Sizing discreto a differenza del
precedente non si ha la variabile stock iniziale.
Un’altra classificazione dei modelli con un singolo prodotto che puo` essere
fatta si basa sulla capacita` o limite di produzione:
• modelli con capacita`: in questi problemi le capacita` Ct variano nel
tempo;
• modelli con capacita` costante: in questi casi Ct = C, dove C e` una
costante;
• modelli senza capacita`: questo e` il caso in cui non c’e` limite all’im-
porto prodotto in ciascun periodo, significa che la capacita` Ct in qual-
siasi periodo t e` sufficiente a soddisfare tutte le domande fino alla fine
dell’orizzonte temporale.
Wagner-Whitin con Capacita`
Il modello Wagner-Whitin con capacita` puo` essere formulato nello spazio
delle variabili s e y come segue
min
n∑
t=0
htst +
n∑
t=1
ftyt (2.5)
s. a sk−1 +
t∑
u=k
Cuyu ≥ dkt, 1 ≤ k ≤ t ≤ n (2.6)
s ∈ Rn+1+ , y ∈ {0, 1}n. (2.7)
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Per derivare questa formulazione, il vincolo (2.2) e` usato per eliminare xt
dalla funzione obiettivo (2.1). In modo specifico,
n∑
t=1
p′txt +
n∑
t=0
h′tst =
n∑
t=1
p′t(st − st−1 + dt) +
n∑
t=0
h′tst
=
n∑
t=1
p′tst −
n∑
t=1
p′tst−1 +
n∑
t=1
p′tdt +
n∑
t=0
h′tst
=
n∑
t=0
p′tst −
n∑
t=0
p′t+1st +
n∑
t=1
p′tdt +
n∑
t=0
h′tst
=
n∑
t=0
(h′t + p
′
t − p′t−1)st +
n∑
t=1
p′tdt
=
n∑
t=0
htst +
n∑
t=1
p′tdt,
dove p′0 = p
′
n+1 = 0. Cos`ı, definendo ht = h
′
t + p
′
t− p′t+1, la funzione obiettivo
(2.1) diventa la (2.5) con dentro la costante
∑n
t=1 p
′
tdt.
Questa formulazione non e` usata quando i costi non sono di Wagner-
Whitin poiche´ se qualche ht < 0, la funzione obiettivo (2.5) potrebbe non
essere limitata inferiormente.
Poiche´ siamo nel caso in cui valgono i costi di Wagner-Whitin, abbiamo che
ht ≥ 0 per qualsiasi t. Segue che ogni volta che i periodi di produzione sono
fissati, cioe` i periodi t nel quali yt = 1, la quantita` immagazzinata alla fine
di tali periodi dovra` essere piu` bassa possibile compatibile con i vincoli di
capacita`. Basandoci su questo e` possibile dimostrare che e` sufficiente trovare
una soluzione che soddisfa
sk−1 = max(0, max
t=k,...,n
[dkt −
t∑
u=k
Cuyu]). (2.8)
Nella formulazione (2.5)-(2.7) per WW-C, a causa della presenza dello
stock iniziale s0, qualsiasi combinazione di periodi di produzione e` ammissi-
bile e il vincolo (2.6) impone un limite inferiore sulle variabili di stock. La
funzione obiettivo (2.5), insieme alla condizione ht ≥ 0, garantiscono che
esiste una soluzione ottima per (2.5)-(2.7), che soddisfa (2.8). Segue che la
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formulazione e` valida, anche se la sua regione ammissibile (s, y) non e` la stes-
sa del problema LS-C. In modo specifico (s, y) e` ammissibile per (2.6)-(2.7)
se e solo se esiste (x, s′, y) ammissibile per (2.2)-(2.4) con s′ ≤ s.
DLSI con Capacita`
Il modello Lot-Sizing discreto con variabile stock iniziale (DLSI) con
capacita` puo` essere formulato addizionando xt = Ctyt alla formulazione
(2.1)-(2.4). Dal vincolo (2.2) otteniamo
t∑
i=1
si−1 +
t∑
i=1
xi =
t∑
i=1
di +
t∑
i=1
si
=⇒
t−1∑
i=0
si +
t∑
i=1
xi = d1t +
t∑
i=1
si
=⇒ st = s0 +
t∑
i=1
xi − d1t. (2.9)
Allora, dopo aver eliminato le variabili st ≥ 0 e xt = Ctyt, otteniamo una
formulazione equivalente al modello DLSI-C nello spazio delle variabili s0 e
y,
min h0s0 +
n∑
t=1
f ′tyt (2.10)
s. a s0 +
t∑
u=1
Cuyu ≥ d1t, 1 ≤ t ≤ n (2.11)
s0 ∈ R+, y ∈ {0, 1}n, (2.12)
dove h0 e f
′
t sono i nuovi coefficienti delle variabili s0 e yt. Vediamo come si
ottiene la formulazione appena citata partendo dalla (2.1).
La funzione obiettivo (2.1), sostituendo la (2.9) e xt = Ctyt, puo` essere
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riscritta come
n∑
t=0
h′tst +
n∑
t=1
p′txt +
n∑
t=1
ftyt
= h′0s0 +
n∑
t=1
h′t(s0 +
t∑
i=1
Ciyi − d1t) +
n∑
t=1
p′tCtyt +
n∑
t=1
ftyt
= (h′0 +
n∑
t=1
h′t)s0 −
n∑
t=1
h′td1t +
n∑
t=1
(ft + (p
′
t +
n∑
i=t
h′i)Ct)yt.
Infine definendo h0 = h
′
0 +
∑n
t=1 h
′
t e f
′
t = ft+(p
′
t+
∑n
i=t h
′
i)Ct, riduciamo
la (2.1) alla (2.10) eccetto per il termine costante −∑nt=1 h′td1t.
DLS con Capacita`
Il modello Lot-Sizing discreto (DLS) con capacita` puo` essere formulato
nello spazio delle variabili y fissando s0 = 0:
min
n∑
t=1
f ′tyt (2.13)
s. a
t∑
u=1
Cuyu ≥ d1t, 1 ≤ t ≤ n (2.14)
y ∈ {0, 1}n, (2.15)
L’ultima classificazione che citiamo concerne alcune varianti o estensioni
delle dodici combinazioni che abbiamo appena descritto, date dalle classifi-
cazioni precedenti.
• Backlogging (B): la domanda deve essere soddisfatta, ma e` possibile
soddisfarla anche in un momento successivo alla richiesta. Di solito,
il backlog implica un costo di penalita` proporzionale all’importo di
backlog e alla durata del backlog;
• Start-Up Costs (SC): e` necessario utilizzare la capacita` dei modelli in
modo molto accurato per ottenere piano di produzione ammissibili. Un
modello di costi di start-up ad un singolo prodotto puo` essere riassunto
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nel seguente modo. Se una sequenza di start-up partono nel periodo t,
il costo di start-up gt e` sostenuto. In particolar modo puo` essere visto
come la somma del costo di produzione piu` una stima di un opportuno
costo del tempo di start-up o della capacita` consumata;
• Start-Up Times (ST): questo modello e` usato per modellare l’utilizzo
della capacita` in modo molto accurato. Se la sequenza di set-up inizia
nel periodo t, la capacita` Ct e` ridotta ad un importo STt;
• Livello Minimo di Prouzione (LB): in questo problema e` imposto un
livello minimo di produzione;
• Sales and Lost Sales (SL): in questo caso, le domande che devono essere
soddisfatte non sono fissate in anticipo. Questo accade, per esempio,
quando la capacita` e` troppo bassa per soddisfare tutte le potenziali
domande, o quando il prezzo di vendita non copre il costo di produzione;
• Scorte di Sicurezza (SS): quando la domanda e` frutto di un sistema
di previsione se ne conosce il valore ma questo non e` dato con certez-
za. Quindi e` richiesta una quantita` minima di inventario pianificato,
chiamato scorte di sicurezza.
Andiamo a verificare la validita` dei vari modelli.
Backlogging
Partiamo dal modello backlogging, la formulazione standard come pro-
gramma intero misto prende in considerazione le variabili aggiuntive:
• rt, che indicano l’arretrato alla fine del periodo t per t = 1, . . . , n.
Mentre per quanto riguarda i parametri abbiamo in aggiunta a quelli gia`
descritti il seguente:
• b′t, che indica il costo di penalita` da pagare per avere un arretrato rt
per t = 1, . . . , n.
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Questo e` descritto dalla seguente formulazione del problema LS-C-B:
min
n∑
t=0
h′tst +
n∑
t=1
b′trt +
n∑
t=1
p′txt +
n∑
t=1
ftyt (2.16)
s. a st−1 − rt−1 + xt = dt + st − rt 1 ≤ t ≤ n (2.17)
xt ≤ Ctyt, 1 ≤ t ≤ n (2.18)
x, r ∈ Rn+, s ∈ Rn+1+ , y ∈ {0, 1}n. (2.19)
Come semplice estensione della formulazione (2.5)-(2.7) per WW-C, si
puo` prendere la seguente formulazione che coinvolge solo le variabili s, r, y,
ed e` una formulazione sufficiente per WW-C-B:
min
n∑
t=0
htst +
n∑
t=1
btrt +
n∑
t=1
ftyt (2.20)
s. a sk−1 + rl +
l∑
u=k
Cuyu ≥ dkl 1 ≤ k ≤ l ≤ n (2.21)
r ∈ Rn+, s ∈ Rn+1+ , y ∈ {0, 1}n. (2.22)
Dopo l’eliminazione delle variabili s1, . . . , sn, otteniamo il modello DLSI-
C-B con regione ammissibile nello spazio (s0, r, y), come segue
s0 + rt +
t∑
u=1
Cuyu ≥ d1t 1 ≤ t ≤ n (2.23)
r ∈ Rn+, s0 ∈ R1+, y ∈ {0, 1}n. (2.24)
Start-Up Cost
La formulazione base per un modello LS-C-SC richiede l’introduzione di
nuove variabili
• zt = 1 se c’e` start-up nel periodo t ma non c’era nel periodo t − 1;
zt = 0 altrimenti.
Mentre per quanto riguarda i parametri aggiunti abbiamo
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• gt che indica il costo di start-up nel periodo t.
La formulazione risultante e` la seguente
min
n∑
t=1
p′txt +
n∑
t=0
h′tst +
n∑
t=1
gtzt +
n∑
t=1
ftyt (2.25)
s. a st−1 + xt = dt + st 1 ≤ t ≤ n (2.26)
xt ≤ Ctyt 1 ≤ t ≤ n (2.27)
zt ≥ yt − yt−1 1 ≤ t ≤ n (2.28)
zt ≤ yt 1 ≤ t ≤ n (2.29)
zt ≤ 1− yt−1 1 ≤ t ≤ n (2.30)
x ∈ Rn+, s ∈ Rn+1+ , y, z ∈ {0, 1}n. (2.31)
I vincoli (2.28)-(2.30) definiscono i valori delle variabili start-up aggiunte.
Questi vincoli solo una linearizzazione del vincolo zt = yt(1 − yt−1), per
qualsiasi t. Ci puo` essere uno start-up nel periodo t, cioe` zt = 1, solo se
c’e` uno start-up nel periodo t (2.29) ma non nel periodo t − 1 (2.30), e ci
deve essere uno start-up nel periodo t se entrambe gli eventi si verificano
contemporaneamente, (2.28).
Start-Up Times
La formulazione base per LS-C-ST richiede le stesse variabili di start-up
zt viste nel modello di start-up cost, LS-C-SC. La formulazione per questo
modello e` la stessa del precedente, si veda (2.25)-(2.31), eccetto che il vincolo
(2.27) e` sostituito dal seguente vincolo
xt ≤ Ctyt − STtzt per 1 ≤ t ≤ n.
Livello Minimo di Produzione
La formulazione base per questo modello LS-C-LB non richiede l’aggiunta
di nuove variabili, anzi e` la stessa del modello LS-C, si veda (2.1)-(2.4),
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aggiungendo il vincolo di limite inferiore di produzione
xt ≥ LBtyt per 1 ≤ t ≤ n.
Vendite
La formulazione standard di LS-C-SL come programma intero misto in-
voca le seguenti variabili aggiuntive
• vt, che indica l’importo venduto nel periodo t, per t = 1, . . . , n.
Per quanto riguarda i parametri si ha in piu`
• ct, che indica il prezzo unitario di vendita nel periodo t.
La formulazione risultante e` la seguente
max
n∑
t=1
(ctvt − p′txt)−
n∑
t=0
h′tst −
n∑
t=1
ftyt (2.32)
s. a st−1 + xt = dt + st + vt 1 ≤ t ≤ n (2.33)
xt ≤ Ctyt 1 ≤ t ≤ n (2.34)
vt ≤ ut 1 ≤ t ≤ n (2.35)
x, v ∈ Rn+, s ∈ Rn+1+ , y ∈ {0, 1}n. (2.36)
La funzione obiettivo (2.32) in questo modello rappresenta la massimizzazio-
ne del profitto, e il vincolo di flusso bilanciato (2.33) risente della presenza
delle vendite. Il vincolo (2.35) descrive il semplice limite superiore di vendita.
Scorte di Sicurezza
L’ultimo modello che andiamo a descrivere e` quello con un limite inferiore
sulle scorte. L’unica modifica che deve essere fatta nelle formulazioni dei
modelli e` l’aggiunta del seguente vincolo
st ≥ SSt,
per tutti i periodi t, con 1 ≤ t ≤ n.
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2.3 Gestione delle Scorte
A
bbiamo visto che nei modelli Lot-Sizing si deve pianificare tutta la pro-
duzione, cioe` decidere quando e quanto produrre, in modo da andare
a minimizzare i costi. Quindi si puo` ben capire che un ruolo molto impor-
tante lo avranno le scorte in magazzino. La creazione delle scorte e` dovuta
ad una discrepanza temporale tra offerta e domanda. Se la fornitura di un
determinato prodotto avvenisse nel momento in cui viene richiesto, quel pro-
dotto non starebbe mai in magazzino. Quasi tutte le organizzazioni devono
affrontare una discordanza tra domanda e offerta.
La gestione delle scorte ha implicazioni strategiche e manageriali allo stesso
tempo e deve considerare anche le scelte e gli obiettivi delle funzioni azien-
dali. A grandi linee l’attivita` finanziaria generalmente preferisce mantenere
un livello di scorte basso per risparmiare capitale, il marketing punta su alti
livelli di scorte per accrescere gli sconti, mentre le operations preferiscono
adeguare le scorte allo scopo di ottenere una produzione efficiente e livelli
regolari di impiego. La gestione delle scorte deve bilanciare questi obiettivi
contrastanti e organizzare e gestire i livelli di scorta nell’interesse dell’impre-
sa nel suo complesso.
Si rende percio` necessaria un’analisi approfondita sui vantaggi e svantaggi di
avere le scorte. Andiamo ora a vedere alcuni vantaggi nell’averle:
• Le scorte sono usate come assicurazione contro l’incertezza: nel caso
la domanda non sia stata prevista adeguatamente e vi e` una richiesta
inaspettata le scorte garantiscono la fornitura dei prodotti;
• Le scorte possono compensare la mancanza di flessibilita`: dove si offre
ai clienti un’ampia gamma di opzioni, se l’organizzazione non e` perfet-
tamente flessibile, occorreranno delle scorte per assicurare la fornitura
quando la produzione e` impegnata in altre attivita`;
• Le scorte si possono usare per anticipare la domanda: nel caso la do-
manda presenti caratteristiche di stagionalita` e` necessario accumulare
delle scorte per soddisfare la richiesta;
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• Le scorte possono sfruttare le opportunita` di breve termine: se un
fornitore applica degli sconti su un certo numero di articoli per un
periodo limitato di tempo si possono accumulare delle scorte anche se
non c’e` una domanda immediata;
• Le scorte possono ridurre i costi complessivi: cio` puo` accadere quando
l’acquisto di grandi volumi minimizza il costo di acquisto (sconti quan-
tita`), o di amministrazione (emissione ordini), o di movimentazione dei
materiali (materiali difficilmente trasportabili);
• Le scorte possono aumentare il valore: a volte i prodotti tenuti a ma-
gazzino possono aumentare di valore e quindi diventare un investimento
(vini di qualita`).
L’accumulo delle scorte non ha solo dei vantaggi ma ci sono anche delle
ragioni per cercare di evitarlo:
• Le scorte rappresentano una immobilizzazione di denaro, sotto forma di
capitale circolante, che si rende percio` indisponibile per altri impieghi;
• Le scorte rallentano la produttivita`: mentre giace in magazzino la
risorsa non e` ne´ lavorata, ne´ tantomeno crea valore aggiunto;
• Le scorte possono diventare obsolete;
• Le scorte nascondono i problemi: scorte elevate disaccoppiano le at-
tivita` produttive e questo fa s`ı che i problemi restino nascosti ren-
dendo impossibile migliorare i processi, soprattutto nell’ottica di una
produzione snella;
• Le scorte si possono danneggiare;
• Le scorte possono essere voluminose e occupare spazi eccessivi rispetto
al loro valore;
• Le scorte possono essere pericolose da immagazzinare per cui richiedono
strutture e strumenti speciali;
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• Le scorte possono comportare altri costi amministrativi e assicurativi.
Una corretta gestione delle scorte consente l’accumulo di materiali solo
quando i relativi benefici superano gli svantaggi, ovvero massimizza la qualita`
del servizio ai clienti e minimizza i costi per l’azienda.
Capitolo 3
Modello Lot-Sizing Senza
Capacita`
3.1 Introduzione
I
n questo capitolo presenteremo il modello Lot-Sizing senza capacita`, dan-
do una descrizione completa delle disuguaglianze lineari dell’inviluppo
convesso di XLS−U . Affronteremo prima lo studio delle soluzioni ottime del
suddetto modello e delle disuguaglianze valide. Infine abbiamo esaminato il
modello Lot-Sizing con costi di Wagner-Whitin.
3.2 Modello Lot-Sizing Senza Capacita`
3.2.1 Formulazione per LS-U
U
n modo naturale di vedere LS-U e` come un problema di flusso di costo
minimo, Definizione 1.41, con l’aggiunta di costi fissi per l’uso di alcuni
archi.
Come abbiamo gia` visto una formulazione del problema e` la seguente:
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min
n∑
t=1
p′txt +
n∑
t=0
h′tst +
n∑
t=1
ftyt (3.1)
s. a st−1 + xt = dt + st, t = 1, . . . , n (3.2)
xt ≤Myt, t = 1, . . . , n (3.3)
s ∈ Rn+1+ , x ∈ Rn, y ∈ [0, 1]n (3.4)
y ∈ Zn (3.5)
s0 = s
∗
0, sn = s
∗
n, (3.6)
dove M e` un numero positivo grande.
Denotiamo con XLS−U l’insieme delle soluzioni ammissibili rispetto ai vincoli
(3.2)-(3.6).
3.2.2 Struttura delle Soluzioni Ottime
I
niziamo con una osservazione che ci aiutera` a semplificare i problemi con
stock iniziale e limite inferiore di stock (Safety Stock).
Osservazione 1. In un problema LS-U, se lo stock iniziale e finale sono fissati e
ci sono dei limiti inferiori di stock, il problema puo` essere riformulato con delle
domande modificate in modo che lo stock iniziale, finale e i limiti inferiori di
stock siano tutti zero.
Dimostrazione. Supponiamo che i valori iniziali fissati sono s0 = s
∗
0, sn = s
∗
n
e i limiti inferiori sono st ≥ s∗t per 1 ≤ t ≤ n−1. Per trattare i limiti inferiori
di stock, dobbiamo prima calcolare:
S0 = s
∗
0
e
St = max[St−1 − dt, s∗t ] per 1 ≤ t ≤ n.
Allora introduciamo delle nuove variabili stock γt e facciamo la sostituzione
γt = st − St ≥ 0
CAPITOLO 3. MODELLO LOT-SIZING SENZA CAPACITA` 40
per t = 0, . . . , n. Dal vincolo (3.2) si ottiene
γt−1 + St−1 + xt = dt + γt + St
=⇒ γt−1 + xt = (dt + St − St−1) + γt,
che sono le equazioni risultanti bilanciate.
Quindi abbiamo ottenuto un problema modificato con le domande dt sosti-
tuite da dt + St − St−1 ≥ 0 per 1 ≤ t ≤ n. La funzione obiettivo e` cos`ı
diventata
min
n∑
t=1
p′txt +
n∑
t=0
h′tst +
n∑
t=1
ftyt
= min
n∑
t=1
p′txt +
n∑
t=0
h′t(γt + St) +
n∑
t=1
ftyt
= min
n∑
t=1
p′txt +
n∑
t=0
h′tγt +
n∑
t=0
h′tSt +
n∑
t=1
ftyt.
(3.7)
Infine, poniamo γ0 = γn = 0.
Supponiamo ora che e` stato deciso in quali periodi produrre, quindi y ∈
{0, 1}n e` conosciuto. Il piano di produzione ottimo e` a questo punto un flusso
di costo minimo, si veda la Figura 3.1, eccetto per gli archi (0, t) che sono
soppressi se yt = 0 , cioe` se la produzione non parte.
Figura 3.1: Rete di flusso con variabili associate.
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Ora presentiamo una proprieta` importante dei problemi di flusso di costo
minimo.
Osservazione 2. Esiste una soluzione ottima, Definizione 1.4, di un problema
di flusso di costo minimo, tale che gli archi corrispondenti a variabili con
flussi strettamente compresi tra i loro limiti superiori e inferiori formano un
grafo aciclico, Definizione 1.37.
Dimostrazione. Sia (x∗, s∗, y∗) la (o una) soluzione ottima. Supponiamo per
assurdo che esita nella rete di flusso del problema, Definizione 1.39, un ciclo,
Definizione 1.36, allora le variabili x∗l , s
∗
l , s
∗
l+1, . . . , s
∗
k−1, x
∗
k hanno tutte valore
positivo, strettamente compreso tra i loro limiti superiori e inferiori. Per
 > 0 sufficientemente piccolo, definiamo due soluzioni alternative (x¯, s¯, y¯) e
(x′′, s′′, y′′) come segue:
x¯l = x
∗
l + , s¯l = s
∗
l + , . . . , s¯k−1 = s
∗
k−1 + , x¯k = x
∗
k − 
x′′l = x
∗
l − , s′′l = s∗l − , . . . , s′′k−1 = s∗k−1 − , x′′k = x∗k + .
Se  e` scelto sufficientemente piccolo, le soluzioni cos`ı costruite sono ammis-
sibili per il problema.
Indichiamo con z∗, z¯, e z′′ i costi associati alle tre soluzioni (x∗, s∗, y∗),
(x¯, s¯, y¯), e (x′′, s′′, y′′). Otteniamo le seguenti relazioni:
z¯ = z∗ + (p′l + h
′
l + · · ·+ h′k−1 − p′k),
z′′ = z∗ − (p′l + h′l + · · ·+ h′k−1 − p′k).
Quindi e` facilmente verificabile che
z¯ − z∗ = (p′l + h′l + · · ·+ h′k−1 − p′k) = −(z′′ − z∗).
D’altra parte, poiche´ z∗ e` il valore ottimo del problema, devono valere le
disuguaglianze
z¯ − z∗ ≥ 0,
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e
z′′ − z∗ ≥ 0.
Da queste tre condizioni ne segue che
z∗ = z¯ = z′′,
cioe` le tre soluzioni sono tutte ottime. In tal caso, aumentando il valore di 
continueremo a mantenere l’ottimalita` delle soluzioni fintantoche´ le variabili
restano non-negative.
Se consideriamo la soluzione z′′ all’aumentare di , la prima variabile che
tocca lo zero e` s′′k−1. E’ immediato verificare che il numero di indici t per cui
s′′t > 0, con t = l, . . . , k, e` diminuito di una unita` rispetto alla soluzione di
partenza (x∗, s∗, y∗). Questo contraddice l’ottimalita` di (x∗, s∗, y∗). Quindi
abbiamo dimostrato che per avere una soluzione ottima, gli archi corrispon-
denti a variabili con flussi strettamente compresi tra i loro limiti superiori e
inferiori formano un grafico aciclico.
Questo risultato ci da` qualcosa di molto importante per la struttura delle
soluzioni ottime di LS-U.
Proposizione 3.2.1. Esiste una soluzione ottima di LS-U tale che st−1xt =
0 per ogni t.
Dimostrazione. Dato y ∈ {0, 1}n, consideriamo una soluzione ottima am-
missibile. Supponiamo st−1 > 0. Lo stock deve essere generato dalla pro-
duzione in qualche periodo k tale che k < t. Cos`ı il flusso negli archi
(0, k), (k, k+ 1), . . . , (t− 1, t) e` positivo. Quindi questi archi insieme all’arco
(0, t) formano un ciclo. Dall’Osservazione 2 segue che per forza xt = 0.
Di conseguenza esiste una soluzione ottima che prevede di produrre solo
quando il magazzino e` vuoto. Cos`ı facendo, abbiamo discretizzato l’insieme
delle possibili decisioni: in ogni periodo in cui c’e` produzione, la quantita`
prodotta sara` uguale alla domanda totale di un certo numero di periodi
consecutivi.
Possiamo ora dare una descrizione completa delle soluzioni ottime.
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Proposizione 3.2.2. Esiste una soluzione ottima di LS-U caratterizzata da:
• un sottoinsieme di periodi 1 ≤ t1 < · · · < tr ≤ n nei quali la produzione
parte. L’importo prodotto in tj e` dtj + · · ·+ dtj+1−1 per j = 1, . . . , r con
tr+1 = n+ 1;
• un sottoinsieme di periodi R ⊆ {1, . . . , n}\{t1, . . . , tr}. C’e` produzione
nei periodi {t1, . . . , tr} ∪R.
La struttura di una soluzione ottima e` mostrata nella figura seguente.
Figura 3.2: Struttura di una soluzione ottima di LS-U.
Definizione 3.1 (Intervalli di Rigenerazione). Gli intervalli [t1, t2−1], [t2, t3−
1], . . . di una soluzione con stock iniziale nullo e con produzione nel primo
periodo in modo da soddisfare la domanda in tutti i periodi dell’intervallo,
sono chiamati intervalli di rigenerazione.
Cos`ı, la Proposizione 3.2.2 mostra che una soluzione ottima puo` essere
decomposta in una sequenza di intervalli di rigenerazione piu` qualche set-up
senza produzione (periodi in R).
Per semplificare la notazione nelle formule che seguono, dati due periodi
k e l, indichiamo con dkl la domanda totale dei periodi k, . . . , l, cioe`
dkl =
l∑
u=k
du.
Terminiamo questa sezione dimostrando la seguente osservazione che serivira`
a semplificare i conti in un teorema successivo.
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Osservazione 3. La funzione obiettivo (3.1) di LS-U puo` essere alternativa-
mente scritta come segue
h0s0 +
n∑
t=1
ptxt +
n∑
t=1
ftyt +K1, (3.8)
dove
pt = p
′
t +
n∑
j=t
h′j per t = 1, . . . , n, h0 =
n∑
t=0
h′t, e K1 = −
n∑
t=1
h′td1t,
oppure come
n∑
t=0
htst +
n∑
t=1
ftyt +K2, (3.9)
dove
ht = h
′
t+p
′
t−p′t+1 per t = 0, . . . , n con p′0 = p′n+1 = 0 e K2 =
n∑
t=1
p′tdt.
Dimostrazione. Usiamo i vincoli di conservazione del flusso (3.2) per elimina-
re dalla funzione obiettivo (3.1) o le variabili produzione xt oppure le variabili
di stock st. Se vogliamo eliminare le variabili di stock dalla funzione obiettivo
(3.1), possiamo usare le (3.2) come segue
t−1∑
u=0
su +
t∑
u=1
xu =
t∑
u=1
du +
t∑
u=1
su
=⇒ st − s0 + d1t =
t∑
u=1
xu
=⇒ st = s0 +
t∑
u=1
xu − d1t. (3.10)
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Quindi sostituendo la (3.10) nella funzione obiettivo (3.1) otteniamo
n∑
t=1
p′txt +
n∑
t=0
h′tst =
n∑
t=1
p′txt +
n∑
t=0
h′t(s0 +
t∑
u=1
xu − d1t)
=
n∑
t=1
p′txt +
n∑
t=0
h′ts0 +
n∑
t=0
h′t
t∑
u=1
xu −
n∑
t=0
h′td1t
=
n∑
t=0
h′ts0 +
n∑
t=1
(p′t + h
′
t + · · ·+ h′n)xt −
n∑
t=0
h′td1t.
Ponendo
pt = p
′
t +
n∑
j=t
h′j per t = 1, . . . , n, h0 =
n∑
t=0
h′t, e K1 = −
n∑
t=1
h′td1t,
otteniamo
n∑
t=1
p′txt +
n∑
t=0
h′tst = h0s0 +
n∑
t=1
ptxt +K1. (3.11)
Considerando la funzione obiettivo completa e sostituendoci la (3.11) otte-
niamo
n∑
t=1
p′txt +
n∑
t=0
h′tst +
n∑
t=1
ftyt = hoso +
n∑
t=1
ptxt +
n∑
t=1
ftyt +K1,
che e` proprio la (3.8).
In modo del tutto analogo si ottiene l’altra formulazione. Eliminando ora
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le variabili di produzione usando xt = dt + st − st−1, otteniamo
n∑
t=1
p′txt +
n∑
t=0
h′tst =
n∑
t=1
p′t(dt + st − st−1) +
n∑
t=0
h′tst
=
n∑
t=1
p′tdt +
n∑
t=1
p′tst −
n∑
t=1
p′tst−1 +
n∑
t=0
h′tst
=
n∑
t=1
p′tdt +
n∑
t=0
p′tst −
n∑
t=0
p′t+1st +
n∑
t=0
h′tst
=
n∑
t=1
p′tdt +
n∑
t=0
(h′t + p
′
t − p′t+1)st,
con p′n+1 = p
′
0 = 0.
Ponendo
ht = h
′
t + p
′
t − p′t+1, per t = 0, . . . , n e K2 =
n∑
t=1
p′tdt,
e considerando la funzione obiettivo completa, otteniamo
n∑
t=1
p′txt +
n∑
t=0
h′tst +
n∑
t=1
ftyt =
n∑
t=0
htst +
n∑
t=1
ftyt +K2,
che e` proprio la (3.9).
3.2.3 Disuguaglianze Valide
V
ogliamo trovare delle disuguaglianze valide, Definizione 1.19, soddisfatte
da tutti i punti in XLS−U , cioe` quei punti che soddisfano i vincoli (3.2)-
(3.5).
Una prima classe di disuguaglianze valide la possiamo trovare facendo il
seguente ragionamento. Supponiamo di avere un intervallo temporale di 8
periodi, con delle domande non-negative per ogni periodo e di avere uno
stock iniziale strettamente positivo, mentre tutti gli altri si nulli per i =
1, . . . , 8. Se supponiamo che il periodo 2 fosse l’ultimo periodo dell’orizzonte,
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noi potremmo anche scrivere x2 ≤ d2y2 e lo potremmo considerare come un
vincolo.
Ma d2 e` un valido limite superiore di x2 solo se il periodo 2 e` l’ultimo
periodo o se non c’e` stock alla fine del periodo 2. Quindi un valido limite
superiore di x2 e` x2 ≤ d2 + s2. Allora una valida implicazione e`
s2 = 0 =⇒ x2 ≤ d2y2.
Questa implicazione puo` essere convertita nella disuguaglianza lineare valida
seguente
x2 ≤ d2y2 + s2,
che e` valida perche` in qualsiasi soluzione ammissibile di LS-U:
• o y2 = 0 e la disuguaglianza e` soddisfatta perche` y2 = 0 implica x2 = 0
e quindi 0 ≤ s2;
• oppure y2 = 1 e x2 ≤ d2 + s2 e` un valido limite superiore per x2.
Usando lo stesso ragionamento e partendo da un limite superiore xt ≤
dtl + sl per qualsiasi l ≥ t, la disuguaglianza precedente puo` essere generaliz-
zata come segue
xt ≤ dtlyt + sl per tutti 1 ≤ t ≤ l ≤ n,
per arbitrari domanda e periodo dati.
Quindi un caso particolare e`
xt ≤ dtyt + st. (3.12)
Ora proviamo a dare un’ulteriore dimostrazione per la sua validita`. Usando
le (3.2) possiamo scrivere le variabili produzione come segue
xt = dt + st − st−1. (3.13)
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Sostituendo la (3.13) nella (3.12) si ottiene
−st−1 + dt + st ≤ dtyt + st
=⇒ st−1 ≥ (1− yt)dt.
In questa forma, e` facile vedere che la disuguaglianza e` valida. Se yt = 0,
allora non c’e` produzione nel periodo t, e quindi lo stock entrante st−1 deve
almeno contenere la domanda per il periodo t. D’altra parte, se yt = 1 la
disuguaglianza si riduce a st−1 ≥ 0 che e` comunque valida.
Generalizziamo ora la disuguaglianza (3.12).
Proposizione 3.2.3. Dati 1 ≤ l ≤ n, L = {1, . . . , l} e S ⊆ L, allora le
disuguaglianze (l, S) ∑
j∈S
xj ≤
∑
j∈S
djlyj + sl (3.14)
sono valide per XLS−U .
Dimostrazione. Consideriamo un punto (s, y) ∈ XLS−U .
Se
∑
j∈S yj = 0, allora xj = 0 per j ∈ S e quindi sl ≥ 0, la disuguaglianza e`
valida. D’altra parte, poniamo t = min{j ∈ S : yj = 1}. Allora
∑
j∈S
xj ≤
l∑
j=t
xj ≤ dtl + sl ≤
∑
j∈S
djlyj + sl,
dove la prima disuguaglianza segue dalla definizione di S, dalla non negati-
vita` delle xj e dalla definizione di t, la seconda disuguaglianza segue dalle
equazioni della conservazione del flusso, e la terza usando yt = 1 e la non
negativita` delle yi.
Osserviamo che la disuguaglianza (l, S) puo` essere riscritta in modo di-
verso. Usando ∑
j∈L
xj = d1l + sl
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e scrivendo la (3.14) nel seguente modo
−
∑
j∈S
xj ≥ −
∑
j∈S
djlyj − sl,
otteniamo ∑
j∈L
xj −
∑
j∈S
xj ≥ −
∑
j∈S
djlyj − sl + d1l + sl
=⇒
∑
j∈L\S
xj +
∑
j∈S
djlyj ≥ d1l. (3.15)
Il teorema seguente da` una descrizione completa dell’inviluppo convesso
delle soluzioni ammissibili di X.
Teorema 3.2.4. Quando s0 = sn = 0, i vincoli (3.2)-(3.4) insieme alle
disuguaglianze (l, S) date dalla (3.14) danno una descrizione completa delle
disuguaglianze lineari di conv(XLS−U).
Dimostrazione. Prima di iniziare la dimostrazione, andiamo a dare alcune
linee guida per la comprensione dei ragionamenti successivi.
Supponiamo che X ⊆ Zn e` un insieme intero e P e` una formulazione per X,
allora P = {x ∈ Rn+ : Ax ≥ b}, X = P ∩ Zn, e conv(X) ⊆ P . Assumiamo
per semplicita` che conv(X) 6= ∅, che sia conv(X) che P hanno punti estremi
e che conv(X) non e` costituito da un solo punto.
Come possiamo dimostrare che P = conv(X)? Iniziamo a dimostrare che
dim(conv(X) = dim(P ), e che per qualsiasi c ∈ Rn e per qualche M(c) 6=
X con il valore ottimo finito, allora M(c) ⊆ {x : aqx = bq} per qualche
disuguaglianza aqx ≥ bq definita in P , dove P ∩ {x : aqx = bq} e` una faccia
propria di P . Qui M(c) = arg min{cx : x ∈ X} e` l’insieme delle soluzioni
ottime per un dato vettore costo c ∈ Rn. Questa condizione e` sufficiente
perche`, se pix ≥ pi0 definisce una faccia di conv(X), e poniamo c = pi, allora
M(pi) puo` trovarsi solamente in questa faccia. Segue da questo che le facce
di P contengono tutte le facce del conv(X).
Iniziamo la dimostrazione del teorema. Assumiamo che s0 = sn = 0 e
anche che le domande dt siano strettamente positive per ogni t = 1, . . . , n.
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Riscrivendo l’insieme delle soluzioni XLS−U nello spazio (x, y), otteniamo
xt ≤Myt, t = 1, . . . , n (3.16)
x ∈ Rn+, y ∈ {0, 1}n, (3.17)
in modo diretto dai vincoli (3.3)- (3.4), mentre gli altri vincoli li ricaviamo
come segue.
Consideriamo L = {1, . . . n}, sappiamo che∑
j∈L
xj = d1n + sn, (3.18)
da ipotesi abbiamo sn = 0, quindi otteniamo
n∑
u=1
xu = d1n, (3.19)
che e` il terzo vincolo di interesse. L’ultimo lo ricaviamo nel seguente modo.
Consideriamo sempre la (3.18) ma con L = {1, . . . , t} e 1 ≤ t ≤ n − 1.
Sappiamo che si ≥ 0 per i = 1, . . . , n− 1, quindi dalla (3.18) otteniamo
t∑
u=1
xu ≥ d1t. (3.20)
Quindi l’insieme XLS−U nello spazio (x, y) e` rappresentato dai vincoli (3.16),
(3.17), (3.19) e (3.20).
Consideriamo un insieme P come formulazione per X, cioe` P = {x ∈ Rn+ :
Ax ≥ b}. Nel nostro caso P e` descritto dai vincoli (3.19), (3.20), x ∈ Rn+,
y ∈ [0, 1]n e dalle disuguaglianze (l, S) scritte nella forma (3.15).
Per prima cosa dimostriamo che dim(conv(X)) = dim(P ).
Tutti i punti di X soddisfano le equazioni (3.19) e y1 = 1 quindi la sua
dimensione e` al massimo 2n− 2. Dimostriamo che X contiene precisamente
2n− 1 punti affinemente indipendenti, Definizione 1.11.
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Consideriamo la seguente matrice di dimensione 2n× (2n− 1):
A =

d1n d1 d1 d1 . . . d1n d1n d1n d1n . . .
0 d2n d2 d2 . . . 0 0 0 0 . . .
0 0 d3n d3 . . . 0 0 0 0 . . .
0 0 0 d4n . . .
...
...
...
... . . .
...
...
...
... . . .
...
...
...
... . . .
1 1 1 1 . . . 1 1 1 1 . . .
0 1 1 1 . . . 1 1 1 1 . . .
0 0 1 1 . . . 0 1 1 1 . . .
0 0 0 1 . . . 0 0 1 1 . . .
...
...
...
... . . .
...
...
...
... . . .

Interpretata in questo modo: pensiamola come una matrice con 4 blocchi, i
due blocchi superiori destro e sinistro riguardano la produzione quindi le xt,
mentre i due blocchi inferiori indicano quando la produzione viene attivata
quindi le yt. Sappiamo che dt sono tutte strettamente positive, quindi a
maggior ragione d1 > 0, di conseguenza la produzione nel primo periodo deve
essere per forza positiva, avendo per ipotesi che s0 = 0. La prima colonna
della matrice indica che tutte le domande di con i = 1, . . . , n sono prodotte
nel primo periodo e quindi attiviamo la produzione nel primo periodo (il 1
nella posizione (n + 1, 1)). La seconda colonna indica che produciamo la
domanda d1 nel primo periodo e le restanti domande nel secondo periodo
e quindi attiviamo la produzione rispettivamente nei due periodi. Per n
colonne possiamo fare questo ragionamento. Arrivati all’n+ 1-esima colonna
dobbiamo cambiare modo di ragionare: si producono tutte le domande di con
i = 1, . . . , n nel primo periodo ma attiviamo la produzione non solo nel primo
periodo ma anche nel secondo (infatti troviamo due 1, uno nella posizione
(n + 1, n + 1) l’altro nella (n + 2, n + 1)). Questa non sara` una soluzione
ottima ma e` comunque una soluzione ammissibile. E il ragionamento rimane
questo fino alla fine della matrice. Quindi abbiamo costruito una matrice
che se la andiamo a interpretare e` costituita dalle soluzioni ammissibile di
X. Ora se andiamo a sottrarre la prima colonna a tutta la matrice otteniamo
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una nuova matrice con una colonna in meno cos`ı fatta:
B =

−d2n −d2n −d2n . . . 0 0 0 0 . . .
d2n d2 d2 . . . 0 0 0 0 . . .
0 d3n d3 . . . 0 0 0 0 . . .
0 0 d4n . . .
...
...
...
... . . .
...
...
...
... . . .
...
...
...
... . . .
0 0 0 . . . 0 0 0 0 . . .
1 1 1 . . . 1 1 1 1 . . .
0 1 1 . . . 0 1 1 1 . . .
0 0 1 . . . 0 0 1 1 . . .
...
...
...
... . . .
...
...
...
... . . .

Andiamo ad analizzare i blocchi della matrice B: il blocco in basso a destra,
tolta la riga degli zeri, e` triangolare inferiore e quindi invertibile, il blocco in
alto a sinistra, tolta la prima riga, e` sempre un blocco quadrato triangolare
inferiore quindi invertibile. Abbiamo quindi ottenuto dalla matrice B una
matrice, che tolta la prima riga e la riga degli zeri, e` di dimensione (2n −
2) × (2n − 2) ed e` invertibile, quindi le 2n − 2 colonne sono linearmente
indipendenti. Quindi lo sono anche le colonne della matrice B. La matrice A
ha quindi 2n−1 punti affinemente indipendenti. Abbiamo quindi dimostrato
che la dimensione del conv(X) e` esattamente 2n− 2.
Ora possiamo vedere che anche P soddisfa queste equazioni poiche´ la sua
descrizione include l’equazione (3.19), y1 ≤ 1 e la disuguaglianza (l, S) con
l = 1, S = ∅, la quale e` cos`ı descritta x1 ≥ d1. Quindi abbiamo dimostrato
che dim(conv(X)) = dim(P ).
Definiamo con M(p, f) l’insieme di tutte le soluzioni ottime del problema
OPT (XLS−U , (p, f)) di minimizzare la funzione obiettivo data da (3.8) sopra
l’insieme XLS−U .
Osserviamo che
∑n
t=1 xt = d1n e` soddisfatta in tutti i punti, quindi possia-
mo aggiungere qualsiasi multiplo del primo membro del vincolo alla funzione
obiettivo senza modificare M(p, f). Quindi supponiamo senza perdita di
generalita` che mint pt = 0. Sappiamo anche che y1 = 1 quindi possiamo
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assumere che f1 = 0.
Se ft < 0 per qualche t ≥ 2, allora
M(p, f) ⊆ {(x, y) : yt = 1},
quindi
P ∩ {(x, y) : yt = 1}
e` una faccia propria di P .
Supponiamo, da ora in poi, che ft ≥ 0 per t ≥ 2.
Poniamo l = arg maxt{pt + ft > 0}. Poiche´ (p, f) 6= (0, 0), abbiamo
1 ≤ l ≤ n. Supponiamo che pk = fk = 0 per qualche k < l. Allora
M(p, f) ⊆ {(x, y) : xl = 0},
quindi
P ∩ {(x, y) : xl = 0}
e` una faccia propria di P .
D’altra parte abbiamo pi + fi > 0 per i = 1, . . . , l e pi = fi = 0 per
i = l + 1, . . . , n. Siano L = {1, . . . , l} e S = {t ∈ L : pt > 0} con 1 ∈ S.
Notiamo che dalla definizione di l, tutta la domanda dopo il periodo l puo`
essere prodotta a costo zero. Dimostriamo che
M(p, f) ⊆ {(x, y) :
∑
t∈S
xt +
∑
t∈L\S
dtlyt = d1l},
in modo da poter concludere anche in questo caso che
P ∩ {(x, y) :
∑
t∈S
xt +
∑
t∈L\S
dtlyt = d1l}
e` una faccia propria di P .
Consideriamo una soluzione ottima (x∗, y∗, s∗). Supponiamo che
τ = min{t ∈ L \ S : y∗t = 1}.
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Poiche´ pτ = 0, si puo` produrre un importo maggiore o uguale a dτl a
costo zero in τ . E poiche´ pt + ft > 0 per tutti t ∈ L con t > τ , in una
soluzione ottima si ha x∗t = y
∗
t = 0 per tutti t ∈ L con t > τ . Questo vale
perche` altrimenti una soluzione migliore sarebbe ottenuta riducendo x∗t e/o
y∗t e aumentando x
∗
τ , il che contraddice l’ottimalita` di (x
∗, y∗, s∗). Cos`ı∑
t∈L\S
dtly
∗
t = dτly
∗
τ = dτl
e ∑
t∈S:t≥τ
x∗t = 0.
Poiche´ y∗t = x
∗
t = 0 per tutti t ∈ L \ S con t < τ , allora
τ−1∑
t=1
x∗t =
∑
t∈S:t<τ
x∗t ≥ d1,τ−1.
Ma dal fatto che pt > 0 per tutti i periodi t ∈ S con t < τ , una soluzione
puo` essere ottimale solo se ∑
t∈S:t<τ
x∗t = d1,τ−1.
Questo vale perche` altrimenti una soluzione migliore puo` essere ottenuta
riducendo
∑
t∈S:t<τ x
∗
t e incrementando x
∗
τ , ma questo e` in contraddizione
con l’ottimalita` di (x∗, y∗, s∗).
Cos`ı abbiamo dimostrato che∑
t∈S:t<τ
x∗t +
∑
t∈S:t≥τ
x∗t +
∑
t∈L\S
dtly
∗
t = d1,τ−1 + 0 + dτl = d1l.
Nel caso speciale in cui y∗t = 0 per tutti t ∈ L \ S, otteniamo
l∑
t=1
x∗t =
∑
t∈S
x∗t = d1l,
perche` la produzione nel periodo l + 1 ha costo zero.
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Infine notiamo che quando l = n, L \ S 6= 0 perche` mint pt = 0.
Riassumiamo quello che abbiamo fatto caso per caso dicendo che se pren-
diamo una faccia di conv(X) del tipo pix ≥ pi0, ponendo pi = (p, f) allora
M(p, f) puo` trovarsi solo in questa faccia. Quindi le facce di P contengono
tutte le facce di conv(X) e la dimostrazione e` conclusa.
3.2.4 Formulazione Estesa per LS-U
C
onsideriamo ora una formulazione per LS-U che prende in considerazione
alcune variabili informative in modo molto naturale.
Prendiamo wut con u ≤ t, come la quantita` prodotta nel periodo u soddi-
sfacendo la domanda nel periodo t. Questo porta alla seguente formulazione
min
n∑
u=1
puxu +
n∑
t=1
ftyt (3.21)
t∑
u=1
wut = dt 1 ≤ t ≤ n (3.22)
wut ≤ dtyu 1 ≤ u ≤ t ≤ n (3.23)
xu =
n∑
t=u
dtwut 1 ≤ u ≤ n (3.24)
y ∈ [0, 1]n, wut ∈ R 1 ≤ u ≤ t ≤ n (3.25)
y ∈ Zn. (3.26)
Il vincolo (3.22) dimostra che la domanda e` soddisfatta in ogni periodo, e
(3.23) mostra che la variabile yu = 1 ogni volta che c’e` produzione nel periodo
u. Le equazioni (3.24) sono il collegamento tra le variabili di produzione
originali x e le nuove variabili w. Notiamo che possiamo completamente
eliminare le vecchie variabili x dalla funzione obiettivo usando le (3.24).
Quanto e` piu` buona questa nuova formulazione QFL−U = {(x, y, w) :
(3.22)− (3.25)} rispetto alla (3.2)-(3.4)?
La risposta e` che la formulazione non puo` essere migliorata.
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Teorema 3.2.5. Il programma lineare
min{px+ qy : (x, y, w) ∈ QFL−U}
ha una soluzione ottima con y intero, e quindi risolve LS-U.
Per la dimostrazione si veda [7].
3.3 Costi di Wagner-Whitin
I
n questa sezione esamineremo il problema di Lot-Sizing ad un singolo pro-
dotto con i costi di Wagner-Whitin sopra ad un orizzonte temporale di
lunghezza n, si veda [12]. La presentazione del modello e` cos`ı costituita:
consideriamo in un primo momento la struttura delle soluzioni che rendono
minimo lo stock e usiamo queste per derivare una formulazione estesa del
problema, poi dimostriamo che la matrice dei vincoli risultante e` totalmente
unimodulare e infine che dalla proiezione si puo` descrivere l’inviluppo con-
vesso delle soluzioni che rendono minimo lo stock e deriviamo un algoritmo
combinatorio per il problema di separazione risultante.
Definizione 3.2. Un problema di Lot-Sizing ha costi di Wagner-Whitin se
p′t+h
′
t−p′t+1 ≥ 0 per qualsiasi t = 0, . . . , n−1, dove p′t, h′t sono rispettivamente
il costo di produzione di una unita` di merce e il costo di stoccaggio di una
unita` di merce nel periodo t.
Denotiamo con ht = p
′
t+h
′
t−p′t−1. Come abbiamo gia` visto la formulazione
per questo modello e` data dalle (2.5)-(2.7).
Da ora in poi riscriveremo sempre i costi cos`ı che p′t = 0 per qualsiasi t.
Con questa normalizzazione notiamo che p′t = 0 =⇒ ht ≥ 0 per qualsiasi t, e
quindi e` precisamente equivalente alla condizione dei costi di Wagner-Whitin.
Ora consideriamo la forma delle soluzioni ottime. Un punto importante e`
che con ht ≥ 0 per qualsiasi t, e` sempre ottimo produrre piu` tardi possibile.
In altre parole, dati i periodi di produzione y ∈ {0, 1}n, e` ottimo soddisfare
la domanda del periodo t dall’ultimo periodo di produzione prima o uguale
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a t. Alternativamente sk−1 contiene la domanda dj per il periodo j ≥ k solo
se non c’e` un periodo di produzione nell’intervallo temporale [k, . . . , j].
Quanto appena detto puo` essere riformulato come segue:
Proposizione 3.3.1. Con i costi di Wagner-Whitin, se yi = 1 per i ∈ T , e
yi = 0 altrimenti, allora esiste una soluzione ottima della forma:
sk−1 = 0 se k ∈ T
sk−1 = dk,φT (k) se k ∈ N \ T
dove φT (k) = max{j : j ≥ k, T ∩ {k, . . . , j} = ∅}.
Alternativamente, puo` essere riscritta come:
sk−1 = max
j=k,...,n
[dkj(1− Ykj)]+, (3.27)
dove si e` usata la notazione Ykj =
∑j
i=k yi. In questo modo possiamo vedere
che sk−1 = dkj se e solo se yi = 0 per i = k, . . . , j e yj+1 = 1, ed e` esattamente
quello che abbiamo detto sopra.
Questo immediatamente suggerisce una formulazione estesa, Definizione
1.30, per il problema LS-U con i costi di Wagner-Whitin. Poniamo:
• δlk−1 = 1 se sk−1 e` abbastanza grande da contenere la domanda dl per
l ≥ k, e δlk−1 = 0 altrimenti.
Consideriamo la seguente formulazione:
min
n∑
t=0
htst +
n∑
t=1
ftyt (3.28)
s. a sk−1 =
n∑
l=k
dlδ
l
k−1, k = 1, . . . , n (3.29)
δlk−1 ≥ 1− Ykl, 1 ≤ k ≤ l ≤ n (3.30)
δlk ∈ R+, 0 ≤ yk ≤ 1, s ∈ Rn+1+ 1 ≤ k ≤ l ≤ n (3.31)
y ∈ Zn. (3.32)
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Consideriamo i vincoli (3.29) e (3.30), otteniamo
sk−1 ≥
l∑
j=k
dj(1− Ykj). (3.33)
Osservazione 4. La disuguaglianza (3.33), chiamata disuguaglianza (l, S,WW ),
sk−1 ≥
l∑
j=k
dj(1− yk − · · · − yj),
puo` essere riscritta come
sk−1 +
l∑
j=k
djlyj ≥ dkl,
o come una disuguaglianza (l, S)
k−1∑
j=1
xj +
l∑
j=k
djlyj ≥ d1l.
La cosa interessante nella pratica e` che questa formulazione e` la migliore
possibile.
Proposizione 3.3.2. La matrice dei vincoli (3.30)-(3.31) e` una matrice
totalmente unimodulare, Definizione 1.23.
Per la dimostrazione si veda [12].
Corollario 3.3.3. Il programma lineare (4.26)-(3.31) e` una formulazione
estesa per LS-U in presenza dei costi di Wagner-Whitin.
Ora consideriamo la proiezione del poliedro (3.29)-(3.31) e poniamo con
XWW−U l’insieme dei punti (s, y) che soddisfano i vincoli (3.29)-(3.32).
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Teorema 3.3.4. Il poliedro PU :
st−1 ≥
k∑
j=t
dj(1− Ytj) 1 ≤ t ≤ k ≤ n
0 ≤ yt ≤ 1 1 ≤ t ≤ n
e` intero, Definizione 1.21. Con i costi Wagner-Whitin, ottimizzare sopra a
PU risolve il problema LS-U. Quindi PU = conv(XWW−U).
Questo risultato ci dice che c’e` un programma lineare con solamente 2n
variabili e n(n + 1)/2 vincoli che risolvono WW − U . Questo ci dice che il
sottoinsieme (l, S,WW ) delle disuguaglianze (l, S) della forma (3.33) sono
sufficienti in presenza dei costi di Wagner-Whitin.
Dimostrazione Teorema 3.3.4. La matrice corrispondente ai vincoli (3.30)
consiste di una matrice identita` e di una matrice con con tutti 1 consecutivi
in qualsiasi riga, la quale conosciuta come matrice totalmente unimodulare.
Quindi, dal Teorema 1.3.4, PU e` un poliedro intero.
Ora consideriamo la sua proiezione projs,yP
U nello spazio (s, y). Nella
proiezione, applicando il procedimento di eliminazione di Fourier, si veda
[1], vogliamo eliminare la variabile δjt ; l’unico modo e` di sostituirla con il
suo limite inferiore (1−∑ju=t+1 yu) oppure con il suo limite inferiore 0, dati
dalla (3.30). Cos`ı, per ogni sottoinsieme Tt di {t+ 1, . . . , n}, otteniamo una
disuguaglianza della forma
st ≥
∑
j∈Tt
dj(1−
j∑
u=t+1
yu).
Pero`, alcune di queste disuguaglianze sono ridondanti e possono essere eli-
minate. Consideriamo qualsiasi punto (s∗, y∗) che e` tagliato fuori da una di
queste disuguaglianze per qualche t e per qualche Tt ⊆ {t + 1, . . . , n}. Sup-
poniamo che
∑k
u=t+1 y
∗
u < 1 ≤
∑k+1
u=t+1 y
∗
u. Questo punto e` anche tagliato
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fuori dalla disuguaglianza
st ≥
k∑
j=t+1
dj(1−
j∑
u=t+1
yu).
Segue che queste ultime disuguaglianze bastano a descrivere conv(XWW−U).
Capitolo 4
Problema di Lot-Sizing Senza
Capacita` con Vendite e Scorte
di Sicurezza
4.1 Introduzione
I
n questo capitolo presenteremo il tema principale di questa tesi, il problena
di Lot-Sizing ad un singolo prodotto senza capacita` con vendite e scorte
di sicurezza, si veda [8]. Il problema generale, come abbiamo visto nel capi-
tolo precedente, e` di minimizzare il costo totale. In questo capitolo andremo
a massimizzare il profitto, in quanto le domande non sono pre-specificate e
sono presenti dei limiti superiori per le vendite e dei limiti inferiori per le
scorte (safety stock). In un primo momento presenteremo il modello ULS3
(che sta per Uncapacitated Lot-Sizing Problem with Sales and Safety Stock),
e poi lo formuleremo con un programma intero misto. Quindi ricaveremo for-
mulazioni equivalenti in cui esiste una domanda fissa (positiva o negativa).
Successivamente analizzeremo la struttura delle soluzioni ottime che ci per-
mette di concludere che la programmazione dinamica fornisce un algoritmo
polinomiale per ULS3.
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4.2 Modello ULS3 e Algoritmo Risolutivo
4.2.1 Formulazioni Equivalenti per ULS3
N
el problema ULS3 consideriamo un orizzonte temporale di lunghezza n
diviso in periodi indicizzati da t, con 1 ≤ t ≤ n.
Per ogni singolo prodotto abbiamo i seguenti parametri:
• L0 ≥ 0, scorta iniziale;
• ut, limite superiore di vendita nel periodo t;
• Lt ≥ 0, limite inferiore di scorta nel periodo t;
• pt, prezzo unitario di vendita nel periodo t;
• ct, prezzo unitario di produzione nel periodo t;
• ht, prezzo per tenere in magazzino un’unita` di merce dal periodo t al
periodo t+ 1;
• ft, costo fisso di produzione nel periodo t.
Le variabili prese in considerazione sono:
• xt, quantita` prodotta nel periodo t;
• st, quantita` immagazzinata alla fine del periodo t;
• vt, quantita` venduta nel periodo t;
• yt ∈ {0, 1}, variabile binaria tale che yt = 1 se xt > 0.
Una formulazione per il problema di massimizzazione del profitto e` la
seguente:
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max
n∑
t=1
ptvt −
n∑
t=1
ctxt −
n∑
t=1
htst −
n∑
t=1
ftyt, (4.1)
s. a st−1 + xt = vt + st, t = 1, . . . , n, (4.2)
0 ≤ vt ≤ ut, t = 1, . . . , n, (4.3)
xt ≤Myt, t = 1, . . . , n, (4.4)
st ≥ Lt, t = 1, . . . , n, (4.5)
s0 = L0, (4.6)
xt ≥ 0, 0 ≤ yt ≤ 1, t = 1, . . . , n, (4.7)
yt intero, t = 1, . . . , n, (4.8)
dove M e` una costante positiva grande.
I vincoli (4.2) sono i soliti vincoli di conservazione della quantita` del prodot-
to nel periodo t, i vincoli (4.3) impongono il limite superiore di vendita nel
periodo t, i vincoli (4.4) impongono yt = 1 quando xt e` positivo. In effetti,
se xt > 0 allora (4.4) costringe yt a prendere un valore positivo; dato che
yt e` una variabile binaria, questo valore non puo` essere altro che 1. Con-
temporaneamente, quando yt = 1, lo stesso vincolo impone anche un vincolo
superiore M al valore di xt. Comunque c’e` sempre una soluzione ottima
con xt < M salvo che ct +
∑n
i=t hi < 0. Qualsiasi valore di M maggiore
di
∑n
t=1 ut + maxt=1,...,n Lt e` sufficiente. Infine i vincoli (4.5) impongono un
limite inferiore di stoccaggio (scorte di sicurezza) nel periodo t.
Presentiamo ora un problema equivalente. La differenza sta nell’intro-
duzione di domande dt, che potrebbero anche essere negative, e di nuove
variabili scorta σt, con limite inferiore zero.
CAPITOLO 4. ULS3 64
La formulazione del problema ora ha la seguente forma:
max
n∑
t=1
ptvt −
n∑
t=1
ctxt −
n∑
t=1
htσt −
n∑
t=1
ftyt, (4.9)
s. a σt−1 + xt = dt + vt + σt, t = 1, . . . , n, (4.10)
0 ≤ vt ≤ ut, t = 1, . . . , n, (4.11)
xt ≤Myt, t = 1, . . . , n, (4.12)
σ0 = 0, σt ≥ 0, t = 1, . . . , n, (4.13)
xt ≥ 0, 0 ≤ yt ≤ 1, t = 1, . . . , n, (4.14)
yt intero, t = 1, . . . , n. (4.15)
Mostriamo come si passa dalla (4.1) alla (4.9). Poniamo
σt = st − Lt ≥ 0 (4.16)
notando che la disuguaglianza si ottiene dai vincoli (4.5) e poniamo
dt = Lt − Lt−1, (4.17)
per qualsiasi t. Quindi andando a sostituire nella (4.1), le st date dalla (4.16)
si ottiene
max
n∑
t=1
ptvt −
n∑
t=1
ctxt −
n∑
t=1
ht(σt + Lt)−
n∑
t=1
ftyt
=⇒ max
n∑
t=1
ptvt −
n∑
t=1
ctxt −
n∑
t=1
htσt −
n∑
t=1
htLt −
n∑
t=1
ftyt.
Notando che
∑n
t=1 htLt e` costante, allora otteniamo
max
n∑
t=1
ptvt −
n∑
t=1
ctxt −
n∑
t=1
htσt −
n∑
t=1
ftyt,
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che e` proprio la (4.9).
Viceversa, per passare dalla (4.9) alla (4.1) poniamo
L0 = max{0,max
t
[−
t∑
i=1
di]},
Lt = L0 +
t∑
i=1
di
e
st = Lt + σt,
per qualsiasi t.
Quindi a questo punto abbiamo vt che e` una variabile che rappresenta
la quantita` venduta ed e` distinta dalla domanda dt fissata nel periodo t.
Le domande dt possono anche essere negative, precisamente quando Lt <
Lt−1. Questo fenomeno lo possiamo interpretare come un flusso di prodotto
entrante nel nodo t.
Esempio 4.2.1. Facciamo un esempio numerico, prendiamo in considera-
zione il seguente caso
Trasformiamo ora i limiti inferiori di stock in domande nel seguente mo-
do. Sappiamo che valgono le (4.16) e (4.17). Quindi dalla (4.16) otteniamo
σt ≥ 0 per t = 0, . . . , 4, e dalla (4.17) otteniamo:
d1 = L1 − L0 = 5− 3 = 2,
d2 = L2 − L1 = 2− 5 = −3,
d3 = L3 − L2 = 4− 2 = 2,
d4 = L4 − L3 = 3− 4 = −1,
graficamente abbiamo
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Siamo quindi passati da dei limiti inferiori di stock a delle domande, sia
positive che negative.
Diamo una terza formulazione equivalente al problema di massimizzazione
del profitto, eliminando le variabili σt. Definiamo dij =
∑j
t=i dt. Dalla (4.10)
otteniamo
σt = σt−1 + xt − dt − vt.
=⇒ σt − σt−1 = xt − dt − vt.
Passando alle sommatorie, otteniamo
t∑
i=1
σi −
t−1∑
i=1
σi =
t∑
i=1
xi −
t∑
i=1
di −
t∑
i=1
vi (4.18)
=⇒ σt =
t∑
i=1
xi −
t∑
i=1
vi − d1t.
Ma dalla (4.13) otteniamo
σt =
t∑
i=1
xi −
t∑
i=1
vi − d1t ≥ 0, (4.19)
quindi
t∑
i=1
xi ≥
t∑
i=1
vi + d1t. (4.20)
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Otteniamo la seguente formulazione
max
n∑
t=1
ptvt −
n∑
t=1
ctxt −
n∑
t=1
ftyt, (4.21)
s. a
t∑
i=1
xi ≥
t∑
i=1
vi + d1t, t = 1, . . . , n, (4.22)
0 ≤ vt ≤ ut, t = 1, . . . , n, (4.23)
xt ≤Myt, t = 1, . . . , n, (4.24)
xt ≥ 0, 0 ≤ yt ≤ 1, t = 1, . . . , n, (4.25)
yt intero, t = 1, . . . , n. (4.26)
Notiamo che le tre formulazioni sono equivalenti nel senso che c’e` una
corrispondenza 1 : 1 tra le loro soluzioni ammissibili.
4.2.2 Struttura delle Soluzioni Ottime
P
er derivare un algoritmo per ULS3, dobbiamo considerare la struttura
delle soluzioni ottime.
Definizione 4.1. Sia X ⊆ R3n essere l’insieme delle soluzioni ammissibili
per la terza formulazione descritta dai vincoli (4.22)- (4.25).
Supponiamo, in tutta questa sezione, per semplificare le cose che ft ≥ 0
e ct +
∑n
i=t hi ≥ 0 per qualsiasi t. Allora c’e` sempre una soluzione ottima
con xt < M . Consideriamo, in questo momento la seconda formulazione
del problema data dalle (4.9)-(4.15). Se y∗ ∈ {0, 1}n e` fissato, il problema
diventa un problema di flusso di costo minimo mostrato nella Figura 4.1.
Come abbiamo gia` detto nell’Osservazione 2 del Capitolo 3: in una soluzione
ottima (x∗, v∗, σ∗), le variabili relative ad essa formano un grafo aciclico. Tale
soluzione ottima si decompone in modo standard in intervalli di rigenerazione,
Definizione 3.1.
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Figura 4.1: Rete di flusso di ULS3.
Guardiamo gli intervalli [i, i+1, . . . , j] nei quali σ∗i−1 = 0, σ
∗
i > 0, . . . , σ
∗
j−1 >
0, e o vale σ∗j = 0 oppure j = n e σ
∗
n > 0. Consideriamo prima gli intervalli
di rigenerazione nel caso in cui σ∗j = 0, chiamati intervalli di rigenerazione
del primo tipo, Figura 4.2. Chiaramente, se 0 < x∗l < M e 0 < x
∗
k < M con
i ≤ k < l ≤ j, l’insieme delle variabili forma un ciclo. Allora dall’Osservazio-
ne 2 esiste al massimo un periodo k nell’intervallo [i, . . . , j] con x∗k > 0. Se
x∗k > 0, tutte le variabili v
∗
l sono uguali a 0 oppure a ul in modo da evitare
di creare un ciclo. Alternativamente, se x∗k = 0 per tutti k = i, . . . , j, allora
al massimo una variabile v∗l puo` essere 0 < v
∗
l < ul.
Figura 4.2: Intervalli di rigenerazione del primo tipo.
Consideriamo gli intervalli in cui σ∗n > 0, chiamati intervalli di rige-
nerazione del secondo tipo, Figura 4.3. Allora il valore dell’arco (t, s) non
puo` essere nullo, ma visto che non dobbiamo formare un ciclo allora avremo
x∗k = 0 e v
∗
k = 0 oppure v
∗
k = uk per tutti i k = i, . . . , j.
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Figura 4.3: Intervalli di rigenerazione del secondo tipo.
Consideriamo un intervallo di rigenerazione nel quale σj = 0. Ci sono
j− i+1 problemi di flusso di costo minimo, uno per ogni l = i, . . . , j. Quindi
il valore βij di una soluzione ottima in questo intervallo puo` essere trovato
risolvendo j − i+ 2 problemi di flusso di costo minimo.
Fissiamo l, prendiamo xl > 0, quindi yl > 0, e xt = yt = 0 per qualsiasi
t 6= l. C’e` anche un problema finale nel quale xt = 0 per t = i, . . . , j, il quale
corrisponde al caso in cui non c’e` produzione.
Per l ∈ {i, . . . , j}, il problema (4.9)-(4.14) diventa
βlij = max
j∑
t=i
ptvt − clxl −
j∑
t=i
htσt − fl (4.27)
s. a σl−1 + xl = dl + vl + σl, (4.28)
σt−1 = dt + vt + σt, t = i, . . . , j, t 6= l, (4.29)
σi−1 = 0, (4.30)
σj = 0, se j 6= n, (4.31)
0 ≤ vt ≤ ut, t = 1, . . . , n, (4.32)
xt, σt ≥ 0, t = 1, . . . , n. (4.33)
Con β0ij intendiamo il valore di una soluzione ottima con xl = 0, per l =
i, . . . , j, quindi
β0ij = max
j∑
t=i
ptvt −
j∑
t=i
htσt.
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Allora
βij = max[β
0
ij, max
l=i,...,j
βlij].
Quindi possiamo notare che non e` necessario usare un algoritmo generale di
programmazione lineare per calcolare βlij.
4.2.3 Algoritmo per ULS3
F
issiamo un intervallo di rigenerazione del primo tipo, quindi un intervallo
[i, i+ 1 . . . , j] nel quale σ∗i−1 = 0, σ
∗
i > 0, . . . , σ
∗
j−1 > 0, e σ
∗
j = 0.
Caso 1: Partiamo dal caso piu` semplice, supponiamo che le domande dk,
con k = i, . . . , j, siano tutte positive. Allora e` immediato, per come abbiamo
definito l’intervallo, capire che la produzione deve partire nel primo periodo,
quindi xl > 0 con l = i.
Sia (x∗, v∗, σ∗) la (o una) soluzione ottima del problema. Dobbiamo di-
mostrare quando le variabili vendita v∗k per k = i, . . . , j possono essere 0 o
uk, cioe` il loro limite superiore. Per fare questo dobbiamo andare a studiare
le relazioni tra i costi di produzione, i costi di stoccaggio e i prezzi di vendita.
Supponiamo
pl > cl,
andiamo a vedere quale valore deve assumere la variabile v∗l con l fissato.
Supponiamo per assurdo che v∗l = 0. Per  > 0 sufficientemente piccolo,
definiamo una soluzione alternativa (x¯, v¯, σ¯) tale che
x¯l = x
∗
l + , v¯l = v
∗
l + .
Se  e` scelto sufficientemente piccolo, la soluzione cos`ı ottenuta e` ammissibile
per il problema.
Indichiamo con z∗ e z¯ i costi associati alle due soluzioni (x∗, v∗, σ∗) e (x¯, v¯, σ¯).
Otteniamo la seguente relazione:
z¯ = z∗ + (cl − pl).
Poiche´ z∗ e` il valore ottimo del problema, deve valere la seguente disugua-
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glianza
z¯ − z∗ ≥ 0,
quindi otteniamo
(cl − pl) ≥ 0
e poiche´  > 0 abbiamo
cl ≥ pl
che e` contro ipotesi. Quindi siamo arrivati ad un assurdo e concludiamo che
se pl > cl allora v
∗
l = ul.
In caso contrario, cioe` se pl < cl, per vedere che valore deve assumere la
variabile v∗l basta rifare tutto il procedimento che abbiamo appena fatto
supponendo per assurdo che v∗l = ul. Quindi per  > 0 sufficientemente
piccolo, definiamo una soluzione alternativa (x¯, v¯, σ¯) tale che
x¯l = x
∗
l − , v¯l = v∗l − .
Se  e` scelto sufficientemente piccolo, la soluzione cos`ı ottenuta e` ammissibile
per il problema.
Indichiamo con z∗ e z¯ i costi associati alle due soluzioni (x∗, v∗, σ∗) e (x¯, v¯, σ¯).
Otteniamo la seguente relazione:
z¯ = z∗ + (−cl + pl).
Poiche´ z∗ e` il valore ottimo del problema, deve valere la seguente disugua-
glianza
z¯ − z∗ ≥ 0,
quindi otteniamo
(−cl + pl) ≥ 0
e poiche´  > 0 abbiamo
cl ≤ pl
che e` contro ipotesi. Quindi siamo arrivati ad un assurdo e concludiamo che
se pl < cl allora v
∗
l = 0.
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Ora vogliamo generalizzare il caso appena fatto, cioe` decidiamo di vendere
in un periodo k fissato, con k = i, . . . , j, e supponiamo che
pk > cl +
k−1∑
s=l
hs.
Supponiamo per assurdo che v∗k = 0. Per  sufficientemente piccolo, definiamo
una soluzione alternativa (x¯, v¯, σ¯) tale che
x¯l = x
∗
l + , v¯k = v
∗
k + , σ¯l = σ
∗
l + , , . . . , σ¯k−1 = σ
∗
k−1 + .
Se  e` scelto sufficientemente piccolo, la soluzione cos`ı ottenuta e` ammissibile
per il problema.
Indichiamo con z∗ e z¯ i costi associati alle due soluzioni (x∗, v∗, σ∗) e (x¯, v¯, σ¯).
Otteniamo la seguente relazione:
z¯ = z∗ + (cl + hl + · · ·+ hk−1 − pk).
Poiche´ z∗ e` il valore ottimo del problema, deve valere la seguente disugua-
glianza
z¯ − z∗ ≥ 0,
quindi otteniamo (
cl +
k−1∑
s=i
hs − pk
)
 ≥ 0
e poiche´  > 0 abbiamo
cl +
k−1∑
s=i
hs ≥ pk
che e` contro ipotesi. Quindi siamo arrivati ad un assurdo e concludiamo che
v∗k = uk.
Se si verifica il caso contrario, cioe` se
pk < cl +
k−1∑
s=l
hs,
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basta supporre per assurdo che v∗k = uk e procedere come prima. Per 
sufficientemente piccolo, definiamo una soluzione alternativa (x¯, v¯, σ¯) tale
che
x¯l = x
∗
l − , v¯k = v∗k − , σ¯l = σ∗l − , , . . . , σ¯k−1 = σ∗k−1 − .
Se  e` scelto sufficientemente piccolo, la soluzione cos`ı ottenuta e` ammissibile
per il problema.
Indichiamo con z∗ e z¯ i costi associati alle due soluzioni (x∗, v∗, σ∗) e (x¯, v¯, σ¯).
Otteniamo la seguente relazione:
z¯ = z∗ + (−cl − hl − · · · − hk−1 + pk).
Poiche´ z∗ e` il valore ottimo del problema, deve valere la seguente disugua-
glianza
z¯ − z∗ ≥ 0,
quindi otteniamo (
−cl −
k−1∑
s=i
hs + pk
)
 ≥ 0
e poiche´  > 0 abbiamo
cl +
k−1∑
s=i
hs ≤ pk
che e` contro ipotesi. Quindi siamo arrivati ad un assurdo e concludiamo che
v∗k = 0.
Caso 2: Supponiamo ora che le domande siano arbitrarie sempre nell’in-
tervallo di rigenerazione [i, . . . , j] sopra descritto. Procediamo per casi, se
di > 0, questo caso puo` essere ricondotto al Caso 1. Supponiamo di < 0,
quindi per avere σi > 0 non e` necessario far partire la produzione nel pe-
riodo i. Supponiamo che la produzione si attiva in un periodo l fissato, con
l ∈ {i+ 1, . . . , j}. Allora per studiare tutto quello che succede dal periodo l
in poi basta ricondurci al Caso 1, mentre per quanto riguarda cosa succede
prima del periodo l lo andiamo a studiare nel seguito.
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Supponiamo di vendere nel primo periodo e che
pi +
l−1∑
s=i
hs > cl.
Supponiamo per assurdo che v∗i = 0. Per  sufficientemente piccolo, definiamo
una soluzione alternativa (x¯, v¯, σ¯) tale che
x¯l = x
∗
l + , v¯i = v
∗
i + , σ¯i = σ
∗
i − , , . . . , σ¯l−1 = σ∗l−1 − .
Se  e` scelto sufficientemente piccolo, la soluzione cos`ı ottenuta e` ammissibile
per il problema.
Indichiamo con z∗ e z¯ i costi associati alle due soluzioni (x∗, v∗, σ∗) e (x¯, v¯, σ¯).
Otteniamo la seguente relazione:
z¯ = z∗ + (cl − hi − · · · − hl−1 − pi).
Poiche´ z∗ e` il valore ottimo del problema, deve valere la seguente disugua-
glianza
z¯ − z∗ ≥ 0,
quindi otteniamo (
cl −
l−1∑
s=i
hs − pi
)
 ≥ 0
e poiche´  > 0 abbiamo
cl ≥
l−1∑
s=i
hs + pi
che e` contro ipotesi. Quindi siamo arrivati ad un assurdo e concludiamo che
v∗i = ui.
Supponiamo ora che valga la disuguaglianza opposta, cioe` se
pi +
l−1∑
s=i
hs < cl.
Supponiamo per assurdo che v∗i = ui. Per  sufficientemente piccolo, definia-
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mo una soluzione alternativa (x¯, v¯, σ¯) tale che
x¯l = x
∗
l − , v¯i = v∗i − , σ¯i = σ∗i + , , . . . , σ¯l−1 = σ∗l−1 + .
Se  e` scelto sufficientemente piccolo, la soluzione cos`ı ottenuta e` ammissibile
per il problema.
Indichiamo con z∗ e z¯ i costi associati alle due soluzioni (x∗, v∗, σ∗) e (x¯, v¯, σ¯).
Otteniamo la seguente relazione:
z¯ = z∗ + (−cl + hi + · · ·+ hl−1 + pi).
Poiche´ z∗ e` il valore ottimo del problema, deve valere la seguente disugua-
glianza
z¯ − z∗ ≥ 0,
quindi otteniamo (
−cl +
l−1∑
s=i
hs + pi
)
 ≥ 0
e poiche´  > 0 abbiamo
cl ≤
l−1∑
s=i
hs + pi
che e` contro ipotesi. Quindi siamo arrivati ad un assurdo e concludiamo che
v∗i = 0.
Possiamo generalizzare il caso appena fatto supponendo che la vendita
non avvenga nel primo periodo ma in un periodo k con k < l e k ∈ {i, . . . , l}.
Si ripercorre tutto il procedimento appena fatto solo che invece di avere una
vendita vi avremo una vendita vk e invece di far partire la sommatoria dei
costi di stoccaggio da i partira` da k.
Supponiamo ora di avere un intervallo di rigenerazione in cui non si attiva
mai la produzione, vediamo che valore possono avere le variabili v∗k.
Fissiamo l = i e v∗l = ul e supponiamo che
pk >
k−1∑
s=i
hs + pl
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per k = l + 1, . . . , j fissato.
Supponiamo per assurdo che v∗k = 0. Per  sufficientemente piccolo, definiamo
una soluzione alternativa (x¯, v¯, σ¯) tale che
v¯k = v
∗
k + , σ¯i = σ
∗
i + , , . . . , σ¯k−1 = σ
∗
k−1 + , v¯l = v
∗
l − .
Se  e` scelto sufficientemente piccolo, la soluzione cos`ı ottenuta e` ammissibile
per il problema.
Indichiamo con z∗ e z¯ i costi associati alle due soluzioni (x∗, v∗, σ∗) e (x¯, v¯, σ¯).
Otteniamo la seguente relazione:
z¯ = z∗ + (hi + · · ·+ hk−1 − pk + pl).
Poiche´ z∗ e` il valore ottimo del problema, deve valere la seguente disugua-
glianza
z¯ − z∗ ≥ 0,
quindi otteniamo (
k−1∑
s=i
hs − pk + pl
)
 ≥ 0
e poiche´  > 0 abbiamo
k−1∑
s=i
hs + pl ≥ pk
che e` contro ipotesi. Quindi siamo arrivati ad un assurdo e concludiamo che
v∗k = uk.
Supponiamo che avvenga il caso contrario, cioe` fissiamo l = i e v∗l = ul e
supponiamo che
pk <
k−1∑
s=i
hs + pl
per k = l + 1, . . . , j fissato.
Supponiamo per assurdo che v∗k = uk. Per  sufficientemente piccolo, definia-
mo una soluzione alternativa (x¯, v¯, σ¯) tale che
v¯k = v
∗
k − , σ¯i = σ∗i − , , . . . , σ¯k−1 = σ∗k−1 − , v¯l = v∗l + .
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Se  e` scelto sufficientemente piccolo, la soluzione cos`ı ottenuta e` ammissibile
per il problema.
Indichiamo con z∗ e z¯ i costi associati alle due soluzioni (x∗, v∗, σ∗) e (x¯, v¯, σ¯).
Otteniamo la seguente relazione:
z¯ = z∗ + (−hi − · · · − hk−1 + pk − pl).
Poiche´ z∗ e` il valore ottimo del problema, deve valere la seguente disugua-
glianza
z¯ − z∗ ≥ 0,
quindi otteniamo (
−
k−1∑
s=i
hs + pk − pl
)
 ≥ 0
e poiche´  > 0 abbiamo
k−1∑
s=i
hs + pl ≤ pk
che e` contro ipotesi. Quindi siamo arrivati ad un assurdo e concludiamo che
v∗k = 0.
Ora, mettendoci nel caso in cui la produzione si attiva, conoscendo i valori
delle singole variabili v∗, possiamo trovare una soluzione esplicita per x∗l .
Partendo dal vincolo (4.28) e sostituendoci ricorsivamente il vincolo (4.29)
otteniamo:
xl = dl + vl + σl − σl−1
con
σl−1 = σl−2 − vl−1 − dl−1
σl = σ(l+1)−1 = dl+1 + vl+1 + σl+1,
=⇒ xl = dl + vl + dl+1 + vl+1 + σl+1 − σl−2 + vl−1 + dl−1.
...
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xl = dl + dl+1 + dl−1 + dl+2 + dl−2 + · · ·+ di+1 + dj−1+
+ vl + vl+1 + vl−1 + · · ·+ vi+1 + vj−1 + σj − σi,
con σi = σi−1 − di − vi e σj = 0, σi−1 = 0.
Quindi otteniamo
x∗l =
j−1∑
k=i
dk +
j−1∑
k=i
v∗k.
Abbiamo visto finora il procedimento risolutivo per ULS3 quando abbia-
mo un intervallo di rigenerazione fissato, quindi quando conosciamo i valori
di i, j e l. Proviamo ora a generalizzare questi concetti, cioe` proviamo a
cercare la (o una) soluzione ottima quando conosciamo solo i costi fissi di
produzione, i costi di stoccaggio, i prezzi di vendita, le domande e i limiti
superiori delle vendite.
Algoritmo risolutivo per ULS3
Input: pt, ct, ht, dt per t = 1, . . . , n e ut considerato come il limite superiore
della vendita vt per t = 1, . . . , n.
Output: (x∗, v∗, σ∗) che sia la (o una) soluzione ottima del problema ULS3.
Consideriamo dei generici i, j e l, quindi andiamo a considerare tutti i possi-
bili intervalli di rigenerazione del tipo [i, j], per qualsiasi i, j ∈ {1, . . . , n} con
i < j. Per ogni intervallo di rigenerazione trovo la (o una) soluzione ottima
nel seguente modo.
Supponiamo di avere un intervallo di rigenerazione [i, j] appena descritto,
procediamo per casi provandoli tutti.
Caso 1: attiviamo la produzione in i quindi fissiamo i = l, cioe` xl > 0.
Allora per k = i, . . . , j abbiamo
• Se pk > cl +
∑k−1
s=i hs allora v
∗
k = uk.
• Altrimenti v∗k = 0.
• σ∗k = x∗l −
∑k
s=i ds −
∑k
s=i v
∗
s .
Caso 2: attiviamo la produzione in i+1 quindi fissiamo i+1 = l, cioe` xl > 0.
Sappiamo che questo puo` succedere solo se di < 0, altrimenti avremmo σi = 0
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e l’intervallo di rigenerazione partirebbe da i+ 1.
Quindi xl > 0, quello che succede da i+ 1 compreso in poi si veda il caso 1,
quello che succede prima di i+ 1 lo vediamo ora:
• Se pi + hi > cl allora v∗i = ui.
• Altrimenti v∗i = 0.
• σ∗i = −di − v∗i .
Facciamo questo ragionamento per ogni caso k per k = i+ 2, . . . , j − 2.
Caso j − i: attiviamo la produzione in j − 1 quindi fissiamo j − 1 = l, cioe`
xl > 0. Quello che succede da j − 1 compreso in poi si veda il caso 1, quello
che succede prima di j−1 e` la generalizzazione del caso 2 per k = i, . . . , j−2:
• Se pk +
∑j−2
s=k hs > cl allora v
∗
k = uk.
• Altrimenti v∗k = 0.
• σ∗k = −
∑k
s=i ds −
∑k
s=i v
∗
s .
Caso j − i + 1: attiviamo la produzione in j quindi fissiamo j = l, cioe`
xl > 0. Quello che succede in j si veda il caso 1, mentre quello che succede
prima si veda il caso j − 1 per k = i, . . . , j − 1.
Caso j − i + 2: non attiviamo mai la produzione. Quindi fissiamo l = i e
v∗l = ul, per k = i+ 1, . . . , j abbiamo che
• Se pk >
∑k−1
s=i hs + pl allora v
∗
k = uk.
• Altrimenti v∗k = 0.
• σ∗k = −
∑k
s=i ds −
∑k
s=i v
∗
s .
A questo punto andiamo a fissare la produzione nel periodo in cui ottengo
la soluzione ottima e calcoliamo il costo ottimale dell’intervallo nel seguente
modo:
costo(i, j − 1) = fl +
(
cl +
j−1∑
s=i
hs
)
(di,j−1 + v∗i,j−1).
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Facciamo questo ragionamento appena descritto per ogni intervallo di rige-
nerazione [i, j], con i, j ∈ {1, . . . , n} e i < j. Andiamo in questo modo a
conoscere il valore ottimo ristretto di tutti i possibili intervalli di rigenera-
zione.
Ora costruiamo il grafo orientato con i nodi 1, . . . , n + 1, dove qualsiasi ar-
co (i, j) con i < j corrisponde a un intervallo di rigenerazione [i, j − 1] e ad
ogni arco (i, j) assegniamo come costo il costo(i, j−1) ottimale dell’intervallo
(i, j). Risolvendo il problema del cammino minimo dal nodo 0 al nodo n+ 1
troviamo quali sono gli intervalli di rigenerazione, corrispondenti quindi agli
archi del cammino minimo, e troviamo il valore ottimo del problema globale
che non e` altro che il costo del cammino minimo.
4.2.4 Inviluppo Convesso
I
n questa sezione diamo alcuni importanti risultati, tra cui la descrizione
formale di una famiglia di disuguaglianze valide, chiamate disuguaglianze
(t, S, R). Dimostreremo che queste insieme ai vincoli (4.22)-(4.25) descrivono
in modo completo l’inviluppo convesso delle soluzioni di ULS3.
Definizione 4.2. Definiamo per R ⊆ {1, . . . , n}:
1. dij =
∑
i≤k≤j dk, per 1 ≤ i ≤ j ≤ n, dij = 0, se i > j;
2. uRij =
∑
k∈R,i≤k≤j uk, per 1 ≤ i ≤ j ≤ n, uRij = 0, se i > j;
3. b¯Ri = maxt=0,...,i(u
R
1t + d1t), per i = 0, . . . , n;
4. θ(R, i) = min{t ∈ {0, . . . , i} : (uR1t + d1t) = b¯Ri }, per i = 0, . . . , n;
5. b¯Rij = b¯
R
j − b¯Ri−1 ≥ 0, per 1 ≤ i ≤ j ≤ n.
Notiamo che, se τ = θ(R, i) allora
uRt+1,τ + dt+1,τ ≥ 0, per 0 ≤ t < τ, (4.34)
e che
uRτ+1,t + dτ+1,t ≤ 0, per τ < t ≤ i. (4.35)
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Esempio 4.2.2. Consideriamo la disuguaglianza seguente:
x1 + x2 + 4y3 + 1y4 ≥ 6 + v1 + v3,
con n = 4, R = {1, 3}, u = (1, 1, 1, 1) e d = (3,−2, 4, 1). Vogliamo calcolare
b¯R34.
Dal punto 5 abbiamo:
b¯R34 = b¯
R
4 − b¯R2 (4.36)
Calcoliamo i singoli termini, considerando la formula nel punto 3:
b¯R4 = max
t=0,...,4
(uR1t + d1t), (4.37)
ma
uR1t =
∑
k∈R,1≤k≤t
uk.
Andiamo a studiare i diversi casi:
• se t = 0 =⇒ uR10 = 0;
• se t = 1 =⇒ uR11 = 1;
• se t = 2 =⇒ uR12 = 1;
• se t = 3 =⇒ uR13 = 2;
• se t = 4 =⇒ uR14 = 2.
Sappiamo anche che
d1t =
t∑
k=1
dk
e quindi
• se t = 0 =⇒ d10 = 0;
• se t = 1 =⇒ d11 = 3;
• se t = 2 =⇒ d12 = 1;
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• se t = 3 =⇒ d13 = 5;
• se t = 4 =⇒ d14 = 6.
Andando a sostituire questi valori nella (4.37) otteniamo
b¯R4 = max
t=0,...,4
(0, 4, 2, 7, 8) = 8, (4.38)
e
θ(R, 4) = min{t ∈ {0, . . . , 4} : (uR1t + d1t) = b¯R4 = 8} = 4.
Calcoliamo
b¯R2 = max
t=0,...,2
(uR1t + d1t) = (0, 4, 2) = 4 (4.39)
e
θ(R, 2) = 1,
andiamo a sostituire la (4.38) e la (4.39) nella (4.36) e otteniamo
b¯R34 = b¯
R
4 − b¯R2 = 8− 4 = 4.
Osserviamo che b¯Ri rappresenta l’importo che deve essere prodotto per
soddisfare sia la domanda per tutti i periodi fino ad i che l’importo massimo
che puo` essere venduto per i periodi in R ∩ {1, . . . , i}. Notiamo che, poiche´
la domanda potrebbe essere negativa, questo importo deve a volte essere
prodotto prima del periodo i.
Proposizione 4.2.3. Le disuguaglianze (t, S, R)∑
j∈T\S
xj +
∑
j∈S
b¯Rjtyj ≥
∑
j∈R
vj + d1t, (4.40)
sono valide per X per qualsiasi 1 ≤ t ≤ n, T = {1, . . . , t}, S ⊆ T e R ⊆ T ,
tale che t = θ(R, t).
Dimostrazione. Sia (x∗, y∗, v∗) ∈ X, con X definito in (4.1).
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Supponiamo y∗i = 0, per qualsiasi i ∈ S. Allora x∗i = 0 per i ∈ S e otteniamo∑
j∈T\S
x∗j +
∑
j∈S
b¯Rjty
∗
j =
∑
j∈T
x∗j
ma ∑
j∈T
x∗j ≥
∑
j∈T
v∗j + d1t ≥
∑
j∈R
v∗j + d1t,
dove la prima disuguaglianza segue dai vincoli (4.22), e la seconda dalla non
negativita` delle v∗j e dalla definizione di R ⊆ T . Quindi abbiamo dimostrato
che la (4.40) e` soddisfatta ogni qualvolta si abbia y∗i = 0 per qualsiasi i ∈ S.
Supponiamo ora di avere almeno una y∗i = 1. Dato
k = min{i ∈ S : y∗i = 1}, (4.41)
indice che indica la prima volta nell’insieme S in cui si avvia la produzione,
e dato
τ = θ(R, k − 1) = min{t ∈ {0, . . . , k − 1} : (uR1t + d1t) = b¯Rk−1},
si ha che τ ≤ k − 1 e x∗j = 0 per j ∈ S tale che j ≤ τ ≤ k − 1 < k, con k
dato dalla (4.41). Allora∑
j∈T\S
x∗j ≥
∑
j∈T\S,j≤τ
x∗j =
∑
j≤τ
x∗j ≥
∑
j≤τ
v∗j + d1τ ≥
∑
j∈R,j≤τ
v∗j + d1τ , (4.42)
dove la prima disuguaglianza segue dalla non negativita` delle x∗j e dal re-
stringimento del dominio, la seconda uguaglianza segue dal fatto che tutte le
x∗j sono nulle in S con j ≤ τ , la terza disuguaglianza dai vincoli (4.22) e la
quarta dalla non negativita` delle v∗j e dalla definizione di R ⊆ T .
Abbiamo anche
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∑
j∈S
b¯Rjty
∗
j ≥ b¯Rkt (4.43)
= b¯Rt − b¯Rk−1 (4.44)
= max
i=0,...,t
(uR1i + d1i)− [ max
j=0,...,k−1
(uR1j + d1j)] (4.45)
= uR1t + d1t − (uR1τ + d1τ ) (4.46)
=
∑
j∈R,1≤j≤t
uj −
∑
j∈R,1≤j≤τ
uj +
∑
1≤j≤t
dj −
∑
1≤j≤τ
dj (4.47)
=
∑
j∈R,τ+1≤j≤t
uj +
∑
τ+1≤j≤t
dj (4.48)
≥
∑
j∈R,τ+1≤j≤t
v∗j + dτ+1,t. (4.49)
La (4.43) la otteniamo dalla (4.41).
La (4.44) segue dalla definizione di b¯Rij data nel punto 5 della Definizione 4.2.
La (4.45) segue sempre dalla Definizione 4.2 punto 3.
La (4.46) dalla definizione di τ e di t.
La (4.47) dalla Definizione 4.2 punto 2.
La (4.48) segue dal fatto che 1 ≤ τ < τ + 1 ≤ t.
Infine la (4.49) segue dai vincoli (4.23).
Addizionando la (4.42) e la (4.43)-(4.49) otteniamo∑
j∈T\S
x∗j +
∑
j∈S
b¯Rjty
∗
j ≥
∑
j∈R,j≤τ
v∗j + d1τ +
∑
j∈R,τ+1≤j≤t
v∗j + dτ+1,t =
∑
j∈R
v∗j + d1t,
che e` precisamente la (4.40).
Il seguente teorema da` una descrizione completa dell’inviluppo convesso
di X.
Teorema 4.2.4. Le disuguaglianze (4.40) insieme ai vincoli (4.23)-(4.25)
descrivono il conv(X).
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Definizione 4.3. Denotiamo con M(c, f, p) ⊆ X l’insieme di tutte le solu-
zioni ottime del problema
max
{ n∑
i=1
(−cixi − fiyi + pivi) : (x, y, v) ∈ X
}
.
Per dimostrare il Teorema 4.2.4 si ha bisogno di due lemmi caratterizzanti
le soluzioni di M(c, f, p), i quali valgono sotto certe condizioni.
In questo momento possiamo considerare solo costi non-negativi, poiche´,
come vedremo nella dimostrazione del teorema, quando si hanno costi nega-
tivi non ci serviranno le condizioni che stiamo per dimostrare. Quindi con-
sideriamo un costo non-negativo (c, f, p), una soluzione ottima (x∗, y∗, v∗) ∈
M(c, f, p) e un intero q ∈ {1, . . . , n + 1}. Definiamo R = {j : pj > 0} e
τ = θ(R, q − 1).
Le condizioni sono:
Condizione A: q ∈ {1, . . . , n+ 1} soddisfa la Condizione A se
1. q = n+ 1;
oppure
2. q 6= n+ 1, cq = 0 e {fq = 0 oppure y∗q = 1}.
Condizione B: q ∈ {1, . . . , n+ 1} soddisfa la Condizione B se, per ogni
j ∈ {1, . . . , τ},
1. cj > 0;
oppure
2. y∗j = 0.
Data (x∗, y∗, v∗), se q soddisfa la Condizione A allora la produzione nel
periodo q puo` essere aumentata a costo zero. Percio`, poiche´ (x∗, y∗, v∗) e`
ottima, non e` mai conveniente produrre nel periodo j ∈ {q + 1, . . . , n} nel
quale il costo cj o fj e` positivo. Inoltre, si cerca di vendere il piu` possibile
in tutti i periodi j ∈ {q, . . . , n} con il prezzo unitario di vendita pj positivo.
Dalla definizione di θ(R, q−1), questo argomento puo` essere esteso ai periodi
{τ + 1, . . . , q − 1}. Tutto questo e` formalizzato nel Lemma seguente.
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Lemma 4.2.5. Se q soddisfa la Condizione A, allora
1. per j = τ + 1, . . . , n, j 6= q, x∗j = 0 ogni volta che cj > 0;
2. per j = τ + 1, . . . , n, j 6= q, y∗j = 0 ogni volta che fj = 0; e
3. per j = τ + 1, . . . , n, v∗j = uj ogni volta che pj > 0.
Dimostrazione. In ogni caso noi assumeremo il contrario e produrremo una
soluzione (x′, y′, v′) la quale avra` un valore piu` alto di (x∗, y∗, v∗), contraddi-
cendo l’assunzione di ottimalita` per (x∗, y∗, v∗).
1. Supponiamo di avere j 6= q, τ + 1 ≤ j ≤ n, e per assurdo cj > 0 e
x∗j > 0.
Poniamo x′j = 0 e di conseguenza y
′
j = 0 per τ + 1 ≤ j ≤ n e j 6= q. Inoltre
v′k = 0 per k /∈ R e v′k ≤ v∗k per τ + 1 ≤ k ≤ n con k ∈ R, sapendo che
v′k ≤ uk per qualsiasi k.
Se q 6= n+ 1, poniamo x′q = x∗q + x∗j e y′q = 1.
Per verificare che (x′, y′, v′) ∈ X, noi dobbiamo dimostrare che soddisfa
la disuguaglianza (4.22) per qualsiasi t.
Se t < j oppure t ≥ q questo e` immediato:
t∑
k=1
x′k =
t∑
k=1
x∗k ≥
t∑
k=1
v∗k + d1t ≥
t∑
k=1
v′k + d1t
dove la prima disuguaglianza vale poiche´ (x∗, y∗, v∗) e` valida per i vincoli
(4.22), la seconda segue dal fatto che v′k ≤ v∗k per qualsiasi k. Quindi la
(4.22) e` soddisfatta per (x′, y′, v′).
D’altra parte, se j ≤ t ≤ q − 1, sappiamo che τ < τ + 1 ≤ j ≤ t, e segue
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che
t∑
k=1
x′k ≥
τ∑
k=1
x′k (4.50)
=
τ∑
k=1
x∗k (4.51)
≥
τ∑
k=1
v∗k + d1τ (4.52)
≥
τ∑
k=1
v∗k + uτ+1,t + d1t (4.53)
≥
τ∑
k=1
v′k + uτ+1,t + d1t (4.54)
≥
τ∑
k=1
v′k +
t∑
k=τ+1,k∈R
v′k + d1t (4.55)
=
t∑
k=1
v′k + d1t. (4.56)
La (4.50) segue dal fatto che τ < t.
La (4.51) poiche´ τ < j.
La (4.52) e` conseguenza diretta del fatto che (x∗, y∗, v∗) e` valida per i vincoli
(4.22).
La (4.53) segue dalla (4.35), in quanto quest’ultima implica che uτ+1,t+d1t ≤
d1τ ed e` proprio quella usata.
La (4.54) segue dal fatto che v′k ≤ v∗k per qualsiasi k.
La (4.55) segue da v′k ≤ uk per qualsiasi k.
Infine, l’ultima uguaglianza, si ha poiche´ v′k = 0 per qualsiasi k /∈ R.
Quindi abbiamo dimostrato che la (4.22) e` valida.
La soluzione (x′, y′, v′) e` di valore cjx∗j maggiore di (x
∗, y∗, v∗), in quanto
avevamo posto x′q = x
∗
q + x
∗
j quando q 6= n + 1. Abbiamo contraddetto
l’ottimalita` di (x∗, y∗, v∗), quindi ogni volta che cj > 0 si ha x∗j = 0.
2. Supponiamo di avere qualche j 6= q, τ + 1 ≤ j ≤ n, e per assurdo
fj > 0 e y
∗
j = 1. Costruiamo (x
′, y′, v′) come segue: y′j = 0 e v
′
k = 0 per
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k /∈ R, se q 6= n + 1 allora x′q = x∗q + x∗j e y′q = 1. La (x′, y′, v′) soddisfa la
(4.22), la dimostrazione e` la stessa del punto 1.
La soluzione (x′, y′, v′) e` di valore cjx∗j+fj maggiore di (x
∗, y∗, v∗). Quindi
la soluzione ottima si ottiene per y∗j = 0 ogni volta che fj > 0.
3. Supponiamo di avere qualche j, τ + 1 ≤ j ≤ n, e per assurdo pj > 0
e v∗j < uj. Costruiamo (x
′, y′, v′) ponendo: v′j = uj e v
′
k = 0 per k /∈ R. Se
q 6= n + 1 allora poniamo x′q = x∗q + uj − v∗j e y′q = 1. (x′, y′, v′) soddisfa la
(4.22), la dimostrazione e` la stessa del punto 1.
La soluzione (x′, y′, v′) ha un valore pj(uj − v∗j ) maggiore di (x∗, y∗, v∗).
Quindi la soluzione ottima si ha quando v∗j = uj ogni volta che pj > 0, cioe`
quando vendo il piu` possibile se il prezzo unitario di vendita e` strettamente
positivo.
In modo del tutto analogo, se q soddisfa la Condizione B allora qualsiasi
importo prodotto nei periodi {1, . . . , τ} nella soluzione (x∗, y∗, v∗) ha costo
positivo. Percio`, poiche´ (x∗, y∗, v∗) e` ottima, nel caso in cui q soddisfa sia
la Condizione A che la Condizione B non e` conveniente produrre nei periodi
{1, . . . , τ} qualsiasi quantita` di prodotto usata per soddisfare le domande o
le vendite dei periodi {q, . . . , n}, perche` tale importo puo` essere prodotto nel
periodo q a costo zero. Cos`ı la produzione nei periodi {1, . . . , τ} e` usata solo
per soddisfare le domande o le vendite riguardanti questo periodo. Inoltre,
poiche´ la produzione nel periodo {1, . . . , τ} ha costo positivo, conviene non
vendere in questo periodo quando il prezzo unitario e` nullo.
Tutto questo e` formalizzato nel seguente Lemma.
Lemma 4.2.6. Se q soddisfa la Condizione A e B allora
1.
∑τ
k=1 x
∗
k =
∑τ
k=1 v
∗
k + d1τ , e
2. per j = 1, . . . , τ , v∗j = 0 ogni volta che pj = 0.
Dimostrazione. Procediamo nella stessa maniera della dimostrazione del Lem-
ma precedente. Partiamo da un assurdo per dimostrarne la falsita`.
1. Supponiamo che
s =
τ∑
k=1
x∗k −
τ∑
k=1
v∗k − d1τ (4.57)
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sia positivo. Allora, se
∑τ
k=1 x
∗
k = 0, dalla (4.57) otteniamo
−
τ∑
k=1
v∗k − d1τ > 0.
=⇒
τ∑
k=1
v∗k < −d1τ . (4.58)
Dalla (4.34) segue che
uR1τ + d1τ ≥ 0
=⇒ uR1τ ≥ −d1τ . (4.59)
Unendo la (4.58) con la (4.59) ed insieme al fatto che v∗k ≥ 0 per qualsiasi k,
otteniamo
τ∑
k=1,k∈R
v∗k < −d1τ < uR1τ
=⇒
τ∑
k=1,k∈R
v∗k < u
R
1τ . (4.60)
Quindi si ha
∑τ
k=1 x
∗
k > 0 oppure
∑τ
k=1.k∈R v
∗
k < u
R
1τ .
Segue che esiste j ∈ {1, . . . , τ} tale che x∗j > 0, oppure j ∈ R tale che v∗j < uj.
Scegliamo il piu` grande tale j.
Allora per k = j + 1, . . . , τ si ha
x∗k = 0, (4.61)
e
v∗k = uk (4.62)
quando k ∈ R.
Caso 1: Supponiamo prima che x∗j > 0 e poniamo  = min{s, x∗j}.
Poniamo anche v′k = 0 per k /∈ R, x′j = x∗j − , e x′q = x∗q +  nel caso in
cui q 6= n + 1. Vogliamo dimostrare che (x′, y′, v′) ∈ X, verificando che e`
soddisfatta la (4.22).
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Per t = j, . . . , τ , abbiamo
t∑
k=1
x′k =
t∑
k=1
x∗k −  (4.63)
=
τ∑
k=1
x∗k −  (4.64)
≥
τ∑
k=1
v∗k + d1τ (4.65)
≥
t∑
k=1
v∗k +
τ∑
k=t+1,k∈R
v∗k + d1τ (4.66)
=
t∑
k=1
v∗k + u
R
t+1,τ + d1τ (4.67)
≥
t∑
k=1
v∗k + d1t (4.68)
≥
t∑
k=1
v′k + d1t. (4.69)
La (4.63) vale poiche´ siamo nel periodo j ≤ t in cui diminuiamo la produzione,
quindi x′j = x
∗
j −  ma dalla definizione di  otteniamo che x′j = x∗j −  ≥ 0,
quindi x∗j ≥  e q > j.
La (4.64) segue dalla (4.61).
La (4.65) deriva dal fatto che s ≥ , questo e` immediato dalla definizione di
, cioe`
τ∑
k=1
x∗k −
τ∑
k=1
v∗k − d1τ ≥ 
=⇒
τ∑
k=1
x∗k −  ≥
τ∑
k=1
v∗k + d1τ
che e` proprio la (4.65).
La (4.66) segue dal fatto che t ≤ τ e v∗k ≥ 0.
La (4.67) segue dalla (4.62), poiche´ vale per qualsiasi k ∈ R e k = t+1, . . . , τ
ma t parte da j, quindi per k = j + 1, . . . , τ che sono le ipotesi della (4.62).
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La (4.68) segue dalla (4.34), poiche´ andando ad aggiungere la stessa quantita`
positiva ad ambo i membri si ottiene
uRt+1,τ + dt+1,τ + d1t ≥ d1t
=⇒ uRt+1,τ + d1τ ≥ d1t
che e` proprio quella che volevamo.
La (4.69) segue dal fatto che v′k ≤ v∗k per qualsiasi k.
Caso 2: Supponiamo ora che v∗j < uj, con j ∈ R e poniamo  =
min{s, uj − v∗j}.
Poniamo anche v′j = v
∗
j +  e v
′
k = 0 per k /∈ R, x′q = x∗q +  e y′q = 1
se q 6= n + 1. Vogliamo dimostrare che (x′, y′, v′) ∈ X, verificando che e`
soddisfatta la (4.22).
Per t = j, . . . , τ , abbiamo
t∑
k=1
x′k =
t∑
k=1
x∗k (4.70)
=
τ∑
k=1
x∗k (4.71)
≥
τ∑
k=1
v∗k + d1τ +  (4.72)
≥
τ∑
k=1
v′k + d1τ (4.73)
=
t∑
k=1
v′k +
τ∑
k=t+1,k∈R
v′k + d1τ (4.74)
=
t∑
k=1
v′k + u
R
t+1,τ + d1τ (4.75)
≥
t∑
k=1
v′k + d1t. (4.76)
La (4.70) deriva dal fatto che t < q.
La (4.71) segue dalla (4.61).
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La (4.72) vale poiche´ s ≥ , cioe`
τ∑
k=1
x∗k −
τ∑
k=1
v∗k − d1τ ≥ 
=⇒
τ∑
k=1
x∗k ≥
τ∑
k=1
v∗k + d1τ + ,
che e` proprio la (4.72).
La (4.73) segue da come abbiamo definito v′j, cioe` v
′
j = v
∗
j + , e v
′
k ≤ v∗k per
qualsiasi k 6= j. Quindi
τ∑
k=1
v∗k+d1τ + =
τ∑
k=1,k 6=j
v∗k+v
∗
j +d1τ + ≥
τ∑
k=1,k 6=j
v′k+v
′
j +d1τ =
τ∑
k=1
v′k+d1τ .
La (4.74) e` conseguenza del fatto che v′k = 0 per qualsiasi k /∈ R.
La (4.75) segue dalla (4.62), in cui si ha v′k = v
∗
k = uk per qualsiasi k ∈ R e
k = j + 1, . . . , τ .
La (4.76) segue dalla (4.34), come abbiamo fatto per la (4.68).
In entrambe i casi abbiamo dimostrato la validita` della (4.22) per t =
j, . . . , τ .
Per t < j oppure per t ≥ q la validita` della (4.22) e` immediata. Rimane da
verificare per t = τ + 1, . . . , q − 1
t∑
k=1
x′k ≥
τ∑
k=1
x′k (4.77)
≥
τ∑
k=1
v′k + d1τ (4.78)
≥
τ∑
k=1
v′k + u
R
τ+1,t + d1t (4.79)
≥
τ∑
k=1
v′k +
t∑
k=τ+1,k∈R
v′k + d1t (4.80)
=
t∑
k=1
v′k + d1t. (4.81)
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La (4.77) segue dal fatto che τ < t.
La (4.78) e` conseguenza delle dimostrazioni precedenti, cioe` la validita` della
(4.22) per t = 1, . . . , τ .
La (4.79) segue dalla (4.35), per lo stesso ragionamento fatto nella (4.68).
La (4.80) e` conseguenza del fatto che v′k ≤ uk per qualsiasi k.
La (4.81) deriva dalla v′k = 0 per k /∈ R.
Nel caso 1 la soluzione (x′, y′, v′) ha un valore cj maggiore di (x∗, y∗, v∗),
perche` q soddisfa la Condizione A. Poiche´ x∗j > 0 allora y
∗
j = 1 e quindi, dalla
Condizione B, cj > 0.
Nel caso 2 la soluzione (x′, y′, v′) ha un valore pj maggiore di (x∗, y∗, v∗),
e pj > 0 poiche´ j ∈ R.
In entrambe i casi abbiamo ottenuto soluzioni migliori, quindi l’assunzione
iniziale s > 0 e` errata. Allora s = 0 e quindi
τ∑
k=1
x∗k =
τ∑
k=1
v∗k + d1τ
che e` proprio la tesi.
2. Supponiamo per assurdo che v∗j > 0 con 1 ≤ j ≤ τ e pj = 0. Ma
torniamo al caso in cui s > 0 e abbiamo gia` dimostrato che non e` una
soluzione ottima. Quindi v∗j = 0 per j = 1, . . . , τ ogni volta che pj = 0. In
quanto e` logico che non conviene vendere ogni volta che il prezzo unitario di
vendita sia nullo.
Dimostrazione Teorema 4.2.4. Per una arbitraria funzione obiettivo diversa
da zero del tipo
max
n∑
i=1
(−cixi − fiyi + pivi)
dimostreremo caso dopo caso che tutti i punti in M(c, f, p), definito in (4.3),
soddisfano una delle disuguaglianze (4.40), (4.23), (4.24) o (4.25). Questo
prova che la descrizione dell’inviluppo convesso e` completa, poiche´ quando
la funzione obiettivo e` parallela a una faccia del poliedro la corrispondente
disuguaglianza che definisce la faccia e` l’unica disuguaglianza valida che viene
soddisfatta come uguaglianza da tutte le soluzioni ottimali.
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Se ci < 0 per qualche i, allora
M(c, f, p) ⊆ {(x, y, v) : xi = Myi},
in quanto se il prezzo unitario di produzione e` strettamente negativo e` con-
veniente produrre piu` quantita` di prodotto possibile, quindi e` logico che le
soluzioni ottime dovranno soddisfare questo vincolo.
Se fi < 0 per qualche i, allora
M(c, f, p) ⊆ {(x, y, v) : yi = 1},
lo stesso ragionamento vale anche in questo caso, se il costo fisso di produzio-
ne e` strettamente negativo e` conveniente produrre in quel periodo e quindi
l’insieme delle soluzioni ottime dovra` soddisfare questo vincolo.
Se pi < 0 per qualche i, allora
M(c, f, p) ⊆ {(x, y, v) : vi = 0},
in questo caso non conviene vendere quando il prezzo unitario di vendita del
prodotto e` negativo, quindi anche in questo caso le soluzioni ottime dovranno
soddisfare questo vincolo.
Supponiamo ora che c, f, e p siano non-negative. Poiche´ (−c,−f, p) 6=
(0, 0, 0), possiamo definire l come l’ultimo periodo in cui cl, fl e pl non sono
tutte zero.
Siano t = θ(R, l), T = {1, . . . , t}, S = {i ∈ T : ci = 0} e R = {i : pi > 0}.
Supponiamo ci sia un k ≤ l tale che ck = fk = 0. Allora il Lemma 4.2.5
puo` essere applicato con q = k, poiche´ per come abbiamo definito k soddisfa
la Condizione A, e usando l come valore di j.
Se pl > 0 allora
M(c, f, p) ⊆ {(x, y, v) : vl = ul}.
Se pl = 0 e quindi k < l vale cl > 0 oppure fl > 0. Segue che
M(c, f, p) ⊆ {(x, y, v) : xl = 0},
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oppure
M(c, f, p) ⊆ {(x, y, v) : yl = 0}.
Supponiamo da ora in poi che non esiste tale k e cos`ı fi > 0 per qualsiasi
i ∈ S.
Supponiamo che pi > 0 per qualche i > t. Allora il Lemma 4.2.5 puo`
essere applicato con q = l + 1 e dal punto 3 si ha
M(c, f, p) ⊆ {(x, y, v) : vi = ui}.
Cos`ı da ora in poi possiamo assumere che R ⊆ T .
Consideriamo una soluzione ottima (x∗, y∗, v∗) inM(c, f, p). Dimostriamo
ora che la (4.40) vale come uguaglianza.
Supponiamo che y∗i = 0 per qualsiasi i ∈ S. Allora∑
j∈T\S
x∗j =
∑
j∈T
x∗j (4.82)
e ∑
j∈S
b¯Rjly
∗
j = 0. (4.83)
Dal fatto che l = n oppure cl+1 = fl+1 = 0, e per i ∈ T tale che y∗i = 1 implica
che i /∈ S e quindi, per come e` difinito S si ha che ci > 0 per i < θ(R, l) = t
tale che yi = 1. Il Lemma 4.2.6 puo` essere aplicato con q = l+1, che soddisfa
sia la Condizione A che la Condizione B, e si ha∑
j∈T
x∗j =
∑
j∈T
v∗j + d1t, (4.84)
dal punto 1 del Lemma, e∑
j∈T
v∗j =
∑
j∈R∩T
v∗j =
∑
j∈R
v∗j , (4.85)
segue dal fatto che abbiamo definito R = {i : pi > 0}, quindi dal punto 2 del
Lemma segue la prima disuguaglianza, la seconda vale poiche´ abbiamo visto
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che R ⊆ T .
Cos`ı, andando a sostituire il valore della (4.85) nella (4.84), e il valore della
(4.84) nella (4.82), otteniamo∑
j∈T\S
x∗j +
∑
j∈S
b¯Rjly
∗
j =
∑
j∈T
x∗j =
∑
j∈T
v∗j + d1t =
∑
j∈R
v∗j + d1t
e la disuguaglianza (4.40) vale come uguaglianza.
D’altra parte poniamo k = min{i ∈ S : y∗i = 1} e τ = θ(R, k − 1).
Applicando il Lemma 4.2.5 con q = k, y∗k = 1 e ck = 0 otteniamo dal punto
1: ∑
j∈T,j>τ
x∗j = 0, (4.86)
dal punto 2 e dalla definizione (4.2):∑
j∈S
b¯Rjty
∗
j = b¯
R
k,t = b¯
R
t − b¯Rk−1, (4.87)
e infine dal punto 3 sempre del Lemma 4.2.5:∑
j∈R,j>τ
v∗j = u
R
τ+1,t. (4.88)
Dalla definizione di k abbiamo ck = 0, y
∗
k = 1, e cj > 0 per tutti 1 ≤ j ≤
k − 1 con y∗j = 1. Cos`ı applicando il Lemma 4.2.6 con q = k, otteniamo dal
punto 1: ∑
j≤τ
x∗j =
∑
j≤τ
v∗j + d1τ (4.89)
mentre dal punto 2 abbiamo∑
j≤τ
v∗j =
∑
j∈R,j≤τ
v∗j . (4.90)
Ora, usando la (4.87) otteniamo∑
j∈T\S
x∗j +
∑
j∈S
b¯Rjty
∗
j =
∑
j∈T\S
x∗j + b¯
R
t − b¯Rk−1. (4.91)
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Dal fatto che b¯Rk−1 = b¯
R
τ , x
∗
j = 0 se j ∈ S e j ≤ τ ≤ k − 1, e dalla (4.86),
abbiamo∑
j∈T\S
x∗j + b¯
R
t − b¯Rk−1 =
∑
j∈T\S,j≤τ
x∗j +
∑
j∈T\S,j>τ
x∗j + b¯
R
t − b¯Rk−1
=
∑
j≤τ
x∗j + b¯
R
t − b¯Rτ .
(4.92)
Dalla (4.89), (4.90) e dalla Definizione 4.2 di b¯Ri , abbiamo∑
j≤τ
x∗j + b¯
R
t − b¯Rτ =
∑
j∈R,j≤τ
v∗j + d1τ + u
R
1t + d1t − (uR1τ + d1τ )
=
∑
j∈R,j≤τ
v∗j + u
R
τ+1,t + d1t.
(4.93)
Infine, sostituendo la (4.88) nella (4.93), otteniamo∑
j∈R,j≤τ
v∗j + u
R
τ+1,t + d1t =
∑
j∈R
v∗j + d1t
e quindi la disuguaglianza (4.40) vale come uguaglianza anche in questo caso.
Questo completa la dimostrazione del teorema.
4.3 ULS3 con Domande Non-Negative
S
upponiamo che dt ≥ 0 per qualsiasi t, vedremo che il modello ULS3 si
semplifica in molti modi.
E’ naturale fissare σn = 0, e non e` interessante in un intervallo di rigenera-
zione considerare una soluzione con 0 < v∗t < ut poiche´ sarebbe possibile solo
se x∗k = 0 per tutti k nell’intervallo, e allora sarebbe impossibile produrre
una quantita` v∗t > 0. Cos`ı restringiamo l’attenzione all’insieme
X¯ = X ∩ {(x, v, y, σ) : σn = 0},
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e la corrispondente faccia
conv(X¯) = conv(X) ∩ {(x, v, y, σ) : σn = 0}.
Le disuguaglianze xt ≤ Myt non sono necessarie per descrivere conv(X¯).
Anche il valore b¯Rij usato nella descrizione delle facce e` dato direttamente da
b¯Rij = u
R
ij + dij per 1 ≤ i ≤ j ≤ n.
Non avendo ne´ stock iniziale ne´ stock finale possiamo scrivere
∑n
j=1 xj =∑n
j=1 vj + d1n, e cerchiamo di derivare una formulazione estesa per conv(X¯).
In questo caso i punti estremi, vedi Definizione 1.24, del conv(X¯) sono
chiaramente caratterizzati.
Proposizione 4.3.1. Qualsiasi punto estremo e` caratterizzato da tre insiemi
I, J,K ⊆ {1, . . . , n}, dove I ⊆ J , e I = {t1, . . . , tq} con t1 < t2 < · · · < tq. Il
corrispondente punto estremo e`:
yt =
1, se t ∈ J,0, altrimenti,
vt =
ut, se t ∈ K,0, altrimenti,
xt =

∑tj+1−1
i=tj
(vi + di), se t = tj ∈ I,
0, altrimenti,
dove poniamo tq+1 = n+ 1.
Ora e` semplice derivare una formulazione estesa generalizzando la formu-
lazione data in (3.21)-(3.25) per LS-U.
Poniamo
bt = ut + dt
per qualsiasi t e introduciamo due variabili binarie:
• βij = 1 se la domanda dt e` prodotta nel periodo i ≤ j;
• αij = 1 se la quantita` dt + ut e` prodotta nel periodo i ≤ j.
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La formulazione risultante e`:
max
n∑
t=1
ptvt −
n∑
t=1
ctxt −
n∑
t=1
ftyt (4.94)
s. a xi =
∑
j≥i
(bjαij + djβij), i = 1, . . . , n (4.95)
vj + dj =
∑
i≤j
(bjαij + djβij), j = 1, . . . , n (4.96)∑
i≤j
(αij + βij) = 1, j = 1, . . . , n (4.97)
(αij + βij) ≤ yi, 1 ≤ i ≤ j ≤ n (4.98)
x, v ∈ Rn+, α, β ∈ Rn(n+1)/2+ , (4.99)
yi ≤ 1, i = 1, . . . , n. (4.100)
Il vincolo (4.96) e` equivalente a
vj = uj
∑
i≤j
αij per j = 1, . . . , n,
possiamo darne una dimostrazione come segue:
vj =
∑
i≤j
(bjαij + djβij)− dj
=
∑
i≤j
[(uj + dj)αij + djβij]− dj
=
∑
i≤j
ujαij +
∑
i≤j
djαij +
∑
i≤j
djβij − dj
=
∑
i≤j
ujαij +
∑
i≤j
(αij + βij)dj − dj
= uj
∑
i≤j
αij + dj − dj
= uj
∑
i≤j
αij,
per j = 1, . . . , n.
Sia P ∗ il politopo, si veda la Definizione 1.28, costituito dai vincoli (4.95)-
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(4.100).
Proposizione 4.3.2. projx,y,vP
∗ = conv(X¯).
Dimostrazione. I punti in P ∗ con α, β, y interi sono punti di X¯, allora P ∗ e`
una formulazione estesa valida per X¯, e si ha conv(X¯) ⊆ projx,y,vP ∗.
Ora dimostriamo l’altra inclusione per poter concludere che valga l’ugua-
glianza.
Consideriamo un punto (x, y, v, α, β) ∈ P ∗ e dimostriamo che (x, y, v) ∈
conv(X¯). E’ sufficiente dimostrare che (x, y, v) soddisfa le disuguaglianze che
descrivono conv(X) e che soddisfa σn = 0 con σn dato dalla (4.19), quindi
σn =
∑n
t=1 xt −
∑n
t=1 vt − d1n = 0. Infatti,
n∑
t=1
xt =
n∑
t=1
∑
j≥t
(bjαtj + djβtj) =
n∑
j=1
∑
t≤j
(bjαtj + djβtj) =
n∑
j=1
vj + d1n,
dove la prima uguaglianza e` data dalla (4.95), la seconda e` facilmente verifi-
cabile e la terza dalla (4.96). Quindi otteniamo che σn = 0.
Abbiamo anche che
t∑
k=1
xk =
t∑
k=1
n∑
j=k
(bjαkj + djβkj)
≥
t∑
j=1
j∑
k=1
(bjαkj + djβkj) =
t∑
j=1
(vj + dj),
(4.101)
dove la prima uguaglianza vale sempre dalla (4.95), la seconda abbiamo
gia` detto che vale come uguaglianza quindi significa che vale contempo-
raneamente sia come “≥” che come “≤”, e la terza segue sempre dalla
(4.96).
Poi abbiamo
vt =
∑
i≤t
(btαit + dtβit)− dt ≤ bt
∑
i≤t
(αit + βit)− dt = bt − dt = ut, (4.102)
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e
vt =
∑
i≤t
(btαit + dtβit)− dt ≥ dt
∑
i≤t
(αit + βit)− dt = dt − dt = 0, (4.103)
dove la prima uguaglianza della (4.102) e della (4.103) segue dalla (4.96), la
seconda disuguaglianza della (4.102) vale poiche´∑
i≤t
(btαit + dtβit) =
∑
i≤t
btαit +
∑
i≤t
dtβit = bt
∑
i≤t
αit + dt
∑
i≤t
βit
= bt
∑
i≤t
αit + (bt − ut)
∑
i≤t
βit ≤ bt
∑
i≤t
(αit + βit),
(4.104)
mentre la seconda disuguaglianza della (4.103) segue da∑
i≤t
(btαit + dtβit) =
∑
i≤t
btαit +
∑
i≤t
dtβit = bt
∑
i≤t
αit + dt
∑
i≤t
βit
= (ut + dt)
∑
i≤t
αit + dt
∑
i≤t
βit ≥ dt
∑
i≤t
(αit + βit),
(4.105)
ed entrambe sfruttano il fatto che bt = ut + dt e che ut ≥ 0 per qualsiasi t.
Per ultima la terza uguaglianza della (4.102) e della (4.103) segue dalla (4.96).
Infine abbiamo
xt =
∑
j≥t
(bjαtj + djβtj) ≤
∑
j≥t
bj(αtj + βtj) ≤
∑
j≥t
bjyt ≤Myt,
dove la prima uguaglianza segue dalla (4.95), la seconda disuguaglianza per
la (4.104), e la terza disuguaglianza segue dalla (4.98).
Cos`ı le disuguaglianze (4.21)-(4.23) sono sodisfatte. Chiaramente anche la
(4.24) e` soddisfatta. Completiamo la dimostrazione verificando se valgono le
disuguaglianze (t, S, R) date dalla (4.40).
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Usando la definizione (4.2) e il fatto che bt = dt + ut, otteniamo
b¯Rkt = b¯
R
t − b¯Rk−1
= uR1t + d1t − uR1,k−1 − d1,k−1
=
∑
j∈R,1≤j≤t
uj −
∑
j∈R,1≤j≤k−1
uj + dkt
=
∑
j∈R,j≥k
uj + dkt
=
∑
j∈R,j≥k
uj +
∑
j∈R,j≥k
dj +
∑
j∈T\R,j≥k
dj
=
∑
j∈R,j≥k
bj +
∑
j∈T\R,j≥k
dj.
(4.106)
Quindi usando la (4.95) e la (4.106) abbiamo∑
k∈S
xk+
∑
k∈T\S
b¯Rktyk =
=
∑
k∈S
∑
j≥k
(bjαkj + djβkj) +
∑
k∈T\S
( ∑
j≥k,j∈R
bjyk +
∑
j≥k,j∈T\R
djyk
)
.
(4.107)
Ora, usando le proprieta` delle sommatorie, dalla (4.107) otteniamo
∑
k∈S
∑
j≥k
(bjαkj + djβkj) +
∑
k∈T\S
( ∑
j≥k,j∈R
bjyk +
∑
j≥k,j∈T\R
djyk
)
=
=
∑
k∈S
∑
j≥k,j∈R
(bjαkj + djβkj) +
∑
k∈S
∑
j≥k,j∈T\R
(bjαkj + djβkj)+
+
∑
k∈T\S
∑
j≥k,j∈R
bjyk +
∑
k∈T\S
∑
j≥k,j∈T\R
djyk.
(4.108)
Andando a sostituire la (4.98) nella (4.108) e sapendo che vale la (4.105)
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otteniamo∑
k∈S
∑
j≥k,j∈R
(bjαkj + djβkj) +
∑
k∈S
∑
j≥k,j∈T\R
(bjαkj + djβkj)+
+
∑
k∈T\S
∑
j≥k,j∈R
bjyk +
∑
k∈T\S
∑
j≥k,j∈T\R
djyk
≥
∑
k∈S
∑
j≥k,j∈R
(bjαkj + djβkj) +
∑
k∈S
∑
j≥k,j∈T\R
dj(αkj + βkj)+
+
∑
k∈T\S
∑
j≥k,j∈R
bj(αkj + βkj) +
∑
k∈T\S
∑
j≥k,j∈T\R
dj(αkj + βkj).
(4.109)
Ora, sapendo che vale la (4.104), dalla (4.109) possiamo ottenere∑
k∈S
∑
j≥k,j∈R
(bjαkj + djβkj) +
∑
k∈S
∑
j≥k,j∈T\R
dj(αkj + βkj)+
+
∑
k∈T\S
∑
j≥k,j∈R
bj(αkj + βkj) +
∑
k∈T\S
∑
j≥k,j∈T\R
dj(αkj + βkj)
≥
∑
k∈S
∑
j≥k,j∈R
(bjαkj + djβkj) +
∑
k∈S
∑
j≥k,j∈T\R
dj(αkj + βkj)+
+
∑
k∈T\S
∑
j≥k,j∈R
(bjαkj + djβkj) +
∑
k∈T\S
∑
j≥k,j∈T\R
dj(αkj + βkj).
(4.110)
Usando le proprieta` delle sommatorie, dalla (4.110) otteniamo∑
k∈S
∑
j≥k,j∈R
(bjαkj + djβkj) +
∑
k∈S
∑
j≥k,j∈T\R
dj(αkj + βkj)+
+
∑
k∈T\S
∑
j≥k,j∈R
(bjαkj + djβkj) +
∑
k∈T\S
∑
j≥k,j∈T\R
dj(αkj + βkj)
=
∑
k∈T
∑
j≥k,j∈R
(bjαkj + djβkj) +
∑
k∈T
∑
j≥k,j∈T\R
dj(αkj + βkj)
=
∑
j∈R
∑
k≤j
(bjαkj + djβkj) +
∑
j∈T\R
dj
∑
k≤j
(αkj + βkj).
(4.111)
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Utilizzando la (4.96) e la (4.97), dalla (4.111) otteniamo∑
j∈R
∑
k≤j
(bjαkj + djβkj) +
∑
j∈T\R
dj
∑
k≤j
(αkj + βkj)
=
∑
j∈R
(vj + dj) +
∑
j∈T\R
dj
=
∑
j∈R
vj + d1t.
(4.112)
Quindi, unendo le (4.107)-(4.112), otteniamo∑
k∈S
xk +
∑
k∈T\S
b¯Rktyk ≥
∑
j∈R
vj + d1t,
dimostrando che valgono le disuguaglianze (t, S, R).
Ora consideriamo il problema di separazione, Definizione 1.31, per conv(X¯).
Supponiamo che un punto (x∗, y∗, v∗) soddisfa (4.21)-(4.24), e σ∗n = 0, ma
non e` nel conv(X¯). Allora dal Teorema 4.2.4 almeno una delle disuguaglianze∑
j∈T\S
xj +
∑
j∈S
b¯Rjtyj ≥
∑
k∈R
vk + d1t
e` violata. Il fatto che dt ≥ 0 per qualsiasi t implica b¯Rij = uRjt + djt, per
un fissato t, e T = {1, . . . , t} il problema di separazione puo` essere risolto
minimizzando sopra R, S ⊆ {1, . . . , t}, la differenza∑
j∈T\S
x∗j +
∑
j∈S
(uRjt + djt)y
∗
j −
∑
k∈R
v∗k,
la quale puo` essere riscritta come
∑
j∈T\S
x∗j +
∑
j∈S
y∗j
( ∑
k∈R,j≤k≤t
uk
)
+
∑
j∈S
djty
∗
j −
∑
k∈R
v∗k.
Per minimizzare questa espressione prendiamo λ e µ rispettivamente come
i vettori caratteristici di S e R¯ = T \R.
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Ora minimizziamo sopra λ e µ
t∑
j=1
x∗j(1− λj) +
t∑
j=1
t∑
k=j
uky
∗
jλj(1− µk) +
t∑
j=1
djty
∗
jλj −
t∑
k=1
v∗k(1− µk),
la quale e` equivalente a minimizzare
t∑
j=1
(
t∑
k=j
(uk + dk)y
∗
j − x∗j
)
λj +
t∑
k=1
v∗kµk −
t∑
j=1
t∑
k=j
uky
∗
jλjµk, (4.113)
poiche´
t∑
j=1
x∗j(1− λj) +
t∑
j=1
t∑
k=j
uky
∗
jλj(1− µk) +
t∑
j=1
djty
∗
jλj −
t∑
k=1
v∗k(1− µk) =
=
t∑
j=1
x∗j −
t∑
j=1
x∗jλj +
t∑
j=1
t∑
k=j
uky
∗
jλj −
t∑
j=1
t∑
k=j
uky
∗
jλjµk
+
t∑
j=1
djty
∗
jλj −
t∑
k=1
v∗k +
t∑
k=1
v∗kµk =
=
t∑
j=1
x∗j +
t∑
j=1
(−x∗j +
t∑
k=j
uky
∗
j + djty
∗
j )λj −
t∑
j=1
t∑
k=j
uky
∗
jλjµk+
−
t∑
k=1
v∗k +
t∑
k=1
v∗kµk =
=
t∑
j=1
x∗j +
t∑
j=1
(
t∑
k=j
(uk + dk)y
∗
j − x∗j
)
λj −
t∑
j=1
t∑
k=j
uky
∗
jλjµk
−
t∑
k=1
v∗k +
t∑
k=1
v∗kµk.
Quindi possiamo notare che quest’ultima si differenzia dalla (4.113) per due
costanti
∑t
j=1 x
∗
j e
∑t
k=1 v
∗
k, e di conseguenza se andiamo a minimizzare so-
pra λ e µ le due formulazioni sono equivalenti tra loro.
La (4.113) e` una funzione quadratica booleana nella quale tutti i termi-
ni quadratici hanno coefficienti non-positivi, sappiamo che minimizzare una
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funzione del genere si riduce a massimizzare un problema di flusso, si veda
[15]. Quindi risolvendo per qualsiasi t = 1, . . . , n si arriva ad un algoritmo
polinomiale.
4.4 ULS3 con Domande Nulle e Costi di
Wagner-Whitin
C
on dt ≥ 0 per qualsiasi t come nella precedente sezione, le disuguaglianze
che definiscono le facce dipendono ancora dai sottoinsiemi S e R. Qui,
quando dt = 0 per qualsiasi t, dimostriamo che il numero di facce, anche se
ancora esponenziale, decresce in presenza dei costi di Wagner-Whitin. Per
vedere questo introduciamo una formulazione estesa.
La formulazione generica con i costi di Wagner-Whitin l’abbiamo gia` vista
nella sezione 3.5, quindi assumiamo che i costi ht, ct soddisfano la condizione
di Wagner-Whitin
ct + ht − ct+1 ≥ 0 per t = 1, . . . , n− 1.
Alternativamente eliminando le variabili produzione dalla funzione obiettivo,
il costo risultante e`
h′t = ct + ht − ct+1 ≥ 0.
Questa restrizione, come abbiamo gia` visto, dice che e` meglio produrre piu`
tardi possibile. Poiche´, in una soluzione estrema ottima, la quantita` venduta
nel periodo t e` 0 oppure ut, possiamo definire le seguenti variabili:
• wt = 1 se vt = ut nel periodo t, e wt = 0 se vt = 0;
• δlk = 1 se vl = ul e la quantita` immagazzinata alla fine del periodo k
contiene la corrispondente vendita ul.
Chiaramente δlk = max(0, wl−
∑l
t=k+1 yt) a causa della proprieta` di Wagner-
Whitin.
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La risultante formulazione e`:
max
n∑
t=1
ptutwt −
n∑
t=1
ftyt −
n∑
t=1
h′tσt (4.114)
s. a σk =
n∑
l=k+1
ulδ
l
k, 1 ≤ k < t (4.115)
δlk − wl +
l∑
i=k+1
yi ≥ 0, 1 ≤ k < l ≤ t (4.116)
δlk ≥ 0, 1 ≤ k < l ≤ t (4.117)
0 ≤ wk ≤ 1, 0 ≤ yk ≤ 1, 1 ≤ k ≤ t (4.118)
yk ∈ Z, 1 ≤ k ≤ t. (4.119)
Proposizione 4.4.1. Il poliedro Q definito dai vincoli (4.116)-(4.118) e`
intero.
Per la dimostrazione si veda [8].
Ora consideriamo la proiezione di Q nello spazio (σ, v, y) delle variabili
originali. Usando vt = utwt per qualsiasi t, e eliminando le variabili δ
l
k nel
vincolo (4.115) usando la (4.116) o la (4.117) otteniamo
σk =
n∑
l=k+1
ulδ
l
k
≥
n∑
l=k+1
ul
(
wl −
l∑
i=k+1
yi
)
=
n∑
l=k+1
ulwl −
n∑
l=k+1
ul
l∑
i=k+1
yi
=
n∑
l=k+1
vl −
n∑
l=k+1
ul
l∑
i=k+1
yi
=
n∑
l=k+1
(
vl − ul
l∑
i=k+1
yi
)
.
e conduce direttamente alla proiezione dando anche una dimostrazione
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della seguente proposizione.
Proposizione 4.4.2. Il poliedro
σk ≥
∑
l∈U
(
vl − ul
l∑
i=k+1
yi
)
, ∀U ⊆ {k + 1, . . . , n},∀k, (4.120)
0 ≤ vk ≤ uk, k = 1, . . . , n, (4.121)
0 ≤ yk ≤ 1, k = 1, . . . , n, (4.122)
0 ≤ σk, k = 1, . . . , n, (4.123)
ha y intero ad ogni suo punto estremo.
Notiamo che le disuguaglianze (k, U) (4.120) formano un sottoinsieme
speciale delle disuguaglianze (t, S, R). In modo specifico, ponendo
t = max{i : i ∈ U},
la (4.120) puo` essere riscritta come
k∑
j=1
xj +
t∑
i=k+1
yi
( ∑
i≤j≤t,j∈U
uj
)
≥
∑
l∈U
vl +
k∑
j=1
vj, (4.124)
poiche´ dalla (4.18) abbiamo
σk =
k∑
j=1
xj −
k∑
j=1
vj,
applicando la (4.120) otteniamo
σk =
k∑
j=1
xj −
k∑
j=1
vj ≥
∑
l∈U
(
vl − ul
l∑
i=k+1
yi
)
=⇒
k∑
j=1
xj +
t∑
i=k+1
yi
( ∑
i≤j≤t,j∈U
uj
)
≥
k∑
j=1
vj +
∑
l∈U
vl,
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che e` proprio la (4.124).
Oppure, ponendo T = {1, . . . , t}, R = U ∪ {1, . . . , k} e S = {k+ 1, . . . , t}, la
(4.120) puo` essere riscritta come∑
j∈T\S
xj +
∑
j∈S
b¯Rjtyj ≥
∑
j∈R
vj,
poiche´ basta proiettare sugli insiemi appena definiti la (4.124).
Conclusioni
M
oltissime estensioni del tipo che abbiamo studiato nel Capitolo 4 per
i modelli di Lot-Sizing senza capacita` sono importanti. Possiamo
pensare di avere un modello con vendite e scorte di sicurezza ma nel caso in
cui la capacita` e` costante oppure in un orizzonte con backlogging o variabili
di start-up, sono tutti esempi che si trovano quotidianamente nella vita reale.
Il significativo risultato a cui siamo arrivati e` l’aver dato una procedura
risolutiva per il problema di Lot-Sizing con vendite e scorte di sicurezza. Ab-
biamo dimostrato che ogni variabile vendita vale zero o il suo limite superiore,
e che quale delle due sia l’opzione migliore dipende dal prezzo di vendita, dal
costo di produzione e dai costi di magazzino. Quindi una volta stabiliti i
valori delle variabili vendita si ricavano i valori delle variabili produzione e
stoccaggio. Per arrivare a questo siamo partiti dal caso piu` semplice in cui
le domande erano tutte positive per poi generalizzarlo al caso delle domande
arbitrarie. Abbiamo prima studiato una procedura risolutiva in cui erano
noti gli estremi dell’intervallo di rigenerazione e era noto il periodo in cui
sarebbe partita la produzione, poi abbiamo cercato di generalizzare il tutto
scrivendo un vero e proprio algoritmo risolutivo per ULS3 nel quale gli unici
dati conosciuto erano i costi fissi di produzione, i prezzi di vendita, i costi di
stoccaggio, le domande arbitrarie e i limiti superiori di vendita
Poi abbiamo anche visto come nel modello Lot-Sizing con vendite e scor-
te di sicurezza si semplificano le cose quando le domande sono tutte non-
negative. Ma abbiamo comunque visto che le disuguaglianze che definiscono
le facce dipendono ancora dai sottoinsiemi S e R. Cosa che non succede
nel caso in cui le domande siano tutte nulle e ci sia la presenza dei costi di
Wagner-Whitin. Anzi, in questo caso abbiamo visto che il numero di facce
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descresce in presenza di questi costi. Per fare questo abbiamo prima dovuto
introdurre una formulazione estesa del problema.
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