Motivation: Signaling pathways are dynamic events that take place over a given period of
Introduction
Genome-wide DNA microarrays are powerful tools, providing a glimpse of the signals and interactions within regulatory pathways of the cell. They enable the simultaneous measurement of mRNA abundance of most, if not all, identified genes in a genome under different physiological conditions. Because signaling pathways are dynamic events that take place over time, single time point expression profiles may not allow us to identify temporal events. This problem can be approached by performing a DNA microarray experiment with a series of time points following a physiological event.
Dynamic Bayesian Network (DBN) analysis (Murphy et al., 1999; Kim et al., 2003; Perrin et al., 2003) is well-suited for handling time series gene expression data. To our knowledge, Murphy and Mian (Murphy et al., 1999) are to be credited with first employing DBN for modeling time series expression data. In the DBN analysis, regulator-target gene pairs are usually identified based on a statistical analysis of their expression relationships across different time slices. For example, time slices T 1 for the regulator and T 2 for the target gene, where T 1 precedes T 2 . The time period between the time slices of the regulator and target (T 2 -T 1 ), is considered as the transcriptional time lag. Specifically, it is the time that it takes for the regulator gene to express its protein product and the transcription of the target gene to be affected (directly or indirectly) by this regulator protein. Consequently, we are more likely to observe a significant statistical correlation between the expression of a regulator and its target if biologically relevant time slices are used.
There are two major problems with current DBN methods, which greatly reduce the effectiveness of current DBN methods. The first problem is the lack of a systematic way to determine a biologically relevant transcriptional time lag, which results in relatively low accuracy of predicting gene regulatory networks. The second problem is the excessive computational cost of these analyses, which limits the applicability of current DBN analyses to large-scale microarray data. Therefore, this paper introduces a DBN-based analysis that can predict gene regulatory networks from time course expression data with significantly increased accuracy and reduced computational time. Our approach differs from existing DBN methods (typified by BNT) in two major ways. First, in BNT, all the genes in the data set are considered as potential regulators of a given target gene. In contrast, our method focuses on employing the biological fact that most transcriptional regulators exhibit either an earlier or simultaneous change in expression level when compared to their targets (Yu et al., 2003) . This limits the potential regulators of each target gene and thus significantly reduces the computational time. Second, in order to perform a statistical analysis of gene expression relationships, BNT generates a data matrix containing the time course expression profiles of the potential regulators and a given target gene. In this data matrix, the time course expression levels of all the potential regulators are aligned perfectly with each other throughout the time course. However, the expression levels of the target gene are misaligned with those of the potential regulators by one time unit. For example, the expression levels of the potential regulators at time point 1 are aligned with the expression level of the target gene at time point 2, where the time lag is just one time unit. Therefore, BNT automatically assumes that the time unit in a time course microarray experiment is the transcriptional time lag for all potential regulator-target pairs. This estimation of the transcriptional time lag can be inaccurate and results in a relatively low accuracy of predicting gene relationships using BNT. In contrast, our method proposes to use the time difference between the initial gene expression change of a potential regulator and its target as a reasonable estimation of the transcriptional time lag between these two genes, which can vary from zero (roughly simultaneous expression changes of the regulator and its target) to several time units. Based on these improvements, we expect that our DBN approach will uncover gene-gene relationships with a significantly increased accuracy and reduced computational time compared with existing DBN methods. The final steps in both our method and BNT are to calculate the conditional probabilities of the target gene expression in relation to the expression of its potential regulators, and subsequently the "log marginal likelihood score." Potential regulator(s) with the highest log marginal likelihood score will be ultimately selected as the final set of regulators for the given target gene. A conceptual representation of our approach is presented in Figure 1 , and a detailed description of our method is presented in the Methods section.
Materials: Data and software
To evaluate our approach, we report the analysis of the yeast cell cycle time series gene expression data from Chou et al (Cho et al., 1998) . This data set has a large number of time points (n=16) with relatively small time intervals (10 minutes), thus making it ideal for testing our approach. In addition, the yeast cell cycle has many previously established gene regulatory relationships (Simon et al., 2001) , allowing ready confirmation of the accuracy of our algorithmderived gene-gene relationships. For example, the Chou et al. yeast data set contains 116 known cell cycle genes that encode either transcription factors (TFs) or their established targets. These genes can be inputted into our algorithm and predicted relationships are then verified by the comparison with established relationships. Since Murphy's BNT already provides the necessary functionalities for building Bayesian networks, we implemented our new DBN analysis within the framework of BNT. The details of our approach are described in the "Methods" section. The supporting programs to initially determine up-or down-regulation of individual genes and the transcriptional time lags between potential regulators and their targets are written in Java. These programs can be obtained from the corresponding author upon request.
Methods
In this section, we describe the details of our DBN approach using the analysis of a set of hypothetical expression data as an example. This example includes four hypothetical genes A-D and their expression data at six evenly spaced time points T 1 -T 6 .
Step1: Selection of potential regulators for each gene
We first determined the time points of the initial changes in expression (up-or downregulation) of genes A-D based on their time series expression data. Although there is currently no gold standard for determining what this threshold is for up-or down-regulation, we decided to use >1.2 fold (up-regulation) and <0.70 fold (down-regulation) compared to baseline gene expression as the cutoffs. Although these are relatively modest cutoffs, we did not want to miss genes with small, but potentially important changes in gene expression. We then determined the time points of the initial up-or down-regulation of genes A-D, and assigned genes with earlier or simultaneous changes in expression as the potential regulators of those genes with a later change in expression.
In this way, we were able to select a subset of potential regulator genes for any given target gene.
The results of this potential regulator pre-selection for genes A-D are shown in Figure 2 .
Based on the criteria above for determining up-or down-regulated expression, the initial upregulation of genes A and B occurs at T 2 , gene C is initially up-regulated at T 3 , and gene D is initially up-regulated at T 4 . We selected genes A-C as the potential regulators of gene D because the initial up-regulation of genes A-C precedes that of gene D. This is followed by similar selection of potential regulators for other genes. In Figure 2 , we illustrate a case of up-regulated expression, but similar potential regulator selection applies to down-regulated genes as well.
Step 2: Estimation of biologically relevant transcriptional time lag
After potential regulator selection, we next performed an estimation of the transcriptional time lag between potential regulators and their target genes. We propose that the time difference between the initial expression change of a potential regulator and its target gene represents a biologically relevant time period. This is expected to allow a more accurate estimation of the transcriptional time lag between potential regulators and their targets, because it takes into account variable expression relationships of different regulator-target pairs.
As an example, we illustrate the estimated time lags between target gene D and its potential regulators in Figure 
Step3: Gene regulatory network modeling
The variables in our DBN analysis are the gene expression levels across different time points in the time course expression data. However, we did not use the absolute fold-change values, instead, we assigned "2" if the expression level is equal to or higher than the average expression level for that gene across all time points, and "1" if the expression level is lower than the average level. Note that we did not use the >1.2 or <0.70 fold cutoffs (see Step 1) to assign absolute up-or down-regulation to the expression level at each time point, instead we focused on the relative increase or decrease in expression levels. This is because the main focus of DBN is to identify the correlation between gene expression patterns, rather then their absolute expression value at any one particular time point.
We then used the results from Steps 1 and 2 to more accurately predict gene regulatory networks from time series expression data, which is demonstrated by using the same example as in 
Results
In DBN analyses of time series expression data, at least two situations can exist. First, one might have some prior knowledge of the system studied, such as the identity of transcription factors (TFs) in the system even though the targets of these TFs are unknown. Indeed, if we know the identity of the TFs in the system, we can use this prior knowledge to limit the potential regulators of each gene in the data set to only these TFs, and then identify the targets of these TFs. In the second situation, we may not have any prior knowledge of the system, and thus need to identify regulatory networks by considering all potential regulator-target pairs. Therefore, in this work, we performed two sets of experiments to represent both of these possibilities.
In each experiment, we used both our approach and Murphy's BNT to analyze Chou et al.'s yeast cell cycle data, and compared the accuracy and the computational cost of the two methods. In Experiment 1, we only allowed the nine TFs to be the possible regulators of the 116 genes in the data set (including the nine TFs, because a given transcription factor can be regulated by other transcription factors), and we identified the targets of these nine TFs. We denote the learned networks using our method and BNT as DBN our_1 and DBN BNT_1 , respectively. In Experiment 2, we excluded any prior knowledge of yeast cell cycle, thus allowing all potential regulator-target pairs and subsequently identified the relationships between these 116 genes solely based on the time course microarray data. Regulatory networks identified using our method versus BNT in Experiment 2 are listed as DBN our_2 and DBN BNT_2 .
The results of Experiment 1 are summarized in Table 1 , and the results of Experiment 2 are listed in Table 2 . In both tables, row (I) represents the network identified by our method, and row (II) represents the network learned using BNT. "Correctly identified relationships" specifies predicted relationships that have been established in yeast cell cycle regulation. "Misdirected relationship" represents a gene relationship that is predicted to be in the reverse order of a known relationship. "Specificity" is the percentage of correctly predicted known gene relationships out of the total number of predicted gene relationships. "Computational time" is the running time of the analysis.
Experiment 1
Since we only allow the nine transcription factors to be the potential regulators in Experiment 1, the search space is relatively small and thus the computational time for both methods is relatively short. However, a close comparison of the computational times demonstrates a completion time of 10 seconds for our method and 60 seconds for Murphy's method (Table 1) .
The difference between the computational times is much more dramatic when the number of potential regulators increases as in Experiment 2.
In DBN our_1 , by selecting potential regulators based on their concurrent or antecedent change in expression in relation to the target genes, the number of misdirected relationships decreases from four (DBN BNT_1 ) to one (DBN our_1 ) (Table 1) . Interestingly, the four misdirected relationships in DBN BNT_1 were all correctly reversed in DBN our_1 . Examination of the expression profiles of these four misdirected relationships reveals an earlier expression change of the known regulator gene compared with the target gene. For example, SWI4, a transcription factor, is known to regulate gene NDD1 (Simon et al., 2001 ). However, SWI4 was erroneously determined to be the target of NDD1 in DBN BNT_1 . Interestingly, using our method, SWI4 becomes a regulator of NDD1. SWI4's expression is up-regulated at 10 minutes compared with NDD1's up-regulation at 20 minutes. However, NDD1 apparently has a strong statistical relationship with SWI4 based on their expression data, which results in the regulation of SWI4 by NDD1 in DBN BNT_1 . In our method, NDD1 is excluded from being a potential regulator of SWI4 because it has a delayed expression change compared with SWI4, and thus is not likely to be a regulator of SWI4. This results in assigning SWI4 as a potential regulator of NDD1, and our statistical analysis confirmed that SWI4 is a regulator of NDD1. Therefore, the misdirected relationship NDD1 -> SWI4 in DBN BNT_1 was correctly reversed to SWI4 -> Ndd1 in DBN our_1 .
Interestingly, there is only one misdirected relationship in DBN our_1 . In this relationship, SWI5, although known to be a transcriptional target of NDD1 (Simon et al., 2001) , is predicted by our method to be a regulator of NDD1 (SWI5 -> NDD1). This misdirected relationship is caused by the antecedent up-regulation of SWI5 at 10 minutes compared with NDD1's up-regulation at 20 minutes. Therefore, SWI5 was selected by our method to be the regulator of NDD1, instead of vice versa. A further statistical analysis also confirmed the regulation directed from SWI5 to NDD1. (Table 1) . A close examination of the 36 gene-gene relationships correctly identified by our method (Table 3A) and not by BNT reveals that all 36 relationships have a much stronger statistical correlation using the estimated transcriptional time lags compared with using the single time unit (10 minutes) as the time lag. As an example, SWI4, a transcription factor, is known to transcriptionally regulate MBP1 (Simon et al., 2001 ). However, this relationship was rejected by BNT because there is no significant statistical correlation between SWI4 and MBP1 expression when using a single time unit as the transcriptional time lag for the statistical analysis. This is illustrated by the low conditional probability of MBP1's expression correlating with SWI4's expression using the 10 minute time lag ( Figure 5A ). However, when using a 30 minute time difference (three time units) between the initial expression change of SWI4 and MBP1, a strong statistical correlation was uncovered ( Figure   5B ).
In contrast to the 36 known gene-gene relationships identified by our method exclusively, there are only eight relationships that are identified exclusively by BNT (Table 3B ). Three of these eight relationships have a better correlation if using 10 minutes as the transcriptional time lag compared with using the zero minute time lag estimated by our analysis. The other five relationships resulted from earlier expression changes of the target gene compared with their regulators.
Experiment 2
In this experiment, we compared the accuracy and efficiency of our method with BNT when no prior knowledge of yeast cell cycle transcription factors was inputted into the DBN model. This experiment allowed all the genes being analyzed to be potential regulators rather than only the nine transcription factors as in Experiment 1.
The difference between the computational cost of our method and BNT is even more dramatic in this experiment than in Experiment 1. The completion time for running our analysis on the data set of 116 genes was only 15 minutes, while it took 8 hours using BNT ( Table 2 ).
As in Experiment 1, the number of misdirected relationships drops significantly from seven in DBN BNT_2 to three in DBN our_2 (Table 2 ). One misdirected relationship occurs in both networks.
A close examination of the other six misdirected relationships in DBN BNT_2 reveals that these relationships include known regulators which have an earlier initial expression change than their targets. Since the statistical analysis is the only measure to determine regulator-target pairs in BNT, the apparent statistical correlation erroneously determined the regulation from the known target gene to the known regulator gene in these six misdirected relationships. Interestingly, five of these six misdirected relationships were successfully reversed in our analysis. The other misdirected relationship was not reversed in our analysis due to an insignificant statistical correlation between the genes in this known relationship. Compared with the seven misdirected relationships in DBN BNT_2 , there are only three in DBN our_2 . The three misdirected relationships were caused by the fact that the known regulator has a later change in expression than its known target.
The advantage of using a more biologically relevant estimation of the transcriptional time lag is clearly reflected in these results. Twelve established relationships were correctly identified by our approach and not by BNT. Out of these twelve relationships, ten have estimated transcriptional time lags other than 10 minutes, which is the arbitrary time lag used in BNT. In addition, all of the ten relationships have much stronger statistical correlations when using their transcriptional time lags estimated in our method compared with using the 10 minute time lag.
Compared with the twelve known relationships identified in DBN our_2 (and not in DBN BNT_2 ), there are only three that are identified exclusively in DBN BNT_2 . Two of the three relationships were not identified by our method because the known regulators in these relationships have later changes in expression than their targets. The other relationship was not identified by our method because it has a better statistical correlation if using a 10 minute time lag compared with using the 20 minute time lag we estimated in our analysis.
From the results of both experiments, we can see that the number of correctly identified known relationships decreases in Experiment 2 when compared with Experiment 1. This finding reflects the fact that when we increase the number of potential regulators, the number of possible false positive predictions increases. However, if we reduce the number of potential regulators, we might miss uncovering interesting regulator-target pairs. This dilemma may be solved when we possess a more thorough understanding of the transcriptional regulation.
Conclusions
In this paper, we address two fundamental problems associated with current DBN analyses: 1) a low accuracy of predicted gene-gene relationships attributed to the arbitrary assignment of a transcriptional time lag and 2) an extremely long computational time due to the lack of an efficient approach to reduce the search space. In our approach, we consider the fact that gene regulators usually have either a simultaneous or antecedent changes in expression when compared to their targets. This consideration allows us to limit possible regulators of each gene thus reducing the search space. Furthermore, we use the time difference between the initial change in expression of a given regulator gene and its potential target gene to estimate the transcriptional time lag between these two genes. This estimation of transcriptional time lag increases the accuracy of predicting gene regulatory networks. In our current analysis, we used established transcription factor-target relationships as measured by a genome-wide screen of promoter binding by tagged transcription factors to define correct gene-gene interactions (Simon et al., 2001) . Additional large-scale promoter binding screens have also been performed (Horak et al., 2002) and are complementary approaches to a DBN-based analysis of global gene expression. Although assessment of the absolute predictive accuracy of any DBN method is limited by our current knowledge of established gene-gene interactions, our new method appears to be more accurate than traditional BNT in predicting gene-gene relationships.
In our analysis, we estimated the transcriptional time lag between a regulator gene and a target gene as the time difference between their initial expression change. The time points of the initial expression change (up-or down-regulation) of a gene could be affected by the cutoffs we use to determine the significantly up-or down-regulated expression. Therefore, there can be error associated with the transcriptional time lag estimated by our method. Further work on how to most accurately determine thresholds of significant up-or down-regulation needs to be conducted.
Another important consideration is the noise in microarray gene expression data. One approach to deal with uncertainty in expression data is to perform replicate experiments of the same time course microarray experiment. Experiments can then be analyzed in at least two different ways. The first approach is to consider each data set separately, which will result in independent gene regulatory networks for each data set. We could then identify gene relationships that occur in the majority of the independently predicted networks. This approach may filter out false gene relationships that are caused by random noise, and therefore are not likely to occur consistently in different experiments. The second approach is to average the expression levels of each gene from independent replicates, and assign a standard error (SE) to each averaged value. We can then perform similar DBN analysis on this averaged data as described in the "Methods" section in this paper. We could then use a scoring function that takes the standard errors into account instead of the "log marginal likelihood" score that assumes the certainty of the expression values. We could redesign the scoring function so that gene relationships that have small standard errors for the averaged expression of its regulator genes and target genes will have a higher score, and will be given more weight than those gene relationships with higher standard errors. However, the first approach may be a better choice, because averaging may cause the loss of a significant relationship if the expression values of one experiment are particularly noisy. 
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