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Sommario
La quantità di dati a nostra disposizione, in qualsiasi settore dello scibile
umano (scientifico, medico, demografico, finanziario, commerciale etc.), è di-
ventata tale da richiedere un’enorme quantità di tempo per essere analizzata
con profitto. Poiché l’attenzione umana è una risorsa preziosa, è necessa-
rio disporre di metodi automatici e intelligenti per analizzare, classificare
e compendiare i dati. Tali tecniche devono essere in grado di evidenziare
distribuzioni di interesse ed eventuali anomalie e singolarità contenute nei
dati.
Quest’impellente esigenza ha fatto sì che oggi l’analisi impegni ricercatori
di varie discipline: statistica, intelligenza artificiale, machine learning e data
mining.
Il clustering, nell’ambito del data mining, è utilizzato per scoprire pat-
tern di interesse nei dati, soprattutto quando il loro volume ponga requisiti
stringenti, se vogliamo mantenere accettabili le prestazioni degli strumenti
utilizzati.
Il lavoro di tesi da noi proposto consiste nell’implementazione dell’algo-
ritmo di clustering gerarchico CURE. CURE+, il software a tale scopo rea-
lizzato, è un’applicazione per i sistemi operativi facenti parte della famiglia
Microsoft Windows c©, sviluppata utilizzando il linguaggio di programma-
zione C++ nell’ambito dell’Integrated Development Environment Microsoft
Visual Studio .Net c©.
Sommario (continuazione)
Nei capitoli 1 e 2 (pagg. 3 e 11) illustriamo la nomenclatura e i concetti
generali che stanno alla base del clustering.
Nel capitolo 3 (pag. 25) descriviamo più in dettaglio cosa si intenda per
clustering gerarchico e quali sono i vantaggi che tale strumento è in grado di
offrire.
Nel capitolo 4 (pag. 45) proponiamo invece una descrizione (tutt’altro
che esaustiva) dell’algoritmo di clustering gerarchico agglomerativo BIRCH.
Riteniamo che tale descrizione possa essere utile, in quanto BIRCH è stato
il primo algoritmo di tipo gerarchico che si è prefisso l’obiettivo di rendere
scalabile la complessa analisi dei dati nei confronti di grandi database. BIR-
CH costituirà il nostro trampolino di lancio per l’introduzione dell’algoritmo
CURE, che ne raccoglie l’eredità pur cercando di limitarne gli inconvenienti.
Nel capitolo 5 (pag. 64) passiamo dunque all’esposizione di una detta-
gliata descrizione dell’algoritmo CURE.
Nella sezione III (pag. 103) illustriamo in dettaglio l’interessante strut-
tura dati KD-tree (capitolo 6, pag. 103) e la sua versione randomizzata,
denominata rKD-tree (capitolo 7, pag. 106).
Nella sezione IV (pag. 117) passiamo, senza ulteriori indugî, all’esposi-
zione approfondita di CURE+, illustrando gli strumenti, i metodi, le scelte
effettuate e le innovazioni apportate durante lo sviluppo di tale applicazione.
Nella sezione V (pag. 163) illustriamo i risultati forniti da una serie
di analisi effettuate da CURE+ su un file di dati di prova, denominato
“First_April.dat”. Esso è un file log generato dalle visite degli utenti a
uno dei siti facenti parti del comprensorio Web dell’Università di Pisa. Le
analisi svolte ci hanno consentito di testare le funzionalità di CURE+ e di
sincerarci che esso rileva correttamente i cluster presenti all’interno del file
“First_April.dat”.
Infine nel capitolo 13 (pag. 178) vengono esposte le considerazioni finali
concernenti questo lavoro di tesi.
Parte I
Panoramica sul Clustering
Capitolo 1
Introduzione alla Classificazione
(Clustering)
“Il vero viaggio di scoperta non consiste nel
cercare nuove terre, ma nell’avere nuovi occhi.”
Voltaire (1694 - 1778)
1.1 L’ascesa del Data Mining
Il data mining o, come si preferisce chiamarla di recente, la Knowledge
Discovery in Databases (KDD), è una disciplina nata alla fine degli anni
’80. Essa ha acquisito notevole importanza e attualità nel corso degli anni
’90 e ci si aspetta che continui a fiorire nel nuovo Millennio. Il motivo al-
la base dell’interesse per questa disciplina risiede nel fatto che negli ultimi
decenni la capacità dell’uomo di generare e collezionare dati è incrementata
notevolmente. I fattori che vi hanno contribuito sono:
• il massiccio utilizzo dei codici a barre per i prodotti commerciali
• la diffusione del Personal Computer e la conseguente disponibilità di mi-
croprocessori sempre più veloci e di supporti di memorizzazione sempre
più capaci (ed economici)
• la computerizzazione delle transazioni affaristiche, scientifiche e gover-
native
• progresso dei mezzi di raccolta dati (sistemi OCR di scansione del testo,
sistemi satellitari etc)
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• diffusione globale del World Wide Web, che ha fornito una quantità
inaudita di dati ed informazioni
La situazione attuale è tale che la nostra abilità di immagazzinare e conser-
vare dati è molto superiore a quella di analizzarli con profitto: la nascita del
data mining, disciplina che si pone come scopo la ricerca di preziose pepite
informative in sterminati database, era un evento inevitabile.
1.2 Cluster Analysis
La classificazione o cluster analysis o clustering è un ambito di ricerca in-
novativo che presenta connessioni con la statistica, il machine learning, la
biologia, il marketing e infine con la KDD. In quest’ultimo settore viene uti-
lizzata per affrontare le problematiche relative alle prestazioni degli strumenti
di analisi di grossi volumi di dati.
1.3 “In genera divido”
Una delle attività basilari degli organismi viventi è la predisposizione e la
capacità di raggruppare oggetti tra loro simili, in modo da produrne una
classificazione mentale. La stessa sopravvivenza di una specie ha come pre-
supposto la comprensione che molti oggetti individuali possiedono proprietà
comuni: alcuni alimenti hanno la proprietà di essere commestibili oppure
velenosi, alcuni animali sono feroci oppure innocui e così dicendo.
Importante conseguenza della classificazione è la capacità di distinguere
singolarità: l’animale che distingue un predatore in agguato in una caotica
foresta guadagna la propria salvezza. Evidenza della capacità, insita nella
mente umana, di estrarre una struttura da dati rumorosi è fornita dal test
delle macchie di Rorschach. In figura 1.1 e 1.2 (pagg. 5, 6) riportiamo due
illustrazioni delle immagini utilizzate in tale test. Quest’abilità, ampiamente
sfruttata nel mondo animale, è stata utilizzata nei primi ominidi ad un livello
superiore: essa è infatti alla base della nascita del linguaggio. Dare un nome
agli oggetti significa in sostanza apporre una etichetta ad una classe mentale
che raggruppa singoli oggetti, accomunati da una o più proprietà.
Quando l’uomo si è finalmente affrancato dalla minaccia dei predatori ed
ha costituito le prime civiltà, ha potuto giovarsi della propria insita capacità
di classificazione, la quale è diventata infatti il presupposto di molte disci-
pline scientifiche e filosofiche. Aristotele fu autore della prima classificazione
delle specie viventi: dapprima le separò in due gruppi (creature dotate di
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Figura 1.1: Primo Esempio di immagine usata nel test di Rorschach
sangue rosso e non, corrispondenti più o meno a vertebrati e invertebrati) e
successivamente le suddivise secondo criteri via via più articolati.
La moderna biologia, per la quale la classificazione degli organismi viventi
prende il nome di Tassonomia, è solo un esempio: in chimica si ha il raggrup-
pamento degli elementi a formare la tavola periodica, in astronomia si ha la
classificazione delle stelle per tipologia e così via: in ogni disciplina l’uomo
ricorre alla propria capacità di classificazione per semplificare, caratterizzare,
apprendere.
1.4 Utilità della classificazione
Ad un primo livello la classificazione costituisce un conveniente strumento per
organizzare una grande quantità di dati, in modo da formare un quadro più
chiaro e consentire di conseguenza una estrazione delle informazioni efficiente.
D’altra parte la classificazione può costituire ben più di un utile compen-
dio dei dati ed un settore in cui questo è evidente è quello della medicina: la
classificazione di una patologia ha due ulteriori scopi:
predizione l’aver separato in gruppi le malattie suggerisce il trattamento
terapeutico da eseguire
eziologia la classificazione consente di formulare ipotesi sulla causa del di-
sturbo
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Figura 1.2: Secondo Esempio di immagine usata nel test di Rorschach
Sottolineiamo che quasi sempre è possibile attuare una grande varietà di
diverse classificazioni: questo fa capire come il raggruppamento di un insieme
di oggetti in classi non sia un’operazione rigorosa come una teoria scientifica
e dovrebbe essere giudicata in termini di utilità e convenienza e non secondo
un rigido schema booleano del tipo bianco/nero, vero/falso.
1.5 Metodi numerici di classificazione
Le tecniche numeriche di derivazione delle classificazioni (originatesi in bio-
logia e zoologia) hanno come scopo quello di produrre raggruppamenti che
siano:
oggettivi intendendo che l’analisi dello stesso insieme di organismi secondo
la stessa sequenza di metodi numerici produce la medesima classifica-
zione
stabili intendendo che la classificazione rimane valida pur aggiungendo un’am-
pia varietà di organismi o nuove caratteristiche che li descrivano
A questi metodi numerici sono stati assegnati varî nomi, a seconda dell’area
di applicazione:
Tassonomia numerica usato in biologia
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Analisi Q usato in psicologia
Individuazione di pattern non supervisionato usato nella letteratura
dell’intelligenza artificiale
Segmentazione usato nell’ambito delle ricerche di mercato
Attualmente il termine generico utilizzato di preferenza per indicare pro-
cedure che tentano di rivelare una struttura a gruppi in un insieme di dati è
cluster analysis (analisi dei gruppi o delle classi).
In molte applicazioni di cluster analysis si tende a cercare una partizione
dei dati (l’intersezione tra ogni coppia di gruppi è l’insieme vuoto, l’unione
di tutti i gruppi fornisce l’insieme dei dati di partenza). Tuttavia in altri casi
è preferibile una soluzione che preveda gruppi cui sia consentito sovrapporsi.
L’unità di dato è solitamente una matrice n × p: la riga i-esima indivi-
dua l’oggetto (o individuo) i, mentre la colonna j-esima individua il valore
associato alla j-esima proprietà (o caratteristica) dell’oggetto:
X =

x11 x12 · · · x1p
x21 x22 · · · x2p
...
... . . .
...
xn1 xn2 . . . xnp

Tale matrice è spesso chiamata bimodale, in riferimento al fatto che a righe
(oggetti, individui, tuple) e colonne (variabili, campi, caratteristiche, fea-
tures) è associato un diverso significato. Le variabili in X possono essere
continue, ordinali, categoriche o di natura mista e qualche cella può essere
vuota. Vedremo che la natura mista delle variabili e le celle vuote complicano
molto il processo di clustering dei dati.
Alcune tecniche di classificazione provvedono ad una preventiva trasfor-
mazione della matrice X in una matrice quadrata n× n unimodale di somi-
glianza, dissomiglianza, o distanza (in generale si può parlare di prossimità).
In alcune applicazioni la matrice di prossimità può essere generata in modo
naturale: un tipico esempio è fornito dagli esperimenti di psicologia.
La cluster analysis è essenzialmente un processo di scoperta della strut-
tura a gruppi dei dati e non deve essere confusa con la differenziazione o
assegnazione, in cui i gruppi sono noti a priori e la analisi deve costruire
regole per inserire i singoli oggetti in uno dei gruppi noti.
1.6 Cos’è un Cluster?
Una definizione formale di cluster è sfuggevole e forse anche non necessaria:
se l’utilizzo del termine cluster produce una risposta di valore per l’investi-
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gatore possiamo ritenerci soddisfatti. In prima istanza si può dire che un
cluster è un insieme di oggetti che sono simili tra loro ma sono dissimili da-
gli oggetti contenuti in altri cluster : il cluster può quindi essere definito in
termini di coesione interna - omogeneità - e coesione esterna - separazione.
Tali proprietà sono mostrate in figura 1.3.
Figura 1.3: Cluster dotati di coesione interna e/o esterna
Tramite una rappresentazione visuale le proprietà di coesione dei cluster
possono essere rese evidenti, senza definirle in modo esplicito e rigoroso. Te-
niamo presente che non esiste una singola definizione che risulti sufficiente
per ogni situazione: i tentativi di rendere i concetti di omogeneità e separa-
zione matematicamente precisi in termini di espliciti indici numerici hanno
condotto a numerosi e differenti criteri.
Finora non abbiamo specificato come un cluster venga individuato quan-
do visualizzato su un piano, ma una caratteristica principale del processo di
ricognizione sembra coinvolgere la distanza relativa tra punti. Un’ulteriore
rappresentazione di dati bidimensionali è riportata in figura 1.4. La maggior
Figura 1.4: Dati bidimensionali che non contengono alcuna classe
parte degli osservatori è in questo caso in grado di dedurre che non esiste
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nessuna struttura a classi nei dati: questi appaiono in modo evidente come
un’unico insieme omogeneo. Può però succedere che, applicando le tecniche
di cluster analysis ai dati di figura 1.4, queste rilevino comunque una sud-
divisione nei dati. Il processo di dividere un insieme di dati omogeneo in
sottoparti è detto dissezione e può essere utile in applicazioni specifiche. Un
esempio illustre è quello proposto da Gordon nel 1980: i dati in figura 1.4
potrebbero rappresentare la dislocazione geografica delle case in una città:
in tal caso la dissezione potrebbe costituire un utile strumento per riparti-
re la città in compatti sotto-distretti postali, contenenti un numero di case
confrontabile (vedi figura 1.5). Tuttavia è importante evidenziare che l’inve-
Figura 1.5: Dissezione indotta nei dati
stigatore non conosce a priori la struttura dei dati e può quindi ignorare la
possibilità che la classificazione prodotta dalla cluster analysis è un artefatto
prodotto dalla analisi stessa, che ha imposto una struttura ai dati anziché
scoprire qualcosa concernente la loro effettiva struttura.
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Capitolo 2
Misurazioni di Prossimità
“Non tutto ciò che può essere contato, conta.
Non tutto ciò che conta può essere contato.”
Albert Einstein (1879 - 1955)
2.1 Introduzione
In questo capitolo ci accingiamo ad introdurre i concetti di base del clustering.
Argomento centrale sarà il concetto di distanza e come essa venga definita
nell’ambito degli algoritmi di classificazione. Prima di cominciare segnaliamo
che, per quanto riguarda la nomenclatura utilizzata, considereremo sinonimi
i termini:
• individuo, oggetto, punto, tupla, vettore
• campo, variabile, valore i-esimo, caratteristica, feature
• cluster, gruppo, classe
• clustering, cluster analysis, classificazione, raggruppamento
• similarità, prossimità, vicinanza
• outlier, punto singolare, singolarità, punto isolato
• labeling, etichettatura, mappatura
Molte investigazioni hanno come punto di partenza una matrice monomodale
quadrata n×n, gli elementi della quale riflettono una misura quantitativa di
vicinanza.
Capitolo 2. Misurazioni di Prossimità 12
Due individui sono “vicini” quando la loro dissimilarità o distanza è piccola
o, equivalentemente, quando la loro similarità è grande. Misure di prossimità
possono essere determinate sia direttamente che indirettamente, quest’ulti-
ma modalità essendo più comune nella maggior parte delle applicazioni. Le
prossimità vengono valutate in modo diretto in settori come la psicologia, la
pubblicità e le ricerche di mercato.
Le prossimità indirette vengono derivate dalla matrice dei dati X (n×p, a
più variabili, bimodale). Di seguito illustreremo molte delle possibili misure
di prossimità:
• misure di prossimità per le variabili a categorie (discrete)
• misure di prossimità per le variabili continue
• misure di prossimità su insiemi di dati contenenti sia variabili discrete
che continue (insiemi misti).
2.2 Misure di similarità per dati a categorie
Per dati in cui tutte le variabili sono discrete si utilizzano per lo più misure
di similarità. Queste misure sono in genere normalizzate in modo da essere
comprese nell’intervallo [0, 1], sebbene talvolta siano espresse in percentuale
nel range [0, 100].
Due individui, i e j, hanno un coefficiente di similarità s ij pari ad uno
se possiedono valori identici per tutte le variabili. Un valore di similarità
pari a zero indica viceversa che i due individui differiscono il più possibile nel
valore di tutte le variabili. Un valore di similarità sij può essere facilmente
convertito in un valore di dissimilarità δij dato da δij = 1− s ij.
2.2.1 Misure di similarità per dati binarî
La più comune tipologia di dati a categorie è quella in cui tutte le variabili
sono binarie. Per questo motivo un gran numero di misure di similarità
sono state proposte per dati binarî. Tutte le misure sono definite in termini
della computazione delle concordanze e discordanze delle p variabili per due
individui. La tabella 2.1, pag. 13, evidenzia che:
• gli individui i e j assumono lo stesso valore 1 su a variabili
• gli individui i e j assumono lo stesso valore 0 su d variabili
• su b variabili l’individuo i assume il valore 0, mentre l’individuo j
assume il valore 1
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Tabella 2.1: Computo dell’esito binario per due individui
Individuo i
Esito 1 0 Totale
Individuo j 1 a b a+ b
0 c d c+ d
Totale a+ c b+ d p = a+ b+ c+ d
• su c variabili l’individuo i assume il valore 1, mentre l’individuo j
assume il valore 0
La tabella 2.2, pag. 14, elenca alcune delle misure di similarità che sono state
proposte per dati binarî. La ragione per una tale moltitudine di possibili mi-
sure è da attribuirsi alla apparente incertezza di come debbano essere trattate
le corrispondenze 0−0 o assenza-assenza. (d nella tabella 2.1). In alcuni casi
le corrispondenze 0 − 0 sono del tutto equivalenti alle corrispondenze 1 − 1
e debbono essere incluse nel calcolo della misura di similarità. Un esempio
è quello del genere (maschile, femminile) in cui non esiste alcuna preferenza
nella scelta di quale delle due categorie debba essere codificata con zero o
uno.
In altri casi, tuttavia, l’inclusione o meno delle d corrispondenze 0 − 0
è molto problematica, come quando il valore zero corrisponde all’effettiva
assenza di qualche proprietà (esempio: assenza di ali in uno studio sugli
insetti). Infatti la domanda che ci dobbiamo porre è se la co-assenza contenga
informazioni utili sulla similarità di due oggetti: attribuire un alto grado di
similarità ad una coppia di individui semplicemente perché a entrambi manca
un certo numero di attributi può non essere significativo in molte situazioni.
In questo caso conviene utilizzare le misure, tra quelle riportate in ta-
bella 2.2, che ignorano il conteggio della co-assenza d, per esempio S2 o S4.
Quando invece alla co-assenza di un fattore può essere associato un conte-
nuto informativo si utilizza usualmente il coefficiente di corrispondenza S1.
Le misure S3 ed S5 sono esempi di coefficienti simmetrici che prendono in
considerazione anche le corrispondenze negative, pur assegnando pesi diversi
nei due casi.
Sokal e Sneath [SS] sottolineano che non esistono regole veloci e rigide
per stabilire se le corrispondenze negative debbano essere incluse o meno:
la decisione spetta all’investigatore dei dati, che deve effettuare una scel-
ta affidandosi al proprio livello di esperienza e familiarità con il materiale
trattato.
La scelta della misura di similarità è molto importante, dal momento che
l’utilizzo di diversi coefficienti di similarità può condurre a risultati diversi.
Capitolo 2. Misurazioni di Prossimità 14
Tabella 2.2: Misure di similarità per dati binarî
Misura Formula
S1 Coefficiente di Corrispondenza sij =
a+ d
a+ b+ c+ d
S2 Coefficiente di Jaccard [Jac63] sij =
a
a+ b+ c
S3 Coefficiente di Rogers sij =
a+ d
a+ 2(b+ c) + d
e Tanimoto [RT60]
S4 Coefficiente di Sokal sij =
a
a+ 2(b+ c)
e Sneath [SS]
S5 Coefficiente di Gower sij =
a+ d
a+ 1
2
(b+ c) + d
e Legendre [GL86]
S6 Coefficiente di Gower sij =
a
a+ 1
2
(b+ c)
e Legendre [GL86]
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Si può dimostrare che alcuni coefficienti possono condurre ad uno stesso
ordinamento (Gower e Legendre [GL86] evidenziano che S2, S4, S6 sono tra
loro in relazione di monotonicità, così come S1, S3, S5), ma S1 ed S2 possono
condurre a diverse valutazioni delle similarità relative di un insieme di oggetti.
2.2.2 Misure di similarità per dati categorici non binarî
Dati a categorie in cui le variabili hanno più di due possibili livelli (esempio: il
colore degli occhi) potrebbero essere trattate in modo analogo ai dati binarî,
considerando ogni livello di ciascuna variabile come una singola variabile
binaria. Naturalmente questo approccio è tutt’altro che conveniente, a causa
del grande numero di corrispondenze negative che verrebbero inevitabilmente
generate.
Un metodo migliore è il seguente: considerati due individui i e j a p
dimensioni e la variabile k-esima (k ∈ [ 1, p ]), si pone sijk = 1 se i due
individui assumono lo stesso valore per la variabile k, in caso contrario si
pone sijk = 0. Il valore di similarità tra l’individuo i e j è poi semplicemente
calcolato effettuando una media su tutte le p variabili:
sij =
1
p
p∑
k=1
sijk
2.3 Dissimilarità e misure di distanza per dati
continui
Quando tutte le variabili sono continue, le prossimità tra gli individui sono
calcolate utilizzando misure di dissimilarità che sono anche misure di distan-
za. Una misura di dissimilarità δij è una misura di distanza se soddisfa la
seguente disuguaglianza triangolare:
δij ≤ δim + δmj
per tutte le coppie di individui (i, j), (i,m) e (m, j). Una matrice n × n di
dissimilarità
∆ = {δij} δii = 0 ∀ i
è detta metrica se la disuguaglianza triangolare vale per tutte le triplette
(i, j,m). Dalla disuguaglianza triangolare segue anche che la matrice ∆ è
simmetrica:
δij = δji ∀ i, j
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Misura Formula
D1 Distanza Euclidea dij =
(
p∑
k=1
(xik − xjk)2
)1/2
D2 Distanza City Block dij =
p∑
k=1
|xik − xjk|
(o Rettilinea o di Manhattan)
D3 Distanza di Minkowski dij =
(
p∑
k=1
|xik − xjk|r
)1/r
r ≥ 1
D4 Distanza di Camberra dij =

0 : xik = xjk = 0
p∑
k=1
|xik − xjk|
|xik|+ |xjk| : altrimenti
Tabella 2.3: Misure di dissimilarità per dati continui
Inoltre le misure di dissimilarità metrica sono non negative per definizione.
Ricapitolando, abbiamo le seguenti proprietà (indichiamo da ora in poi una
misura di dissimilarità metrica non con δ ma con d)
dij ≥ 0 ∀ i, j (Non Negatività)
dii = 0 ∀ i (Riflessività)
dij = dji ∀ i, j (Simmetricità)
dij ≤ dik + dkj ∀ i, j, k (Disuguaglianza Triangolare)
Da un insieme di osservazioni multivariate si può ricavare una matrice di
dissimilarità utilizzando una delle misure riportate in Tabella 2.3, pag. 16.
Tutti i tipi di distanza possono essere pesate in modo non uniforme. Ad
esempio la distanza Euclidea pesata da w1, w2, . . . , wp risulta essere:
d(i, j) =
√
w1|xi1 − xj1|2 + w2|xi2 − xj2|2 + . . .+ wp|xip − xjp|2
La distanza D1 (distanza Euclidea) ha la piacevole proprietà che dij può
essere interpretata come la distanza tra due punti xi = (xi1, . . . , xip) e xj =
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(xj1, . . . , xjp) in uno spazio a p dimensioni. Le distanze D1 e D2 sono un
caso particolare della distanza D3, con r = 2 ed r = 1 rispettivamente.
La distanza di Camberra è molto sensibile a piccole variazioni intorno a
xik = xjk = 0.
Una proprietà desiderabile delle matrici di dissimilarità è che siano Eu-
clidee: una matrice di dissimilarità quadrata (n × n) ∆ = {δij} è detta
Euclidea se presi due individui qualunque i e j tra gli n individui, questi
sono posti nello spazio p-dimensionale a distanza Euclidea pari a dij. La
proprietà Euclidea è utile perché, allo stesso modo della misura di distanza
Euclidea, consente di interpretare le dissimilarità come distanze fisiche. Se
una matrice è Euclidea allora è anche metrica, il viceversa non è vero.
Tra le misure di distanza elencate solo D1 produce matrici di dissimilarità
Euclidee. Tuttavia se una matrice di similarità o dissimilarità S = {sij} non
Euclidea è semidefinita positiva (xTSx ≥ 0 ∀x), allora la matriceD = {dij}
definita da:
dij =
√
1− sij
risulta essere Euclidea.
2.4 Misure di Similarità per dati misti
Sono state proposte varie misure di similarità per dati di tipo misto, che
contengono cioè variabili sia di tipo continuo che di tipo categorico. Noi ci
concentriamo soltanto su quella introdotta da Gower, rimandando a [ELL01]
per avere informazioni sulle altre tipologie di misura. Gower ha proposto nel
1971 la seguente misura di similarità per dati misti:
sij =
p∑
k=1
wijksijk
p∑
k=1
wijk
dove sijk è la similarità tra gli individui i e j, misurata sulla k-esima variabile,
e wijk è il relativo peso. Abbiamo che:
wijk =

0 : se il valore della k-esima variabile è
mancante per uno od entrambi gli individui
0 : se, in caso di variabili binarie, si
vogliano escludere corrispondenze negative
1 : altrimenti
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Il valore di sijk è valutato in modo diverso a seconda della natura delle
variabili. Per variabili binarie o categoriche con più di due possibili valori,
sijk = 1 se i due individui hanno lo stesso valore della variabile k, in caso
contrario sijk = 0. Per variabili continue abbiamo:
sijk = 1− |xik − xjk|
Rk
dove Rk è il range della k-esima variabile (in pratica si utilizza la distanza
Manhattan dopo aver scalato la k-esima variabile all’unità).
2.5 Misure di Prossimità Inter-gruppo
Finora abbiamo considerato misurazioni di prossimità tra due individui. Ve-
dremo come nella cluster analysis sia spesso necessario computare la distanza
tra gruppi di individui. Due diversi approcci sono possibili:
1. La prossimità tra due gruppi A e B viene misurata tramite opportuna
sommatoria delle prossimità tra coppie di individui (i, j), dove i ∈
A, j ∈ B
2. Ogni gruppo può essere descritto da un’osservazione rappresentativa
(ad esempio un valor medio), ottenuta tramite opportuna sommato-
ria statistica di ogni variabile: la prossimità inter-gruppo viene allora
definita in termini della prossimità tra le osservazioni rappresentative.
2.5.1 Prossimità inter-gruppo a partire dalla matrice di
prossimità
La prossimità inter-gruppo potrebbe essere valutata come il più piccolo valore
di dissimilarità tra qualunque coppia di individui, ognuno da ciascun gruppo:
si parla in questo caso di confinante più vicino (nearest neighbour distance) e
tale misura sta alla base della tecnica di clustering denominata a collegamento
singolo (single linkage).
La possibilità opposta (furthest neighbour distance) consiste nel conside-
rare la più grande distanza tra tutte le possibili coppie di individui, ognu-
no estratto da ciascun gruppo: tale misura sta alla base della tecnica di
clustering detta collegamento completo ( complete linkage).
La soluzione intermedia è quella di considerare la dissimilarità media tra
gli individui di ciascun gruppo: tale tecnica è usata nel collegamento medio
di gruppo (group average clustering).
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2.5.2 Prossimità inter-gruppo basata su riepilogo di grup-
po per dati continui
Consideriamo due cluster A e B. Un modo semplice per calcolare la distan-
za inter-gruppo dAB è quello di applicare la distanza Euclidea o quella di
Manhattan ai vettori media dei due gruppi:
Vettore media Gruppo A : x¯TA = (x¯A1, x¯A2, . . . , x¯Ap)
Vettore media Gruppo B : x¯TB = (x¯B1, x¯B2, . . . , x¯Bp)
Distanza Euclidea : dEAB =
(
p∑
k=1
(x¯Ak − x¯Bk)2
)1/2
Distanza Manhattan : dMAB =
p∑
k=1
|x¯Ak − x¯Bk|
Talvolta può essere più appropriato utilizzare misure che incorporino in qual-
che modo informazione circa le fluttuazioni all’interno del gruppo. Questa
possibilità è offerta dalla distanza Mahalanobis [Mah36], computata nel modo
seguente:
D2 = (x¯A − x¯B)TW−1(x¯A − x¯B)
ove W è la matrice di covarianza per i due gruppi. Tale distanza cresce
quando cresce la distanza tra i due gruppi ma anche quando decrescono le
variazioni all’interno del gruppo. Altre tipologie di misura devono essere pre-
se in considerazione se le matrici di correlazione dei due gruppi non possono
essere considerate approssimativamente uguali.
2.5.3 Prossimità inter-gruppo basata su riepilogo di grup-
po per dati categorici
Consideriamo solo il seguente indice di dissimilarità, proposto da Balakrish-
nan e Sanghvi (1968):
G2 =
p∑
k=1
ck+1∑
l=1
(pAkl − pB kl)2
p kl
dove:
• pAkl e pB kl sono le occorrenze della l-esima categoria della k-esima
variabile nei gruppi A e B rispettivamente
• p kl = 12(pAkl + pB kl)
• ck + 1 è il numero di categorie per la variabile k-esima e p è il numero
totale di variabili
Capitolo 2. Misurazioni di Prossimità 20
2.5.4 Pesatura delle variabili
Pesare una variabile significa darle maggiore o minore importanza rispetto
alle altre variabili in gioco durante il loro utilizzo nella fase di valutazione
della prossimità tra due oggetti (le misure di distanza, riportate in tabella 2.3,
pag. 16, consentono opzionalmente di effettuare una pesatura differenziale).
Sottolineiamo che l’inclusione o meno delle variabili nello studio è già
una prima forma di pesatura: le variabili incluse hanno peso unitario, quelle
escluse peso nullo.
I pesi possono essere scelti o in base a un giudizio dell’investigatore o in
base a qualche caratteristica della matrice X dei dati. Per quanto riguarda
il primo caso, l’investigatore può scegliere i pesi in modo diretto o in modo
indiretto.
La scelta indiretta implica che l’osservatore dapprima individui un gruppo
di oggetti selezionati in cui egli percepisce una dissimilarità: successivamente
egli assegnerà i pesi in modo da esaltare tale dissimilarità stimata.
La determinazione dei pesi a partire dalla matrice X dei dati è comune-
mente eseguita scegliendo i pesi wk della k-esima variabile in modo da essere
inversamente proporzionali a qualche misura di variabilità: questa scelta im-
plica che la variabile è tanto meno importante quanto più il suo valore fluttua.
Quando le variabili sono continue un comune approccio può essere quello di
scegliere il valore dei pesi in modo che sia pari al reciproco della deviazione
standard o del range della variabile.
Questo approccio potrebbe dare problemi, in quanto considera la varia-
bilità totale delle variabili (sia quella all’interno del gruppo che quella tra
gruppi). La cluster analysis ha come scopo quello di delineare gruppi all’in-
terno dei dati e separarli tra loro il più possibile: dovrebbe quindi esaltare
le differenza tra gruppi. Ovviamente si potrebbe utilizzare la deviazione
standard solo intra gruppo o utilizzare la distanza di Mahalanobis :
D2ij = (xi − xj)TW−1(xi − xj)
ove la matrice di covarianza intra-gruppo fornisce la pesatura. Il problema è
che la struttura dei gruppi non è nota prima dell’analisi stessa. Una soluzione
è quella di utilizzare un algoritmo iterativo in cui si adoperano dei cluster
probabili per calcolare la matrice di covarianza W ∗.
Una criterio alternativo che consente di inferire l’importanza di una va-
riabile dai dati è quello di utilizzare distanze Euclidee pesate in modo tale
da minimizzare un allontanamento dalla ultrametricità. Questo è giustifica-
to da una ben nota relazione tra distanze che soddisfano la disuguaglianza
ultrametrica e l’esistenza di un unico albero gerarchico. Simulazioni hanno
dimostrato che il metodo fornisce buoni risultati.
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Un metodo ulteriore è quello della selezione delle variabili. L’idea è che
si può trovare una procedura implicita per identificare un sottoinsieme delle
variabili iniziali da includere nella cluster analysis. Si sono trovati i seguenti
risultati:
1. Pesi uguali, pesi basati sulla deviazione standard (totale) e sul range
sono generalmente non efficaci, ma i pesi basati sul range sono preferibili
a quelli basati sulla deviazione
2. Pesare basandosi su stime di variabilità intra-cluster funziona abba-
stanza bene
3. Pesare in modo da enfatizzare le variabili che hanno la più alta proba-
bilità di identificare i cluster ha effettivamente migliorato il clustering
quando alcune variabili possedevano una forte struttura a gruppi
4. Pesare in modo da ottimizzare l’idoneità di un albero gerarchico è
talvolta meno efficace della pesatura con pesi uguali o basata sulla
deviazione standard (totale)
5. La selezione di variabili spesso ha dato i risultati migliori
Non si può indicare in modo non ambiguo ed univoco quale sia il metodo
migliore da utilizzare per pesare le variabili. Ricordiamo che effettuare una
pesatura basandosi su giudizi soggettivi di cosa sia importante potrebbe sem-
plicemente far emergere una classificazione già sospettata nei dati, e questo
non è scopo della cluster analysis, che dovrebbe invece rilevare gruppi non
evidenti. Sottolineiamo inoltre che finora non è stato identificato un criterio
principale per determinare i pesi in modo empirico: l’efficienza di misure di
distanza basate su tali pesi sembra dipendere dalla (non nota) struttura dei
cluster.
Comunque il criterio di assegnare meno importanza alle variabili che han-
no cospicue fluttuazioni intra-gruppo sembra il più promettente: due delle
più utilizzate strategie:
• Inserire molte variabili nell’algoritmo di clustering basato sulla distanza
standard nella speranza di non tralasciarne nessuna di importante
• Utilizzare pesi basati sulla deviazione standard delle variabili
sembrano essere inefficaci.
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2.5.5 Standardizzazione
Spesso le variabili sono di tipo diverso e possiedono quindi diverse unità di
misura. A seconda della scelta dell’unità di misura i risultati dell’analisi
possono cambiare (passare dai metri a millimetri moltiplica per 1000 il valo-
re della variabile lunghezza e conseguentemente modifica i cluster) ed è per
questo che è necessario effettuare una preventiva standardizzazione o norma-
lizzazione dei dati. Quando le variabili sono continue la standardizzazione
può consistere nel dividere la variabile per la deviazione standard (riducen-
do le variabili a varianza unitaria), calcolata utilizzando l’insieme completo
di oggetti da classificare (in questo caso si parla anche di autoscaling). Un
metodo alternativo è quello di dividere la variabile per il proprio range. La
standardizzazione è un caso speciale di pesatura e vi si applicano le stesse
accortezze e raccomandazioni. Per esempio è preferibile standardizzare le
variabili utilizzando misure di variabilità intra-gruppo anziché totale.
Probabilmente la risoluzione più idonea al problema della scelta migliore
per le unità di misura non è la standardizzazione, ma l’impiego di un metodo
di cluster analysis che risolva il problema alla radice, essendo per sua natura
stessa conservativo rispetto a cambiamenti di scala.
2.5.6 Valori mancanti
La prima e più immediata soluzione al problema dei valori mancanti è quella
di usare nell’analisi solo individui che possiedono un set di valori completo,
ma questo in taluni casi può ridurre sensibilmente il numero di individui
disponibili per l’analisi.
Un’altra possibilità è quella di utilizzare il coefficiente di similarità di
Gower per costruire una matrice di prossimità per individui che abbiano
almeno un valore presente:
sij =
p∑
k=1
wijksijk
p∑
k=1
wijk
Con questo approccio, se il valore della k-esima variabile non è presente per
uno o entrambi degli individui i, j, il peso della variabile wijk è posto uguale
a zero. La similarità tra gli individui si ottiene quindi mediando le rimanenti
variabili: si fa cioè l’ipotesi che il contributo fornito alla similarità tra due
oggetti da una variabile il cui valore è mancante sia uguale alla media pesata
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dei contributi forniti dalle variabili per le quali i valori sono invece stati
osservati.
Tale ipotesi non è plausibile se il numero di variabili per cui non è dispo-
nibile un valore è elevato: in tal caso è più saggio escludere completamente
l’individuo dall’analisi.
Un’ulteriore possibilità è quella di cercare di valutare i valori mancan-
ti effettuando una sommatoria statistica dei valori delle altre variabili, ma
questo non è fattibile nell’ambito della cluster analysis, perché la sommato-
ria statistica andrebbe applicata a individui dello stesso gruppo, ma prima
dell’analisi stessa i gruppi non sono noti.
L’ultimo approccio che elenchiamo è quello delle procedure iterative. Nel
primo stadio si determina l’appartenenza ai cluster degli individui completi.
Nel secondo stadio gli individui con valori mancanti sono assegnati ad uno di
questi cluster (utilizzando misure di prossimità basate sulle variabili dispo-
nibili). Nel terzo stadio i valori mancanti sono stimati utilizzando statistiche
intra-gruppo. Nel quarto stadio si esegue una cluster analysis con l’insieme
completo di individui, quelli completi e quelli con i valori mancanti dedot-
ti dalle statistiche. Il terzo e quarto stadio sono ripetuti finché sia i valori
dedotti che l’appartenenza ai cluster rimangono immutati.
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Capitolo 3
Clustering Gerarchico
“Dentro dal ciel della divina pace
si gira un corpo nella cui virtute
l’esser di tutto suo contento giace.
Lo ciel seguente, c’ha tante vedute,
quell’esser parte per diverse essenze,
da lui distratte e da lui contenute.”
Dante Alighieri (1265 - 1321)
“La Divina Commedia” (Par, II 112-117)
3.1 Introduzione
Quando si effettua una classificazione di tipo gerarchico i dati non risultano
partizionati in un certo numero di cluster in un passo solo, bensì sono pre-
viste una serie di fasi successive. Il punto di partenza della classificazione
può essere un singolo cluster contenente tutti gli individui oppure n cluster
contenenti ciascuno un solo individuo. Nel primo caso l’algoritmo di cluste-
ring gerarchico procede per partizioni successive, nel secondo per fusioni. E’
chiaro quindi che una prima suddivisione dei metodi di clustering gerarchico
risulta essere la seguente:
metodi agglomerativi : prevedono un input costituito da un insieme di
n cluster, ciascuno contenente inizialmente un solo individuo, ed ef-
fettuano una serie di successive fusioni, che aumentano la dimensione
dei cluster e ne riducono il numero fino al valore desiderato (strategia
bottom-up)
metodi divisivi : prevedono un input costituito da un unico cluster, conte-
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nente inizialmente tutti gli individui, ed effettuano una serie di suc-
cessive partizioni, che diminuiscono la dimensione dei cluster e ne
aumentano il numero fino al valore desiderato (strategia top-down)
Lo scopo di entrambe le varianti è il medesimo: arrivare, tramite suddivisio-
ni o sintesi successive, a una partizione ottimale, operando su una matrice
di prossimità di qualche tipo. La figura 3.1, pag. 27, illustra il funziona-
mento delle due diverse varianti, agglomerativa e divisiva, dell’algoritmo di
clustering gerarchico.
La caratteristica principale degli algoritmi gerarchici è che le divisioni
o fusioni sono irrevocabili: i metodi agglomerativi consentono solo fusioni,
quelli divisivi solo partizioni e non sono ammessi algoritmi gerarchici di tipo
misto; quindi se due individui sono stati assegnati a due cluster diversi non
potranno in seguito essere nuovamente membri di uno stesso cluster.
Poiché le tecniche gerarchiche agglomerative proseguono finché i dati non
siano racchiusi in un unico cluster contenente tutti gli individui, mentre le
tecniche divisive suddividono l’insieme dei dati fino ad avere n gruppi, ognuno
dei quali contenente un singolo individuo, l’investigatore deve possedere un
criterio che induca la terminazione dell’algoritmo nel momento in cui si sia
raggiunto il numero ottimale di cluster.
Le classificazioni gerarchiche (agglomerative o divisive) possono essere
rappresentate da un diagramma bidimensionale detto dendrogramma, che il-
lustra le fusioni/divisioni verificatesi ad ogni stadio dell’analisi. Un esempio
di dendrogramma è mostrato in figura 3.3, pag. 30. Le tecniche di classifica-
zione gerarchiche sono molto usate in biologia, sociologia, biblioteconomia e
in tutti quei settori in cui è implicita una struttura gerarchica nei dati. Seb-
bene il clustering gerarchico possa rivelarsi molto utile anche dove non sia
presente una sottostante struttura gerarchica allo scopo di affrontare proble-
matiche prestazionali, evidenziamo che i metodi gerarchici non devono essere
usati se non sono chiaramente necessarî.
3.2 Metodi Agglomerativi
Le procedure agglomerative costituiscono la variante più usata: esse produ-
cono una serie di partizioni dei dati che vanno da n cluster contenenti un
solo individuo a un unico cluster contenente tutti gli individui (vedi figura
3.2, pag. 28).
In questo paragrafo esponiamo due diverse tecniche:
• Metodo del collegamento singolo (single linkage)
• Metodo del centroide (centroid linkage)
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Figura 3.1: Esempio di struttura gerarchica ad albero
Entrambi i metodi fondono insieme a ogni passo gli individui appartenenti ai
gruppi che sono i più vicini tra loro, ma i due metodi differiscono nel modo
in cui definiscono la distanza tra un individuo e un gruppo o tra due gruppi.
3.2.1 Esempio esplicativo dei metodi agglomerativi
Nell’esempio esposto in questo paragrafo vediamo all’opera due tecniche, la
prima richiede solo la matrice di prossimità, la seconda la matrice dei dati.
3.2.1.1 Metodo del collegamento singolo
Il primo metodo è il più semplice tra i metodi di clustering gerarchico ed è
detto metodo del collegamento singolo (single linkage) o del confinante più
vicino (nearest-neighbour technique).
Nell’ambito del metodo del collegamento singolo la distanza tra due grup-
pi A e B è definita come la distanza tra la coppia (i, j) di individui più vicini,
dove i ∈ A, j ∈ B:
dAB = min
i∈A, j∈B
(d ij)
Il metodo del collegamento singolo può essere comodamente usato anche nelle
tecniche gerarchiche divisive, dividendo il gruppo di partenza nei sotto clu-
ster tra loro più lontani, ovvero che presentano tra loro la massima distanza,
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calcolata come la distanza tra gli individui più lontani.
Consideriamo dunque la seguente matrice di distanza:
D1 =
1
2
3
4
5

0.0
2.0 0.0
6.0 5.0 0.0
10.0 9.0 4.0 0.0
9.0 8.0 5.0 3.0 0.0

Si osserva che gli individui tra loro più vicini sono 1 e 2 (d 12 è il più
piccolo elemento della matrice): questi vengono dunque fusi a formare un
cluster con due elementi, che indichiamo con (12). La distanza tra questo
cluster e gli altri individui si calcola con il metodo del collegamento singolo:
d (12) 3 =min(d13, d23) = min(6.0, 5.0) = 5.0
d (12) 4 =min(d14, d24) =min(10.0, 9.0) = 9.0
d (12) 5 =min(d15, d25) = min(9.0, 8.0) = 8.0
Si procede alla costruzione di una nuova matrice di distanza, i cui valori sono
adesso valori misti: distanze individuo-individuo e distanze cluster -individuo:
D2 =
(12)
3
4
5

0.0
5.0 0.0
9.0 4.0 0.0
8.0 5.0 3.0 0.0

La distanza più piccola (d 54 = 3.0) è ora quella tra gli individui 4 e 5.
Questi formano un nuovo cluster e di conseguenza si devono calcolare le
nuove distanze:
d (12) 3 =min(d 13, d 23) =min(6.0, 5.0) = 5.0
d (45) 3 =min(d 34, d 35) =min(4.0, 5.0) = 4.0
d (12) (45) =min(d 14, d 15, d 24, d 25) =min(10.0, 9.0, 9.0, 8.0) = 8.0
La nuova matrice diventa:
D3 =
(12)
3
(45)
 0.05.0 0.0
8.0 4.0 0.0

Adesso l’elemento più piccolo è d(45) 3 = 4.0, quindi l’individuo 3 è inserito nel
cluster (45). All’ultimo passaggio i due gruppi (12) e (345) vengono infine fusi
a costituire un unico cluster. Questo processo è illustrato dal dendrogramma
di figura 3.3, pag. 30.
Capitolo 3. Clustering Gerarchico 30
 





	
P5
P4
P3
P2
P1








































    



ﬀ
ﬁ
ﬀ
ﬂﬃ  !"
#
$

%
&
%

&
%

&
%

&
%

&
%

&
%
Figura 3.3: Dendrogramma per l’esempio del metodo del collegamento
singolo. Sono mostrate le partizioni ad ogni stadio
3.2.1.2 Metodo del centroide
Passiamo adesso ad esporre l’altro metodo, quello del centroide, che richiede
accesso ai dati originali. Per il nostro esempio consideriamo i dati bivariati
di tabella 3.1, pag. 30. Utilizzando la distanza Euclidea come misura della
Oggetto Variabile 1 Variabile 2
1 1.0 1.0
2 1.0 2.0
3 6.0 3.0
4 8.0 2.0
5 8.0 0.0
Tabella 3.1: Dati Bivariati d’esempio per l’applicazione del metodo del
centroide
distanza tra oggetti, otteniamo la seguente matrice di prossimità:
C1 =
1
2
3
4
5

0.0
1.0 0.0
5.39 5.10 0.0
7.07 7.0 2.24 0.0
7.07 7.28 3.61 2.0 0.0

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L’elemento più piccolo è c 12 = 1.0, quindi gli individui 1 e 2 sono uniti a
formare il cluster (12). Il vettore media (centroide) del gruppo viene calcolato
secondo la formula seguente:
c¯ =
(
1 + 1
2
,
1 + 2
2
)
= (1.0, 1.5)
Adesso è possibile calcolare la nuova matrice di prossimità, dove la distanza
tra un individuo e il gruppo è uguale alla distanza tra l’individuo e l’elemento
centroide del gruppo stesso:
C2 =
(12)
3
4
5

0.0
5.22 0.0
7.02 2.24 0.0
7.16 3.61 2.0 0.0

Il più piccolo elemento della matrice è ora c 45 = 2.0: gli elementi 4 e 5 sono
fusi insieme a formare un nuovo cluster, il cui elemento centroide è:
c¯ =
(
8 + 8
2
,
2 + 0
2
)
= (8.0, 1.0)
La nuova matrice di distanza diviene:
C3 =
(12)
3
(45)
 0.05.22 0.0
7.02 2.83 0.0

In seguito l’elemento 3 viene immerso nel cluster (45) e successivamente i
due cluster (12) e (345) vengono fusi a formare un unico cluster. Si può
osservare che il modo di procedere è gerarchico agglomerativo e consente
pertanto solo unioni: due individui posti nello stesso cluster non possono più
essere separati.
3.2.2 I metodi agglomerativi standard
Oltre alle misure inter-gruppo introdotte nella sezione precedente ne esistono
parecchie altre, ognuna delle quali dà origine a differenti metodi agglomera-
tivi. Per esempio, il metodo del collegamento completo (complete linkage o
furthest neighbour) è opposto a quello del collegamento singolo, nel senso che
la distanza tra due cluster A e B è definita come distanza tra la coppia (i, j)
di individui più lontani, dove i ∈ A, j ∈ B:
dAB = max
i∈A, j∈B
(d ij)
Capitolo 3. Clustering Gerarchico 32
 





 





 





Cluster B
Single Linkage
Complete Linkage
Average Linkage
Figura 3.4: Esempio di tre tipologie di misure di distanza inter-cluster :
a collegamento singolo, completo e medio
Il metodo del collegamento medio di gruppo (group average linkage o un-
weighted pair-group method using the average approach - UPGMA) prevede
che la distanza tra due cluster A e B sia valutata come il valore medio delle
distanze d ij, ove i ∈ A, j ∈ B. La figura 3.4, pag. 32, illustra graficamente
questi tre diversi tipi di misura inter-cluster. Ciascuno dei tre metodi, col-
legamento singolo, completo e medio, utilizzano come dato di ingresso una
matrice di prossimità, a differenza del metodo del centroide (centroid cluste-
ring o unweighted pair-group method using the centroid approach - UPGMC )
che, come abbiamo visto, non usa la matrice di prossimità ma quella dei dati
e che fonde tra di loro i cluster aventi punti medî più vicini.
Il metodo della mediana (median linkage o weighted pair-group method
using the centroid approach - WPGMC ) è simile al metodo del centroide,
tranne che assegna pesi uguali ai centroidi dei cluster da fondere e utilizza
tali centroidi per calcolare il centroide del nuovo cluster nato dalla fusione.
Lo scopo è di evitare che gli oggetti appartenenti al cluster più popoloso
dòminino quelli del cluster più piccolo: il nuovo centroide è in questo modo
intermedio ai due gruppi costituenti.
Un altro metodo è quello proposto da [War63]: ad ogni passaggio agglo-
merativo i due cluster che si fondono sono quelli con il più piccolo incremento
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Metodo Nome alternativo Usato con Distanza tra cluster definita da
Collegamento Nearest Similarità dAB = mini∈A,j∈B(dij)
Singolo Neighbour o distanza
Collegamento Furthest Similarità dAB = maxi∈A,j∈B(dij)
Completo Neighbour o distanza
Collegamento UPGMA Similarità dAB = avgi∈A,j∈B(dij)
Medio di Gruppo UPGMA o distanza
Metodo del UPGMC Distanza dAB = d(v¯A, v¯B)
Centroide UPGMC (necessita dei dati) (distanza tra i centroidi)
Metodo WPGMC Distanza distanza euclidea
della Mediana WPGMC (necessita dei dati) tra i centroidi pesati
Tabella 3.2: Metodi agglomerativi standard per il clustering gerarchico
nella somma totale del quadrato delle distanze intra-cluster :
E =
g∑
m=1
Em ove Em =
nm∑
l=1
p∑
k=1
(xml,k − x¯m,k)2
Nella precedente abbiamo indicato con:
• x¯m,k = 1nm
∑nm
l=1 xml,k la media del cluster m-esimo per la k-esima
variabile
• xml,k il valore della k-esima variabile (k = 1, . . . , p) per l’oggetto l-esimo
(l = 1, . . . , nm) del cluster m-esimo (m = 1, . . . , g).
L’incremento è proporzionale alla distanza euclidea al quadrato tra i centroidi
dei cluster che stiamo unendo, ma questo metodo differisce da quello del
centroide nel fatto che i centroidi sono pesati dalla quantità nmnq
nn+nq
, dove nm
ed nq sono il numero di oggetti contenuti nei cluster m e q rispettivamente.
I sei metodi agglomerativi standard sono elencati nella tabella riepilogativa
3.2, pag. 33.
Citiamo infine brevemente gli ultimi due metodi:
Weighted average linkage - WPGMA è simile al metodo di collegamen-
to medio tra gruppi, ma pesa le distanza inter-gruppo in modo inver-
samente proporzionale al numero di oggetti contenuto in ogni classe
Somma dei quadrati è simile al metodo di Ward, ma si basa sulla som-
ma dei quadrati all’interno di tutti i cluster e non soltanto di quelli
interessati dalla fusione.
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3.2.3 Formula ricorsiva per i metodi agglomerativi
La formula ricorsiva di Lance e Williams [LW67] fornisce la distanza tra un
gruppo k ed un gruppo (ij) formato dalla fusione dei due gruppi i e j:
dk(ij) = αidki + αjdkj + βdij + γ|dki − dkj|
ove dij è la distanza tra i gruppi i e j. La formula può essere utilizzata,
dopo aver scelto opportuni valori di αi, αj, β e γ, per calcolare le distanze
inter-gruppo usate da molte tecniche di clustering gerarchico standard: per
esempio ponendo αi = αj = 12 , β = 0 e γ = −12 si ottiene il metodo del
collegamento singolo (vedi tabella 3.3, pag. 34).
Condizioni di Ammissibilità Parametri Lance-Williams
Metodo U C P M αi β γ
Coll. Singolo N N S S 1
2
0 −1
2
Coll. Completo N N S S 1
2
0 1
2
Coll. Medio N N N N ni
ni+nj
0 0
Metodo Centroide S N N N ni
ni+nj
−ninj
(ni+nj)2
0
Metodo Mediana S N S N 1
2
−1
4
0
Metodo Ward N S N N nk+ni
nk+ni+nj
−nk
nk+ni+nj
0
Tabella 3.3: Metodi di clustering agglomerativi gerarchici: Parametri
Lance-Williams
Osserviamo che in tal caso abbiamo:
dk(ij) =
1
2
dki +
1
2
dkj − 1
2
|dki − dkj|
Se dki ≥ dkj otteniamo:
dk(ij) =
1
2
dki +
1
2
dkj − 1
2
(dki − dkj) = dkj
Se dki < dkj otteniamo:
dk(ij) =
1
2
dki +
1
2
dkj +
1
2
(dki − dkj) = dki
In definitiva possiamo scrivere:
dk(ij) = min(dki, dkj)
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Figura 3.5: Fenomeno del Chaining
3.2.4 Problemi connessi ai metodi gerarchici agglome-
rativi
Il principale problema consiste nel fatto che i metodi del collegamento singo-
lo, completo e medio falliscono nell’identificare cluster di forma non sferica.
Il metodo del collegamento singolo presenta però una caratteristica utile: può
essere utilizzato per individuare punti singolari (outliers), dal momento che
questi sono considerati singleton e scartati se sono sufficientemente lontani
dal loro confinante più vicino. Esso è altresì affetto dal problema del chaining
o concatenamento, fenomeno per cui cluster tra loro distanti ma connessi da
una fila di punti intermedî, dovuti alla (inevitabile) presenza di rumore nei
dati di input, tendono ad essere erroneamente uniti. La figura 3.5, pag. 35
illustra la situazione esposta. Altro spinoso problema è quello della determi-
nazione del numero ottimale di cluster, raggiunto il quale l’algoritmo deve
terminare.
3.2.5 Studi empirici dei metodi gerarchici agglomerativi
Gli studi empirici sui metodi gerarchici possono essere raggruppati in due
tipi principali:
• Il primo tipo simula nei dati cluster di un particolare tipo e poi valuta
l’effettiva capacità del metodo di recuperare tali gruppi
• Il secondo tipo si basa su dati reali in un certo ambito di studio: il
criterio utilizzato per stabilire la bontà del metodo è costituito dalla
interpretabilità o meno dei cluster ottenuti
Da questi studi empirici si è ricavato che il metodo di Ward [War63] forni-
sce ottimi risultati su dati contenenti cluster aventi approssimativamente la
stessa dimensione. Nel caso in cui invece i gruppi abbiamo dimensioni non
confrontabili il metodo del centroide e del collegamento completo sembrano
da preferirsi.
Il metodo del collegamento completo è meno sensibile al rumore e alla
presenza di punti periferici del metodo del collegamento singolo.
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Sottolineiamo che i metodi di clustering gerarchico possono fornire ri-
sultati molto diversi a partire dagli stessi dati: per questo motivo gli studi
empirici permettono di fare considerazioni tutt’altro che conclusive. Non si
può quindi in assoluto consigliare un metodo rispetto agli altri, tenendo an-
che presente che in ogni caso i metodi gerarchici permettono di calcolare un
massimo locale1.
Tuttavia qualche considerazione può essere fatta: il metodo del collega-
mento singolo (che ha buone proprietà matematiche ed è facile da imple-
mentare e programmare) tende ad essere meno soddisfacente a causa del
fenomeno della concatenazione (chaining); la concatenazione, ripetiamo, è il
fenomeno per cui cluster distinti e ben separati, ma connessi da una fila di
punti rumorosi, tendono ad essere erroneamente fusi (vedi fig. 3.5, pag. 35).
Il metodo di Ward [War63] funziona meglio in generale, ma tende a im-
porre una forma sferica ai cluster anche quando tale struttura non è insita
nei dati.
3.3 Metodi Divisivi
I metodi divisivi operano nella direzione opposta a quella dei metodi agglo-
merativi: partono da un unico grande cluster iniziale e progressivamente lo
suddividono in un certo numero di sottogruppi (vedi figura 3.6, pag. 37).
Sono molto esigenti da un punto di vista computazionale, soprattutto se per
ogni cluster, sia esso composto da k oggetti, si considerano a ogni stadio tutte
le possibili 2 (k−1) − 1 suddivisioni in sottogruppi.
Per dati che consistono di p variabili binarie esistono metodi più efficienti
da un punto di vista computazionale, detti metodi divisivi monotetici. Questi
suddividono i cluster in base alla presenza o meno di ognuna delle p variabili,
in modo che ad ogni stadio i cluster contengano membri con certi attributi
o tutti presenti o tutti assenti.
I dati per questi metodi devono essere in forma di matrice bimodale bina-
ria. Il termine monotetico si riferisce all’uso di una sola variabile sulla quale
ci si basa per effettuare la divisione a un certo stadio. I metodi politetici
usano invece tutte le variabili ad ogni stato.
Sebbene siano utilizzati meno frequentemente dei metodi agglomerativi,
i metodi divisivi hanno il vantaggio che molti utenti sono interessati alla
struttura principale dei loro dati, che è ben evidenziata dall’utilizzo di un
metodo divisivo.
1Gli anglosassoni definiscono i metodi gerarchici stepwise optimal
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Figura 3.6: Metodi Gerarchici Divisivi
Capitolo 3. Clustering Gerarchico 38
3.3.1 Metodi Divisivi Monotetici
La scelta della variabile sulla quale basarsi per la divisione dipende dal criterio
di ottimizzazione utilizzato: si può scegliere la omogeneità dei cluster oppure
l’associazione con le altre variabili. In questo modo si cerca di minimizzare
il numero di divisioni necessarie. Un esempio di criterio di omogeneità è
il contenuto informativo C. Esso assume il significato in questo contesto di
disordine o caos ed è definito da p variabili ed n oggetti:
C = p n log(n)−
p∑
k=1
[fk log(fk)− (n− fk) log(n− fk) ]
dove fk è il numero di individui che possiedono il k-esimo attributo. Se
un gruppo X viene diviso in due gruppi A e B, la riduzione di C è pari a
CX − CA − CB. Un insieme ideale di cluster avrebbe membri con attributi
identici e quindi C sarebbe uguale a zero. Da qui deduciamo che i cluster
sono suddivisi in base al fatto che possiedano o meno l’attributo che porta
alla più grande riduzione del valore del contenuto informativo C.
Invece del criterio dell’omogeneità dei cluster l’attributo da utilizzare
a ogni passo può essere scelto in base alla sua complessiva associazione
con i rimanenti attributi: questo metodo viene talvolta chiamato analisi
associativa.
Se ad esempio consideriamo una coppia di variabili binarie Vi e Vj le
frequenze osservate potrebbero essere quelle riportate in tabella 3.4, pag. 38.
Misure di associazione usuali2 sono le seguenti:
Vi = 1 Vi = 0
Vj = 1 a b
Vj = 0 c d
Tabella 3.4: Frequenze osservate per due variabili binarie
|ad− bc| (3.1)
(ad− bc)2 (3.2)
(ad− bc)2n
(a+ b)(a+ c)(b+ d)(c+ d)
(3.3)√
(ad− bc)2n
(a+ b)(a+ c)(b+ d)(c+ d)
(3.4)
2Bisogna effettuare la sommatoria di tali misure per ogni coppia di variabili
Capitolo 3. Clustering Gerarchico 39
(ad− bc)2
(a+ b)(a+ c)(b+ d)(c+ d)
(3.5)
La divisione ad ogni stadio viene effettuata in base alla presenza o meno
dell’attributo la cui associazione con gli altri è massima. Il criterio 3.1 e
3.2 hanno il vantaggio che la misura può essere computata anche se uno
qualsiasi dei valori di a, b, c, d è uguale a zero. I criteri 3.3, 3.4 e 3.5 sono
legati rispettivamente alla statistica χ-quadro, alla sua radice quadrata e al
coefficiente di correlazione di Pearson.
Caratteristiche interessanti dei metodi divisivi monotetici sono la facile
classificazione di nuovi membri e l’inclusione di individui aventi attributi con
valori non specificati. Per quanto riguarda quest’ultimo aspetto, supponia-
mo che la variabile V1 presenti valori mancanti. Si determina la variabile
dal valore non mancante che ha la più grande associazione assoluta con V1:
supponiamo che sia V2. Allora il valore mancante di V1 assume il valore di V2
corrispondente, in caso di associazione positiva tra V1 e V2, oppure il valore
1− V2, in caso di associazione negativa.
Un altro vantaggio dei metodi divisivi monotetici è che, ad ogni stadio, è
evidente qual’è la variabile che produce la divisione.
Un problema invece legato a questi metodi è che il possesso di un parti-
colare attributo, che è raro o raramente trovato in combinazione con altri,
può portare un individuo sul “cammino sbagliato”.
Usi tipici di questi metodi si trovano in medicina e negli studî dei corredi
funerarî in archeologia.
3.3.2 Metodi Divisivi Politetici
3.3.2.1 Descrizione
I metodi divisivi politetici usano in teoria tutte le variabili simultaneamente
e possono lavorare con una matrice di prossimità. In pratica tuttavia si evita
di considerare tutte le possibili divisioni: un potenziale problema dei metodi
divisivi politetici è quello dell’elevato costo computazionale.
L’idea su cui si basano è la seguente: si considera l’individuo più lontano
dagli altri membri del gruppo e lo si usa come origine di un nuovo gruppo.
A questo punto si considera ogni oggetto come potenziale nuovo membro
del gruppo appena formato: quelli che vi sono più vicini entrano a farvi
parte. Il processo viene ripetuto scegliendo come cluster da sottoporre a
scomposizione quello col diametro maggiore (il diametro è valutato come la
più grande dissimilarità calcolata su tutte le coppie di oggetti).
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3.3.2.2 Esempio
Consideriamo la seguente matrice di distanza per un cluster A contenente
sette individui:
D =
1
2
3
4
5
6
7

0
10 0
7 7 0
30 23 21 0
29 25 22 7 0
38 34 31 10 11 0
42 36 36 13 17 9 0

L’individuo usato come “pioniere” del nuovo gruppo è quello la cui distanza
media dagli altri individui è massima. Esaminando la matrice D, si osserva
che questo è l’individuo 1. Infatti, indicando con d(i, A) la distanza media
dell’individuo i-esimo dai rimanenti individui del gruppo A otteniamo:
d(1, A) = d(1,2)+d(1,3)+d(1,4)+d(1,5)+d(1,6)+d(1,7)
6
=
= 10+7+30+29+38+42
6
= 26
d(2, A) = d(2,1)+d(2,3)+d(2,4)+d(2,5)+d(2,6)+d(2,7)
6
=
= 10+7+23+25+34+36
6
= 22.5
d(3, A) = d(3,1)+d(3,2)+d(3,4)+d(3,5)+d(3,6)+d(3,7)
6
=
= 7+7+21+22+31+36
6
= 20.67
d(4, A) = d(4,1)+d(4,2)+d(4,3)+d(4,5)+d(4,6)+d(4,7)
6
=
= 30+23+21+7+10+13
6
= 17.34
d(5, A) = d(5,1)+d(5,2)+d(5,3)+d(5,4)+d(5,6)+d(5,7)
6
=
= 29+25+22+7+11+17
6
= 21
d(6, A) = d(6,1)+d(6,2)+d(6,3)+d(6,4)+d(6,5)+d(6,7)
6
=
= 38+34+31+10+11+9
6
= 22.167
d(7, A) = d(7,1)+d(7,2)+d(7,3)+d(7,4)+d(7,5)+d(7,6)
6
=
= 42+36+36+13+17+9
6
= 25.5
Il cluster di partenza è stato in questo modo suddiviso in due gruppi: B = (1)
e C = (2, 3, 4, 5, 6, 7). Calcoliamo la distanza media di ogni individuo del
gruppo C dagli altri individui componenti il suo gruppo:
d(2, C) = d(2,3)+d(2,4)+d(2,5)+d(2,6)+d(2,7)
5
=
= 7+23+25+34+36
5
= 25
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Individuo gruppo C Dist. media gruppo C Dist. media gruppo B Differenza
2 25.0 10.0 15.0
3 23.4 7.0 16.4
4 14.8 30.0 -15.2
5 16.4 29.0 -12.6
6 19.0 38.0 -19.0
7 22.2 42.0 -19.8
Tabella 3.5: Esempio metodo divisivo politetico
Individuo gruppo C Dist. media gruppo C Dist. media gruppo B Differenza
2 29.5 8.5 12.0
4 13.2 25.5 -12.3
5 15.0 25.5 -10.5
6 16.0 34.5 -18.5
7 18.7 39.0 -20.3
Tabella 3.6: Metodo divisivo politetico - Secondo passo
d(3, C) = d(3,2)+d(3,4)+d(3,5)+d(3,6)+d(3,7)
5
=
= 7+21+22+31+36
5
= 23.4
d(4, C) = (4,2)+d(4,3)+d(4,5)+d(4,6)+d(4,7)
6
=
= 23+21+7+10+13
5
= 14.8
d(5, C) = d(5,2)+d(5,3)+d(5,4)+d(5,6)+d(5,7)
6
=
= 25+22+7+11+17
5
= 16.4
d(6, C) = d(6,2)+d(6,3)+d(6,4)+d(6,5)+d(6,7)
6
=
= 34+31+10+11+9
5
= 19
d(7, C) = d(7,2)+d(7,3)+d(7,4)+d(7,5)+d(7,6)
6
=
= 36+36+13+17+9
5
= 22.2
Il massimo valore di differenza (16.4) si ottiene per l’individuo 3: questo
significa che l’individuo 3 è quello che ha la distanza più grande dal proprio
gruppo C rispetto alla distanza che esso presenta nei confronti del nuovo
gruppo B. Esso viene quindi spostato nel gruppo B ottenendo: B = (1, 3) e
C = (2, 4, 5, 6, 7). Il processo è ripetuto, fornendo come risultato la tabella
3.6. L’individuo 2 si aggiunge al gruppo B, ottenendo i gruppi B = (1, 3, 2)
e C = (4, 5, 6, 7). Ripetendo il processo si ottiene la tabella 3.7. Poiché tutte
le differenze trovate sono negative, il processo può continuare (se necessario)
separatamente su ciascuno dei due gruppi ottenuti.
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Individuo gruppo C Dist. media gruppo C Dist. media gruppo B Differenza
4 10.0 24.3 -10.5
5 11.7 25.3 -13.6
6 10.0 34.3 -24.3
7 13.0 38.0 -25.0
Tabella 3.7: Metodo divisivo politetico - Terzo passo
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Parte II
Algoritmi di Clustering
Capitolo 4
L’Algoritmo BIRCH
“Vi scrivo una lunga lettera perché
non ho tempo di scriverne una breve.”
Voltaire (1694 - 1778)
4.1 Un metodo di clustering ideale per grandi
database
Nel presente capitolo forniamo una descrizione succinta dell’algoritmo BIR-
CH, facendo riferimento a [HK01] e [ZRL96]. Poiché CURE affonda le pro-
prie radici in BIRCH, sfruttandone le proprietà vantaggiose e cercando di
evitarne gli svantaggi, riteniamo che una descrizione preliminare di BIRCH
costituisca un utile strumento chiarificatore per il lettore.
L’algoritmo BIRCH (Balanced Iterative Reducing and Clustering using
Hierarchies) è un metodo di clustering gerarchico integrato. Esso si rivela
efficace soprattutto nel caso di grandi database: il suo costo computazionale è
proporzionale alla dimensione del database stesso e con una singola scansione
dei dati è già in grado di fornire un clustering di buona qualità.
Esso consente di:
• Rispettare i vincoli sulla quantità di memoria disponibile (che è tipica-
mente molto inferiore alla dimensione dei dati)
• Minimizzare i tempi di I/O
• Utilizzare con vantaggio la programmazione concorrente e regolare la
performance basandosi dinamicamente e interattivamente sulla cono-
scenza del database ottenuta durante l’esecuzione dell’algoritmo
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Si può notare che l’algoritmo è volto il più possibile a un miglioramento
delle prestazioni rispetto agli algoritmi di clustering tradizionali: gli autori
di [ZRL96] sottolineano che l’ammontare di tempo che l’utente è disposto ad
aspettare prima di avere a disposizione i risultati deve essere un parametro
importante per chi progetta un algoritmo di classificazione.
BIRCH è inoltre in grado di affrontare il problema dei punti singolari
(outlier), proponendo una soluzione plausibile.
4.2 Definizioni
Dato un cluster C ed N punti (o vettori) d-dimensionali ad esso appartenenti:
~Xi (i = 1, 2, . . . , N)
forniamo le seguenti definizioni.
4.2.1 Centroide del cluster
Si definisce centroide del cluster C il seguente vettore:
~X0 =
∑N
i=1
~Xi
N
Esso costituisce in pratica il punto medio del gruppo.
4.2.2 Raggio del cluster
Il raggio del cluster C è definito come la distanza media dei punti membro
di C dal centroide:
R =
√∑N
i=1(
~Xi − ~X0)2
N
4.2.3 Diametro del cluster
Il diametro del cluster C è definito come la distanza media tra tutte le coppie
di punti appartenenti a C:
D =
√∑N
i=1
∑N
j=1(
~Xi − ~Xj)2
N(N − 1)
Il diametro e il raggio del cluster costituiscono due misure alternative di
quanto il cluster sia addensato intorno al centroide. Definiamo ora cinque
misure alternative di distanza tra cluster.
Capitolo 4. L’Algoritmo BIRCH 47
4.2.4 Distanza Euclidea tra centroidi D0
La distanza Euclidea tra centroidi (centroid Euclidian distance) e’ definita
da:
D0 =
√
( ~X01 − ~X02)2
4.2.5 Distanza Manhattan tra centroidi D1
La distanza Manhattan tra centroidi (centroid Manhattan distance) e’ defi-
nita come segue:
D1 = | ~X01 − ~X02| =
d∑
i=1
| ~X(i)01 − ~X(i)02 |
4.2.6 Distanza media inter-cluster D2
Dati un cluster C1 contenente N1 punti d-dimensionali:
C1 =
{
~Xi
}
ove i = 1, 2, . . . , N1
e un altro cluster C2 contenente N2 punti d-dimensionali
C2 =
{
~Xj
}
ove j = N1 + 1, N1 + 2, . . . , N1 +N2
la distanza media inter-cluster (average inter-cluster distance) tra C1 e C2 è
data da:
D2 =
√∑N1
i=1
∑N1+N2
j=1 (
~Xi − ~Xj)2
(N1 +N2 − 1)(N1 +N2)
4.2.7 Distanza media intra-cluster D3
La distanza media intra-cluster (average intra-cluster distance) tra C1 e C2
è definita da:
D3 =
√∑N1
i=1
∑N1+N2
j=N1+1
( ~Xi − ~Xj)2
N1 +N2
Essa è in sostanza il diametro D del cluster ottenuto dalla fusione di C1 e
C2.
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4.2.8 Distanza ad incremento di varianza D4
La distanza ad incremento di varianza (variance increase distance) tra C1 e
C2 è definita da:
D4 =
∑N1+N2
k=1
(
~Xk −
∑N1+N2
l=1
~Xl
N1+N2
)2
−∑N1i=1( ~Xi − ∑N1l=1 ~XlN1 )2−
− ∑N1+N2j=N1+1( ~Xj − ∑N1+N2l=N1+1 ~XlN2 )2
4.2.9 Clustering Feature e CF Tree
L’algoritmo BIRCH introduce due nuovi concetti, che sono alla base del suo
clustering di tipo incrementale:
• Clustering feature (CF )
• Albero delle clustering feature (CF Tree)
Queste strutture hanno lo scopo di comprimere le rappresentazioni dei clu-
ster, consentendo al metodo di classificazione di ottenere una maggiore velo-
cità e scalabilità.
4.2.9.1 Definizione di CF
La clustering feature di un cluster, indicata con CF, è una tripletta che
compendia le informazioni riguardanti il cluster stesso.
Consideriamo dunque un cluster C, contenente N punti d-dimensionali:
C =
{
~Xi
}
ove i = 1, 2, . . . , N
la CF di C è definita da:
CF = (N, ~LS, ~SS)
dove
• N è il numero di punti appartenenti al cluster C
• ~LS =∑Ni=1 ~Xi è la somma lineare degli N punti
• ~LS =∑Ni=1 ~X2i è la somma quadratica degli N punti
Un semplice esempio di CF nel caso di punti bidimensionali è riportato in
figura 4.1, pag. 49.
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Figura 4.1: Esempio di CF nel caso di punti bidimensionali
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Teorema 1 (Additività delle CF). Supponiamo che CF1 = (N1, ~LS1, ~SS1)
e CF2 = (N2, ~LS2, ~SS2) siano le CF di due cluster disgiunti A e B. Allora
il vettore CF3 del cluster C, ottenuto dalla fusione dei cluster A e B, è dato
da:
CF3 = (N1 +N2, ~LS1 + ~LS2, ~SS1 + ~SS2)
Dalla definizione di CF e dal teorema di additività ricaviamo che i vettori
CF dei cluster possono essere memorizzati e valutati in modo incrementale e
accurato via via che nuovi cluster vengono fusi. E’ inoltre facile provare che,
avendo a disposizione la CF di un cluster, è possibile ricavare le grandezze
~X0, R, D, D0, D1, D2, D3, D4 e in generale ogni altra grandezza statistica
di interesse.
Ricapitolando, una CF è essenzialmente un compendio delle statistiche e
delle informazioni associate a un cluster : contiene infatti i momenti statistici
di ordine zero, uno e due. L’utilizzo delle CF consente di sfruttare lo spazio
di memorizzazione in modo efficiente, dato che non è necessario memorizzare
tutti gli oggetti contenuti nei cluster. Tale metodo è inoltre accurato, perché
le informazioni contenute nelle CF sono sufficienti affinché BIRCH sia in
grado di prendere le decisioni concernenti il processo di clustering.
4.2.9.2 Definizione di CF Tree
Un CF Tree è un albero bilanciato1 (height balanced) che memorizza le CF
durante il processo di clustering gerarchico. Ad un CF Tree sono associati
due parametri:
• Fattore di ramificazione o branching factor (B)
• Soglia o threshold (T)
Il parametro B specifica il massimo numero di figli consentiti per i nodi
non foglia. Il parametro T specifica il massimo diametro dei sotto-cluster
memorizzati nelle foglie dell’albero.
Ogni nodo non foglia contiene al più B campi del tipo:
[CFi, childi] i = 1, 2, . . . , B
ove:
• childi è il puntatore al nodo figlio i-esimo
1La distanza dalle foglie alla radice (profondità o height) è costante
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Figura 4.2: Struttura dei nodi non foglia del CF Tree
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Figura 4.3: Struttura dei nodi foglia del CF Tree
• CFi è la clustering feature del sotto-cluster rappresentato dal nodo
figlio i-esimo
Quindi un nodo non foglia rappresenta un cluster costituito da tutti i sotto-
cluster rappresentati dai suoi campi (vedi figura 4.2). Un nodo foglia contiene
al più L campi del tipo:
[CFi] i = 1, 2, . . . , L
e due puntatori, “prev ” e “next”, usati per concatenare tra loro tutti i nodi
foglia in modo da rendere più efficiente la scansione. Anche un nodo foglia
rappresenta un cluster composto dai sotto-cluster descritti dai campi del
nodo foglia stesso, ma i campi del nodo foglia debbono soddisfare il requisito
di soglia (threshold requirement): il diametro (o talvolta il raggio) dei cluster
che essi rappresentano deve essere minore del parametro T . In figura 4.2,
pag. 51, è mostrata la struttura dei nodi foglia. La dimensione dell’albero
è funzione della soglia: essa diminuisce al crescere di T . Il requisito che
porremo sarà che un nodo debba essere contenuto in una pagina di memoria
di dimensione P . Una volta nota la dimensione d dello spazio dei dati, sono
note anche le dimensioni dei campi dei nodi foglia e non, per cui è possibile
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ricavare il valore di B ed L. Si può agire sul valore di P per variare le
prestazioni dell’algoritmo.
Il CF Tree può essere costruito dinamicamente inserendo via via nuovi
oggetti. E’ usato per guidare una nuova inserzione nel corretto sotto-cluster,
nello stesso modo in cui un B+ tree è usato per guidare una nuova inserzione
nella corretta posizione, in questo caso allo scopo di ottenere un ordinamento
efficiente.
Il CF Tree è una rappresentazione molto compatta del dataset, perché
ogni campo in un nodo foglia non è un singolo punto, ma un sotto-cluster
che contiene molti punti, con l’unico vincolo di avere diametro inferiore alla
soglia T .
4.3 Inserzione nel CF Tree
Descriviamo di seguito l’algoritmo per l’inserzione di un nuovo oggetto nel
CF Tree. Per comodità denominiamo tale oggetto “Ent”.
1. Identificazione della foglia appropriata: Partendo dalla radice si per-
corre tutto l’albero seguendo un cammino opportuno: ogni volta che
si scende al livello inferiore, viene scelto il figlio più vicino, utilizzando
come misura di distanza una delle metriche proposte (D0, D1, D2, D3,
D4). Ci si ferma quando un nodo foglia è stato raggiunto.
2. Aggiornamento della foglia: Si cerca il campo più vicino ad “Ent” al-
l’interno della foglia identificata come descritto nel punto precedente:
supponiamo sia Li. A questo punto testiamo se Li può contenere “Ent”
senza violare il vincolo sulla soglia: il nuovo cluster ottenuto dalla fusio-
ne di “Ent” con Li deve avere diametro minore di T 2. Se la condizione
è rispettata, il vettore CF di Li è aggiornato per rispecchiare l’inseri-
mento. Altrimenti si deve aggiungere alla foglia un nuovo campo per
“Ent”. Se la foglia non ha spazio sufficiente per il nuovo campo dob-
biamo dividere (split) il nodo foglia in due sotto-nodi. I due campi tra
loro più lontani nella foglia costituiranno i generatori delle due nuove
foglie e i campi rimanenti saranno distribuiti tra i due nodi in base al
criterio di maggior vicinanza.
3. Aggiornamento del cammino dalla foglia alla radice: Dopo l’inse-
rimento di “Ent” in una foglia dobbiamo aggiornare le informazioni di
CF per ogni campo dei nodi non foglia sul cammino fino alla radice.
2Facciamo notare che la CF del nuovo cluster può essere calcolata sommando le CF di
“Ent” e Li
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Se lo split non si è verificato, è sufficiente eseguire somme di vettori CF
per tenere in conto l’aggiunta di “Ent”. Se invece lo split della foglia si
è verificato, è necessario inserire un nuovo campo nel nodo padre, per
descrivere la nuova foglia generatasi. Se il nodo padre ha spazio per il
nuovo campo, è sufficiente aggiornare i vettori CF nei livelli superiori.
In generale comunque può essere necessario effettuare uno splitting an-
che sul nodo padre e così via fino alla radice. Se anche la radice subisce
uno split, la profondità del CF Tree risulta aumentata di uno.
4. Perfezionamento del processo di fusione: Gli split sono causati dal-
la dimensione della pagina di memoria, che non dipende dalle proprietà
di clustering dei dati. La presenza di un ordine sparso nei dati di ingres-
so può degradare la qualità della classificazione e ridurre l’utilizzazione
dello spazio. Un semplice passo di fusione addizionale aiuta ad attenua-
re questo problema: supponiamo che si verifichi lo split di una foglia e
che questo si propaghi ai livelli superiori fino ad arrestarsi ad un cer-
to nodo Nj, il quale è quindi in grado di ospitare il campo aggiuntivo
relativo allo split. A questo punto scansioniamo il nodo Nj alla ricer-
ca dei due campi più vicini. Se tali campi non sono relativi allo split,
cerchiamo di fonderli e di conseguenza di fondere i due corrispondenti
nodi figli. Se il numero di campi contenuti nei due nodi figli è maggiore
di quello che può essere contenuto in una pagina di memoria, effettuia-
mo un nuovo split del risultato della fusione. Durante questo resplit,
nel caso che uno dei due generatori attragga un numero di pagine suf-
ficiente a riempire una pagina, inseriamo i campi rimanenti nel nodo
dell’altro generatore. Ricapitolando, se i campi fusi assieme stanno su
una singola pagina, abbiamo liberato un nodo, che può essere utilizzato
con vantaggio in futuro, e creato lo spazio per un nuovo campo nel no-
do Nj, migliorando l’utilizzazione della memoria e posponendo gli split
futuri. In caso contrario abbiamo comunque migliorato la distribuzione
dei campi sui due figli più vicini.
Poiché ogni nodo può contenere solo un numero limitato di campi, non sempre
corrisponde a un cluster naturale. Può accadere che due sotto-cluster, che
dovrebbero appartenere allo stesso cluster, risultino divisi su più nodi. A
seconda dell’ordine con cui i dati in ingresso vengono presentati e in base
al loro livello di dispersione, è anche possibile che due sotto-cluster, che non
dovrebbero trovarsi nello stesso cluster, finiscano col trovarsi nello stesso
nodo.
Queste anomalie, dovute alle dimensioni della pagina di memoria, occor-
rono raramente, ma sono nondimeno indesiderate. Vi si può porre rimedio
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Figura 4.4: Overview di BIRCH
tramite un algoritmo globale (o semi-globale) che ridispone i campi delle
foglie tra i nodi (vedi 4.4 pag. 54).
Un altro fenomeno indesiderato è quello dei dati duplicati: lo stesso punto
può presentarsi più volte, ma in tempi diversi. Può accadere che esso sia in-
serito in diversi campi di nodi foglia. Ovvero, nei casi in cui vi sia dispersione
dei dati in ingresso, è possibile che un punto venga inserito in un campo di
una foglia in cui non sarebbe dovuto entrare. Questo problema può essere
risolto con dei passaggi algoritmici aggiuntivi sui dati (vedi fase 4, paragrafo
4.4, pag. 54).
4.4 Funzionamento dell’algoritmo di clustering
BIRCH
La figura 4.4, pag. 54, fornisce una rappresentazione schematica dell’algo-
ritmo BIRCH. Il compito principale della Fase 1 è di scansionare i dati e di
costruire un CF Tree iniziale, occupando una data quantità di memoria e
riciclando lo spazio su disco. Questo albero CF cerca di riflettere l’informa-
zione di clustering del data set nel modo migliore possibile, pur rispettando
il vincolo sulla massima quantità di memoria utilizzabile.
Raggruppando i punti delle zone affollate in sotto-cluster e rimuovendo i
punti dispersi, che vengono considerati outlier, questa fase crea un compatto
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compendio dei dati in memoria (i dettagli relativi alla Fase 1 vengono affron-
tati nel paragrafo 4.5, pag. 57). Di conseguenza le computazioni che seguono
la Fase 1 assumono le seguenti caratteristiche:
1. velocità, infatti:
(a) non sono necessarie operazioni di I/O
(b) il problema di effettuare il clustering dei dati originarî è ridotto
al sotto-problema (di complessità molto minore) di effettuare il
clustering dei sotto-cluster nei campi dei nodi foglia
2. accuratezza, infatti:
(a) vengono eliminati molti outlier
(b) i rimanenti dati sono rappresentati con la massima granularità
consentita dalla quantità di memoria disponibile
3. robustezza rispetto all’ordinamento dei dati (less order sensiti-
ve), infatti i campi delle foglie dell’albero CF iniziale presentano un
ordine di input che possiede una migliore località dei dati in confronto
all’ordine di input arbitrario dei dati originarî
Abbiamo detto che i metodi di clustering globale o semi-globale applicati
nella Fase 3 forniscono buone prestazioni in termini sia di velocità che di
qualità all’interno di un certo range della dimensione dei dati di ingresso. La
Fase 2, pur essendo opzionale, serve a colmare il gap che vi è tra la dimensione
dei risultati forniti dalle Fase 1 e il range dei dati in ingresso alla Fase 3.
Durante la Fase 2 i campi delle foglie del CF Tree iniziale vengono scan-
sionate con lo scopo di costruire un albero più contenuto, rimuovendo nel
frattempo altri punti isolati (outlier) e raggruppando sotto-cluster affollati
in cluster più grandi.
Gli effetti nefasti dovuti all’ordine sparso dei dati di ingresso e allo split-
ting generato dalla dimensione della pagina di memoria può renderci dubbiosi
riguardo alla veridicità degli effettivi cluster rilevati nei dati. A questo si pone
rimedio nella Fase 3, usando un algoritmo di classificazione globale o semi-
globale per classificare tutti i campi delle foglie. Notiamo che gli algoritmi di
clustering esistenti possono essere adattati facilmente a lavorare con un set
di sotto-cluster, ognuno dei quali descritto dai suoi vettori CF. Noti i vettori
CF possiamo ad esempio usare una delle due strategie seguenti:
Prima strategia (più semplice): calcolare il centroide come punto rap-
presentativo dei sotto-cluster e trattare ogni sotto-cluster come un
punto singolo. Dopodiché è sufficiente applicare l’algoritmo di clas-
sificazione senza alcuna modifica
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Seconda strategia (più sofisticata): rappresentiamo un sotto-cluster con-
tenente n punti come il suo centroide ripetuto n volte. Questo richiede
una leggera modifica dell’algoritmo di clustering, in modo da tenere in
considerazione la presenza di dati replicati
Terza strategia (la più accurata): Applichiamo l’algoritmo direttamen-
te ai sotto-cluster, in quanto l’informazione contenuta nei loro vettori
CF è generalmente sufficiente a calcolare la maggior parte delle misure
di distanza e di qualità
Gli autori di [ZRL96] utilizzano un algoritmo di clustering gerarchico ag-
glomerativo applicandolo direttamente ai sotto-cluster rappresentati dai loro
vettori CF e usano le metriche D2 o D4, che sono molto accurate e posso-
no essere calcolate durante tutta la fase di clustering a partire dai vettori
CF. L’algoritmo che si ottiene in questo modo ha complessità O(N2) ed è
flessibile, nel senso che consente all’utente di specificare il numero di cluster
desiderato o il valore di soglia per il diametro dei cluster.
Dopo la Fase 3 si ottiene un insieme di cluster che rileva l’andamento
delle distribuzioni principali nei dati. Comunque potrebbero essere presenti
imprecisioni di lieve entità e localizzate dovute a (rari) errori di piazzamento
(vedi paragrafo 4.3 pag. 52) e al fatto che la Fase 3 è applicata a un riassunto
abbastanza grossolano dei dati. La Fase 4 è opzionale e richiede scansioni
aggiuntive dei dati per correggere le imprecisioni e migliorare ulteriormente
la classificazione. Sottolineiamo che fino alla Fase 4 i dati sono stati scanditi
una sola volta (l’albero e l’informazione riguardante gli outlier può essere
stata invece scandita molte volte).
La Fase 4 usa i centroidi dei cluster prodotti dalla Fase 3 come generatori
e ridistribuisce i punti ponendoli nel gruppo associato al generatore a essi più
vicino, ottenendo così un nuovo insieme di cluster. Questo spostamento di
punti assicura che tutte le copie di un dato punto vadano ad appartenere alla
stessa classe. La Fase 4 può essere estesa con l’aggiunta di passi addizionali
se l’utente lo desidera e si può provare che converge a un minimo [GG92].
Per di più, durante questa fase, ogni punto può essere etichettato con l’i-
dentificatore del cluster a cui appartiene: questo consente di identificare i
punti in ogni classe. La Fase 4 ci fornisce anche la possibilità di scartare gli
outlier : un punto che si trova troppo lontano dal generatore più vicino può
essere considerato un punto isolato e non incluso nel risultato.
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Risultato ?
Costruzione CF Tree t1 di soglia iniziale T
Continuazione della scansione
dei dati e degli inserimenti in t1
Risultato ?
Riassorbire potenziali outlier in t1
(1) Aumenta T
(2) Costruisci un nuovo CF Tree t2 a partire da t1:
se un campo di una foglia di t1 è un potenziale outlier salvalo su
disco se c’è spazio disponibile; altrimenti usalo per costruire t2
(3) t1 <- t2
Riassorbire potenziali outlier in t1
 






	
 



	



	



	



	












	

Figura 4.5: Diagramma di flusso della fase 1
4.5 Fase 1 in dettaglio
La figura 4.5, pag. 57, mostra i dettagli relativi alla Fase 1. Essa inizia con
un valore iniziale di soglia, scansiona i dati e inserisce punti nell’albero. Se
la memoria disponibile si esaurisce prima che l’algoritmo abbia terminato di
scansionare i dati, il valore di soglia viene aumentato e viene costruito un
nuovo (e più piccolo) CF Tree reinserendovi i campi delle foglie del vecchio
albero. Dopo che tali campi sono stati inseriti, la scansione dei dati e l’in-
serimento nel nuovo albero riprende dal punto in cui era stata interrotta.
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4.6 Riducibilità
Supponiamo che ti sia una CF Tree con soglia Ti, profondità h e dimensione3
Si. Data una soglia Ti+1 ≥ Ti, vogliamo disporre di un algoritmo che utilizzi
tutti i campi delle foglie di ti per costruire un nuovo CF Tree t i+1 tale che:
Si+1 ≤ Si
ove S i+1 è la dimensione dell’albero t i+1, la cui soglia è pari a T i+1.
Supponiamo che i campi all’interno di ogni nodo del CF Tree ti siano
numerati in modo contiguo da 0 a nk, dove nk è il numero di campi nel nodo
stesso. Allora un cammino (path) da un campo nella radice (livello 1) ad un
campo in una foglia (livello h) può essere rappresentato da una h-upla:
(i1, i2, . . . , ih−1)
dove
ij (j = 1, 2, . . . h− 1)
è l’etichetta del campo al j-esimo livello nel cammino. Si può definire un
ordinamento tra i cammini in modo naturale: il cammino (i(1)1 , i
(1)
2 , . . . , i
(1)
h−1)
è minore del cammino (i(2)1 , i
(2)
2 , . . . , i
(2)
h−1):
(i
(1)
1 , i
(1)
2 , . . . , i
(1)
h−1) < (i
(2)
1 , i
(2)
2 , . . . , i
(2)
h−1)
se esiste 0 < j ≤ h− 1 tale che:
i
(1)
1 = i
(2)
1 , i
(1)
2 = i
(2)
2 , . . . , i
(1)
j−1 = i
(2)
j−1 e i
(1)
j < i
(2)
j
Si ha corrispondenza biunivoca tra foglie e cammini: per questo motivo da ora
in poi ci riferiremo a foglie o cammini in modo intercambiabile. L’algoritmo
è illustrato in figura 4.6. Utilizzando l’ordinamento naturale suddetto, l’algo-
ritmo scansiona e libera il vecchio albero cammino per cammino e allo stesso
tempo crea il nuovo albero, cammino per cammino. Il nuovo albero assume
all’inizio il valore NULL, e “OldCurrentPath” assume il valore del cammi-
no più a sinistra nel vecchio albero. Per quanto riguarda “OldCurrentPath”
l’algoritmo procede come segue:
1. Crea il corrispondente “NewCurrentPath” nel nuovo albero:
i nodi sono aggiunti al nuovo albero esattamente nello stesso ordine
in cui si trovavano nel vecchio albero, quindi non c’è possibilità che il
nuovo albero possa diventare più grande del vecchio
3Intesa come numero di nodi
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Figura 4.6: Algoritmo di costruzione di un nuovo CF Tree
2. Inserisce i campi delle foglie in “OldCurrentPath” nel nuovo
albero: con la nuova soglia si controlla che ogni campo dei nodi foglia
in “OldCurrentPath” sia contenuto4 nel “NewClosestPath” che viene
trovato percorrendo il nuovo albero dall’alto al basso seguendo il criterio
del cammino più vicino. Se così è e se “NewClosestPath” è minore di
“NewCurrentPath” allora esso è inserito in “NewClosestPath” e lo spazio
in “NewCurrentPath” è reso disponibile per usi futuri; in caso contrario
è inserito in “NewCurrentPath” senza creare alcun nodo
3. Spazio libero in “OldCurrentPath” e “NewCurrentPath” : una
volta che tutti i campi in “OldCurrentPath” sono stati elaborati i nodi
non necessarî lungo “OldCurrentPath” possono essere liberati. E’ an-
che probabile che qualche nodo lungo il cammino “NewCurrentPath”
sia vuoto, in quanto i campi delle foglie che originariamente corrispon-
devano a questo cammino sono ora “spinti avanti”. In questo caso anche
i nodi vuoti possono essere liberati.
4. “OldCurrentPath” è impostato al prossimo cammino nel vec-
chio albero se ne esiste uno, e i passi precedenti vengono
ripetuti
Durante le fasi di costruzione del nuovo albero i vecchi campi delle foglie
vengono reinserite, ma il nuovo albero non può mai diventare più grande del
vecchio. Poiché solo i nodi corrispondenti a “OldCurrentPath” e “NewCur-
rentPath” necessitano di esistere simultaneamente, la quantità massima di
memoria aggiuntiva necessaria per la trasformazione dell’albero è pari ad h
pagine. Quindi, incrementando la soglia, è possibile costruire un nuovo e più
piccolo CF Tree con una modesta quantità di memoria aggiuntiva.
4O assorbito da un campo esistente del nodo foglia o creato come nuovo campo nel
nodo foglia senza generare splitting
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Teorema 2 (Teorema di Riducibilità). Supponiamo di dover costruire
un CF Tree ti+1 (soglia Ti+1, dimensione Si+1) a partire da un albero CF
ti (soglia Ti, dimensione Si) utilizzando l’algoritmo precedentemente visto.
Se Ti+1 ≥ Ti allora Si+1 ≤ Si e la trasformazione da ti a ti+1 richiede al
massimo h pagine aggiuntive di memoria, dove h è la profondità dell’albero
ti.
4.7 Scelta della soglia
Una scelta oculata del valore di soglia può notevolmente ridurre il numero di
ricostruzioni dell’albero. Poiché il valore iniziale della soglia T0 è incremen-
tato dinamicamente, si può rimediare al fatto di averlo scelto troppo piccolo
all’inizio. D’altra parte, se il valore iniziale T0 è troppo alto, otteniamo un
albero CF meno dettagliato di quello che potremmo ottenere con la memoria
disponibile. BIRCH imposta il valore di T0 a zero per default, ma un utente
accorto può cambiarne opportunamente il valore.
Supponiamo di aver scelto Ti troppo piccolo e che, dopo aver scansionato
Ni punti ed aver costituito Ci campi nei nodi foglia, esauriamo la memoria
disponibile. Abbiamo la necessità di calcolare una stima del prossimo valore
di soglia Ti+1 da impostare, basandoci sulla porzione dei dati che abbiamo
scandito e sull’albero finora costruito. Questa valutazione è di natura com-
plessa e ci accontentiamo di una soluzione di natura euristica. L’approccio
seguito è il seguente:
1. Cerchiamo di scegliere Ti+1 in modo tale che Ni+1 = min(2Ni, N),
ovvero, se N è noto, stimiamo Ti+1 al più in proporzione ai dati che
abbiamo visto finora.
2. Incrementiamo la soglia basandoci su una qualche misura di volume.
Possiamo usare due distinte nozioni di volume. La prima è quella di vo-
lume medio (average volume), definito come Va = rd, dove r è il raggio
medio del cluster nella radice del CF Tree e d è la dimensionalità dello
spazio. Intuitivamente capiamo che questa è una misura dello spazio
occupato dalla porzione dei dati vista finora, detta anche “impronta”
(footprint) dei dati. La seconda nozione di volume è quella del packed
volume, definito come Vp = Ci ∗ T di , dove Ci è il numero di campi dei
nodi foglia e T di è il volume massimo di un campo foglia.
Intuitivamente questa è una misura del volume effettivamente occupato
dai cluster delle foglie. Poiché ogni volta che esauriamo la memoria il
valore di Ci è essenzialmente lo stesso (utilizziamo infatti una quantità
fissa di memoria), possiamo approssimare Vp con T di . Facciamo l’ipotesi
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che r cresca con il numero di punti Ni. Tenendo memorizzati i valori
di r ed Ni, possiamo stimare ri+1, utilizzando il metodo di regressione
lineare dei minimi quadrati. Definiamo il fattore di espansione f :
f = max(1.0,
ri+1
ri
)
e lo usiamo come una misura euristica di quanto l’impronta dei dati stia
crescendo. La presenza del massimo è giustificata dalla considerazione
che, per la maggior parte degli insiemi di dati, l’impronta tende ad as-
sumere un valore costante abbastanza velocemente (a meno che l’ordine
dei dati di input sia sparso). Allo stesso modo, basandoci sull’ipotesi
che Vp cresca linearmente con Ni, stimiamo Ti+1 usando il metodo di
regressione lineare dei quadrati minimi.
3. Percorriamo un cammino dalla radice a un nodo nell’albero CF, sce-
gliendo sempre il figlio con il maggior numero di punti, nell’ “avido”
tentativo di trovare il nodo foglia più affollato. Calcoliamo la distanza
(Dmin) tra i due campi più vicini in questa foglia. Se vogliamo costruire
un albero più compresso è ragionevole aspettarsi che dovremo alzare il
valore della soglia almeno al valore di Dmin, affinché questi due campi
possano essere fusi insieme.
4. Moltiplichiamo il valore di Ti+1 ottenuto con il metodo della regressione
per il fattore di espansione f e lo modifichiamo utilizzando Dmin come
segue:
Ti+1 = max(Dmin, f ∗ Ti+1)
Per essere sicuri che il valore della soglia cresca monotonicamente, nel
raro caso che il valore di Ti+1 calcolato come sopra sia minore di Ti,
scegliamo Ti+1 = Ti ∗
(
Ni+1
Ni
) 1
2
Questo equivale ad assumere che sia vera la “cruda” approssimazione che
tutti i punti siano uniformemente distribuiti in una sfera d-dimensionale;
fortunatamente è necessario ricorrervi molto raramente.
4.8 Opzione di trattamento degli outlier
E’ possibile utilizzare R byte di spazio su disco per gestire gli outlier, che sono
campi delle foglie a bassa densità, che sono considerati essere non importanti
per quanto concerne la distribuzione complessiva dei cluster. Quando ri-
costruiamo l’albero CF, inserendovi i campi delle foglie del vecchio albero,
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la dimensione del nuovo albero viene ridotta per due motivi: innanzitutto,
avendo aumentato il valore della soglia, consentiamo a ogni campo delle foglie
di poter “assorbire” più punti. Secondariamente
1. Il valore della soglia è stato aumentato e quindi consentiamo a ogni
campo delle foglie di poter “assorbire” più punti
2. Consideriamo qualche campo delle foglie come outlier potenziale, scri-
vendola su disco
Un campo delle foglie del vecchio albero è considerato un potenziale outlier
se ha “molti meno punti” rispetto alla media. Naturalmente “molti meno
punti” è una valutazione squisitamente euristica.
Periodicamente lo spazio su disco può esaurirsi: gli outlier potenziali ven-
gono scansionati per verificare se possono essere riassorbiti nell’albero cor-
rente, senza causare la crescita della dimensione dell’albero stesso. Questo
implica che, in seguito all’incremento del valore di soglia o a un cambiamento
nella distribuzione, dovuta ai dati letti dopo che l’outlier potenziale è stato
scritto su disco, il punto isolato candidato può non qualificarsi più come tale.
Quando tutti i dati sono stati scanditi, gli outlier potenziali che si trovano
su disco devono essere scansionati, per verificare se sono da considerarsi ef-
fettivamente come tali. Questa è l’ultima possibilità offerta ad un outlier di
“redimersi”: se non viene assorbito in questa fase è effettivamente un punto
singolare e può/deve essere rimosso.
Notiamo che l’intero ciclo:
• Quantità di memoria insufficiente e conseguente ricostruzione dell’al-
bero
• Spazio su disco insufficiente, che innesca un riassorbimento degli outlier
può essere ripetuto varie volte prima che il data set sia completamente scan-
sionato. Il carico di queste elaborazioni deve essere aggiunto a quello relativo
alla scansione dei dati, se si vuole una valutazione accurata del costo della
Fase 1.
4.9 Analisi comparativa delle prestazioni
Non riportiamo in questa sede l’analisi delle prestazioni di BIRCH e i risultati
delle prove comparative con l’algoritmo CLARANS. Rimandiamo il lettore
interessato a [ZRL96].
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Capitolo 5
L’Algoritmo CURE : Descrizione
“L’arte non consiste nel rappresentare cose nuove,
bensì nel rappresentare con novità.”
Ugo Foscolo (1778 - 1827)
5.1 Introduzione
Nel presente capitolo ci dedichiamo all’esposizione dell’algoritmo della cui
implementazione ci siamo occupati nel presente lavoro di tesi di laurea: l’al-
goritmo di clustering gerarchico agglomerativo CURE (Clustering Using
REpresentatives). La descrizione che proponiamo sarà ampiamente basata
sull’articolo [GRS01], redatto dagli inventori stessi dell’algoritmo.
5.1.1 Inconvenienti degli algoritmi di clustering tradi-
zionali
Gli algoritmi di clustering esistenti possono essere in prima approssimazione
suddivisi in due gruppi:
1. Algoritmi Partizionali
2. Algoritmi Gerarchici
Nei paragrafi 5.1.1.1 e 5.1.1.2 descriviamo brevemente in cosa consistano tali
metodi e in cosa si distinguano tra loro.
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Figura 5.1: Suddivisione indesiderata di un grande cluster, dovuta agli
algoritmi partizionali
5.1.1.1 Algoritmi di clustering Partizionali
Gli algoritmi di clustering partizionali si prefiggono lo scopo di determinare
k partizioni in modo tale da ottimizzare un determinato criterio funzionale.
Ad esempio, uno dei criteri più usati è quello della minimizzazione dell’errore
quadratico medio, definito come segue:
E =
k∑
i=1
∑
p ∈Ci
||p−mi||2
ove Ci è l’i-esimo cluster e mi è il suo punto medio, detto anche centroide.
L’errore quadratico medio costituisce una buona valutazione delle variazioni
intra-cluster su tutte le partizioni. L’obiettivo è dunque quello di trovare k
partizioni che minimizzino l’errore quadratico: ne deduciamo che il clustering
basato sul criterio dell’errore quadratico cerca di generare k cluster il più
possibile compatti e separati. Il problema risiede nel fatto che tale metodo
funziona bene solo se i cluster sono “nuvole” di iperpunti ben definite e ben
distanziate le une dalle altre.
Qualora tuttavia vi siano notevoli differenze nelle dimensioni e nella geo-
metria dei vari gruppi, come illustrato in figura 5.1, pag. 65, il metodo dell’er-
rore quadratico medio fornisce molto probabilmente risultati non accurati.
Esso tende infatti a spezzare i cluster di dimensioni maggiori, comporta-
mento che porta a una riduzione apprezzabile dell’errore quadratico: la lieve
riduzione dell’errore dovuta alla divisione dei cluster più grandi è pesata dai
molti punti in essi contenuti.
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5.1.1.2 Algoritmi di Clustering Gerarchico
Il clustering gerarchico (vedi capitolo 3, pag. 25) è una sequenza di parti-
zioni consecutive, nella quale ogni partizione è annidata in quella successiva.
Un algoritmo di clustering gerarchico agglomerativo parte da un insieme di
cluster disgiunti, ognuno dei quali contiene inizialmente un solo individuo. I
gruppi vengono poi fusi (merged) tra loro, finché il numero totale di cluster
non si riduce ad un numero k1; a ogni passo, la coppia dei cluster fusi è quella
per cui si ha la distanza minima. Avendo indicato con:
• Ci il cluster i-esimo
• mi il punto medio di Ci
• ni il numero di punti contenuti in Ci
introduciamo di seguito le misure di distanza tra cluster più diffusamente
utilizzate:
dmean(Ci, Cj) = ||mi −mj||
dave(Ci, Cj) =
∑
p ∈Ci
∑
q ∈Cj
||p− q||
ni nj
dmax(Ci, Cj) = max
p ∈Ci, q∈Cj
||p− q||
dmin(Ci, Cj) = min
p ∈Ci, q ∈Cj
||p− q||
(5.1)
Tali misure di distanza inter-cluster sono abbastanza intuitive: ad esempio,
se scegliamo dmean come misura di distanza, a ogni passo vengono fusi i cluster
i cui centroidi sono più vicini; se invece scegliamo dmin vengono fusi i cluster
che contengono la coppia di punti più vicini. Le misure di distanza 5.1 hanno
tutte lo scopo di minimizzare la varianza e forniscono gli stessi risultati se i
cluster sono compatti e ben separati. Tuttavia se si verifica anche una sola
delle seguenti condizioni:
• I cluster sono molto vicini tra loro (magari solo perché collegati da
stream di punti singolari o outlier)
• La loro forma non è ipersferica
1k può essere un dato di input dell’algoritmo oppure può essere determinato
dall’algoritmo stesso in base a un opportuno criterio
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Figura 5.2: Suddivisione indesiderata dei cluster, dovuta alla loro forma
allungata
• Le loro dimensioni non sono uniformi
allora i risultati del clustering possono variare notevolmente. Infatti, se la
forma dei gruppi è allungata, come mostrato in figura 5.2, pag. 67, l’utilizzo
della misura di distanza dmean causa la divisione dei cluster in questione e la
fusione dei sotto-cluster risultanti con porzioni di eventuali classi allungate
confinanti.
D’altro canto, se si utilizza la misura di distanza dmean, può accadere che
cluster congiunti da una stretta fila di punti vengano fusi insieme: questo
effetto di concatenazione (chaining), per il quale pochi punti si pongono a
formare una sorta di ponte tra due cluster causandone l’indesiderato rag-
gruppamento in un singolo gruppo, è il principale inconveniente dell’utilizzo
della misura di distanza dmin.
Da quanto detto risulta che sia l’approccio centroid-based, basato sull’u-
tilizzo di dmean, sia l’approccio a tutti punti, basato sull’utilizzo di dmin, fal-
liscono nel caso in cui siano presenti cluster di forma arbitraria e comunque
lontana dalla idealità ipersferica. Il punto debole dell’approccio centroid-
based risiede nel fatto che esso considera un solo punto rappresentativo per
ogni classe; tuttavia per cluster di grandi dimensioni e forma arbitraria è
plausibile che i centroidi dei suoi sotto-cluster siano anche molto lontani tra
di loro: questo può causare la divisione del cluster.
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L’approccio a tutti punti d’altro canto considera tutti i punti all’interno
di un cluster come rappresentativi: quest’altro “estremo” presenta l’incon-
veniente di rendere l’algoritmo di classificazione estremamente sensibile alla
presenza di punti singolari e alle variazioni, se pur minime, nella posizione
dei punti rappresentativi dei dati.
5.1.1.3 Algoritmo BIRCH
Quando il numero N di dati in ingresso diventa cospicuo, gli algoritmi di
clustering gerarchico cominciano a essere inefficienti, a causa della loro com-
plessità computazionale non lineare (tipicamente O(N2)) e degli enormi costi
di I/O. E’ per ovviare a questo problema che gli autori di [ZRL96] hanno
proposto l’algoritmo di clustering BIRCH, che ha rappresentato fino a poco
tempo fa lo strumento “di punta” per il raggruppamento di insiemi di dati di
grandi dimensioni.
BIRCH, come abbiamo visto nel capitolo 4, pag. 45, effettua una pre-
liminare fase di pre-clustering, durante la quale dense regioni di punti sono
rappresentate da compendî (summaries) succinti; al pre-clustering fa segui-
to un algoritmo di classificazione centroid-based, che opera sull’insieme dei
summaries, molto più ridotto dell’insieme di dati originario. L’algoritmo di
pre-clustering, usato da BIRCH per ridurre la dimensione dei dati di input, è
incrementale e approssimato. Durante la fase di pre-clustering, l’intero data-
base viene scandito e i sommarî dei cluster sono immagazzinati in memoria
in una struttura dati denominata CF Tree (albero delle Clustering Feature).
Per ogni nuovo punto, il CF Tree viene attraversato, alla ricerca del cluster a
esso più vicino. Se la distanza del punto dal gruppo più vicino è inferiore ad
una certa soglia, il punto viene assorbito dal cluster, altrimenti esso diventa
il generatore di una nuova classe nel CF Tree.
Terminata la fase di clustering, si effettua una fase finale di labeling2,
durante la quale si stabilisce l’appartenenza dei varî punti ai cluster eviden-
ziati dall’analisi. Il criterio di assegnamento consiste nell’inserire il punto
nel cluster il cui centroide è il più vicino al punto stesso. L’utilizzo di un
solo punto rappresentativo (centroide) per i gruppi costituisce il problema di
questa fase, nel caso in cui i cluster abbiano dimensioni e forme non omo-
genee, come mostrato in figura 5.3, pag. 69. In questa situazione infatti
si può manifestare l’assegnamento errato di un certo numero di punti: può
accadere che i punti di un grosso cluster vengano erroneamente assegnati ad
una classe molto più piccola perché il suo centroide è più vicino.
2Ricordiamo che labeling, etichettatura e mappatura sono per noi sinonimi
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Figura 5.3: Etichettatura problematica
5.1.2 Il contributo dell’algoritmo CURE
5.1.2.1 Clustering gerarchico con CURE
CURE costituisce un promettente e interessante algoritmo di clustering che
implementa un approccio intermedio tra i due seguenti:
• Approccio centroid-based, che prevede un solo punto rappresentativo
per ogni cluster (il centroide)
• Approccio a tutti punti, che prende in considerazione tutti i punti del
cluster come punti rappresentativi
Questi possono essere considerati come metodi “estremi”, di cui gli autori
di [GRS01] si prefiggono lo scopo di evitare gli inconvenienti. L’algoritmo
CURE prevede infatti una preliminare scelta di c punti ben sparsi (well
scattered) all’interno di ogni cluster, ove c è un numero costante. I punti
sparsi hanno lo scopo di “catturare” la forma e la dimensione delle classi. Tali
punti vengono poi contratti verso il centroide di una frazione α (α ∈ [0, 1]).
Nelle figure 5.5 e 5.4, pag. 70, viene esemplificata la contrazione dei punti
rappresentativi di due cluster. I punti sparsi, dopo aver subìto la contrazione,
costituiscono i punti rappresentativi del cluster. A ogni passo dell’algoritmo
di clustering gerarchico CURE vengono fusi i gruppi che possiedono la coppia
di punti rappresentativi più vicini.
CURE è meno sensibile alla presenza di punti singolari (outlier), in quan-
to la contrazione dei punti dispersi verso il punto medio del cluster attenua
l’effetto negativo da essi esercitato: questi sono infatti tipicamente più lonta-
ni dal centroide degli altri punti e risultano quindi spostati di una quantità
maggiore a causa della contrazione. L’utilizzo di più punti rappresentati-
vi consente inoltre di identificare correttamente cluster di forma allungata,
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Figura 5.4: Contrazione dei punti rappresentativi di un cluster
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Figura 5.5: Contrazione dei punti rappresentativi di due cluster
Capitolo 5. L’Algoritmo CURE: Descrizione 71
cosa che invece non è possibile utilizzando il centroide come unico punto rap-
presentativo, dato che, così facendo, si tende a privilegiare il rilevamento di
cluster a geometria ipersferica.
Gli autori di [GRS01] fanno notare che, variando il valore di α nell’inter-
vallo [0, 1], è possibile modificare la tipologia di cluster che viene individuata
in modo preferenziale da CURE : se α = 1, CURE diventa un algoritmo
di tipo centroid-based e predilige cluster di forma sferica, se α = 0, CURE
diventa affine a un algoritmo a tutti punti.
CURE necessita di uno spazio in memoria proporzionale alla dimensione
n dei dati in ingresso e presenta una complessità computazionale che, nel
peggiore dei casi (worst case scenario), è pari a O(n2 log n). Quando il
numero delle dimensioni dei dati d è piccolo (ad esempio due), la complessità
si riduce ulteriormente a O(n2): ne deduciamo che la complessità temporale
di CURE non è maggiore di quella degli algoritmi centroid-based.
5.1.2.2 Campionamento casuale e Partizionamento
L’approccio di CURE al clustering di grandi volumi di dati si differenzia da
quello di BIRCH sostanzialmente in due punti:
• CURE non effettua il pre-clustering su tutti i dati, ma estrae un cam-
pione casuale (random sample) dal database. Gli autori di [GRS01]
dimostrano, analiticamente e sperimentalmente, che un campione ca-
suale, di dimensioni moderate, mantiene l’informazione riguardo alla
geometria dei cluster in modo accurato, consentendo a CURE di effet-
tuare una corretta classificazione dei dati di input. In particolare, se
ipotizziamo che esista una dimensione minima consentita per i grup-
pi, possiamo utilizzare i limiti di Chernoff 3 per calcolare la minima
dimensione del campione affinché il campione stesso contenga con alta
probabilità almeno una frazione f dei punti di ogni cluster
• CURE effettua opzionalmente una partizione del campione casuale e
classifica i dati di ogni partizione separatamente. Dopo aver eliminato i
punti singolari, i dati pre-classificati di ogni partizione vengono sottopo-
sti a un’ulteriore e finale fase di clustering, cui compete la generazione
dei cluster finali.
5.1.3 Etichettatura dei dati su disco
Ultimata la fase di clustering del campione casuale, la successiva fase di la-
beling dei dati viene svolta utilizzando più punti rappresentativi per cluster
3Herman Chernoff, matematico statistico
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Figura 5.6: Overview di CURE
e non il singolo centroide: ogni punto viene assegnato al cluster contenente
il punto rappresentativo più vicino. L’utilizzo di più punti rappresentati-
vi consente di ovviare agli inconvenienti che si riscontravano nella fase di
mappatura dell’algoritmo BIRCH (vedi [ZRL96] e cap. 4, pag. 45).
5.1.4 Panoramica di CURE
I passi che compongono l’operazione di clustering effettuata dall’algoritmo
CURE sono descritti in figura 5.6, pag. 72. I risultati sperimentali confer-
mano che, non solo il nuovo approccio intrapreso da CURE di classificare i
dati basandosi su:
• Punti dispersi (scattered points)
• Campionamento casuale (random sampling)
• Partizionamento (partitioning)
consente di identificare cluster che gli algoritmi tradizionali non sono in grado
di rilevare, ma anche che i tempi di esecuzione risultano ridotti in modo
significativo.
5.1.5 Confronto con gli altri algoritmi
Per quando riguarda gli studî e gli algoritmi alternativi a CURE, citiamo solo
alcuni dei casi illustrati in [GRS01, pag. 39]. Gli autori di [NH94] propongo-
no un metodo basato sul tradizionale algoritmo del k-medoide. In seguito è
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stato dimostrato in modo sperimentale che CLARANS presenta prestazio-
ni migliori di tale algoritmo. Tuttavia l’algoritmo CLARANS può richiedere
diverse scansioni del database, il costo di esecuzione delle quali diventa proi-
bitivo nel caso di grandi data set. Per di più c’è la possibilità che la soluzione
fornita sia in realtà un ottimo locale, problema che aﬄigge d’altra parte anche
gli altri algoritmi di clustering partizionali.
Poiché la scansione multipla dei dati costituisce un “collo di bottiglia”
per gli algoritmi di clustering esistenti, gli autori di [ZRL96] hanno proposto
l’algoritmo di clustering gerarchico BIRCH, la cui complessità di I/O è di
poco superiore a quella di una sola scansione dei dati. BIRCH effettua una
preventiva fase di pre-clustering dei dati; i sotto-cluster generati in questa
fase possiedono un livello di accuratezza e sono in numero tale da poter essere
contenuti in memoria principale. Per la fase di pre-clustering BIRCH utilizza
la struttura dati CF Tree, che abbiamo già avuto modo di descrivere (vedi
capitolo 4, pag. 45, e [Sam89]). Terminata la fase di pre-clustering, BIRCH
tratta ogni sommario dei sotto-cluster come un punto rappresentativo, ed
esegue un algoritmo di approssimazione ben noto [Ols95], che è un algoritmo
di clustering gerarchico agglomerativo.
BIRCH e CLARANS forniscono risultati soddisfacenti solo quando i clu-
ster sono convessi, ipersferici e di dimensioni uniformi. In caso contrario, il
clustering prodotto non è in generale di buona qualità. Per risolvere il pro-
blema è stato proposto l’algoritmo density-based DBSCAN (vedi [EKSX96]).
Esso definisce e utilizza due parametri:
• Eps, raggio dell’intorno di un punto
• MinPts, minimo numero di punti nell’intorno
I cluster vengono identificati partendo da un punto arbitrario: se il suo in-
torno soddisfa la condizione di densità minima, ovvero contiene un numero
di punti maggiore di MinPts, allora tali punti vengono aggiunti al cluster.
Il processo viene ripetuto in modo ricorsivo per tutti i nuovi punti annessi.
Nonostante DBSCAN riesca a identificare cluster di forma arbitraria, esso
presenta i seguenti svantaggi:
• DBSCAN è sensibile in modo considerevole nei confronti dei parametri
Eps e MinPts, che a loro volta sono difficili da determinare
• DBSCAN introduce pesanti costi di elaborazione di I/O, in quanto
esso non effettua nessuna forma di pre-clustering, lavorando pertanto
sull’intero database. Questo non lo rende adatto ad elaborazioni su
grandi volumi di dati
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• DBSCAN può fondere erroneamente due cluster che siano congiunti
da una stretta ma densa linea di punti (fenomeno del chaining).
5.2 L’algoritmo di clustering gerarchico
CURE
Descriviamo ora in modo dettagliato l’algoritmo di clustering gerarchico
CURE, le cui caratteristiche salienti sono:
1. CURE è in grado di individuare cluster di forma arbitraria (ad esempio
ellissoidale allungata)
2. CURE è robusto per quanto concerne la presenza di punti singolari
(outlier)
3. CURE richiede uno spazio di memorizzazione (storage) di dimensione
proporzionale al volume dei dati in ingresso e presenta complessità
computazionale O(n2) (per dati a poche dimensioni)
Gli n punti forniti in ingresso all’algoritmo sono un campione estratto dai dati
originarî oppure un suo sottoinsieme, se viene applicato anche il partiziona-
mento. Un’analisi dei problemi relativi alla determinazione della dimensione
del campione casuale e del numero di partizioni è illustrata nel paragrafo 5.3,
pag. 84.
5.2.1 Approccio intuitivo e panoramica
Nella fase iniziale del clustering ogni punto dei dati d’ingresso si trova in un
cluster a sé stante e a ogni passo successivo i due gruppi più vicini vengono
fusi. Per calcolare la distanza tra due cluster vengono scelti, per ognuno di
essi, c punti rappresentativi. Questi vengono ottenuti contraendo verso il
punto medio (centroide) del cluster di una frazione α (α ∈ [0, 1]) c punti ben
sparsi selezionati all’interno del cluster. Dopodiché la distanza tra due classi
C1 e C2 viene calcolata come la distanza tra la coppia di punti rappresentativi
più vicini Pi, Pj, dove Pi ∈ C1 e Pj ∈ C2.
I c punti rappresentativi hanno lo scopo di catturare la forma spaziale e
la geometria dei cluster. Per di più, la contrazione dei punti sparsi verso il
punto medio di un fattore α elimina il problema delle anomalie di superficie
ed attenua l’effetto legato alla presenza dei punti singolari: infatti gli outlier
sono tipicamente più lontani dal centro del cluster, per cui la contrazione fa
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sì che i punti isolati si muovano verso il centro molto più degli altri punti
rappresentativi, che sperimentano invece spostamenti minimi.
Il maggior spostamento subìto dagli outlier è utile, in quanto riduce la
loro capacità di causare fusioni di cluster indesiderate. Il parametro α può
essere variato a piacimento in modo da controllare la forma dei cluster che
vengono rilevati: un valore più piccolo di α contrae poco i punti sparsi e
favorisce il rilevamento di cluster allungati, mentre a un valore di α più
grande corrisponde una maggiore contrazione dei punti sparsi, i quali vengono
a trovarsi più vicino al punto medio, con la conseguenza che i cluster rilevati
tendono a essere più compatti e di forma ipersferica.
5.2.2 Descrizione approfondita
Descriviamo ora in dettaglio l’algoritmo CURE. I parametri di ingresso prin-
cipali sono:
• Insieme S dei dati, contenente n punti d-dimensionali
• Numero di cluster stimato k
Analizziamo in profondità la procedura di clustering (vedi listato 5.1, pag.
78). Nella fase iniziale l’algoritmo prevede la presenza di n cluster, ognuno
dei quali contenente un solo punto; a ogni passo successivo la coppia di cluster
più vicini viene fusa a formare un nuovo gruppo. Il processo viene ripetuto
finché rimangono soltanto k cluster.
5.2.2.1 Strutture dati: panoramica
Per ogni cluster u indichiamo con:
u.Mean : il punto medio (centroide) dei punti contenuti nel cluster u
u.Reps : l’insieme dei c punti rappresentativi del cluster u
dist(p,q) : la distanza che separa una qualunque coppia di punti p e q
Vedremo in seguito che l’algoritmo CURE non richiede in realtà che tutti i
punti appartenenti ai cluster vengano effettivamente memorizzati: ogni clu-
ster è identificato compiutamente dai propri punti rappresentativi, che sono
sufficienti per le elaborazioni previste dall’algoritmo.
Come misura di distanza è possibile scegliere una qualunque delle metri-
che Lp : ad esempio si può utilizzare la metrica L1 (“Manhattan”) o la metrica
L2 (“Euclidea”) (vedi paragrafo 2.3, pag. 16). In alternativa è possibile usare
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funzioni di similarità non metriche. Posto questo, la distanza tra due cluster
u e v può essere definita come segue:
dist(u, v) = min
p∈u.rep
q∈ v.rep
dist(p, q)
Per ogni cluster u teniamo traccia del suo gruppo più vicino in u.Closest .
L’algoritmo fa uso estensivo di due strutture dati:
• uno heap [CLRS01]
• un KD-tree [Sam89], [Ben75]
In corrispondenza di ogni cluster esiste un campo nello heap: i campi re-
lativi ai vari gruppi u sono disposti nello heap per ordine crescente delle
distanze tra u ed u.closest. La seconda struttura dati è un KD-tree (albero
a k dimensioni) che memorizza i punti rappresentativi di ogni cluster. Nel
paragrafo successivo ci accingiamo a fornire una succinta descrizione dei KD-
tree, strutture dati certamente meno note degli heap, ma nondimeno molto
interessanti.
5.2.2.2 Descrizione della struttura dati KD-tree
Il KD-tree è una struttura dati in grado di memorizzare ed effettuare ricerche
su insiemi di punti multidimensionali in modo efficiente. E’ in sostanza un
albero binario di ricerca, con la caratteristica aggiuntiva che, per determinare
il ramo da attraversare al passo successivo, viene testato un differente valore
di chiave per ogni livello dell’albero. Per esempio, per dati bidimensionali la
prima dimensione viene testata ai livelli pari4, mentre la seconda dimensione
è testata ai livelli dispari. L’utilità del KD-tree consiste nel fatto che, quando
una coppia di cluster viene fusa, esso può essere sfruttato per computare in
modo veloce il cluster più vicino ai gruppi che, precedentemente, abbiano
avuto uno dei cluster affetti dalla fusione come gruppo più vicino. Nella
nostra implementazione abbiamo deciso di utilizzare i KD-tree randomizzati
(rKD-tree) [MR97a], [DECM98]. Rimandiamo alla sezione III, pag. 103,
per una descrizione approfondita del KD-tree (cap. 6, pag. 103) e della sua
versione “randomizzata” (cap. 7, pag. 106), caratterizzata da prestazioni
ulteriormente migliorate.
4La radice è considerata al livello 0
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5.2.2.3 Procedura “Cluster” e funzione “Merge”: descrizione
Proponiamo di seguito una descrizione approfondita della procedura “Clu-
ster” e della funzione “Merge”, facendo uso di un linguaggio pseudo C++.
In fase di inizializzazione l’insieme dei punti rappresentativi del cluster u,
u.Reps, contiene solo un punto, che è poi l’unico punto contenuto nella classe
u stessa. Al passo 4 (vedi listato 5.1, pag. 78) tutti i punti vengono inseriti
nell’rKD-tree “T ” tramite la sua funzione membro “Build ”. Vengono creati
i cluster, ciascuno contenente soltanto un punto. La procedura Build della
struttura dati di tipo heap “H” (passo 5) esegue le seguenti elaborazioni per
ogni cluster u:
1. Calcola il cluster più vicino a u: indichiamolo con c
2. Imposta il valore del campo u.Closest a c:
u.Closest = c
3. Inserisce il cluster u nello heap H: u è disposto nello heap secondo
l’ordinamento crescente della distanza tra u e il suo gruppo più vicino
u.Closest
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Listato 5.1: Algoritmo di clustering - Procedura Cluster
0 rkdTree T;
1 Heap H;
2
3 void Clus te r ( DataSet& S , i n t k )
4 { T. Build ( S ) ;
5 H. Build ( S ) ;
6
7 whi le ( H. GetSize ( ) > k )
8 {
9 u = H. ExtractMin ( ) ;
10 v = u . C lo s e s t ;
11 H. Delete ( v ) ;
12 w = Merge ( u , v ) ;
13 T. DeleteRep ( u ) ;
14 T. DeleteRep ( v ) ;
15 T. InsertRep ( w ) ;
16 //x = c l u s t e r a r b i t r a r i o in H
17 w. c l o s e s t = x ;
18
19 f o r each x in H do
20 {
21 i f ( d i s t ( w, x ) < d i s t ( w, w. C lo s e s t ) )
22 w. C lo s e s t = x ;
23 i f ( ( x . C lo s e s t == u ) | | ( x . C lo s e s t == v ) )
24 {
25 i f ( d i s t ( x , x . C lo s e s t ) < d i s t ( x , w ) )
26 x . C lo s e s t =
27 Clo s e s tC lu s t e r ( T, x , d i s t ( x , w ) )
28 e l s e x . C lo s e s t = w;
29 H. Relocate ( x ) ;
30 }
31 e l s e
32 i f ( ( d i s t ( x , x . C lo s e s t ) > d i s t ( x , w) )
33 {
34 x . C lo s e s t = w;
35 H. Relocate ( x ) ;
36 }
37 }
38 H. I n s e r t ( x ) ;
39 }
40 }
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Dopo che lo heap H e l’albero T sono stati inizializzati, vengono effettuate
le iterazioni del loop while (passo 7), in ciascuna delle quali la coppia di
cluster più vicina viene fusa, fino a che la condizione di terminazione non
viene raggiunta, ovvero non rimangono soltanto k gruppi. Poiché il cluster u
che occupa la prima posizione dello heap è quello per cui u ed u.Closest sono
la coppia di cluster più vicini, la funzione ExtractMin al passo 9 estrae dallo
heap l’elemento in testa.
La funzione Merge, invocata al passo 12 del listato 5.1 e la cui codifi-
ca è riportata per esteso nel listato 5.2, pag. 80, svolge invece le seguenti
elaborazioni:
• Fonde la coppia di cluster più vicini u e v, dando origine ad un nuovo
gruppo w
• Calcola i punti rappresentativi per il nuovo cluster w
I nuovi punti rappresentativi, calcolati dalla funzione Merge, vengono suc-
cessivamente inseriti nell’albero T (procedura Cluster, listato 5.1, passo 15).
I punti del cluster w sono semplicemente l’unione dei punti contenuti nei
due gruppi u e v che hanno subìto la fusione. Nel loop for della funzione
Merge (funzione Merge, listato 5.2, passi 8-24) vengono dapprima selezionati
iterativamente c punti sparsi. Nella prima iterazione viene scelto come punto
sparso il punto p di w che dista maggiormente dal punto medio w.mean del
cluster w (vedi passo 14); nelle successive iterazioni invece un punto viene
considerato well-scattered se è il più lontano dai punti sparsi calcolati in
precedenza. Una volta che i punti sparsi di w siano stati determinati, essi
sono collassati verso il punto medio di una frazione α (funzione Merge, listato
5.2, passo 26), diventando così i nuovi punti rappresentativi di w.
Il nuovo cluster w, ottenuto dalla fusione, possiede un nuovo insieme di
punti rappresentativi: per questo motivo dobbiamo calcolare la distanza di
w da ogni altro cluster e impostare il valore di w.Closest al gruppo a esso
più vicino (procedura Cluster, listato 5.1, passi 21, 22). Allo stesso modo,
per un qualunque altro cluster x in H, x.Closest può essersi modificato e x
necessita di essere rilocato in H (a seconda della distanza tra x ed x.Closest).
Un metodo tutt’altro che efficiente (brute-force method) per determinare il
cluster più vicino a x è quello di misurare la sua distanza da ogni altro cluster,
incluso w. Tuttavia questo potrebbe richiedere O(n) passi per ogni gruppo
contenuto in H e presentare quindi un costo computazionale eccessivo. Si
osserva altresì che la costosa determinazione del cluster più vicino non è
richiesta per ogni gruppo x: per i pochi casi in cui è richiesta usiamo T
per una determinazione efficiente, di complessità pari a O(log n). In effetti
possiamo suddividere i cluster contenuti in H in due gruppi:
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Listato 5.2: Algoritmo di clustering - Funzione Merge
0
1 c l u s t e r Merge ( c l u s t e r u , v )
2 { w = u + v ;
3 w.Mean = ( u . GetSize ( ) ∗ u .Mean +
4 w. GetSize ( ) ∗ w.Mean ) /
5 ( u . GetSize ( ) + w. GetSize ( ) ) ;
6
7 tmpSet = 0 ;
8 f o r ( i n t i = 1 ; i < c ; i ++ )
9 {
10 maxDist = 0 ;
11 f o r ( each po int p in c l u s t e r w )
12 {
13 i f ( i ==1 )
14 minDist = d i s t ( p ,w.mean ) ;
15 e l s e
16 minDist = min ( d i s t ( p , q ) : q in tmpSet ) ;
17 i f ( minDist >= maxDist )
18 {
19 maxDist = minDist ;
20 maxPoint = p ;
21 }
22 }
23 tmpSet = tmpSet + maxPoint ;
24 }
25 f o r ( each po int p on tmpSet )
26 w. Reps = w. Reps + ( p + alpha ∗ ( w.Mean−p ) ) ;
27 re turn w;
28 }
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Primo gruppo : costituito dai cluster che avevano u o v come gruppo più
vicino prima che u e v fossero uniti
Secondo gruppo : costituito dai restanti cluster
Per un cluster x appartenente al primo gruppo, se la distanza da w è minore
della distanza dal cluster precedentemente più vicino, supponiamo sia stato
u, allora il gruppo più vicino è semplicemente w (procedura Cluster, listato
5.1, passo 28). A tale conclusione si arriva immediatamente, osservando che
la distanza tra x e ogni altro cluster è sicuramente maggiore della distanza
tra x ed u.
La situazione è più complessa quando la distanza tra x e w è maggiore
della distanza tra x ed u: in questo caso uno qualunque degli altri cluster po-
trebbe diventare il nuovo gruppo più vicino ad x. La funzione ClosestCluster
(procedura Cluster, listato 5.1, passo 27) usa l’rKD-tree T per determinare
il cluster più vicino ad x. Per ogni punto p in x.Reps, usiamo T per de-
terminare il confinante più vicino a p che non sia in x.Reps. Dall’insieme
di questi punti confinanti scegliamo quello che è più vicino a uno dei punti
rappresentativi di x: il cluster che lo contiene è il gruppo più vicino ad x e
viene restituito dalla funzione ClosestCluster.
Poiché non siamo interessati a cluster la cui distanza da x è maggiore di
dist(x,w), la quantità dist(x,w) viene passata come parametro alla funzione
ClosestCluster, in modo da rendere la ricerca più efficiente.
Per quanto riguarda il secondo gruppo, le elaborazioni sono molto sem-
plici: x.Closest contiene già il cluster più vicino ad x rispetto a tutti gli altri
gruppi, fatta eccezione per w. Quindi, se la distanza tra x e w è minore della
distanza tra x ed il suo cluster (precedentemente) più vicino x.Closest, allora
w diventa il nuovo gruppo più vicino ad x (procedura Cluster, listato 5.1,
passo 34); altrimenti nessuna operazione deve essere eseguita.
Nel caso in cui x.Closest venga aggiornato per un cluster x, si rende
necessaria una rilocazione di x nello heap H, in quanto la distanza tra x ed
x.Closest può essere cambiata (procedura Cluster, listato 5.1, passi 29, 35).
5.2.2.4 Funzione “Merge”: un miglioramento
Nella funzione Merge, l’overhead legato alla scelta dei punti rappresentativi
per il nuovo cluster ottenuto dalla fusione può essere convenientemente ri-
dotto. La funzione Merge nel loop for più esterno (funzione Merge, listato
5.2, passo 8) sceglie c punti sparsi tra tutti i punti del gruppo ottenuto dalla
fusione, w. E’ possibile invece scegliere i c punti sparsi per w solo tra i punti
sparsi dei due cluster u e v coinvolti nella fusione (i punti sparsi originarî
possono essere calcolati espandendo i punti rappresentativi di α rispetto al
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centroide). Poiché è sufficiente esaminare al più (2 ∗ c) punti anziché n, la
complessità della funzione Merge si riduce da O(n) ad O(1). Inoltre, poiché
i punti sparsi di w sono scelti tra i punti sparsi originarî dei cluster u e v, ci
si può aspettare che essi siano effettivamente ben distribuiti.
5.2.3 Complessità spaziale e temporale
Ci accingiamo ad esaminare la complessità temporale e spaziale dell’algorit-
mo di clustering CURE per n dati in ingresso. Abbiamo che:
• Fase di inizializzazione: la costruzione di H e di T presenta ciascuna
un costo pari ad O(n log n)
• In media inserire ed eliminare un elemento dallo heap richiede un tempo
O(log n) (vedi [CLRS01])
• Per l’rKD-tree il costo di inserzione e di ricerca del confinante più vicino
è O(log n) (vedi [FBF77])
• Il costo medio per l’eliminazione di un nodo scelto in modo casuale da
un albero costruito a sua volta in modo casuale è pari a O(log n) (vedi
[Sam89])
• Il corpo del loop while (procedura Cluster, listato 5.1, passo 7) viene
eseguito O(n) volte
• Al passo 12 della procedura Cluster il costo di fusione dei due cluster
ed il calcolo di un nuovo insieme di punti rappresentativi per il gruppo
generatosi è pari ad O(n) (selezionare c punti sparsi richiede al più c
scansioni dei punti nel cluster ottenuto dalla fusione)
• Ai passi 13-15 eliminare e inserire i c punti rappresentativi per il cluster
u, v e w presenta una complessità computazionale mediamente pari a
O(log n)
• Le operazioni seguenti sono quelle cui compete il maggior overhead
(complessità O(log n)) tra quelle del ciclo for al passo 19:
– Funzione ClosestCluster, che esplora l’rKD-tree alla ricerca del
cluster più vicino ad x (procedura Cluster, listato 5.1, passo 27).
E’ eseguita solo per i gruppi x per cui o u o v era il cluster più
vicino prima che i due gruppi venissero fusi dando vita a w. Ipotiz-
zando che un cluster possa essere il più vicino di al più m cluster,
la funzione ClosestCluster è invocata al più in (2 ∗m) iterazioni
del ciclo for
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– Rilocare un cluster nello heap (procedura Cluster, listato 5.1,
passo 29, 35). E’ eseguita al più in (3 ∗ m) iterazioni del ciclo
for
• I cluster x per cui x.Closest può cambiare sono:
1. cluster x per cui, precedentemente alla fusione di u e v, si aveva:
x.Closest = u oppure x.Closest = v
2. cluster x tali che, in seguito alla fusione di u e v a formare w,
hanno w come il nuovo cluster più vicino: x.Closest = w
Tenendo conto dell’analisi schematica sopra riportata, possiamo valutare la
complessità temporale dell’algoritmo CURE : per ogni iterazione del ciclo
while (passo 7), abbiamo O(n) iterazioni del ciclo for (passo 19), O(m) delle
quali hanno complessità O(log n) per la ricerca del cluster più vicino e la
rilocazione dei gruppi nello heap. Quindi otteniamo:
Complessità Temporale Algoritmo CURE: O(n2 + nm log n)
Poiché, nel caso peggiore, m→ n, otteniamo:
Complessità Temporale (Worst Case): O(n2 log n)
Gli autori di [Cox64] mostrano che:
• m = 6 per dati a due dimensioni
• m = 12 per dati a tre dimensioni
• m = 244 per dati con dimensionionalità ≤ 8
Si può osservare che questi valori sono tipicamente molto più piccoli di n:
ne deduciamo che, se la dimensionalità dei punti è bassa, la complessità
dell’algoritmo è O(n2) .
Per quanto riguarda la complessità spaziale, dal momento che sia lo heap
che l’rKD-tree hanno requisiti di occupazione proporzionali ad n, ne segue
che:
Complessità Spaziale Algoritmo CURE: O(n)
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5.3 Miglioramenti per Grandi Insiemi di Dati
CURE, così come molti altri algoritmi di clustering gerarchico, non può essere
applicato direttamente a grandi insiemi di dati, a causa della sua complessità
computazionale quadratica rispetto alla dimensione n dei dati in ingresso. Di
seguito riportiamo i miglioramenti e le ottimizzazioni proposte dagli autori di
[GRS01] per consentire al loro algoritmo di gestire in modo efficiente grandi
volumi di dati. In tale ambito viene affrontato anche il problema degli outlier,
indicando una metodologia per eliminarli.
5.3.1 Campionamento Casuale
Per elaborare grandi volumi di dati serve un meccanismo efficace, in modo da
ridurre la dimensione dell’input dell’algoritmo CURE. Questo può realizzarsi
tramite il campionamento casuale (random sampling): l’algoritmo CURE
viene cioè applicato a un campione casuale estratto dai dati anziché all’intero
data set. Così facendo otteniamo due vantaggi:
Significativa riduzione dei tempi di esecuzione : tipicamente il cam-
pione casuale sarà molto più piccolo del data set originario e potrà
quindi risiedere in memoria principale
Migliore qualità del clustering : il campionamento casuale produce il
desiderabile effetto di filtrare gli outlier
Algoritmi efficienti per estrarre campioni in modo casuale dai dati archiviati
in un file effettuando una sola scansione e usando spazio di memorizzazione
costante sono proposti in [Vit85].
Gli autori di [GRS01] sostengono, basandosi sulla loro esperienza, che
l’overhead legato alla generazione del campione casuale è molto piccola se
confrontata col tempo di esecuzione del clustering sul campione stesso: il
campionamento casuale tipicamente richiede meno di due secondi per estrarre
qualche migliaio di punti da un file contenente centinaia di migliaia di punti.
Naturalmente la riduzione della dimensione del data set dovuta al campio-
namento ha un costo associato: potrebbe accadere che l’informazione riguar-
dante certi cluster risulti assente nell’input. Questo inconveniente porterebbe
alla mancata o incorretta identificazione di alcune classi: ci troviamo dunque
di fronte a un compromesso tra accuratezza ed efficienza.
Tuttavia, i dati sperimentali raccolti dagli autori di [GRS01] mostrano
che, per la maggior parte dei data set, si è potuto ottenere un clustering di
ottima qualità con campioni casuali di modeste dimensioni. In più, nel pa-
ragrafo 5.3.1.1, pag. 85, vedremo come sia possibile calcolare analiticamente
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la dimensione del campione in modo che la probabilità di non rilevare cluster
sia bassa e contenuta entro un dato valore.
5.3.1.1 Limiti di Chernoff
Gli autori di [GRS01] si prefiggono di calcolare la dimensione s del campio-
ne casuale in modo tale che la probabilità di non rilevare cluster sia bassa.
L’ipotesi formulata è che la probabilità di non rilevare un cluster u sia tra-
scurabile se il campione prelevato contiene almeno f |u| punti appartenenti al
gruppo u, dove 0 ≤ f ≤ 1 e |u| è la dimensione del cluster, ovvero il numero
di punti in esso contenuti.
Questa assunzione è ragionevole, in quanto le classi sono spesso fittamente
addensate e un loro sottoinsieme è più che sufficiente per effettuare l’analisi.
Inoltre il valore di f può essere variato in dipendenza dalla densità dei cluster
e dalla separazione inter-cluster : più i gruppi sono ben separati, più densi
diventano e più piccola è la frazione di punti di ogni cluster che dobbiamo
considerare per ottenere una buona classificazione.
Gli autori fanno ricorso ai limiti di Chernoff5 (Chernoff Bounds) per de-
terminare la dimensione s del campione casuale S per cui la probabilità che
S contenga meno di f |u| punti appartenenti al cluster u sia minore di δ, ove
0 ≤ δ ≤ 1. Indichiamo con Xj una variabile aleatoria, che assuma il valore 1
se il j-esimo punto di S appartiene al cluster u, 0 altrimenti:
Xj =
{
1 se Pj ∈ u
0 altrimenti
Possiamo assumere che:
X1, X2, . . . , Xs
siano variabili aleatorie binarie indipendenti. Notiamo che X1, X2, . . . , Xs
costituiscono prove di Bernoulli indipendenti e quindi abbiamo che:
P (Xj = 1) =
| u |
N
1 ≤ j ≤ s
ove abbiamo indicato con N la dimensione dell’intero data set. Quindi il nu-
mero di punti del campione S appartenenti al cluster u è dato dalla variabile
aleatoria:
X =
s∑
i=1
Xj
5Herman Chernoff, matematico statistico
Capitolo 5. L’Algoritmo CURE: Descrizione 86
Il valore medio o aspettazione (expected value) della variabile aleatoria X è
dato da:
µ = E[X] = E
[
s∑
i=1
Xj
]
=
s∑
i=1
E[Xj] =
s |u |
N
Basandosi sui limiti di Chernoff (vedi [MR97b]), se X1, X2, . . . , Xs sono prove
indipendenti di Poisson e considero un ² tale che 0 ≤ ² ≤ 1, allora risulta:
P [X < (1− ²)µ] < e−µ²
2
2 (5.2)
In base ai limiti di Chernoff l’espressione al secondo membro della 5.2 costi-
tuisce un limite superiore alla probabilità che il numero di punti del cluster u
contenuti nel campione S, X, sia inferiore al valore atteso µ di una quantità
maggiore di ²µ. Per i nostri scopi vorremmo che il numero di punti X del
cluster u contenuti nel campione S sia più piccolo di f |u| con probabilità
minore di δ:
P [X < f |u|] < δ (5.3)
Combinando le equazioni 5.2 e 5.3 si arriva al seguente teorema.
Teorema 3 (Valutazione della Dimensione del Campione Casuale).
Considerato un cluster u, l’equazione 5.3 vale se la dimensione s del campione
casuale S soddisfa la seguente disuguaglianza:
s ≥ fN + N|u| log
[
1
δ
]
+ N|u|
√(
log
[
1
δ
])2
+ 2f |u| log [1
δ
]
(5.4)
Dimostrazione. Riscrivendo l’equazione 5.3 in modo da porla nella stessa
forma dell’equazione 5.2, abbiamo:
P
[
X <
(
1−
(
1− f |u|
µ
))
µ
]
< δ (5.5)
Confrontando la 5.5 con la 5.2, si ricava che:
² = 1− f |u|
µ
La 5.5 è soddisfatta se, sfruttando il limite di Chernoff espresso dalla equa-
zione 5.2, si ha:
e
−µ
(
1− f |u|
µ
)2
2 ≤ δ (5.6)
Sostituendo nella 5.6 µ = s |u|
N
e ricavando s, si trova il valore minimo di s
per cui l’equazione 5.3 è soddisfatta.
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Osservando la 5.4, deduciamo che, affinché il campione casuale S contenga
almeno f |u| punti appartenenti al cluster u (con alta probabilità), è necessa-
rio che S contenga più di una frazione f del numero totale di punti, risultato
avvallato anche dalla nostra intuizione. Inoltre supponiamo che umin sia il
più piccolo cluster di nostro interesse e che smin sia il valore della dimensione
ottenibile sostituendo |umin| ad |u| nel secondo membro della disequazione
5.4. E’ facile osservare che la disequazione 5.4 vale per s = smin e per tutti
gli |u| ≥ |umin|. Quindi con un campione di dimensione smin siamo in grado
di garantire con alta probabilità (1 − δ) che il campione contenga almeno
f |u| punti estratti da un cluster arbitrario u. In più, supponendo di avere
k cluster, con un campione di dimensione smin, la probabilità di selezionare
meno di f |u| punti da ognuno dei cluster u è limitata superiormente da k δ.
L’equazione 5.4 sembra suggerire che la dimensione richiesta per il cam-
pione subisca incrementi proporzionali alla dimensione dei dati di input N .
Questa impressione non corrisponde tuttavia a verità: infatti, quando il va-
lore di N aumenta, anche |umin| aumenta, mentre la frazione f di punti di
ogni cluster di cui necessitiamo per effettuare la classificazione diminuisce.
In generale, non siamo interessati ai cluster che sono molto piccoli rispetto
alla dimensione dei dati di ingresso, in quanto statisticamente non significa-
tivi: possono pertanto essere considerati come il risultato della presenza di
punti singolari o outlier. Assumeremo quindi che il cluster più piccolo abbia
una dimensione pari ad una certa percentuale della dimensione media dei
cluster ; ovvero:
|umin| = 1
ρ
N
k
dove ρ > 1 (5.7)
Per di più, a seconda della geometria del cluster più piccolo, dobbiamo estrar-
re un numero costante di punti ξ da esso, in modo da rappresentarlo in modo
adeguato nel campione. Quindi abbiamo che:
f =
ξ
|umin| (5.8)
e dunque il campione contiene un numero di punti pari a
f |u| = ξ |u||umin|
estratti da un arbitrario cluster u. Sfruttando la 5.4, la 5.7 e la 5.8, possiamo
derivare la seguente equazione, che esprime il valore della dimensione minima
del campione:
smin =
⌈
ξkρ+ kρ log
[
1
δ
]
+ kρ
√(
log
[
1
δ
])2
+ 2ξ log
[
1
δ
] ⌉
(5.9)
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La 5.9 può anche essere scritta nel modo seguente, in modo da risultare più
snella e più adatta alla codificazione algoritmica:
smin =
⌈
ρk
(
ξ − log δ +
√
(log δ)2 − 2ξ log δ
)⌉
(5.10)
Se dunque sono soddisfatte le seguenti assunzioni:
• Siamo interessati solo ai cluster la cui dimensione è maggiore di N
k ρ
• Richiediamo che vengano estratti ξ punti dal cluster più piccolo
allora i requisiti sul campione sono indipendenti dal numero di punti del data
set originale. Gli autori di [GRS01] mostrano che, nel caso in cui:
k = 100, ρ = 2, ξ = 10, δ = 0.001
è sufficiente un campione di circa 6.000 punti: la dimensione del campione è
indipendente da N e questo rende l’algoritmo CURE estremamente scalabile.
5.3.1.2 Gestione di cluster non ben separati
La dimensione del campione, valutata tramite l’analisi presentata nel para-
grafo 5.3.1.1, pag. 85, è corretta solo se i cluster risultano ben separati tra
di loro. Se la distanza tra una coppia di cluster u e v è piccola, garantire
che il campione S contenga una frazione f di punti di u e v può non essere
sufficiente a distinguere i due cluster in fase di classificazione. Infatti i punti
prelevati da un gruppo possono risultare non uniformemente distribuiti: que-
sto può implicare che punti appartenenti a cluster diversi possano trovarsi
più vicini tra loro che non punti appartenenti allo stesso cluster.
Una soluzione può essere quella di considerare ogni cluster come un in-
sieme di sotto-cluster e richiedere che il campione S contenga una frazione
f dei punti di ognuno di essi. Se r è la distanza tra la coppia di cluster più
vicini, è sufficiente partizionare ogni gruppo u con granularità r, ovvero u
viene scomposto in sotto-cluster di diametro non superiore ad r. Questo, in
un certo senso, corrisponde a cercare di riconoscere più cluster al posto di
uno solo.
5.3.2 Velocizzazione tramite partizionamento
Mano a mano che la separazione tra i cluster diminuisce e che essi diventano
meno addensati, sono richiesti campioni di dimensioni maggiori, se si vuole
essere ancora in grado di distinguere i gruppi. Tuttavia, all’aumentare della
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dimensione dei dati di input n, la computazione richiesta dall’algoritmo CU-
RE potrebbe diventare consistente, dato che la sua complessità temporale
è dell’ordine di O(n2 log n). A tale scopo gli autori di [GRS01] propongo-
no un semplice schema di partizionamento per velocizzare CURE quando la
dimensione dei dati di ingresso diventa cospicua.
L’idea di base è di suddividere lo spazio campione in p partizioni, ognuna
delle quali di dimensione risultante pari a n
p
. Successivamente, si procede ad
un clustering parziale di ogni partizione, finché il numero finale di cluster in
ogni partizione si riduce a:
1
q
n
p
ove abbiamo introdotto la costante q > 1, denominata costante di partizio-
namento. Alternativamente potremmo terminare il processo di fusione dei
cluster in una partizione se la distanza tra la coppia più vicina di cluster
(che siamo in procinto di fondere) supera un determinato valore di soglia.
Dopo aver generato n
p q
cluster per ogni partizione, effettuiamo una seconda
operazione di analisi sui n
q
cluster parziali, prelevati da tutte le partizioni e
generati durante la prima operazione di clustering.
L’idea di classificare in modo parziale ogni partizione consegue una sorta
di pre-clustering. Anche in [ZRL96] si ha una forma di pre-classificazione,
ma bisogna tenere a mente la seguente distinzione:
• In [ZRL96] l’algoritmo BIRCH effettua un pre-clustering incrementale,
approssimato e che necessita di scansionare l’intero data set. Ogni
nuovo punto viene inserito nel più vicino cluster esistente se vi si trova
a una distanza minore di una soglia τ , altrimenti diventa il generatore
di un nuovo gruppo
• In [GRS01] l’algoritmo CURE usa il proprio algoritmo di clustering
gerarchico solo sui punti di una partizione
Il vantaggio di partizionare i dati di input nel modo descritto consiste in una
riduzione dei tempi di esecuzione di un fattore approssimativamente pari a
q−1
p q
+ 1
q2
:
Fattore di Riduzione del Tempo di
Esecuzione dovuto al partizionamento:
q−1
p q
+ 1
q2
Vediamo di giustificare questa valutazione. Tenendo presente che:
• Il numero di punti per partizione è pari a n
p
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• Il numero di fusioni che devono essere effettuate per ridurre il numero
di cluster a n
p q
è pari a n
p
(
q−1
q
)
allora la complessità d’analisi di ogni partizione è data da:
O
[
n2
p2
(
q − 1
q
)
log
n
p
]
Poiché abbiamo p partizioni, la complessità della prima fase di clustering è
pari a:
Complessità Fase I: O
[
n2
p
(
q − 1
q
)
log
n
p
]
Nella seconda fase di analisi degli n
q
cluster abbiamo una complessità tem-
porale pari a:
Complessità Fase II: O
[
n2
q2
log
n
q
]
La complessità totale dell’algoritmo di clustering CURE è dunque data da:
O
[
n2
p
(
q − 1
q
)
log
n
p
+
n2
q2
log
n
q
]
che corrisponde approssimativamente ad un miglioramento di un fattore q−1
p q
+
1
q2
rispetto al clustering senza partizionamento.
Un punto importante da notare è che, durante la prima fase, i punti più
vicini in ogni partizione sono fusi solo finché il numero finale di cluster si sia
ridotto a n
p q
. Assicurandoci che n
p q
sia sufficientemente elevato in confronto
al numero di gruppi desiderati k, possiamo garantire che, sebbene ogni parti-
zione contenga meno punti appartenenti a ogni cluster, i punti più vicini fusi
in ogni partizione sono generalmente appartenenti allo stesso cluster. Quindi
possiamo assicurare che il partizionamento non ha un impatto marcatamente
negativo sulla qualità del clustering ; di conseguenza i valori migliori per p
e q sono quelli che massimizzano il fattore di miglioramento (improvement
factor) q−1
p q
+ 1
q2
, pur garantendo che n
p q
sia almeno 2 o 3 volte k.
Lo schema di partizionamento può essere impiegato anche per assicurare
che il data set di ingresso dell’algoritmo possa essere contenuto in memoria
principale, anche se non lo è il campione casuale. Se la dimensione della
partizione è scelta più piccola della dimensione della memoria, allora i punti
di ingresso per l’algoritmo durante la prima fase sono residenti in memoria.
Il problema si pone durante la seconda fase: infatti, se per ogni cluster di
ingresso dovessimo memorizzare tutti i punti in esso contenuti, la dimensio-
ne dei dati in ingresso alla seconda fase dell’algoritmo di clustering sarebbe
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pari alla dimensione del campione casuale stesso. Per fortuna non è neces-
sario memorizzare tutti i punti contenuti nei cluster, in quanto l’algoritmo
di classificazione CURE si basa soltanto sui punti rappresentativi dei grup-
pi. Anche la funzione merge ottimizzata (paragrafo 5.2.2.4, pag. 81) usa
solo i punti rappresentativi dei cluster interessati dalla fusione per calcolare
i nuovi punti rappresentativi della classe ottenuta dalla fusione stessa. Quin-
di, memorizzando soltanto i punti rappresentativi di ogni cluster in ingresso
alla seconda fase dell’algoritmo, riduciamo la dimensione dei dati di input,
garantendo nuovamente che possano essere ospitati in memoria principale.
Sottolineiamo che il partizionamento deve essere applicato con accortezza
e solo se si ritiene strettamente necessario: per analizzare volumi di dati di
medie dimensioni non è consigliabile ricorrervi.
5.3.3 Labeling dei dati su disco
Poiché l’input dell’algoritmo di clustering CURE è un insieme di punti cam-
pione estratti dall’insieme originario dei dati, i k cluster finali coinvolgono
solo un sottoinsieme dell’insieme totale di punti. L’algoritmo, per poter asse-
gnare i rimanenti punti ai cluster di competenza, impiega una frazione di pun-
ti rappresentativi, selezionati in modo casuale da ognuno dei k cluster finali:
ogni punto viene assegnato al cluster contenente il punto rappresentativo ad
esso più vicino.
Gli autori di [GRS01] fanno altresì notare che rappresentare i cluster con
molteplici punti consente all’algoritmo CURE di distribuire correttamente,
nella fase finale di etichettatura, i punti tra i vari cluster, anche quando questi
siano di forma non ipersferica e di dimensioni non uniformi. Si riesce cioè a
ovviare agli inconvenienti che aﬄiggevano BIRCH in fase di labeling [ZRL96]:
poiché i cluster vengono in tal caso rappresentati solo dal loro centroide,
l’algoritmo ha la tendenza a spezzare i gruppi la cui forma si discosta troppo
da quella ipersferica.
5.3.4 Gestione degli outlier
Quasi ogni insieme di dati contiene outlier. Questi sono punti che non ap-
partengono a nessun cluster e sono tipicamente definiti come punti a com-
portamento non agglomerativo. Le regioni circostanti ai punti singolari sono
generalmente disperse rispetto ai punti nei cluster (potremmo dire che sono
“povere di punti”, ) e la distanza di un outlier dal gruppo a esso più vicino
è comparativamente più grande rispetto alla distanza tra punti contenuti in
cluster “genuini”.
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Ogni metodo di clustering deve prevedere meccanismi per filtrare gli ou-
tlier. L’algoritmo CURE si prende cura degli outlier in fasi multiple. Tanto
per cominciare, il campionamento casuale filtra la maggioranza degli outlier.
Nella fase iniziale del clustering gerarchico agglomerativo ogni punto si
trova in un cluster separato e ogni gruppo contiene un solo punto. CURE
procede fondendo tra loro le coppie di cluster tra loro più vicini. Questo
ci suggerisce che gli outlier, trovandosi a una distanza maggiore dagli altri
punti, hanno una minore tendenza a fondersi con altri punti, e quindi le classi
di cui sono generatori cresceranno a una velocità molto inferiore rispetto a
quella dei cluster effettivi.
Quanto detto ci conduce ad uno schema di eliminazione degli outlier che
procede in due fasi: si procede con l’analisi finché il numero di cluster scende
sotto una certa frazione del numero iniziale di gruppi, dopodiché classifi-
chiamo i cluster contenenti pochissimi punti (ad esempio 1 o 2) come classi
generate da punti singolari e le eliminiamo. La scelta del valore della frazione
dei cluster iniziali a cui debba innescarsi l’eliminazione degli outlier è cru-
ciale: un valore troppo alto causerebbe l’incorretta eliminazione di un certo
numero di cluster, un valore troppo basso potrebbe far sì che gli outlier rie-
scano a fondersi a cluster effettivi prima di essere eliminati. Gli esperimenti
condotti dagli autori di [GRS01] indicano che un valore di 1
3
fornisce buoni
risultati.
La prima fase di eliminazione dei punti isolati può essere inefficace se
un certo numero di outlier viene campionato in stretta vicinanza: questo
può accadere in un algoritmo randomizzato, sebbene con scarsa probabilità.
In questo caso gli outlier si fondono assieme, e la loro eliminazione risulta
ostacolata: è pertanto richiesto un secondo livello di “sfoltimento”. La secon-
da fase viene effettuata nello stadio finale. Generalmente gli ultimi passi di
un algoritmo di clustering sono i più importanti, perché la granularità dei
cluster è molto alta e un solo errore può avere gravi conseguenze. Di conse-
guenza, la seconda fase di eliminazione degli outlier è necessaria per ottenere
un clustering di buona qualità.
Dalla nostra discussione pregressa è facile osservare che gli outlier formano
cluster molto piccoli. Quindi possiamo identificare con facilità i piccoli gruppi
ed eliminarli quando rimangono ormai pochi cluster, dell’ordine di k. Gli
autori di [GRS01] dimostrano che questo approccio a due fasi funziona, nella
pratica, in modo efficace.
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5.4 Risultati Sperimentali
Gli autori di [GRS01] confrontano gli algoritmi BIRCH, MST 6 e CURE, allo
scopo di dimostrare come quest’ultimo fornisca, in tempi competitivi, un
clustering di migliore qualità. Noi ci soffermeremo sul confronto tra BIRCH
e CURE. Dai risultati sperimentali si evince che:
• BIRCH non è in grado di identificare cluster di forma non sferica e di
dimensioni non omogenee
• CURE è in grado di rilevare cluster di forma arbitraria ed è meno
sensibile agli outlier
• Le operazioni di campionamento casuale e di partizionamento costitui-
scono uno schema efficace di pre-clustering, riducendo la dimensione
dei dati di ingresso senza sacrificare la qualità dell’analisi
• I tempi di esecuzione di CURE risultano in pratica molto ridotti
• Il campionamento e l’algoritmo di rimozione degli outlier filtrano in
modo eccellente i punti singolari del data set
• La fase finale di labeling etichetta i dati residenti su disco in modo
corretto, anche in presenza di cluster di forma non sferica.
5.4.1 Algoritmi a confronto
5.4.1.1 Impostazioni per BIRCH
L’algoritmo BIRCH è stato eseguito impostando i parametri secondo quanto
suggerito in [ZRL96], ovvero:
• Dimensione della pagina di memoria = 1024 bytes
• Dimensione dell’input dell’algoritmo gerarchico, in seguito alla fase di
pre-clustering = 1000
• Dimensione della memoria usata in fase di pre-clustering = 5% del data
set
6Minimum Spanning Tree
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Simbolo Significato Valore Range
Predefinito
s Dimensione Campione 2500 500− 5000
c
Numero di punti 10 1− 50rappresentativi per cluster
p Numero di partizioni 1 1− 50
q Fattore di riduzione per partizione 3 −
α Fattore di contrazione 0.3 0− 1.0
Tabella 5.1: Parametri di CURE
5.4.1.2 Impostazioni per CURE
Il valore della costante di partizionamento q (paragrafo 5.3.2, pag. 88) è
stato impostato a 3, ovvero il clustering in ogni partizione viene protratto
fino a che il numero di cluster rimanenti non si sia ridotto ad 1
3
del numero
di cluster inizialmente in essa contenuti.
Gli esperimenti condotti dagli autori di [GRS01] evidenziano che un valore
di q > 3 causa talvolta la fusione di punti appartenenti a cluster diversi e
quindi un’indesiderata degradazione della qualità del clustering.
La gestione degli outlier utilizzata nelle prove sperimentali è stata con-
dotta nel modo seguente: terminata la fase di clustering parziale di tutte le
partizioni, sono stati considerati outlier (e quindi eliminati) tutti i cluster
contenenti un solo punto. In seguito, quando il numero di gruppi rimasti era
ormai prossimo a k, sono state rimosse tutte le classi contenenti non più di
cinque punti.
La dimensione del campione casuale utilizzata nel corso degli esperimenti
è stata scelta pari a circa il 2.5% della dimensione iniziale del data set. La
tabella 5.1, pag. 5.1, riepiloga i valori predefiniti dei parametri di CURE e
il loro range di variabilità nel corso degli esperimenti.
5.4.2 Esperimenti su data set
Gli esperimenti sono stati condotti utilizzando quattro data set, contenenti
punti bidimensionali e cluster di forma geometrica assortita, come riportato
in tabella 5.2. In particolare:
Data set 1 : Contiene un grosso cerchio, due cerchi piccoli, due ellissoidi
connessi da una catena di outlier e punti singolari, sparsi su tutto lo
spazio (vedi fig. 5.7, pag. 95)
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Data Numero Forma dei Numero di
set di punti cluster cluster
1 100.000 Grandi e piccoli cerchi, ellissoidi 6
2 100.000 Grandi e piccoli ellissoidi 10
3 121.560 Grandi e piccoli anelli 10
4 100.000 Cerchi di uguali dimensioni 100
Tabella 5.2: Risultati Sperimentali: data set
A) BIRCH B) CURE
Figura 5.7: Analisi Sperimentale: data set 1
Data set 2 : Contiene ellissoidi grandi e piccoli (vedi fig. 5.8, pag. 96)
Data set 3 : Contiene una sequenza di due anelli concentrici, catene di
outlier connettono i cluster e punti singolari sono sparsi su tutto lo
spazio (vedi fig. 5.9, pag. 96)
Data set 4 : Contiene cento cluster, aventi i centri disposti su una struttura
a griglia e i punti contenuti in ogni cluster seguono una distribuzione
normale, avente media pari al centro del cluster stesso.
Gli autori di [GRS01] mostrano come non solo CURE effettua un’analisi
corretta dei quattro data set, ma anche che i tempi di esecuzione sono molto
inferiori rispetto a quelli caratteristici di BIRCH.
5.4.3 Qualità del clustering
BIRCH, basandosi su un algoritmo di clustering gerarchico di tipo centroid-
based, non è in grado di rilevare cluster non ipersferici e/o di dimensioni
non omogenee; per questo motivo esso fallisce l’analisi del data set 1, 2 e
3, mentre CURE rileva correttamente i gruppi in essi contenuti. Per i data
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A) BIRCH B) CURE
Figura 5.8: Analisi Sperimentale: data set 2
A) BIRCH
B) CURE
Figura 5.9: Analisi Sperimentale: data set 3
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set 1 e 2 sono stati sufficienti i parametri predefiniti, illustrati in tabella
5.1, ossia s = 2500, c = 10, α = 0.3 e p = 1, mentre per il data set 3
sono stati utilizzati i valori s = 3000, c = 100, α = 0.15 e p = 1. In tal
caso era infatti necessario un maggior numero di punti rappresentativi e un
più piccolo fattore di contrazione per catturare la complessa geometria degli
anelli concentrici.
5.4.4 Sensibilità ai parametri
Gli autori di [GRS01] analizzano la sensibilità di CURE rispetto ai parametri
α, c, s e p, utilizzando il data set 1. Durante la fase di test della sensibilità di
CURE rispetto alla variazione di un parametro, il valore dei rimanenti sarà
mantenuto pari al valore di default, mostrato in tabella 5.1, pag. 94 .
5.4.4.1 Sensibilità rispetto al fattore di contrazione α
I risultati sperimentali mostrano che, per valori di α compresi nell’interval-
lo [0.2, 0.7], CURE identifica correttamente i cluster del data set 1. Ne
deduciamo che, per α ∈ [0.2, 0.7], otteniamo in generale buoni risultati: riu-
sciamo infatti ad identificare gruppi non ipersferici e, nello stesso tempo, ad
attenuare l’effetto dovuto alla presenza di outlier.
5.4.4.2 Sensibilità rispetto al numero di punti rappresentativi c
Utilizzando il data set 1, gli autori di [GRS01] mostrano come, scegliendo un
numero di punti rappresentativi c = 5, la qualità di clustering sia notevol-
mente ridotta. E’ altresì sufficiente portare il valore di c a 10 per far sì che
CURE identifichi correttamente i cluster.
5.4.4.3 Sensibilità rispetto al numero di partizioni p
Gli autori di [GRS01] elaborano il data set 1 facendo variare il numero di
partizioni p da 1 a 100. Per p < 50 la qualità del clustering rimane pres-
soché inalterata, ma per p = 100, ad esempio, la qualità dell’analisi risulta
notevolmente degradata.
C’è una correlazione tra il numero di partizioni p ed il parametro q, che
stabilisce fino a quando effettuare il clustering della singola partizione (ricor-
diamo che la partizione è sottoposta ad analisi finché il numero delle classi
rimanenti non è 1
q
del numero dei cluster originarî della partizione stessa). Per
preservare l’integrità del clustering, all’aumentare di q anche la dimensione
della partizione deve aumentare e di conseguenza p deve diminuire.
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Questo è il motivo per cui, se le dimensioni delle partizioni sono piccole,
effettuare un clustering più profondo di ogni partizione può causare la fusione
di punti appartenenti a cluster diversi (in quanto ogni partizione contiene un
numero più piccolo di punti).
In generale conviene scegliere il numero di partizioni p in modo tale che:
s
p q
> 2 o 3 volte k.
5.4.4.4 Sensibilità rispetto alla dimensione del campione casuale
s
Il data set 1 è stato elaborato dall’algoritmo CURE, utilizzando una dimen-
sione del campione casuale variabile da 500 a 5.000 punti. Il risultato è stato
che, con un campione casuale di 2.000 punti, si sono ottenuti cluster di qua-
lità scadente, ma, già ricorrendo a campioni di dimensione > 2.500 punti
(2.5% della dimensione del data set), i cluster sono stati rilevati in modo
soddisfacente.
5.4.5 Confronto dei tempi di esecuzione di BIRCH e
CURE
Per confrontare gli algoritmi BIRCH e CURE è stato necessario tenere in
considerazione il fatto che BIRCH è un algoritmo di clustering gerarchico
centroid-based. Per questo gli autori di [GRS01] hanno eseguito il test sul
data set 4, in quanto esso contiene cluster compatti e di dimensioni omoge-
nee e viene pertanto analizzato correttamente anche da algoritmi centroid-
based quali BIRCH. CURE d’altra parte doveva essere eseguito in modalità
centroid-based ed è stato pertanto utilizzato con le seguenti impostazioni:
• Dimensione del campione casuale pari a 2.500
• α = 1 (modalità centroid-based)
• 1 punto rappresentativo per cluster(ovvero il centroide)
• 4 partizioni
La figura 5.10, pag. 99, mostra le performance a confronto di BIRCH e
CURE quando il numero di punti varia dal valore iniziale di 100.000 fino al
valore finale di 500.000. In figura sono riportati gli andamenti relativi a due
diversi valori del numero di partizioni (P = 1, P = 2), in modo da mostrare
l’effetto positivo del partizionamento sui tempi di esecuzione. Nel computo
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Figura 5.10: Tempi di esecuzione di BIRCH e CURE a confronto
non è stato considerato il costo della fase di labeling, in quanto essa richiede
approssimativamente lo stesso tempo sia per BIRCH che per CURE : infatti
entrambi gli algoritmi stanno utilizzando in questo caso solo il centroide del
cluster nella fase di etichettatura dei dati. Osservando la figura 5.10, pag.
99, si nota che i tempi di esecuzione di CURE sono sempre inferiori a quelli di
BIRCH. Se poi si attiva anche il partizionamento con due partizioni, i tempi
di esecuzione di CURE scendono di un ulteriore 50%. Inoltre i tempi di esecu-
zione di CURE crescono di poco al crescere del numero di punti, al contrario
di quello che accade a BIRCH, il quale deve scansionare l’intero database e
utilizza tutti i punti del data set per eseguire il pre-clustering. Concluden-
do possiamo affermare che i risultati sperimentali proposti dagli autori di
[GRS01] confermano la loro tesi, ovvero che CURE presenta effettivamente
una qualità d’analisi e prestazioni molto migliori rispetto a BIRCH.
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Parte III
Strutture dati
Capitolo 6
Struttura dati KD-tree
“Tutto cio’ che esiste nell’universo e’
frutto del caso e della necessita”.
Democrito (460 - 370 a.C.)
6.1 Introduzione
Nel Capitolo 5, pag. 64, abbiamo già spiegato che l’algoritmo CURE fa uso
estensivo di due strutture dati: un KD-tree e uno heap. Durante lo sviluppo
della applicazione CURE+ abbiamo deciso che fosse auspicabile utilizzare
un KD-tree randomizzato1, il quale aggiunge altre interessanti caratteristiche
alle già vantaggiose prestazioni dei KD-tree semplici. Nel presente capitolo
forniamo una descrizione più approfondita del KD-tree, mentre nel capitolo
7, pag. 106, illustriamo gli rKD-tree.
6.2 Alberi binarî di ricerca multidimensionali
IKD-tree (k-dimensional tree) sono una generalizzazione degli alberi binarî di
ricerca, necessaria per gestire il caso di punti multidimensionali. Nel seguito
supporremo di aver a che fare con punti k-dimensionali:
xT = (x(1), x(2), . . . , x(k))
ove ogni x(j), 1 ≤ j ≤ k si riferisce al valore del j-esimo attributo della chiave
x. Ogni x(j) appartiene a un dominio totalmente ordinato Dj, di conseguenza
1Il lettore perdoni gentilmente queste incresciose...“italianizzazioni”
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x è un elemento di D = D1×D2× . . .×Dk. Date queste premesse, possiamo
fornire la prima definizione.
Definizione 1. Un KD-tree per un insieme di punti k-dimensionali è un
albero binario tale che:
1. Ogni nodo contiene un record k-dimensionale e ha associato un discri-
minante j ∈ {1, 2, . . . , k}
2. Per ogni nodo con chiave x e discriminante j, risultano verificate le
seguenti invarianti:
y(j) < x(j) ∀ y ∈ sottoalbero sinistro di x
y(j) > x(j) ∀ y ∈ sottoalbero destro di x
3. La radice ha profondità 0 e discriminante 1. Tutti i nodi a profondità
d hanno associato discriminante (d mod k) + 1
Notiamo che la definizione 1 non prende in considerazione il caso di ugua-
glianza degli attributi: un modo classico per gestire questo caso è quello di
ricorrere ad una lista di collisione. In tal modo ogni nodo contiene, oltre
al record x e al discriminante j, una lista di record che hanno il j-esimo
attributo uguale a x(j).
6.3 Costruzione del KD-tree
Un KD-tree può essere costruito in modo incrementale tramite successive
inserzioni di punti, prelevati da I/O (per esempio da un file). La regola di
inserzione è la seguente: la prima chiave viene inserita alla radice, i due sot-
toalberi sono vuoti. Il primo attributo della seconda chiave viene confrontato
col primo attributo della chiave alla radice: se è più piccolo la chiave viene
inserita ricorsivamente nel sottoalbero sinistro, se è più grande nel sottoalbe-
ro destro. In generale quando inseriamo una nuova chiave x, la confrontiamo
con qualche chiave y che si trova alla radice di un generico sottoalbero: se
y occupa il livello j, confrontiamo x(j mod k)+1 con y(j mod k)+1 per prendere
la decisione se proseguire nel sottoalbero sinistro o destro, fino a che non si
arriva ad un nodo foglia, dove viene effettuata l’inserzione.
Nella figura 6.1 a pagina 105 mostriamo una partizione dello spazio bi-
dimensionale [0, 10]2 generata dall’utilizzo del KD-tree. Facciamo notare che
l’ordine con cui i punti campione vengono inseriti influenza in modo decisivo
la struttura dell’albero che si ottiene.
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Figura 6.1: Partizione di [0, 10]2 ad opera del KD-tree
Capitolo 7
Struttura dati rKD-tree
“Benché gli uomini si vantino delle loro grandi azioni,
esse non sono spesso frutto di un grande disegno,
ma frutto della casualità”.
François de La Rochefoucauld (1613 - 1680)
7.1 Introduzione
Nella nostra implementazione abbiamo preferito utilizzare alberi di ricerca
k-dimensionali randomizzati, detti anche rKD-tree (vedi [MR97]). Essi costi-
tuiscono la generalizzazione randomizzata dei KD-tree: ne ereditano infatti
la semplicità, la robustezza e l’efficienza, ma presentano l’ulteriore vantaggio
che è possibile dimostrare che la performance media è garantita per ogni tipo
di operazione. Questo è dovuto al fatto che gli rKD-tree sono svincolati da
qualsiasi assunzione riguardante l’ordine con cui le modifiche (inserzioni e
cancellazioni) vengono eseguite.
Lo svantaggio è che un rKD-tree richiede una quantità di memoria leg-
germente superiore a quella richiesta dai KD-tree, in quanto è necessario
memorizzare in ogni nodo il discriminante e la dimensione n del sottoalbero
corrispondente. Tuttavia l’occupazione di memoria cresce comunque in modo
lineare con il numero di chiavi da inserire nell’albero e i vantaggi presentati
da questo tipo di struttura dati rendono, almeno nel nostro caso, tollerabile
una maggiore occupazione di memoria.
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7.2 Definizione di rKD-tree
Un KD-tree viene definito randomizzato e denominato rKD-tree se è il risul-
tato di una sequenza di operazioni di aggiornamento eseguite tramite gli al-
goritmi randomizzati presentati di seguito, applicati a un albero inizialmente
vuoto.
7.3 Inserimento randomizzato
Affinché l’albero generatosi sia randomizzato devono valere due proprietà:
1. La nuova chiave da inserire deve avere una qualche probabilità di diven-
tare la radice dell’albero o di uno dei sottoalberi della radice in modo
ricorsivo
2. Ogni discriminante deve avere la stessa probabilità di diventare il di-
scriminante del nuovo nodo
L’inserzione di una nuova chiave x in un rKD-tree T prevede la preven-
tiva generazione di un numero intero casuale i. Esso viene generato in
modo uniforme nell’intervallo {1, 2, . . . , k} e viene assegnato al nuovo nodo.
Successivamente l’algoritmo di inserzione prosegue nel modo seguente:
1. Se l’albero T è vuoto, la funzione Insert(x) produce un albero con un
solo nodo (x, i) e sottoalberi sinistro e destro vuoti
2. Se T è non vuoto, allora indicando con n la dimensione di T (prima
dell’inserzione), effettuiamo le seguenti operazioni:
• Con probabilità 1
n+1
la coppia (chiave, discriminante) (x, i) deve
essere posizionata in testa al nuovo albero, utilizzando l’algoritmo
InsertAtRoot
• Con probabilità (1− 1
n+1
)
= n
n+1
la coppia (x, i) viene inserita
in modo ricorsivo nel sottoalbero sinistro o destro di T a seconda
della relazione ordinale con la radice dell’albero
Supponendo che la radice dell’albero contenga la coppia (y, j) e abbia sot-
toalbero sinistro L e sottoalbero destro R, l’algoritmo di inserzione è sche-
matizzato in figura 7.1, pag. 108. La funzione Insert richiede la possibilità
di inserire la coppia (x, i) in testa a ogni sottoalbero di un rKD-tree T e
per fare questo si avvale della funzione InsertAtRoot. Se T è un albero vuo-
to InsertAtRoot(T,x, i) restituisce un albero contenente un solo nodo con
chiave x, discriminante i e sottoalbero sinistro e destro vuoti. Se T è non
vuoto, InsertAtRoot(T,x, i) = T ′, dove T ′ è un nuovo albero così costituito:
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Figura 7.1: Algoritmo randomizzato di inserzione in un rKD-tree
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Figura 7.2: Algoritmo randomizzato di inserzione in testa in un rKD-tree
• La radice di T ′ è (x, i)
• Il sottoalbero sinistro di T ′ è costituito dagli elementi di T il cui i-esimo
attributo è più piccolo di x(i)
• Il sottoalbero destro di T ′ è costituito dagli elementi di T il cui i-esimo
attributo è più grande di x(i)
Il sottoalbero sinistro e destro di T ′ vengono generati utilizzando l’algoritmo
Split, illustrato nel paragrafo 7.5, pag. 109. L’algoritmo InsertAtRoot è
schematizzato in figura 7.2, pag. 108.
7.4 Cancellazione randomizzata
L’eliminazione di un record da un rKD-tree T consiste nel cercare nell’albero
la chiave x che deve essere cancellata e nell’unire i suoi sottoalberi sinistro
e destro. Per mantenere la proprietà di casualità che caratterizza l’albero,
ogni nodo nei due sottoalberi deve avere una probabilità diversa da zero di
prendere il posto del novo eliminato. Questo lo si ottiene grazie all’utilizzo
dell’algoritmo Join, introdotto nel paragrafo 7.6, pag. 110. Nella figura
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Figura 7.3: Algoritmo randomizzato di cancellazione da un rKD-tree
7.3, pag. 109, abbiamo riportato una descrizione schematica dell’algoritmo
Delete(T,x).
7.5 Algoritmo randomizzato Split
Abbiamo visto che l’algoritmo di inserzione in testa all’albero T ,
InsertAtRoot(T,x, i), prevede che l’albero sia prima partizionato in due
sottoalberi:
• T<i, che contiene tutte le chiavi di T il cui i-esimo attributo è minore
di x(i)
• T>i, che contiene tutte le chiavi di T il cui i-esimo attributo è maggiore
di x(i)
Questi due sottoalberi vengono generati dall’algoritmo Split :
Split(T,x, i) = (T<i, T>i)
Per semplificare la descrizione di Split lo descriveremo come una coppia di
algoritmi, uno responsabile della generazione di T<i, l’altro della generazione
di T>i:
Split<(T,x, i) = T<i
Split>(T,x, i) = T>i
L’algoritmo Split<(T,x, i) compie le seguenti elaborazioni:
1. Se T = NULL, Split<(T,x, i) = NULL
2. Se T 6= NULL, supponiamo che la radice di T contenga (y, j) e abbia
sottoalbero sinistro L e sottoalbero destro R. Allora:
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Figura 7.4: Algoritmo randomizzato Split<(T,x, i)
• Se i = j e y(j) < x(i), allora y appartiene a T<i insieme a tutti gli
elementi di L (ogni i-esimo attributo in L è minore di y(j) e quindi
minore anche di x(i)) e l’operazione procede ricorsivamente in R
per fornire il risultato
• Se i = j e y(j) > x(i), allora l’algoritmo procede ricorsivamente in
L (y e ogni i-esimo attributo in R sono maggiori di x(i))
• Se i 6= j e y(j) < x(i), allora y appartiene a T<i e l’algoritmo
procede ricorsivamente in L e R, assegnando a L il risultato di
Split<(L,x, i) e a R il risultato di Split<(R,x, i)
• Se i 6= j e y(j) > x(i), allora y non appartiene a T<i e procede
ricorsivamente in L e R, questa volta unendo con l’algoritmo Join
gli alberi forniti da Split<(L,x, i) e Split<(R,x, i)
Non descriviamo il comportamento di Split>(T,x, i), in quanto analogo e
duale a quello di Split<(T,x, i). Nelle figure 7.4 e 7.5, pag. 110, sono illustrati
in modo schematico i funzionamenti di Split<(T,x, i) e Split>(T,x, i).
7.6 Algoritmo randomizzato Join
L’input dell’algoritmo Join è una coppia di rKD-tree A e B e un discrimi-
nante i. Per produrre alberi KD-tree randomizzati ogni nodo negli alberi A e
B deve avere una probabilità diversa da zero di diventare la radice del nuovo
albero
T = Join(A,B, i)
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Figura 7.5: Algoritmo randomizzato Split>(T,x, i)
Se le dimensioni di A e B sono rispettivamente n ed m, allora l’albero
T = Join(A,B, i) ha dimensione n + m. Se n > 0 e m > 0 l’algoritmo
di Join seleziona con probabilità n
n+m
la radice (a, ja) di A come radice di
T e con probabilità complementare
(
1− n
n+m
)
= m
n+m
la radice (b, jb) di B.
Possiamo in pratica considerare i seguenti tre casi:
1. Se A = NULL→ Join(A,B, i) = B
2. Se B = NULL→ Join(A,B, i) = A
3. Se A 6= NULL e B 6= NULL indichiamo con (a, ja), La e Ra la radice,
il sottoalbero sinistro e il sottoalbero destro di A e con (b, jb), Lb e Rb
la radice, il sottoalbero sinistro e il sottoalbero destro di B. Se (a, ja)
viene scelta come nuova radice di T si devono considerare due sottocasi:
(a) Se i = ja allora il sottoalbero sinistro di T è La, il suo sottoalbero
destro è il risultato dell’unione di Ra con B (dal momento che
tutte le chiavi contenute in B hanno l’i-esimo attributo maggiore
di a(ja) = a(i))
(b) Se i 6= ja allora il sottoalbero sinistro di T è il risultato dell’unione
di La con Split < (B, a, ja), il suo sottoalbero destro è il risultato
dell’unione di Ra con Split > (B, a, ja)
Si devono considerare due casi analoghi e simmetrici nel caso in cui
(b, jb) sia scelta come la nuova radice di T
La figura 7.6, pag. 112, riassume l’elaborazione effettuata dall’algoritmo
randomizzato Join(A,B, i), nel caso in cui A 6= NULL,B 6= NULL.
Capitolo 7. Struttura dati rKD-tree 112
 







	








 



















 


























 











ﬀ











ﬁﬂﬃ ﬂ
!
"
ﬃ
#$
ﬃ
%
&
'
ﬁﬂﬃ ﬂ
!
"
&
#$
ﬃ
%
&
'
(


)
( 





(




!
(


)

!
 







ﬀ


(

(

(


 










(

(

(


Figura 7.6: Algoritmo randomizzato Join(A,B, i)
7.7 Prestazioni degli rKD-tree
Il costo computazionale presentato dalle operazioni effettuate sugli rKD-tree
è pari a quello previsto per i KD-tree non randomizzati; la differenza consiste
nel fatto che nel caso degli rKD-tree tali prestazioni possono essere garantite
a prescindere da qualunque assunzione sull’ordine con cui gli aggiornamenti
vengono eseguiti. Le performance di un rKD-tree di dimensione n per i
principali tipi di operazioni sono presentate in tabella 7.1, pag. 113 [Ben75].
7.8 Ricerca esatta
La ricerca di un nodo avente chiave esattamente uguale a quella richiesta,
Exact match query, viene eseguita percorrendo l’albero seguendo lo stesso
cammino che percorreremmo se dovessimo inserire tale chiave nel KD-tree.
Se la chiave viene trovata prima di raggiungere un nodo foglia, la ricerca ha
avuto esito positivo; in caso contrario essa non è presente nell’albero.
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Tabella 7.1: Prestazioni dell’rKD-tree
Operazione Complessità
Costruzione O(n log n)
Inserzione O(log n)
Cancellazione Radice O
(
n(1−
1
k)
)
Cancellazione O(log n)
Ricerca Esatta O(log n)
Ricerca Confinante più vicino O(log n)
7.9 Ricerca del confinante più vicino
La ricerca del confinante più vicino (nearest neighbor query) in un rKD-tree
T comincia calcolando la distanza tra la chiave di ricerca (query) e la radice
dell’albero, la quale diventa il confinante più vicino corrente. La ricerca
prosegue nel sottoalbero sinistro, se la chiave di ricerca giace a sinistra di T ,
in caso contrario la ricerca continua nel sottoalbero destro; la ricerca continua
in modo ricorsivo fino a che non si raggiunge un nodo foglia. A ogni livello
della ricorsione viene calcolata la distanza tra la chiave di ricerca e la radice
del sottoalbero corrente. Se la distanza calcolata è minore di quella calcolata
in precedenza il confinante più vicino corrente viene aggiornato. Quando
tutto l’albero è stato esplorato abbiamo individuato il nearest neighbor y.
7.10 Considerazioni finali sugli rKD-tree
Un importante punto da sottolineare è che le strutture dati KD-tree e rKD-
tree costituiscono parte integrante dell’algoritmo CURE, in quanto consento-
no di effettuare ricerche di tipo nearest neighbor in tempi logaritmici. Questo
è però vero soltanto se i dati di ingresso sono costituiti da tuple abbastan-
za dissimili tra loro. Se infatti molti record presentano con alta probabi-
lità lo stesso valore sull’i-esima coordinata (ad esempio, molti campi sono
nulli, come nel caso di dati di tipo sparso) allora le prestazioni decadono
rapidamente.
Per questo nella nostra implementazione non abbiamo utilizzato la stra-
tegia delle liste di collisione per gestire il caso di chiavi con attributi uguali:
esse potrebbero crescere troppo in dimensione, vanificando l’utilizzo del KD-
tree. Abbiamo invece gestito il caso di chiavi con attributi uguali nel modo
seguente: indicato con T l’rKD-tree avente radice (y, j), l’inserzione di un
nuovo nodo (x, i) avviene nel sottoalbero sinistro se x(i) < y(j), nel sottoal-
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bero destro se x(i) ≥ y(j). Questa semplice scelta è da preferirsi a quella
dell’utilizzo delle liste di collisione, ma è importante ribadire che le presta-
zioni risultano comunque degradate: CURE, per come è stato progettato,
non è adatto ad elaborare dati di tipo sparso.
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Parte IV
Implementazione-Descrizione
di CURE+
Capitolo 8
Panoramica e caratteristiche di
CURE+
Legge di Gray sulla programmazione
“Ci si aspetta che per eseguire (n+1) piccoli Task
venga impiegato lo stesso tempo che per farne (n).”
Confutazione di Logg alla legge di Gray
“Per eseguire (n+1) piccoli Task si impiega
il doppio del tempo che per farne (n).”
da “La Legge di Murphy”
8.1 Introduzione
Nella presente sezione forniremo una descrizione dettagliata di CURE+, l’im-
plementazione software dell’algoritmo CURE da noi sviluppata. Evidenzie-
remo in particolar modo gli aspetti per i quali la nostra realizzazione si dif-
ferenzia maggiormente dall’algoritmo originale, illustrato in [GRS01] (vedi
capitolo 5, pag. 64). L’esposizione sarà di tipo non formale e non si avvarrà
pertanto di una descrizione in linguaggio UML, di diagrammi a stati finiti
o di altri tipi di rappresentazioni rigorose, di consueto utilizzate per defini-
re i prodotti software per lo più commerciali. La descrizione proposta può
suddividersi logicamente in due sezioni principali:
1. Nel capitolo 9, pag. 121, viene posta enfasi sull’architettura software
del progetto
2. Nel capitolo 11, pag. 146, forniamo invece una descrizione di tipo
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hands-on, mirata all’utente finale dell’applicativo, che potrebbe utiliz-
zarla come una sorta di breve manuale utente.
8.2 Motivazioni alla base della scelta del nome
CURE+
L’implementazione software dell’algoritmo CURE da noi sviluppata e pro-
posta è stata denominata CURE+. I motivi alla base di tale scelta sono i
seguenti:
• CURE+ è stato realizzato utilizzando il linguaggio di programmazione
C++ [Str97]
• CURE+ espande l’algoritmo CURE sotto varî punti di vista:
– Utilizza una sorta di Clustering Feature (vedi algoritmo BIRCH,
cap. 4, pag. 45) allo scopo di poter calcolare le statistiche di rile-
vanza dei cluster senza necessariamente dover memorizzare tutti
i punti in essi contenuti
– Utilizza KD-tree randomizzati anziché KD-tree semplici (vedi cap.
6, pag. 103) allo scopo di migliorare le prestazioni dell’algoritmo.
8.3 Tipologia dell’applicazione
CURE+ è un’applicazione per sistemi operativi Microsoft Windows c©, svi-
luppata utilizzando il linguaggio di programmazione C++ [Str97] nell’ambito
dell’ambiente di sviluppo integrato1 Microsoft Visual Studio .Net [PM02],
[BT98]. Abbiamo optato per l’utilizzo del linguaggio C++ come strumento
di codifica sostanzialmente per due motivi:
• Fa ormai saldamente parte del nostro know-how
• Consente di ottenere codice eseguibile di modeste dimensioni e di veloce
esecuzione; allo stesso tempo la codifica che si ottiene può essere ele-
gante, orientata agli oggetti e assicurare in tal modo la riutilizzabilità
del codice stesso
CURE+ è in effetti un software fortemente orientato agli oggetti (object
oriented): utilizza quindi in modo estensivo il supporto fornito dal C++ per
tale tipo di paradigma di programmazione: le classi.
1IDE, Integrated Development Environment
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8.4 Portabilità del codice
Le seguenti accortezze sono state messe in atto per garantire un’adeguata
compatibilità e portabilità del codice:
• Programmazione a oggetti e mascheramento dei dati: le classi sono ma-
nipolabili soltanto dai metodi costituenti l’interfaccia che il program-
matore ha espressamente previsto per quel tipo di oggetto
• Utilizzo di elementi del C++ standard ove possibile
• Uso estensivo della Standard Template Library2
• Compilazione condizionale, ove si sia stati costretti ad usare elementi
non previsti dal C++ standard.
8.5 L’interfaccia grafica
Per quanto riguarda l’interfaccia grafica, CURE+ si classifica come una ap-
plicazione basata su finestre di dialogo (Dialog Based). La realizzazione
delle finestre è stata facilitata dall’utilizzo della libreria di classi Microsoft
Foundation Classes3 [Pro99], che associa a ogni oggetto grafico una classe
C++ tramite una mappatura dei messaggi del sistema operativo. La scelta
di utilizzare le classi MFC è stata motivata dalle seguenti considerazioni:
1. Consentono di acquisire familiarità col loro utilizzo percorrendo una
curva di apprendimento tutt’altro che ripida
2. Utilizzano un paradigma di programmazione orientato agli oggetti da
noi privilegiato e a noi familiare
3. Garantiscono una programmazione delle classi grafiche semplice, ma
allo stesso tempo potente, flessibile e funzionale.
8.5.1 User Friendly
Ci siamo prefissi come preciso scopo quello di fornire la nostra applicazione
di una interfaccia grafica efficiente, ma intuitiva. Abbiamo voluto che l’u-
tente finale di questa applicazione si sentisse il più possibile a proprio agio,
senza dover forzatamente aver a che fare con file di configurazione e linee di
comando talvolta ostiche anche per gli addetti ai lavori.
2Da ora in poi indicata con STL
3Da ora in avanti indicata con MFC
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L’algoritmo eseguito da CURE+ risulta pertanto totalmente configura-
bile per mezzo dell’interfaccia grafica, che guida in ogni passaggio l’utente,
mediante varî strumenti:
• Wizard, che direzionano l’utente in modo chiaro verso il compimento
della operazione corrente da eseguire
• Tooltip, che chiarificano il significato e la funzione dei varî oggetti grafici
posizionati sulla finestra di dialogo
• Grafica accattivante e di immediata comprensione
8.5.2 Un’aspetto moderno
L’applicazione CURE+ è in grado di sfruttare i nuovi controlli introdotti da
Microsoft Windows XP c©, contenuti nel file “ComCtl32.dll ”, versione 6, di
tale sistema operativo. Il file suddetto è una libreria a collegamente dinamico
(DLL, Dynamic-Link Library) che contiene i nuovi “Windows XP common
controls”, basati su quelli di Microsoft Windows 2000 c©, ma migliorati per
quanto riguarda affidabilità e look & feel. Tali controlli hanno mantenuto la
compatibilità con le versioni precedenti, di conseguenza CURE+ può essere
eseguito su qualsiasi sistema operativo della famiglia Microsoft Windows c©.
Affinché CURE+ potesse sfruttare tale nuovo tipo di controlli si è re-
so necessario inserire nel file eseguibile un nuovo tipo di risorsa introdotta
recentemente da Microsoft, denominata “file manifest”. Esso è in sostanza
un file XML che induce l’applicazione a usare il nuovo tipo di controlli di
Microsoft Windows XP c©, se disponibili.
Capitolo 9
Architettura software
Seconda Legge delle modifiche
“Quanto più innocua sembrerà una modifica,
tanto più le sue conseguenze si estenderanno
e maggiore sarà il numero dei progetti che
dovranno essere rifatti”.
da “La Legge di Murphy”
9.1 Introduzione
Nel presente capitolo descriviamo le principali classi componenti il proget-
to, da noi sviluppate per creare i necessari tipi di dato astratti. Le classi
non vengono considerate a sè stanti, ma nel contesto della loro interazione
reciproca.
9.2 Classi e strutture di utilità
In questo paragrafo descriviamo alcune classi che abbiamo definito di “utilità”,
nel senso che non fanno riferimento a tipi di dato astratti prettamente relativi
all’algoritmo CURE, ma sono state comunque utili nel gettare le basi della
architettura software di CURE+.
9.2.1 Classe Point
Abbiamo scelto di sviluppare la classe Point per avere a disposizione un
oggetto di tipo “punto ∈ Rk”. Un’istanza della classe Point viene creata
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impostando la dimensione iniziale K, la quale si prevede non muti successi-
vamente. Avremmo potuto utilizzare la classe template “vector ” della STL,
ma abbiamo preferito non farlo per due motivi:
1. La classe vector è molto flessibile, ma proprio per questo anche meno
adatta dal punto di vista delle prestazioni al nostro caso specifico
2. Volevamo fornire l’oggetto Point di tutta una serie di funzioni mem-
bro o metodi1 non previste nella classe vector, ad esempio le funzioni
che calcolano i varî tipi di distanza (Euclidea, Manhattan, Minkowski,
Coseno etc.)
La creazione della classe Point è stata effettivamente vantaggiosa: ha richie-
sto una quantità esigua di tempo e ci ha provvisto di un oggetto affidabile
(una volta testato) e veloce, che ha costituito la base per la costruzione di
tutta la architettura soprastante.
9.2.2 Struttura Parametri
La struttura Parametri memorizza al proprio interno tutti i parametri di
configurazione dell’algoritmo CURE+. Alcuni dei sui campi più significativi
sono riportati nel listato 9.1, pag. 122.
Listato 9.1: Struttura Parametri
typede f s t r u c t PARAM
{
// Nome de l F i l e contenente i da t i da ana l i z z a r e
s t r i n g FileName ;
// Dimensione de l F i l e d i Input
long F i l e S i z e ;
// Dimens iona l i ta ’ de i Punti
shor t NumDim;
// Numero p r e v i s t o d i C lus te r
shor t NumClusters ;
// Numero d i Punti Rappresenat iv i
shor t NumReps ;
// Parametro CSI d i Cure
shor t Csi ;
// Dimensione de l campione ca sua l e generato
i n t SampleSize ;
// Parametro RHO di Cure
shor t Rho ;
1Da ora in avanti usati come sinonimi, anche se impropriamente
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// Parametro ALFA di Cure
double Alpha ;
// Parametro DELTA di Cure
double Delta ;
// Tipo d i d i s tanza
shor t Distance ;
} PARAM;
// Dich ia raz i one Va r i ab i l e
// d i t i po PARAM
PARAM Parametri ;
L’utente ha accesso all’oggetto Parametri di tipo PARAM tramite l’inter-
faccia grafica, mediante la quale è possibile manipolare il valore dei campi
della variabile: l’impostazione dei parametri di lavoro dell’algoritmo CURE
risulta pertanto agevole.
Al termine della sessione di lavoro il nuovo valore dell’oggetto Parametri
viene salvato opzionalmente2 in un file di configurazione, denominato “Con-
fig.ini ”: così facendo i valori dei campi della struttura impostati dall’utente
risultano essere persistenti e possono essere ricaricati in memoria al successivo
avvio della applicazione.
Il file di intestazione in cui viene dichiarato l’oggetto Parametri di tipo
PARAM è incluso in tutti gli altri file del progetto: ogni classe può quindi
agevolmente accedere in ogni istante ai valori dei parametri di configurazione
dell’algoritmo e interagire con essi.
La scelta di utilizzare una struttura e non una classe è motivata proprio
dal fatto che non siamo in questo caso interessati alla creazione di un tipo
astratto né abbiamo la necessità di usufruire della opzione di mascheramento
dei dati: il tipo PARAM non è altro che una comoda raccolta di parametri
che deve essere visibile e accessibile da tutte le altre classi: un tipo struct è
dunque sufficiente per soddisfare questo requisito.
9.2.3 Classe MyInput
La classe MyInput è stata sviluppata allo scopo di effettuare il caricamento
in memoria di file di Input di grandi dimensioni il più velocemente possibile.
Essa contiene al suo interno sostanzialmente due membri privati:
• Un oggetto di tipo ifstream, stream dati di Input che viene associato al
file residente su memoria di massa e contenente i dati da analizzare
2La directory corrente deve essere accessibile in scrittura
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• Un oggetto di tipo istrstream, stream dati di Input che viene associa-
to a una stringa contenuta in memoria principale; conseguentemente
a questa associazione si possono effettuare operazioni di lettura dalla
stringa agendo sull’oggetto istrstream.
Ogni volta che si richiede un nuovo dato alla classe MyInput essa soddisfa la
richiesta secondo le seguenti modalità:
1. Se lo stream istrstream è non vuoto la lettura viene eseguita su tale og-
getto direttamente in memoria principale, senza necessità di effettuare
l’accesso al (ben più lento) supporto di memorizzazione di massa
2. Se lo stream istrstream è vuoto viene letto dal file residente in me-
moria di massa non il singolo dato richiesto, ma una porzione del file
di quantità fissa e viene caricata nell’oggetto istrstream. La lettura
viene successivamente eseguita in memoria principale, secondo quanto
stabilito dalla regola precedente
In questo modo la classe MyInput realizza una lettura da file di tipo
“bufferizzato”, che riduce drasticamente il numero di accessi alla memoria
di massa e migliora le prestazioni in modo considerevole. Il caricamento di
un file di 70 MB ha richiesto un tempo 10 volte inferiore utilizzando la classe
MyInput, avendo impostato il valore della dimensione del buffer a soli 2 MB.
Il valore della dimensione del buffer è specificato da uno dei campi della
struttura Parametri (vedi par. 9.2.2, listato 9.1, pag. 122), ma tale valore
non è modificabile tramite l’interfaccia grafica: abbiamo deciso che tale op-
zione non fosse di interesse per l’utente finale medio. Esso può essere però
modificato da utenti esperti editando il file di configurazione “Config.ini ”.
Anche in questo caso avremmo potuto ricorrere all’input bufferizzato già
attivabile e configurabile nelle classi di I/O offerte dal C++ [Str97], ma
abbiamo preferito creare un oggetto “su misura” per i seguenti motivi:
• La configurazione della dimensione del buffer utilizzando le funzioni
offerte dalle classi stream del C++ non sempre presentava il compor-
tamento desiderato: talvolta, aumentando la dimensione del buffer,3 si
assisteva ad un drastico, inaccettabile e apparentemente ingiustificato
rallentamento
• La creazione di un oggetto “custom” associato al file di ingresso ci ha
consentito di dotarlo di funzioni membro di utilità, necessarie durante
la fase di generazione del campione casuale (vedi par. 10.2, pag. 138).
3Mantenendolo sempre a valori ragionevoli
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9.3 Realizzazione dell’rKD-tree
Per realizzare l’rKD-tree (vedi par. 5.2.2.2, pag. 76 e cap. 7, pag. 106)
abbiamo progettato due classi:
1. La classe rKDTNode, che implementa l’oggetto “nodo dell’albero k-
dimensionale randomizzato”
2. La classe rKDTree, che implementa l’oggetto “albero k-dimensionale
randomizzato” e che utilizza gli oggetti di tipo rKDTNode e i servizi
da essi resi disponibili
Tale divisione si è resa auspicabile per rendere scalabile la complessità asso-
ciata a tale struttura dati e per renderne modulare la realizzazione, utiliz-
zando un modello di sviluppo del tipo bottom-up [FGM+91].
9.4 La classe rKDTNode
La classe rKDTNode realizza l’oggetto di tipo “nodo dell’rKD-tree”. Nel
listato 9.2, pag. 125, abbiamo riportato i membri interni di tale struttura
dati.
Listato 9.2: Classe rKDTNode
c l a s s rKDTNode
{
p r i va t e :
// DATO
Point Item ;
// Puntatore a l c l u s t e r
// d i appartenenza de l punto
const C lus te r ∗ BelongCluster ;
// Puntatore a l f i g l i o s i n i s t r o
rKDTNode∗ l e f t ;
// Puntatore a l f i g l i o de s t ro
rKDTNode∗ r i g h t ;
// Numero d i nodi contenut i ne l
// r e l a t i v o s o t t o a l b e r o
i n t SubTreeSize ;
// Discr iminante de l nodo
shor t Discr ;
pub l i c :
. . .
}
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Di seguito forniamo una descrizione approfondita dei membri della classe
rKDTree che compaiono nel listato 9.2.
• Il campo rKDTNode::Item memorizza i punti prelevati dal file di in-
gresso di nome Parametri.FileName (vedi par. 9.2.2, listato 9.1, pag.
122). Come sarà ribadito in seguito, è nei nodi dell’rKDTree che vengo-
no effettivamente memorizzati i punti una volta prelevati dalla memoria
di massa
• Ol campo rKDTNode::BelongCluster memorizza l’indirizzo dell’oggetto
di tipo cluster (vedi par. 9.7, pag. 130) cui il punto appartiene
• Ol campo rKDTNode::left contiene l’indirizzo del figlio sinistro del no-
do, mentre il campo rKDTNode::right contiene l’indirizzo del figlio de-
stro del nodo. I campi rKDTNode::left e rKDTNode::right assumono
il valore NULL in fase di inizializzazione o se il nodo è una foglia
• Il campo rKDTNode::SubTreeSize memorizza il numero di nodi con-
tenuti nel sottoalbero del nodo medesimo e si rende necessario per
l’inserzione randomizzata prevista dagli rKD-tree (vedi cap. 7, pag.
106)
• Il campo rKDTNode::Discr memorizza il discriminante del nodo, che
può assumere un valore generato in modo casuale e compreso nell’in-
tervallo [ 0 . . .Parametri.NumDim ] (vedi cap. 7, pag. 106 e par. 9.2.2,
pag. 122).
9.5 La classe rKDTree
La classe rKDTree realizza l’oggetto di tipo “rKD-tree”. Nel listato 9.3, pag.
126, abbiamo riportato i membri interni di tale struttura dati.
Listato 9.3: Classe rKDTree
c l a s s rKDTree
{
p r i va t e :
// Puntatore a l l a r ad i c e
rKDTNode∗ Root ;
// Puntatore a l l o
// ult imo nodo i n s e r i t o
rKDTNode∗ Last InsPo int ;
pub l i c :
. . . }
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Figura 9.1: Data set d’esempio, costituito da dieci punti bidimensionali
Il campo rKDTree::Root memorizza l’indirizzo della radice dell’albero, men-
tre il campo rKDTree::LastInsPoint memorizza l’indirizzo dell’ultimo nodo
che è stato inserito e che dovrà essere fornito all’oggetto di classe cluster
cui il punto appartiene (vedi par. 9.7, pag. 130): i punti vengono infatti
memorizzati in una sola locazione e alle classi che debbano utilizzarli viene
fornito l’indirizzo del nodo dell’albero che li contiene. Naturalmente la classe
rKDTree possiede una disparata serie di funzioni membro che svolgono molte
funzioni, tra cui le seguenti:
• Inserimento di un nuovo nodo nell’albero
• Ricerca di un nodo avente chiave specificata
• Cancellazione di un nodo avente chiave specificata
• Ricerca del confinante più vicino alla chiave specificata
Le funzioni membro di cui abbiamo fornito questa struttura dati sono in
realtà molteplici e alcune di queste non sono neppure utilizzate dalla appli-
cazione CURE+; tuttavia abbiamo ritenuto opportuno inserirle per creare
un oggetto rKD-tree completo e riutilizzabile in eventuali altri progetti.
Facendo riferimento al data set d’esempio riportato in figura 9.1, pag.
127, costituito da dieci punti bidimensionali, la struttura dell’rKD-tree che
si ottiene è illustrata in figura 9.2 a pagina 128.
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Figura 9.2: rKD-tree costruito a partire dal data set d’esempio di figura
9.1, pag. 127
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9.6 La classe CFeature
La classe CFeature implementa l’oggetto clustering feature, introdotto nella
descrizione dell’algoritmo BIRCH (vedi cap. 4, pag. 45). Essa costituisce un
compendio del cluster, consentendo di calcolare tutte le grandenze statisti-
che di interesse ad esso relative, pur esigendo uno spazio di memorizzazione
esiguo.
Sebbene il suo utilizzo non sia previsto nell’algoritmo CURE originale, è
altresì vero che CURE non tiene traccia di tutti i punti appartenti al gruppo,
bensì dei soli punti rappresentativi, fino a un massimo di Parametri.NumReps
(vedi par. 9.2.2, listato 9.1, pag. 122). Poiché siamo interessati al calcolo
della varianza dei cluster, necessaria per valutare il valore di indici che con-
sentano di avere indicazioni preziose su quando si sia raggiunto un numero di
cluster ottimale, abbiamo pensato di sfruttare tale interessante descrizione
compatta dei cluster in CURE+. In realtà la clustering feature proposta in
BIRCH differisce leggermente da quella da noi utilizzata, che è ancora più
succinta, ma sufficiente per i nostri scopi.
I membri di rilievo della classe CFeature sono riportati nel listato 9.4.
Listato 9.4: Classe CFeature
c l a s s CFeature
{
protec ted :
// Numero d i punti
// contenut i ne l c l u s t e r
i n t Num;
// Somma l i n e a r e de i punt i
// contenut i ne l c l u s t e r
Point LSum;
// Somma d e l l e norme quadrat i che
// de i punt i contenut i ne l c l u s t e r
double SSum;
pub l i c :
. . .
}
Descriviamo di seguito in membri della classe CFeature riportati nel listato
9.4:
• L’intero CFeature::Num rappresenta il numero di punti appartenenti al
cluster
• L’oggetto CFeature::LSum di tipo Point è il vettore ottenuto dalla
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somma lineare di tutti i punti contenuti nel cluster :
LSUM =
Num−1∑
i=0
~Xi
• Il numero reale CFeature::SSum rappresenta la somma delle norme
quadratiche dei punti contenuti nel cluster :
SSUM =
Num−1∑
i=0
|| ~Xi ||2
La classe CFeature costituisce la classe base da cui viene derivata la sottoclas-
se Cluster (vedi par. 9.7, pag. 130) tramite relazione di ereditarietà. Si può
facilmente verificare che, poiché un oggetto di tipo cluster possiede anche i
membri dell’oggetto di tipo CFeature, siamo in grado di calcolare agevolmen-
te centroide, varianza e raggio del cluster, senza la necessità di memorizzare
tutti i punti in esso contenuti: è sufficiente infatti ricorrere all’utilizzo delle
relazioni seguenti:
Centroide ~Xc =
∑Num−1
i=0
~Xi
Num
= LSUM
Num
Varianza V ar =
∑Num−1
i=0 (
~Xi− ~Xc)2
Num
= SSUM − ||LSUM ||2
Num
Raggio Radius =
√∑Num−1
i=0 (
~Xi− ~Xc)2
Num
=
√
SSUM − ||LSUM ||2
Num
=
√
V ar
La classe CFeature è naturalmente dotata di tutte le funzioni membro ne-
cessarie a calcolare le misure statistiche su riportate e ridefinisce l’operatore
di somma del C++ in modo da effettuare in modo appropriato la somma di
due clustering feature, operazione che si rende necessaria quando due cluster
vengono fusi.
Facendo riferimento al data set d’esempio riportato in figura 9.1, pag.
127, otteniamo le clustering feature riportate in figura 9.3 a pagina 131.
9.7 Realizzazione dell’oggetto Cluster
La classe Cluster modellizza il concetto di “raggruppamento di punti tra loro
affini ”. I membri di rilievo della classe cluster sono riportati nel listato 9.5 a
pagina 131.
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Figura 9.3: Clustering Feature relative al data set d’esempio di figura 9.1,
pag. 127
Listato 9.5: Classe Cluster
c l a s s C lus te r : pub l i c CFeature
{
p r i va t e :
vec to r <rKDTNode∗> Reps ;
// Puntatore a l C lus te r piu ’ v i c i n o
const C lus te r ∗ Clo s e s t ;
// Distanza dal C lus te r piu ’ v i c i n o
double minDist ;
i n t HeapIndex ;
pub l i c :
. . .
}
La classe Cluster è una sottoclasse della classe CFeature (vedi par. 9.6, pag.
129) e può pertanto accedere ai suoi membri interni, che sono stati infatti
opportunamente dichiarati protected. Di seguito forniamo una descrizione
dettagliata dei membri della classe Cluster che compaiono nel listato 9.5.
• Cluster::Reps è un vettore di puntatori ai nodi dell’rKD-tree (vedi
par. 9.4, pag. 125) nei quali sono effettivamente contenuti i punti
rappresentativi del cluster
• Cluster::Closest è un puntatore a oggetti di tipo cluster e memorizza
il valore dell’indirizzo di memoria del cluster più vicino.
• Cluster::minDist è un numero reale che assume il valore della distanza
dal cluster più vicino Cluster::Closest
• Cluster::HeapIndex è un numero intero che identifica la posizione del
cluster all’interno della struttura dati heap (vedi par. 9.8, pag. 132)
I valori di Cluster::Closest e Cluster::minDist vengono valutati, ove si renda
necessario, nel modo seguente: per ogni punto rappresentativo Repi conte-
nuto nel cluster viene invocata la funzione membro della classe rKDTree che
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effettua la ricerca del confinante più vicino alla chiave fornita in ingresso,
restituendo come risultato l’indirizzo del nodo che lo contiene. Indicata con
(Repm, Neighborm) la coppia (punto rappresentativo, indirizzo dell’oggetto
di tipo rKDTNode contenente il confinante più vicino a Repm) cui compete
la minima distanza, abbiamo che:
Clus te r : : C l o s e s t = Neighbor_m−>BelongCluster
C lus te r : : minDist = d i s t (Rep_m, Neighbor_m−>Item )
Particolarmente importante è la funzione membro Cluster::Merge, respon-
sabile della fusione di due oggetti X, Y di tipo cluster e della conseguente
generazione di un nuovo cluster W . La clustering feature diW viene ottenuta
dalla somma delle clustering feature di X ed Y e i nuovi punti rappresen-
tativi di W vengono calcolati scegliendo fino a Parametri.NumReps (vedi
par. 9.2.2, pag. 122) punti ben sparsi nell’insieme costituito dall’unione dei
punti rappresentativi di X e di Y , secondo quanto previsto dall’algoritmo
CURE (vedi cap. 5, pag. 64). La funzione Cluster::Merge è anche respon-
sabile della cancellazione dall’rKD-tree dei punti rappresentativi di X ed Y
e dell’inserimento nell’albero dei nuovi punti rappresentativi di W .
I due cluster ottenuti dal data set d’esempio riportato in figura 9.1, pag.
127, sono schematizzati in figura 9.4, pag. 133.
9.8 La struttura dati Heap
Forniamo di seguito una descrizione non formale della struttura dati Heap,
partendo dalla sua definizione.
9.8.1 Definizione
Definizione 2. Uno Heap è un albero binario quasi bilanciato etichettato
che gode delle seguenti proprietà:
• I nodi dell’ultimo livello sono addossati a sinistra
• In ogni sottoalbero l’etichetta della radice è maggiore o uguale a quella
di tutti i discendenti, se lo Heap è a ordinamento decrescente
• In ogni sottoalbero l’etichetta della radice è minore o uguale a quella di
tutti i discendenti, se lo Heap è a ordinamento crescente
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Figura 9.4: Cluster relativi al data set d’esempio di figura 9.1, pag. 133
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Figura 9.6: Linearizzazione dello Heap
La figura 9.5, pag. 134, mostra un esempio di Heap a ordinamento cre-
scente. Conseguenza della prima proprietà è che uno Heap può essere li-
nearizzato senza perdere informazione sulla struttura dell’albero: la lineariz-
zazione deve semplicemente elencare l’albero per livelli. Nella linearizzazio-
ne suddetta valgono le seguenti proprietà (dimostrabili mediante induzione
strutturale):
• Il nodo di posizione i ha il figlio sinistro, se esiste, in posizione 2 i+ 1
• Il nodo di posizione i ha il figlio destro, se esiste, in posizione 2(i+ 1)
• Il nodo in posizione i, con i > 0, ha il padre in posizione (i − 1)/2
(quoziente della divisione intera)
A titolo d’esempio la linearizzazione per livelli dello Heap di figura 9.5 è ri-
portata in figura 9.6, pag. 134. La proprietà suddetta permette la memoriz-
zazione di uno Heap mediante un array, risparmiando così la memoria neces-
saria per i puntatori di una memorizzazione a lista multipla e semplificando
l’implementazione.
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9.8.2 Implementazione
L’algoritmo CURE utilizza uno Heap a ordinamento crescente per disporre i
cluster in modo vantaggioso. Ogni cluster X è infatti posizionato nello Heap
in base a un ordinamento crescente della distanza tra X e X.Closest. In
questo modo, quando si deve fondere la coppia di cluster più vicini, non è
necessario effettuare alcuna ricerca: tale coppia è costituita dal cluster C in
testa allo Heap e dal suo cluster più vicino C.Closest.
I membri di rilievo della classe Heap sono riportati nel listato 9.6, pag.
135.
Listato 9.6: Classe Heap
c l a s s Heap
{
p r i va t e :
C lus te r ∗∗ h ;
i n t Last ;
i n t MaxSize ;
pub l i c :
. . .
}
Di seguito descriviamo i membri della classe Heap che compaiono nel listato
9.6, pag. 135:
• Heap::h è un puntatore a puntatori di oggetti Cluster : la classe Heap
contiene infatti al suo interno un array di puntatori a oggetti di classe
Cluster. La scelta di memorizzare all’interno dello Heap dei puntatori
a istanze di oggetti Cluster e non oggetti Cluster veri e propri è dovuta
alla necessità di poter allocare e deallocare a piacimento tali oggetti e di
poterne agevolmente cambiare la posizione all’interno dello Heap, du-
rante le occorrenti fasi di riordinamento, senza dover ricorrere a onerosi
ricopiamenti in memoria. La memorizzazione di puntatori all’interno
dello Heap ci ha garantito la flessibilità richiesta dall’algoritmo CURE
• Heap::Last è un indice di tipo intero che memorizza la posizione nello
Heap dell’ultimo elemento contenutovi. Se lo Heap è vuoto il suo valore
è pari a −1
• Heap::MaxSize è un intero che stabilisce la massima quantità di Cluster
che può essere contenuta nello Heap. Il suo valore viene impostato in
fase di creazione dell’istanza di classe Heap e rimane inalterato durante
tutto il ciclo di vita dell’oggetto
Capitolo 9. Architettura software 136
     ...
...



 


...
...
	























ﬀ




ﬁ
ﬂ

Figura 9.7: Significato dei membri interni della classe Heap
La figura 9.7, pag. 136, schematizza il significato dei suddetti membri privati
della classe Heap. La figura 9.8, pag. 137, mostra invece lo schema globale
che include tutte le strutture dati principali di CURE+ e la loro interazione
reciproca.
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Figura 9.8: Architettura Globale: principali strutture dati e loro in-
terazioni con riferimento al data set d’esempio di figura 9.1, pag.
133
Capitolo 10
Elaborazione di CURE+
Legge del Novanta-Novanta
“Il primo novanta per cento di un Task
viene svolto nel novanta per cento del tempo;
il restante dieci per cento nel restante novanta per cento”.
da “La Legge di Murphy”
10.1 Introduzione
Nel presente capitolo focalizziamo la nostra attenzione sulle elaborazioni svol-
te da CURE+. La breve esposizione sarà suddivisa in tre distinti argomenti:
1. Fase di inizializzazione (par. 10.2, pag. 138)
2. Algoritmo di clustering (par. 10.3, pag. 140)
3. Output dei risultati (par. 10.4, pag. 141).
10.2 Inizializzazione
Nella fase iniziale del processo d’analisi CURE+ si occupa innanzitutto della
generazione del campione casuale e del suo caricamento in memoria, utiliz-
zando la tecnica esposta in [Vit85], la quale prevede una sola scansione del-
l’archivio in memoria di massa. Ricapitoliamo brevemente e informalmente
come venga compiuta questa fase dell’algoritmo:
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1. Calcolo della dimensione N del campione casuale, secondo la formula
10.1 (riportata anche in 5.10, pag. 88):
N =
⌈
ρk
(
ξ − log δ +
√
(log δ)2 − 2ξ log δ
)⌉
(10.1)
ove:
(a) N = Parametri.SampleSize
(b) ρ = Parametri.Rho
(c) ξ = Parametri.Csi
(d) δ = Parametri.Delta
sono i parametri di configurazione dell’algoritmo CURE (vedi struttura
PARAM, par. 9.1, pag. 122)
2. Caricamento in memoria di N punti, prelevati dal file di input effet-
tuando letture sequenziali. Specifichiamo fino d’ora che ogni operazione
di lettura dal disco fisso sarà bufferizzata e quindi velocizzata, grazie
all’utilizzo della classe MyInput (vedi par. 9.2.3, pag. 123). Il nome del
file di ingresso contenente i dati analizzandi è specificato dall’utente e il
suo valore è memorizzato in Parametri.FileName. Gli N punti entrano
immediatamente a far parte del campione casuale provvisorio
3. Lettura del punto sequenzialmente successivo dal file: il suo valore vie-
ne sostituito al punto in posizione i nel campione casuale temporaneo,
dove i è un numero casuale appartenente all’intervallo [0, N − 1]
4. Generazione di un numero casuale L e avanzamento nel file fino a che
non si sono incontrate L tuple, le quali non vengono tuttavia caricate
in memoria. Diremo che tali L tuple vengono “saltate” (skipped)
5. Si ritorna al punto 3. L’algoritmo procede fino al raggiungimento della
fine del file
In seguito al caricamento in memoria del campione casuale, la fase di inizia-
lizzazione prosegue con le seguenti operazioni, eseguite per ogni data point
P contenuto nel campione:
1. Creazione di un nuovo oggetto di tipo rKDTNode, memorizzazione nel
suo campo Item del valore di P e inizializzazione degli altri campi
dell’oggetto in modo opportuno. Il nodo così creato viene inserito
nell’albero, modellizzato dalla classe rKDTree
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2. Creazione una nuova istanza C della classe cluster che contiene P co-
me unico punto. Il cluster non memorizza effettivamente il valore di
P al suo interno, ma può accedervi agevolmente, in quanto salva inter-
namente il valore di rKDTree::LastInsPoint, ovvero dell’indirizzo del
nodo dell’albero in cui il data point è stato caricato
3. Inizializzazione in modo opportuno della superclasse di tipo CFea-
ture dell’istanza C della classe cluster appena creata. In particola-
re, tenendo conto che C contiene momentaneamente il solo punto P ,
abbiamo:
• C.Num = 1
• C.LSum = P
• C.SSum = ||P ||2
4. Calcolo della distanza del nuovo Cluster C da tutti gli altri Cluster e
suo inserimento C nello Heap, rispettando l’ordinamento crescente nei
confronti di C.minDist, che contiene il valore della distanza tra C e
C.Closest
Alla fine della fase di inizializzazione abbiamo la seguente situazione:
• Il campione casuale è stato generato e caricato in memoria
• L’rKD-tree è stato costruito tramite successive inserzioni dei punti
contenuti nel campione casuale
• Sono stati creati e opportunamente inizializzati N Cluster, ognuno dei
quali contenente un solo punto
• Lo Heap è stato costruito tramite inserzione degli N Cluster appena
generati, i quali vengono posizionati nello Heap stesso secondo l’ordi-
namento crescente della loro distanza col loro Cluster più vicino.
10.3 Algoritmo di Clustering
L’algoritmo d’analisi implementato da CURE+ è sostanzialmente quello de-
scritto nel paragrafo 5.2.2, pag. 75, e non si discosta quindi da quello previsto
da CURE ; tuttavia qualche precisazione si rende necessaria: se si osserva il
listato 5.1, pag. 78, si nota che, a ogni iterazione del ciclo for (linea 19),
viene effettuata la rilocazione nello Heap dei Cluster per cui sia stato ne-
cessario ricalcolare il Cluster più vicino e la distanza da esso. Questo non
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Figura 10.1: Problema generato dalla rilocazione dello Heap
è stato possibile nella effettiva implementazione, in quanto tale ciclo è stato
realizzato con un costrutto for del tipo seguente:
f o r ( i n t i = 0 ; i < Heap . GetSize ( ) ; i ++ )
{ i−sima i t e r a z i o n e } ;
Se si effettuasse la rilocazione in ogni ciclo si correrebbe il rischio che uno o più
cluster vengano a trovarsi in una nuova posizione posta a sinistra del valore
corrente di i e non siano in tal modo sottoposti alla necessaria elaborazione
su di loro prevista dall’algoritmo. La situazione è illustrata in figura 10.1,
pag. 141. Per il motivo suddetto lo Heap viene riordinato soltanto alla fine
del ciclo for per evitare il suddetto insidioso problema.
Sottolineiamo infine che non abbiamo ritenuto necessario implementare
anche il partizionamento, previsto opzionalmente dall’algoritmo CURE nel
caso di grandi volumi di dati (vedi par. 5.3.2, pag. 88). Infatti nel nostro
caso i tempi di attesa erano più che ragionevoli su file di dimensioni an-
che cospicue e su calcolatori di media potenza, e quindi abbiamo preferito
non codificare questa caratteristica, che comunque può essere introdotta con
minime modifiche nel caso in cui si rendesse necessaria.
10.4 Output dei risultati
10.4.1 DIF file e la classe DIFDocument
CURE+ consente di salvare la struttura dei cluster ottenuti dall’analisi ef-
fettuata per una successiva agevole consultazione. In particolare per ogni
cluster vengono salvati:
Capitolo 10. Elaborazione di CURE+ 142
• La clustering feature corrispondente
• I punti rappresentativi
Per rendere i risultati dell’analisi più agevolmente fruibili abbiamo deciso
di consentire a CURE+ di esportarli in formato Data Interchange Format
(DIF ). Lo standard DIF originale, nato per consentire ai file di dati di essere
interscambiati tra programmi differenti, è un formato ormai datato e gravato
da evidenti limitazioni. Tuttavia la convenienza del suo utilizzo deriva per
noi dal fatto che i file di tipo DIF possono essere interpretati e caricati da
Microsoft Excel c©: la visualizzazione di tale tipo di file è dunque estrema-
mente comoda, senza contare che la conversione dei dati in uno dei numerosi
formati di esportazione previsti da Microsoft Excel c© è immediata.
Per semplificare il processo di salvataggio dei dati nel formato DIF com-
patibile con Microsoft Excel c©, allo scopo di renderlo meno tedioso e prono
a errori, abbiamo creato una classe denominata DIFDocument. Essa rap-
presenta l’oggetto di tipo “Documento DIF ” e si prende cura della corretta
scrittura dei dati in formato Data Interchange. I membri e i metodi principali
di tale classe sono riportati nel listato 10.1, pag. 142.
Listato 10.1: Classe DIFDocument
c l a s s DIFDocument
{
. . .
o s t r ing s t r eam strDocu ;
. . .
pub l i c :
void I n s e r t S t r i n g ( const s t r i n g s t r ) ;
void I n s e r t I n t ( i n t Num ) ;
void In s e r tRea l ( double Num ) ;
. . .
void NewTuple ( ) ;
bool Write ( o fst ream& f i l eOu t ) ;
} ;
Essa contiene al suo interno l’oggetto strDocu di tipo ostringstream, che
costituisce uno stream dati C++ residente in memoria principale sul quale
vengono di fatto effettuate le operazioni di scrittura. Osservando le funzioni
membro del listato 10.1 si possono notare una serie di metodi per l’inserzione
di varî tipi di dato, per la creazione di una nuova tupla nel documento e così
via.
Quando l’utente dei servizi offerti dalla classe DIFDocument ha eseguito
tutte le operazioni di scrittura desiderate sul documento DIF, può salvare il
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Figura 10.2: Salvataggio in formato DIF dell’output di CURE+: il ruolo
della classe DIFDocument
contenuto dello stream DIFDocument::strDocu su memoria di massa tramite
la funzione membro DIFDocument::Write. Il parametro di ingresso di tale
funzione è un riferimento allo stream di Output fileOut, associato al file di
uscita di tipo *.DIF. La figura 10.2, pag. 143, illustra graficamente il ruolo
della classe DIFDocument e la modalità di salvataggio dell’output di CURE+
in formato Data Interchange.
Oltre alla possibilità di generare file .DIF che descrivono la struttura dei
cluster ottenuti dal processo di analisi, CURE+ offre anche la possibilità di
creare un file contenente le statistiche di labeling, che specificano qual è il
numero di punti percentuale contenuto in ogni cluster. Caricando tale file con
Microsoft Excel c© è possibile con pochi click del dispositivo di puntamento
generare diagrammi di ogni sorta. CURE+ è altresì in grado di tracciare
istogrammi e diagrammi a torta relativi alle statistiche di labeling, come
illustrato nel paragrafo seguente.
10.4.2 Tracciamento dei diagrammi delle statistiche di
labeling
CURE+ è in grado di tracciare istogrammi e diagrammi a torta delle stati-
stiche di labeling generate dalla fase di etichettatura. Per espletare tale fun-
zionalità il software sfrutta una serie di classi da noi sviluppate, utilizzando
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i concetti di classe astratta, ereditarietà e poliformismo, messi a disposizione
dal C++: questo ci ha consentito di ottenere codice flessibile e riusabile.
Non ci addentreremo in una descrizione dettagliata delle classi realizzate:
riportiamo solo un diagramma UML autoesplicativo e minuzioso per chi fosse
interessato ai dettagli della implementazione (vedi fig. 10.3, 145). La classe
CHistogram è direttamente connessa al tracciamento (tramite la funzione
membro CHistogram::DrawIt()) degli istogrammi mentre a sua volta la classe
CPieDiagram è utilizzata per graficare i diagrammi a torta (anch’essa tramite
la funzione membro CPieDiagram::DrawIt()).
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Figura 10.3: Descrizione UML delle classi responsabili del tracciamento
dei diagrammi in CURE+
Capitolo 11
Descrizione per l’utente finale
“Un programma fa sempre quello che l’utente
chiede che faccia, però poche volte fa
quello che l’utente desidera che faccia”.
da “La Legge di Murphy”.
11.1 Introduzione
Di seguito forniamo una descrizione qualitativa dell’utilizzo dell’applicazione
CURE+. Quanto segue non pretende di essere un manuale utente esau-
stivo, ma dovrebbe fornire le linee guida generali per utilizzare il software
agevolmente.
11.2 La schermata principale
Dopo aver visualizzato uno splash screen (fig. 11.1, pag. 147) viene avviata
la schermata principale di CURE+, riportata in figura 11.2, pag. 148. In
essa sono contenuti:
• Una serie di Icon Button, ciascuno relativo a una specifica funzione
• Una status bar, contenente varie informazioni di servizio
• Un menu, contenente le stesse funzioni accessibili tramite gli Icon But-
ton, in modo da offrire all’utente più strade per eseguire le stesse
operazioni, aumentandone in tal modo l’accessibilità
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Figura 11.1: Splash Screen dell’applicazione CURE+
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Figura 11.2: Screenshot della schermata principale
Nella figura 11.3, pag. 149, sono descritte le funzioni principali fruibili
tramite interazione con la schermata principale.
11.3 Nuova procedura di Clustering
Premendo il pulsante “Start New Clustering Job” si accede a una procedura
guidata che, tramite una sequenza di finestre successive, richiede all’utente di
impostare i valori dei parametri di CURE+, proponendo ove possibile valori
di default. Il Wizard si compone di tre fasi e di altrettante finestre:
• Selezione del file contenente i dati da analizzare, effettuata tramite la
finestra associata all’oggetto di classe COpenDlg
• Impostazione dei parametri per CURE+, effettuata tramite la finestra
associata all’oggetto di classe CSettingsDlg
• Esecuzione vera e propria dell’algoritmo di clustering, effettuata trami-
te la finestra associata all’oggetto di classe CRunDlg
Le classi COpenDlg, CSettingsDlg e CRunDlg sono derivate dalla classe CDia-
log facente parte delle MFC [Pro99]. La figura 11.4, pag. 149, illustra le
fasi componenti la procedura guidata, specificando per ciascuna l’oggetto
associato alla finestra corrispondente.
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Figura 11.4: Fasi dello Wizard “New Clustering Job” e relativi oggetti
CDialog
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Figura 11.5: Screenshot della finestra associata all’oggetto COpenDlg
11.3.1 Fase 1: La finestra COpenDlg
Nella figura 11.5 a pagina 150 è mostrata la finestra associata alla classe di
tipo COpenDlg, sottoclasse della classe CDialog. Interagendo con essa l’u-
tente può scegliere il file su cui eseguire l’analisi, la cui estensione predefinita
è *.DAT, semplicemente premendo il pulsante “Browse” e sfogliando le unità
disco e le cartelle del file system. Nella finestra vengono visualizzati il nome
e la dimensione del file attualmente selezionato. L’utente può passare alla
fase 2 dello Wizard premendo il pulsante “Next”.
11.3.2 Fase 2: La finestra CSettingsDlg
Nella figura 11.6, pag. 151, è mostrata la finestra associata alla classe di tipo
CSettingsDlg, sottoclasse della classe CDialog. Interagendo con essa l’utente
può impostare tutti i parametri di CURE+ in modo agevole, immediato e
sicuro. Su ogni valore inserito dall’utente viene infatti effettuata una vali-
dazione dei dati: se la validazione fallisce viene notificato all’utente il range
di valori appropriato per il campo in questione e viene invitato a inserire un
valore appartenente a tale intervallo.
Premendo il pulsante “Info” viene mostrato un Help, contenente anche un
insieme di informazioni basilari relative alla nomenclatura degli algoritmi di
clustering, con particolare riferimento a CURE e ai suoi parametri. Facciamo
notare che l’Help è comunque accessibile in qualunque momento e ovunque
all’interno dell’applicazione CURE+ premendo il tasto F1 della tastiera.
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Figura 11.6: Screenshot della finestra associata all’oggetto CSettingDlg
Quando l’utente è soddisfatto delle impostazioni scelte, può accedere alla
terza e ultima fase dello Wizard, premendo il pulsante “Next”.
11.3.3 Fase 3: La finestra CRunDlg
Nella figura 11.7, pag. 153, è mostrata la finestra associata alla classe di tipo
CRunDlg, sottoclasse della classe CDialog. Interagendo con essa l’utente può
infine iniziare la fase di analisi dei dati vera e propria premendo il pulsante
“Start”. Una serie di utili informazioni è mostrata nella finestra:
• Nome del file da sottoporre alla cluster analysis
• Quantità di memoria utilizzata da CURE+
• Dimensione del campione casuale generato
Inoltre, quando l’utente abbia effettivamente premuto “Start” dando inizio
all’elaborazione dei dati, divengono disponibili ulteriori informazioni:
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• Un dettagliato log di tutto ciò che viene effettuato dall’algoritmo; que-
sto viene visualizzato in una compatta ListBox (o controllo elenco) e a
ogni evento è associata una barra di progressione
• Tempo trascorso dall’inizio dell’elaborazione
• Tempo rimanente stimato al termine dell’elaborazione
In ogni momento l’utente è in grado di annullare l’operazione, che può richie-
dere anche molto tempo a seconda della dimensione del campione casuale che
si è stabilito di generare. Il termine dell’elaborazione viene notificato all’u-
tente, il quale viene informato che il Wizard è concluso e quanto tempo ha
richiesto nel complesso l’operazione di clustering.
Il fruitore di CURE+ può tornare alla schermata principale per lanciare
una delle attività che non erano disponibili se non dopo una preventiva fase
di clustering, ovvero:
• Visualizzazione dei cluster evidenziati dall’analisi (vedi par. 11.4, pag.
152)
• Fase di etichettatura dei dati (vedi par. 11.5, pag. 155)
• Salvataggio dei cluster evidenziati dall’analisi (vedi par. 11.6, pag.
159)
11.4 Visualizzazione dei cluster
Nella figura 11.8, pag. 153, è mostrata la finestra associata alla classe di
tipo CClusterDlg, sottoclasse della classe CDialog. In essa vengono visua-
lizzate la clustering feature e i punti rappresentativi dei cluster evidenziati
dall’analisi. L’utilizzo dei due controlli elenco (ListBox ) consente di avere
una rappresentazione dettagliata ma allo stesso tempo compatta: è possibile
ridimensionare quelle colonne la cui larghezza non sia sufficiente a mostra-
re tutte le informazioni associate ai cluster. Se ciò non fosse abbastanza,
posizionando il dispositivo di puntamento per qualche secondo sui control-
li elenco, appare un ToolTip in grado di mostrarne il contenuto nella sua
interezza.
E’ possibile scegliere il cluster da visualizzare tra tutti i
Parametri.NumClusters cluster (vedi par. 9.2.2, listato 9.1, pag. 122) ot-
tenuti dall’analisi trascinando il controllo pulsante di scorrimento (vedi fig.
11.8, pag. 153).
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Figura 11.7: Screenshot della finestra associata all’oggetto CRunDlg
Figura 11.8: Screenshot della finestra associata all’oggetto CClusterDlg :
visualizzazione dei cluster
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Figura 11.9: Screenshot della finestra associata all’oggetto CDiagram-
PointDlg : istogramma dei punti rappresentativi dei cluster
11.4.1 Istogramma dei punti rappresentativi dei cluster
Selezionando uno dei punti rappresentativi riportati nel controllo elenco è
possibile tracciarne un istogramma semplicemente premendo il pulsante “Dia-
gram” (vedi fig. 11.8, pag. 153). Poiché il numero delle dimensioni dei dati
in ingresso (Parametri.NumDim, vedi par. 9.2.2, listato 9.1, pag. 122) può
essere molto elevato, viene offerta la possibilità di tracciare solo le barre re-
lative alle dimensioni che abbiano un valore percentuale rispetto alla norma
quadratica del vettore maggiore di una data soglia. Il valore della soglia è
impostato per default al 5%, ma l’utente può specificare il valore desiderato
semplicemente inserendolo nella casella di testo della finestra associata alla
classe di tipo CClusterDlg, sottoclasse della classe CDialog. Uno Screenshot
di tale finestra è riportato in figura 11.9, pag. 154 .
Le componenti che non superano il valore di soglia entrano tutte a far
parte di un’unica categoria speciale denominata “Others”. Questo metodo
di raffigurazione consente di diagrammare i punti rappresentativi in modo
flessibile e compatto.
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Figura 11.10: Screenshot della finestra associata all’oggetto CLabelDlg
11.4.2 Salvataggio dei cluster in formato DIF
Come abbiamo già illustrato nel paragrafo 10.4.1, pag. 141, CURE+ offre
la possibilità di memorizzare permanentemente su memoria di massa il risul-
tato della cluster analysis in un file DIF. Premendo il pulsante “Save DIF ”
(vedi fig. 11.8, pag. 153) viene mostrata una finestra associata alla classe
predefinita della MFC CFileDialog, tramite la quale l’utente può scegliere il
nome del file DIF e la sua posizione all’interno del File System. Premendo
“Save” l’utilizzatore memorizza su memoria di massa tutte le informazioni
visualizzate nella finestra CClusterDlg, insieme con i parametri utilizzati da
CURE+ nel corso della relativa analisi. Successivamente l’utente può como-
damente consultare il file tramite Microsoft Excel c© o un semplice editor di
testo quale Notepad.
11.5 Fase di etichettatura dei dati
Nella figura 11.10 a pagina 155 è mostrata la finestra associata alla classe
di tipo CLabelDlg, sottoclasse della classe CDialog. Premendo il pulsante
“Start” l’utente può lanciare la fase di etichettatura dei dati contenuti in un
file, utilizzando i cluster evidenziati dalla precedente fase di analisi del file
stesso.
Anche se il file su cui viene eseguito il labeling deve essere lo stesso su
cui è stata effettuata la cluster analysis, è consentita l’aggiunta di un cer-
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to numero di punti a tale file tra le due fasi. Naturalmente il numero di
punti aggiuntivi non deve essere eccessivo, perché in caso contrario i cluster
evidenziati dall’analisi non saranno più significativi.
Nella finestra sono visualizzabili una serie di utili informazioni:
• Nome del file da sottoporre alla cluster analysis
• Dimensione del file da sottoporre alla cluster analysis
Inoltre, quando l’utente abbia premuto “Start” dando inizio alla fase di
etichettatura dei dati, divengono disponibili ulteriori informazioni:
• Progressione percentuale dell’elaborazione
• Tempo trascorso dall’inizio dell’elaborazione
• Tempo rimanente stimato al termine dell’elaborazione
Al termine dell’elaborazione viene abilitato il pulsante “View Diagram”, che
permette di visualizzare un istogramma o un diagramma a torta delle stati-
stiche di labeling acquisite nel corso di questa fase.
11.5.1 Tracciamento dei diagrammi relativi alle statisti-
che di labeling
Premendo il pulsante “View Diagram” viene creata la finestra associata alla
classe di tipo CDiagramDlg, illustrata in figura 11.11, pag. 157.
Tale finestra consente di visualizzare uno dei seguenti diagrammi:
Istogramma Verticale : l’i-esima barra (i ∈ [0..Parametri.NumClusters])
ha altezza proporzionale al numero di punti appartenenti al cluster
i-esimo (vedi fig. 11.11, pag. 157)
Istogramma Orizzontale : la lunghezza della barra i-esima
(i ∈ [0..Parametri.NumClusters]) è proporzionale al numero di punti
appartenenti al cluster i-esimo
Diagramma a Torta : l’i-esimo spicchio (i ∈ [0..Parametri.NumClusters])
ha ampiezza proporzionale al numero di punti appartenenti al cluster
i-esimo (vedi fig. 11.12, pag. 158)
L’utente può decidere quale diagramma tracciare accedendo alle voci del
menu “Graphs”. Il modo in cui abbiamo sviluppato il tracciamento dei dia-
grammi è stato già descritto nel paragrafo 10.4.2, pag. 143. Le statistiche di
labeling possono infine essere salvate in formato DIF (vedi par.10.4.1, pag.
141) cliccando sulla voce “Save DIF file” del menu “File”.
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Figura 11.11: Screenshot della finestra associata all’oggetto CDiagramDlg :
Diagramma delle statistiche di labeling
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Figura 11.12: Screenshot della finestra associata all’oggetto CDiagramDlg :
Diagramma a torta
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11.6 Salvataggio/Caricamento dei cluster
Premendo il pulsante “Save Clustering Job Results” della finestra principale
di CURE+ (vedi par. 11.2, pag. 148) è possibile salvare i cluster risultanti da
un’analisi precedentemente effettuata. Compare infatti la finestra associata
alla classe predefinita della MFC CFileDialog, tramite la quale l’utente può
scegliere il nome del file, la cui estensione predefinita è .CLS, e la sua posizione
all’interno del File System. Premendo “Save” l’utilizzatore memorizza su
memoria di massa tutte le informazioni relative alla struttura dei cluster
ottenuti dall’analisi.
In seguito è possibile caricare tale file ed effettuare ad esempio in tal modo
operazioni di etichettatura dei dati senza dover necessariamente rieseguire la
dispendiosa fase di clustering. E’ sufficiente specificare tale file nella finestra
associata alla classe predefinita della MFC CFileDialog che compare quanto
si preme il pulsante “Open Saved Clustering Job Results”, contenuto nella
finestra principale di CURE+ (vedi par. 11.2, pag. 148).
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Parte V
Risultati Sperimentali
Conclusioni
Capitolo 12
Risultati Sperimentali
“Il pensiero è azione in fase d’esperimento”.
Sigmunt Freud (1856 - 1939)
12.1 Introduzione
In questa sezione illustriamo i risultati forniti da una serie di analisi effet-
tuate da CURE+ su un file di dati di prova, denominato “First_April.dat”.
Scopo di tali analisi è quello di accertare che la nostra implementazione del-
l’algoritmo CURE rileva correttamente i cluster presenti all’interno di tale
file e di testare le sue funzionalità.
Per quanto riguarda la modalità di trattamento dei punti isolati o ou-
tlier, evidenziamo che, durante i test eseguti, CURE+ ha eliminato i cluster
contenenti meno di tre punti quando il numero dei cluster si era ridotto a
un terzo del numero iniziale, secondo quanto previsto dall’algoritmo CURE
(vedi par. 5.3.4, pag. 91).
Le prove sperimentali sono state effettuate su un calcolatore di fascia
media, avente le caratteristiche riportate in tabella 12.1, pag. 163.
Tabella 12.1: Caratteristiche del calcolatore su cui sono state effettuate
le prove sperimentali
Processore AMD Athlon c© XP 2400+ (2.01 GHz)
Memoria 768 MB DDR
Sistema Operativo Microsoft Windows c© XP Pro
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Tabella 12.2: Principali informazioni relative al file “First_April.dat”
Dimensione 19,94 MB
Dimensionalità dei dati 70
Tipo Dati Sparso
Numero di Tuple 149.280
Separatore di Tuple Carattere newline (LF)
12.2 Il file “First_April.dat”
Il file “First_April.dat” è un file log generato dalle visite degli utenti a uno
dei siti facenti parte del comprensorio Web dell’Università di Pisa. Ogni
tupla del file è relativa a uno specifico utente e la caratteristica i-esima delle
tuple è un numero intero rappresentante il numero di volte che tale utente
ha usufruito dell’i-esimo servizio tra tutti quelli disponibili. Si può dedurre
che i dati contenuti nel file “First_April.dat” sono di tipo sparso, ovvero
contengono al loro interno una grande quantità di caratteristiche il cui valore
è nullo. La tabella 12.2, pag. 164, riporta le principali informazioni relative
al file “First_April.dat”.
12.3 Analisi 1
12.3.1 Impostazione parametri
Per la prima analisi abbiamo utilizzato le impostazioni riportate in tabella
12.3, pag. 165. ξ, ρ, δ e α sono i parametri dell’algoritmo CURE (vedi cap.
5, pag. 64, per maggiori informazioni).
12.3.2 Risultati dell’analisi
12.3.2.1 Statistiche
I punti contenuti nel file “First_April ” sono stati ripartiti dall’analisi come
illustrato in tabella 12.4, pag. 165. Precisiamo che abbiamo indicato solo i
cluster contenenti un numero di esemplari superiore al 5% del totale, conglo-
bando i restanti in un’unico cluster denominato “Rimanenti ”. In figura 12.1,
pag. 166, è riportato l’istogramma relativo a tali risultati.
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Tabella 12.3: Parametri e statistiche della prima analisi
Numero di cluster 20
Numero di Punti Rappresentativi 4
Tipo di Distanza Euclidea
ξ 100
ρ 2
δ 0,0001
α (Fattore di Contrazione) 0,3
Dimensione del Campione Casuale 6.125
Tempo Impiegato 1:14 (min:sec)
Utilizzo Massimo di Memoria 34.424 KB
Tabella 12.4: Risultati statistici dell’analisi 1
Numero di Esemplari Totale Esemplari Percentuale
cluster 1 38.594 149.280 25,85%
cluster 2 17.692 149.280 11,85%
cluster 3 14.248 149.280 9,54%
cluster 4 12.945 149.280 8,67%
cluster 5 11.087 149.280 7,43%
cluster 6 9.686 149.280 6,49%
cluster 7 7.986 149.280 5,35%
Rimanenti 37.042 149.280 24,81%
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Figura 12.1: Diagramma dei Risultati dell’analisi 1
12.3.2.2 Punti Rappresentativi
Il punti rappresentativi dei cluster contenenti un numero di esemplari mag-
giore o uguale al 5% della dimensione del campione casuale sono mostrati
in tabella 12.5, pag. 167. Di tali punti sono state considerate per brevità
soltanto le caratteristiche diverse da zero.
12.4 Analisi 2
12.4.1 Impostazione parametri
Per la seconda analisi abbiamo utilizzato le impostazioni riportate in tabella
12.6, pag. 167. Facciamo notare che, avendo posto il valore di α uguale ad
1, CURE+ si riduce in questo caso a un algoritmo di tipo centroid-based.
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Tabella 12.5: Punti rappresentativi dei cluster - Analisi 1
Punti Rappresentativi Cluster 1 (15,79% campione casuale)
P1 0,019 0,028 0,03 0,215 0,708 0,015 0,013 0,702 0,006
P2 0,019 0,728 0,03 0,215 0,008 0,015 0,713 0,002 0,006
P3 0,019 0,028 0,03 0,915 0,008 0,015 0,013 0,002 0,006
P4 0,719 0,028 0,03 0,215 0,008 0,015 0,013 0,002 0,006
Punti Rappresentativi Cluster 2 (10,02% campione casuale)
P1 0,011 0,252 0,035 0,701 1,403 0,144 0,0005 0,019 0,089
P2 0,011 0,952 0,035 0,001 0,003 0,144 0,0005 0,019 0,789
P3 0,011 0,252 0,735 0,001 0,003 0,144 0,0005 0,019 0,089
P4 0,011 0,952 0,035 0,001 0,003 0,144 0,0005 0,719 0,089
Punti Rappresentativi Cluster 3 (8,31% campione casuale)
P1 0,095 0,051 0,009 6,173 0,009 0,022 0,029
P2 2,895 0,051 0,009 0,573 0,009 0,022 0,029
P3 0,095 0,051 0,009 1,973 0,009 0,022 0,029
P4 0,095 0,051 0,709 0,573 0,709 0,022 0,029
Punti Rappresentativi Cluster 4 (5,26% campione casuale)
P1 0,280 0,017 2,111 0,274 0,006 2,111
P2 0,980 0,017 0,011 0,274 0,706 0,011
P3 0,280 0,717 0,011 0,274 0,006 0,011
P4 0,980 0,017 0,011 0,974 0,006 0,011
Tabella 12.6: Parametri e statistiche della seconda analisi
Numero di cluster 20
Numero di Punti Rappresentativi 1
Tipo di Distanza Euclidea
ξ 100
ρ 2
δ 0,0001
α (Fattore di Contrazione) 1
Dimensione del Campione Casuale 6.125
Tempo Impiegato 0:47 (min:sec)
Utilizzo Massimo di Memoria 34.548 KB
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Tabella 12.7: Risultati statistici dell’analisi 2
Numero di Esemplari Totale Esemplari Percentuale
cluster 1 42.691 149.280 28,60%
cluster 2 40.822 149.280 27,35%
cluster 3 21.274 149.280 14,25%
cluster 4 10.955 149.280 7,34%
cluster 5 8.049 149.280 5,39%
Rimanenti 25.490 149.280 17,08%
Tabella 12.8: Punti rappresentativi dei cluster - Analisi 2
Punto Rappresentativo Cluster 1 (22,25% campione casuale)
1 0,024 0,024 0,205 0,024 0,048 0,021 0,026
0,181 0,022 0,014 0,036 0,009 0,021 0,029 0,034
0,118 0,056 0,036 0,004 0,061 (21 car.)
Punto Rappresentativo Cluster 2 (17,47% campione casuale)
0,0056 1,3551 (2 car.)
Punto Rappresentativo Cluster 3 (9,03% campione casuale)
0,042 0,110 0,067 0,018 0,143 0,016 0,011 0,033
0,011 0,251 0,027 0,217 0,033 0,009 0,013 0,009
0,031 0,007 0,052 0,022 0,013 0,018 (22 car.)
12.4.2 Risultati dell’analisi
12.4.2.1 Statistiche
I punti contenuti nel file “First_April ” sono stati ripartiti dall’analisi come
illustrato in tabella 12.7, pag. 168. Ricordiamo che abbiamo indicato solo i
cluster contenenti un numero di esemplari superiore al 5% del totale, conglo-
bando i restanti in un’unico cluster denominato “Rimanenti ”. In figura 12.2,
pag. 169, è riportato l’istogramma relativo a tali risultati.
12.4.2.2 Punti Rappresentativi
Il punti rappresentativi dei cluster contenenti un numero di esemplari mag-
giore o uguale al 5% della dimensione del campione casuale sono mostrati
in tabella 12.8, pag. 168. Di tali punti sono state considerate per brevità
soltanto le caratteristiche diverse da zero.
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Figura 12.2: Diagramma dei Risultati dell’analisi 2
12.5 Analisi 3
12.5.1 Impostazione parametri
Per la terza analisi abbiamo utilizzato le impostazioni riportate in tabella
12.9, pag. 170. Facciamo notare che in queso caso il campione casuale è di
dimensioni molto maggiori rispetto ai casi precedenti.
12.5.2 Risultati dell’analisi
12.5.2.1 Statistiche
I punti contenuti nel file “First_April ” sono stati ripartiti dall’analisi come
illustrato in tabella 12.10, pag. 170. Ricordiamo che abbiamo indicato solo
i cluster contenenti un numero di esemplari superiore al 5% del totale, con-
globando i restanti in un’unico cluster denominato “Rimanenti ”. In figura
12.3, pag. 171, è riportato l’istogramma relativo a tali risultati.
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Tabella 12.9: Parametri e statistiche della terza analisi
Numero di cluster 20
Numero di Punti Rappresentativi 5
Tipo di Distanza Manhattan
ξ 400
ρ 4
δ 0,00001
α (Fattore di Contrazione) 0,2
Dimensione del Campione Casuale 40.654
Tempo Impiegato 1:13 (hour:min)
Utilizzo Massimo di Memoria 98.620KB
Tabella 12.10: Risultati Statistici dell’analisi 3
Numero di Esemplari Totale Esemplari Percentuale
cluster 1 45.871 149.280 30,73%
cluster 2 24.787 149.280 16,60%
cluster 3 22.829 149.280 15,29%
cluster 4 10.586 149.280 7,09%
cluster 5 8.029 149.280 5,38%
Rimanenti 37.178 149.280 24,90%
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Figura 12.3: Diagramma dei Risultati dell’analisi 3
12.5.2.2 Punti Rappresentativi
Il punti rappresentativi dei cluster contenenti un numero di esemplari mag-
giore o uguale al 5% della dimensione del campione casuale sono mostrati
in tabella 12.11, pag. 172. Di tali punti sono state considerate per brevità
soltanto le caratteristiche diverse da zero.
12.6 Analisi 4
12.6.1 Impostazione parametri
Per la quarta analisi abbiamo utilizzato le impostazioni riportate in tabella
12.12. Facciamo notare che in queso caso abbiamo utilizzato la distanza
coseno, definita come segue:
discos(X,Y ) = 1− X · Y||X|| ||Y || = 1− cos(θ)
ove con θ abbiamo indicato l’angolo compreso tra i vettoriX e Y . Utilizzando
tale definizione, la distanza tra due vettori è pari a zero se questi sono tra
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Tabella 12.11: Punti rappresentativi dei cluster - Analisi 3
Punti Rappresentativi Cluster 1 (22,91% campione casuale)
P1 0,039 10,409 0,001 0,0002 0,001 0,0003 0,232 0,0004 0,003
0,000 0,001 0,005 0,0001 10,402 0,001 0,0003
P2 0,039 0,009 0,001 0,0002 0,001 0,0003 17,832 0,0004 0,003
0,000 0,001 0,005 0,0001 0,002 0,001 0,0003
P3 3,239 0,009 0,001 0,0002 0,001 0,0003 0,232 0,0004 0,003
0,000 0,001 0,005 0,0001 0,002 0,001 0,0003
P4 0,039 4,809 0,001 0,0002 0,001 0,0003 0,232 0,0004 0,003
0,000 4,801 0,005 0,0001 0,002 0,001 0,0003
P5 0,039 0,009 0,001 0,0002 1,601 0,0003 8,232 0,0004 0,003
0,000 0,001 0,005 0,0001 0,002 0,001 0,0003
Punti Rappresentativi Cluster 2 (13,58% campione casuale)
P1 0,001 0,156 0,002 0,831 0,003 6,410 0,0004 0,008 0,003
0,072 0,001 0,006 0,009 0,012 0,041 0,016 0,002 0,007
0,002
P2 0,001 4,156 0,002 0,031 0,003 0,010 0,0004 0,008 0,003
4,072 0,001 0,006 0,009 0,012 0,041 0,016 0,002 0,007
0,002
P3 0,001 0,156 3,202 0,031 0,003 0,010 0,0004 0,008 0,003
0,072 0,001 0,006 0,009 0,012 0,041 0,016 0,002 0,007
0,002
P4 0,001 3,356 0,002 0,031 0,003 0,010 0,0004 0,008 0,003
0,072 3,201 0,006 0,009 0,012 0,041 0,016 0,002 0,007
0,002
P5 0,001 2,556 0,002 0,031 0,003 0,010 0,0004 0,008 0,003
0,072 0,001 0,006 0,009 2,412 0,041 0,016 0,002 0,007
0,002
Punti Rappresentativi Cluster 3 (6,34% campione casuale)
P1 0,171 0,010 0,003 0,001 8,150 0,171
P2 0,971 0,010 0,003 0,001 0,150 0,971
P3 0,171 0,010 0,003 0,801 1,750 0,171
P4 0,171 0,810 0,003 0,001 0,150 0,171
P5 0,171 0,010 0,803 0,001 0,150 0,171
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Tabella 12.12: Parametri e statistiche della quarta analisi
Numero di cluster 20
Numero di Punti Rappresentativi 4
Tipo di Distanza Distanza Coseno
ξ 150
ρ 3
δ 0,0001
α (Fattore di Contrazione) 0,01
Dimensione del Campione Casuale 12.755
Tempo Impiegato 5:22 (min:sec)
Utilizzo Massimo di Memoria 46.460 KB
Tabella 12.13: Risultati Statistici dell’analisi 4
Numero di Esemplari Totale Esemplari Percentuale
cluster 1 82.731 149.280 55,42%
cluster 2 9.498 149.280 6,36%
cluster 3 8.929 149.280 5,98%
cluster 4 8.025 149.280 5,38%
Rimanenti 40.097 149.280 26,86%
loro paralleli. La distanza coseno è utile nel caso di analisi di dati molto
sparsi, come quelli contenuti nel file “First_April.dat”.
12.6.2 Risultati dell’analisi
12.6.2.1 Statistiche
I punti contenuti nel file “First_April ” sono stati ripartiti dall’analisi come
illustrato in tabella 12.13, pag. 173. Ricordiamo che abbiamo indicato solo
i cluster contenenti un numero di esemplari superiore al 5% del totale, con-
globando i restanti in un’unico cluster denominato “Rimanenti ”. In figura
12.4, pag. 174, è riportato l’istogramma relativo a tali risultati.
12.6.2.2 Punti Rappresentativi
Il punti rappresentativi dei cluster contenenti un numero di esemplari mag-
giore o uguale al 5% della dimensione del campione casuale (in questo caso
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Figura 12.4: Diagramma dei Risultati dell’analisi 4
uno soltanto) sono mostrati in tabella 12.14, pag. 175. Di tali punti sono
state considerate per brevità soltanto le caratteristiche diverse da zero.
12.7 Comportamento di CURE+ in funzione
della dimensione del campione casuale
12.7.1 Tempo di esecuzione in funzione della dimensio-
ne del campione casuale
Sono stati condotti una serie di test1 per ricavare l’andamento qualitativo del
tempo di esecuzione di CURE+ in funzione della dimensione del campione
casuale estratto dai dati contenuti nel file “First_April ”. I risultati ottenuti
sono riportati in tabella 12.15, pag. 176, mentre un tracciato dell’andamento
ottenuto viene mostrato in figura 12.5, pag. 175.
Evidenziamo che abbiamo valutato i tempi di esecuzione anche per una
legge di dipendenza funzionale di tipo quadratico dalla dimensione del cam-
1Ricordiamo che le caratteristiche del calcolatore su cui sono state eseguite le prove
sperimentali sono illustrate in tab. 12.1, pag. 163.
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Tabella 12.14: Punti rappresentativi dei cluster - Analisi 4
Punti Rappresentativi Cluster 1 (49,41% campione casuale)
P1 0,001 0,0004 0,0003 0,00004 0,026 0,0001 0,990 0,0002
0,00003 0,00003 0,0001 0,0001 0,00002 0,0001 0,0001
P2 0,001 0,0004 0,0003 0,00004 6,956 0,0001 0,0001 0,0002
0,00003 0,00003 0,0001 0,0001 0,00002 0,0001 0,0001
P3 0,001 0,9904 0,0003 0,00004 0,026 0,0001 0,0001 0,0002
0,00003 0,00003 0,0001 0,0001 0,00002 0,0001 0,0001
P4 0,001 0,0004 0,0003 0,00004 0,026 0,0001 0,0001 1,980
0,00003 0,00003 0,0001 0,0001 0,00002 0,0001 0,0001
Figura 12.5: Tempo di esecuzione in funzione della dimensione del
campione casuale
pione casuale. Si può facilmente notare che le due funzioni si discostano di
poco: da cui si deduce che CURE+ presenta in effetti una complessità com-
putazionale O(n2), così come previsto dall’algoritmo CURE originario (vedi
cap. 5, pag. 64).
12.7.2 Occupazione di memoria in funzione della dimen-
sione del campione casuale
Durante l’esecuzione dei test precedenti sono state prese in considerazione
anche misurazioni relative alla dimensione della memoria occupata da CU-
RE+ in funzione della dimensione del campione casuale estratto dai dati.
L’andamento qualitativo che ne abbiamo ricavato è spiccatamente lineare,
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Tabella 12.15: Tempi di esecuzione in funzione della dimensione del
campione casuale
Dimensione Campione Tempo di Legge
Casuale Esecuzione (Min) Quadratica
1.838 0,050 0,050
3.248 0,200 0,428
5.466 0,667 1,619
8.394 1,683 4,310
12.197 4,067 9,704
15.246 7,133 15,583
25.731 27,800 46,305
34.572 55,633 88,889
44.686 110,583 143,249
61.844 276,967 276,967
come si osserva in figura 12.6, pag. 177. I valori numerici risultanti dalle
prove sono invece mostrati in tabella 12.16, pag. 177.
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Figura 12.6: Occupazione di memoria in funzione della dimensione del
campione casuale
Tabella 12.16: Occupazione di memoria in funzione della dimensione del
campione casuale
Dimensione Campione Occupazione
Casuale Memoria (KB)
1.838 26.902
3.248 29.648
5.466 33.916
8.394 39.688
12.197 46.884
15.246 52.668
25.731 69.988
34.572 86.216
44.686 104.612
61.844 135.968
Capitolo 13
Considerazioni finali
“Se tutti gli economisti confrontassero le loro teorie,
non raggiungerebbero mai una conclusione”.
Bernard Shaw (1856-1950)
13.1 Risultati Sperimentali
I risultati dell’analisi effettuata da CURE+ mostrano come la dimensione del
campione casuale sia abbastanza ininfluente sui risultati della classificazio-
ne: l’analisi 3 evidenzia infatti un numero di cluster significativi pari a 2-5,
analogamente alle restanti analisi. L’indice di separazione da noi calcolato
presenta il valore più soddisfacente in corrispondenza dell’analisi 2, durante
la quale CURE+ è stato fatto lavorare in modalità centroid-based. Questo
ci suggerisce che le classi contenute in questi dati hanno forma ipersferica e
sono di dimensioni tra loro controntabili. Il raffronto delle analisi eseguite da
CURE+ con altre prove eseguite sugli stessi dati utilizzando altri strumenti
di analisi si è rivelato soddisfacente.
13.2 Applicazione CURE+
Il paradigma di programmazione da noi utilizzato è volto a far sì che il codice
di CURE+ sia riutilizzabile e flessibile quanto più possibile. L’architettura
software che abbiamo costruito ha consentito di ottenere una applicazione
veloce e stabile di cui ci riteniamo sufficientemente soddisfatti.
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Abbiamo ritenuto inoltre che nella presente epoca multimediale, ormai
lontana dal periodo delle console a linea di comando, l’interfaccia grafica
avesse diritto ad almeno il 40% del nostro impegno lavorativo nello svilup-
po di questo software. Per fortuna l’utilizzo delle classi grafiche della MFC
ha permesso, con relativa agevolezza, di costruire una interfaccia funzionale,
intuitiva, gradevole e moderna, che riteniamo l’utente di CURE+ possa ap-
prezzare.
Tuttavia teniamo a precisare che, essendo questo un lavoro di tesi dai
tempi necessariamente limitati e non essendo CURE+ sviluppato a scopi
commerciali, esso è ben lontano dall’essere assolutamente foolproof : non ga-
rantiamo che con configurazioni errate dei parametri o con dati di ingresso
lacunosi o corrotti il comportamento di CURE+ sia ideale, né che l’appli-
cazione risponda sempre in modo soddisfacente a una interazione bizzarra o
addirittura maliziosa dell’utente con l’interfaccia grafica.
Concludiamo evidenziando che abbiamo apprezzato distintamente il la-
voro svolto durante questi mesi dedicati alla tesi, in quanto ci ha consentito
di espandere la nostra conoscenza ai concetti e alle problematiche legate al
data mining, disciplina in fase di sviluppo esplosivo, e alla programmazione
in ambiente Microsoft Windows c©, di notevole importanza nel mondo del
lavoro.
13.3 Sviluppi futuri di CURE+
Successivi lavori di tesi possono prendere in considerazione lo sviluppo dei
seguenti aspetti, soltanto abbozzati nel nostro lavoro:
1. Dotare CURE+ della capacità di effettuare l’opzionale operazione di
partizionamento del campione casuale (vedi par. 5.3.2, pag. 88)
2. Utilizzare le classi grafiche da noi sviluppate per CURE+ per fornire gli
algoritmi di clustering implementati in altri lavori di tesi, proposti dalla
Prof.ssa B. Lazzerini e dal Prof. F. Marcelloni, di una interfaccia
comune, tramite la quale sia possibile utilizzare lo strumento di analisi
più adatto al tipo di dati da classificare
Riguardo al punto 2, desideriamo sottolineare che, in previsione di un futuro
riutilizzo delle classi grafiche da noi sviluppate, abbiamo stabilito di proget-
tarle in modo che fossero il più possibile generiche e flessibili. In particolare
gli algoritmi di clustering sviluppati in sede di tesi da Marco Stella [Ste03],
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ORCLUS (ORiented projected CLUSter generation) [AY00] e FREM [OO]
(Fast and Robust em Clustering), sono stati da lui predisposti per un più
agevole futuro colloquio con l’interfaccia grafica sviluppata per CURE+.
13.4 Riferimento bibliografico a questa tesi
La presente tesi di laurea, in quanto “opera dell’ingegno”, è coperta da co-
pyright e tutelata dalla legge. L’autore autorizza chiunque lo desideri a fare
riferimento a parte del contenuto di questo documento, purché abbia cura di
inserire la debita voce bibliografica.
Chi usasse come strumento di typesetting LATEX e utilizzi BiBTEX per la
gestione dei riferimenti bibliografici, può farlo agevolmente, semplicemente
inserendo nel proprio database bibliografico la seguente voce:
@mastersthesis{Pia03,
author = "Manuele Piastra",
title = "CURE+: un’implementazione dell’algoritmo di clustering
gerarchico agglomerativo CURE con riferimento all’analisi
di grandi volumi di dati",
school = "University of Pisa",
year = "2003",
month = Dec
}
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