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Robust Non-Linear Matrix Factorization for
Dictionary Learning, Denoising, and Clustering
Jicong Fan, Chengrun Yang, Madeleine Udell
Abstract—Low dimensional nonlinear structure abounds in
datasets across computer vision and machine learning. Kernelized
matrix factorization techniques have recently been proposed to
learn these nonlinear structures from partially observed data,
with impressive empirical performance, by observing that the
image of the matrix in a sufficiently large feature space is low-
rank. However, these nonlinear methods fail in the presence
of noise or outliers. In this work, we propose a new robust
nonlinear factorization method called Robust Non-Linear Matrix
Factorization (RNLMF). RNLMF constructs a dictionary for the
data space by factoring a kernelized feature space; a noisy matrix
can then be decomposed as the sum of a sparse noise matrix and
a clean data matrix that lies in a low dimensional nonlinear
manifold. RNLMF is robust to noise and outliers and scales
to matrices with thousands of rows and columns. Empirically,
RNLMF achieves noticeable improvements over baseline methods
in denoising and clustering.
Index Terms—Matrix factorization, denoising, subspace clus-
tering, dictionary learning, kernel method.
I. INTRODUCTION
REAL data or signals are often corrputed by noise oroutliers. As such, data denoising is a core task across
applications in computer vision, machine learning, data mining
and signal processing. Many denoising strategies exploit the
difference between the distribution of the data (structured,
coherent) and the distribution of the noise (independent).
Perhaps the simplest latent structure is low-rank structure,
which appears throughout a wide range of applications [1] and
undergirds celebrated algorithms such as principal component
analysis (PCA) [2], robust PCA (RPCA) [3], and low-rank
matrix completion [4]. For instance, RPCA aims to decompose
a partially corrupted matrix as the sum of a low-rank matrix
and a sparse matrix, thus separating the sparse noise from
the low rank data. Another well-known latent structure is
sparsity, or more specifically, the property that data vectors
can be modeled as a sparse linear combination of basis
elements. Sparse structure appears in compressed sensing [5],
subspace clustering [6], [7], dictionary learning [8], [9], image
classification [10], [11], and noise/outlier identification [12],
[13]. For instance, the self-expressive models widely used in
subspace clustering [6], [7], [14] exploit the fact that each
data point can be represented as a linear combination of a
few data points lying in the same subspace and hence are
able to recognize noise and outliers when the data are drawn
from a union of low-dimensional subspaces. In recent years, a
number of kernel methods [15], [16], [17], [18], [19] and deep
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learning methods [20], [21], [22], [23] have been proposed to
remove noise from data with nonlinear low-dimensional latent
structures. Note that most of the deep-learning-based denoising
methods require clean data samples (e.g. noiseless images), as
supervision, to train the neural networks. In this paper, we
focus on unsupervised denoising.
II. RELATED WORK AND OUR CONTRIBUTION
A. Robust principal component analysis
Suppose a data matrix X ∈ Rm×n is partially corrupted
by sparse noise E ∈ Rm×n to form noisy observations Xˆ =
X +E. The robust PCA (RPCA) model in [3] assumes that
X is low-rank and aims to solve
minimize
X,E
‖X‖∗ + λ‖E‖1
subject to X +E = Xˆ,
(1)
where ‖X‖∗ denotes the matrix nuclear norm (sum of singular
values; a convex relaxation of matrix rank) of X . RPCA is
not effective in denoising data with nonlinear latent structure,
as the corresponding matrix X is often of high rank. In [19], a
robust kernel PCA (RKPCA) was proposed to remove sparse
noise from nonlinear data. The space and time complexities
of the naive algorithm are O(n2) and O(n3) respectively,
to store an n × n kernel matrix and compute its singular
value decomposition (SVD). Thus RKPCA are not scalable
to large-scale data. In addition, RKPCA has no out-of-sample
extension to reduce the noise of new data efficiently.
B. Robust subspace clustering and self-expressive model
Given a data matrix X ∈ Rm×n, where m and n denote
the numbers of features and samples, respectively. A category
of subspace clustering methods are based on the following
self-expressive model
X = XC +R, (2)
where C ∈ Rn×n is a self-expressive matrix and R consists
of model residuals caused by noise or outliers. In [6], the
authors suggested a sparse C with zero diagonal elements and
proposed a method called sparse subspace clustering (SSC).
In [7], the authors assumed that C is low-rank and proposed
a method called low-rank representation (LRR) for subspace
clustering. A few extensions of model (2) for subspace cluster-
ing can be found in [24], [25], [26], [27]. We may use model
(2) to remove additive noise and outliers. For instance, when a
few columns of X are outliers, SSC and LRR can identify the
2outliers by encouraging R to be column-wise sparse. When
X is corrupted by sparse noise, one may, for instance, solve
minimize
diag(C)=0,E
1
2
‖Xˆ−XˆC−E‖2F+λC‖C‖1+λE‖E‖1, (3)
and regard Xˆ −E as the recovered matrix.
C. Robust dictionary learning
Classical dictionary learning and sparse coding algorithms
[8], [28], [29], [30] denoise by projecting onto d dictionary
atoms. The dictionary matrix D ∈ Rm×d and sparse coeffi-
cient matrix C ∈ Rd×n are found by solving
minimize
D∈SD,C∈SC
1
2
‖X −DC‖2F , (4)
or minimize
D∈SD,C
1
2
‖X −DC‖2F + λ‖C‖1, (5)
where SD := {S ∈ Rm×d : ‖sj‖ ≤ 1, ∀j = 1, . . . , d}1 and
SC := {S ∈ Rd×n : ‖sj‖0 ≤ k, ∀j = 1, . . . , n}.
Formulations (4) and (5) often fail on noisy data. Conse-
quently, several robust dictionary learning (RDL) algorithms
[12], [31], [32], [13], [33], [34] have been proposed. For
instance, [12] proposed to solve
minimize
D∈SD,C
1
2
‖X −DC‖1 + λ‖C‖1, (6)
using both batch and online optimization approaches. In [13],
the authors proposed to set threshold ε and solve
minimize
D∈SD,C
n∑
j=1
min(‖xj −Dcj‖2, ε) + λ‖C‖1, (7)
to limit the contribution of outliers to the objective.
Problem (6) may fail when the data are corrupted by small
dense noise. Problem (7) finds outliers but cannot recover
the clean data due to the hard-thresholding parameter ε. In
contrast, the following formulation simultaneously learns the
dictionary and identifies the noise:
minimize
D∈SD,C,E
1
2
‖Xˆ −DC −E‖2F +λC‖C‖1+ λER(E). (8)
Here Xˆ is the observed noisy matrix, E models the noise or
outliers, and R(E) penalizes errors E. For example, when
Xˆ contains sparse noise, we set R(E) = ‖E‖1. Note that
Problem (8) is similar to Problem (3) but has much lower
time and space complexities when d ≪ n. Moreover, the D
obtained from Problem (8) can be used to denoise new data
more efficiently.
In recent years, a few methods augmented dictionary learn-
ing with kernel methods to learn nonlinear structures [35],
[36], [37], [38], [39]. For instance, [35] proposed to solve
minimize
D∈S˘D,C∈SC
1
2
‖φ(Xˆ)− φ(Xˆ)DC − φ(Xˆ)diag(w)‖2F
+ λC‖C‖0 + λw‖w‖0,
(9)
1Throughout this paper, given a matrix X, we denote its j-th column by
xj , and denote its entry at location (i, j) by xij .
where φ denotes the feature map induced by a kernel function
and S˘D := {S ∈ Rn×d : s⊤j sj = 1, ∀j = 1, 2, . . . , d}. The
nonzeros of w in (9) identify the outliers in Xˆ . In [38], the
following problem was considered:
minimize
D∈S¯D,C∈SC
1
2
‖φ(Xˆ)− φ(D)C‖2F , (10)
where S¯D := {S ∈ Rm×d : s⊤j sj = 1, ∀j =
1, 2, . . . , d; s⊤i sj = µ, ∀i 6= j}, and µ is a predefined param-
eter. One advantage of (10) over (9) is that the computational
cost was reduced if n >> m. Nevertheless, (10) is vulnerable
to outliers. Moreover, neither (9) nor (10) can identify sparse
corruptions in Xˆ and recover the clean data.
D. Contributions of this paper
Our contributions are three-fold. First, we propose a new
robust nonlinear matrix factorization model together with an
effective optimization algorithm that explicitly separates the
sparse corruption or outliers from the observed data. Second,
we provide theory to prove correctness of our factorization in
the feature space induced by kernels, and justify the use of
squared Frobenius norm regularization on the feature matrix
and coefficient matrix in the factorization model. Finally, based
on the robust nonlinear matrix factorization model, we propose
a new subspace clustering method. We validate the superiority
of our proposed methods over baseline methods on synthetic
data, real image data, and real motion capture data.
III. ROBUST NON-LINEAR MATRIX FACTORIZATION
A. Low-rank factorization in kernel feature space
Suppose the columns of a data matrix X ∈ Rm×n come
from a generative model M. Let φ : Rm → Rl be the feature
map induced by a kernel function
K(xi,xj) = 〈φ(xi), φ(xj)〉 = φ(xi)⊤φ(xj).
Two popular kernels are the polynomial (Poly) kernel and
Gaussian radial basis function (RBF) kernel
Poly : Kc,q(xi,xj) = (x⊤i xj + c)q
RBF : Kσ(xi,xj) = exp
(− 1σ2 ‖xi − xj‖2) ,
where c, q, and σ are hyper-parameters.
Let φ(X) = [φ(x1), φ(x2), . . . , φ(xn)]. When φ(X) is
low-rank or can be well approximated by a low-rank matrix,
we will seek a factorization of the form
φ(X) ≃ φ(D)C, (11)
where D ∈ Rm×d is a dictionary of d atoms, C ∈ Rd×n is
the coefficient matrix. d < min{l, n}. This factorization model
was also considered in [35], [38], [39].
We denote the feature map of the polynomial kernel by
φc,q. Then φc,q(X) ∈ R(
m+q
q )×n. In [39], the authors assumed
that: the data generating model M is a union of p-degree
polynomials with random coefficients, f{j} : Rr → Rm, j =
1, . . . , k, r ≪ m; for j = 1, . . . , k, the n/k columns of X are
3given by x = f{j}(z), and z ∈ Rr consists of r uncorrelated
random variables; see the following formulation
X = [f{1}(z1), . . . , f
{1}(zn/k),
f{2}(zn/k+1), . . . , f
{2}(z2n/k), . . . ,
f{k}(zn−n/k+1), . . . , f
{k}(zn)]P ,
where P ∈ Rn×n is an unknown permutation matrix. They
showed that
rank(X) = min{m,n, k(r+pp )}, (12)
and
rank(φc,q(X)) = min{
(
m+q
q
)
, n, k
(
r+pq
pq
)}. (13)
Thus, when p is large,X is high rank; but φc,q(X) is low-rank
provided that n is large enough.
Let φσ be the feature map of the Gaussian RBF kernel. The
following lemma reveals the connection between two types of
kernels.
Lemma 1. Define sij := exp
(
− ‖xi‖2+‖xj‖2+2c2σ2
)
. Then for
any σ, xi, and xj ,
Kσ(xi,xj) = sij
∞∑
u=0
Ku(xi,xj)
σ2uu!
.
It follows from Lemma 1 that
φσ(xi) = si


w1φc,1(xi)
w2φc,2(xi)
...
w∞φc,∞(xi)

 ,
where si = exp
(
− ‖xi‖2+c2σ2
)
and wu = 1/(σ
u
√
u!) for
u = 1, 2, . . . ,∞. Therefore, φσ(X) ∈ R∞×n is full rank,
according to (13). Let SX = diag(s1, . . . , sn) and SD =
diag
(
exp(− ‖d1‖2+c2σ2 ), . . . , exp(− ‖dd‖
2+c
2σ2 )
)
. We have
Lemma 2. Define κ1 = max{0.5n,
√
dn‖C‖F ,
0.5d‖C‖2‖C‖F} and κ2 = max{maxi ‖xi‖2,maxj ‖dj‖2}.
Suppose σ2 > κ2 + c. Then for any q ≥ 1,
1
2
‖φσ(X)− φσ(D)C‖2F
=
q∑
u=1
w2u
2
‖φc,u(X)SX − φc,u(D)SDC‖2F +R,
where |R| ≤ 3κ1 exp(−
c
σ2 )
q!
(
κ2 + c
σ2
)q
.
Lemma 2 shows the factorization error of the feature matrix
induced by the RBF kernel can be well approximated by
the weighted sum of the factorization errors of the feature
matrices induced by polynomial kernels of different degrees if
σ and q are sufficiently large. Notice that rank(φc,u(X)SX) =
rank(φc,u(X)) because SX is diagonal with positive diagonal
entries. The following corollary of Lemma 2 provides an upper
bound on the factorization error using the RBF kernel:
Corollary 1. Suppose d ≥ rank(φc,q(X)) and σ2 > κ2 + c.
Then for any q ≥ 1, there exist D and C such that
1
2
‖φσ(X)− φσ(D)C‖2F ≤
3κ1 exp(− cσ2 )
q!
(
κ2 + c
σ2
)q
.
Remark 1. Since κ1 relates to ‖C‖F , the bound in Corollary
1 may be tighter when ‖C‖2F is smaller.
Hence we see using equation (13) and Corollary 1 that our
factorization model (11) holds as follows:
φc,q(X) = φc,q(D)C and φσ(X) ≈ φσ(D)C.
When using polynomial kernel or Gaussian RBF kernel, the
matrix φ(X) can be exactly or approximately factorized into
φ(D) and C , where d could be much smaller than n. This
property enables us to extract nonlinear features (rows of C),
find useful basis elements (columns of D), or remove noise
from X .
B. Robustness in data space
1) General objective function: Suppose a data matrix X ∈
R
m×n is partially corrupted by sparse noise E ∈ Rm×n to
form noisy observations
Xˆ = X +E, (14)
where the locations of nonzero entries of E are uniform and
random. We wish to recover X from Xˆ . Using (11) and (14),
we define the factorization loss as
L(D,C,E) := 1
2
‖φ(Xˆ −E)− φ(D)C‖2F (15)
=
1
2
Tr
(
φ(Xˆ −E)⊤φ(Xˆ −E)
)
− Tr
(
C⊤φ(D)⊤φ(Xˆ −E)
)
+
1
2
Tr
(
C⊤φ(D)⊤φ(D)C
)
,
where Tr(·) denotes the matrix trace. Using the kernel, we
have φ(Xˆ − E)⊤φ(Xˆ − E) = K(Xˆ − E, Xˆ − E) ∈
R
n×n, φ(D)⊤φ(Xˆ − E) = K(D, Xˆ − E) ∈ Rd×n, and
φ(D)⊤φ(D) = K(D,D) ∈ Rd×d. Hence from (15),
L(D,C,E) = 1
2
Tr
(
K(Xˆ −E, Xˆ −E)
)
− Tr
(
C
⊤K(D, Xˆ −E)
)
+
1
2
Tr
(
C
⊤K(D,D)C
)
.
In addition, we define the regularization as
R(D,C,E) := λDR(D) + λCR(C) + λER(E),
where λD , λC , and λE are penalty parameters. Then we
propose to solve
minimize
D,C,E
L(D,C,E) +R(D,C,E). (16)
Remark 2. In (16), we can introduce a constraintD = Xˆ−E
to eliminate D, which leads to a self-expressive model, i.e.
represent φ(Xˆ − E) with itself multiplied by C; then we
only need to compute C and E. However, as C ∈ Rn×n, the
space and time complexities will increase significantly.
42) Noise-specific penalty on E: We suggest choosing
penalties of E from below, based on the suspected noise
distribution.
• When all entries of X are corrupted by Gaussian noise,
i.e. Eij ∼ N (0, ǫ2), ∀ (i, j) ∈ [m]× [n], we set R(E) =
1
2‖E‖2F .
• When X is partially and randomly corrupted, i.e., E is a
sparse matrix and P[Eij 6= 0] = ρ, we setR(E) = ‖E‖1,
where 0 < ρ < 1 and ‖·‖1 denotes the ℓ1 norm of vector
or matrix serving as a convex relaxation of the ℓ0 norm.
• When a few columns of X are corrupted by Gaus-
sian noise, we set R(E) = ‖E‖2,1, where ‖E‖2,1 =∑n
j=1 ‖ej‖2 is a convex relaxation of the number of
nonzero columns of E.
Next, we detail the choices of R(D) and R(C).
3) Smooth penalty on D and C: We can set R(D) =
1
2‖φ(D)‖2F and R(C) = 12‖C‖2F . We have R(D) =
1
2Tr
(
φ(D)⊤φ(D)
)
= 12Tr (K(D,D)). In this case, we often
require that d is equal to (or a little bit larger than) the rank
or approximate rank of φ(X). Otherwise, the recovery error
will be large.
Lemma 3. Let X ∈ Rm×n, D ∈ Rm×d, and C ∈ Rd×n.
Suppose d ≥ rank(φ(X)). Then for any φ : Rm → Rl,
min
φ(D)C=φ(X)
1
2
‖φ(D)‖2F +
1
2
‖C‖2F ≥ ‖φ(X)‖∗.
Lemma 3 shows we may implicitly minimize ‖φ(X)‖∗ by
minimizing
1
2
‖φ(D)‖2F +
1
2
‖C‖2F constrained by φ(D)C =
φ(X). The following corollary implies that solving problem
(16) may find a low-nuclear-norm matrix φ(D)C to approx-
imate φ(Xˆ −E).
Corollary 2. For any φ : Rm → Rl,
λD
2
‖φ(D)‖2F +
λC
2
‖C‖2F ≥
√
λCλD‖φ(D)C‖∗.
Nevertheless, we may not achieve the equality in Lemma
3 and Corollary 2 because of the presence of φ. Notice
that with RBF kernel, Tr
(K(D,D)) ≡ d, which means
λDR(D) has no effect on the minimization and can be
discarded; thus the number of penalty parameters is reduced.
The following lemma explains the connection between ‖C‖2F
and ‖φ(D)C‖∗ when using RBF kernel.
Lemma 4. Suppose φ is induced by RBF kernel. Then for any
D ∈ Rm×d and C ∈ Rd×n,
‖C‖F ≥ ‖φ(D)C‖∗/
√
d.
4) Non-smooth penalty on D and C: For example, we set
R(D) = ‖φ(D)‖∗, where ‖ · ‖∗ denotes the matrix nuclear
norm. We have R(D) = Tr(K(D,D)1/2). Such penalty on
D will encourage φ(D) to be low-rank. Similarly, we can
penalize C to be low-rank by R(C) = ‖C‖∗. Moreover, we
may set R(C) = ‖C‖1, which encourages C to be sparse.
The motivation is the same as dictionary learning: each column
of φ(X) can be represented by a linear combination of a few
columns of φ(D). Nevertheless, the nonsmooth R(D) and
R(C) will increase the difficulty of optimization, which will
be detailed in the next section.
In the remaining of this paper, we will focus on Gaussian
RBF kernel because of the following reasons. First, we only
need to determine one parameter σ in Gaussian RBF kernel,
compared to two parameters c and q in polynomial kernel.
Second, Gaussian RBF kernel is easier to optimize and the pa-
rameter σ controls the weights of low-order features and high-
order features effectively. In addition, as mentioned above,
when using Gaussian RBF kernel and R(D) = 12‖φ(X)‖2F ,
we do not need the parameter λD .
IV. OPTIMIZATION FOR RNLMF
Problem (16) is nonconvex and nonsmooth and has three
separable blocks of variables. We propose to initialize D
randomly and initialize E with zeros, then update C , D,
and E alternately. In the numerical results, we show that the
alternating minimization always provide satisfactory denoising
performance, provided that parameters such as λE are properly
determined.
A. Update C by closed-form solution or proximal gradient
method
Fix D and E and let
L(C) =− Tr
(
C
⊤K(Dt−1, Xˆ −Et−1)
)
+
1
2
Tr
(
C
⊤K(Dt−1,Dt−1)C
)
.
We aim to solve
minimize
C
L(C) + λCR(C). (17)
WhenR(C) = 12‖C‖2F , by letting∇C [L(C)+λCR(C)] =
0, we update C to the solution of (17):
Ct = (K(Dt−1,Dt−1) + λCId)−1K(Dt−1, Xˆ −Et−1),
(18)
where Id ∈ Rd×d is an identity matrix.
When R(C) = ‖C‖1 or ‖C‖∗, (17) has no closed-form
solution. We propose to approximate L(C) at Ct−1 by
L(C) ≈ L(Ct−1)+〈∇CL(Ct−1),C−Ct−1〉+τ
t
C
2
‖C−Ct−1‖2F
and then solve
minimize
C
τ tC
2
‖C −Ct−1 +∇CL(Ct−1)/τ tC‖2F + λCR(C),
(19)
where ∇CL(Ct−1) = −K(Dt−1, Xˆ − Et−1) +
K(Dt−1,Dt−1)Ct−1. Here we need τ tC >
‖K(Dt−1,Dt−1)‖2 to ensure that (19) is non-expansive.
Consequently, the closed-form solution of (19) as well as
(18) are shown in Table I. In the table, Θ denotes the
soft-thresholding operator defined by
Θu(v) =
|v|
v
max(|v| − u, 0).
In addition,Ψ denotes the singular value thresholding operator
[40] defined by
Ψu(M) = UΘu(S)V
⊤,
5where U , S, and V are given by singular value decomposition
M = USV ⊤.
TABLE I: Solution for Ct with respect to different R(C)
R(C) Ct
1
2
‖C‖2F (K(Dt−1,Dt−1) + λCId)
−1K(Dt−1, Xˆ −Et−1)
‖C‖1 ΘλC/τtC
(
Ct−1 −∇CL(Ct−1)/τ
t
C
)
‖C‖∗ ΨλC/τtC
(
Ct−1 −∇CL(Ct−1)/τ
t
C
)
The following lemma shows that the update of C when
R(C) = ‖C‖1 or ‖C‖∗ is nonexpansive.
Lemma 5. Let Ct be the solution of (19) with R(C) = ‖C‖1
or ‖C‖∗. Denote LtC = ‖K(Dt−1,Dt−1)‖2. Then
L(Dt−1,Ct,Et−1)− L(Dt−1,Ct−1,Et−1)
≤− τ
t
C − LtC
2
‖Ct −Ct−1‖2F ,
where τ tC > L
t
C .
B. Update D by relaxed Newton method
Fix C and E and let
L(D) =− Tr
(
C
⊤
t K(D, Xˆ −Et−1)
)
+
1
2
Tr
(
C
⊤
t K(D,D)Ct
)
.
Because of the presence of kernel function, the minimization
of L(D) has no closed-form solution. One straightforward
approach is to update D approximately via backtracking line
search. The gradient is
∇DL(D) = 1σ2 ((Xˆ −Et−1)W1 −DW¯1)
+ 2σ2 (DW2 −DW¯2),
where W1 = −C⊤t ⊙K(Xˆ−Et−1,D), W2 = (0.5CtC⊤t )⊙
K(D,D), W¯1 = diag(1⊤nW1), and W¯2 = diag(1⊤d W2).
Note that
∂[W1]ij
∂[D]:j
= [C⊤t ]ij [K(Xˆ − Et−1,D)]ij(xˆi −
[Et−1]:j)/σ
2. Thus, when σ is large, we regardW1 (also W¯1,
W2, and W¯2) as a constant. Then we update D by a relaxed
Newton step
Dt = Dt−1 − 1τ t
D
∇DL(Dt−1)H−1, (20)
where H = 1σ2 (−W¯1 + 2W2 − 2W¯2) and τ tD ≥ 1. If H is
not positive definite, we can replace it with H + µI, where
µ is a large enough positive value. The effectiveness of (20)
is justified by the following lemma.
Lemma 6. Suppose Dt is given by (20) and τ
t
D is sufficiently
large. Then
L(Dt,Ct,Et−1)− L(Dt−1,Ct,Et−1)
≤− 1
2τ tD
Tr
(∇DL(Dt−1)H−1∇DL(Dt−1)⊤) ,
where H is positive definite.
We can also incorporate momentum into the update of D:
Dt = Dt−1 −∆t, (21)
where ∆t = η∆t−1 +
1
τ t
D
∇DL(Dt−1)H−1 and 0 < η <
1. The following corollary shows that when η is sufficiently
small, the objective function is non-increasing.
Corollary 3. Suppose Dt is given by (21) and τ
t
D is suffi-
ciently large. Then
L(Dt,Ct,Et−1)− L(Dt−1,Ct,Et−1)
≤− 1
2τ tD
Tr
(∇DL(Dt−1)H−1∇DL(Dt−1)⊤)
+
η2τ tD
2
Tr
(
∆t−1H∆
⊤
t−1
)
.
(22)
When d is large, to avoid the high computational cost of
the inverse of H , we suggest replacing (21) with
Dt = Dt−1 − ∆¯t, (23)
where ∆¯t = η∆¯t−1 +
1
τ t
D
∇DL(Dt−1)/‖H‖2.
Algorithm 1 Optimization for RNLMF
Input: Xˆ , d, β, λ, σ, η, titer.
1: Initialize: E = 0, C = 0, D ∼ N (0, 1), ∆ = 0, t = 0.
2: repeat
3: t← t+ 1.
4: Update C using Table I.
5: Update D using (21).
6: Update E using Table II.
7: until converged or t = titer
Output: X = Xˆ −E, D, C .
C. Update E by proximal gradient method
Fix C and D and let
L(E) =1
2
Tr
(
K(Xˆ −E, Xˆ −E)
)
− Tr
(
C
⊤
t K(Dt, Xˆ −E)
)
=
n
2
− Tr
(
C
⊤
t K(Dt, Xˆ −E)
)
Then we need to solve
minimize
E
L(E) + λER(E), (24)
which, however, has no closed-form solution. Compute the
gradient of L(E) as
∇EL(E) = 1σ2
(
(Xˆ −E)W¯3 −DW3
)
,
where W3 = −Ct⊙K(D, Xˆ −E) and W¯3 = diag(1⊤d W3).
We then approximate L(E) at Et−1 as
L(E) ≈L(Et−1) + 〈∇EL(Et−1),E −Et−1〉
+
τ tE
2
‖E −Et−1‖2F ,
where τ tE > ξ‖W¯3‖2/σ2 = ξ‖1⊤d W3‖∞/σ2 and ξ ≥ 1. Thus
we update E by solving
minimize
E
τ tE
2
‖E −Et−1 +∇EL(Et−1)/τ tE‖2F + λER(E).
(25)
6The closed-form solutions of (25) with different R(E) are
shown in Table II. In the table, Υu(·) is the column-wise soft-
thresholding operator [41] defined as
Υu(v) =
{
(‖v‖−u)v
‖v‖ , if ‖v‖ > u;
0, otherwise.
TABLE II: Solution of (25) with respect to different R(E)
R(E) Et
1
2
‖E‖2F
τ tE
τ tE + λE
(Et−1 −∇EL(Et−1)/τ
t
E)
‖E‖1 ΘλE/τtE
(Et−1 −∇EL(Et−1)/τ
t
E)
‖E‖2,1 ΥλE/τtE
(Et−1 −∇EL(Et−1)/τ
t
E)
The following lemma indicates that updating E by Table II
is nonexpansive.
Lemma 7. Let Et be the solution of (25). Denote L
t
E =
ξ‖1⊤d W3‖∞/σ2 and suppose ξ is sufficiently large. Then
L(Dt,Ct,Et)− L(Dt,Ct,Et−1)
≤− τ
t
E − LtE
2
‖Et −Et−1‖2F ,
where τ tE > L
t
E .
Remark 3. Empirically, we found that Lemma 7 often holds
when ξ = 1. It means LtE well approximates the Lipschitz
constant of ∇EL(E) at Et−1.
The optimization for RNLMF is summarized in Algorithm
1. When R(C) = ‖C‖∗ or ‖C‖1, the convergence of
Algorithm 1 with η = 0 is guaranteed by Theorem 1,
although a nonzero η (e.g., 0.5) works better in practice. When
R(C) = 12‖C‖2F , the convergence is similar and the proof is
omitted for simplicity. Proving the algorithm converges to a
critical point is out of the scope of this paper, though it may
be accomplished by following the methods used in [42].
Theorem 1. Let {Ct,Dt,Et} be the sequence generated by
Algorithm 1 with η = 0. Suppose τ tD and ξ are sufficiently
large. Then
lim
t→∞
L(Dt,Ct,Et)− L(Dt−1,Ct−1,Et−1) = 0,
lim
t→∞
‖Dt −Dt−1‖F = 0,
lim
t→∞
‖Ct −Ct−1‖F = 0,
lim
t→∞
‖Et −Et−1‖F = 0.
In Section IV-A, when R(C) = ‖C‖1 or ‖C‖∗, the
subproblem of C has no closed-form solution, which slows
down convergence. We found that using ‖C‖2F in the early
iterations and then switching to ‖C‖1 or ‖C‖∗ can speed up
convergence. Nevertheless, our numerical results in Section
VIII showed that ‖C‖2F outperformed ‖C‖1 and ‖C‖∗.
V. TIME AND SPACE COMPLEXITY
In Algorithm 1, we need to store Xˆ ∈ Rm×n, E ∈ Rm×n,
D ∈ Rm×d, C ∈ Rd×n, K(Xˆ − E,D) ∈ Rn×d, and
K(D,D) ∈ Rd×d. Then the space complexity of RNLMF
is as O(mn+ dn). In each iteration of Algorithm 1, the main
computational cost is from the computation of K(Xˆ−E,D),
the inverse of a d × d matrix (or the SVD of a d × n
matrix) in Table I, the inverse of a d × d matrix in updating
D, and the multiplication in computing ∇EL(E). Then
the time complexity in each iteration of RNLMF is about
O(d3 + d2n + dmn) when R(C) = ‖C‖∗ or O(d3 + dmn)
otherwise.
The time and space complexities of RPCA [3], LRR [7],
NLRR [26], SSC [6], RDL (problem (8)), and RNLMF are
compared in Table III, where truncated (top-r) SVD is con-
sidered in LRR and R(C) = ‖C‖1 or ‖C‖2F are considered
for RNLMF. We see that when n is large, SSC and LRR have
high time and space complexities. The computational costs
of RNLMF and RDL are similar, though RNLMF is able to
handle data generated by more complex models.
TABLE III: Time and space complexities
Time complexity Space complexity
RPCA O(m2n) O(mn)
LRR O(mn2 + rn2) O(mn+ n2)
NLRR O(m2n+ rmn) O(mn+ rn)
SSC O(mn2) O(mn+ n2)
RDL O(dmn) O(mn+ dn)
RNLMF O(dmn) O(mn+ dn)
*Assume r < m < n, r < d < n, and d2 ≤ mn.
VI. OUT-OF-SAMPLE EXTENSION OF RNLMF
It is worth mentioning that in an online fashion, the dictio-
nary D given by Algorithm 1 can be used to denoise a new
data matrix Xˆ ′ generated from the same model as Xˆ . The
approach is shown in Algorithm 2.
Algorithm 2 Out-of-sample extension of RNLMF
Input: Xˆ ′, D (given by Algorithm 1), titer.
1: Initialize: E′ = 0, C ′ = 0, t = 0.
2: repeat
3: t← t+ 1.
4: Update C ′ using Table I.
5: Update E′ using Table II.
6: until converged or t = titer
Output: X ′ = Xˆ ′ −E′, C ′.
VII. SUBSPACE CLUSTERING BY RNLMF
RNLMF can be regarded as a robust nonlinear feature
extraction method, thus the feature matrix C can be used for
clustering. One may perform SSC [6] or LRR [7] on C , which,
however, is not efficient. We propose to compute an affinity
matrix as
A = |(C⊤C + γI)−1C⊤C|, (26)
where γ is a penalty parameter in the least squares problem
and | · | denotes entry-wise absolute value. Then we set
diag(A) = 0 and keep the largest κ entries of each column of
A and discard the other entries. A normalization is performed
on each column of A: aj = aj/max(aj), j = 1, 2, . . . , n. To
7ensure a symmetric affinity matrix, we set A← (A+A⊤)/2.
Finally, spectral clustering is performed on A. The procedures
are summarized in Algorithm 3. The role of Procedures 3 ∼ 5
is similar to the post-processing in SSC and LRR, making the
affinity matrix more compact.
Algorithm 3 Subspace clustering by RNLMF
Input: Xˆ , k, κ, γ.
1: Compute C using Algorithm 1.
2: A = |(C⊤C + γI)−1C⊤C| and set diag(A) = 0.
3: Keep only the largest κ entries of each column of A.
4: For j = 1, 2, . . . , n, aj ← aj/max(aj).
5: A← (A+A⊤)/2.
6: Perform spectral clustering on A with cluster number k.
Output: k clusters of Xˆ .
VIII. EXPERIMENTS ON SYNTHETIC DATA
We generate synthetic data by
x = f(z), f ∈ {F 1, F 2, . . . , F k},
where each F j : R3 → R30, 1 ≤ j ≤ k is an order-3
polynomial mapping and z = [z1, z2, z3]
⊤ ∼ U(−1, 1). The
model can be reformulated as
x = P z˜,P ∈ {Γ1,Γ2, . . . ,Γk},
where Γj ∈ R30×19 ∼ N (0, 1) for 1 ≤ j ≤ k, and z˜ ∈ R19
consists of order-1, 2 and 3 polynomial features of z. For
each fixed Γj , we generate 300 random samples of x. Then
we obtain a matrix X ∈ R30×300k, which is full-rank when
k ≥ 2. We then add sparse noise to X , i.e. Xˆ = X + E,
where eij ∼ N (0, σ2e) and 19000k
∑
ij 1(Eij 6= 0) = ρ. Denote
the standard deviation of the entries of X by σx.
The denoising performance is evaluated by the normalized
root-mean-square-error:
RMSE := ‖X − Xˇ‖F /‖X‖F ,
where Xˇ denotes the recovered matrix. All results we report
in this paper are the average of 20 repeated trials.
A. Choice of R(C)
Figure 1(a) shows the RMSE of RNLMF with different
penalty operators of C when k = 3 and varying ρ. We see that
‖C‖2F always outperform ‖C‖1 and ‖C‖∗. In Figure 1(b),
where k = 3 and ρ = 0.3, ‖C‖2F outperformed ‖C‖1 and
‖C‖∗, in all choices of d (the number of columns of D). In
addition, RNLMF is relatively not sensitive to d provided that
d is large enough (e.g. d ≥ 135). The advantage of ‖C‖2F over
‖C‖1 and ‖C‖∗ may result from: (1) ‖C‖2F leads to a closed-
form solution for updating C , which enables the optimization
of RNLMF to obtain a better stationary point; (b) φ(X) is
low-rank such that the denoising problem does not benefit
from enforcing C to be sparse; (c) enforcing C to be low-
rank reduces the compactness of φ(D). In the remaining of
this paper, we only use R(C) = ‖C‖2F in RNLMF.
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Fig. 1: RNLMF with different R(C): (a) k = 3, σe/σx = 1,
d = 2mk, and different ρ; (b) k = 3, σe/σx = 1, ρ = 0.3,
and different d.
B. Comparison with RPCA, LRR, SSC, and RDL in denoising
We compare RNLMF with four baseline methods: RPCA
(problem (1), solved by ADMM), RDL (problem (8),
solved by PALM [42]), LRR [7], and SSC [6] (prob-
lem (3) is considered). In RPCA, the parameter λ is
chosen from [0.5, 0.75, 1, 1.5, 2, 2.5, 3]/
√
n. In RDL, we
set the number of dictionary atoms as 0.5mk or mk,
choose λC from [1, 3, 5, 10]/10
3, and choose λE from
[0.03, 0.05, 0.07, 0.1, 0.15, 0.2]. The parameters in LRR and
SSC are carefully tuned to provide the best denoising per-
formance as possible. In RNLMF, we set d = 2mk, choose
λC from [5, 10]/10
3, and choose λE from [0.5, 1, 1.5, 2]/10
3;
we set σ = n−2
∑
ij ‖xˆi − xˆj‖. Such parameter settings are
utilized throughout this paper, unless stated otherwise.
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Fig. 2: Recovery error on synthetic data (σe/σx = 1) with
different k and different ρ.
Figure 2 shows the recovery errors when σe/σx = 1 and ρ
and k vary. When k or ρ increase, the recovery task becomes
more difficult. SSC and RDL outperformed RPCA and LRR.
8The reason is that sparse representation is more effective than
low-rank model in handling high-rank matrices. In every case
of Figure 2, the RMSE of our RNLMF is much lower than
those of other methods. The improvement given by RNLMF is
owing to the ability of RNLMF to handle nonlinear data and
full-rank matrices, which are challenges for other methods.
We investigate the influence of the noise magnitude on
the performance of five methods in the case of k = 3 and
ρ = 0.3, shown in Figure 3. We see that RNLMF consistently
outperforms other methods with different σe/σx.
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Fig. 3: Recovery error on synthetic data (k = 3 and ρ = 0.3)
with different σe/σx.
To evaluate the ability of all methods to handle column-wise
noise, we add independent and identically distributed noise
drawn from N (0, σ2x) to a fraction (denoted by ρ) of columns
of X . Shown in Figure 4, the RMSE of RNLMF is the lowest
in every case.
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Fig. 4: Recovery error on synthetic data with column-wise
noise.
IX. EXPERIMENTS ON IMAGE DATA
To test the performance of our method on real data, we
consider the following four image datasets.
• COIL20 [43]/COIL100 [44], consisting of the images of
20/100 objects. Each object has 72 images of different
poses.
• Extended Yale Face database B (Yale Face for short)
[45], consisting of the face images of 38 subjects. Each
subject has about 64 images under various illumination
conditions.
• AR Face database (a subset) [46], consisting of the face
images of 50 males and 50 females [10]. Each subject has
26 images with different facial expressions, illumination
conditions, and occlusions.
We resize the images in AR Face to 33 × 24 and resize the
images in the other three databases to 20 × 20. We consider
two cases of image corruption. In the first case, for each data
set, we add salt-and-pepper noise of density 0.25 to 30% of the
images. In the other case, for each data set, we occlude 30%
of the images with a block mask of size 0.25h× 0.25w and
position random, where h and w are the height and length
of the images. In RDL and RNLMF, we set d = 256, 256,
512, and 768 for COIL20, Yale Face, AR Face and COIL100,
respectively.
RDL RNLMF
Fig. 5: The dictionaries of RDL and RNLMF on COIL20.
RDL RNLMF
Fig. 6: The dictionaries learned from Yale Face.
Compared to Yale Face and AR Face, the nonlinearity
of data structure in COIL20 and COIL100 are much higher
because of the different posses of the objects. For each data
set, we stack the pixels of each image as a matrix column and
then form a matrix X of size m×n, where m = hw and n is
the number of images. The metric R := ‖X‖∗/‖X‖F can be
utilized to compare the rank of the data matrices of the four
data sets. For COIL20, COIL100, Yale Face, and AR Face,
the values of R are 5.17, 5.03, 4.65, and 4.33 respectively.
Hence, we expect that the improvement given by RNLMF on
COIL20 and COIL100 are higher than those on Yale Face and
AR Face.
9TABLE IV: RMSE (%) of denoising on the noisy image data
Data Noise RPCA LRR SSC RDL RNLMF
COIL20
Random 12.28±0.04 13.84±0.09 12.05±0.08 11.58±0.16 9.31±0.44
Occlusion 20.54±0.31 18.34±0.45 15.26±0.38 15.56±0.51 10.25±0.59
Random+Occlusion 21.26±0.23 21.81±0.24 18.84±0.23 19.07±0.32 12.67±0.56
COIL100
Random 13.75±0.02 13.28±0.05 12.39±0.06 11.68±0.07 9.15±0.03
Occlusion 20.98±0.05 18.95±0.11 18.09±0.12 17.59±0.18 13.82±0.17
Random&Occlusion 23.93±0.22 21.26±0.18 20.05±0.25 20.90±0.63 14.86±0.32
Yale Face
Random 9.25±0.03 12.87±0.03 13.04±0.04 9.86±0.07 7.71±0.14
Occlusion 15.80±0.15 13.41±0.14 13.28±0.11 13.97±0.17 10.96±0.14
Random+Occlusion 17.07±0.14 16.05±0.13 16.66±0.12 16.39±0.34 12.20±0.29
AR Face
Random 8.41±0.02 9.26±0.03 9.15±0.02 8.20±0.13 8.05±0.03
Occlusion 13.25±0.04 12.19±0.13 11.57±0.11 12.65±0.18 10.48±0.06
Random+Occlusion 13.49±0.05 13.18±0.07 13.04±0.06 13.12±0.31 12.09±0.05
A. Denoising result
The dictionaries given by RDL and RNLMF on Yale Face
are visualized in Figure 6. We see that the dictionary of
RNLMF consists of real images, because Gaussian RBF kernel
in RNLMF plays a role of smooth interpolation and RNLMF
constructs a set of “landmark” points to represent all data point
as accurate as possible.
Figure 7 and Figure 8 show some examples of the original
images, noisy images, and recovered images of COIL20 and
Yale Face. The denoising performance of RNLMF is better
than those of RPCA and RDL. The average RMSE and its
standard deviation of 20 repeated trials are reported in Table
IV. Note that we actually performed NLRR [26] rather than
LRR [7] on COIL100 because the data size is large, though we
still use the name LRR for consistency. In the table, RNLMF
outperformed other methods significantly in all cases.
RPCA
Noisy image
RDL
Noisy image
Clean image
RDL
RPCA
Clean image
RNLMF
RNLMF
Fig. 7: Denoising COIL20
B. Clustering result
We check the clustering performance of RNLMF compared
with LRR [7] [26], SSC [6], KSSC [24], GMC-LRSSC [27],
S0/ℓ0-LRSSC [27], and EKSS [47] on the four datasets.
Since KSSC, GMC-LRSSC, S0/ℓ0-LRSSC, and EKSS cannot
handle sparse corruptions, we first process the data by RPCA
and then implement the four clustering methods. Moreover,
in line with [47], we perform EKSS on the features extracted
Clean image
Noisy image
RPCA
RDL
Clean image
Noisy image
RPCA
RDL
RNLMF
RNLMF
Fig. 8: Denoising Yale Face
by PCA rather than the pixel values; otherwise, the clustering
error of EKSS is too large. In Algorithm 3, we set γ = 0.01;
we set κ = 5 on Yale Face and COIL100, and set κ = 15
on the COIL20 and AR Face. The hyper-parameters of other
methods are carefully tuned to provide their best performances.
The clustering errors on the original data are reported in Table
V, in which RNLMF has the lowest clustering error in every
case. As shown in Table VI, RNLMF outperformed other
methods significantly on noisy COIL20, COIL100 and AR
Face. The main reason is that RNLMF is more effective than
other methods in handling high-rank matrices corrupted by
sparse noise. EKSS benefits a lot from the preprocessing of
RPCA especially on Yale Face, of which the matrix rank is
much lower than those of COIL20 and COIL100.
X. EXPERIMENTS ON MOTION CAPTURE DATA
Besides image data sets that consist of the images of
multiple objects or subjects, many other data sets in com-
puter vision as well as other areas can also form high-rank
matrices. For example, in CMU motion capture database
(http://mocap.cs.cmu.edu/), many subsets consist of the time-
series trajectories of multiple human motions such as walking,
jumping, stretching, and climbing; the dimension of the signal
(the number of sensors) is 62, much smaller than the number
of samples; the formed matrices are often high-rank because
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TABLE V: Clustering error (%) on the original image data
LRR SSC KSSC
GMC- S0/ℓ0-
EKSS RNLMF
LRSSC LRSSC
COIL20 25.21 14.36 21.94 25.83 18.40 13.47 13.13
COIL100 52.28 44.63 44.67 55.04 46.99 28.57 23.53
Yale Face 13.26 21.75 20.55 23.20 12.01 14.31 10.77
AR Face 19.27 24.61 25.54 18.92 27.15 22.65 13.88
TABLE VI: Clustering error (%) on the noisy image data
LRR SSC KSSC
GMC- S0/ℓ0-
EKSS RNLMF
LRSSC LRSSC
COIL20 34.79 24.65 40.42 31.11 28.68 21.11 14.03
COIL100 65.54 52.17 61.56 65.97 49.58 54.17 34.18
Yale Face 55.82 35.21 64.25 33.43 33.14 18.97 21.13
AR Face 63.38 39.88 61.50 36.65 38.92 28.96 23.27
TABLE VII: RMSE (%) and MAE (%) on motion capture data
subject ρ RPCA LRR SSC RDL RNLMF
RMSE
#01
0.1 11.19±0.10 9.89±0.08 10.36±0.11 12.75±0.98 9.78±0.45
0.3 21.98±0.13 17.54±0.10 18.66±0.12 23.51±1.22 11.82±1.13
#56
0.1 8.67±0.11 9.06± 0.08 9.95±0.07 9.19±0.50 6.11±0.33
0.3 22.93±0.69 17.73±0.07 18.50±0.07 19.03±0.99 11.27±1.17
MAE
#01
0.1 7.10±0.04 7.38±0.08 8.52±0.06 7.33±0.72 4.90±0.40
0.3 21.85±0.20 22.31±0.14 23.75±0.09 23.61±1.76 10.11±0.79
#56
0.1 5.68±0.33 6.57±0.05 8.23±0.05 5.68±0.28 4.11±0.28
0.3 22.23±0.40 18.67±0.13 22.48±0.09 17.89±0.48 11.04±0.71
TABLE VIII: RMSE (%) and MAE (%) on motion capture data (out-of-sample-extension)
Training data Testing data
subject ρ RPCA RDL RNLMF RPCA RDL RNLMF
RMSE
#01
0.1 11.34±0.39 12.20±1.19 9.21±1.02 13.78±0.33 11.98±0.51 7.51±0.87
0.3 21.96±0.17 23.06±1.14 11.45±0.73 20.35±0.34 22.83±0.96 10.86±1.09
#56
0.1 8.65±0.11 9.07±0.83 6.04±0.52 10.24±0.19 8.92±1.04 5.57±0.28
0.3 22.51±1.14 19.87±1.19 10.89±0.69 17.37±0.50 18.94±1.16 10.58±0.62
MAE
#01
0.1 7.13±0.10 7.37±0.58 4.83±0.68 9.65±0.13 7.96±0.41 4.93±0.60
0.3 22.03±0.32 22.04±1.33 10.11±0.32 23.51±0.28 22.52±1.03 10.33±0.28
#56
0.1 5.70±0.08 5.81±0.42 4.07±0.25 7.86±0.90 5.93±0.36 4.05±0.22
0.3 22.04±0.69 18.06±0.62 10.78±0.53 19.07±0.77 16.94±0.55 10.69±0.50
Fig. 9: A few examples of CMU motion capture data.
different human motion corresponds to different data latent
structure. Figure 9 shows a few examples of the data.
In this paper, we consider the Trial 09 of subject #01 and
the Trial 06 of subject #56. The sizes of the corresponding
data matrices are 62× 4242 and 62× 6784, respectively. We
add Gaussian noises to 10% or 30% of the entries of the two
matrices, where the variance of the noise is the same as that of
the data. In RPCA, the parameter λ is set as 1/
√
n or 1.5/
√
n;
the Lagrange penalty parameter is set as λ. In RDL, we set
d = 31, λC = 0.07 or 0.08, and λE = 2 or 3. In RNLMF,
we set d = 62, σ = 0.5n−2
∑
ij ‖xˆi − xˆj‖, λC = 0.01, and
choose λE from {2× 10−5, 4× 10−5, 5× 10−5}.
Since the variances of the 62 signals are not at the same
level, we also consider the normalized mean-absolute-error
MAE := ‖X − Xˆ‖1/‖X‖1.
Table VII shows the average RMSE and MAE of 20 re-
peated trials and the standard deviation. RNLMF outperformed
other methods significantly especially when ρ = 0.3.
We randomly split the data into two subsets of equal size.
We perform RPCA, RDL, and RNLMF on one subset (training
data) and then use the trained model to denoise the other subset
(testing data). Let Xˆ ′ be the noisy testing data. For RPCA,
we consider the following problem
minimize
V ,E′
1
2
‖Xˆ ′−UV −E′‖2F+λV ‖V ‖2F+λE‖E′‖1, (27)
where U ∈ Rm×r consists of the first r left singular vectors
of X obtained by solving (1) and r is set to be 10 or 20 in
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this study. For RDL, we consider
minimize
C′,E′
1
2
‖Xˆ ′−DC ′−E′‖2F+λC‖C ′‖1+λE‖E′‖1, (28)
where D is obtained by solving (8). Notice that the out-of-
sample extensions of LRR and SSC use the whole data matrix
X as a dictionary and hence are not efficient, compared to
those of RPCA, RDL, and RNLMF. Moreover, the perfor-
mance of LRR and SSC are similar to those of RPCA and
RDL. Therefore, for simplicity, the out-of-sample extensions
of LRR and SSC will not be considered in this study.
The results of 20 repeated trials are reported in Table VIII.
We see that the recovery performance on training data and
testing data are similar. In addition, RNLMF is more effective
than RPCA and RDL in denoising new data. The results in
Table VIII are also similar to those of RNLMF in Table VII.
We conclude that the dictionary matrix D given by RNLMF
can be used to denoise new data efficiently and the denosing
accuracy is comparable to that on the training data.
XI. CONCLUSION
We have proposed a new method called RNLMF to recover
high-rank matrices from sparse noise. We analyzed the under-
lying meaning of the factorization loss and the regularization
terms in the objective function. RNLMF can be used in
robust dicionary learning, denoising, and clustering and is also
scalable to large-scale data. Comparative studies on synthetic
data and real data verified the superiority of RNLMF. One
interesting finding is that in RNLMF,R = ‖C‖2F yields higher
recover accuracy, compared to R = ‖C‖∗ and ‖C‖1. The
reason has been analyzed in Section VIII. It is possible that a
sparse C given by RNLMF is more useful in sparse coding
based classification.
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APPENDIX
A. Proof for Lemma 1
Proof. Let x¯ = [x;
√
c].
Kσ(xi,xj) = Kσ(x¯i, x¯j)
= exp
(
− 1
2σ2
(‖x¯i‖2 + ‖x¯j‖2 − 2〈x¯i, x¯j〉)
)
= exp
(
−‖x¯i‖
2 + ‖x¯j‖2
2σ2
)
exp
(
1
σ2
〈x¯i, x¯j〉
)
= exp
(
−‖x¯i‖
2 + ‖x¯j‖2
2σ2
) ∞∑
u=0
〈x¯i, x¯j〉u
σ2uu!
= exp
(
−‖x¯i‖
2 + ‖x¯j‖2
2σ2
) ∞∑
u=0
(x⊤i xj + c)
u
σ2uu!
= exp
(
−‖xi‖
2 + ‖xj‖2 + 2c
2σ2
) ∞∑
u=0
Ku(xi,xj)
σ2uu!
.
(29)
B. Proof for Lemma 2
Proof. Define wu = 1/(σ
u
√
u!). We have
1
2
‖φσ(X)− φσ(D)C‖2F
=
∞∑
u=1
w2u
2
‖φc,u(X)SX − φc,u(D)SDC‖2F
=
q∑
u=1
w2u
2
‖φc,u(X)SX − φc,u(D)SDC‖2F
+R1 +R1 +R3,
(30)
where R1 =
∑∞
u=q+1
w2u
2
Tr
(Kc,u(X,X)SXSX),
R2 = −
∑∞
u=q+1 w
2
uTr
(
C
⊤
S
⊤
DKc,u(D,X)
)
, and
R3 =
∑∞
u=q+1
w2u
2
(Tr
(
C
⊤
S
⊤
DKc,u(D,D)SDC
)
. Suppose
σ2 > κ2 + c. We have
|R1| =
n∑
i=1
s2i
∞∑
u=q+1
w2u
2
(‖xi‖2 + c)u
≤
n∑
i=1
s2i
2(q!)
(‖xi‖2 + c
σ2
)q
≤ 0.5n exp(−
c
σ2 )
q!
(maxi ‖xi‖2 + c
σ2
)q
.
(31)
|R2| ≤
∞∑
u=q+1
w2u‖C‖F‖SD‖2‖Kc,u(D,X)‖F
≤
√
dn exp(− cσ2 )‖C‖F
∞∑
u=q+1
w2u(max
ij
|x⊤i dj + c|)u
≤
√
dn exp(− cσ2 )‖C‖F
q!
(maxij ‖xi‖‖dj‖+ c
σ2
)q
.
(32)
|R3| ≤
∞∑
u=q+1
w2u
2
‖C‖2‖C‖F‖SD‖22‖Kc,u(D,D)‖F
≤ 0.5d exp(− cσ2 )‖C‖2‖C‖F
∞∑
u=q+1
w2u(max
ij
|d⊤i dj + c|)u
≤ 0.5d exp(−
c
σ2 )‖C‖2‖C‖F
q!
(maxi ‖di‖2 + c
σ2
)q
.
(33)
Let κ1 = max{0.5n,
√
dn‖C‖F , 0.5d‖C‖2‖C‖F} and κ2 =
max{maxi ‖xi‖2,maxj ‖dj‖2}. We obtain
|R1|+ |R2|+ |R3| ≤
3κ1 exp(− cσ2 )
q!
(κ2 + c
σ2
)q
. (34)
C. Proof for Lemma 3
Proof. It is known that
min
BC=φ(X)
1
2
‖B‖2F +
1
2
‖C‖2F = ‖φ(X)‖∗. (35)
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Considering one more constraint B = φ(D), we must have
min
BC=φ(X),B=φ(D)
1
2
‖φ(D)‖2F +
1
2
‖C‖2F
≥ min
BC=φ(X)
1
2
‖B‖2F +
1
2
‖C‖2F .
(36)
Combining (35) and (36) finishes the proof.
D. Proof for Lemma 4
Proof. Let c be some positive constant. We achieve the
minimum of ‖φ(D)‖2F + c‖C‖2F when ‖φ(D)‖2F = c‖C‖2F .
Denote
‖φ(D♮)‖2F + c‖C♮‖2F = 2
√
c‖φ(D♮)C♮‖∗.
As ‖φ(D)‖2F ≡ d, we have that c = d/‖C♮‖2F and
‖φ(D♮)C♮‖∗ = d/√c. Then ‖φ(D♮)C♮‖∗ =
√
d‖C♮‖F . It
follows that
‖C‖F ≥ ‖φ(D)C‖∗/
√
d.
E. Proof for Lemma 5
Proof. Note that ∇CL(C) = −K(Dt−1, Xˆ − Et−1) +
K(Dt−1,Dt−1)C is LtC -Lipschitz continuous, where LtC =
‖K(Dt−1,Dt−1)‖2. Thus
L(Ct) ≤ L(Ct−1) + 〈Ct −Ct−1,∇CL(Ct−1)〉
+
LtC
2
‖Ct −Ct−1‖2F .
(37)
According to the definition of the proximal map Θu (or Ψu)
[41], we have
Ct ∈ min
C
〈C −Ct−1,∇CL(Ct−1)〉
+
τ tC
2
‖C −Ct−1‖2F + λCR(C).
(38)
where R(C) = ‖C‖1 (or ‖C‖∗). By taking C = Ct−1, it
follows from (38) that
〈Ct −Ct−1,∇CL(Ct−1)〉+ λCR(Ct)
≤λCR(Ct−1)− τ
t
C
2
‖Ct −Ct−1‖2F .
(39)
Combining (37) and (39), we have
L(Ct) + λCR(Ct) ≤L(Ct−1) + λCR(Ct−1)
− τ
t
C − LtC
2
‖Ct −Ct−1‖2F .
This finished the proof.
F. Proof for Lemma 6
Proof. Recall that H = 1σ2 (−W¯1 + 2W2 − 2W¯2), where
W1 = −C⊤t ⊙ K(Xˆ − Et−1,D), W2 = (0.5CtC⊤t ) ⊙
K(D,D), W¯1 = diag(1⊤nW1), and W¯2 = diag(1⊤d W2).
Since K(D,D) ≻ 0, we have W2 ≻ 0 provided that CtC⊤t
has no zero row. In Table I, when λC is not too large, Ct
will not have zero rows, which means CtC
⊤
t has no zero
row. So W2 is positive definite. In addition, W¯1 and W¯2
are diagonal matrices. Therefore, H is more likely positive
definite. Otherwise, we replace H with H+µI to ensure the
positive definiteness.
Using the second order Taylor expansion of L(D) around
Dt−1 and supposing τ
t
D > 1 is sufficiently large, we have
L(D) ≤L(Dt−1) + 〈∇DL(Dt−1),D −Dt−1〉
+
τ tD
2 Tr
(
(D −Dt−1)H(D −Dt−1)⊤
)
.
(40)
We then minimize the right side of (40) by letting the
derivative be zero and get
Dt = Dt−1 − 1
τ tD
∇DL(Dt−1)H−1. (41)
Invoking (41) into (40) yields
L(Dt) ≤L(Dt−1)
− 1
2τ tD
Tr
(∇DL(Dt−1)H−1∇DL(Dt−1)⊤) .
G. Proof for Corollary 3
Proof. Recall that Dt = Dt−1 −∆t, where ∆t = η∆t−1 +
1
τ t
D
∇DL(Dt−1)H−1 and 0 < η < 1. In (40), letting D =
Dt, we have
L(Dt) ≤L(Dt−1)− 〈∇DL(Dt−1), η∆t−1〉
− 〈∇DL(Dt−1), 1τ t
D
∇DL(Dt−1)H−1〉
+
τ tD
2 Tr
(
η2∆t−1H∆
⊤
t−1
)
+
τ tD
2 Tr
(
η∆t−1H(
1
τ t
D
∇DL(Dt−1)H−1)⊤
)
+
τ tD
2 Tr
(
( 1
τ t
D
∇DL(Dt−1)H−1)Hη∆⊤t−1
)
+ 12τ t
D
Tr
(∇DL(Dt−1)H−1∇DL(Dt−1)⊤)
=L(Dt−1)− 12τ t
D
Tr
(∇DL(Dt−1)H−1∇DL(Dt−1)⊤)
− 〈∇DL(Dt−1), η∆t−1〉
+
η2τ tD
2 Tr
(
∆t−1H∆
⊤
t−1
)
+ ηTr
(
∆t−1∇DL(Dt−1)⊤
)
=L(Dt−1)− 12τ t
D
Tr
(∇DL(Dt−1)H−1∇DL(Dt−1)⊤)
+
η2τ tD
2 Tr
(
∆t−1H∆
⊤
t−1
)
H. Proof for Lemma 7
Proof. Note that
∇EL(E) = 1σ2
(
(Xˆ −E)W¯3 −DW3
)
,
where W3 = −Ct⊙K(D, Xˆ −E) and W¯3 = diag(1⊤d W3).
We estimate the Lipschitz constant of ∇EL(E) as
LE = ξ‖1⊤d W3‖∞/σ2,
where ξ ≥ 1. Then we have
L(Et) ≤ L(Et−1) + 〈Et −Et−1,∇EL(Et−1)〉
+
LtE
2
‖Et −Et−1‖2F ,
(42)
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provided that ξ is sufficiently large. According to Table II and
the definition of the proximal map [41], we have
Et ∈ min
E
〈E −Et−1,∇EL(Et−1)〉
+
τ tE
2
‖E −Et−1‖2F + λER(E).
(43)
where R(E) = ‖E‖2F , ‖E‖1, or ‖E‖2,1. By taking E =
Et−1, it follows from (43) that
〈Et −Et−1,∇EL(Et−1)〉+ λER(Et)
≤λER(Et−1)− τ
t
E
2
‖Et −Et−1‖2F .
(44)
Combining (42) and (44), we have
L(Et) + λER(Et) ≤L(Et−1) + λER(Et−1)
− τ
t
E − LtE
2
‖Et −Et−1‖2F .
This finished the proof.
I. Proof for Theorem 1
Proof. Combining Lemmas 5, 6, and 7, we have
L(Dt,Ct,Et) ≤ L(Dt−1,Ct−1,Et−1)−∆tL,
where
∆tL =
τ tC − LtC
2
‖Ct −Ct−1‖2F
+
1
2τ tD
Tr
(∇DL(Dt−1)H−1∇DL(Dt−1)⊤)
+
τ tE − LtE
2
‖Et −Et−1‖2F .
As τ tC > L
t
C , H is positive definite, and τ
t
E > L
t
E , thus
L(Dt,Ct,Et) ≤ L(Dt−1,Ct−1,Et−1).
Since L(D,C,E) is bounded below, we have
lim
t→∞
L(Dt,Ct,Et)− L(Dt−1,Ct−1,Et−1) = 0.
It follows that
lim
t→∞
‖∇DL(Dt−1)‖F = 0,
lim
t→∞
‖Ct −Ct−1‖F = 0,
lim
t→∞
‖Et −Et−1‖F = 0.
Combining the first equality above with (41) yields
lim
t→∞
‖Dt −Dt−1‖F = 0.
This finished the proof.
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