The planned in advance cyber-attacks cause the most damage for the users of the information systems. Such attacks can take a very long time, require considerable financial and human resources, and therefore, they can only be organized by large interest groups. Furthermore, current intrusion detection systems, intrusion prevention systems and intrusion response systems used to protect against cyber-attacks have several shortcomings. Such systems respond only to the attack itself when it is too late to take a preventive action and they are not suitable for detecting an attack in early stages when it is possible to block the attack and minimize the losses. Early detection requires detailed monitoring of network and system parameters to be able to accurately identify the early stages of the attack when it is still possible to kill the attack chain. In this paper, we propose to consider an attack chain consisting of nine stages. The method to detect early stage cyberattack based on the attack chain analysis using hardware implementation of logical filters is suggested. The performed experiment acknowledges the possibility to detect the attack in the early stages.
Introduction
The most dangerous cyber-attacks are those that are planned in advance, and they can be planned by both state structures and terrorist organizations. The planned cyber-attacks consist of a variety of different stages. Different authors describe the different number of the stages and parameters of such cyber-attacks. Symantec entitles five stages: reconnaissance, incursion, discovery, capture, and exfiltration [1] . The same number of stages, but with different names, is proposed in [2] : reconnaissance, intrusion, taking control, collecting and leaking information, eliminating traces. Meanwhile, Yadav and Rao [3] offer seven steps: reconnaissance, weaponization, delivery, exploitation, installation, command and control, act on objective. Yadav and Rao [3] clearly distinguished two groups of the stages (early stages and late stages). More research works [4] - [6] can be found, where a number of stages varies between three and eight. Different means and equipment are used to organize the detection of the attacks at the different stages. It can be assumed that detecting and stopping the attack in the early stages can prevent the serious harmful effects [4, 5] . However, it is necessary to distinguish between the early stages and the late stages, when damage created by an attack is mainly unavoidable. Therefore, it is needful to determine the various stages of attack in order to provide the means and methods for preventing the harmful effects of the attacks. The aim of the paper is to present a method to determine the possibility of cyber-attack against information and telecommunication systems at its earliest stages when the cyberattack can still be effectively stopped. The method is based on the detailed monitoring of network and system parameters to accurately identify the early stages of the attack. A hardware implementation of logical filters is suggested for the method.
The rest of the paper is organized as follows. We review the related work in Section 2. We present an attack vector of early stages in Section 3. We introduce early stage cyberattacks detection method in Section 4. We discuss the results of the experiment in Section 5. We finish with conclusions in Section 6.
Review of Related Work
The nature of cyber-attacks against information and telecommunication systems is different and varies [7] . The information and telecommunication networks are protected from cyber-attacks using various tools and methods. All these tools and methods can be grouped into three groups: intrusion detection system (IDS), intrusion prevention system (IPS), intrusion response system (IRS). One of the desirable features of IDS is being a real-time system. An adaptive intrusion detection system that can detect unknown attacks in real-time network traffic is a major concern. Conventional adaptive intrusion detection systems are computationally expensive in terms of computer resources and time because these systems have to be retrained with known and unknown attacks. Rathore et al. [8] proposed a real-time intrusion detection system for ultra-high-speed big data environment using Hadoop implementation. The proposed system is based on four-layered IDS architecture that consists of the capturing layer, filtration and load balancing layer, processing or Hadoop layer, and the decision-making layer. Al-Yaseen et al. [9] suggested a method that is based on a multi-agent system to allow the intrusion detection system to adapt to unknown attacks in real-time. The detection model uses the multi-level hybrid support vector machines and extreme learning techniques. Despite the widespread use of IDS systems, they have several weaknesses. Major deficiencies in the network intrusion detection systems (NIDS) include the inability to analyze encrypted traffic, late updates, time delay between attack start and warning, and the difficulty of processing data on a redundant network. Hybrid intrusion detection systems (HIDS) deficiencies are identified as failure to recognize network scans, inefficiencies in DoS attacks [10] , [11] . Some IDSs can be relatively easily avoided (e.g., anomaly-based or signature based) [12] , [13] . Werlinger et al. [14] state that the result of using IDS is not always clear. It is also interesting that practically the same imperfections have existed for many years [3] , [15] , [16] and even the new methods [13] [17] do not help to avoid them.
An IPS is a newer approach than the IDS to fight against the cyber security threat. The IPS combines the technique of firewall with the IDS [18] . The use of traditional IPSs for information and telecommunication systems is problematic for several reasons [19] :
1. Latency: in-bound IPS requires inspection and blocking action on each network packet, which consumes cloud system resources and increases the detection latency;
2. Resource Consumption: running the intrusion detection and prevention systems (IDPS) services usually consumes significant resources;
3. Inflexible Network Reconfigurations: traditional IPS does not have network configuration features to reconfigure the virtual networking system and provide scrutinized traffic inspection and control.
The IRSs are used for responding to attackers' actions. There are two types of an IRS: passive and active IRS, depending on the type of response. If a system automatically takes measures leading to a response, system is called an active IRS, if it takes place in a notification or forms a response in a manual way, system is called a passive IRS [20, 21] . The Audit expert system is currently widely used [21] . In support of Audit expert systems, Moon et al. [22] presented Multi-Layer Defense System (MLDS) that applies a reinforced defense system by collecting and analyzing log information and various information from network infrastructure. Heo et al. [23] suggested a system design that helps to maintain a certain level of quality of service and quality of security service in threatening environments. Nevertheless, despite all the advantages provided by such systems, they still have many deficiencies that are fully disclosed in the papers [16] [17] [18] [19] [20] [21] .
One of the biggest deficiencies is that such systems are susceptible to violations because they are relatively static (especially for the associative-based IRS). Other major deficiencies are the activation of such systems only when an incident is detected [20] and a high number of false alarms, which directly depends on the quality of IDS [21] . There are more deficiencies however they are related not to attack but to the healthy state of the system, which can be affected by the use or non-use of the IRS [20] or the use of appropriate hardware.
There are currently some attempts to detect cyber-attacks in the early stages. Yadav and Rao [3] suggested that the early stages include reconnaissance, weaponization, delivery, and initial part of the exploitation, in which, if an attack is detected, its effects can be eliminated. Siddique et al. [6] presented promising experimental results of the attack detection using IDS. Yan and Zhang [24] offered structured intrusion detection based on the behavioral semantics. However, it is not entirely clear how the early stage is understood and what opportunities are to process large flows of information. Vincent et al. [25] highlighted the importance of early detection and offered some solutions for detecting Trojan viruses. However, it should be noted that Vincent et al. [25] did not provide a detection algorithm. Chen et al. [26] proposed a model that integrated and correlated multiple logs to identify the early phase of targeted attacks. State-based hidden Markov model is used to detect joint attacks. However, this model is based on the IDS system, which, as noted above, has several shortcomings and, it is mostly designed to detect distributed denial-of-service (DDoS) attacks. Moreover, the idea of provided attack detection is vaguely presented. There are more investigations that are dedicated to the specific type of the attacks [27] , [28] . Bhattacharya and Selvakumar [27] suggested a multi-measure multi-weight ranking approach for the identification of the network features for the detection of denial of service (DoS) and probe attacks. The approach combines the filter and wrapper feature selection methods and clustering methods to assign multiple weights to each feature. Cheng et al. [28] proposed a DDoS detection method for socially aware networking based on the time-series autoregressive integrated moving average model. The model describes a multi-protocol-fusion feature to characterize normal network flows.
The review shows that the tools and methods currently in place do not allow the effective control of threats in cyberspace. One of the reasons for such an ineffective fight is the fact that usually systems (IDS, IPS, and IRS) begin functioning only when the attack is already happening or even happened. Further reasons for relatively ineffective protection systems are the delay of the software updates and the ability to bypass or negatively impact protection systems functionality by exploiting their own vulnerabilities.
Early Stages of the Cyber-Attack
As already mentioned, the most dangerous cyber-attacks are those that are planned. The preparation of such attacks and their initial stages can last quite longfor months or even years. The attacker can assess all the victim's weaknesses and the consequences of the attack would be extremely harmful. The main purpose of these attackers is to get the user's access to the system, so their attack vectors are directed to obtain user rights in the system, exploiting system software vulnerabilities. At their late stages, such attacks normally cannot be terminated without causing losses. Such prepared cyber-attacks are difficult to detect because of their well-planned steps, but if they occur and enter the late stage sector, their consequences are the greatest comparing to other types of attacks. It would be advisable to distinguish two types of attacks: a classic attack and an intelligent attack. The first type of attack is characterized by the fact that it has practically no individual stages, or in some cases, it is possible to distinguish one or two stages: exploration and attack. Such attacks are relatively fast, often without a well-defined target, they are poorly organized and coordinated. The tools used in such attacks are for creating rugged effects, i.e. launching DoS and DDoS attacks, various viruses (untargeted), malware, and the similar ones. Such attacks cause losses, but usually these losses relate to a single entity or individual object, the effects of such attacks are relatively easy recoverable, and the attackers are easily detectable. Attackers creating such attacks are normally represented in relatively low-impact output groups, i.e. hackers, crackers, phreakers or vandals. Normally, these groups are formed from a small number of members and in the most cases, just one member forms a group.
The second type of attacks (intelligent attacks) has the following characteristics: detailed planning, many stages, and slow progress. Attackers have a well-defined target and a well-defined goal. Attacks use malware specifically designed for the target and deep self-disguise. The effects of such attacks are extremely damaging, requiring a lot of effort to eliminate the consequences of the attacks. Such attackers are in large groups and wellorganized, with sufficient financial resources from criminal groups, terrorist organizations or state structures.
For intelligent attacks, it is necessary firstly define their possible stages. As stated in the introduction, the elaboration of those stages is an important factor in enabling the most accurate estimation of the initial stages of the attack, which have not yet done any harm, and which can still be described as "chain killing". Yadav and Rao [3] proposed a vector for intelligent attacks that is formed out of seven stages. Although Yadav and Rao [3] clearly distinguished early stages and late stages, our offer is to extend the number of groups into three: 1. Early stages; 2. Transitional stages;
3. Late stages. The early stages include processes for data collection, target tracking and attack infrastructure. In the transitional stages, information from the early stages is used and actions are taken to weaken the victims' system (e.g., implementing a malicious code or process against the system, exploiting its vulnerabilities). This enables the access to the system. Thereafter, the late stage attack processes follow direct system take-over, specific data capture, or infrastructure removal procedures. Based on the literature analysis and our own experience, we suggest an extension of the number of stages proposed in [3] to nine by adding the stage of social engineering and incorporating the stage of evasion ( Fig. 1 ).
In the social engineering phase (Stage 0), there is an attempt to extract certain information about future cyber-attack target (entity or object) with some information that would facilitate a cyber-attack using the psychological effects of human beings. Experts say that the impact of social engineering is almost impossible to avoid. Therefore, this is a good way to extract certain primary data. In this paper, this stage will not be discussed further because it is an information collection step that involves various social and psychological manipulation techniques. However, to the extent that it aims to obtain data for planning a cyber-attack, social engineering should be considered as the initial stage of a cyber-attack.
We suppose that an attack can be withheld if it was detected in the preliminary stages 1 -3, i.e. reconnaissance, weaponization and delivery, since an attack detection during these stages allows killing or blocking the attack. Because of the continuing attack, noticeable damage starts directly interfering with system and network work. It is necessary to detect these processes until they reach the 4-th stage (stage 4exploitation).
The first stage of the attack (reconnaissance) consists of three actions: port scan, host scan and system version scan. Port scan is a scanning of the network ports using a SYN request. Host scan is a scanning of the nodes in the system and obtaining their IP addresses. Version scan is an obtaining of the version of the system.
Fig. 1. Elaborated attack stages
The second stage (weaponization) includes two factors: system & services version scan and service stress test. The third stage (delivery) is a stage when the first part of the malicious code is delivered to victim's infrastructure to be executed at a certain time and it starts damaging processes against the targeted system. The third stage consists of two actions: version check and spoofing. Each of these actions has its own activities. For example, the spoofing action includes activities such as modifying network packets and programs with malicious code infiltration; performing stress tests over system processes remotely.
Processes and actions, which are executed by an adversary, can be registered by monitoring the network stack and system behavior. Results of the monitoring enable distinguishing the features inherent in these ongoing processes and application of them for detection of system anomalies and recognition of an attack to begin.
Attacks in the different stages have several characteristics that identify attack process. In this paper, we distinguish three characteristic groups that allow to characterize the ongoing processes: physical network stack parameters, logical parameters of the system being attacked, network stack flags.
Method to Detect the Early Stages of the Cyber-Attack
The determination provided in Section 3 of early stages of the cyber-attack enables the exploration of the ways to recognize the presence of such stages. The essence of the proposed method is to use the appropriate logical filters to classify the certain parameters of the traffic. For this purpose, the total analysed data flow is considered to consist of two parts: the normal flow (i.e., the flow that is not harmful) and the attacker's flow (malicious flow). The generic filter consists of two blocks: a packet analysis block and a parameter processor. The traffic input into the filter is analyzed on the packet level, which results in a packet parameter (e.g., DST IP). The obtained parameter is passed to the internal parameter processor that forms an indicator value according to the conditions provided.
The detection method consists of three parts: filter part, evaluation block and action block (Fig. 2) . The filters are implemented in two blocks: consolidated network filtering and system monitoring (CNFSM) and parameter preprocessing (PP). In the CNFSM block, the filters are grouped into three groups: filtering of network parameters (NF), filtering of system parameters (SF), filtering of network stack flags (LF). The evaluation block consists of three logical circuits that are connected at the outputs of the corresponding filter groups. The purpose of the filters is to register parameters and, if their values exceed predefined values, indicate the malicious activity. The purpose of the evaluation block is to collect the binary parameters and process them for the indication of the possible attack action. The purpose of the action block is to decide which stage of the attack is observed.
Using this principle, it is possible to analyze network traffic and system behavior adaptively by adjusting filters for analysis according to the need (available resources, depth of analysis, speed and tolerances of created system or network delays). To ensure early detection, different types of filters are used: network parameters NF (shown in circle); system parameters SF (depicted in rectangular); network stack flags LF (shown in hexagon). The three filter groups in total include 31 different filters: 12 filters belong to the NF group; 6 filters belong to the SF group and the remaining 13 filters belong to the LF group. These filters are consolidated, i.e. they perform the collection of the parameters and their analysis. Table 2 . Data collected from all types of the logical filters is sent to the parameter preprocessing block, in which, according to filtered parameters, sets of attack parameters are further processed. If the value of the filtered parameter exceeds the predefined value, then this parameter is assigned a binary value 1 (anomaly value), otherwisethe binary value 0 (normal value). According to the result of this process, we can distinguish seven attack actions that fall into early three attack stages. The actions are as follows: Processed session parameter sets are sent to the evaluation block of logical circuits. The evaluation block consists of three independent logic circuits: the first logical circuit performs analysis of evaluated parameters of NF, the second logical circuit evaluates the analyzed SF parameters, the third logical circuit performs analysis of filtered LF parameters. The configuration of these filters allows to create a setup of the detection, the result of which is determined by the logical circuits.
The logical circuits operate on the sets of binary parameters. Seven types of the possible attack actions were determined; therefore, we have designed the logical circuits having seven primary outputs. In such a way, every primary output indicates the presence of the different attack action. A logical circuit of NF analysis uses primary inputs x1 ... x12 and produces seven primary outputs labeled as F21 ... F27. A logical circuit of SF analysis uses primary inputs x13 ... x18 and produces seven primary outputs labeled as F35 ... F41. A logical circuit of LF analysis uses primary inputs x19 ... x31 and produces seven primary outputs labeled as F42 ... F48. Subsequently, the primary outputs of all the logical circuits are combined at the final point in the evaluator block.
The bit stream, which arrives at the inputs of the evaluation block, is divided into three parts and supplied into three independent logical circuits. Every circuit is dedicated and produces seven bits. The values at the primary outputs of all three logical circuits are joint into single vector. 12  11  10  9  8  7  6  5  4  3  2  1   12  11  10  9  8  7  6  5  4  3  2  1   12  11  10  9  8  7  6  5  4  3  2  1   12  11  10  9  8  7  6  5  4  3  2  1   12  11  10  9  8  7  6  5  4  3  2  1   12  11  10  9  8  7  6  5  4  3  2  1   12  11  10  9  8  7  6  5  4  3  2  1   27   26   25   24   23   22   21 1 Table 3 shows the attack actions that make up the attack vector. The values in the column under name "Action" have the attribute "part" because the single circuit on its own cannot define fully the action of the attack. The action of the attack can be defined only when the results of the all three circuits are combined. The logical circuit of NF analysis is presented in Fig. 3 . On the left side of the picture, it is marked binary processed NF parameter inputs, these parameters are obtained directly from the network driver.
The logical circuit uses 23 logical gates. The primary outputs F25 and F26 are identical due to the identity of the parameter values analyzed (the parameters of the SP Part and LA part analyzed are identical in this analysis, so the generated response is the same, but the outputs are different). For example, the values on the primary inputs indicating the HS action part of the attack are as follows: x1 = 1, x2 = 1, x3 = 0, x4 = 0, x5 ... x12 = 0, and the primary output F21 = 1, the remaining primary outputs F22 ... F27 = 0. In this case, the HS action part of the attack will be detected when the parameter x1 "IP address" and the parameter x2 "IP repetition" exceed their predefined values, meanwhile, the predefined values of the remaining NF filter parameters x3 ... x12 will not be exceeded. In this case, the entire output vector will have a value of 1000000. Such an assessment is only part of the overall assessment of the HS action process, and other parts of the assessment are performed at SF and LF logical circuits, respectively.Output 1 is the first part of the logical analysis results, further results are obtained from SF and LF analysis, named as Output 2 (SF) and Output 3 (LF), respectively. 18  17  16  15  14  13   18  17  16  15  14  13   18  17  16  15  14  13   18  17  16  15  14  13   18  17  16  15  14  13   18  17  16  15  14  13   18  17  16  15  14  13   41   40   39   38   37   36   35 Table 4 shows the attack actions that make up the attack vector of the SF analysis. In this case, the attack action HS part and the attack action PS part describe the values on the primary inputs x13 ... x18 as zeroes. This is because the SF analysis parameters x13 ...
x18 do not take part in forming HS and PS actions. However, this result is important, the outputs F35 and F36 are assigned the appropriate values. The logical circuit used for SF analysis is shown in Fig. 4 . The analysis is based on six criteria, so there are six primary inputs and, as previously mentioned, seven primary outputs to identify action of the attack.
In the logical circuit of SF analysis, 12 logical gates are used. As in the case of NF circuit, there are input sequences that are identical, therefore, the primary outputs F35 and F36, the primary outputs F37 and F39, the primary outputs F38 and F41 are connected in parallel. Even though some input vectors for the SF circuit are the same, their combination with input vectors of the NF circuit makes the unique input vector and produces a different final output result. Table 5 shows the attack actions that make up the attack vector of the LF analysis. In this case, the primary inputs x19 ... x31 and the primary outputs F42 ... F48 are used. Differently from NF and SF analysis, there are no duplicate output cases. All the primary outputs are activated with unique combinations on the primary inputs . 31 30 29 28   31  30  29  28   31  30  29  28   31  30  29  28   31  30  29  28   31  30  29  28   31  30  29  28   27  26  25  24  23  22  21  20  19   27  26  25  24  23  22  21  20  19   27  26  25  24  23  22  21  20  19   27  26  25  24  23  22  21  20  19   27  26  25  24  23  22  21  20  19   27  26  25  24  23  22  21  20  19   27  26  25  24  23  22  21  20  19   48   47   46   45   44   43   42 The logical circuit used for LF analysis is shown in Fig. 5 . For the analysis, 13 criteria are used and 13 primary inputs x19 ... x31 correspond to them. The seven primary outputs F42 ... F48 for identifying attack actions are used. The logical circuit consists of 26 logical gates. In this circuit, unlike NF and SF cases, there are no identical value combinations on the primary inputs. INPUTS  OUTPUTSS   x19  x20  x21  x22  x23  x24  x25  x26  x27  x28  x29  x30  x31  F42  F43  F44  F45  F46  F47 The analytical aggregated expression combining the previously presented separate results is presented in (4) . Formula (4) combines output vectors of Output 1, Output 2, and Output 3 into single vector for the cyber-attack detection. For example, HS denotes that attack action Host Scan is fully characterized by the code HS = 100000010000001000000 consisting of a set of NF = {F21 ... 27}, SF = {F35 ... 41} and LF = {F42 ... F48} filters. We can determine the early stage of the attack according to the values in Table 6 . 
No. ACTIONS
( ) = 1 + 2 + 3 (4)
Experiment
We carried out the experiments on the synthesized data to evaluate the capabilities of the proposed method. The experimental set consists of two parts: 1. Attack vector: values from the binary set {0, 1} are filled in deterministically using the determined attack parameters. 2. Random vector sequence: values from the binary set {0, 1} are generated randomly. To determine the detection capabilities of the proposed method, we have generated an array of 100352 events that were analysed by the proposed logical circuits. As described in Section 4, the proposed early detection method consists of three filters: network filter (NF), system filter (SF) and network flags filter (LF). The generated array was analysed by these filters separately and the obtained results were combined to determine the attack action formed out of events. The generated 100352 events consist of 100053 randomly generated events and 299 events that have the parameters of known attacks. NF, SF and LF filters identification values are shown in Table 7 . Eight parameters are shown in the table of the filters: seven parameters that indicate a detection of an attack: HS, LA, PS, SE, SP, SST, SSV, and a parameter 0 that corresponds to non-malicious traffic. Table 7 . NF, SF and LF filters attack identification value
As it was possible to predict, the largest values are for non-malicious traffic, which are shown in the last row of Table 7 . The values 0% in this row show the very important obtained result that all the deterministically generated events were detected as malicious. The biggest number of detected events in the filter NF was HS and the lowest -PS. HS actions also had a high detection ratio in the filter SF. The mostly noticeable difference between the filters SF and NF was that PS action in the filter SF had a high detection ratio of randomly generated events. The filter LF showed much smaller number of events in comparison with the filters NF and SF for action HS. Such differences in action detection ratios among filters show methods specificity. In the Table 8 , an aggregated form out of three filters for actions HS, LA, and PS is shown, which indicates the detection of the first stage -Reconnaissance. The obtained result confirms that the proposed method is able to detect all the deterministically on purpose generated events. The proposed method has also detected a number of randomly generated events, which varies depending on the action. For the second part of the experimental set, we have generated an array of randomly selected 100352 events. The objective of this part of the experiment is to evaluate the possibility to create an attack randomly. The results of three filters NF, SF and LF and accumulation results A = NF & SF& LF are shown in Table 9 . Table 8 . Aggregated form of three filters The main part of the traffic is generated randomly for the both parts of the experiment. Therefore, we can compare a detection of malicious actions in random traffic in Table 7 and in Table 9 . The main stream of the randomly generated traffic is non-malicious (see the last rows of Table 7 and Table 9 ). Moreover, the obtained numbers of the nonmalicious traffic are quite similar in both tables, e.g. filter NF showed 86730 events for action HS in Table 7 and filter NF showed 86503 events for action HS in Table 9 . The same is true for detection of malicious events, as well. For example, filter SF showed 2133 events for action LA in Table 7 and filter SF showed 2165 events for action LA in Table 9 .
We carried out the experiment on the real attack data that were taken from open databases. The experiment was carried out on the network of virtual machines. The results of the experiment are presented in Table 10 . We can observe (see Table 10 ) that our proposed method can detect the real simple and complex cyber-attacks at their early stages. Not all the cyber-attacks are detected. The least percent of the detection is 80. Not all the cyber-attacks follow our introduced rules for the attack detection at the early stages.
Our experiments confirmed that the proposed method is capable to detect the early stages of the cyber-attacks in the network traffic. The method showed that the randomly generated traffic consists of 1,6% events indicating reconnaissance stage (the first stage), 0,3% events indicating weaponization stage (the second stage) and 0,3 % events indicating delivery stage (the third stage). The proposed method is a part of a larger work that is oriented to a near real-time cyber-attack detection.
Conclusions
Scientific and technical literature analysis and good practice show that the current system of response to cyber threats using IDS, IPS and IRS systems has a number of shortcomings, the main problem is that they start up only when a cyber-attack is taking place, i.e. such a system does not play a preventive role. Intelligent cyber-attacks are characterized using certain stages. To determine the precautionary stage, when preventive measures can "kill the chain", the identification of those stages must be complete as possible. In this paper, we suggested to consider an attack chain of nine steps to describe a cyber-attack vector.
The paper proposes a method to detect an intelligent cyber-attack, which takes several preparation steps, and which is the most dangerous one, in the early stages of the cyberattack. The method is based on the use of several logical filters. We have built the analytical aggregated expressions for the detection of threats caused by the early stages of the cyber-attacks.
The mode to detect the early stages of the cyber-attack may be appropriate for both standard information systems and small-sized mobile devices, since the suggested method is suitable for processing data on devices with a limited memory and computing power.
The experiments to test the ideas implemented in the proposed method were carried out. The essence of the experiments was to evaluate the reliability of the suggested method. All the values, which were generated deterministically for the attack, were identified as the malicious ones. The proposed method was able to detect many real simple and complex cyber-attacks at their early stages. In our opinion, such a result shows a good base for further work in increasing the sensitivity of the method to other forms of the cyber-attacks.
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