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We study the bond-alternating Heisenberg model using the finite-size density-matrix renormalization group
(DMRG) technique and analytical arguments based on the matrix product state, where we pay particular atten-
tion to the boundary-condition dependence on the entanglement spectrum of the system. We show that, in the
antiperiodic boundary condition (APBC), the parity quantum numbers are equivalent to the topological invari-
ants characterizing the topological phases protected by the bond-centered inversion and pi rotation about z axis.
We also show that the odd parity in the APBC, which characterizes topologically nontrivial phases, can be ex-
tracted as a two-fold degeneracy in the entanglement spectrum even with finite system size. We then determine
the phase diagram of the model with the uniaxial single-ion anisotropy using the level spectroscopy method in
the DMRG technique. These results not only suggest the detectability of the symmetry protected topological
(SPT) phases via general twisted boundary conditions but also provide a useful and precise numerical tool for
discussing the SPT phases in the exact diagonalization and DMRG techniques.
I. INTRODUCTION
Quantum spin models have long been studied in the field
of strongly correlated electron systems. Since the discov-
ery of the Haldane conjecture [1, 2], qualitative difference
between systems of half-integer spins with gapless excita-
tions and those of integer spins with gapful excitations has
attracted much attention. In particular, the Affleck-Kennedy-
Lieb-Tasaki model of spin S = 1, which has a unique and
analytically exact solution of the ground state, was an impor-
tant clue for quantum disordered phases of the integer spin
systems [3, 4]. The exact solution clarifies that exotic proper-
ties such as string orders and edge states are observed in the
Haldane phase and concomitantly that such quantum phases
do not have local order parameters.
According to the Landau-Ginzburg-Wilson (LGW) theory
[5], quantum phases are classified by the spontaneous sym-
metry breakings and local order parameters. In this sense,
the Haldane phase is a quantum disordered phase defined be-
yond the LGW theory and often called the topological phase
[6]. However, we do not yet have a theoretical framework
that enables one to identify the topological phases compre-
hensively. Generally, two gapful phases are identical if there
is at least one path that connects the two phases adiabati-
cally without any spontaneous symmetry breaking or a gap
closing. In particular, the two phases that are distinguishable
for a deformation under an imposed symmetry are called the
symmetry-protected topological (SPT) phases [7–11]. The
Haldane phase and topological insulators are known as ex-
amples of the SPT phase: the former is a quantum phase that
is protected by either the bond-centered inversion symmetry,
time reversal symmetry, or dihedral group (pi rotations about
the x, y, and z axes) symmetry of the spin space [9], and the
latter is a quantum phase protected by the time reversal sym-
metry and U(1) gauge symmetry of charge [12, 13]. Among
the Haldane phases, the topologically nontrivial phase with
even numbers of degenerate edge states, which is called the
odd-Haldane (OH) phase, is clearly distinguished from the
topologically trivial phase with odd numbers of degenerate
edge states, which is called the even-Haldane (EH) phase
[9–11, 14].
The Haldane phases have been studied by many analytical
and numerical methods. In particular, the methods for clas-
sifying quantum disordered phases, such as the ones using
the string order parameters [15–18], quantized Berry phases
[19], twisted order parameter [20], and level spectroscopy
[21–24], have achieved a great success. The former string or-
der parameters, which characterize a hidden Z2×Z2 symme-
try breaking in the Haldane phase, enable one to distinguish
the Haldane phase with the dihedral group symmetry [16].
The latter quantized Berry phase, twisted order parameter,
and level spectroscopy are often used in finite-size systems,
which are the methods using the difference in the quantum
numbers of the systems with twisted phases in an arbitrary
bond and enable one to identify the phase boundary clearly,
unlike the methods of using the string order parameters.
Recently, a technique for distinguishing the SPT phases
has been proposed [25], where the entanglement spectrum
(ES) is used. The ES, which is the spectral structure ap-
pearing in the reduced density matrix obtained by dividing
the system into two subsystems, has much more informa-
tion on the ground state than the entanglement entropy (EE)
obtained as a von Neumann entropy of the reduced density
matrix does. It is known that the ES reproduces the spectral
structure similar to the edge states in the SPT phase and that
its two-fold degeneracy can be used as an index characteriz-
ing the difference between the trivial and nontrivial phases.
The ES is thus a powerful method for examining the edge
states such as the quantum Hall insulators, topological insu-
lators, and other quantum spin chains. In the calculations
of the ES, a variety of variational methods using the infinite
matrix product states (iMPS), such as infinite time-evolving
block decimation (iTEBD) [26] and infinite density-matrix
renormalization group (iDMRG) methods [14, 27], as well
as the exact diagonalization and conventional DMRG meth-
ods [28, 29] for finite-size systems, have often been applied.
In this paper, motivated by the above developments in the
field, we study the antiferromagnetic (AF) Heisenberg spin
chains with a general spin quantum number S and calculate
the ES for finite-size systems of the model. To find the de-
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2generacy in the ES of the SPT phases generally requires suf-
ficiently large subsystems. This is because the Schmidt de-
composition keeping the two-fold degeneracy in the ES can
only be achieved in the limit of large subsystems [9], as was
confirmed by the direct calculation of the ES for the valence-
bond-solid (VBS) wave function [30, 31]. Thus, the systems
of large correlation lengths, such as those of a large spin S or
near critical points, the degeneracy of the ES is not exact, and
therefore not necessarily an appropriate index characterizing
the SPT phases.
We therefore study the boundary-condition and system-
size dependences of the ES in the AF spin chains with peri-
odic and antiperiodic boundary conditions based on the ma-
trix product state (MPS). We show analytically that the par-
ity quantum numbers in the antiperiodic boundary condition
(APBC) are equivalent to the topological invariants in the
SPT phases, which enables us to classify the phases. We also
show that the parity quantum number leads to the two-fold
degeneracy in the ES for the systems with the APBC and that
the spin rotational symmetry leads to the quantization of the
ES for the subsystem with a spin quantum number S zA. To
confirm the validity of these proofs, we introduce the bond
alternation δ to the model and study the behavior of the ES
by numerical calculations using the DMRG technique.
For systems with large S , where the gap decreases ex-
ponentially in the classical limit, the Haldane phase of the
pure AF Heisenberg chain becomes unstable. Moreover, the
single-ion anisotropy D leads to an instability of the in-plane
AF ordering, which makes it difficult to determine the phase
boundary due to the Berezinskii-Kosterlitz-Thouless (BKT)
transition [32–34]. We therefore apply the method of level
spectroscopy using the PBC and APBC in the DMRG tech-
nique, with the help of the calculations of the central charge
and string order parameter, and determine the phase bound-
aries for systems with S = 1, 2, and 3. We in particular deter-
mine the phase diagram of the S = 2 system in the parameter
space of δ and D. We moreover find that the spin gap defined
in the APBC reproduces not only the accurate gap-closing
behavior but also the values of the Haldane gap in agreement
with the previous numerical calculations. The critical behav-
ior at the transition points and topological properties of the
system are also extracted by investigating the central charge
and string order parameter. We thus clarify the entanglement
properties of a variety of Haldane chains comprehensively.
The rest of this paper is organized as follows. In Sec. II,
we define the bond-alternating Heisenberg model and dis-
cuss the methods of calculations used in this paper. In
Sec. III, we discuss the SPT phases of our model and con-
struct the boundary condition by the MPS formalism. We
also clarify the meaning of the parity quantum number in
the APBC. In Sec. IV, we study the boundary and finite-size
effects on the ES using the DMRG calculations. We also dis-
cuss the stability of the two-fold degeneracy in the ES from
the viewpoint of the symmetry and corresponding quantum
numbers. In Sec. V, we discuss the effects of the single-ion
anisotropy and determine the phase diagram of the S = 2
model. Summary of this paper is given in Sec. VI.
II. MODEL AND METHOD
A. The model Hamiltonian
Since the discovery of the Haldane phase, there are
many analytical and numerical studies of the Heisenberg AF
(HAF) chains with integer spins [9–11, 14–24, 30, 31, 35–
45]. To study the entanglement properties of the Haldane
phase, we consider the following AF chain with bond alter-
nation δ and uniaxial single-ion anisotropy D defined by the
Hamiltonian
H = J
L∑
j=1
{
1 + (−1) jδ}S j · S j+1 + D∑
j
(
S zj
)2
, (1)
where J (> 0) is the AF exchange interaction (taken as a
unit of energy) and δ causes the dimerization transition. D
(> 0) breaks the SU(2) symmetry of the spin rotation, which
leads to several gapful and gapless phases such as the large-
D phase and in-plane AF phase. However, neither of these
terms breaks any symmetry of the bond-centered inversion,
time-reversal, and dihedral group symmetry of spin space,
which protect the Haldane phase.
The qualitative picture of the HAF chain with bond-
alternation can be obtained from the (1+1) dimensional O(3)
nonlinear sigma model (NLSM) [46], which is derived from
a semi-classical large-S limit of the HAF chain. The O(3)
NLSM is defined as follows:
A = v
2g
∫
dτdx
{(
∂xn
)2
+
1
v2
(
∂τn
)2}
+iΘQ, (2)
where g = 2/S , v = 2JS , and the three-dimensional unit vec-
tor n(x) is related to the spin operator as S j/S ∼ (−1) jn(x) +
l(x) [46]. The term iΘQ is called Θ term, which is written
as
Q =
1
4pi
∫
dτdxn · ∂n× ∂n. (3)
Thus, Q describes the integer-valued winding number. If
δ , 0, the Θ term is written as Θ = 2piS (1 + δ). As proposed
first by Haldane [1, 2], the Θ term leads to the qualitative dif-
ference between the half-integer and integer spin systems. If
Θ = 0, the O(3) NLSM model represents the gapful excita-
tion, whereas if Θ = pi, the model has the gapless excitation,
which corresponds to the massless free-boson theory that has
the central charge c = 1. Therefore, when the bond alterna-
tion changes from −1 to 1, the phase transitions with gap
closing occur 2S times.
B. Generalized valence-bond-solid state
The phase transition in the bond-alternating system can
be interpreted as the change in the VBS configuration (see
Fig. 1). To see the qualitative properties of the gapped quan-
tum phases, we introduce the (m, n)-type generalized VBS
state [17, 20] defined in the periodic boundary condition
3FIG. 1. (Color online) Schematic pictures of the dimerization tran-
sition in the bond-alternating HAF chains with (a) S = 1 and (b)
S = 2. The links represent the spin-1/2 singlet bonds. The uncon-
nected point represents the free edge spin. The panel (a) shows the
Haldane-dimer transition, where we use the (m, n)-type VBS state
to represent the (1, 1) Haldane phase and (2, 0) dimer phase. The
panel (b) shows the dimerization transition in the S = 2 HAF chain
with the (2, 2) Haldane phase, partially dimerized (3, 1) phase, and
fully dimerized (4, 0) phase.
(PBC) as
|(m, n)〉PBC = 1√N
L/2∏
j=1
(
B†2 j−1,2 j
)m(B†2 j,2 j+1)n |vac〉 , (4)
where B†i, j = a
†
i b
†
j − b†i a†j with bosonic operators a†i and
b†i , N is the normalization factor, and |vac〉 is the vacuum
of bosons. Here, we use the Schwinger-boson representa-
tion of the spin operator defined as S +i = a
†
i bi, S
−
i = b
†
i ai,
and S z = (a†i ai − b†i bi)/2. The integers m and n satisfy
m + n = 2S . If we consider the APBC defined as S zL+1 = S
z
1
and S ±L+1 = e
ipiS ±1 between L and 1 sites, the operator BL,L+1
is written as BL,L+1 = i(a
†
Lb1 + b
†
La1). Thus, for the bond-
centered inversion P : S i → S L−i+1, the (m, n)-type VBS
state has a parity quantum number defined as
P |(m, n)〉APBC = (−1)n+S L |(m, n)〉APBC . (5)
Therefore, the difference in the parity quantum number can
be used to identify the phase boundaries of the different VBS
states. Moreover, the presence of these different phases is
closely related to the existence of the string order, which
characterizes the breaking of the hidden Z2 × Z2 symmetry
[16].
C. Level spectroscopy
The level spectroscopy technique employing the APBC is
a powerful tool for determining the phase boundary between
different VBS states. Due to the cancellation of the loga-
rithmic corrections, this method can suppress the finite-size
effect and determine the phase diagram precisely. Accord-
ing to the previous studies of the level crossing [21–24], the
gapful VBS phases and gapless in-plane AF phase can be
characterized by the differences between the three lowest ex-
FIG. 2. (Color online) Schematic pictures of the bipartition of
the bond-alternating HAF chain used in the entanglement spectrum
calculation. Alternating nearest-neighbor interactions J(1 ± δ) are
depicted by the solid and broken lines. The red and green areas
indicate the subregions (or subsystems) A and B, respectively. (a)
The subregions are separated at the two strong (or weak) bonds that
face each other. The system size is L = 12 = 0 mod 4. (b) The
subregions are separated at the strong and weak bonds that face
each other. The system size is L = 14 = 2 mod 4.
citation energies defined as
∆EH =E0,APBC(0,+) − E0,PBC(0), (6)
∆OH =E0,APBC(0,−) − E0,PBC(0), (7)
∆XY =E0,PBC(2) − E0,PBC(0), (8)
where En,PBC(M) is the n-th lowest energy with the z-
component of the total spin M =
∑
j S
z
j under the PBC
and En,APBC(M, P) is the n-th lowest energy with the z-
component of the total spin M and parity quantum number P
under the APBC. As was pointed out in the previous section,
if ∆EH (∆OH) is the lowest, the EH (OH) phase is the most
stable one. On the other hand, if the in-plane AF phase is the
most stable state, the ∆XY has the lowest energy. We also use
the spin gap defined as
∆spin = |∆EH − ∆OH| (9)
for evaluating the phase transition points between the EH and
OH phases. The spin gap calculated by this definition is in
good agreement with the results of many previous numeri-
cal studies, such as the DMRG and quantum Monte Carlo
(QMC) calculations [36, 37], for the Haldane gap of the
isotropic HAF chain because the finite-size effect is rather
small [38].
D. Entanglement spectrum
The entanglement related quantities have recently been
studied extensively for investigating nonlocal correlations in
many-body quantum states. In particular, Li and Haldane
[25] proposed that the ES is one of the powerful tools for in-
vestigating topologically ordered phases and symmetry pro-
tected (or enriched) topological phases, which are known
as gapped phases with long-range and short-range entangle-
ments, respectively. In our calculations, we consider the ES
obtained by partitioning the system into two subregions (or
subsystems) A and B (see Fig. 2). Defining ξλ in the Schmidt
4decomposition of the ground state |ψ〉 as
|ψ〉 =
∑
λ
e−ξλ/2 |λ〉A |λ〉B , (10)
where |λ〉A (|λ〉B) is the orthonormal basis for the subregion
A (B), we can interpret the ES as the energy spectrum of
the entanglement Hamiltonian He defined as e−He = ρA =
TrB |ψ〉 〈ψ| = ∑λ e−ξλ |λ〉A 〈λ|A. In particular, if the system
size is sufficiently larger than the correlation length, the ES
can be described by the two virtual edge states; the ES there-
fore represents the gapless mode at real edges [25]. Indeed, it
was rigorously proved that the degeneracy corresponding to
the gapless edge mode can be found in the ES for the (m, n)-
type VBS states [30, 31]. Figure 2 shows the examples of
the bipartition of the bond-alternating Heisenberg model in
the periodic systems. In the case of open boundary condi-
tions, we need to take into account the contribution from real
edges or suitably chosen boundary constraints for different
VBS states. To avoid these difficulties, we only consider the
ES in the periodic systems with the PBC and APBC. For sim-
plicity, we only discuss the bipartition shown in Fig. 2(b) in
this paper, where the system is divided into two subregions
of length L/2 = odd. Here, the (m, n)-type VBS state has
(m + 1)(n + 1) gapless modes at real edges.
The entanglement entropy (EE), which is defined as the
von Neumann entropy S A = −Tr[ρA ln ρA], also has impor-
tant information on the topological phases and criticality of
the system. From the conformal field theory [47], the EE in
the periodic systems can be obtained as
S A(l) =
c
3
ln
[
L
pi
sin
(
pil
L
)]
+ s1, (11)
where s1 is a nonuniversal constant and l is the length of the
partition A. c is the central charge characterizing the critical
theory describing the low-energy physics. To determine the
central charge, we evaluate the terms [48]
c∗(L) ≡ 3[S A(L/2 − d) − S A(L/2)]
ln [cos (pid/L)]
. (12)
from the direct calculations of S A(l) assuming the PBC. d
is the lattice constant. The values of c∗(L) converge to the
central charge c in the infinite system-size limit.
III. PARITY IN THE ANTIPERIODIC BOUNDARY
CONDITION
As discussed in Sec. II B, the (m, n)-type VBS state in
the APBC has a parity quantum number with respect to the
bond inversion operation. The difference in the parity quan-
tum numbers, which is applied to the level spectroscopy, has
so far played a major role in the numerical determination of
the boundary between the VBS states. In this section, we
consider the meaning of the parity quantum numbers in the
APBC based only on the MPS formalism and symmetry ar-
guments. First, using the MPS, we clarify the meaning of
the SPT phases that are derived under the assumptions of the
translational symmetry of the bond alternating chain and the
bond-centered inversion symmetry of the lattice. Next, we
clarify the properties of the operators corresponding to the
APBC by constructing the MPS from the exact VBS wave
functions. Also, based on the above discussions, we extend
our theory to the general MPS and clarify the relationship
between the boundary conditions and parity quantum num-
bers. Moreover, we clarify the equivalence between the par-
ity quantum numbers and topological invariants on the basis
of the classification of the SPT phases by the pi rotation about
z axis and bond-centered inversion operation.
A. Matrix-product-state formalism
First, let us discuss the classification of the SPT phases
in the bond-alternating systems. In the one-dimensional
system, the MPS is a good approximation for the gapped
ground state [26, 49]. Thus, the MPS formalism can rigor-
ously prove the presence of several SPT phases. Here, we
introduce the classification of the SPT phases by the bond-
centered inversion symmetry and translational symmetry of
the dimerized lattice. First, we define the MPS as
|ψ〉 =
∑
i1,i2,··· ,iL
Tr
[
ΛAΓAi1Λ
BΓBi2 · · ·ΛAΓAi2N
]
× |i1, i2, · · · , i2N〉 , (13)
where Λa (a = A, B) is a χa × χa positive matrix, and ΓA
and ΓB are χA × χB and χB × χA matrices, respectively. Here,
we define N = L/2. in represents the physical degrees of
freedom of site n. The MPS representation is not unique
for given states, but we can choose the canonical MPS [49]
satisfying Tr
[
(ΛA)2
]
= Tr
[
(ΛB)2
]
= 1 and∑
m
ΓAmΛ
BΛB(ΓAm)
† =
∑
m
(ΓBm)
†ΛAΛAΓBm = IχB , (14)∑
m
ΓBmΛ
AΛA(ΓBm)
† =
∑
m
(ΓAm)
†ΛBΛBΓAm = IχA , (15)
where Iχa is a χa × χa matrix. The canonical conditions
Eqs. (14) and (15) imply that the transfer matrix has a left
(right) eigenvector IχA (IχB) with eigenvalue λ = 1. More-
over, since the MPS must be a pure state, we assume that Iχa
is the only eigenvector with the largest eigenvalue 1.
Next, let us consider the inversion symmetry at a bond be-
tween the sites 1 and 2N. Since the MPS is invariant under
the bond-centered inversion, there exists a unitary transfor-
mation UaP with [U
a
P,Λ
a] = 0 such that(
ΓAm
)T
= eiθ
A
P
(
UBP)
†ΓBmU
A
P , (16)(
ΓBm
)T
= eiθ
B
P
(
UAP)
†ΓAmU
B
P , (17)
where θaP is a phase. Using the above relation twice, we ob-
tain∑
m
ΓAmΛ
BUBP(U
B
P)
∗ΛB(ΓAm)
† = e−i(θ
A
P+θ
B
P)UAP(U
A
P)
∗, (18)∑
m
ΓBmΛ
AUAP(U
A
P)
∗ΛA(ΓBm)
† = e−i(θ
A
P+θ
B
P)UBP(U
B
P)
∗, (19)
5where we use the canonical conditions Eqs. (14) and (15).
Moreover, due to the assumption of the pure MPS, we obtain
UaP(U
a
P)
∗ = eiφaP Iχa and 2(θAP + θ
B
P) = 0 mod 2pi. Using the
canonical condition and these results, we obtain the follow-
ing relation:
θAP + θ
B
P − φAP + φBP = 0 mod 2pi. (20)
As a consequence, by the bond-centered inversion symmetry,
we can distinguish four different states (θAP + θ
B
P, φ
A
P, φ
B
P) =
(0, 0, 0), (0, pi, pi), (pi, pi, 0), and (pi, 0, pi), which are separated
by the quantum phase transitions. The large-D phase |D〉 =
|0〉 |0〉 · · · |0〉 is a trivial phase, where the matrices Γa, Λa, and
UaP are scalars. Thus, the large-D phase belongs to the state
with (θAP + θ
B
P, φ
A
P, φ
B
P) = (0, 0, 0).
The other three states can be described as the generalized
VBS states. Using the MPS, the (m, n)-type VBS state of
Eq. (4) can be rewritten as
|(m, n)〉PBC =
∑
i1,i2,··· ,i2N
Tr
[
gAi1g
B
i2 · · · gBi2N
]
× |i1, i2, · · · , i2N〉 , (21)
where the matrices are given by{
gAl
}
q,p = (−1)n−q
√
n−q+pCp m−p+qCq δl=(n−m)/2−q+p, (22){
gBl′
}
p,q = (−1)m−p
√
m−p+qCq n−q+pCp δl′=(m−n)/2−p+q (23)
with 0 ≤ p ≤ m and 0 ≤ q ≤ n. l and l′ are indexes of the
local quantum states satisfying −(m + n)/2 ≤ l and l′ ≤ (m +
n)/2, respectively. We ignore the normalization factor that
does not affect our discussion. If we introduce the matrices{
uA
}
qq′ = (−1)qδq+q′=n and
{
uB
}
pp′ = (−1)pδp+p′=m, where
0 ≤ p, p′ ≤ m and 0 ≤ q, q′ ≤ n, we obtain the following
relations: {
(uB)†gBi u
A}
p,q = (−1)m(gAi )Tp,q,{
(uA)†gAi u
B}
q,p = (−1)n(gBi )Tq,p. (24)
These results correspond to Eqs. (16) and (17) with
ei(θ
A
P+θ
B
P) = (−1)n+m = (−1)2S . Therefore, the (m, n)-type
VBS states with integer spins describe the states with (θAP +
θBP, φ
A
P, φ
B
P) = (0, 0, 0) for even m and n and (0, pi, pi) for odd m
and n. The (m, n)-type VBS states with half-integer spins de-
scribe the states with (θAP + θ
B
P, φ
A
P, φ
B
P) = (pi, pi, 0) and (pi, 0, pi)
for even n and odd n, respectively. Moreover, if the system
recovers the translational symmetry of the original lattice
without dimerization, the SPT phases with (θAP+θ
B
P, φ
A
P, φ
B
P) =
(0, 0, 0) and (0, pi, pi) are connected to the so-called even Hal-
dane (EH) and odd Haldane (OH) phases, respectively. Note
that the SPT phases with (θAP + θ
B
P, φ
A
P, φ
B
P) = (pi, pi, 0) and
(pi, 0, pi) vanish. In the above discussions, we assume the
translational symmetry of the dimerized lattice. However,
even if there is only the inversion symmetry about a bond
center, the classification of the SPT phases can be discussed
for systems with any larger unit cells [9]. The change in the
translational symmetry due to lattice dimerization thus plays
an important role for classifying the phases in the (m, n)-type
VBS state.
B. Meanings of the parity quantum number
Next, let us consider the parity quantum number in the
APBC. Here, we present a general symmetry argument with-
out using the exact VBS wave functions, which is based only
on the MPS formalism. To treat the boundary condition, we
now rewrite the (m, n)-type VBS state in the MPS represen-
tation as follows:
|(m, n)〉APBC =
∑
i1,i2,··· ,i2N
Tr
[
UAtwg
A
i1g
B
i2 · · · gBi2N
]
× |i1, i2, · · · , i2N〉 , (25)
where we define {UAtw}q,q′ = (−1)n−qδq,q′ . As in the
Schwinger-boson argument for the bond-centered inversion,
the above MPS representation can also reproduce Eq. (5).
Here, we note that the matrix UAtw satisfies u
A(UAtw)
T (uA)† =
(−1)nUAtw. Thus, this argument on the APBC can be gen-
eralized as follows: If there is a unitary matrix UAtw corre-
sponding to the projective representation of some symmetry
satisfying
UAP(U
A
tw)
T (UAP)
† = eiφ
A
twUAtw, (26)
where eiφ
A
tw is a topological invariant characterizing the SPT
phases, then the MPS with a boundary condition defined as
|ψ〉 =
∑
i1,i2,··· ,i2N
Tr
[
UAtwΛ
AΓAi1Λ
BΓBi2 · · ·ΛBΓBi2N
]
× |i1, i2, · · · , i2N〉 (27)
should have the parity quantum number as the topological
invariant eiφ
A
tw . In particular, as long as the global pi rota-
tion about the z axis, Rz, is not broken, we can reproduce the
APBC by choosing UAtw to be the projective representation of
Rz. Here, the parity of the MPS in Eq. (27) can be written as
e−i(φ
A
z,P−φAz ). Details of the proof are given in Appendix A. The
projective representation of P itself satisfies Eq. (27), so that
e−iφAP corresponds to the parity. The twisted boundary condi-
tion can also be applied to the cases with other symmetries
such as dihedral group and time-reversal symmetries [50].
In the case of the dihedral group of the spin rotation, we find
that the spin reversal operation gives us similar topological
invariants.
IV. ENTANGLEMENT SPECTRUM IN THE
BOND-ALTERNATING HEISENBERG MODEL
In this section, we discuss our numerical DMRG results
for the entanglement properties of the bond-alternating HAF
chains with S = 1, 2, and 3. First, we determine the phase
boundaries and then calculate the spin gap under the APBC,
which signals the transition between the EH and OH phases.
Secondly, we evaluate the ES of the (m, n)-type VBS state
and their symmetry protected properties in the periodic sys-
tems. Here and hereafter, we pay particular attention to the
S = 2 case. Thirdly, we discuss the stability of the two-fold
degeneracy in the ES from the viewpoint of the symmetries
6and corresponding quantum numbers. Moreover, making the
finite-size scaling analysis of the ES, we clarify the equiva-
lence between the two boundary conditions PBC and APBC
and the edge-ES correspondence in the thermodynamic limit.
A. Phase boundaries
First, let us discuss the phase boundaries of the bond-
alternating HAF chains with S = 1, 2, and 3. To determine
the phase boundaries between the different VBS states, we
evaluate the three quantities: spin gap ∆spin, string order pa-
rameter Ozstring, and central charge c
∗(L). The calculated re-
sults are shown in Fig. 3.
We note here that the qualitative behaviors of the bond-
alternating HAF chain can be obtained from the O(3) NLSM;
in particular, this model at the phase transition point is de-
scribed by the SU(2) symmetric Tomonaga-Luttinger liquid,
which corresponds to the conformal field theory with the
central charge c = 1. As shown in Fig. 3(d), our numerical
result for S = 1 is in quantitative agreement with this argu-
ment. Moreover, the transition point obtained from the spin
gap precisely coincides with the peak positions of the result
for the central charge c∗(L). From the level-crossing point of
S = 1 with L = 80, we obtain δ = 0.25995J, which is in
precise agreement with the previous result of the QMC cal-
culations [20], δc = 0.25997(3)J. Similarly, for S = 2 and 3,
the transition points are also in good agreement with the re-
sults of the previous studies [20]. The details of the transition
points for S = 1/2, 1, · · · , 4 are summarized in Appendix B.
We moreover find that the S = 1 Haldane gap obtained with-
out size extrapolation at δ = 0 becomes ∆S=1 = 0.401479J,
which is again in precise agreement with the QMC result
∆S=1 = 0.41048(6)J [37] as well as a recent DMRG re-
sult ∆S=1 = 0.41047924(4)J [36]. Similarly, we obtain
the Haldane gaps for S = 2 and 3 as ∆S=2 = 0.088653J
and ∆S=3 = 0.009763J, respectively, which are also in
quantitative agreement with the previous QMC results [37],
∆S=2 = 0.08917(4)J and ∆S=3 = 0.01002(3)J. We note that
the central charges for S = 2 and 3 show peak-like struc-
tures at the level crossing points (see Fig. 3). However, the
data for c∗(L) at the peaks do not have the value c = 1 pre-
cisely, which may be caused by the large correlation lengths
for S = 2 and 3 systems.
The lower panels of Fig. 3 show the results for the string
order parameter Ozstring, which is defined as
Ozstring(| j − k| = L/2) =
〈
S zj exp
(
ipi
k−1∑
l= j
S zl
)
S zk
〉
. (28)
The nonzero string order parameter can be used to distin-
guish between the topologically trivial EH phase and non-
trivial OH phase as long as the dihedral group symmetry re-
mains. This definition, however, depends on the positions of
the strong and weak bonds. Thus, we use the system with
L = 4n + 2 (n ∈ Z) sites and consider the case with j = even
and k = odd in the PBC (see Fig. 2). The string order pa-
rameter thus calculated shows a very slow convergence with
respect to L due to the large correlation length in the S ≥ 2
systems. In the extrapolations, we assume the correlation
function at a distance L/2 to be of the form
Ozstring(L/2) ∼ A + B exp
(−L/λ)/Lγ, (29)
where λ and γ are positive constants. Here, we use a least-
square fitting with L = 38, 50, 62, 74 for S = 1, with L =
26, 38, 50, 62 for S = 2, and with L = 38, 50, 62, 74 for S =
3. We confirm that the extrapolated values for S = 1 and
2 are in good agreement with the transition points obtained
from the spin gap.
B. Entanglement spectrum of the dimer Haldane phase
Next, let us discuss the ES for the ground state of the
bond-alternating HAF chain. The gapless modes for the real
edges become in general a good explanation of the degen-
eracies in the ES. Indeed, using the (m, n)-type VBS state,
the correspondence between the degeneracies in the ES and
those in the edge modes for the real edges was identified an-
alytically [30, 31]. In the periodic systems, the (m, n)-type
VBS state has an (n + 1)(m + 1)-fold [(n + 1)(n + 1)-fold or
(m + 1)(m + 1)-fold] degeneracy for the bipartition shown
in Fig. 2(b) [Fig. 2(a)]. For simplicity, we consider the ES
for the bipartition shown in Fig. 2(b). Moreover, we con-
sider two types of the periodic boundary conditions, APBC
and PBC, to study the ES of the finite-size systems. Fig-
ures 4(a) and 4(b) show calculated results for the ES of the
S = 2 bond-alternating HAF chain for L = 50 in the PBC
and APBC, respectively, where the spectra are normalized
as
∑
λ e−ξλ = 1. We find that the ES shows different behav-
iors, depending on the boundary conditions: In the PBC, the
ES deforms continuously as the bond alternation δ increases.
In contrast, the ES in the APBC shows sudden changes at
δ = 0.18 and 0.55, which correspond, respectively, to the
level crossing between the (2, 2) and (3, 1) phases and be-
tween the (3, 1) and (4, 0) phases. Note that all the spectra
in the (3, 1) phase are doubly degenerate but such degener-
acy does not appear in the (2, 2) and (4, 0) phases. From
the viewpoint of the level degeneracy, we identify that the
larger contributions to the ES (e−ξλ > 10−3 ∼ 10−4) shown
in Figs. 4(a) and 4(b) are roughly consistent with the ES of
the VBS ground state in the infinite system, where the (n,m)-
state has the (n+1)(m+1)-fold degeneracy in the ES. It should
be noted that the ES in the PBC does not show a complete
two-fold degeneracy due to the finite-size effect. As was rig-
orously proved in [30, 31], the two-fold degeneracy in the ES
is preserved as long as the system size is sufficiently larger
than the correlation length [36]. In the APBC, there is some
freedom in selecting the bipartition shown in Fig. 2 and in
selecting the bond of the phase pi twisting; however, we find
that the result depends only on the geometric difference in
the bipartition but does not depend on the bond of the phase
pi twisting.
Let us consider the staggered magnetic field
∑
j(−1) jhzS zj
here, which breaks the inversion symmetry about the bond
center and other symmetries protecting the Haldane phase.
7FIG. 3. (Color online) Calculated quantities as a function of δ in the bond-alternating HAF chain Eq. (1) for S = 1, 2, and 3. Upper panels
(a)-(c): spin gap ∆spin calculated using Eq. (9) with L = 80 for S = 1, with L = 50 for S = 2, and with L = 40 for S = 3. Middle panels
(d)-(f): central charge c∗(L) calculated using Eq. (12). Lower panels (g)-(i): string order parameter Ozstring calculated using Eq. (28). Here,
the dotted line shows the size extrapolation adopting Eq. (29). In the calculations of the central charge and string order parameter, we use
the PBC with L up to 74 for S = 1, with L up to 62 for S = 2, and with L up to 74 for S = 3. The peak positions of the central charge
clearly correspond to the level crossing points between the EH and OH phases in the APBC.
FIG. 4. (Color online) Calculated entanglement spectra of the S = 2 bond-alternating HAF chain with L = 50 as a function of δ under the
(a) PBC and (b) APBC. Panel (c) shows the results for L = 50 in the APBC obtained by applying the staggered magnetic field hz/J = 0.001.
Note that the staggered magnetic field breaks the bond-centered inversion and other symmetries that protect the Haldane phase. Thereby,
(c) shows an adiabatic continuation of the entanglement spectra, which signals nonexistence of the SPT phases.
Figure 4(c) shows the ES in the APBC with hz = 0.001J. We
find that the ES deforms continuously as the bond alternation
increases, i.e., no level crossings, suggesting that, under the
staggered magnetic field, the Haldane phase does not exist
or the topological invariant e−i(φ
A
z,P−φAz ) = ±1 disappears. This
absence of the Haldane phase in the staggered magnetic field
is in agreement with the result of Ref. 39.
C. Degeneracy in the entanglement spectrum
Now, let us discuss details of the degeneracy in the ES.
Here, we first show analytically the degenerate structure of
the ES from the viewpoint of the symmetry. We consider the
case of the PBC first. Here, we pay attention to the following
properties of the ground state: (i) the system has the SU(2)
symmetry and (ii) the ground state has a total spin quantum
number S tot = 0. Hence, the ground state can be written
as a state, in which the total angular momentum S tot of the
8FIG. 5. (Color online) Entanglement spectra of the model with S = 2 as the function of the z-component of the total spin of the subregion
A, S zA, calculated using the APBC (left panels) and PBC (middle panels) with L = 50. Upper, middle, and lower three panels are for δ = 0,
0.4, and 0.6, respectively. Right panels (g)-(i) show the finite-size extrapolations of the entanglement spectra for the PBC and APBC with
S zA = 0.
subregions A and B is zero:
|ψ〉 =
∑
s
as |S tot = 0,M = 0; S A = s, S B = s〉 , (30)
where S tot, M, S A, and S B are the quantum numbers of S2tot,
S ztot, S2A, and S
2
B, respectively. Noting the Clebsch-Gordan
coefficients to be 〈s,m, s,−m|0, 0; s, s〉 = (−1)s−m/√2s + 1,
we can rewrite the ground state as
|ψ〉 =
∑
s
s∑
m=−s
(−1)s−m√
2s + 1
as |s,m〉A |s,−m〉B . (31)
The reduced density matrix ρA is then written as
ρA =
∑
s
a2s
2s + 1
s∑
m=−s
|s,m〉A 〈s,m|A , (32)
which leads to the result that the degeneracy in the PBC de-
pends only on the quantum number of the subregion A, S2A.
This result also holds when the system has an open boundary
condition. However, when the ground state of the system is
ferromagnetic, this result does not necessarily hold because
of the condition (ii). In fact, the ES behaves differently de-
pending on S zA [40].
Next, we consider the case of the APBC. The above result
cannot be used because the APBC breaks the SU(2) symme-
try. Here, the parity about the bond-centered inversion gives
an important contribution to the two-fold degeneracy in the
ES. Assuming the bond-centered inversion symmetry P be-
tween equally divided subregions A and B of the system, we
can choose the wave function satisfying
P |i〉A = |i + 1〉B , P |i + 1〉B = |i〉A , (33)
where |i〉A (|i〉B) is the orthonormal basis in the subregion A
(B) and i (= even) is an index of the wave function. Thereby,
all the wave functions in this system can be written as
|ψ〉 =
∑
i=even
∑
j=odd
ci, j |i〉A | j〉B , (34)
where ci, j is a complex coefficient satisfying the normaliza-
tion condition
∑
i, j |ci, j|2 = 1. If we apply the bond-centered
inversion P on the above wave function, we obtain the rela-
tion
P |ψ〉 =
∑
i=even
∑
j=odd
ci, j | j − 1〉A |i + 1〉B
=
∑
i=even
∑
j=odd
c j−1,i+1 |i〉A | j〉B . (35)
9Thus, the wave function with a parity η = ± has the coeffi-
cients ci, j satisfying ci, j = ηc j−1,i+1. Let us then introduce a
complex matrix ai, j = c2i,2 j+1, so that ai, j = ηa j,i. Using this
relation, we can write the wave function as
|ψ〉 =
∑
i, j=0
ai, j |2i〉A |2 j + 1〉B . (36)
When the parity is odd, the matrix ai, j is written as a com-
plex skew-symmetric matrix. Generally, a complex skew-
symmetric matrix can be written as a block diagonalized
form containing eiφiσy on a proper basis, where we use the
Pauli matrix σy. Thus, the above wave function can be writ-
ten as
|ψ〉 =
∑
k
λkeiφk
(
|k, 1〉A |k, 2〉B − |k, 2〉A |k, 1〉B
)
, (37)
where |k, 1〉A(B) and |k, 2〉A(B) are the orthonormal bases and
λk is a real coefficient satisfying 2
∑
k λ
2
k = 1. The reduced
density matrix can then be obtained as
ρA = TrB |ψ〉 〈ψ| =
∑
k
λ2k
(
|k, 1〉A 〈k, 1|A + |k, 2〉A 〈k, 2|A
)
.
(38)
Thereby, we find that the reduced density matrix for the odd
parity phase has the two-fold degeneracy. We therefore find
that, due to the odd parity, the OH phase in the APBC can be
detected as the two-fold degeneracy in the ES. Note that, in
the PBC, the VBS states do not have an odd parity even in
the nontrivial cases, and thus the ES does not show a stable
two-fold degeneracy in any finite-size systems. We also note
that the direct calculation for the (m, n)-type VBS state in
the APBC leads to the confirmation of the presence of the
two-fold degeneracy in the ES.
Now, to confirm the validity of the proofs given above,
we consider the S zA dependence of the ES calculated numeri-
cally. Our numerical results for the ES in the PBC and APBC
are shown in Figs. 5 (a)-(f), which are given as a function of
S zA at L = 50, where S
z
A is the z-component of the total spin
of the subregion A. In the APBC, we find that all the spectra
at δ = 0.4 are doubly degenerate but that a part of the spectra
at δ = 0 and 0.6 does not show the degeneracy. This differ-
ence in the degenerate structure comes from the difference in
the parity quantum number, whereby we find that the phase
at δ = 0.4 belongs to the (3, 1) VBS state, whereas the phases
at δ = 0 and 0.6, which have the even parity, belong to the
(2, 2) VBS and (4, 0) VBS states, respectively. These results
are consistent with the results shown in Fig. 3. In the PBC,
in contrast, S A becomes a good quantum number in all the
parameter space. This is due to the SU(2) symmetry of the
system and the spin quantum number S tot = 0 of the wave
function.
Looking, in particular, at the low-lying states of the ES in
the APBC and PBC shown in Fig. 5, we find that the same
numbers of the degenerate spectra, which are separated by
the gaps, are present. If we consider that the low-lying ES
consists of two free edge spins with S = n/2 and m/2, the
degeneracy becomes (n+ 1)(m+ 1)-fold, which is consistent
with the numbers of the spectra observed in Figs. 5(a)-(f).
The result in the PBC is also consistent with the fusion rule
of the SU(2) symmetry: i.e., 3⊗ 3 = 1⊕ 3⊕ 5, 4⊗ 2 = 3⊕ 5,
and 5 ⊗ 1 = 5. Here, the lack of the exact (n + 1)(m + 1)-
fold degeneracy in the PBC is interpreted to be due to the
interference between the edge spins because the system size
is smaller than the correlation length. Therefore, the ES in
the PBC does not show the two-fold degeneracy even in the
(3, 1) VBS state, which is in contrast to the exact two-fold
degeneracy in the ES observed in the APBC.
To clarify the points given above further, let us make the
size extrapolation of the ES. Figures 5(g)-(i) show the re-
sults for δ = 0, 0.4, and 0.6 with S zA = 0 in the APBC
and PBC, where we assume the polynomial function of form
ξ(L) = A+B/L+C/L2 +D/L3 for the extrapolation. We thus
find that the degeneracy in the ES in the APBC and PBC
are approximately in agreement with each other at L → ∞.
This result not only indicates that the difference in the bound-
ary conditions can be neglected in the thermodynamic limit
but also suggests that the wave functions in the APBC and
PBC become locally equivalent to each other in the ther-
modynamic limit. In other words, the absence of the SU(2)
symmetry in the APBC cannot be seen in the ES in the ther-
modynamic limit, whereas in the PBC, the difference in the
topological triviality or nontriviality appears in the degener-
acy of the ES in this limit. We thus find that the two-fold
degeneracy in the ES established using the MPS formalism
[9] is consistent with the results of the size extrapolations of
finite-size calculations with different boundary conditions.
V. UNIAXIAL SINGLE-ION ANISOTROPY
Finally, let us discuss the effect of the uniaxial single-ion
anisotropy D in the bond-alternating HAF chain. The uni-
axial single-ion anisotropy D (> 0) causes the topologically
trivial large-D phase and gapless in-plane AF phase (XY) in
the HAF without bond alternation. Therefore, the HAF chain
with this anisotropy leads to the Gaussian transition between
the different VBS states and also to the BKT transition be-
tween the gapful and gapless phases. In the HAF chain with
S = 2, in particular, this anisotropy is conjectured to lead
to the gapful intermediate phase called the intermediate-D
phase [16]. However, the existence of these phases has not
sufficiently been worked out, except for systems with spe-
cial terms such as D4
∑
j(S
z
j)
4. This is in particular the case
when the system shows the BKT transition with quite a large
correlation length. There are, however, several methods for
approaching the BKT transition. As discussed in the pre-
vious section, to use the level spectroscopy obtained from
the conformal field theory gives us one of the powerful so-
lutions. Moreover, recent methods using iMPS, which treats
infinite-size systems within a reasonable truncation error, are
expected to solve this problem [14].
Here, we first present the results for the phase boundaries
of the BKT transition in the HAF chains with S = 2 and
3 (see Fig. 6). We use the level spectroscopy technique in
the DMRG for large-size systems. In the previous calcula-
tions using iDMRG, the BKT transition points for (2, 2)−XY
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FIG. 6. (Color online) System-size dependence of the BKT transi-
tion points Dc of the S = 2, 3 HAF chains with the uniaxial single-
ion anisotropy. (a) [(c)] Transition point between the (2, 2) [(3, 3)]
VBS state and in-plane AF phase (XY). (b) Transition point be-
tween the in-plane AF phase and (4, 0) VBS state as the large-D
phase. The size-extrapolated values of our results are shown in (d).
The iDMRG, LS+ED (level spectroscopy plus exact diagonaliza-
tion), and DMRG results are taken from Refs. 14, 24, 43, and 44.
FIG. 7. (Color online) Calculated phase diagram of the S = 2 HAF
chain in the parameter space of the bond alternation δ and uniaxial
single-ion anisotropy D. The phase boundaries between the (2, 2),
(3, 1), and (4, 0) VBS states are determined by the level crossing of
the excitation energies, ∆EH and ∆OH. The region of the in-plane AF
phase (XY) is determined as the region where the excitation energy
∆XY is the lowest among the three energies ∆EH, ∆OH, and ∆XY .
and XY − (4, 0) are obtained as Dc/J = 0.045 ± 0.002 and
Dc/J = 2.42 ± 0.05, respectively. Our results, on the other
hand, show a saturation behavior as a function of L as shown
in Fig. 6(a), whereby we can determine the phase transition
points for (2, 2) − XY and XY − (4, 0) as Dc/J = 0.0474(5)
and Dc/J = 2.3897(6), respectively, in a high precision.
Thus, the level spectroscopy technique using the DMRG of-
fers a very accurate method for determining the BKT tran-
sition points. We note, however, that the transition point for
(3, 3) − XY is hard to determine even with our technique,
which is due to quite a large correlation length.
Next, let us discuss the phase diagram of the model for
S = 2 in the parameter space of δ and D. As was discussed
in Ref. 41 for S = 1, the (2, 0) dimer phase and large-D phase
are adiabatically connected with each other, but the gapless
in-plane AF phase does not appear in the S = 1 case. In
Fig. 7, we show the phase diagram in the S = 2 case, which
is calculated using the level spectroscopy for L = 26 in the
DMRG technique. As seen in Figs. 6(a) and 6(b), we find
that a qualitatively correct phase diagram can be obtained
without size extrapolation, which is little changed even in
the thermodynamic limit. Actually, the S = 2 phase diagram
in a wide parameter space of δ and D was obtained recently
by an exact diagonalization and level spectroscopy analysis
of small clusters [45]. As in the case of S = 1, we find
that the large-D phase is connected with the (4, 0) dimerized
phase. However, in the case of S = 2, the phase diagram is
mostly covered by the in-plane AF phase. This behavior is
also found in the phase diagram in the parameter space of the
uniaxial single-ion anisotropy and Ising anisotropy [14, 42],
and may be due to the large correlation length in the large-
S systems; in other words, this result reflects the classical-
spin–like behavior of the HAF chain.
VI. SUMMARY
In this paper, we have studied the entanglement properties
of the bond-alternating HAF chain. We determined the phase
boundaries of the different VBS states with high precision
via the DMRG method employing the level-spectroscopy
technique. We found that the spin gap defined in the APBC
reproduces not only the accurate gap-closing behavior but
also the values of the Haldane gap in agreement with the
previous numerical calculations. Moreover, investigating the
central charge and string order parameter, we extracted the
critical behavior at the transition points and topological prop-
erties of the system. We however found that for S > 1 the
proper size extrapolation is required to determine the accu-
rate phase boundaries due to the large correlation length. We
also discussed the effect of the uniaxial single-ion anisotropy
in the bond-alternating HAF chain. We confirmed the adi-
abatic continuation between the large-D phase and (4, 0)
dimer phase for S = 2, which is in qualitative agreement
with the S = 1 case. We also found that the phase diagram
for S = 2 is covered largely by the in-plane AF phase.
We have moreover studied the ES in the APBC using not
only the DMRG calculation but also the symmetry argument
from the MPS formalism. Considering the boundary effects
on the degeneracy of the ES in finite systems, we eluci-
dated the following: First, we analytically proved the equiva-
lence between the parity quantum numbers in the APBC and
the topological invariants, which enables us to classify the
SPT phases by use of the pi rotation about z axis and bond-
centered inversion operation. Secondly, we showed that the
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odd parity in the APBC, which characterizes the topologi-
cally nontrivial phase, leads to the two-fold degeneracy in the
ES. Thirdly, evaluating the ES in the thermodynamic limit
by the DMRG method, we confirmed that the ES in the PBC
and APBC complementarily recovers the edge-state picture
of the low-lying ES. These arguments obtained in this pa-
per are based on the general MPS formalism. Thus, we can
apply this method to the classification of other SPT phases
with general boundary conditions and also to the evaluation
of their entanglement quantities. In particular, our theory,
if extended to general twisted boundary conditions, will not
only provide a useful numerical tool for investigating other
SPT phases but also offer valuable clues for identifying novel
SPT phases.
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Appendix A: Detailed proof for the parity quantum number
To make our discussion on the parity quantum number in
the APBC complete, we here consider the SPT classification
for the bond-centered inversion P and pi rotation about z axis
Rz. The projective representation of Rz may be defined as
RzΓA = eiθ
A
z (UAz )
†ΓAUBz , (A1)
RzΓB = eiθ
B
z (UBz )
†ΓBUAz , (A2)
where we ignore the suffixes m for simplicity. Using the
above relation twice, we obtain (Uaz )
2 = eiφ
a
z Iχa . Then, con-
sidering the case where the two operators Rz and P act, we
obtain the following relations using Eqs. (16) and (A1):
PRzΓA = ei(θ
A
z +θ
A
P)(UBz )
T (UBP)
†ΓBUAP(U
A
z )
∗, (A3)
RzPΓA = ei(θ
B
z +θ
A
P)(UBP)
†(UBz )
†ΓBUAz U
A
P . (A4)
Using the relation PRzΓA = RzPΓA, we obtain
ei(θ
A
z −θBz )ΓB = UBP(U
B
z )
∗(UBP)
†(UBz )
†
× ΓBUAz UAP(UAz )T (UAP)†. (A5)
Similarly, exchanging the suffixes A and B, we obtain
ei(θ
B
z −θAz )ΓA = UAP(U
A
z )
∗(UAP)
†(UAz )
†
× ΓAUBz UBP(UBz )T (UBP)†. (A6)
Since UAP(U
A
z )
∗(UAP)
†(UAz )† becomes an eigenvector of the
transfer matrix, we find
UAz U
A
P = e
iφAz,PUAP(U
A
z )
∗. (A7)
Noting the relations UAP = e
iφAP (UAP)
T and UAz = e
iφAz (UAz )
†,
we find
UAz U
A
P = e
i(φAz,P+φ
A
P−φAz )(UAz U
A
P)
T , (A8)
where UAz U
A
P corresponds to the projective representation of
the combined symmetry RzP. Therefore, we obtain the rela-
tion
φAz,P + φ
A
P − φAz = 0, pimod 2pi, (A9)
which leads to further classification of the SPT phases [9].
Moreover, because the matrix UzP satisfies the relation
UAP(U
A
z )
T (UAP)
† = e−i(φ
A
z,P−φAz )UAz , (A10)
we find that the parity quantum number in the APBC can be
written as the topological invariant e−i(φ
A
z,P−φAz ) = ±1. In par-
ticular, we find φAz,P−φAz = pi in the OH phase, so that the OH
phase has an odd parity, resulting in the two-fold degeneracy
in the ES in the APBC, as discussed in the Sec. IV C.
Appendix B: Transition points of the bond-alternating HAF
chain
FIG. 8. (Color online) (a) Transition points δc calculated for
the bond-alternating HAF chain with integer and half-integer spins
S = 1/2, 1, · · · , 4. The solid and dotted lines show the calculated
results for δc in the DMRG and the results for δ¯c obtained from the
O(3) NLSM, respectively. (b) The difference in the transition points
between our results and the results from the O(3) NLSM.
Since the discovery of the (m, n)-type VBS states in the
bond-alternating Heisenberg chain, the dimerization transi-
tion points δc have been estimated by a number of numeri-
cal studies using the string order parameter [17], level spec-
troscopy [21–24], twisted order parameter [20], and quan-
tized Berry phase [19]. In Fig. 8, we summarize the tran-
sition points calculated for the bond-alternating HAF chain
with integer and half-integer spins S = 1/2, 1, · · · , 4, where
we adopt the level spectroscopy technique for large-size
systems in the DMRG framework. The extrapolations to
L → ∞ are made by the polynomial fitting of δc(L) =
δc(∞)+A/L2 +B/L4, where we use the systems up to L = 80
for S = 1, up to L = 46 for S = 3/2, up to L = 50 for
L = 2, up to L = 40 for S = 5/2, up to L = 40 for S = 3,
up to L = 20 for S = 7/2, and up to L = 20 for S = 4.
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TABLE I. Calculated transition points δc of the bond-alternating
HAF chain with integer and half-integer spins S . The size ex-
trapolations L → ∞ are made using the polynomial δc(L) =
δc(∞) + A/L2 + B/L4. The transition points δ¯c obtained in the O(3)
NLSM are also given. Our results are compared with results of the
previous QMC simulation [20], where the twisted order parameter
is used.
Transition points δc δ¯c Previous studies
S = 1, (1,1)-(2,0) 0.25995(3) 0.500 0.25997(3)
S = 2, (2,2)-(3,1) 0.1831(0) 0.250 0.1866(7)
S = 2, (3,1)-(4,0) 0.5491(7) 0.750 0.5500(1)
S = 3, (3,3)-(4,2) 0.137(7) 0.167 -
S = 3, (4,2)-(5,1) 0.416(0) 0.500 -
S = 3, (5,1)-(6,0) 0.695(8) 0.833 -
S = 4, (4,4)-(5,3) 0.108(8) 0.125 -
S = 4, (5,3)-(6,2) 0.327(8) 0.375 -
S = 4, (6,2)-(7,1) 0.551(4) 0.625 -
S = 4, (7,1)-(8,0) 0.778(7) 0.875 -
S = 3/2, (2,1)-(3,0) 0.4310(3) 0.667 0.43131(7)
S = 5/2, (3,2)-(4,1) 0.316(5) 0.400 -
S = 5/2, (4,1)-(5,0) 0.633(7) 0.800 -
S = 7/2, (4,3)-(5,2) 0.243(6) 0.286 -
S = 7/2, (5,2)-(6,1) 0.492(7) 0.571 -
S = 7/2, (6,1)-(7,0) 0.742(7) 0.857 -
The results are given in Table I, where we find that our re-
sults obtained by the size extrapolation are consistent with
the previous results obtained by the QMC simulations using
the twisted order parameter [20] but that our results are much
more accurate due to a small finite-size effect. As discussed
in Sec. II A, the bond-alternating HAF chain in the large-
S limit can be described by the O(3) NLSM [see Eq. (2)].
The phase transition points, in particular, can be estimated
as δ¯c = 1 − (2n + 1)/2S (n = 0, 1, · · · , 2S − 1), where the
Θ term becomes pi. We compare our results for the transition
points with those of the O(3) NLSM in Fig. 8(b). Our cal-
culated results, which converge to zero in the large-S limit,
are consistent with the semi-classical treatment in the O(3)
NLSM. Moreover, the slow convergence shown in Fig. 8(b)
suggests the power-law dependence of the renormalized tran-
sition points as a function of 1/S .
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