Abstract: A Monte Carlo simulation was conducted to assess the performance, in terms of bit error probability, of a direct sequence spread spectrum multiple access (DS/SSMA) radio system in indoor Rician fading channels using differential phase shift keying (DPSK). Simulation results are presented for a DSjSSMA indoor radio system using selection diversity. Importance sampling techniques were used to accelerate the simulation. The results are compared with the analytical results obtained earlier.
Introduction
Radio communication in the indoor environment has drawn the attention of many researchers 11-61, Both Rayleigh 11, 61 and Rician 14, 51 multipath fading channels have been considered. Modelling the indoor radio channel as a Rician fading channel is based on the results obtained from the measurements described in References 2 and 3. The fading phenomenon is caused by signal reflections in the indoor environment. The reflections arrive at the receiver at slightly different times add up and cause signal peaks (constructive addition) or dips (destructive addition) depending on the phase differences between the various reflections.
Monte Carlo simulation can be used either to estimate the performance of systems that are too complex to be analysed, or to verify the results obtained analytically. In this paper a Monte Carlo simulation of the DSjSSMA indoor radio system, described in Reference 4, is presented. The simulation is based on drawing samples from the probability distributions that model the different random processes in the DSjSSMA indoor radio system. This is performed a sufficient number of times. Bit errors are counted and the bit error probability, i.e. the ratio of the number of errors observed to the number of samples drawn, is estimated. ensure that all signals arrive at the base station with the same average power. As explained in Reference 1 the average power control can be accomplished as follows.
The base station transmits a tone or modulated spread spectrum code sequence (see also Section 2.1) common to all users. The users monitor the average level of this signal. This information is then used to adjust the transmitted power at the user location.
Transmitter model
The transmitter consists of a data source, a spread spectrum code generator, an RF oscillator and a bandpass filter (Fig. 2) . Let us denote the data waveform of a particular user, k, as
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where w, is the common carrier frequency and 0, is the carrier phase of the kth user. 
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where T, is the RMS delay spread.
We assume that the path phase of the received signal (0, zIk + ylk), is an independent random variable uniformly distributed over [0, 2x1. The path delay also is an independent random variable and is assumed uniform over [0, GI. We assume that Plh is an independent Rician random variable with the probability density function given by :
Here, I , ( ) is the modified Bessel function of the first kind and nth order, S is the peak value of the specular radio signal and o2 is the average power received over diffuse paths.
Receiver model
The receiver consists of a matched filter which is suitable for a specific user code, a DPSK demodulator and diversity processing components (Fig. 3) . Using eqn. 4 the received signal at the antenna for a certain user, say user 1, can be written as
where $lh = (w, + yn). and n(t) is white Gaussian noise with two-sided power spectral density N,/2. This signal is put through the matched filter and the filter output is sampled. The DPSK demodulator multiplies two consequent samples to form the decision signal.
In the simulation, the current and the previous bit of user 1 are both set to 1. The criterion for a bit error is then that the output level of the DPSK demodulator is less than zero.
Program structure
The program can be constructed in a straightforward way [7] . Firstly, there is an initialisation procedure wherein the user direct sequence codes (PN codes) are generated and all other variable and array initialisation is done. Fig. 4 shows the two shift register configurations used to generate the 'gold codes'. Second, there is a loop that is repeated for a sufficient number of times. This loop consists of a transmitter section, a channel section and a receiver section where the errors are counted. Finally, the estimate of the bit error probability is calculated by dividing the number of errors observed by the number of times the loop was repeated.
In the transmitter section the random data bits for all K users, except for user 1, are generated and multiplied by the corresponding PN code. In the channel section the path delays and path gains for all L resolvable paths of all K users are generated. The path delays are assumed to be uniformly distributed over [0, TI. The path gains are Rician distributed. The Rician samples are generated as follows using a random number generator with a uniform probability density function (PDF) over [0, 11. Let X be a sample from the random generator (uniformly distributed). An exponentially distributed random variable, Y , can then be generated as: (8) The PDF of Y is then:
By taking the square root of Y , a Rayleigh random variable is generated with PDF:
Now a Rician sample can be formed by adding a constant S to the sample Z. The constant, s, should be chosen such that the Rician parameter, R, has the right value.
Also white Gaussian noise is added. The Gaussian random variable, G, can be generated by multiplying the Rayleigh variable, Z, by either the sine or cosine of a random variable that is uniformly distributed over [ In the final stage, the receiver section, all signals are put through the matched filter that is matched to the P N code of user 1. Thereafter comes the DPSK demodulator and eventually diversity processing. The process described here is depicted in Fig. 5 .
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Importance sampling
It is well known that Monte Carlo simulation can be very time consuming. From References 8 and 9 we know that a sample size of 1O/P, is required to estimate a bit error probability of P, within a 95% confidence interval of [P,2/3, P,4/3]. This means that 10 million samples are necessary to simulate a bit error probability of To reduce the number of samples required a concept called 'importance sampling' is used. Importance sampling is achieved by artificially increasing the rate of 622 errors in the simulation process. This is done by biasing the statistical properties of the received signal. To illustrate this we consider a baseband digital communication system in a memoryless additive white Gaussian noise (AWGN) channel [SI. Let us say that an error occurs if the signal level is less than zero. The probability of error is then:
wheref(x) is the probability density functon (PDF) of the received signal (data signal plus white Gaussian noise).
If we now introduce a new PDF for the received signal, f *(x), due to which more errors occur in the simulation process, the error probability is then [9] : which gives the same result as eqn. 12. It can be seen that the probability of a sample x being selected, is increased by a factor, B(x), given by: Therefore, the weight of the sample is:
In the case of importance sampling, the estimate for the error probability is calculated by summing the weights of the samples that resulted in an error, and dividing the sum by the number of samples taken. It can be shown C8-111 that if the greater part of the samples have a weight that is less than one, the importance sampling concept reduces the number of samples required for the bit error probability estimate to have a certain variance.
In References 8-1 1 three different 'importance sampling' techniques are described for the baseband communication system in an AWGN channel. The first technique is to increase the variance of the PDF of the Gaussian noise. The second is to shift the PDF of the Gaussian noise in the direction where the preferred samples lie. The third technique is to transform the random input signal like:
where c is a positive constant. The PDF of x' is then:
In Fig. 6 the three transformation of the Gaussian PDF are illustrated.
In this simulation, importance sampling is accomplished by biasing the PDF of the signal of user 1. This is done by decreasing the constant S (line of sight component) in eqn. 6 . In this way the wanted signal is weakened and the error rate is increased. The weight of a sample x is then:
This transformation is illustrated in Fig. 7 . The program contains an estimator for the optimal value of C.
Simulation results
In this Section we present some simulation results together with the analytical results obtained earlier. The simulation results were obtained for five values of the signal to noise ratio, namely 10, 16, 20, 30, 40 and 50 dB. When M independently distributed copies of the signal are available, for instance in the case of L > 1, the receiver can select the strongest signal to obtain the best possible detection result. This is called selection diversity.
In eqn. 19 p and pg should be substituted by pmaX and pp,,. From Reference 4 we know the following expression for ppmx: In the final plot (Fig. 10) we study the effect of the bit rate, r b , on the performance (both analytical and simulation results). We use T, = 125 ns and N = 255. The bit rate is now coupled to the number of paths by the relationship given in eqn. 5. From Table 1 we see that for T, = 125 ns, L = 2 for rb = 32 kbit/s, L = 3 for rb = 64 kbit/s and L = 5 for rb = 144 kbit/s.
From the plots it can be seen that the simulation results fit the analytical results very well for low signal to noise ratios (SNRs), and that there is a difference for high SNRs. In the analytical approach a Gaussian approximation of the multi-user interference was used [4] . For low SNRs, where the contribution of the thermal noise to the total amount of noise is relatively large, the total noise is almost a true white Gaussian noise process. For higher SNRs this is not the case. From the results presented here it can be concluded that the simulation results reveal the limitations of the Gaussian approximation used to obtain the analytical results. However, the difference is so small that the Gaussian approximation can be used to obtain the performance analytically, which is much faster than simulation.
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