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Abstract
The concept of wireless sensor network revolves around a group of sensor nodes that utilize
the radio signals in order to communicate among each other. These nodes are typically
made, of sensors, a memory, a multi-controller, a transceiver, and a power source to supply
the energy to these components. There are many factors that restrict the design of wireless
sensor network such as the size, cost, and functionality. The field of wireless sensor network,
witnessed a remarkable revolution special after the environmental awakening in the last two
decades. Its importance emanates from its capability to monitor physical and environmental
conditions (such as sound, temperature, and pressure) with minimal power consumption. The
principle of passing data cooperatively though a network to a main location played a vital
role in the success of the methodology of WSN.
This report explores the concept of wireless sensor network and how it is been made viable
through the convergence of wireless communications and micro-electro-mechanical systems
(MEMS) technology together digital electronics. The report addresses some of the factors that
have to be considered when choosing the localization algorithm. It is very important to choose
properly since the localization process may involves intensive computational load, based on
many different criteria, as well as analysis method. The report also views the advantages and
disadvantages of localization techniques. Nevertheless, it investigates the challenges associated
with the Wireless Sensor Networks. The report categorizes the algorithms, depending on
where the computational effort is carried out, into centralized and distributed algorithms.
With minimal computational complexity and signaling overhead, the project aims to develop
algorithms that can accurately localize sensor nodes in real-time with low computational
requirements, and robustly adapt to channel and network dynamics. The report focuses
on three areas in particular: the first is the Received Signal Strength indicator technique,
Direction of Arrival technique, and the integration of two algorithms, RSS and DOA, in order
to build a hybrid, more robust algorithms.
In the Received Signal Strength (RSS), the unknown node location is estimated using
trilateration. This report examines the performance of different estimators such as Least
Square, Weighted Least Square, and Huber robustness in order to obtain the most robust
performance. In the direction of arrival (DOA) method, the estimation is carried out using
Multiple Signal Classification (MUSIC), Root-MUSIC, and Estimation of Signal Parameters
Via Rotational Invariance Technique (ESPRIT) algorithms. We investigate multiple signal
scenarios utilizing various antenna geometries, which includes uniform linear array (ULA)
and uniform circular array (UCA). Specific attention is given for multipath scenarios in which
signals become spatially correlated (or coherent). This required the use of pre-processing
techniques, which include phase mode excitation (PME), spatial smoothing (SS), and Toeplitz.
Further improvements of existing localization techniques are demonstrated through the use
of a hybrid approach in which various combinations of RSS and DOA are explored, simulated,
and analyzed. This has led to two major contributions: the first contribution is a combined
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RSS/DOA method, based on UCA, which has the tolerance of detecting both uncorrelated
and coherent signals simultaneously. The second major contribution is a combined Root-
MUSIC/Toepltiz method, based on UCA, which is outperforms other techniques in terms of
increased number of detected signals and reduced computationally load.
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Chapter 1
Introduction
1.1 Goals and Objectives
1.1.1 Goals
1. Survey on recent advances in localization for WSNs.
2. Implementation of selected algorithms in MATLAB.
3. Proposed changes to selected algorithm for an improved performance.
4. Testing, verification, and validation of results.
1.1.2 Objectives
1. Learn about recent advances in localization in WSNs.
2. Understand different practical applications and limitations for localization.
3. Learn about simulation programs such as MATLAB.
4. Simulate various RSS and DOA techniques.
5. Enhance WSNs localization accuracy and robustness using RSS and DOA technique.
6. Investigate different pre-processing schemes to de-correlate coherent signals in DOA
model.
7. Design a hybrid system by combining RSS with DOA model.
1
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8. Improve the total performance by providing different modification for the algorithm.
9. Build a MATLAB-based GUI to facilitate the simulation of the developed localization
system.
1.2 Motivation
WSNs refer to networks involving spastically dispersed sensor nodes that communicate be-
tween each other through wireless channels. Generally, the senor nodes have limited capability
in terms of low power consumption, radio transceiver and small-size memory. Due to the con-
tinuous decrease of both cost and size of senor nodes, it becomes efficient to utilize such nodes
to construct a large-scale WSN. A WSN can be used for area monitoring like in military
observation where the senor nodes are spread over a wide area to detect any possible intru-
sion from enemy. In such a scenario, the spatial information obtained from sensors nodes
will be interpreted wrongly unless we know the respective locations of these nodes. For this
reason, the localization process becomes an important aspect of a WSN and, over the recent
years, researchers attention is focused on how we can improve the accuracy of the localization
process. Applications of WSN include healthcare monitoring, water quality monitoring and
forest fire detection where these applications are unattainable unless we are capable of routing
the information in the network [1].
Specifically, localization is defined as the ability to assign physical coordinates to un-
known nodes in a network. The basic idea behind localization is that some nodes, so-called
anchor nodes, in the network must have known coordinates. The anchor nodes transmit their
coordinates to unknown nodes to assist them in localizing themselves. The assignment of
coordinates to anchor nodes can be done through either hard coding or equipping them with
Global Positioning System (GPS). The former method is impractical as it prevent the ran-
dom disperse of nodes in an area and does not take in to account that a sensor can change
its location with time as in military area where wind can move a sensor. The latter method
is expensive and is inaccurate in indoor areas where GPS signals become inaccurate due to
obstacles like trees and building. Besides, GPS demands significant power which may cause
battery failure for nodes that does not rely on external power supply. Localization is carried
out using various localization techniques such as trilateration and triangulation which utilized
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the neighbour anchor nodes locations to determine the locations of unknown nodes [2].
1.3 Applications
Recently, Wireless sensor networks have gathered the world’s attention because of their di-
verse applications in military, environment, healthcare applications, habitat monitoring and
industry [3]. In these different applications, the need for the location information is essential.
The process of collecting information involves placing many different types of sensors on the
sensor node such as mechanical, biological and thermal sensors to evaluate the environments
properties [4]. These sensors should be placed accurately to get the correct information to be
sensed [3].
1.3.1 Health Systems
Health systems based on WSNs are meant to provide accurate information about emergency
situations and send records about the desired data. This is useful especially for elderly as
sensors can send information about their health condition and thus monitor their activities,
which would help them in their daily life [5]. Caregivers Assistant and CareNet Display
project is an example to monitor the elderly. In this project, sensors are placed on each home
object, thus, a record of the elderlys movements and actions is recorded [3]. For the patients
in the hospitals, sensors give continuous information about their body, which help doctors to
cure the illness in its early stage and prevent serious health issues. For instance, CodeBlue
project has many sensors that sense the blood pressure and heart rate [3]. Its configuration
is shown in Figure 1.1. Also, this project, hopefully, will help to cure patients with different
diseases [5]. Moreover, doctors will be able to locate their patients and their colleagues in the
hospital by using body sensors network. In this way, patients will be under full control and
other doctors will be able to deliver the required assistance quicker [3]. These health systems
are not limited to patients only; infants, also, have special systems. For example, Sleep Safe
is designed to monitor the sleeping position for the infant and alert the parent if their baby
sleeps on his stomach. This system has two sensors, one is placed on the baby’s clothing to
detect the baby’s position with respect to gravity and the other one is connected to computer.
After collecting the required data, the computer processes these data upon standards that
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are set by the user and, consequently, the babys position will be known. Moreover, the Baby
Glove is a system that will measure the babys temperature, hydration and pulse rate. A
sensor is attached to the swaddling wrap to send these data to a computer. This computer
processes this data and determines if there is anything, which is abnormal and alerts the
parent [4].
1.3.2 Environmental Monitoring
WSNs have an important role in the environmental side. It can be used to monitor environ-
mental properties such as temperature and pressure. Many applications are in monitoring
plants and animals, fire detection and natural changes such as volcanic eruption and floods
are based on WSNs [3]. Rare species of sea birds can be monitored by inserting sensors in
their nets. These sensors can measure the humidity, temperature, and the pressure. Thus,
the researchers will know the specific levels that affect these birds. This is the aim of Great
Duck Island Project. Animals such as Zebras can be tracked. Their moves and behaviors are
monitored to study the effects of human interference and how the Zebras interact with other
species [3, 5]. Hence, around the zebra neck, a sensor node is placed [5]. This node consists
from several components GPS unit, long and short range radio transmitters, microcontroller,
solar array and battery [3]. This is the main purpose of ZebraNet project [3,5]. For monitor-
ing the plants, combinations of sensors are used to sense the humidity, temperature, rainfall
and sunlight. Also, all these nodes are equipped with camera to take images. After that these
images are inserted in the rare plant species, that to be monitored, and in the surrounding
area where these species does not exist. All these data will help the researchers in PODs
project to understand the conditions that affect these rare plants species [3]. In detecting
 
Figure 1.1: CodeBlue project configuration
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forests fire, the nodes contain environmental sensor that can measure temperature, light in-
tensity, barometric pressure and humidity. This will give indications about the possibility of
having fire in the real time. Thus, this will save people’s life and their properties [3]. For
volcanic eruptions, WSNs plays an important role because it does not require risking peoples
life. The sensors in this application should provide reliable data at the event time and with
high data rates [4]. Combinations of microphone and seismometer sensors that collect seismic
and acoustic data are used to monitor the volcano [3]. An example of these sensors is shown in
Figure 1.2. Floods can be predicated using WSNs. This will help to save people and reduce
losses. Sensors that can measure the water flow, rainfall and air temperature is used give
information about the environment [3].
1.3.3 Home Applications
WSNs in home applications have systems that can spot human presence, control the air
conditioning and the lights without the need for the human intervention. Thus, it is essential
in these applications to have small size sensor node, so it can be placed easily on home
objects [3]. Non-intrusive Autonomous Water Monitoring System (NAWMS) is a project
that aims to identify the wastage in water usage for each source alone. The benefit is that
each pipe in the home will be monitored properly and with minimum cost. The project
works on the proportionality between the vibration of the pipe and the water flow. This
vibration is determined by inserting accelerometers to the water pipes. Figure 1.3 shows
the configuration for NAWMS. The sensor nodes are connected to the main water meter to
compute the information about the water flow and send it to every node. The main purpose
of these sensors is to measure the vibration for each pipe. Then, this vibration is routed to
the computation node, so the sensor will be calibrated and the wastage will be specified. The
computation node uses an optimized method to calibrate the sensors, in the sense that the
addition of the water flows in every non-calibrated sensor should be equal to what in the water
meter [3]. Also, Smart building is one of the applications for WSNs. Inside this building,
sensors and actuators are placed. These configurations control, monitor, and improve the
living conditions and allow the reduction in the energy consumption, which can be done by
controlling the airflow and temperature [5].
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Figure 1.2: Sensors for detecting volcanic eruptions
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Figure 1.3: The configuration for NAWMS
1.3.4 Infrastructure Health Monitoring
WSNs are used to predict the health of different infrastructure such as bridge. Sensors measure
the ambient structural vibrations without affecting the bridges operation. This monitors the
bridge and, hence, the appropriate procedures are taken when any problem occurs [3].
1.3.5 Intelligent Transportation
In this application, a traffic monitoring system provides better safety for road users and
prevents accidents. The sensors gather data about the vehicles direction and speed, moreover,
the number of the vehicles that are in the road. This information helps to provide safety
warnings on the roads [3].
1.3.6 Search and Rescue operation
Search and rescue operation is one of many jobs that put the person life on the line. WSN
offers improvement to the Search and rescue operation that will reduce the risk faced by
rescuers. WSN can help in finding the victims location and the area of the catastrophes [3].
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1.3.7 Smart Campus
An intelligent Campus is called iCampus that improves and transforms the end-to-end life cy-
cle of the knowledge of ecosystem which can be done by using the WSNs. The intelligence can
appear in two paths either in the sensor nodes itself or in the cooperative information network
system or both of them. This system does not only support the students but it provides with
new teaching style and expands the management capabilities for the administration. There
are many examples for the iCampus, such as monitoring the students by the mean of sensory
smart card. This card allows the student to use different services available in the university.
Also, it helps the management to study their behaviors and actions [3].
1.3.8 Military applications
Since WSNs localize, identify and track the location of the desired target. Thus, it provides
the soldiers or military troop with information about the enemy orientation and location.
This is the main concept of the VigilNet which is surveillance system. This is used to tack
the objects in the enemy’s territories. Figure 1 shows the network for this system. Moreover,
another application is the counter sniper system which can detect the shooters location. This
system has two different architectures. The first one is Boomerang system which is a group
of microphones that detect the fire by processing the audio signal from the microphones.
This problem in this system is that the lack of capability in the case of multi-path in sound
detection. To solve that, a distributed network composed of acoustic sensors is used, shown
in Figure 2. This works on the concept of the centralized concept, discussed later, which
uses group of sensor to get information about the time and location to identify the bullet [3].
PinPrt is an ad hop acoustic sensor network that locates the sniper. This network senses the
acoustic shock wave that results from the sound of gunfire. The arrival times at sensor nodes
will estimate the snipers location [5].
Also, the minefield is monitored using a self-organizing sensor network in which there is
a peer to peer communication between anti-tank mines, so react to any attacks and changes
the place of the mines. This impedes the enemy movement [5]. Large sensor network can
be used to record any attempt from invaders to pass the country boarders illegally. These
sensors must have camera to record any motion [3].
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1.4 Challenges
Despite the variety of applications that are based on WSNs, researchers encounter many issues
and challenges such as physical layer measurement errors, computation constraints, low-end
sensor nodes, network shape, node mobility, and lack of GPS data.
There are different techniques used in WSNs to identify the position of the unknown
node based on the signal strength and signal direction, which can be converted to distance
and orientation measurements, respectively. These measurements have some errors due to
multipath and shadowing, as shown in Figure 1.4. For example, if the signal is transmitted
from the anchor A to the node B directly, the node B will be able to compute its location by
estimating distance between A and B and this will be A, as shown in Figure 1.4 (a). However,
the real path between the transmitter and the receiver will not be clear. Many problems arise
across this path such as multipath and shadowing [3]. In multipath, multiple copies of the
transmitted signal from variety of paths combines in either constructive or destructive manner
which affect the received signal. The receiver must specify the first-arriving peak. This is
implemented by measuring the time that the cross-correlation first crosses the threshold [6]. In
the shadowing, the signal is affected by different obstacles from the surrounding environment
such as walls, buildings and trees. The signal diffracts along different paths between the
transmitter and receiver [7]. Therefore, in the case of multipath and shadowing, node B will
not be able to get the accurate estimation with respect to node A, this case is shown in
Figure 1.4 (b). This difference will result in high errors in the estimated position [7]. Hence,
it is required to apply different techniques to compute the distance measurements and reduce
the errors [6]. Other attempt is to use averaging techniques to correct the errors, but it is
not desired, so it is better to not take into account these measurements with errors [3]. The
computation constrains are the source limitations. Nodes have restricted amount of power,
small memory and small computations processors. Thus, most of the ranging techniques
may not be done accurately. An attempt In order to solve this problem is to use centralized
system because it can do large computation. On the other hand, these systems increase
the communication overhead. Alternative option is to use simple and distributed algorithm.
This algorithm shows reduction in the energy power and processing [3]. To get the location
information of the node the GPS is used. Actually, the GPS is expensive and has high energy
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Obstacle
(a) Ranging measurements with 
line-of-sight communication
(b) Ranging measurements with 
non-line-of-sight communication
A
B
X
B
A
d
Figure 1.4: The effect of non-line-of-sight and multi-path on ranging techniques
consumption. Thus, it is used in the anchor nodes only [3].
Moreover, the network shape plays an important role in the localization process. For
example, if the node is at the border of the network or not in the convex body, there will be
few measurements; thus, the position will not be estimated correctly [3].
Node mobility is one issue that should be considered in the localization process. The first
scenario is when the anchor nodes are moving and the sensor nodes are in fixed position.
This is an example in military in which the anchor nodes are placed to soldiers who scan the
place and sensor nodes are static and distributed in the battlefield. This will improve the
location accuracy of the sensor nodes. The second scenario is when the anchor nodes are in
fixed positions while the sensor nodes are moving. For example, the anchor nodes are at the
two sides of the river and sensor nodes are in the river. The last scenario is when both types
of nodes are moving such as in the wind [3].
The final challenge is for the wireless sensor nodes components is the quality of sensor node
components. In the sensor nodes, low-end components or hardware measurement devices are
placed because they reduce the system cost. These components allow error in distance or
orientation estimation, which is added to the error produced by the channel. To solve this
issue, different measurements can be taken from various neighbors in different time slots to get
good localization accuracy. In addition, these low-end components may introduce temporary
or permanent node failure [3].
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1.5 Achievements and Publications
1.5.1 Achievements
• Participation in RTA innovation week
• Winning the first place in the IEEE International Conference on Communications, Signal
Processing, and their Applications (ICCSPA’15) student poster competition
• Participation in the IEEE UAE student day
1.5.2 Publications
• M. I. AlHajri, R. M. Shubair, L. Weruaga, A. R. Kulaib, A. Goian, M. Darweesh,
R. AlMemari,Hybrid Method for Enhanced Detection of Coherent Signals using Cir-
cular Antenna Arrays, IEEE International Symposium on Antennas and Propagation
(APS’15), 2015.
• M. I. AlHajri, A. Goian, M. Darweesh, R. AlMemari, R. M. Shubair, L. Weruaga, A.
R. Kulaib, Hybrid RSS-DOA Technique for Enhance WSN Localization in a Corre-
lated Environment, IEEE International Conference on Information and Communication
Technology Research, 2015.
1.6 Overview of the Report
The rest of report is arranged as follows. A generalized survey about the localization tech-
niques is explained in Chapter 2. Also, Chapter 2 discusses the localization algorithms which
is divided into centralized and distributed algorithms. Chapter 3 tackles in depth the for-
mulation of RSS method and its simulation results. Chapter 4 studies the formulation of
Direction of Arrival (DOA) method as theory and simulation of Uniform Linear Array (ULA)
and Uniform Circular Array (UCA). In addition, Chapter 4 studies the formulation of Direc-
tion of Arrival method (DOA) in case of uncorrelated signals while introduces pre-processing
techniques to deal with correlated signals. In addition, Chapter 4 compares the performance
of different DOA algorithms based on environmental and array-related parameters. Chapter
5 explains in depth the formulation of different hybrid techniques and its simulation results.
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Chapter 6 describes the MATLAB-based GUI that facilitate the simulation of the developed
localization system. Lastly, Chapter 7 concludes our report with summary of work done and
the expected future work to be accomplished.
Chapter 2
Survey of WSN Localization
In this chapter, several localization discovery and ranging techniques are discussed for esti-
mating the unknown node [8]. In addition, a general classification for localization is presented.
2.1 Location Discovery Techniques
There are three basic localization discovery technique; Triangulation, Trilateration, and Mul-
tilateration.
2.1.1 Triangulation
Triangulation exploits the geometric properties of triangles in order to approximate the lo-
cation of the unknown node. Precisely, triangulation requires at least two angles from the
reference nodes and their respective locations to compute the unknown node position [9].
Figure 2.1 demonstrates the operation of triangulation where the unknown node will lie on
the intersection of the three bearing lines (the line from the anchors to the node). Two
 
Figure 2.1: Triangulation
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anchor with locations pi = [xi, yi]
T and measured angles θi(x) = [θ1(x) θ2(x)]
T (expressed
relative to a fixed vertical line as in the Figure 2.1), then, the location of the unknown node
ps = [xs, ys]
T is determined from the relationships:
tan (θi(x)) =
yi − ys
xi − xs (2.1)
From equation 2.1, we got a system of two equations and two unknowns which can be solved
to obtain the unknown node position. In reality, the measured angles will not be the exact
angles due to the present of noise. Thus, the equation of the real angles (B) is given as:
B = θ(xs) + δ(θ) (2.2)
where δ(θ) is a noise modeled as Additive Gaussian White Noise (AGWN). The error in the
measured angles will prevent the bearing lines from intersecting into a single point leading to
over-determined system. Solving such system will require the use of statistic approach like
Maximum-likelihood or least-square method.
2.1.2 Trilateration
Unlike triangulation, trilateration locates a node position based on the distances measured
from three reference points with known locations. In two-dimensional space, trilateration
requires at least three-distance measurement from non-collinear anchors to obtain a single
location (the intersection of three circles) as showing in Figure 2.2. However, in reality
3-D space, we will demand at least four non-coplanar anchors to solve for the unknown
location [10]. Assuming that we have N anchor nodes with locations pi = [xi, yi]
T (i = 1 ·
N) and distances between the unknown nodes position ps = [xs, ys]
T and the anchors are di
(i = 1 · N). Using these information, we can express the anchor-node relationship using this
system of equations: 

(x1 − xs)2 + (y1 − ys)2
(x2 − xs)2 + (y2 − ys)2
...
(xN − xs)2 + (yN − ys)2


=


d21
d22
...
d2N


(2.3)
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Figure 2.2: Trilateration
After simplifying the above system, we can express it as a linear system:
Aps = b (2.4)
With coefficients:
A =


2(xN − x1)2 2(yN − y1)2
2(xN − x2)2 2(yN − y2)2
...
...
2(xN − xN−1)2 2(yN − yN−1)2


(2.5)
b =


d21 − d2N − x21 − y21 + x2N + y2N
d21 − d2N − x22 − y22 + x2N + y2N
...
d21 − d2N − x2N−1 − y2N−1 + x2N + y2N


(2.6)
In real-time, there is an error in the distance estimation which prevents the circles from
intersecting in a single point. Therefore, in this scenario, we will have to solve the linear system
to obtain the best fitting solution using estimation methods like least square approach. The
node position ps = (xs, ys)
T from the least square is determined using:
ps = (A
TA)−1ATb (2.7)
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The error in the anchor position and location can be presented using Gaussian distribution
with zero-mean as:
wi =
1√
σ2positioni + σ
2
distancei
(2.8)
where σ2distancei represents the variance in the distance between the node and the anchor while
σ2positioni , is the variance in the anchor locations will contains both variance as:
σ2positioni = σ
2
xi + σ
2
yi (2.9)
The new coefficient of the linear system Aps = b becomes:
A =


2w1(xN − x1)2 2w1(yN − y1)2
2w1(xN − x2)2 2w1(yN − y2)2
...
...
2w1(xN − xN−1)2 2w1(yN − yN−1)2


(2.10)
b =


w1(d
2
1 − d2N − x21 − y21 + x2N + y2N)
w1(d
2
2 − d2N − x22 − y22 + x2N + y2N)
...
w1(d
2
N−1 − d2N − x2N−1 − y2N−1 + x2N + y2N )


(2.11)
2.1.3 Multilateration
Both of two previous positioning techniques are limited to the need of the presence of at
least 2 anchors (for triangulation) and 3 anchors (for trilateration) to compute the unknown
node location. However, this problem can be overcome by turning the node that identified
their locations into anchor broadcasting their locations to the all surrounding nodes. This
technique is known as iterative multilateration and it continues until all nodes in a network
have been localized [11]. Figure 2.3 demonstrate the iterative multilateration where the grey
node uses the black anchor to estimates its location. Then, the grey node becomes an anchor
to assist the two white nodes to estimate their positions with the help of the original anchors.
The disadvantage of this method is that the localization error accumulates with each iteration
executed. In case a node is not surrounded by three anchors, then, it can still estimate its
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position by using a method called collaborative multilateration [11]. Figure 2.4 illustrates this
method where we have four anchors and two nodes participating all together to determine the
two nodes locations. A node will estimate its location by solving a system of over-determined
quadratic equation, which relates its location to the other neighbors.
2.2 Ranging Techniques
Several localization techniques that are used to estimate the distance or angle to localize the
position of sensor nodes have been proposed in the literature. They include Time of Arrival
(TOA), Received Signal Strength (RSS), Radio Hop Count, and Direction of Arrival (DOA).
2.2.1 Time of Arrival (TOA) Technique
One of the simplest techniques to measure the distance between nodes is TOA. TOA will
utilize the proportionality relationship between the time and distance to estimate separation
between the two nodes [12]. A signal will be sent by a node at time t1 and it reached by the
receiver node at t2, the distance between the two nodes is:
d = sr(t2 − t1) (2.12)
where sr is the propagation speed of the radio signal. However, for this technique to work
accurately the two clocks at the transmitter and receiver needed to be synchronized precisely
which is quite difficult to achieve in a practical environment. To overcome this limitation,
Round-trip Time of Arrival (RToA) and Time Difference of Arrival (TDoA) are developed [13].
RTOA is quite similar to TOA but it does not require the synchronization between the
sender and receiver nodes. It works by recording the time of transmission tt at node A by its
Figure 2.3: Iterative Multilateration
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Figure 2.4: Collaborative Multilateration
own clocks, then the signal is received by node B which after a specific time period tper it will
send the signal back and the reception time tr is recorded at node A. Then the distance is:
d = sr
tt − tr − tper
2
(2.13)
TDOA techniques can be classified into two main types: multi-node TDOA, and multi-signal
TDOA [14]. The multi-node TDOA is where the difference in time at which the single signal
from a single node arrives at three or more nodes resulting in two hyperboloids [15]. These
two hyperboloids will intersect at a single point, which is the location of the unknown node as
shown in Figure 2.5. While the multi-signal node measures the difference in timings at which
multiple signals from a single node arrives at another node as shown in Figure 2.6. To achieve
this, nodes must be equipped with extra hardware to send two signals simultaneously. The
first signal usually travels at speed of light (3 × 108m/s) and the second signal at the speed
of sound (340m/s).The distance is:
d = (sr − ss)(t2 − t1 − tdelay) (2.14)
where sr= radio signal speed, ss= sound signal speed, t2= arrival time of sound, t1= arrival
time of light
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2.2.2 Received Signal Strength (RSS) Technique
RSS is a common technique in localizing sensor nodes; this is due to the fact that almost
all nodes have the capability to measure the strength of the received signal. The distance is
estimated between two nodes based on the strength of the signal received by the target node,
transmitted power, and the path-loss model [13]. The operation starts when an anchor node
sends a signal that is received by the receiver and passed to the Received Signal Strength
Indicator (RSSI) to determine the power of the received signal [15]. Then the distance can
be calculated using the equation:
PR = PT − 10η log(dij) +Xij (2.15)
where PT is a constant due to transmitted power and the antenna gains of the sensor nodes, η
is the attenuation constant, and Xij is the uncertainty factor due to multipath and shadowing.
The RSS measurement from three anchor nodes can be combined with their locations
(trilateration) to estimate the location of the node.
2.2.3 Radio Hop Count Technique
In Radio Hop Count Technique if two nodes can communicate with each other then the
distance between them is less than R, where R is the maximum range of the radios. Then
to calculate the distance between two nodes three main steps need to be done [16]. First,
calculate the minimum number of hops between the unknown node and each anchor node.
Then average the actual distance of one hop using the following equation:
HopSizei =
∑√
(xi − xj)2 + (yi − yj)2∑
hij
(2.16)
where (xi, yi),(xj , yj) anchor nodes, hij number of hops between anchor nodes Then the dis-
tance between the unknown nodes and anchor nodes is calculated using the following equation:
d = HopSizei × hik (2.17)
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2.2.4 Direction of Arrival (DOA) Technique
In this technique the directions of neighbouring sensors rather than the distance to neighbour-
ing sensor is estimated. DOA can be classified into two techniques sensor array and directional
antenna [?,?,?,17–52,54–57]. The sensor array is comprised of two or more individual sensors
(microphone or antennas) as shown in Figure 2.7. The DOA will estimate the difference in
the arrival timings. The angle of arrival is calculated using the following equation:
∆t =
δ cos(θ)
y
(2.18)
where ∆t is the difference in arrival time, δ is the antenna separation, θ is the angle of arrival,
and y is the velocity of the RF or acoustic signal In the case of directional antenna, it operates
by calculating the RSS ratio between several directional antennas.
Figure 2.7: Sensor array processing
2.3 Localization Classification
A localization algorithm is a term that refers to the process or set of rules to be followed
in calculations or other problem-solving operations, especially by a computer to establish
location-based technology. The research community proposes many different classifications
for the area of localization in WSNs. Depending on the needed criteria, localization algorithms
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can be categorized as single-hop and multi-hop or as anchor based and non-anchor based, or
as centralized and decentralized (distributed). In this survey, the classification that shall be
adopted is the centralized and decentralized (distributed), as shown in Figure 2.8 [14,58–60]:
2.3.1 Centralized Algorithm
The first class of algorithm is referred to as centralized localization algorithm. Centralized
localization is basically migration of inter-node ranging and connectivity data to a sufficiently
powerful central base station and then the migration of resulting locations back to respective
nodes. Centralized localization algorithm is characterized by its need for enormous computa-
tional power. The high amount of computational power gives the centralized localization its
capability to execute complex mathematical operations. This superb advantage comes with
the disadvantage of the high communication cost. This disadvantage is a result of the process
itself. As all nodes of a network send their data to the central receiver, the computed posi-
tions are sent back to respective node; the communication cost, as a result, of such becomes
considerably high. Centralized localization algorithm itself can be divided in different types,
as shown in Figure 2.9. These types depend on the way they process data at the central
receiver. There are two popular types of centralized algorithms [3, 14]
1. Semi-definite Programming (SDP)
2. Multidimensional Scaling (MDS)
2.3.1.1 Semi-definite Programming (SDP)
One of the most popular approaches of centralized localization algorithms is known as Semi-
definite Programming (SDP). This approach uses Linear Matrix Inequalities (LMIs) to rep-
resent geometric constraints among nodes. After establishing the LMIs, they, all LMIs, get
combined in order to form a single semi-definite program. Solving it produces a bounding
region for every single node of the network. This technique can be used to execute enormously
complex mathematical operations. However, since the SDP is based on the appropriate utility
of LMIs, SDP can only work with those geometric that can be represented by LMIs. In other
words, since LMI cannot be utilized to represent all geometric constraints (Precise range data,
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Figure 2.8: Classification of Localization Algorithms in WSNs
e.g. rings), by extension, SDP cannot be used to represent those configurations. The rule of
thumb is that LMI can only be used to represent geometrical constraints that form convex
regions, such as representing the hop count with a circle, and the angle of arrival with a
triangle, Figure 2.10.
2.3.1.2 Multidimensional Scaling (MDS)
Another popular approach of centralized localization algorithms is known as Multidimensional
Scaling (MDS). This approach is also known as MDS-MAP. This approach utilizes the MDS
that originates from mathematical psychology. MDS-MAP uses Law of Cosines and linear
algebra to reconstruct the relative positions of the points based on the pairwise distances.
This approach uses a set of well-known steps to be efficiently constricted.
1. The first step starts by the gathering of the ranging data. These data are being obtained
from the network that used to obtain a matrix R, in such scenario dij refers to the
distance between nodes j and i.
2. The second step is finished after using the gathered data for the sake of completing the
matrix of the inter-node distances D, which is gotten by applying the shortest path
algorithm such as Dijkstras or Floyds on R.
3. The third step starts after finishing the matrix of the inter-node distances. It starts
by finding the estimates of node positions ps by administrating MDS technique on D,
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Figure 2.9: Configurations that represent Centralized Algorithms
retaining the first 2 (or 3) largest eigenvectors and eigenvalues to construct a 2-D (or
3-D) map.
4. The fourth and the final step is done as a transformation of the node positions ps take
place into the global coordinates by utilizing 3 or more anchors in the case of 2-D, and
4 or more anchors in the case of 3-D.
Comparing the above two centralized localization algorithms, MDS-MAP has a unique char-
acteristic of that when any improvement administered in ranging accuracy will result in a
noticeable improvement in MDS-MAP, which SDP lacks. Another advantage of the MDS-
MAP on the SDP is that MDS-MAP does not need anchor nodes in the start of the process.
It transforms into absolute locations by utilizing coordinates using 3 or more anchor nodes.
A major drawback on MDS-MAP is that it costs way too high for higher order operations.
Moreover, the cost can be reduced partially by using decentralized algorithms (i.e. coordinate
system stitching), explained in the next section.
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Figure 2.10: Illustrations of Semi-definite programming
2.3.2 Decentralized (Distributed) Algorithm
The second class of localization algorithms is referred to decentralized localization algorithm,
which is also known as distributed localization. As centralized localization is a migration of
inter-node ranging and connectivity data to a sufficiently powerful central base station and
then the migration of resulting locations back to respective nodes, Distributed Localization
Algorithm differs from it since in distributed localization algorithm all the computations
relevant to the nodes are done by the nodes themselves; moreover, the nodes communicate
with each other in order to obtain their positions in the network. In other words, the nodes of
the distributed algorithms use each nodes computational power to perform its operations. This
technique demands relatively high inner-node commination besides the parallelism for which
it needs to run tasks comparable to centralized systems. Unlike the centralized localization
algorithm, this technique does not require a centre node with significantly high computational
power, which reduces the cost of implementation. Another advantage of the distributed
localization algorithm is that it is, generally, faster than the centralized algorithm as each
operation is done within the relevant node(s). Distributed algorithms can be divided into six
main categories:
1. Anchor-based
2. Relaxation-based
3. Coordinate system stitching
4. Hybrid Localization
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5. Interferometric Ranging Based Localization
6. Error Propagation Aware Localization algorithms
2.3.2.1 Anchor-based
The first category of distributed algorithms is better known as the anchor-based distributed
algorithms. Anchor-based is a type of distributed algorithms that utilizes the anchors in order
to find the location of unknown node(s). In such algorithms, the nodes obtaining a distance
measurement of a few anchors, as a start. It then determines their location based on the found
measurements. Anchor- based distributed algorithms has several algorithmic approaches:
• The first of these algorithmic approaches is diffusion. Diffusion algorithm depends sole
on the radio connectivity data, which makes this algorithm fairly easy. This algorithm
is based on the following working principle: Assuming that a node ps is most probably
at a centroid of its neighbours positions. There are two different alternatives to this
algorithm. The first option averages the positions of all anchors that can communicate
with the node using radio, in order to localize the position of that node. This technique
was developed by Bulusul [61]. The accuracy of this algorithm is low when a node is far
away from the anchor nodes or anchor density is low. The second option considers both
anchors and normal nodes in determining the position of the node at the centre. Also in
this algorithm, the accuracy is low when a node is far away from the anchor nodes, node
density varies across the network, or node density is low [62]. The first technique has
an advantage when it comes to the needed number of node to start with, as it requires
fewer number than the second technique.
• The second anchor-based distributed algorithmic approach is known as the Bounding
box algorithm. This algorithm calculates the nodes position based on the ranges of it to
numerous anchors. Each anchor covers a range around it, which can be expressed as a
box surrounding the anchor [63,64]. The intersection between the boxes of the anchors
determines the position (location) of an unknown node. An illustration is shown in
Figure 2.11.
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Figure 2.11: Illustrations of the bounding box interaction
2.3.2.2 Relaxation-based
The second category of distributed algorithms is better known as the relaxation-based dis-
tributed algorithms. This algorithm combines the advantages of distributed algorithms scheme
that lies in the computational power with the advantages of the centralized scheme that lies
in the precision and accuracy. Such a fusion brings the algorithm to an utmost capability.
The process of the relaxation-based distributed algorithm follows very specific steps, which
are explained as below [65,66]:
1. The first step begins by giving an estimate of the position of the nodes. This step can
be done using any of the distributed techniques mentioned earlier.
2. The second step starts as the positions are refined using the position estimates of the
neighbouring anchors. Those neighbouring anchors are considered temporary anchors.
The refined step is usually obtained using local neighbourhood multilatertaion. In the
case of this algorithm, neighbourhood multilatertaion is called the spring model. The
terminology refers to the distances between the nodes with their resting springs.
3. Using an optimization technique will change the nodes position every single or a number
of iteration(s). What determines the end of this step is that all the nodes involved must
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have zero forces subjected to them. It is only then the process moves to the final step.
4. The final step involves forming a global minimum, which happens if and only if:
• The magnitude of all the acting-on-nodes forces is equal to zero.
• The magnitude of the forces between nodes is also zero.
By following the step, relaxation-based distributed algorithm can be obtained gracefully. Al-
though this algorithm is quite an effective one, it has a serious drawback that lies in its
sensitivity to the initial positions that it starts with. The problem manifests even more if the
initial position in a local minima. However, this problem is solvable by utilizing a fold-free
algorithm. This type of algorithm can position the nodes in a starting position such that they
almost certainly never fall in local minima.
2.3.2.3 Coordinate System Stitching Algorithm
The third category of distributed algorithms is known as Coordinate System Stitching algo-
rithm. In this algorithm, the network is divided into smaller and overlapping regions, usually
known as sub regions. Each of those sub regions creates its own optimum local map. There are
many approaches for this technique, yet the general steps to applying it is as the following [67]:
1. The first step is the most crucial one, if not done correctly the algorithm can never work.
This step involves splitting the network into areas. Those areas, sub regions, must be
overlapping. This is usually used with a single node and its one-hop neighbour. This
step differs from an algorithm to another.
2. The second step begins when the splitting of the sub regions is done. At this stage,
a local map must be computed for each of the sub regions. This step differs from an
algorithm to another.
3. The final step starts after finishing the computation of the optimum local map. The
third step involves placing the entire sub regions into one single global coordinate system,
thus the name. This step is done using registration procedure. This step common for
all algorithms.
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2.3.2.4 Hybrid Algorithm
The fourth category of distributed algorithms is known as Hybrid Algorithm. In such scheme,
two different localization techniques are being used. For example, MDS and the Proximity
based map (PDM) or MDS with Ad- hoc positioning system (APS). Hybrid techniques and
algorithms are usually used to make advantages and to overcome the limitations of both
techniques in use. Overall, the performance of the hybrid algorithm is better than each of the
techniques used individually. Let us take an example in details; the author in [68] combined
the MDS with the PDM in order to establish a hybrid technique and so to localize the sensor
nodes location. It starts by dividing the nodes into 3 classes:
• Primary anchors
• Secondary anchors
• Normal sensors
The manifestation of the hybrid technique is in the following steps:
1. Initially, each primary anchor sends an invitation packer contains an ID that is unique
to each invitation, which contains a value, ks, controlling the number of neighbouring
secondary anchors.
2. At this instant, a counter function is initialized and set to zero. The invitation sent is
then received by the normal sensor, which by its turn performs a Bernoulli trial.
3. If the output of the trail is true (p), the normal sensor increments the counter and thus
becomes a secondary anchor.
4. Transmitting the packet from neighbouring sensors from one to another until all the
counters are equal.
5. Following the steps with the primary and again with the secondary repeatedly can
guarantee the success of the hybrid technique.
The hybrid technique has an advantage of that it can be used in both indoor and outdoor lo-
calization. Interferometric ranging based localization and error propagation aware localization
algorithm is not discussed as it is beyond the scope of this project.
Chapter 3
Received Signal Strength
In this chapter, the log-normal channel model is derived and explained. In addition, a com-
parison between different estimators is presented.
3.1 RSS Modeling
The free-space propagation model is used for predicting the received signal strength in the line-
of-sight (LOS) environment where there is no obstacle between the transmitter and receiver
[69]. The RSS equation is derived from Friis Transmission formula [3]
Pr = PtGtGr
λ2
(4π × dij)2 (3.1)
where Pr is the received signal strength from sensor node i at node j at time t,Pt is the
transmitted power,Gt is the transmitter gain,Gr is the receiver gain, dij is the distance from
sensor node i at node j, and λ is the wavelength of the signal. From the equation above, the
received power Pr attenuates exponentially with the distance dij [69]. The free-space path
loss,PLF , is derived from the equation above by 10 log the ratio of the transmitted power Pt
to the received power Pr and setting Gt= Gr=1 because in most of the cases, the antennas
that are used are isotropic antennas, which radiate equally in all direction, giving constant
radiation pattern [69]. Thus, the formula is the following:
PLF (dij)[dB] = 10 log
(
Pt
Pr
)
= 20 log
(
4π × dij
λ
)
(3.2)
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In the free-space model, the average received signal in all the other actual environments
decreases with the distance between the transmitter and receiver dij , in a logarithmic manner.
Therefore, path loss model generalized form can be obtained by changing the free-space path
loss with the path loss exponent n depending on the environment. This is known as the
log-distance path loss model which will result in the following formula [69]:
PLLD(dij)[dB] = PLF (d0) + 10η log
(
dij
do
)
(3.3)
where d0 is the reference distance at which the path loss inherit the characteristics of free-
space in equation 3.2 [69]. This distance is set to different value depending on the propagation
environment; for example, it is 1 km for a large coverage cellular system. In our case we will
consider this value to be 1m. The value of n is 2 which resembles the free-space. Different
values for n resembles different environment conditions [69].
Every path between the sender and the receiver has different path loss since the environ-
ment characteristics changes as the location of the receiver changes. Moreover, the signal may
not penetrate in the same way. For that reason, a more realistic modelling of the transmission
is assumed which is the log-normal modelling.
PL(dij)[dB] = PLF (d0) + 10η log
(
(
dij
do
)
+Xσ (3.4)
where PL(dij)[dB] = Pt[dB]-Pr[dB] is the path loss at distance dij from the transmitter,
PLF (d0) is the path loss model at the reference distance d0 which is constant. Xσ is Gaussian
random variable with a zero mean and standard deviation σ [68].
In order to find the location of the blind node with respect to three reference nodes
(p1,p2,p3), three circles will be used to draw three lines. These lines passes through two
points at which the two circles intersect, and they are called the line of position (LOP), as
shown in Figure 3.1. To find the equation that represents each line, we start with the distance
equation that describes the length between the ith reference node and the blind node, which
is given by [3]:
Di = ‖pi − ps‖ =
√
(xi − xs)2 + (yi − yj)2 (3.5)
where pi = (xi, yi) is the position of the reference node, ps = (xs, ys) is the position of the
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unknown node, and ‖x‖ is the norm of vector x.
Then, the LOP between p1 and p2, will be computed by squaring and taking the difference
between D2 and D1 ,thus, the result will be as follow:
(x2 − x1)xs + (y2 − y1)ys = 1
2
(‖x2‖2 − ‖x1‖2 +D21 −D22) (3.6)
The same scenario applies between p2 and p3 and between p1 and p3 , as follows [1]
(x3 − x2)xs + (y3 − y2)ys = 1
2
(‖x3‖2 − ‖x2‖2 +D22 −D23) (3.7)
(x3 − x1)xs + (y3 − y1)ys = 1
2
(‖x3‖2 − ‖x1‖2 +D21 −D23) (3.8)
The blind node location will be estimated by solving for xs and ys in the above three
equations. However, increasing the number of the reference nodes will result in more intersec-
tion points. These lines will not intersect at the same point due to the error in the distance
measurements. Hence, it is required to find another technique to provide better estimation
for the location of the unknown node [3].
For any localization system, with N anchor nodes, there will be N − 1 independent lines
represented in the following formula:
ai,1xs + ai,2ys = bi (3.9)
where the coefficients ai and bi are known. The above equation, also, can be written as
follows:
aips = bi (3.10)
where ai =[ai,1 ai,2] and ps = [xs ys]
T . All lines equations can be described in matrix format:
Aps = b (3.11)
whereA = [A1 A2............AN−1 ]
T , b = [b1 b2............bN−1]
T , This equation has no solution, as
the straight lines do not intersect at one point. For that reason, different estimation techniques
have been used to find the position of ps.
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Figure 3.1: Node estimation in RSS
3.2 Norm Approximation
The simplest norm approximation problem is an unconstrained problem of the form
minimize ‖Aps − b‖22 (3.12)
whereA ∈ Rm1×n1 and b ∈ Rm1 are problem data, ps ∈ Rn1 is the variable, and ‖.‖ is a norm
on Rm1 . A solution of the norm approximation problem is sometimes called an approximate
solution of Aps ≈ b,in the norm ‖.‖. The vector
rresidual = Aps − b (3.13)
is called the residual for the problem; its components are sometimes called the individual
residuals associated with ps.
The norm approximation problem in 3.12 is a convex problem, and is solvable. Its optimal
value is zero if and only if b ∈ ℜ(A). We can assume without loss of generality that the
columns of A are independent; in particular, that m1 ≥ n1. When m1 = n1 the optimal point
is simply A−1b, so we can assume that m1 > n1 [70].
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3.2.1 Least-squares Approximation
The most common norm approximation problem involves the ℓ2-norm [71]. By squaring the
objective, we obtain an equivalent problem which is called the least-squares approximation
problem,
minimize ‖Aps − b‖22 (3.14)
where the objective is the sum of squares of the errors. This problem have an analytically
solution by expressing the objective as a quadratic function:
f(ps) = p
T
sA
TAps − 2bTAps + bTb (3.15)
A point ps minimizes f if and only if
▽ f(ps) = 2ATAps − 2ATb = 0 (3.16)
ATAps = A
Tb (3.17)
which always have a solution. Since we assume the columns of A are independent, the least-
squares approximation problem has the unique solution:
ps = (A
TA)−1(ATb) (3.18)
The least-squares estimator is a maximum likelihood estimator of a Gaussian distribution
with a zero mean and variable variance (see Appendix A). However, in the least-squares all
of the anchor nodes will be given the same weight in the estimation of the node regardless
of the location of the node, which will result in a higher error in the distance estimation. To
overcome this limitation, more weight will be given to those measurements corresponding to
the closer distances and this will results in a higher accuracy. The Weighted Least Square
(WLS) formuls is:
ps = (A
TWA)−1(ATWb) (3.19)
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where W is the weighting matrix
The computation complexity of the WLS is O(S3) where S is the number of reference nodes
inside the coverage area of the blind node but, not the total number of the anchor nodes. On
the other hand, the computational complexity in the LS is O(S) [11]. However, in practical
deployments the value of S is usually small, so WLS can be executed in a resource-constrained
device.
3.2.2 Huber Robustness
In the Huber robustness the ℓ1-norm is used:
minimize ‖Aps − b‖1 (3.20)
In the ℓ1-norm the absolute error is minimized, which means the size of the error will be
smaller than the case of ℓ2-norm and so will be less sensitive to the outliers [72].However,
in the case of Huber robustness we have an absolute value and so the derivative can not be
applied and for that reason the problem is solved using the Iterative Reweighed Least Square
(IRLS) technique.
In the first iteration the weights will be carried out using the WLS. After that, in the
second iteration the absolute error (ei) will be evaluated and the weights will be updated
using the following equation:
wi =
n∑
i=1
1
|ei|+ ǫ |ei|
2 (3.21)
After several iterations the answer will converge to the minimum. The value of ǫ is added
to avoid having a discontinuity and it is critical to the performance of the estimator [73]. This
is because the value of ǫ resembles the size of the ℓ2-norm curve in the Huber robustness.
3.3 Simulation Results
3.3.1 Performance
In order to compare the performance of the three RSS based localization approaches in terms
of accuracy of the localization results, several nodes are placed in a two-dimensional region
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with the size of (100m × 100m). Each anchor node contains one antenna operating at a
frequency of 1GHz. To evaluate the performance of the two techniques, Root Mean Square
Error is evaluated 150 times for every SNR value. The performance of least square is plotted
on Figure 3.2.
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Figure 3.2: RMSE for different values of SNR using LS
It is evident that by increasing the SNR the RMSE decrease. This is because by increasing
the SNR, the error in distance measurements will be reduced and therefore a better estimation
of the unknown node location. When the SNR is 1 dB the RMSE was 36.52m and as the
SNR increases the RMSE decreases reaching 0.9457m at 12 dB.
Comparing the two Figures 3.2 , 3.3 we noticed that at the same SNR value, WLS indicates
lower RMSE value compared to that in LS, that is at SNR=12, RMSE in WLS is 0.4574m
and in LS 0.9457m. Actually, a closer look in equation 3.4, we can notice that the RSS does
not vary linearly on the distance between nodes, thus, the same error will result in larger
errors in process of estimating the distance, especially, in long distance between the nodes.
More precisely, the accuracy in the estimation relies on the distance between the nodes [11].
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Figure 3.3: RMSE for different values of SNR using WLS
LS treats different distance lengths equally, which can be noticed from equation 3.18, so
the error will be high. However, WLS takes into account the different lengths by using the
weighting matrix, as in equation 3.19, which gives high weight for the short distances, thus
better accuracy. This matches with the simulation results, which show the dramatic reduction
in RMSE for WLS compared to that in LS at the same value for SNR.
The third estimator being used is the Huber robustness. From the simulation results in
Figure 3.4 it can be seen that the best performance achieved using the Huber robustness is
the same as the WLS and can not achieve a better performance. This is because the noise
is Gaussian and the best estimator to deal with a Gaussian noise is an ℓ2-norm and more
specifically WLS.
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Figure 3.4: RMSE for different values of SNR using Huber Robustness
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Figure 3.5: RMSE for different values of SNR (least,weighted least square, and huber robust-
ness)
It is clear that the WLS and Huber robustness achieves the optimal performance in com-
parison to the least square as shown in Figure 3.5. The performance of the WLS and Huber
robustness is almost 5 times better than the least square. This is because small distance
estimations have more significant effect on the final estimated location than large distance
estimations.
However, by making the distance between the anchor nodes and unknown node almost
equal the performance of the three estimators is almost the same as shown in Figure 3.6.
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Figure 3.6: RMSE for different values of SNR (least,weighted least square, and huber robust-
ness)
The performance is almost the same because the weight for each anchor node will be almost
the same because the distance between nodes is almost equal. Therefore, the advantage of
WLS and Huber over LS will vanish in this condition.
3.3.2 Robustness
In the previous test, the environment was exactly the same as the environment used to develop
the pathloss model. However, in a real situation it is very likely that there will be some
changes in the environment. For example, changes in furniture locations or moving peeople
in the area. When changes happen in the environment, the pathloss model does not resemble
the real environment. Therefore, it is important to test the performance of the algorithm to
changes in the pathloss exponent as shown in Figure 3.7.
It can be seen clearly from Figure 3.7 that for a lower pathloss exponent the RMSE is larger
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Figure 3.7: Robustness of the algorithm to changes to in the pathloss exponent
and this is because the distance estimated will be larger and so a higher error is associated
with it.However, for the higher pathloss exponent the distance estimated is smaller and so
lower error associated with it.Moreover, it can be seen that the Huber robustness and the
WLS is less sensitive to changes in the pathloss exponent compared to the least square.
Chapter 4
Direction of Arrival
In this chapter, two conventional array geometries namely Uniform Linear Array (ULA) and
Uniform Circular Array (UCA) are analysed to be used with DOA-based algorithms. Then,
the importance of received signals to be uncorrelated is highlighted in type of signal section as
well as how to de-correlate correlated signals using Phase mode Excitation, Spatial Smoothing
and Teopiltz algorithm. After that, the DOA-based algorithm are introduced which includes
MUSIC, Root-MUSIC, UCA-Root-MUSIC, ESPRIT and UCA-ESPRIT. Lastly, the numer-
ical results are provided to show the performance of DOA-based algorithm and DOA-based
localization.
4.1 Conventional Sensor Array Configurations
For the DOA, antenna arrays are recommended as they can detect multiple signals at the same
time, which is a quality that directional antenna lacks. Based on this type of antennas, several
geometrical conventional sensor array configurations can be used to perform the estimation
of DOA. The most adopted configurations are known as Uniform Linear Array (ULA) and
the Uniform Circular array (UCA).
4.1.1 Uniform Linear Array (ULA)
The Uniform Linear Array (ULA) is one of the adopted configurations of DOA, as shown in
Figure 4.1. In it, a set of N sensors (antennas) is being scattered along a single dimensional
line. The sensors must maintain uniform and equal distances between them, often, the sensors
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used in such configuration are known as omni-directional sensors. In this scenario, those
sensors receive M numbers of narrowband signals sm(t), where 1 ≤ m ≤ M . The angle
of which the signal originates from is different from the others. Those angles are known as
azimuth angles θm. The N -dimensional received data vector x at any time t is given by [74]:
x(t) =
M∑
m=1
as(θm)sm(t) + n(t) = As(θ)s(t) + n(t) (4.1)
where n is a noise vector modelled as white and zero-mean complex Gaussian, As(θ) is a ma-
trix which consist of M steering vectors, and as(θm) is the steering vector, which corresponds
to the DOA of the mth signal, defined as:
as(θm) =
[
1 e−jφm e−2jφm ... e−j(N−1)φm
]T
(4.2)
where φm represents the phase shift between the elements of the sensor array and is expressed
as:
φm = 2π
(
d
λ
) sin(θm)
)
(4.3)
n=1 n=2 n=N
-------
array 
normal
incident plane 
wave
d
d sin
n=N-1
Figure 4.1: Geometry of N-elements (ULA)
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4.1.2 Uniform Circular Array (UCA)
The Uniform Circular Array (UCA) is another adopted configuration of DOA, shown in Figure
4.2. In it, a set of sensors (receivers) are being scattered in two dimensions, x-y plane. To
perform this configuration, let us assume a set of N numbers of sensors. Those sensors are
placed in a circular shape, making a ring that has a radius of r. It is crucial to maintain
a uniform and equal distances between the sensors, d, along the ring circumference. It was
established that the N -dimensional received data vector x at any time t is given by equation
4.4 [68,75].
The steering vector of a circular array is expressed by the following:
as(θm) =
[
ej(
2pir
λ
) cos(θm−θn)
]T
; 1 ≤ n ≤ N (4.4)
where θn is the angular location of each element and is calculated using:
θn = 2π
(
n− 1
N
)
(4.5)
4.2 Type of Signals
In communication systems and signal processing, a signal is defined as the function that
carries data or conveys information about the attribute or behavior of some phenomenon.
IEEE Transactions on Signal Processing stretches the definition of the word signal to include
all video, audio, speech, image, radar, sonar, communication, musical, geophysical or even
medical signals [76]. Signals can be classified based on many different criteria. For example,
in the physics world, signals can be categorized based on their exhibited variations in time or
space or both. In this project, since we are considering practical environment, the classification
that is mostly relevant is based on the correlation of the signals. In other words, the signals
are cataloged into correlated signals and uncorrelated signals.
4.2.1 Uncorrelated Signals
The definition of the uncorrelated signals comes from probability theory and statistics. In
statistics, two real-valued random variables A and B are said to be uncorrelated if and only
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Figure 4.2: Top view of the N-element circular array in x-y plane
if their covariance is equal to zero. i.e.
E(AB)− E(A)E(B) = 0 (4.6)
Consequently, if the two variables are considered uncorrelated, there cannot be linear
relation between them. For example, uncorrelated white noise refers to the face that no two
points in the time domain of the noise is associated with each other. This also means that
the noise value at time (t+1) cannot be predicted if noise at time (t) is known [77]. In the
detection of DOA, when an uncorrelated signal is in use the method of detection is quite
straightforward to perform. The standard MUSIC, Root-MUSIC, ESPRIT algorithms, or
any other type of algorithm of detection can be performed and used. That is due to the fact
that every signal is being treated as a separate individual entity. In other words, each signal
has its unique patterns and trends. It will be discussed with more details in later chapters,
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but it is important to highlight that MUSIC algorithm, for example, can detect up to N -1
uncorrelated signals without problems.
4.2.2 Correlated Signals
The other type of signals that we are considering in this project is known as the correlated
signal. Generally speaking, correlation is a mathematical operation that is very similar to
convolution. It can be define as the degree of association between two random variables. For
example, when speaking about two graphs of two set of data, the correlation between them
refers to the degree of resemblance between them. Unlike the non-correlation, the covariance
of two inputs must not necessarily equal to zero to be called correlated. i.e.
E(AB)− E(A)E(B) 6= 0 (4.7)
It is important to highlight that correlation is not the same as causality. Causality set the
relation between to events by making one the cause of the other (i.e. cause and effect). Cross
correlation is the correlation between two different signals. It also can be between a signal
and itself, in which it is called auto-correlation [78].
In the detection of DOA, correlated signal(s) cannot be detected by standard methods.
Standard usage of the methods, mentioned earlier, will result into a wrongful interpretation of
the data. To avoid such interpretations, new methodology must be introduced to the standard
detection methods such as spatial smoothing, phase mode excitation, and Toeplitz algorithm.
4.2.2.1 Phase Mode Excitation
Practically, uniform circular array is of a great importance when it comes to estimate the DOA
of incident signals. Compare to ULA, UCA provides a complete coverage for all azimuthal
angles as well as a uniform performance in detecting them. However, UCA falls behind ULA in
the way its steering vector is designed. ULA has a steering vector of Vandermonde structure.
This structure is unique as it allows efficient computational algorithms like Root-MUSIC
and de-coherent techniques to be implemented. For UCA, it does not possess Vandermonde
structure due to the dependence of UCA steering vector with the sensor angular location.
To overcome such limitation, phase mode excitation is used. Phase mode excitation is a
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beamforming technique to convert the steering vector of UCA into a virtual steering vector
characterized by a Vandermonde structure. In other word, the UCA is mapped and converted
into a virtual ULA. Thus, all methods applicable to ULA can now be employed to UCA
indirectly through the phase mode excitation [79].
To comprehend the concept behind the phase mode excitation, we first need to extend our
UCA modeling from 2-D into 3-D, where an elevation angle θe is introduced as shown in the
Figure 4.3.
Figure 4.3: Array geometry for UCA including the elevation angle
In the previous UCA model discussed in section 4.1.2, the elevation angle was assumed
to be fixed at 90o for all incident signals. In the new UCA model, we will keep the value of
elevation angle constant for any arbitrary incident signals but the actual angle can vary from
0o up to 90o.
Consequently, the resulting steering vector for UCA having N elements with radius r and
receiving a narrowband signal arriving from azimuth angle θm ∈ [ −π , π ] and θe ∈ [ 0 , pi2 ]
is modeled as:
as(θm) =
[
ej(
2pir
λ
) sin(θe) cos(θm−θn)
]T
, 1 ≤ n ≤ N (4.8)
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The elevation angle θe is measured from the incident signal down to the z-axis while the
azimuth angle θm is measured from the projected vector of the incident signal to the x-axis
in a clockwise direction. As θe is assumed to be fixed for all received signals, we can simplify
equation 4.8 by defining ζ = (2pirλ ) sin(θe). Now, the elevation angle θe is dependent through
ζ and the equation 4.8 become:
as(θm) =
[
ejζ cos(θm−θn)
]T
, 1 ≤ n ≤ N (4.9)
4.2.2.1.1 Phase Mode Excitation Principle
The basic idea of phase mode excitation is about applying a beamforming vector to transform
the beam pattern of UCA into a beam pattern similar to that of ULA and, simultaneously,
reserving the original steering direction of UCA. To carry out this beamforming, we first need
to produce and visualize the array pattern of ULA. This procedure is done to give us an idea
of how to synthesis the phase mode excitation beamformer.
Then, the phase mode excitation beamformer will be derived for continuous circular array
(CCA) and extended to uniform circular array (UCA).
In case of CCA, there is an infinite number of sensors arranged over ring, so the effect inter-
element spacing in this scenario is ignored. Undoubtedly, CCA cannot be realized practically.
However, from theoretical point of view, it considered as an ideal free-error scenario for
employing the phase mode excitation beamformer. Then, the beamformer will be employed
on the UCA which represents a practical model. At the latter model, we will understand why
a quantization error arisein the UCA geometry [79].
4.2.2.1.2 Array Pattern of Uniform Linear Array (ULA)
The Array pattern of an array can be obtained using beamforming technique. Beamforming
is simply a spatial filtering operation where weights are assigned to the array output followed
by a summing process to obtain a beam. Assume x(t) to be the array output at time t and
wH = [w0, w1, · · · , w(N−1)] is the corresponding beamforming weight vectors assigned for each
N element. The equation of beam output y(t) is given as [80]:
y(t) = wHx(t) (4.10)
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As we are interested in obtaining the beam pattern of an array, x(t) is replaced by as(θ).
That is because the array response of an array to a source signal impinging from arbitrary
angle θ is the steering vector to that angle. The elements in the steering vector as(θ) are
separated by equally phase shifts. Thus, for N elements array, its beam pattern equation is
defined as
f(θ) = wHas(θ) =
N−1∑
n=0
wnas(θ) − 90o ≤ θ ≤ 90o (4.11)
The array pattern f(θ) in equation 4.11 is given in complex-value form. By taking the
absolute value, the array pattern |f(θ)| usually follow an oscillatory function with main-lobe
and side-lobes. The main-lobe corresponds to the pass-band of the beamformer so signals
received at main-lobe pass unattenuated. Similarly, signals received at side-lobes will be
severely attenuated. Thus, beamformer weights can be selected to make the steered array
look in a specific direction.
In cophasal beamforming, the weights wH are assigned to steer the array to the desired
direction θm [11]. This can be simply achieved by assigning w
H =
as(θm)
H
N
so signal coming
from θm will be unattenuated. The weights are divided by N for normalized purposes. Thus,
the array pattern under cophasal beamformer for a signal received at azimuth angle θm is
given as:
f(θ) =
as(θm)as(θ)
N
, − 90o ≤ θ ≤ 90o (4.12)
The array pattern of ULA under cophasal beamformer is determined by substituting as(θ)
and as(θm) in equation 4.12 with their equivalent quantity in ULA given in equation 4.2. let
v = (2d)sin(θ)λ , so as(v) and as(vm) can be written as:
as(v) =
[
1 ejpiv ... ej(N−1)piv
]T
(4.13)
as(vm) = e
jpivm (4.14)
By substituting as(v) and as(vm) in equation 4.12, the resulting array pattern for ULA
becomes:
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f(v) = ej(N−1)
pi
2
(v−vm)
sin(N pi2 (v − vm))
N sin(pi2 (v − vm))
,−1 ≤ v ≤ 1 (4.15)
To visualize the beam pattern of ULA, let us consider a narrowband signal impinging
on ULA from θm = 0
o with N=10 and inter-element spacing of d=0.5λ. These values will
result in vm =
2dsin(θm)
λ . Thus, by substituting vm in equation 4.15 and plotting the result
for −1 ≤ v ≤ 1, we obtain the ULA array pattern as shown in Figure 4.4.
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Figure 4.4: Array pattern of ULA with 10 element receiving a signal from θm=0
Clearly from Figure 4.4, the cophasal beamformer has steered the ULA into direction
θm = 0
o as the main-lobe of the beam pattern is centered at v=0 which correspond to
θm = 0
o.
4.2.2.1.3 Phase of Excitation of Continuous Circular Array (CCA)
From the previous section, we noticed that a desired beam pattern of ULA is obtained by
applying weights directly on the individual elements. Unfortunately, this methodology cannot
be used with circular array due to the existence of angular position. However, there exists a
power approach to overcome this problem. A beamformer weight called excitation function
is applied with angular argument θn. In the excitation function, the phase of the weight are
assigned in a linear manner based on the angular location of an element to a reference element
(array element 0). The linear phase increase of the excitation function weights, is done in a
similar pattern compared to the cophasal excitation of a ULA. As θn is periodic with a period
of 2π , then any excitation function w(θn) can be expressed using Fourier series with each of
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its harmonic is termed with the phase mode m. The general representation for the excitation
function w(θn) is given as [79]:
w(θn) =
∞∑
p=−∞
cpe
jpθn (4.16)
where cp is the Fourier series coefficient for the corresponding m
th phase mode obtained as:
cp =
1
2π
2pi∫
0
w(θn)e
−jpθndθn (4.17)
The excitation function for the pth phase mode is modeled as wp = e
(jpθn) which simply
represents a spatial harmonic for the generalized excitation function w(θn). To obtain the
normalized far-field of pth phase mode, wp is multiplied with circular array steering vector
for each element followed by summation process. As we are dealing with CCA, then the
summation approach integral taken from 0 to 2π. The resulting normalized far-field of phase
mode p is given as:
f cp(θ) =
1
2π
2pi∫
0
w(θn)e
−jζ cos(θm−θn)dθn (4.18)
where θ = (ζ, θm) represents the angle of received signal in term of both azimuth and elevation
angles while superscript c donates continuous array.
Using Bessel function property, f cp(θ) can be expressed in a compact form as:
f cp(θ) = j
pJp(ζ)e
jpθm (4.19)
where Jp(ζ) is a first kind Bessel function of order p.
By analyzing equation 4.19, the following observation is deduced:
• In the far-field pattern f cp(θ), the resulting azimuthal variation given by ejpθm have the
same form as the excitation function ejpθn . This property of phase mode excitation is
considered as the basis for pattern synthesis to be employed with UCA.
• The effect of amplitude and elevation in far-field pattern f cp(θ) is determined through
the Bessel function. This relationship imposes a limit on the number of modes to be
synthesized. As the visual region for θe is bounded by 0 ≤ θe ≤ π
2
, its corresponding ζ
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will be bounded within 0 ≤ ζ ≤ 2πr
λ
. For a given Bessel function Jp(ζ), its amplitude
becomes small as the order p exceed the argument ζ. Thus, the highest order h to excite
a mode with a reasonable strength is given as
h ≈ 2πr
λ
(4.20)
This implies that the total excitation modes for CCA is p ∈ [−h, h]. The following
example will demonstrate the validity of equation 4.20. Considering a CCA with r = λ,
then equation 4.20 suggests that the maximum order to be excited is h = 6. This is
clear from Figure 4.5 where J7(ζ) corresponds to mode 7 is very small in the visible
region 0 ≤ ζ ≤ 2π and hence can be safely ignored. Therefore, we conclude that the
phase modes in the range p ∈ [−6, 6] considered enough to be excited by CCA with a
reasonable strength.
Figure 4.5: Bessel functions for J0(ζ) up to J7(ζ) where 0 ≤ ζ ≤ 2π
Chapter 4. Direction of Arrival 53
4.2.2.1.4 Phase of Excitation of Uniform Circular Array (UCA)
As UCA is a sampled version of CCA, its beamforming vector wm is also a sampled version of
that for the CCA. For a UCA with N elements, its normalized beamforming vector to excite
an array with phase mode p, where p ∈ [−h, h], is modeled as:
wp =
1
N
[
1 e−
j2pip
N ... e−
j2pip
N
]
(4.21)
The beam pattern of UCA is obtained by applying the normalized beamforming vectors
on the UCA steering vector given as [79]:
f sp (θ) = w
H
p as(θ) =
N−1∑
n=0
ejpθne−jζ cos(θm−θn) (4.22)
where superscript s donates a sampled array
After mathematical simplification explained in [81], equation 4.22 is written as:
f sp(θ) = j
pJp(ζ)e
jpθm +
∞∑
q=1
(jg1Jg(ζ)e
−jg2θm + jhJh(ζ)e
jhθm) = jmJm(ζ)e
jmθm + ǫm (4.23)
where variable ǫm represents the induced error which is the summation term, while indexes
g1 and g2 corresponds to g1 = Nq − p and g2 = Nq − p.
By analyzing equation 4.23, the following observation is deduced:
• There are two main terms in equation (4.23), the first term is called the principle term
which is identical to far-field pattern obtained from CCA. The second term is the residual
term ǫp generated due to sampling CCA with N elements to form the UCA.
• The exact value of the error ǫp is not constant but it varies depending on the DOA of
the received signal. We conclude that ǫp follows an exponential decrease as θe is lowered
from 90o to 0o. However, ǫp follows a sinusoidal function as with the changes in θm.
• In order to make UCA far-field pattern close the ideal CCA case, ǫp must be minimized
.This can be achieved by setting N to be far larger than the any excitation mode which
is given by the relationship N > 2 |p| [11]. As h is the largest possible phase mode to
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be excited, then N must meet the criteria N > 2h to make
f sp(θ) = j
pJp(ζ)e
jpθm (4.24)
4.2.2.1.4.1 Transformation matrix based on Phase mode excitation on UCA
From our analysis on phase mode excitation, the steering vector of virtual array asv(θ) can
be constructed to contain all individual elements e(jpθm) specified by f sp(θ) given in equation
4.24 for p ∈ [−h, h]. Mathematically, the virtual steering vector will have the following form:
asv(θ) =
[
e−jmθm ... 1 ejmθm
]T
(4.25)
where superscript v donates a virtual array
To obtain asv(θ), all the beamformer weights w
H
p are collected to form a matrix called F
of size (2h+ 1)×N which given as:
F =
1
N
=


1 w−h w−2h · · · w−(N−1)h
...
...
... · · · ...
1 w−1 w−2 · · · w−(N−1)
1 1 1 · · · 1
1 w1 w2 · · · w(N−1)
...
...
... · · · ...
1 wh w2h · · · w(N−1)h


(4.26)
where w = ej2pi/N). The F matrix will provide us with all possible f sp (θ) for p ∈ [−h, h].
However, as we are only interested with the azimuth angle θm provided in f
s
p(θ), we need to
get rid of the term jpJp(ζ) by introducing a (2h+1)× (2h+1) diagonal matrix J defined as:
J = diag(
1
jpJp(ζ)
), where − h ≤ p ≤ h (4.27)
By multiplying Fmatrix with J, we obtain a transformation matrix T v to map the element
of UCA into the elements of the virtual uniform linear array (VULA). The transformation
matrix T v will have the size of (2h+ 1)×N and it is defined as:
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Tv = FJ (4.28)
By applying Tv on the steering matrix of UCA where N ≥ 2h , the steering matrix of the
VULA will become:
Asv = TvAs =


e−jhθ1 . . . ejhθm
...
. . .
...
ejhθ1 · · · ejhθm

 (4.29)
It is clear that Asv has the same vandermonde structure as in the ULA. When imple-
menting techniques like UCA-Root-MUSIC and UCA-ESPRIT, we will need to transform the
whole data received by UCA into that of the VULA. In a similar manner to Asv, the received
data of VULA is given as:
xv(t) = Tvx(t) (4.30)
4.2.2.2 Spatial Smoothing Techniques
As explained earlier, signals can be either correlated or uncorrelated. In practical environ-
ment, however, incident signals are mostly correlated on the sensor array (i.e. signals that
have similar pattern or trend during the time of observation). As it was established earlier,
the signal covariance matrix (Rs=s(t)s(t)
H), influences the performance of the DOA algo-
rithms. That is because the correlation matrix loses its non-singularity. A method proposed
to overcome the effect of correlation on incident signals is known as Spatial Smoothing. This
technique proposes decomposing the sensor array into smaller subarrays. The methodology of
Spatial Smoothing is derived for ULA but it can be extended to UCA using phase mode exci-
tation. Specifically, this technique is categorized into two types: Forward Spatial Smoothing
(FSS), Forward/Backward Spatial Smoothing (FBSS) [82,83].
4.2.2.2.1 Forward Spatial Smoothing (FSS)
This technique proposes dividing the sensor array into overlapping sub-arrays. This shall
introduce phase shifts between them and so resolves the problem of the correlated incident
signals. For the FSS, let us consider an array sensor of 6 elements as shown in Figure 4.6.
Chapter 4. Direction of Arrival 56
Those elements are to be divided into 4 overlapping sub-arrays of length 3 each ( Lss=4,
pss=3). The incident signal, thus, modeled as the following [82].
 
subarray 1 
  
 
subarray 2 
  
 
subarray 3 
  
 
subarray 4 
 
 
sensor array  
of 6 elements 
 
Figure 4.6: FSS spatial smoothing
xFk = AD
(k−1)s(t) + nk(t) (4.31)
where (k-1) denotes the kth power of the diagonal matrix D:
D = diag
[
e−j
2pi
λ
sin(θ1) . . . . . . e−j
2pi
λ
sin(θM )
]
(4.32)
The spatial covariance matrix R can be modeled as the covariance matrices of the forward
sub-arrays as the following, Figure 4.7:
R =
1
Lss
Lss−1∑
K=0
RFk (4.33)
The division of the sensor arrays cannot be done randomly. There are some rules to be
followed to obtain the optimum results of the FSS:
• The first rule implies that the number of the sub-arrays must be greater than the number
of elements of the diagonal matrix D.
L > M , (N − pss + 1) > M (4.34)
• The second rule implies that the number of elements in each sub-array must be greater
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R11   R12   R13   R14   R15   R16
R21   R22   R23   R24   R25   R26
R31   R32   R33   R34   R35   R36
R41   R42   R43   R44   R45   R46
R =
R51   R52   R53   R54   R55   R56
R61   R62   R63   R64   R65   R66
Figure 4.7: Applying FSS on Matrix R
than the number of elements of the diagonal matrix D yet less than N .
N > pss > M (4.35)
Combining the rules results in the following conclusion: the minimum value of pss can be
obtained at Mmax+1.
Substituting that in the equations leads to the following conclusion: the maximum number
of correlated signals that may be detected by FSS method is equivalent to N/2. The number
of uncorrelated signals that can be detected by conventional MUSIC algorithm, which will
be discussed later, is (N − 1). It can be observed that this number of correlated signals
that can be detected is less than the number of uncorrelated signals that can be detected by
conventional MUSIC algorithm.
4.2.2.2.2 Forward/Backward Spatial Smoothing (FBSS)
This technique proposes dividing the sensor array into overlapping sub-arrays. This shall
introduces phase shifts between them. This will solve the problem of the correlated incident
signals; it aims to increase the number of detectable correlated signal significantly from N/2
to 2N/3. The principle of this technique is quite simple. It works by utilizing the principle
of conjugate of the forward spatial smoothing (FSS). In other words, using a set of forward
sub-arrays and their conjugate,as shown in Figure 4.8 [82].
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Sensor array of
6 elements
forward subarray 1
forward subarray 2
forward subarray 3
forward subarray 4
backward subarray 1
backward subarray 3
backward subarray 4
Forward Smoothing
Backward Smoothing backward subarray 2
Figure 4.8: Forward/Backward spatial smoothing
Figure 4.8 shows the principle of FBSS applied on a sensor array of 6 elements. The
6-element array is divided into 4 overlapping forward sub-arrays and 4 overlapping backward
sub-arrays (i.e. LF = 4 and LB = 4). Each sub-array is of size 3 (i.e. pss = 3). The
received signals vector in the case of the FBSS at the kth backward sub-array is given as the
following [82,84]:
xBk = AD
(k−1)[D(N−1)s(t)]∗ + nk(t) (4.36)
And the spatial covariance matrix R in this case can be calculated by the following equa-
tion:
R =
RF +RB
2
(4.37)
where RF represents the average covariance matrix in the case of the forward sub-array
vectors, and RB resembles the average covariance matrix of the backward sub-array vectors.
The rules of dividing the sensor array into sub-array in the FSS case are also applicable in
the case of the FBSS. That is
1. The number of the sub-arrays must be greater than the number of elements of the
diagonal matrix D.
2. The number of elements in each sub-array must be greater than the number of elements
of the diagonal matrix D yet less than N .
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It is important to highlight that these rules put restraints upon the size of pss and the
number of sub-array Lss. In other words, for a successful detection of correlated signals, these
rules and constrains must be met or else the detection will be inaccurate. If we go back to
the example of the sensor array of elements, the rules suggest that the system will fail to
detect three signals if the antenna array is divided into Lss=2 overlapping sub-array with
each having 5 elements (pss=5). While, it will succeed if it is divided into three sub-array
(Lss=3) with each having 4 elements in (pss=4).
It is significant to mention that the FSS may detect up to N/2 correlated signals whereas
the FBSS may detect up to 2N/3 correlated signals. This means that the FBSS will succeed
in detecting signals that FSS will fail at if the range of the signals is above N/2 yet less
than 2N/3. None of them though is comparable to the MUSIC algorithm when detecting
uncorrelated signal since it can detect up to N − 1 uncorrelated signal [3, 82].
4.2.2.3 Toeplitz Algorithm
When all received signals are correlated, the resulting covariance matrix become singular.
That is because the rank of the covariance matrix is diminished from N to 1. A method to
overcome rank deficient is by applying spatial smoothing technique on the covariance matrix.
This method as previous explained is just a rank reconstruction allowing N/2 and 2N/3 of
coherent signals to be detected using FSS and FBSS. However, the spatial smoothing method
is done by dividing the main array into subarrays and the smoothed covariance is obtained
by averaging the individual covariance matrix of each subarrays. This clearly implies that the
de-correlation performance of spatial smoothing is done at the cost of reducing the size of the
main array.
Unlike spatial smoothing, the Toeplitz algorithm does not reduce the size of the main
array. Precisely, the Toeplitz algorithm is implemented by constructing a Toeplitz matrix
from the covariance matrix of the correlated source. The generated Toeplitz matrix is a
diagonal matrix of rank N . Therefore, Toeplitz algorithm provides a full de-correlation for
received coherent sources allowing N -1 coherent signals to be detected [85].
To explain the modeling of Toeplitz algorithm, we will begin by the mathematical model of
the singular covariance matrix Rc of correlated signals. Then, we will show how the Toeplitz
algorithm construct a non-signular matrix RT from Rc.
Chapter 4. Direction of Arrival 60
4.2.2.3.1 Modeling of Singular Covariance Matrix
In a coherent environment, all the signals impinging on ULA will have the same phase.
Assuming M received correlated signal with amplitude ρm where m =
[
1, 2, . . . ,M
]
. The
signal covariance matrix is realized as:
Rs =


ρ21 ρ1ρ2 . . . ρ1ρM
ρ2ρ1 ρ
2
2 · · · ρ2ρM
...
...
. . .
...
ρMρ1 ρMρ2 · · · ρ2M


(4.38)
Consequently, the covariance matrix Rc of the ULA is given as
Rc = A
H
s RsAs =


Rc(1,1) Rc(1,2) . . . Rc(1,N)
Rc(2,1) Rc(2,2) . . . Rc(2,N)
...
...
. . .
...
Rc(N,1) Rc(N,2) . . . Rc(N,N)


(4.39)
Due to the multiplication of Rs with A and its complex conjugate A
H , R(c(i,j)) will represent
the complex conjugate of R(c(j,i)). Hence Rc can be simplified as:
Rc = A
H
s RsAs =


Rc(1,1) Rc(1,2) . . . Rc(1,N)
R∗c(2,1) Rc(2,2) . . . Rc(2,N)
...
...
. . .
...
R∗c(N,1) R
∗
c(N,2) . . . Rc(N,N)


(4.40)
With the coherence between received signals, Rc becomes a singular matrix. In a singular
matrix, any row can be written as linear combination of other rows and the same thing is
applied to the column. In order to de-correlate Rc, we need to remove the linear combination
relationship among the rows and the columns.
4.2.2.3.2 Realization of Toeplitz Algorithm
By using the Toeplitz algorithm, the linear combination relation is overcome by taking the
first row and column in matrix Rc, while omitting the rest of the elements. Then, the taken
elements are used to construct a diagonal matrix that is non-singular. Due to the fact,that
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the first row in Rc is a complex conjugate for the first column, we only need to obtain the
actual values of the first row. By using the steering vector as(θm) of ULA given in equation
4.2 the first row elements of Rc are given through vector Vc as [86]:
VC =


RC(1,1)
RC(1,2)
...
RC(1,N)


=


ρ1α+ · · ·+ ρMα
ρ1αe
−jΦ1 + · · ·+ ρMαe−jΦm
...
ρ1αe
−j(N−1)Φ1 + · · ·+ ρMαe−j(N−1)Φm


(4.41)
where α is a constant defined as α=ρ1+· · ·+ρM
Also, vector Rc can be realized a multiplication of two matrix given as:
VC =


RC(1,1)
RC(1,2)
...
RC(1,N)


=


1 1 . . . 1
e−jΦ1 e−jΦ2 · · · e−jΦm
...
...
. . .
...
e−j(N−1)Φ1 e−j(N−1)Φ2 · · · e−j(N−1)ΦM




ρ1
ρ2
...
ρM


α (4.42)
VC = AsSC (4.43)
Lastly, based on the values specified in vector Vc , Toeplitz matrix RT is constructed to
replace the original covariance matrix Rc and its value is modeled as [85,86]:
RT =


RC(1,1) RC(1,2) · · · RC(1,N)
R∗C(1,2) RC(1,1) . . . RC(1,N−1)
...
...
. . .
...
R∗C(1,N) R
∗
C(1,N−1) . . . RC(1,1)


= AHs R˜SAs (4.44)
where R˜s is a diagonal matrix containing the values of R(c(1,1)). Hence,
R˜S = diag{αρ1, . . . , αρM} (4.45)
By analyzing RT , the following observation is deduced:
• Toeplitz algorithm can completely resolve correlated signal as RT is a diagonal matrix
of rank N . In other words, Toeplitz algorithm allows N -1 coherent signal to be detected
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compared to N/2 and 2N/3 detected coherent signals using FSS and FBSS.
• Toeplitz algorithm enhances the power of received signals from ρ2m to αρm = (ρ1+ ρ2+
. . .+ρM )ρm. This will lead to a more sharp peaks on MUSIC angular spectrum compared
to spatial smoothing indicating that Toeplitz algorithm has more robust performance
[85]. Due to this superior performance, the Toeplitz algorithm can even detect a mixture
of correlated and uncorrelated signals up to N -1.
• The computation load of Toeplitz algorithm is less compared to spatial smoothing tech-
nique as it has a diagonal structure
4.3 DOA Algorithms
DOA algorithm are used to provide an estimation of the DOA for incident signals impinging
on a sensor array. A type of DOA algorithm which provides a high-resolution and accurate
DOA estimation are known as subspace-based algorithms. Such techniques operate on the
input covariance matrix which can be decomposed into eigenvalues and eigenvectors belong to
the signal subspace while the reset belong to the noise subspace. The reason that subspace-
based algorithm adopted this name is due to the existence of both noise and signal subspace
surrounding the sensor array. In our project, we will focus on three most efficient subspace-
based techniques for DOA estimation which are MSUC, Root-MSUIC and ESPRIT. The latter
two technique are only applicable to ULA so phase mode excitation is used to obtain their
equivalent version in UCA namely UCA-root-MUSIC and UCA-ESPRIT.
4.3.1 MUSIC
The MUSIC algorithm is one of the earlier technique proposed by Schmidt [87] to offer a
high-resolution detection for incoming signal DOA impinging on the sensor array. The main
principle of MUSIC algorithm is based on exploiting the eigenstructure of the covariance
matrix R, which is practically calculated by taking K snapshots of the incident signal x(t)
followed by avenging process over K. Thus, the covariance matrix, is expressed as:
R =
1
K
K∑
t=1
x(t)x(t)H (4.46)
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To obtain the full equation of covariance matrix R, the signal model x(t) in equation 4.1 is
substituted into 4.46, which yields:
R = AsRsA
H
s + σ
2
nI (4.47)
where Rs is the signal covariance matrix, σ
2
n is the noise variance and I is an identity matrix
of dimension N ×N [88].
The eigenvalues of R can be expressed as {γ1, γ2, γ3, . . . , γN} which are obtained using
the equation:
|R− γiI| = 0 (4.48)
Similarly, the eigenvectors of R is expressed as {q1 q2 q3 . . . qN} and they must satisfy
the following condition:
(R− γiI)qi = 0 (4.49)
Using equation 4.47, equation 4.48 can be extended as:
∣∣AsRsAHs + σ2nI− γiI∣∣ = AsRsAHs − (γi − σ2n)I (4.50)
Based on the definition of eigenvalues, we conclude that the terms AsRsA
H
s has γi − σ2n
eigenvalues.
The matrix As contains a linearly independent steering vector signals with dimension
N ×M . Thus, to perform eigen decomposition on R, signal covariance matrix Rs must be
non-singular which is guaranteed as long as the incident signals are uncorrelated and the
incoming signals M is less than the elements N in the sensor array. Based on this condition,
it is concluded that the term AsRsA
H
s has zero eigenvalues for (N−M). Thus, N eigenvalues
of R can be sorted into signal eigenvalues with largest M eigenvalues while the remaining
(N −M) eigenvalues corresponds to the noise variance σ2n [74].
The key secret behind MUSIC algorithm is that the noise subspace eigenvectors Vn asso-
ciated with the noise eigenvalues are orthogonal to the steering vectors making up the matrix
As. This can be proved by modeling the noise eigenvectors, which corresponds to (N −M)
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eigenvalues as:
(R− σ2nI)qi = AsRsAHs qi + σ2nIqi − σ2nIqi = 0 (4.51)
AsRsA
H
s qi = 0 (4.52)
As Rs is non-singular, the only way for AsRsA
H
s qi = 0 to be zero is by setting A
H
s qi=0
which proves the orthogonality between the noise eigenvectors and matrix As.
This allows the MUSIC angular spectrum to be expressed as:
P (θ) =
As(θ)
HAs(θ)
AHs (θ)VnV
H
n As(θ)
(4.53)
The orthogonality between As and Vn will minimize the denominator which gives peaks
in the MUSIC angular spectrum. The locations of the peaks will correspond to the correct
angle of arrival of the incoming incident signals. To determine the right DOA, MUSIC require
a search through all possible steering vectors until the correct steering vector embodied on
the covariance matrix R is found. Given a sensor array of N elements, the MUSIC can detect
up to (N -1) uncorrelated signals in both ULA and UCA geometry [87].
4.3.2 Root-MUSIC
Root-MUSIC was developed to reduce the computational load of MUSIC algorithm. In
MSUIC algorithm, the DOA is estimated by an exhaustive search through all possible steering
vectors that are orthogonal to the noise eigenvectors. In Root-MUSIC, the DOA is estimated
via the zeros of a polynomial so the exhaustive spectral search employed by MSUIC is avoided.
Root-MUSIC is only applicable to ULA as the steering vector of ULA has a vandermonde
structure allowing the denominator of MUSIC spectrum equation to be modelled as a poly-
nomial [81, 89]. To formulate the polynomial, the notation of the steering vector in ULA is
slightly modified to have the below form:
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as(θ) =


1
e2pi(
d
λ
)sin(θ)
...
e2pi(
d
λ
)(N−1)sin(θ)


=


1
z
...
zN−1


= as(z) (4.54)
By substituting as(z) in 4.53, the denominator of MUSIC algorithm can be modelled by
the following polynomial:
QRoot−MUSIC(z) = a
T
s (1/z)VnV
H
n as(z) (4.55)
The polynomial QRoot−MUSIC(z) become zero when z=zm=e
j2pi( d
λ
) sin(θm) which corre-
spond the actual DOA. Therefore, the true DOA can be identified by finding the roots of
QRoot−MUSIC(z)=0 and identifies the one close to the unit circle. Also to mention that the
polynomial QRoot−MUSIC(z) has a 2(N -1) roots that comes as reciprocal conjugate pair. In
other words, if z is a root of QRoot−MUSIC(z) , then
1
z∗
must also be one of its roots. After
the closet roots zm to the unit circle are identified, the true DOA are given as:
θm = arcsin
(
(
λ
2πd
)
arg(zm)) (4.56)
4.3.3 UCA-Root-MUSIC
This algorithm was mainly developed to make Root-MUSIC applicable to UCA. As we know,
the standard Root-MUSIC is implemented by expressing the denominator of MUSIC spectrum
as a polynomial. However, constructing a polynomial is done on the assumption that the
steering vector has a vandermonde structure which is true for ULA. As we proceed to UCA,
this assumption is no longer true due to the dependence of the sensor angular location.
To overcome this problem, phase mode excitation is used where the UCA beam pattern is
transformed into a beamspace in which the steering vector follows a vandermonde structure.
A transformation matrix Tv , in equation 4.26, is derived based on the phase mode excitation
to directly map UCA into desired VULA.
The implementation of UCA-Root-MUSIC is summarized in the following step:
• Obtain the transformed received data of UCA given as xv(t)=Twx(t) where Tw=
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(THv Tv)
(−1/2)Tv. Here, we can not directly apply Tv to the UCA received data as
THv Tv 6= I which, in terms, leads to a VULA having a color noise. This will impose
a problem as Root-MUSIC algorithm assume a while background noise. To overcome
this problem, Tw is used instead which obeys a unitary transformation(T
H
wTw=I). The
unitary prosperity of Tw is obtained by using a prewhitening scheme embodied in the
term (THv Tv)
(−1/2) to convert the color noise back into a white noise [90,91].
• Calculate the VULA covariance matrix as Rv = 1
K
K∑
t=1
xv(t)xv(t)
H for K snapshots
• Perform Eigen-value decomposition on Rv to obtain Vn noise eigenvectors which cor-
respond to the smallest h−M eigenvalues
• To construct a polynomial, the VULA steering vector in 4.23 is realized as
asv(θ) =


e−jhθ
...
1
...
ejhθ


=


z−h
...
1
...
zh


= asv(z) (4.57)
where z=ejθ
• Substituting asv(z) in 4.57, a prewhitened polynomial is constructed as [92]:
QUCA−Root−MUSIC(z) = a
T
sv(1/z)(T
H
v Tv)
−1/2VnV
H
n (T
H
v Tv)
−1/2asv(z)
H (4.58)
• Just like in Root-MUSIC, the DOAs of UCA are estimated from the largest-magnitude
roots zm of QUCA−Root−MUSIC(z) and their estimated values are given as:
θm = arg(zm) (4.59)
• Due to the approximation in 4.22, there will be a bias in the estimated θm . To obtain
θm with relatively less bias, N must be selected based on the criteria N ≥ 2h and the
larger the N is, the lower the bias.
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4.3.4 ESPRIT
A different subspace-based method for estimating DOA was introduced by Roy and Kailath
[93] which called Estimation of signal parameters via rotation invariance techniques (ES-
PRIT). Such technique has an advantage over MUSIC that the DOA is estimated directly
from the incident signal eigenvalues without going through the exhaustive search of all possible
steering vectors. This, in terms, reduces the overall computation and storage requirements as
in Root-MSUIC. ESPRIT operates by exploiting the property that a sensor array structure
can be decomposed into two identical subarrays having the same size called doublets [94].
These doublets are displaced from each other by a fixed distance ∆x as showing in Figure
4.9. Therefore, ESPRIT can be applied to ULA as its structure can simply be divided into
overlapping subarray
Figure 4.9: Illustration of Sensor Array Using ESPRIT Algorithm
Assuming ULA receiving M incident signal, then each subarrays, as shown in Figure 4.9,
will received a data vector x1(t) and x2(t) for subarray-1 and subarray-2, respectively. The
combined output x(t) of both subarraies is modelled as:
x(t) =

 x1(t)
x2(t)

 =

 As
AsΦ

 s(t) +

 n1(t)
n2(t)

 (4.60)
where Φ represents a diagonal matrix containing the phase shifts between the doublets for M
incident signals and it is given as:
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Φ = diag
[
ejk∆xsin(θ1) ejk∆xsin(θ2) · · · ejk∆xsin(θM)
]
(4.61)
TheΦ represents a scaling operator to relates the first subarray measurements x1(t) to the
second subarray measurements x1(t). Also, Φ operation can be analysed as two dimension
rotation and hence it is called a rotational operator [20]. From the received signal x(t), the
correlation matrix R can be formed where the largestM eigenvalues corresponds to the signal
eigenvectors Vs. Due to the existence of Φ between the subarrays, the signal eigenvectors Vs
is linked to the steering vector matrix Asthrough non-singular matrix called T which defined
as:
Vs =

 As
AsΦ

T (4.62)
Lastly, matrix Ψ is defined as Ψ = T−1ΦT where the eigenvalues of Ψ corresponds to
the diagonal elements of Φ while eigenvector of Ψ corresponds to the column elements of T.
From equation 4.62, Vs can be decomposed into V1 = AsT and V2 = AsΨT and hence:
V2 = ΦV1 (4.63)
This shows that the key secret behind ESPRIT is the ability of Ψ eigenvalues which
are Φ to map the signal subspace of V1 that span signal subspace of V2. Practically, it is
impossible to achieve the relationship in equation 4.63 due to the introduction of noise in the
measurements and the system is over determinant, hence, Φ can be estimated using statistic
techniques like Least Square (LS). After Φ is obtained, the DOA (θm) is expressed as:
θm = arcsin(
arg(φm)
k∆x
) (4.64)
where Φ are the eigenvalues of Ψ, k =
2π
λ
and ∆x is the displacement between the two
subarrays.
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4.3.5 UCA-ESPRIT
This algorithm was developed to make ESPRIT applicable to UCA. As discussed in section
4.3.4, The ESPRIT technique is designed to work with array geometry that can be decom-
posed into two identical overlayings. In other words, ESPRIT can be on array geometry that
has a vandermonde structure just like the ULA. However, the UCA does not have a vander-
monde structure. This problem is resolved by transforming the UCA into VULA using the
transformation matrix Tv give in 4.26. Then, the azimuth angles are estimated from VULA
using the standard ESPRIT.
The implementation of UCA-ESPRIT is summarized in the following steps:
• Obtain the observation vector of VULA as xv(t) = Tvx(t). Unlike UCA-Root-MUSIC,
the noise-prewhitening technique cannot be employed here as it will destroy the shift-
invariance between the two decomposed VULAs. By representing Tv in its EVD form
(Tv = VΛV
H) , it is deduced that both VULAs will have their noise given as W1 = σ
2I
andW2 = σ
2
nΛ
2. Even though the noise variance of the second VULA is proportional to
the square of Tv eigenvalues, both noises are still spatially white and so we can proceed
with the ESPRIT Algorithm [95].
• Calculate the VULA covariance matrix as Rv = 1
K
K∑
t=1
Qcxv(t)xv(t)
HQHc where Qc
is centro-hermitian matrix that obeys QcQ
H
c =I. The purpose of Qc is to reduce the
computational load of EVD operation.
• Perform EVD on Rv to obtain Es = QcVs which corresponds to the largest M eigen-
values. As we are interested Vs, the equation is rearranged as Vs = Q
H
c Es.
• By Decomposing the main VULA into two identical subarrays with one inter-element
spacing between them, as in Figure 4.3.4, then, Vs is also decomposed into V1 and V2
where V1 has the first M -1 elements of Vs while V2 has the last M -1 element of Vs.
• Estimate Φ from the relationshipV2 = ΦV1 using statistic techniques like Least Square.
• Due to phase mode excitation, Φ of the VULA will be in the theoretical form given as:
Φ = diag
[
ejθ1 ejθ2 . . . ejθN
]
(4.65)
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Hence, the estimated DOA (θm) is estimated as:
θm = arg(Φm) (4.66)
• Due to the approximation in equation 4.24, Φ will be close but not equal to its theoretical
form given in equation 4.65 and hence a bias will occur in the estimated θm. To obtain
θm with relatively less bias, N must be selected based on the criteria N ≥ 2h and the
larger is N , the lower the bias.
4.3.6 Comparison in the Performance of ULA and UCA
In this section, we compare the performances of ULA and UCA using MUSIC algorithm.
MUSIC is selected here because it offers a spectrum which can be used to extract information
about the characteristics of both geometries. For a fair comparison, both the ULA and UCA
will have parameters (SNR = 15dB, N = 8 and K = 100) in uncorrelated environment. The
spacing between the array elements in both geometry is chosen to be 0.5λ which is required
as minimum distance for MUSIC algorithm to works. Both geometries will receive three
signals with DOA (85o, 0o , −85o) transmitted over AWGN channel. The results for ULA
and UCA are plotted on Figure 4.10. Figure 4.10 shows a comparison of the tests of the
ULA and the UCA, it can be seen that ULA is not very capable of interpreting correctly
when the steering vectors are being emitted from wider angles, close to the endfire direction
(θ = ±90o). This is because the power distribution gets weaker at the edges of the linear
array geometry. Whereas in the case of the UCA, the geometry makes power distributed
equally in all directions. Another drawback of the ULA is that it produces a symmetric
angular spectrum that was seen in both tests of the ULA. In other words, when an angle of
15o in needed, a peak at the angle appears as well as a peak at an angle of 180o − 15o = 165o
appears that is undesired. This introduction of an undesired angle causes an ambiguity in
the interpretation of the results. As seen, this was resolved when using UCA, which only
produced a single peak at the desired angle. This comparison yields the following conclusion:
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Figure 4.10: DOA estimation using ULA and UCA
4.3.7 DOA Algorithms Performance
In this section, we will analyse thoroughly the performance of all DOA algorithms which
explained in the report namely MUSIC, Root-MUSIC and ESPRIT. To have a well-established
performance analysis of DOA algorithms, all the parameters involved in DOA algorithms to
detect the DOA of the incident signals will be investigated separately. By this methodology,
we will be able to realize the accuracy and the capacity of each algorithm. Also, we will be
able to realize how to effectively implement them in real world with less possible requirements.
The parameters can be classified under two categories. The first category is related to the
sensor array geometry used which represented by the number of sensor elements been arranged
on the sensor array. The second category is related to the signal environment impact which
includes the number of incoming signals, the angular separation between these them. Also,
it includes the number of samples taken for the received signal, their SNR ratio and their
types whether they are correlated or uncorrelated. In simulation, the noise is modelled as
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AWGN. It is crucial to note that that some algorithms, Root-MSUIC and ESPRIT, in UCA
require the use of phase mode excitation (PME) to be implemented. However, the use of PME
will result in a small quantization error (ǫq). To consider this issue in our analysis, we will
study DOA algorithms in respect to ULA and UCA. The true accuracy of DOA algorithms
can be deduced from ULA simulation and its results is almost stable. In UCA, the results is
not stable due to ǫq. To reflect the impact of ǫq in the angle measurements, the maximum
possible error will be measured under the variable margin error. ǫq can be reduced in UCA
by increasing N to allow accurate detection. Also, as PME is function of elevation angle it is
assumed to be 20o fixed for all signals received by UCA.
In the simulation, the results of MUSIC algorithm represent angular spectrum graphs
while the results of Root-MUSIC and ESPRIT are numerically listed in a table.
4.3.7.1 DOA Algorithms Performance in ULA
4.3.7.1.1 Number of Sensor Elements
In this test, the impact of ULA number of sensors is investigated on DOA algorithms by
applying two incoming signals (−10o, 10o) with N=4 and N=8 on ULA. The results show
that increasing the number of elements in ULA will improve the DOA estimation in all
DOA algorithms. The improvement in MUSIC spectrum is evident by sharper peaks at the
directions of incident signals and lower noise floor in Figure 4.11. This is also clear in Root-
MUISC where the roots become closer to the unit circle allowing accurate detection as given
in Table 4.1. The enhancement in ESPRIT is in a form of more accurate estimation as shown
in Table 4.2.
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Figure 4.11: Impact of changing the number of elements in UCA on the performance of
MUSIC algorithm with settings (M=2, θ = 10o and −10o, d = 0.5λ , SNR=10dB and K=100
Table 4.1: Impact of changing the number of elements in ULA on the performance of Root-
MUSIC algorithm with settings (M=2, θ = 10o and −10o, d=0.5λ , SNR=10dB and K=100)
Chapter 4. Direction of Arrival 74
Table 4.2: Impact of changing the number of elements in ULA on the performance of ESPRIT
algorithm with settings (M=2, θ = 10o and −10o, d=0.5λ , SNR=10dB and K=100)
4.3.7.1.2 Number of Incident Signal
In the second test, the impact for the number of incoming signals on DOA algorithm is
examined by considering two scenarios with 4 incoming signals (−20o , −10o, 0o , 10o) and
2 incoming signal (0o, 10o) impinging on ULA. From Figure 4.12, we conclude that as the
incident signals increases, the performance of MUSIC will starts to degrade leading to less
sharp peaks. This effect is also clear from Table 4.3 and 4.4 where the detection accuracy
of Root-MUSIC and ESPRIT is reduced. This problem can be resolved by increasing the
number of sensor elements in an array.
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Figure 4.12: Impact of changing the number of incident signals impinging ULA on the per-
formance of MUSIC algorithm with settings (N=6, d=0.5λ, SNR=20dB and K=100)
Table 4.3: Impact of changing the number of incident signals impinging ULA on the perfor-
mance of Root-MUSIC algorithm with settings (N=6, d=0.5λ, SNR=20dB and K=100)
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Table 4.4: Impact of changing the number of incident signals impinging ULA on the perfor-
mance of ESPRIT algorithm with settings (N=6, d=0.5λ, SNR=20dB and K=100)
4.3.7.1.3 Angular Separation between Incident Signals
In this test, the impact of the angular separation between the incoming signals on DOA
algorithm is examined by considering two scenarios. In the first scenario, ULA will receive
two incident signals (10o, 20o) having a small angular separation of 10o. In the second scenario,
the angular separation will be increased to 50o as the two incident signals will have a direction
of arrival of 10o and 60o. Clearly, From Figure 4.13, increasing the angular separation will
improve the performance of MUSIC algorithm through producing sharp spectral peaks and
reduce the noise floor. The same conclusion is deduced from Table 4.5 where the detection
accuracy of Root-MUSIC and ESPRIT is increased as the angular separation is increased.
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θ = 10° and 20° (angular separation  = 10°)
θ = 10° and 60° (angular separation  = 50°)
Figure 4.13: Impact of changing the angular separation between the incident signals impinging
on ULA on the performance of MUSIC algorithm with settings (N=3, d=0.5λ , SNR=10dB
and K=100)
Table 4.5: Impact of changing the angular separation between the incident signals imping-
ing on ULA on the performance of Root-MUSIC algorithm with settings (N=3, d=0.5λ,
SNR=20dB and K=100)
4.3.7.1.4 Number of Samples
In the following test, the impact of samples number taken for the incoming signals on DOA
algorithm is examined by applying two incoming signals (−20o , 20o) on with K=50 and
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K=500. From Figure 4.14, we conclude that increasing the number of samples enhances the
performance of MUSIC algorithm as the peak becomes sharper and the noise floor is lowered.
This conclusion is also evident from Table 4.6 and 4.7 where the detection accuracy of root-
MUSIC and ESPRIT has increased. The reason for this improvement is because increasing
the number of samples will lead to a more accurate estimation of incident signals. Hence, a
covariance matrix will be more accurate as well.
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Figure 4.14: Impact of changing the number of samples of the incident signals impinging on
ULA on the performance of MUSIC algorithm with settings (N=5, θ=20o and −20o, d=0.5λ
, SNR=10dB and K=100)
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Table 4.6: Impact of changing the number of samples of the incident signals impinging on
ULA on the performance of Root-MUSIC algorithm with settings (N=5, θ=20o and −20o,
d=0.5λ , SNR=10dB and K=100)
Table 4.7: Impact of changing the number of samples of the incident signals impinging on
ULA on the performance of ESPRIT algorithm with settings (N=5, θ=20o and −20o, d=0.5λ
, SNR=10dB and K=100)
4.3.7.1.5 Signal to Noise Ratio (SNR)
In this test, the impact of SNR on DOA algorithm is investigated through limiting the noise
power introduce by the channel to meet SNR=10 and SNR=20. Both condition of SNR is
applied for detecting two incident signals (−20o, 20o) on ULA. By analysing Figure 4.15 with
Table 4.8 and 4.9, we conclude that increasing the SNR to higher values will improve the
MUSIC algorithm as it will produce sharper peaks with reduced noise level. Also, the roots
will come closer to unit circle allowing accurate estimation by Root-MUSIC whereas precise
detection is evident in ESPRIT as SNR increases.
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Figure 4.15: Impact of changing SNR for ULA on the performance of MUSIC algorithm with
settings (N=5, θ = 20o and −20o, d=0.5λ and K=100)
Table 4.8: Impact of changing SNR for ULA on the performance of Root-MUSIC algorithm
with settings (N=5, θ = 20o and −20o, d=0.5λ and K=100)
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Table 4.9: Impact of changing SNR for ULA on the performance of ESPRIT algorithm with
settings (N=5, θ = 20o and −20o, d=0.5λ and K=100)
4.3.7.1.6 Signal Correlation
Unlike the previous discussed parameters, this particular parameter which is signal correlation
will make the input covariance matrix singular preventing the DOA algorithms from func-
tioning. To resolve this issue, preprocessing techniques, explained in section 4.2.2, are needed
to change the covariance matrix into non-singular. In another words, the preprocessing tech-
niques will de-correlate the coherent signals so that the DOA algorithms can properly works.
Generally, the preprocessing techniques can operate along all the DOA algorithms as they
only modify the covariance matrix. In the following test, we will show the efficiency for each
of the preprocessing techniques as they are employed with MUSIC Algorithm in ULA. The
geometry of ULA allows the use of three preprocessing techniques namely Forward Spatial
Smoothing (FSS), Forward-Backward Spatial Smoothing (FBSS) and Toeplitz Algorithm.
In our test, we will consider a scenario where six correlated signals are impinging on ULA
with angles (−40o ,−30o ,−20o ,20o ,30o ,40o). Firstly, we will use the normal MUSIC and
MUSIC with FSS to detect these correlated signals when they received by ULA having N=12.
Clearly from Figure 4.16, we conclude that MUSIC was unable to resolve the correlated signals
alone but MUSIC succeeds when it is used with FSS. The FSS technique is theoretically
capable of detecting N/2 correlated signals and this is proven from simulation results as
12/2=6. By reducing to N=9, FSS will fail to detect the correlated signals but FBSS will
succeed as shown in Figure 4.17. That is because theoretically, FBSS can detect up to 2N/3
signals which is in this case (2 × 9)/3=6. By further reducing the N to 7, the FBSS will
be unable to resolve the correlated signals but the Toeplitz algorithm will be as shown in
Figure 4.18. That is because Toeplitz algorithm can restore the whole rank of covariance
matrix permitting the N -1 full range detection of MUSIC algorithm. As N=7, the whole six
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correlated signals can be perfectly detected with Toeplitz algorithm. Interestingly, Toeplitz
Algorithm offer more robot performance with N=7 compared with FBSS with N=9 which
is evident by the sharp peaks and lower noise floor as shown in Figure 4.19. Therefore,
we conclude that Toeplitz Algorithm is the best choice to be used practically with ULA
in coherent environment due to its low physical requirement, strong performance and less
computational complexity.
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Figure 4.16: Implementation of Standard MUSIC and MUSIC with FSS for ULA in Correlated
Environment with the settings (N=12, θ=−40o−30o,−20o, 20o, 30o, 40o, d=0.5λ , SNR=20dB
and K=100)
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Figure 4.17: Implementation of FSS and FBSS using MUSIC algorithm for ULA in Correlated
Environment with the settings (N=9, θ=−40o,−30o,−20o, 20o, 30o, 40o, d=0.5λ , SNR=20dB
and K=100)
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Figure 4.18: Implementation of FBSS and Toeplitz using MUSIC algorithm for ULA in
Correlated Environment with the settings (N=7, θ=−40o,−30o,−20o, 20o, 30o, 40o, d=0.5λ ,
SNR=20dB and K=100)
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Figure 4.19: Performance Comparison between FBSS and Toeplitz using MUSIC algorithm
for ULA in Correlated Environment with the settings (θ = −40o − 30o,−20o, 20o, 30o, 40o,
d=0.5λ , SNR=10dB and K=100)
4.3.7.2 DOA Algorithms Performance in UCA
4.3.7.2.1 Number of Sensor Elements
In this test, the impact of UCA number of sensors is investigated on DOA algorithms by
applying two incoming signals (−10o, 10o) with N=5 and N=9. The results from Figure
4.20, show that increasing the number of elements in UCA will improve the DOA estimation
by MUSIC algorithm as evident by the sharper peaks and lower noise floor in the spectrum.
Table 4.10 shows that the performance of Root-MUSIC will improve where the roots become
closer to the unit circle as well as better detection. Similarly, the accuracy of ESPRIT is
improved as shown in Table 4.11. By comparing all these results, it is noticeable to mention
that MUSIC in UCA offer the most accurate results at low number of elements. That is
because Root-MUSIC and ESPRIT has an error margin of almost ±1 due to the quantization
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error introduced by PME. To reduce the quantization error,we need to riseN to allow accurate
transformation from UCA to VULA and this is clear from case N = 9 were the margin error
is reduced to almost ±0.3 in both algorithms.
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Figure 4.20: Impact of changing the number of elements in UCA on the performance of
MUSIC algorithm with settings (M=2, θ=20o and −20o, θe=20o, d=0.5λ , SNR=10dB and
K=100)
Table 4.10: Impact of changing the number of elements in UCA on the performance of Root-
MUSIC algorithm with settings (M=2, θ=20o and −20o, θe=20o, d=0.5λ , SNR=10dB and
K=100)
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Table 4.11: Impact of changing the number of elements in UCA on the performance of ESPRIT
algorithm with settings (M=2, θ=20o and −20o, θe=20o, d=0.5λ , SNR=10dB and K=100)
4.3.7.2.2 Number of Incident Signal
In the second test, the impact number of incoming signals on DOA algorithm is examined by
considering two scenarios with 3 incoming signals (−40o, 0o, 40o) against 1 incoming signal
from (0o) impinging on UCA. From Figure 4.21, we conclude that as the incident signals
increases, the performance of MUSIC will starts to degrade leading to a less sharp peaks.
This effect is also clear from Table 4.12 where the detection accuracy of Root-MUSIC and
ESPRIT is reduced leading to a larger error margin. In fact the large margin error is due to
the combined effect of increasing number incident signal as well as the quantization error due
to PME. Thus, the margin error can be further reduced by increasing the number of elements
in UCA.
Chapter 4. Direction of Arrival 88
−180 −150 −120 −90 −60 −30 0 30 60 90 120 150 180
−80
−70
−60
−50
−40
−30
−20
−10
0
Estimated Angle of Arrival in degrees by the MUSIC algorithm in UCA
R
el
at
iv
e 
Po
w
er
 (d
B)
 
 
θ = −40° 0° 40°
θ = 0°
Figure 4.21: Impact of changing the number of incident signals impinging UCA on the perfor-
mance of MUSIC algorithm with settings (N=5, θe=20
o, d=0.5λ, SNR=10dB and K=100)
Table 4.12: Impact of changing the number of incident signals impinging UCA on the per-
formance of Root-MUSIC and ESPRIT algorithms with settings (N=5, θe=20
o, d=0.5λ,
SNR=10dB and K=100)
4.3.7.2.3 Angular Separation between Incident Signals
In this test, the impact of the angular separation between the incoming signals on DOA
algorithm is examined by considering two scenarios. In the first scenario, UCA will receive
two incident signals (0o, 20o) having a small angular separation of 20o. In the second scenario,
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the angular separation will be increased to 50o as the two incident signals will have a direction
of arrival of 0o and 60o. Clearly, From Figure 4.22, that increasing the angular separation
will improve the performance of MUSIC algorithm through producing sharp spectral peaks
and reduce the noise floor. The same conclusion is deduced from Table 4.13 and 4.14 where
the detection accuracy of Root-MUSIC and ESPRIT is increased as the angular separation is
increased. However, The MUSIC algorithm offers more results for smaller angular resolution.
At such case, the resolution of Root-MUSIC and ESPRIT can be increased by improving the
estimation of VULA which require increasing the number of elements.
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θ = 0° and 20° (angular separation  = 20°)
θ = 0° and 60° (angular separation  = 60°)
Figure 4.22: Impact of changing the angular separation between the incident signals impinging
on UCA on the performance of MUSIC algorithm with settings (N=5, θe=20
o, d=0.5λ ,
SNR=10dB and K=100)
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Table 4.13: Impact of changing the angular separation between the incident signals impinging
on UCA on the performance of Root-MUSIC algorithm with settings (N=5, θe=20
o, d=0.5λ
, SNR=10dB and K=100)
Table 4.14: Impact of changing the angular separation between the incident signals impinging
on UCA on the performance of ESPRIT algorithm with settings (N=5, θe=20
o, d=0.5λ ,
SNR=10dB and K=100)
4.3.7.2.4 Number of Samples
In the next test, the impact of number of snapshots taken for the incoming signals on DOA
algorithm is examined by applying two incoming signals (−30o , 30o) on with K=50 and
K=500. From Figure 4.23, we conclude that increasing the number of snapshots improve the
performance of MUSIC algorithm as the peak becomes sharper and the noise floor is lowered.
This conclusion is also clear from Table 4.15 and 4.16 where the detection accuracy of Root-
MUSIC and ESPRIT has increased leading to a lower noise margin. However, the does not
approach zero due to present of quantization error from the PME.
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Figure 4.23: Impact of changing the number of samples of the incident signals impinging
on UCA on the performance of MUSIC algorithm with settings (N=5, θ = 30o and −30o,
θe=20
o, d=0.5λ , SNR=10dB and K=100)
Table 4.15: Impact of changing the number of samples of the incident signals impinging on
UCA on the performance of Root-MUSIC algorithm with settings (N=5, θ = 30o and −30o,
θe=20
o, d=0.5λ , SNR=10dB and K=100)
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Table 4.16: Impact of changing the number of samples of the incident signals impinging on
UCA on the performance of ESPRIT algorithm with settings (N=5, θ = 30o and −30o,
θe=20
o, d=0.5λ , SNR=10dB and K=100)
4.3.7.2.5 Signal to Noise Ratio (SNR)
In The last test for UCA, the impact of SNR on DOA algorithm is investigated through
limiting the ratio between the signal power and noise to meet SNR=10 and SNR=20. Both
condition of SNR is applied for detecting two incident signals (−30o, 30o) on UCA. By ex-
amining Figure 4.24 with Table 15 and 16, we conclude that increasing the SNR to higher
values will improve the MUSIC algorithm as it will produce sharper peaks with reduced the
noise level. Also, the detection of ESPRIT and Root-MSUIC is increased as evident from the
reduction in quantization error.
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Figure 4.24: Impact of changing SNR for UCA on the performance of MUSIC algorithm with
settings (N=5, θ=30o and −30o, θe=20o, d=0.5λ and K=100)
Table 4.17: Impact of changing SNR for UCA on the performance of Root-MUSIC algorithm
with settings (N=5, θ=30o and −30o, θe=20o, d=0.5λ and K=100)
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Table 4.18: Impact of changing SNR for UCA on the performance of ESPRIT algorithm with
settings (N=5, θ=30o and −30o, θe=20o, d=0.5λ and K=100)
4.3.7.2.6 Signal Correlation
Unlike the previous discussed parameters, this particular parameter signal correlation will
cause a problem for DOA estimation. Here, we will assume the worst scenario where all re-
ceived signal are correlated. This in terms will reduce the rank of input covariance matrix to 1
preventing DOA algorithms from functioning. To resolve this issue, preprocessing techniques,
explained in section 4.2.2, are need to restore the covariance matrix rank. Generally, the
preprocessing techniques can operate along all the DOA algorithms as they only modify the
covariance matrix. In the following test, we will show the efficiently each of the preprocessing
techniques as they employed with MUSIC Algorithm in UCA. The geometry of UCA allows
the use of two preprocessing techniques namely Forward Spatial Smoothing (FSS), Forward-
Backward Spatial Smoothing (FBSS).These techniques are implemented through the PME.
In our test, we will consider a scenario where six correlated signals are impinging on UCA
with angles (−140o, −80o , −20o , 50o , 80o , 140o). Firstly, we will use the normal MUSIC and
MUSIC with FSS to detect these correlated signals when they received by UCA having N=12.
Clearly from Figure 4.29, we conclude that MUSIC was unable to resolve the correlated signals
alone but MUSIC succeeds when it used with FSS. The FSS technique is theoretically capable
of detecting N/2 correlated signals and this is proven from simulation results as 12/2=6. By
reducing N=9, FSS will fail to detect the correlated signals but FBSS will succeed as shown
in Figure 4.26. That is because theoretically, FBSS can detect up to 2N/3 signals which is in
this case (2×9)/3=6. In term of computational complexity, FBSS requires more computation
over FSS due to the fact that FBSS divides the main array into subarrays in both forward
and backward direction while FSS operation is restricted to the forward direction. However,
for expected high number of correlated signals, FBSS is the preferred choice.
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Figure 4.25: Implementation of standard MUSIC and MUSIC with FSS for UCA in Correlated
Environment with the settings (N=12, θ = −140o,−80o,−20o, 50o, 80o, 140o, θe=20o, d=0.5λ
, SNR=20dB and K=100)
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Figure 4.26: Implementation of FSS and FBSS using MUSIC algorithm for UCA in Correlated
Environment with the settings (N=9, θ = −140o,−80o,−20o, 50o, 80o, 140o, θe=20o, d=0.5λ
, SNR=20dB and K=100)
4.3.7.3 System Modeling
In order to conform the usability, practicality, and accuracy of the work done, a virtual simu-
lation using MATLAB was used. In the simulation, the conditions of a practical environment
were mimicked with utmost precision possible. The following will introduce one of the simu-
lated scenarios:
In this scenario, a land with an area of 10 × 10 m is being considered with frequency of
interest equal to the 1 GHz and number of snapshots is 100. This scenario tries to simulate
the behavior of the MUSIC algorithm when using UCA-geometry sensor nodes with N=5. In
the test carried out by this scenario, three nodes were chosen to have random locations and
the location happened to be as in the following Figure:
Chapter 4. Direction of Arrival 97
x-axis (m)
0 1 2 3 4 5 6 7 8 9 10
y-
ax
is 
(m
)
0
1
2
3
4
5
6
7
8
9
10
A1
A2
Target
Figure 4.27: Location of the nodes in a practical environment
Table 4.19: Nodes location on the environment
The Figure above shows the location of the nodes in a practical environment. The scenario
considers two anchor node, nodes with known location, and a single unknown node whose lo-
cation will be determined using the anchor nodes using triangulation method. Another aim
of this scenario is to see the how the SNR behave verse the RMSE of the algorithm. The algo-
rithm used to determine the location is MUSIC algorithm since it results in accurate results in
UCA whereas using UCA-ESPRIT or UCA Root-MUSIC algorithms require additional steps,
such as phase mood excitation, in the case of the correlated signals, which introduce small
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error. The scenario is carried out with both correlated signals and uncorrelated signals.
4.3.7.3.1 Uncorrelated Signals
The first part of this scenario deals with the uncorrelated signals. In the case of the uncorre-
lated signal, the implementation was straightforward. In this scenario, node #2 has an angle
of the 116.56o, and node #3 has an angle of 78.69o with the horizontal line. The behavior of
the system is shown in the following Figure:
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Figure 4.28: RMSE for different SNR for uncorrelated signals
The Figure above shows the RMSE of different values of SNR in the practical environment
chosen when uncorrelated signals are in use. It is important to highlight that the number of
antennas in the UCA geometry is five. The general behavior that can be seen from the graph
is that as the value of the SNR increases, the value of RMSE decreases. Moreover, as the
value of the SNR grows greater, the RMSE shows an asymptotic behavior around 0. This
indicates that the error as the SNR increases decreases drastically, which shows how accurate
this method is in estimating the location of the nodes.
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4.3.7.3.2 Correlated Signals
The second part of this scenario deals with the correlated signals. as it was established earlier,
the correlated signals defers from the uncorrelated signals in its need for more careful imple-
mentation in order not to obtain wrongful results. The same conditions were applied for this
part of the scenario, same practical environment with same locations of anchor nodes and un-
known node. The only additional step in this part is the need for the use of spatial smoothing
technique, specifically Forward/Backward spatial smoothing FBSS. In this scenario, node #
2 has an angle of the 116.56o, and node # 3 has an angle of 78.69o with the horizontal line.
The behavior of this system is shown in the following Figure:
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Figure 4.29: RMSE for different SNR for correlated signals
The Figure above shows the RMSE of different values of SNR in the practical environment
chosen when correlated signals are in use. It is important to highlight that the number of
antennas in the UCA geometry is five. The general behavior that can be seen from the graph
is that as the value of the SNR increases, the value of RMSE decreases. Moreover, as the
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value of the SNR grows greater, the RMSE shows an asymptotic behavior around 0. This
indicates that the error as the SNR increases decreases drastically, which shows how accurate
this method is in estimating the location of the nodes.
Chapter 5
Hybrid Techniques
In this chapter, different hybrid techniques is discussed to improve the accuracy of estimation
of the location of the unknown node [3, 4, 45]. This is because the measurement noise from
various techniques comes from different sources. Consequently, the errors in the estimation of
the position using different techniques are partially independent. The independence, in these
measurements, allows creating an estimator with a better performance. On other contrary,
there is high complexity in terms of time and computation [29,40,41,53,96].
5.1 Hybrid RSS and DOA using one Hybrid Node
A well-known hybrid technique combines RSS and DOA. As previously stated, the RSS has
low accuracy than DOA. The reason behind this is that it is difficult to perfectly model the
signal propagation in the environment [97]. Therefore, DOA can compensate for this low
accuracy and provide a hybrid system that has higher accuracy than the RSS alone [45].
In [45], it was proposed that one hybrid node can estimate the position of the unknown node.
This hybrid node uses the antenna elements to find the target direction. This is equivalent
to a line that originates from the array center to the target. Also, these elements measure
RSS and each of these measurements is modelled by a circle which its center is the antenna
element. The line and each circle intersect at one point. These intersections are averaged to
find the location of the unknown node. To model the line and circles mathematically, we will
use the parametric of the line and implicit circle equations. Thus, the parametric equation of
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the line in 2D is:
Qparametric = p+ td (5.1)
where Q is the matric that contains x , y components and p=(x0, y0) is a point on the line,
t is the parameter and ddir is the direction vector for line.
The equation above is expressed in the x and y components form as the following:
x = x0 + fdirt (5.2)
y = y0 + gdirt (5.3)
where fdir and gdir are the components of the direction vector ddir. In this hybrid approach
this is evaluated by the product of arrow length and the cos and sin the angle from DOA for
fdir and gdir, respectively.
The circle equation with center (xc, yc), other than origin is expressed as the following:
(x− xc)2 + (y − yc)2 = r2 (5.4)
where r is the radius.
This line and each circle intersect at one point. Thus, substituting the equations 5.2 and
5.3 in equation 5.4, the result is the following:
(x0 + fdirt− xc)2 + (y0 + gdirt− yc)2 = r2 (5.5)
By expanding the terms and eliminating the terms that are equivalent to r, the equation
reduces to the following:
(fdirt)
2 + (x0 − xc)fdirt = −(gdirt)2 − (y0 − yc)gdirt (5.6)
Dividing by t and isolating it at one side results in the following:
t =
(xc − x0)fdir + (yc − y0)gdir
(fdir)2 + (gdir)2
(5.7)
After evaluating this value, it is substituted in the equations 5.2 and 5.3 and x0 and y0 is
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the estimated position node with respect to the antenna element. Consequently, the equations
5.2 and 5.3 is x and y coordinates of the intersection point, respectively. These intersections
are averaged to get one point, which is the location of the unknown node.
5.1.1 Simulation Results
To test this algorithm, 3 anchor nodes are placed on the x-y plane with the size of (30m
× 30m) as shown in Figure 5.1. Each anchor node contains 4 antennas placed in circular
configuration, the center frequency is 1 GHz and the RMSE is computed 150 times for every
SNR value.
Comparing the results with RSS alone, the hybrid shows better performance than the RSS
technique. This is an expected result because the DOA has high accuracy which improves the
hybrid technique.
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Figure 5.1: Position of the nodes in the x-y plane used for hybrid testing
Clearly, from the figure 5.2 the hybrid technique outperforms the RSS technique. The
results in the hybrid are about 4 times better. One hybrid node is sufficient to produce these
results. This matches the expected result because the presence of the DOA improves the
accuracy, lower RMSE at each SNR value, hence, better estimation.However, DOA provides
better accuracy compared to the hybrid technique [45].
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Figure 5.2: RMSE for different values of SNR using Hybrid technique and RSS technique
However, this algorithm does not take into consideration an environment that has corre-
lated signals. For this reason, the next algorithm will address this point by using the spatial
smoothing in DOA technique.
5.2 Hybrid RSS and DOA with Spatial Smoothing
When the environment is correlated, the previous hybrid technique will no longer be able to
locate the unknown node. That is because the correlation will interfere with the execution
of DOA algorithms which is needed by the hybrid technique to operate. In fact, the DOA
algorithms are designed to work under the assumption that the received signals is uncorre-
lated resulting in non-singular covariance matrix. However, the covariance matrix becomes
singular when the received signals are correlated causing a violation in the principles of DOA
algorithms. Considering a UCA-configuration for the used nodes, the correlation problem can
be overcome by using spatial smoothing, particularly Forward Backward Spatial Smoothing
FBSS. The spatial smoothing will divide the main array into overlaying subarrays and then
average their covariance matrices to obtain a non-singular smoothed covariance matrix. How-
ever, FBSS is done linearly and hence the UCA must be converted into VULA using PME
before FBSS can be used.
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5.2.1 Simulation Results
In our simulation for the hybrid technique, we will consider the same environment depicted in
Figure 5.3. In order to make the environment correlated, the unknown node will experience
a scenario where it received three correlated signals simultaneously. The known node will
receive three correlated signals with the angles 53.13o, 116.57o, 32o in respect to the horizontal
line. Also, frequency of the received signals are set to 1 GHz and the number of snapshot
taken for them is 100. Both the unknown and anchor nodes are assumed to possess a UCA
configuration with 8 antennas and RSS capability. The behavior of the hybrid technique is
showing in Figure 5.3.By analyzing Figure 5.3, we observe that as the SNR increases, the value
of RMSE decreases. In addition, as the value of SNR grows larger, the RMSE, the RMSE
follows a plateau of around 0. From this results, we conclude that the Spatial Smoothing was
capable of restoring the operation of hybrid system in correlated environment.
0 5 10 15 20 25 30
0
1
2
3
4
5
6
7
8
9
SNR (dB)
R
M
SE
 (m
)
 
 
Hybrid with FBSS
Figure 5.3: RMSE for different values of SNR using RSS and DOA Hybrid technique with
Spatial Smoothing
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5.3 Hybrid technique using Least Square Based Techniques
However, when the RSS technique is used to estimate the position, the noise in the envi-
ronment affect the intersection of the circles and the estimation will not be in single point
.Therefore, LS is method to minimize the effect of the noise and give one point. The LS is
a close form and easy to compute but its best performance appears when the noise power is
small [97]. In this algorithm, the LS approach is used to find the location of the unknown
node. In this scheme, two RSS and one Hybrid nodes are used to find the location of the un-
known node. Initially, the RSS technique is used to find the measurements. Then, the results
are used to estimate the location of the unknown node using LS approach as in equation 3.18.
Then, with this result a circle is drawn using this estimated position using LS and its
center is the hybrid node. The radius of this circle is the difference between the center and
estimated point, as shown in equation 5.10.
Assume the hybrid node phyb and for the LS point pLS. Then, the difference in the
x-coordinates is noted as xdiff and the equation is the following:
xdiff = |xhyb − xLS| (5.8)
The same thing goes for the y-coordinates and the results are the following:
ydiff = |yhyb − yLS| (5.9)
Using the results from equations 5.8 and 5.9 and substitute them in equation 5.10 which
represents the radius.
r =
√
(xdiff )2 + (ydiff )2 (5.10)
DOA will estimate the position by measuring the angle (θm) and drawing a line. This will
result in another point. The point pDOA is found by the following equations:
xDOA = xhyb + r cos(θm) (5.11)
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yDOA = yhyb + r sin(θm) (5.12)
These two points are averaged and the location is estimated.
ps =
1
2

 xLS + xDOA
yLS + yDOA

 (5.13)
However, the estimated position using LS includes high error because the least square
does not provide information about the different distances between different anchors to the
unknown node or simply the link quality. Thus, the hybrid system will produce better results
if this information is utilized. The link which has high noise variance can be given less weight
compared to that with low noise. This is what basically the WLS algorithm does; it introduces
the weighting matrix [98].
In this hybrid algorithm, the WLS estimator is used instead of LS. The same method that
was used in Hybrid LS is used for the fusing technique. The results are represented in the
next section.
5.3.1 Simulation Results
The environment that was used in the first hybrid technique is used in testing the LS and
WLS hybrid algorithm. The Hybrid anchor node contains 4 antennas placed in circular
configuration. Each RSS nodes contain one antenna. The result is in Figure 5.4. The
Hybrid technique shows less RMSE values than RSS with LS technique alone. However, in
a published paper, it states that the hybrid technique with LS has no improvement over the
RSS LS technique because according to method the RSS dominates and the estimator works
only on the RSS measurements [99]. Thus, by using this technique we were able to overcome
this problem.
Comparing these results with the results in the first algorithm, we concluded that the
first technique produces better results than the technique with LS. This because that there
are more RSS nodes involved in the measurements so more errors will be introduced to the
system, hence, low accuracy. However, the first technique uses only one hybrid node, thus,
less error in the measurements compared to the Hybrid LS technique. The results are shown
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in Figure 5.5.
The third comparison was conducted in Hybrid LS and WLS and RSS technique. From
the analysis, it is concluded that the WLS will outperform all the other technique. In Figure
5.6, the results prove what it is in the theory. The WLS is the best performance because it
gives more weight for the shorter distance with respect to the unknown node. At higher SNR
the WLS shows dramatic reduction in error compared to the other techniques.
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Figure 5.4: RMSE for different values of SNR using Hybrid technique RSS LS and RSS
technique
5.4 Hybrid Technique using Two Lines
After investigating different techniques that use the RSS technique to draw circles to cor-
responds to its measurements and the DOA to plot line that indicates the computed angle.
It is worth to investigate the RSS measurements to be represented as a line. Thus, in this
algorithm, both RSS and DOA will be used to draw two lines and the intersection for these
two lines will be the estimated position(ps). To approach this technique, one RSS (p1) and
one hybrid nodes (phyp) are used. These nodes form two circles and each one is a center for
each circle. These two circles intersect at two points to form the LOP. The equation of this
line is represented as the following:
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(xhyp − x1)xs + (yhyp − y1)ys = 1
2
(‖xhyp‖2 − ‖x1‖2 +D21 −D2hyp) (5.14)
The second line is found from the DOA measurements which represented using the equa-
tions 5.11 and 5.12. In this case xDOA = xs and yDOA = ys . Thus, by rearranging the
preceding two equations
xs − xhyp
cos(θm)
=
ys − yhyp
sin(θm)
(5.15)
(sin(θm))xs − (cos(θm))ys = (sin(θm))xhyp − (cos(θm))yhyp (5.16)
Combing equations 5.14 and 5.16 will result in the following:
Chapter 5. Hybrid Techniques 110
Signal to Noise ratio (SNR)
0 5 10 15 20 25 30
R
M
SE
0
0.2
0.4
0.6
0.8
1
1.2
1.4
RMSE for different values of SNR using WLS
X: 5
Y: 0.3834
X: 28
Y: 0.06873
X: 12
Y: 0.1728
Figure 5.6: RMSE for different values of SNR using Hybrid technique RSS WLS

 (xhyp − x1) (yhyp − y1)
sin(θm) − cos(θm)



 xs
ys

 =

 12(‖xhyp‖2 − ‖x1‖2 +D21 −D2hyp)
sin(θm)xhyp − cos(θm)yhyp

 (5.17)
By assigning name for each matrix, the result is the following:
Cps = D (5.18)
Taking the inverse of both sides the results is the following:
ps = C
−1D (5.19)
The simulation results are presented in the following section.
5.4.1 Simulation Results
In this technique, one hybrid and one RSS nodes are used along with the same specification
that for the previous environment. The environment is shown in Figure 5.7. From Figure 5.8,
the performance of this technique is less than the first proposed hybrid with one hybrid node
at low SNR. However, at higher SNR the two techniques produce the same error, thus they
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have the same performance. The reason is that with the hybrid node, the all measurements
from any technique will have approximately the same factors that affect the results. However,
with many nodes that have different capabilities, the measurements may have different factor
that affect the results and may produce higher errors.
Also, comparison between this method and the hybrid method with LS and RSS technique
is shown in Figure 5.9. This technique outperforms the Hybrid LS and RSS technique alone
because it uses only one RSS and one hybrid nodes this will introduce less error compare to
other techniques.
x-axis,m
0 5 10 15 20 25 30
y-
ax
is,
m
0
5
10
15
20
25
30
Position of the nodes in the x-y plane used for testing
A1
A2
Target
Figure 5.7: Position of the nodes in the x-y plane used for testing the least hybrid
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Chapter 6
Conclusion
6.1 Summary of work done
In this project, several tasks were achieved. These tasks are summarized as follows:
• Discussion regarding the methodologies behind localization discovery techniques which
includes trilateration, triangulation and multilateration.
• Investigation of the techniques used in ranging estimation which based on either dis-
tances or angles. Some of these techniques include TOA, RSS, Radio Hop Count, and
DOA.
• Detailed study about the classifications of localization algorithms in WSNs which is
divided into two main branches; centralized and distributed localization algorithms.
• Comprehension of the RSS model in theory and simulation using LS, WLS, and Huber
robustness.
• A high apprehension of DOA method of localization with a proper grasp and awareness
of the various algorithms used to simulate the difference configuration models along with
innovative solutions for problems that face the field such as the problem of correlated
environments.
• Investigation and simulation of different hybrid techniques to ripe the best performance
from both techniques.
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6.2 Conclusion
At the first stage of the project, we carried out a generalized survey about the methods,
techniques, and algorithms used to achieve localization. This survey stage was necessary to
provide us with the experience and the background in the localization field. To design a
high-accuracy localization system, two techniques were selected, RSS and DOA, to be fused
into one system called a Hybrid system.
The RSS model is based on estimating the distance between the unknown node and several
reference nodes. To estimate the location of the unknown node, a minimum of 3 anchor nodes
are needed which will form three corresponding circles and each anchor is at the center of its
circle. The intersection of these three circles represents the location of the unknown node. To
improve the estimation of the unknown node location, estimators such as the LS and WLS
are used. The ℓ2-norm is investigated through these two estimators. The WLS outperforms
the LS as the square error is less compared to the LS. This performance is clear in the case
where the anchor nodes are at different distances with respect to the unknown nodes. Also,
the ℓ1-norm or Huber robustness shows the same results compared to WLS. This is because
the environment is Gaussian and the best estimator is WLS.
The DOAmodel is based on determining the DOA of incoming signal between the unknown
node and a reference node. To be able to locate the unknown node, a minimum of two reference
nodes are needed. This will provide us with two bearing lines and the unknown node will lies
on the intersection of these two bearing lines. In this model, the incident signal is detected
using antenna array instead of single antenna to allow the capability of detecting more than
one incident signal impinging at the same time. Two popular antenna array geometries are
investigated which are ULA and UCA. Simulation results shows that the performance of UCA
exceed ULA as it provides equal power distribution in all direction and resolve ambiguity due
to 180o coverage of ULA.
Different types of signals can be detected, using DOA techniques, such as correlated and
uncorrelated signals. In the case of uncorrelated signals, they can be detected directly using
subspace algorithms namely MUSIC, Root-MUSIC, and ESPRIT. As the signal becomes
correlated, the standard algorithms will fall to detect them. To resolve this problem, pre-
processing schemes must be initially employed to remove the correlation between the received
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signals. The pre-processing schemes used in our projects involves phase mode excitation
(PME), Spatial Smoothing (SS) and Toeplitz algorithm.
In the PME, UCA elements is mapped into converted to virtual ULA. With the use of
PME, linear operations like Spatial Smoothing can now be employed indirectly with the UCA.
In the Spatial smoothing technique, two main methods can be used which are FSS and FBSS.
FSS divides the array into subarrays in the forward direction allowing N/2 correlated signal
to be detected. FBSS extends the capacity of detected signals to 2N/3 through dividing the
main array into subarrays in both forward and backward direction. In Toeplitz algorithm,
the correlated signals are fully de-correlate which, in terms, permits the full N -1 detection
by subspace algorithms. Also, this technique surpasses spatial smoothing by offering more
robust performance coupled with less computational load.
Three main DOA subspace algorithms were used in this project to provide high accu-
racy in detecting the angles of incident signals impinging on an array. These techniques are
MUSIC, Root-MUSIC and ESPRIT. MUSIC algorithm estimate the DOA by employing an
exhaustive search through all possible steering vectors that are orthogonal to the noise vectors.
However, this methodology made MUSIC algorithm a high computational-load method. In
Root-MUSIC, the DOA is estimated via the zeros of a polynomial allowing less computation
compared to MUSIC algorithm. The third technique is the ESPRIT where the main subarray
is divided into two identical doublets. The main feature of ESPRIT technique is the fact
that the corresponding signal eigenvectors of doublets are related by rotational matrix, where
DOA is embodied in that matrix. The application Root-MUSIC and ESPRIT techniques are
limited to ULA as it possess a vandermonde structure. However, they can be applicable with
UCA after converting the UCA into VULA using PME.
The performance of DOA subspace algorithms was evaluated based on different parameters
in both ULA and UCA. These parameters includes the number of antenna elements, angular
separation between incident singles, SNR, number of samples and signal correlation. In the
case of the signal correlation, our simulation results proves the superiority Toeplitz algorithm
in case of ULA while FBSS in case of UCA.
Finally, the hybrid model is used to make the best of both techniques. Different hybrid
methods are implemented to achieve the best performance. The first method is to use one hy-
brid node. This node provides us with the RSS and DOA measurements. DOA measurement
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is represented by parametric line that crosses implicit circle which represents the RSS mea-
surements. This technique gives better results than the RSS technique alone. The preceding
algorithm addresses the environment of uncorrelated signals. However, to consider the case of
correlated signals, spatial smoothing specifically FBSS is used. The second method is to use
the two estimators which are the LS and WLS. In this technique, one hybrid node and two
RSS nodes are used to estimate the unknown node. The fusing method is averaging the two
points that result from the RSS and DOA measurements. The simulation results for the LS
Hybrid outperform the performance the of the RSS technique. The same technique that was
used in the LS hybrid is applied in WLS hybrid. The WLS performance is the best compared
to RSS technique and LS hybrid. The Final technique is to use one hybrid and one RSS
nodes. In which the two measurements are presented using two lines and their intersection is
the unknown node. This technique shows a better performance than the LS hybrid and the
RSS techniques. However, the hybrid technique that uses one hybrid node gives better results
than the hybrid with two lines technique.
6.3 Critical Appraisal
In this project many techniques are investigated and different algorithms are simulated and
tested using MATLAB. Also, wide ranges of topics are discussed. The entire survey that was
carried out at the initial stage of the project was sufficient to choose the two techniques that
we worked on. Also, we investigated the advantages and disadvantages for many techniques
and we chose the best two techniques to be able to develop Hybrid technique. Also, we
investigated different estimators to improve the RSS accuracy. We investigated the idea of
the correlated signals that to be detected using RSS technique and we concluded that it will
be advanced for senior design project. Also, in the DOA, we studied different techniques to
address the two types of signal which are correlated and uncorrelated signals. Furthermore,
we come up with different methods for the fusing the RSS and DOA techniques to form the
hybrid technique. To implement this project, we even read in various fields that are outside
localization and WSN field.
However, sometimes it was difficult to carry out the Matlab simulation because our lap-
tops cannot handle the high computation complexity. Also, sometimes the database that is
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provided by the library was down and could not finish the required research. In addition,
there are some resources that are not available in the university library or online which made
the researches slow a little bit.
If time allows us, we would like to implement RSS and DOA techniques using hardware.
This is because the real implementation will make the reader to appreciate the benefits of
different simulators and algorithm that was used in this project.
6.4 Recommendations
There are two potential topics that we come up with during our investigation in the SDP
project. Due to the limited period of SDP project, we would like to leave these topics as a
future tasks. The first topic is about applying Toeplitz with UCA after it is converted into
VULA. This procedure will greatly improve the performance of DOA algorithms with UCA
in coherent environment. The second topic is changing the channel model and applying the
ℓ1-norm to achieve the optimum performance in a more realistic environment.
Appendix A
The least square is one technique from the well-known estimator the Maximum Likelihood
techniques under the condition of Gaussian distribution, with mean (µ) equals to zero and a
variance (σ2) [101]. Hence, assume the equation for the straight line is:
yi = αxi + ǫi (A.1)
where α is the slope of the line and ǫi is the square error.
The Gaussian probability density function (pdf) is given by the following function:
f(x) =
1√
2πσ2
e−
(x−µ)2
2σ2 (A.2)
where x is random variable
Suppose that xi is fixed and yi is a random variable and ǫ is independent for α, m =0 and
ǫi=yi-αxi. Hence,
f(x
... α, σ2) =
1√
2πσ2
e−
(yi−αxi)
2
2σ2 (A.3)
L =
N∏
i=1
1√
2πσ2
e−
(yi−αxi)
2
2σ2 = (
1√
2πσ2
)N
N∏
i=1
e
−
(yi − αxi)2
2σ2 (A.4)
Take the normal log for both sides:
l = Nln(
1√
2πσ2
)− 1
2σ2
N∑
i=1
(yi − αxi)2 (A.5)
Then differentiate and set the term to zero:
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dl
dα
=
1
σ2
N∑
i=1
xi(yi − αxi) = 0 (A.6)
Hence, the estimator α̂ is:
α̂ML =
N∑
i=1
xiyi
N∑
i=1
x2i
(A.7)
Appendix B
The Line of position (LOP) between p1 and p2
Starting from the formula of the distance between two points as shown below:
Di = ‖pi − ps‖ =
√
(xi − xs)2 + (yi − yj)2 (B.1)
where i=1,2, Now, by squaring and taking the difference between D22 and D
2
1:
D1 = ‖p1 − ps‖ =
√
(x1 − xs)2 + (y1 − yj)2 (B.2)
D2 = ‖p2 − ps‖ =
√
(x2 − xs)2 + (y2 − yj)2 (B.3)
D22 −D21 = (x2 − xs)2 + (y2 − ys)2 − (x1 − xs)2 − (y1 − ys)2 (B.4)
(x2 − x1)xs + (y2 − y1)ys = 1
2
(x22 + y
2
2)−
1
2
(x21 + y
2
1) +
1
2
(D21 −D22) (B.5)
It can be simplified using the formula ‖pi‖2 = x2i + y2i
(x2 − x1)xs + (y2 − y1)ys = 1
2
(‖p2‖2 − ‖p1‖2 +D21 −D22) (B.6)
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Appendix C
The weighting matrixW is the inverse of the covariance matrix S of vector b. Assuming that
the measurements of the distances are indepdent and xi and yi are constants, the matrix S
can be easily calculated:
S = E{bbT} =


V ar(d21) + V ar(d
2
2) V ar(d
2
1) · · · V ar(d21)
V ar(d21) V ar(d
2
1) + V ar(d
2
3) · · · V ar(d21)
...
...
. . .
...
V ar(d21) V ar(d
2
1) . . . V ar(d
2
1) + V ar(d
2
N )


(C.1)
Assuming that the channel is lognormal, it can be derived from equation 3.4 that the
estimated distance is a random variable defined by:
d˜i = di10
N(0,σ)
10η = 10
N(log10(di),
σ
10η
)
= e
N(log10(di),
σ
10η
) ln(10)
= e
N(ln(di),
σ ln(10)
10η
)
(C.2)
That is d˜i is a lognormal random variable with parameter [102]
µd = ln(di);σd =
σ ln(10)
10η
(C.3)
The variance is calculated and subsituted into the covariance matrix [11]
V ar(d2i ) = e
4µd(e8σ
2
d − e4σ2d) (C.4)
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