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Abstract 
In a resource-constrained world with growing population and demand for energy, goods, and services with 
commensurate environmental impacts, we need to understand how these trends relate to aspects of economic 
activity. We present a computational model that links energy demand through to final economic 
consumption, illustrated by application to UK data. Our model fits within a whole-economy framework 
which harmonises multiple national accounting procedures. Our model minimises both the number of 
exogenous aspects and tuning factors by using historical data to calibrate relationships. We divide economic 
activity into a number of distinct but interdependent outputs that are non-substitutable in the short-term. The 
dynamic aspects assume that supply follows demand, but are constrained in the short-term by physical 
infrastructure. At the same time, capital formation grows the physical infrastructure. Our model regenerates 
historical data dynamically as a basis for projecting forward scenarios to discuss pathways to a lower carbon 
future. 
 
Keywords: Employment; Energy modelling; Feedback control; Fixed capital formation; GDP; Intermediate 
consumption. 
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Software availability 
Name of software  7see-GB 
Contact    Dr. Simon H. Roberts (corresponding author) 
Programming environment Vensim 
Availability  Freely available as a Vensim Reader version. The full model is also freely 
available from the corresponding author. 
Download URL  http://dx.doi.org/10.7488/ds/231  
Year first available  2015 
Hardware required  2.0 GHz processor with 2 Gb memory 
Software required  Windows (XP/Vista/7/8/8.1) or Macintosh OSX (10.4+) 
Program size   10 Mb 
 
Abbreviations 
agri agriculture industry 
cnstr construction industry 
dwlg dwellings 
extr extraction industry 
manu manufacturing industry 
serv IR service industry, including rental 
serv LR service industry, less rental 
util utility industry 
 
Acronyms 
AFC  actual final consumption 
BoP balance of payments 
CCGT combined cycle gas turbine 
CFC consumption of fixed capital 
CGE computable general equilibrium 
CPC Central Product Classification 
FC fixed capital 
FCF fixed capital formation 
GDP gross domestic product 
GFCF gross fixed capital formation 
GHG greenhouse gases 
GVA gross value added 
IC intermediate consumption 
IO input-output 
IOT input-output table 
ISIC International Standard Industrial Classification 
NPISH non-profit institutions serving households  
p production of a unique output from fixed capital 
SNA System of National Accounts 
SUT supply and use table 
TTM transport and trade margins 
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Nomenclature 
CFC flow of consumption of fixed capital of infrastructure 
e vector representing the set of exogenous demand 
f final supply of industry output, at purchasers’ prices 
FC stock of fixed capital of infrastructure such as for an industry or of power stations 
FC vector representing the set of FC  
FCF flow of fixed capital formation of infrastructure 
g final demand of industry output, at purchasers’ prices 
j, k index numbers for type of infrastructure 
M imports 
n total number of types of infrastructure in a 7see model 
p production of a unique output, which from an industry is classified by type of 
industry, at basic prices 
p_sup vector representing the set of output from the set of FC 
q supply of p from an industry rearranged for classification by products, at basic 
prices 
r supply of industrial products in their form, directly following intermediate 
consumption, at basic prices 
s supply of r after transfer from services of transport and trade margins, at basic 
prices 
t time 
V total modelled-demand for investment (GFCF) 
V′ damped total modelled-demand for investment (GFCF) 
X exports 
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1. Introduction 
In developed nations, economic activity leads to significant GHG emissions. Such activity is enabled and 
mediated by various infrastructures for energy, water, and power distribution, residential and commercial 
buildings, manufacturing, transport of people and goods, and information and communications networks. 
Such national-scale infrastructure (capital stock) tends to need large dedicated investment programmes which 
are short-lived compared to the asset lifetime, and can lead to lock-in of indirect and induced GHG emissions 
which are difficult to mitigate (Lecoq and Shalizi, 2014). The projected levels of investment required for a 
nation to transition to a low carbon economy are difficult to estimate. It is not clear what counts as ‘low 
carbon’ and governments are generous in estimating what sums might be raised and spent. There is renewal 
of transport infrastructure ready for a more electric future, electrification of heating, deployment of 
renewables, smart grid infrastructure, and refurbishment of the housing stock.  
The UK Government aspires to spend over £100bn between 2010-2020 with £375bn in the longer-
term pipeline (HM Treasury, 2013). These demands compete for investment and resources within and across 
nations. The key question is how much investment can an economy afford? It is desirable to maintain an 
active broad-based economy and to ensure that levels of employment remain high, but there are trade-offs 
with resource availability. 
Multi-sectoral economic modelling techniques are well established. Input-Output (IO) is the most 
widely used, partly because of the simplicity of its structure (Allan et al., 2012). It exploits intermediate 
consumption data from national accounts to derive direct and indirect changes in supply resulting from 
demand induced disturbance. Technical and production coefficients do not change since an IO model is 
typically for just one year, thus modelling the potential effects of policy changes requires other methods 
(McGregor et al., 2008). Furthermore, either spare production capacity is presumed, or that there are no 
constraints on capital because it is free to increase as producers are paid more. For the study of energy and 
resource use in economies, IO models have been used recently for GHG emissions due to consumption 
(Barrett et al., 2013; Duarte et al., 2013), supply chain life cycle assessment (Chang et al., 2014), and waste 
analysis (Lenzen and Reynolds, 2014). 
The limitations of an IO model of supply simply following demand are addressed in computable 
general equilibrium (CGE) models. Both supply and demand are modelled systematically and simultaneously 
(Shoven and Whalley, 1992). Supply is disaggregated, such as into factors of production. Elasticities of 
substitution determine how far producers substitute between inputs in response to changes in relative prices. 
Calibration of static CGE models typically depends on data for a single year, and as such they represent 
structural transitions poorly, but this can be overcome by a dynamic CGE framework (Harrison et al., 2000; 
Lecca et al., 2013). A sequence of single-period equilibria can be linked through stock-flow relationships so 
that computed equilibria vary over time as the value for the model’s stock variables adjust, thus endogenising 
growth (Dixon and Rimmer, 2002). But this brings the disadvantage that dynamic models are complex and 
more difficult to solve. Another limitation is that the elasticities of substitution cannot be directly derived 
from the same data, but depend on modellers’ judgement or the need to use estimates from secondary 
sources. As with IO models, capital as a factor of production is presumed to be freely available, simply 
mediated through price. 
The limitations in sourcing elasticities of substitution are avoided in macroeconometric models. 
These models make use of time-series data from which parameters are derived, often by linear regression. In 
dynamic stochastic general equilibrium (DSGE) models, agent maximisation of utility occurs within a 
stochastic environment, rather than a deterministic one (Marcellino and Rychalovska, 2014; Cervena and 
Schneider, 2014). Impacts of economic policy changes on aggregated variables in an economy can be 
explained by macroeconometric models. Unlike many CGE models, they often include detailed dynamic 
characteristics of the economy such as expectations, growth, capital accumulation, and resource depletion 
(Golosov et al., 2014). Furthermore, they are able to include market disequilibrium and monetary variables in 
a more sophisticated way. Macroeconometric modelling, like CGE modelling, is also constrained by 
adequacy and availability of data. Macroeconometric models have particular concerns with the time 
consistency of the data being used and the ability to model structural shifts over time (Allan et al., 2012). 
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A set of frameworks – often hybridising economic modelling methodologies – are being used for analysing 
the economic impacts of energy policy-making that incorporate representations of the economy, the energy 
system and the environment in such a way that impacts in one should affect one or more of the others. With 
regard to energy, they depend on the volume measures of expenditure corresponding to consumption in 
physical units and thus are heavily dependent on price being an accurate representation. A prominent 
example being the demand-driven UK MDM-E3 (IO-based) model (Cambridge Econometrics, 2013). 
Examples of multinational models (with regional or global coverage) are the IO-based FIDELIO (Kratena et 
al., 2013), E3ME (Cambridge Econometrics, 2014), GINFORS (Lutz et al., 2010), and PANTA RHEI 
(Meyer, 2005; Bockermann et al., 2005); the CGE-based WorldScan (Lejour et al., 2006) and GEM-E3 
(Capros et al., 2013); and the econometric-based NEMESIS (Zagamé et al., 2010). 
Models using system dynamics form a distinct paradigm with different applications (Forrester, 2007; 
Richardson, 2011). System dynamics is well-suited, where there are concepts of stocks, to model 
institutionalism, decision modelling, natural resource and energy use, policy analysis, and other systems in 
which behaviour of agents can be introduced and examined to see the effects of proposed causal 
mechanisms. Interesting examples exploiting system dynamics for economics-energy studies are a national 
model for the US (Forrester et al., 1976; Forrester, 2013), sustainable development (Schembri, 1999), low or 
no growth scenarios (Victor and Rosenbluth, 2007), monetary policy analysis (John, 2012), and trade cycles 
(Harvey, 2013). 
Our approach, which we refer to as ‘7see’, has more in common with the biophysical economics and 
resource accounting (stocks and flows) approach (Dale et al., 2012a; Foran, 2011; Slesser and King, 1988) 
which models the relationships between embodied energy, physical materiality, and infrastructure. One 
disadvantage of these models is the lack of availability of appropriate datasets. However, such models have 
been applied to several nations and blocs: the UK (Slesser et al., 1994a,b; Crane, 1996), the Netherlands 
(Noorman, 1995; Battjes, 1999), Australia (Foran and Crane, 1998), New Zealand (Ryan, 1995) and the EU 
(Slesser et al., 1998; Spangenberg et al., 1998; Bockermann et al., 2005). The original (UK) ECCO model 
was inspired by the limits-to-growth approach of Meadows et al. (1972) and Roberts (1978). A recent model 
in a similar vein is GEMBA (Dale et al., 2012b). Compared to the UK ECCO model in developing our 
model, we have historical time series to calibrate relationships between key variables, used the financial 
measure of fixed capital (FC), extracted from the raw econometric data rather than attempting to convert 
these data to embodied energy, and aligned variables to categories present in standard national accounts to 
make the framework and model internationally compatible. However, we have in common with the family of 
national ECCO models the centrality of FC (though not its interpretation as embodied energy), production 
coefficients for energy requirements which do not depend on a price mechanism, and feedback control using 
shortfall in an industry output loop which brings about growth in the industrial base as part of meeting other 
needs. Chu et al. (2011, 2013) have shown that systems control theory, and in particular feedback, can be 
applied as model predictive control to a 7see-type model. 
What we note as missing from all these techniques is the incorporation of demands upon an 
economy to fulfil capital, more specifically fixed capital formation (FCF). We contend that FCF can be taken 
as an explicit flow rather than left to pricing signals with producers and the ‘cost of capital’. 
Although all models use exogenous parameters to varying extents, where possible a new model 
should be equilibrium-seeking method (for supply to match demand) at each point in time to endogenise 
other parameters. In addition, it should use time-series data for as many parameters as possible, and be 
calibrated and tested against a period of historical data. While appreciating the value that comes from using 
time-series data, it must be kept tractable and avoid becoming too complex. 
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1.1 The 7see framework1 
The 7see model is derived from a consistent and robust framework for methodically curating disparate types 
of data sources. The 7see framework (Roberts et al 2015) harmonises multiple national accounting 
procedures for economic, social, and energy-use elements in a modular fashion, and each data stream retains 
its unique measurement unit and accounting requirements. The economic elements align within the 
constraints of the internationally accepted System of National Accounts (United Nations et al., 2009). The 
framework is neither an exclusively economic, physical, nor social model. This paper concerns converting 
the 7see data framework into a computational model that regenerates historical data so as to defensibly run 
trends into the future. The 7see framework exploits time-series ratios, which we refer to as coefficients, 
between different measurement units to give key functional relationships that vary gradually over time. The 
framework is agnostic to the way in which a nation organises its economy although we assume a mechanism 
for reasonably efficient allocation of capital exists. 
 
1.2 Organisation of the paper 
The 7see data framework and model evolved whilst developing the UK case study. In this paper we present a 
generalised line of reasoning to show how it applies to other nations. We build up the model piecewise to 
show its construction. 
Section 2 introduces concepts that define one module of a single type of infrastructure: one type of 
fixed capital (a stock) and its supply of a distinct output, relationships between the stock and the flows of 
fixed capital formation (FCF) and consumption of fixed capital (CFC), need for inputs, comparison of 
model-generated supply to exogenous and other demand, one equilibrium-seeking feedback loop, and 
calibration to historical time-series data. 
Section 3 builds up a complete dynamic model for a whole economy from single modules. This 
focuses on distinct production of the three major industries, investment, and behaviour of feedback loops. 
Section 4 shows how to configure a model for a specific country, including tuning of positive-
feedback loops. We consider how to judge the quality of a model and propose appropriate tests for a 7see-
type model. 
 
2. Modelling paradigm and methodology 
The ‘7see approach’ expresses constraints between components of the macroeconomy (for example, capital 
stocks and gross fixed capital formation, GFCF). By operationalising a 7see data framework, the model does 
not rely on optimisation. In the SNA (2008) (United Nations et al., 2009) the term ‘stock’ applies only to the 
assets resulting from GFCF, following their definition as lasting longer than one year, and inventories (the 
small proportion of goods carried over from one year to the next). Thus any flow being used up in one year is 
a non-stock variable for the purposes of our system boundary.  An example of a non-stock variable is the 
supply of services produced by the FC of the service industry.  
As we must be able to model stock and non-stock variables and their flows, a pure system dynamics 
approach is not suitable. Hence, we use system dynamics for the interaction of FCF with FC, but implement 
directly a control theory method for the equilibrium-seeking supply and demand balance. We treat the 
economy as demand-led with the difference between total demand and model-derived supply, from FC, 
giving rise to a shortfall that controls FCF.  
The system dynamics paradigm allows natural feedbacks to be modelled with constraints from 
interactions between variables, and then uses iterative time-stepped simulation to evolve the model of the 
system forward in time. Useful introductions to system dynamics and relevant techniques are to be found in 
Radzicki (1988), Sterman (2000), Coyle (2001), and Harvey (2013). The fundamental components of a 
system dynamics model are: 1) stocks of entities in the system; 2) flows that affect the level of stocks and 3) 
                                                 
1 The name 7see is derived from aggregating economies into six industries plus dwellings, and modelling using socio-
economic and energy data. 
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equations linking the level of stocks to the flow rates. In addition, we have flows not from (or to) stocks that 
we distinguish by referring to as auxiliaries. We use iterative time-stepped simulation to evolve the model of 
the system forward in time with equations representing influences – in representing any complex system 
some of these influences will form feedback loops (Hayward and Boswell, 2014; Mollerup et al., 2015). 
Thus we are dealing with a dynamical system model in which the interplay of positive and negative feedback 
mechanisms will drive system behaviour (Kelly et al., 2013). The feedback control implemented for the non-
stock variables is discussed in Section s 3.5 and 3.6 and Appendix C. In Section  4.1 and Appendix E it is 
applied to the case study. We note that success in regenerating historical data through feedback loops cannot 
be presumed. Its successful outcome is a minimum step in being able to go on to using the model for future 
scenarios. 
Our model is implemented in Vensim 5.8b, running on a Windows platform. A complete model run 
takes under a second on a 2.4 GHz Intel-based PC. External data management is conducted using Microsoft 
Excel. 
 
2.1 Assumptions and basic principles 
In modelling the framework, we make the following assumptions. 
• Supply of distinct net outputs from production (p) are non-substitutable in the short-term. We define 
short-term non-substitutability as a shift from one type of supply to another that needs investment in 
fixed capital (FC). For example, a shift from gas to electricity for domestic heating will mean 
changing the equipment in many homes which will take years if not decades. 
• Supply p of each distinct output is determined by FC. FC is the capital stock of a type of 
infrastructure and includes machinery, transport equipment, and buildings or other structures that are 
used repeatedly or continuously in production over several accounting periods (more than one year). 
• Supply p is proportional to the stock of FC; constant returns to scale (linear scaling).  
• Inputs to FC are proportional to the single output p it produces (linear scaling).  
• Output coefficients, relating infrastructure output p to FC, and production coefficients, relating 
inputs to output p, are independent. 
• Supply of most of the distinct outputs seeks to follow demand but is constrained by FC (its sole 
producer) so is resolved by feedback. 
• The volume of each distinct output p is fully accounted for such that it seeks to balance with all 
destinations of its demand. 
• We treat exogenously (not determined by the model) final demand of actual final consumption and 
exports, rate of building for dwellings, rate of new road vehicles and changes in population. 
• The stock of FC requires the in-flow of FCF for maintenance and growth. 
• The total availability of flow FCF is in limited supply. 
 
A key principle of a 7see-type model is that an economy is made up of types of infrastructure (e.g. 
power stations and factories) each of which consume and transform one or more inputs (e.g. fuel energy and 
products from other industries) to produce a unique output (e.g. electricity and goods) that itself seeks to 
meet demand. We represent each type of infrastructure j in Fig. 1 in which the unique output pj needing 
various inputs is produced by a stock of FCj that itself needs an in-flow of FCFj.  FCj also decreases as a 
result of physical deterioration or normal obsolescence, referred to as consumption of fixed capital (CFC). In 
Fig. 1(a) we show these basic concepts by introducing the representation used in this paper of vertical arrows 
for flows that alter stocks and horizontal arrows for auxiliary flows usually without an attached stock that we 
hereafter refer to variously as production, products, output, supply, demand and input. We note that the 
output pj does not necessarily end in a stock. Only where such outputs become assets that last longer than 
one year do they become the source of an FCF flow. Most variables of interest, such as goods and services, 
are assumed to be consumed in the same time-period in which they are produced – there is no modelling of 
inventory. The identification of FC in the economy with the stock concept is a reflection of the categorical 
difference in the 7see model between FC and other types of economic stocks such as inventories. 
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Fig. 1. The basic elements of a 7see-type model consist of a type of infrastructure of size FCj which is the total producer 
of a distinct output pj using various inputs including other products pk (k ≠ j). Part (a) shows a simplified view of an 
economy in which infrastructure transforms several inputs into a single output. In (b) we present our modelling 
approach of distinguishing all of the demands necessary to produce output pj as well as the demand for pj itself. 
 
A 7see-type model maintains separate accounts of all the different outputs, whether types of energy, 
economic production or other outputs. With manufacturing, as other industries, we quantify its output by the 
general measure of gross value added (GVA). The sum of GVA across an economy is its gross domestic 
product (GDP).  The accounts of energy are in energy units (PJ/y or TWh/y) rather than in monetary units of 
economic volume flows (Roberts et al., 2015). 
We categorise industries and their production according to the International Standard Industrial 
Classification (United Nations, 2008a) or ISIC and then categorise products according to the Central Product 
Classification (United Nations, 2008b) or CPC (Table 1). Products according to this pair of classifications do 
not have an exact one-to-one correspondence (Appendix A). We later designate production according to 
products by qj. For supply of energy, we separately identify their infrastructure within appropriate industries: 
biomass within agriculture, fossil fuels within extraction, electricity within utilities, and petroleum products 
within manufacturing. Distinct outputs whose sources are not wholly determined by infrastructure include 
imports, fuels and the economically active population (available to fulfil jobs). 
 
Table 1. The six industries (by ISIC) within a 7see-type model and their related products (by CPC) together with 
dwellings and rental. 
Industry  Description ISIC Product CPC 
1 agri agriculture, forestry and 
fishing 
section A agriculture, forestry and 
fishing products 
section 0 
2 extr mining and quarrying section B ores and minerals divisions 11-
16 
3 util supply of electricity, gas, 
water and water remediation 
sections D and E electricity, gas and water divisions 17-
18 
4 manu manufacturing section C goods from manufacturing sections 2-4 
5 cnstr construction section F construction services section 5 
6 serv LR service industry sections G to U services (less rental) sections 6-9 
less class 7211 
7 dwlg (dwellings)  rental from dwellings 
(actual and imputed) 
class 7211 
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In Fig. 1(b) we introduce the modelling approach in this paper of demand, both for the unique 
output, pj, as well as its need for various inputs and FCFj. 
 
 
2.2 The single infrastructure module and its unique output 
We consider the details of one unique output as a ‘module-FCj’ corresponding to infrastructure FCj within 
our model of the economy and the supply and demand of output pj. In Fig. 2(a), characters α to η denote 
historical time series for one module-FCj. 
 
 
 
Fig. 2. Details of module-FCj for a type of infrastructure and its own distinct output pj: (a) historical time-series data; 
(b) operationalised in the model with the circle marking the point where the model-generated supply needs to be 
reconciled with total demand. 
 
The infrastructure’s fixed capital FCj is α, which decreases by β representing CFC and increases by 
χ  representing FCF. The FC α is a stock whilst β and χ are flows that change this level with time (dFC/dt). 
The unique production of infrastructure FCj is the supply pj with this output represented by δ. For the 
purposes of illustration of the generic case, the supply of output pj has just two destinations. Demand ε is 
final consumption, which could be by households. In contrast, demand φ is input to infrastructure FCk (k≠j). 
Though we label this second infrastructure as having FC size γ, of more relevance here is its output pk 
denoted by η. Fig. 2(a) covers all the data available for a generic module-FCj with which we now set out to 
construct a model. 
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Fig. 2(b) shows how these historical time-series data are converted into module-FCj of the model. 
We introduce the subscript mod to distinguish endogenous modelled values from historical exogenous data. 
We identify all demands as being in the reverse direction (right to left) and distinguish the point (by a circle) 
at which model-generated supply needs to meet total demand (Section  2.3). In most cases the flows and 
outputs are regulated endogenously (within the model), and we show this control by bowtie symbols. We 
refer to ε as an exogenous demand variable which adheres to historical data. Flow β, outputs δ and η, and 
demand φ are determined by calculation. We take these relationships as linear using time-dependent 
coefficients and refer to them as exogenous data variables since calibrated from the historical data; pairs of 
historical time series reduce to time-series ratios. For example, βmod(t) is derived from αmod(t) by multiplying 
by the coefficient βhist(t)/αhist(t), which we refer to as a CFC coefficient. The CFC coefficient is related to the 
lifetime of the related fixed capital; a value of 0.1 per year would correspond to a 10-year lifetime. The 
coefficient for δ could be called economic performance of the asset or the return on (fixed) capital, which we 
now refer to as an output coefficient. The coefficient for demand φ is the amount of input required to produce 
one unit of output; its input intensity, hereafter referred to as a production coefficient. To maintain the stock 
of α, the flow β contributes to the control of flow χ. In the case where χ = β, then the stock of α remains 
constant. 
 
 
Fig. 3. Summary of the coefficients of CFC, output and production for infrastructure FC1 and supply p1. 
 
We summarise the coefficients introduced in Fig. 3 and detail their mathematical form. For CFCj,  
 
       (1)                                                                                                            . _ jjj FCcoefCFCCFC ⋅=
 
For output pj supplied from infrastructure FCj, 
 
       (2)                                                                                                              ._sup_ jjj FCcoefoutputp ⋅=
 
For each pkj (k≠j) that is demand for pk from other infrastructure by pj, 
 
       (3)                                                                                                . sup___ jkjkj pcoefproddmdp ⋅=
 
As an example, consider a power station for FC1 in Fig. 3. The stock FC1 would be generation 
capacity in GW and p1 would be output in TWh/y. The output coefficient would be load factor, the proportion 
of time when in use (capacity factor, duty factor or duty cycle). Output p1 requires fuel input p2. The 
production coefficient would be power station efficiency (transforming the energy content of the fuel into 
electricity). We suggest these concepts of load factor (output coefficient) and energy conversion efficiency 
(production coefficient) are helpful ways to consider other relationships across the economy. Production 
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coefficients cover inputs of fuel for combustion, electricity, labour and products supplied from other 
industries (Section  3) with their derivation in Appendix A. 
Where energy is an input, we use production coefficients with respect to energy units, not the  price 
of energy. For example, the units of the production coefficient could be PJ of natural gas per £m[1990] of 
goods produced by manufacturing. The actual economic volume flows for energy, corresponding to the 
payments made for energy, make up a very small proportion of GDP. Nevertheless we track them in a 7see-
type model, along with rental for dwellings, to properly compute the total GDP. 
 
2.3 Supply-demand reconciliation through feedback 
The supply of each distinct output is demand-lead, but constrained by the stock of FC in the short-term. In 
Fig. 2(b), demand for the output of FCj is the sum of ε and φ. This sum is compared to modelled-supply, δ, 
with the difference called the shortfall derived at the circle (Mollerup et al., 2015). By applying feedback 
control (Åström and Murray, 2008), shortfall determines FCF. This can be thought of as a company 
managing production to meet demand according to the order-book ahead and keeping over- (or under-) 
supply to a minimum. A well-functioning economy has many feedback paths, some mediated through prices 
in markets. While the shortfall is a modelling device, its operation is one way of saying that the markets and 
other economic mechanisms are presumed to be working efficiently in directing the minimum investment 
going to the stock of FC necessary to meet final demand anticipated in the next time step. 
In the generic example of Fig. 2(b), the shortfall of output δ is used to adjust the flow of χ which 
adjusts the stock of α and this in turn adjusts supply δ to reduce the shortfall. Although χ could be fully 
controlled by feedback alone, control is better if χ is set equal to β with the shortfall providing an offset. If 
there is oversupply such that the shortfall is negative, then χ simply becomes smaller without going negative 
(unless the shortfall is very large or CFC is small). 
We now complete our introduction of the mathematical description by linking together FC of all 
infrastructure. As is standard in feedback control, shortfall is simply the difference between a set-point (the 
total demand for pj) and a measured value (the supply of pj) 
 
       (4)                                                                                                   . sup___ jj pdmdtotpshortfall −=
 
The total demand for pj is made up of the exogenous demand and demand pjk by other infrastructure k 
according to Eq. (3) 
 
       (5)                                                     . p______
,
∑
≠
⋅+=
jkk
kjkjj supcoefprodexogdmdpdmdtotp
 
In feedback control, the transfer function of a conventional PI (proportional-integral) controller is 
represented for the control signal u by the control error e (Åström and Murray, 2008) by 
( ) ( ) ( )                                                                                                          ,         dtτektektu
t
ip (6)
0
∫+=
 
where kp is proportional gain, ki is integral gain, t is time and τ is the variable of integration from time 0 to t. 
Initially we use only the proportional term and the offset CFC described above, thus 
 
       (7)                                                                                       . _ jjjj shortfallgainpropCFCFCF ⋅+=
 
The rate of change of each stock FC is determined only by its flows FCF and CFC, thus 
 
Final version appeared as: SH. Roberts, CJ. Axon, BD. Foran, NH. Goddard, & BS. Warr (2016). A Robust Data-driven 
Macro-socioeconomic-energy Model. Trans IChemE Part E: Sustainable Production and Consumption, DOI: 
10.1016/j.spc.2016.01.003. 
 12 
       (8)                                                                                                                    .jj
j CFCFCF
dt
dFC
−=
 
We can now build up the full model from single module units. We introduce the vector FC = (FC1, 
FC2,…FCn) to represent the set of FC, the vector p_sup = (p1_sup, p2_sup…pn_sup) to represent the set of 
output from FC, and the vector e = (e1, e2,…en) to represent the set of exogenous demand. Considering the 
right-hand side of Eq. (8), CFC is a function of FC from Eq. (1), and FCF is a function of p_sup and e from 
Eq. (3), Eq. (4), Eq. (5), and Eq. (7). From Eq. (2), p_sup is a function of FC. Therefore 
 
( )        (9)                                                                                                                             .eFC,jj fdt
dFC
=
 
Thus we have a set of first-order ordinary differential equations which can be readily integrated numerically 
using Vensim. We detail a finite-time-step sequence in Appendix B. 
The units of FCF are monetary units per unit time of GFCF (investment), which is made up of the 
economic volumes of goods, construction services and other services. The units of p are various including 
the economic volume flows of each unique product and electricity (TWh/y). An example of the units for the 
shortfall multiplier of proportional gain in the case of electricity generation would be economic volume of 
GFCF divided by TWh/y. This follows from the shortfall multiplier in Fig. 2(b) of αhist(t)/δhist(t). Later we 
introduce feedback paths that cross between unique outputs when we need to adjust the level of proportional 
gain to optimise dynamic behaviour. If there is a persistent offset of supply of unique output compared to 
demand, we can extend to two-term control by including the integral term in Eq. (6). The integral term is a 
way of including the history of the shortfall. 
The method of the model is to initialise stocks (FC1,FC2,…) at t=0 and run forwards using only the 
time-dependent relationship coefficients (from historical exogenous data) and exogenous demand. Although 
historical data is quantised to annual steps, the model can be run with an arbitrary time-step size; we use 16 
steps per year. We take the time response of the control feedback as occurring within one time step. 
When we initialise stocks we also initialise the shortfall to zero, but we require the feedback 
component to settle quickly to the dynamic equilibrium condition when shortfall is non-zero. We speed up 
this settling period by adding to the shortfall at t=0 a fixed contribution as necessary for the resulting FCF to 
match the historical value. We reduce this fixed contribution to zero with a decay factor of 1.3 years for a 
smooth transition to the model-generated shortfall. 
 
3. From a single module to a full system 
Following Roberts et al (2015) we consider the distinct products that make up a whole economy and 
combine their module-FCj (j=1…n) to create a national model. For transparency and critical evaluation we 
show how the model is built up stepwise. 
 
3.1 Industry interactions 
Our approach generally works with six industries and products (Table 1) together with dwellings. Under 
services we separate rental (‘serv LR’) since we assign it to dwellings. Separating rental from the output of 
the service industry means that service better reflects the product resulting from the fixed capital and inputs 
to the service industry. Examples of other products are detailed in Appendix D. 
Intermediate consumption (IC) is the supply of products of one industry as inputs to another. The 
stages between different industries’ value-added output up to the point of final supply are summarised in Fig. 
4 for the three larger industries of manufacturing, construction and service industry (less rental), labelled four 
to six respectively. 
In Fig. 4, stocks FC are represented as pairs of boxes whose facing sides are dotted (as if they are 
split apart). Production as GVA emerges from the left box with IC of other industries’ GVA treated as a 
demand by the right box so represented by backward, demand arrows. White squares mark points where 
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demand adds or subtracts from a flow. The actual sequence of production steps can be in any order and more 
complex. Fig. 4 extends the key principle of Fig. 1 in several ways: 
• Supply categorised by industry p is converted to categorisation by product q. 
• Domestic production of products q4 and q6 are supplemented by their respective imports, M4 and M6, 
to create a total supply for the economy, where imports are handled as a demand (see Fig. C.1(c) and 
(d)). 
• The interaction of three distinct products, q4 to q6, is equivalent to a 3x3 matrix interaction, resulting 
in evolved products, r4 to r6 (not shown explicitly in Fig. 4 but detailed in Appendix A). 
• After r there is a further transfer of service industry product to manufacturing, explicitly for transport 
and trade, giving rise to s. 
• Evolved products s4 to s6 form the products following intermediate consumption (IC) and transport 
and trade margins (TTM). 
• Final products f are at purchasers’ prices through addition of tax (less any subsidies) on products. 
 
For construction in Fig. 4, its imports are omitted because these are insignificant in the national accounts for 
many countries. 
 
 
Fig. 4. Extension of the unique supply p= 4 to 6 from manufacturing, construction and service industry respectively (all 
at basic prices) following IC to produce evolved products, f = 4 to 6, at purchasers’ prices up to the circle where each 
supply will be reconciled with its total demand. IC involving q of 1 to 3 is left off for clarity and because the size of 
their product volumes is small. (M: imports; @bp: economic volume at basic prices; IC: intermediate consumption; 
@pp: economic volume at purchasers’ prices after addition of net taxation on products.) Supplies p, q, s and f are 
detailed in Appendix A.3. 
 
3.2 Production coefficients 
In the case of industries whose products supply each other through IC, derivation of the time-
varying production coefficients needs special attention. We track these data over the historical period. 
Production coefficients for industry products are derived from Supply and Use Tables (SUT) which we 
review in Appendix A. The SNA (United Nations et al., 2009) introduces the matrix A of coefficients aij: the 
amount of products i's (the rows) needed to produce one unit of industry j's products (the columns). 
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However, this ‘total output’ of products at all stages does not equate to output η (Fig. 2(b)) nor any of the 
concepts in Fig. 4. 
We can explain total output as it appears in Supply and Use Tables through an example. Consider 
extracted coal used for electricity generation, as used by a dairy to milk cows whose milk becomes butter. 
This production chain proceeds through the industries in Table 1 of extr, util, agri and manu. Each 
transaction is IC and its full cost is included in SUT since that is how the data is gathered from the 
submissions of data by all establishments. Thus the cost of coal is included three times in this example. The 
more an economy consists of establishments trading which each other, the larger the total output of the 
economy, yet its GDP as the sum of GVA remains unchanged. 
In Appendix A we show how the same source data of SUT can be rearranged for coefficients with 
GVA, corresponding to p of each industry, as the denominator in many cases (Fig. A.3) – a set of production 
coefficients. GVA is the standard denominator for production coefficients (input intensities) of other inputs 
such as energy, water, and raw materials. Also in Appendix A we introduce other coefficients: conversion 
from categorisation by industry (of GVA) to categorisation by product, the level of imports with respect to 
domestic production, the level of transport and trade margins (a special case of services), and the level of tax 
on products. Through these coefficients we are able to exploit the annual publication of SUT to derive 
coefficients (from historical exogenous data) for all parts of Fig. 4. With reference to these coefficients, 
production as classified by products, q, is 
 
       (10)                                                                                                         , sup__sup jjj pcoefpq_q ⋅=
 
and we treat imports, M, as linearly dependent on q (Appendix C) as 
 
       (11)                                                                                                                . sup_ _qcoefMM jjj ⋅=
 
Noting the distinction we now make between q and p, we put Eq. (3) in terms of demand by pk of other 
industries for qj, 
 
       (12)                                                                                         . sup___ _pcoefproddmdICq kjkjk ⋅=
 
The outcome of IC (Fig. 4) is r representing a product in its final form where 
 
       (13)                                                                    . sup_
,,
_IC_dmdq_IC_dmdqMqr
jkk
kj
jkk
jkjjj ∑∑
≠≠
+−+=
 
In Fig. 4, the summation of qjk_IC_dmd is subtracted because it is the contribution of industry j by IC to 
other industries. The summation of qkj_IC_dmd is added because it corresponds to IC consumption by 
industry j. The transfer of services of transport and trade margins (TTM) is similar to Eq. (13), resulting in sj 
where j does not include the service industry, 
 
       (14)                                                                                                              ,_ jjjj rcoefTTMrs ⋅+=
 
and for the service industry 
 
( )        (15)                                                                                                                      .
,
∑
≠
−−=
jkk
kkjj rsrs
 
Finally, taxes on products are applied to obtain the final supply 
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       (16)                                                                                                              ._sup_ jjj scoeftaxf ⋅=
 
3.3 The iterative approach to determine industry output 
Another principle we need to extend to Fig. 4 is how to start with final supply of f so as to determine supply 
of p (equivalent in Fig. 2(b) to starting with the sum of ε and ϕ to determine the supply δ). Conventionally 
the problem is approached by starting with final supply, which must be reconciled with demand, and working 
back up-stream along the production process to calculate the level of inputs necessary to meet the final 
demand – for instance the Leontief approach. A limitation of the widely used Leontief approach (Allan et al., 
2012) is the requirement for a symmetrical matrix derived from national IO (input-output) data. These data 
are more comprehensive than SUT, but are compiled only for occasional years. Our approach considers it 
more important to have historical continuity (preferably annually) to elucidate the evolution of interactions 
captured by time-varying coefficients.  
Our solution is the concept of a break of supply before demand, at the point of the circle, in order to 
introduce feedback control. We refer to the left side of the circle as final supply, noting that this is not a 
concept or term in SNA. When there is a non-zero shortfall between final supply and final demand, we seek 
to change GVA (through feedback to FCF and thus FC). The shortfall is calculated at each of the 16 sub-year 
steps. With repeated feedback steps, the shortfall converges to zero (Appendix D) – this mechanism clears 
the market within a few time steps. This is iterating industry production to meet final demand, rather than the 
one-step analytical approach of the Leontief inverse. We can rewrite Eq. (4) for this situation as 
 
       (17)                                                                                                         ,)_( jjjj fgfgshortfall −=−
 
and for these industries, Eq. (7) becomes 
 
       (18)                                                                          . )_(_ jjjjj fgshortfallgainpropCFCFCF −⋅+=
 
In Appendix C we detail other types of feedback in addition to the one represented by Eq. (17). 
 
3.4 Incorporating the investment flow 
Flow FCF1 in Fig. 3 is investment whose source is not shown in that figure. Modules that contribute to 
investment as one of their final uses are part of a GFCF feedback loop (Fig. 5). We show later that this is 
positive feedback, which brings an additional level of system complexity. In Fig. 5 we complete the set of 
final uses by including actual final consumption (Roberts et al., 2015) and exports. Exports of construction 
are omitted here because these are insignificant in the national accounts for many countries. 
In the formalism of national accounts (United Nations et al., 2009), the provision of FCF, as summed 
across the requirements of industries and dwellings, is one part of final demand, referred to as GFCF. (The 
FCF requirements of transport are included within the FC of industries. Private vehicle ownership is not 
regarded as FC in national accounts.) Each FCF includes some form of control (the bowtie icons), as we 
introduced in Fig. 2(b). These result in demand for FCF and this demand can be followed back upstream 
(progressing around clockwise) as it aggregates to GFCF and to its principal components of manufacturing, 
construction and services in their evolved forms of final demand, g4 to g6. Further progression clockwise 
reaches supply p from the three larger industries. We show the details between supply p and final supply f in 
Fig. 4. 
Considering Fig. 5, as demand for GFCF increases, final demand for manufacturing, construction 
and services will each increase by an amount which we approximate according to the proportions by which 
they make up GFCF from historical data including their time-varying behaviour. Control of this positive 
feedback is discussed in Section  3.5. We can now compute GFCF following on from Eq. (7) for FCF, 
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       (19)                                                                                                                           . ∑=
j
jFCFGFCF
 
We subdivide GFCF into its component demand of final products by, 
 
       (20)                                                                                                   . GFCF_ ⋅= jj coefpGFCFGFCF
 
where the pGFCF coefficients are derived from historical data for each product and sum to unity for j=4 to 6. 
We can complete Eq. (17) with 
       (21)                                                                                                   _ jjj dmdexogGFCFg +=  
where exogenous demand for final products is made up of actual final consumption and exports (Fig. 5). 
 
 
 
Fig. 5. Derivation of final demand g4 to g6 of the three larger industries from GFCF, the sum of demand FCF1 to FCF7. 
The small contributions from the industries, FC1 to FC3, are omitted for clarity. The dotted lines between supply p4 to p6 
up to their circles are detailed in Fig. 4. The components of ‘actual final consumption’ are detailed in Fig. A.1(b), 
columns 18 to 20. 
 
3.5 System-wide dynamic behaviour 
The system-wide interactions follow from:  
• the supply p of each of the three larger industries (manufacturing, construction and service industry) 
evolving into final supply f (Fig. 4); and 
• the requirements for change of each stock of FC serving as demand for GFCF, as supplied by the 
larger industries (Fig. 5). 
 
Any loop in a system can be examined for its behaviour using so-called influence diagrams (Cellier, 
1991). A plus or minus can be assigned to each link according to whether the change is in the same or 
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opposite direction. Manufacturing, construction and the service industry each have two important loops (Fig. 
6). An odd number of minuses in a loop means the feedback is negative (balancing) while a zero or even 
number means the feedback is positive (self-reinforcing). In Fig. 6 the direct effect on manufacturing output 
of the feedback is self-balancing (negative feedback). In contrast, manufacturing FCF gives rise to an 
increase for total investment. This is a self-reinforcing loop (positive feedback) so has the potential for run-
away changes. 
 
Fig. 6. An influence diagram of feedback loops using the manufacturing industry as an example: FC4 determining 
supply p4 is from Fig. 2(b); supply q4 evolving into supply s4 then f4 is from Fig. 4; shortfall (g4 – f4) controlling FCF4 
of the manufacturing industry is from Fig. C.1(d); the increase in FCF4 giving rise to increase of demand g4 is from Fig. 
5. These relationships show negative (green anti-clockwise symbol) and positive (red clockwise symbol) types of 
feedback. 
 
To illustrate these run-away changes, consider an increase in demand for goods from final 
consumption by households. This would signal the need for increased stock FC of manufacturing (factories) 
used for production upstream of goods. Since goods are a component of FCF required for increased FC of 
manufacturing, there is an additional increase in demand for goods. This additional demand would signal the 
need for increased FC of manufacturing, and so on. 
Run-away changes can also work the other way giving rise to a rapid reduction. When there is falling 
demand for goods for household consumption, stock FC of manufacturing would decrease by flow FCF, its 
formation, becoming less than flow CFC, its consumption. The consequent reduction in GFCF would reduce 
demand for the goods contribution, signalling the need to reduce stock FC of manufacturing, and so on. 
 
3.6 Configuring feedback 
Most instances of negative feedback in a model do not need configuring. For example, in Fig. 2(b) the 
shortfall is in units of supply but impacts flow FCF which has different units (see also Fig. C.1(b)). This 
difference is resolved by setting proportional gain to the reciprocal of the output coefficient between FC and 
production to get into the same units. Reconciliation of supply with demand is virtually instant, only delayed 
by the modelling time step. 
The case of Fig. 6 is not amenable to these approaches because the source of feedback at final supply 
f is separated from supply p by IC (Fig. 4) and involves the interaction of output from three different stocks 
of FC (see also Fig. C.1(d)). Feedback involving each final supply f requires configuring separately for each 
country model. 
The level of proportional gain (Eq. (7)) needs to be set for the negative feedback cases such that the 
system remains stable, yet responsive. We do repeated runs adjusting the proportion gain and examining the 
time response to annualised data, until we arrive at a match to historical data. 
Positive feedback is only manifest in the investment loop and is of consequence to the three larger 
industries whose supplies make up investment (Fig. 5). Real economies have constraints which limit the 
positive feedback behaviour, such as a central bank’s control of interest rates. A 7see-type model mimics the 
effect of these constraints to avoid oscillations in the model’s behaviour. To reproduce the historical data 
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without inducing oscillations, we use an exponentially-decaying weighted sum of previous target values to 
calculate each GFCF value. We set V(t) to be the total modelled-demand for investment (GFCF) required at 
time t and V′(t) to be the damped version having applied the exponentially-decaying weight sum. 
 
( ) (22)                                                                                            ,)1(1)()( PtVPtVtV ⋅−′+−⋅=′
 
where P representing the proportion of the previous value is 
(23)                                                                                                                        .5.0 life-half
step time
=P
 
For example, the model operates at 16 time steps per year corresponding to a time-step of 0.0625y. For a 
half-life of 0.500y, P would be 0.9170. 
 
4 Case study: the UK model 
We demonstrate the dynamic behaviour of a 7see-type model using data for the UK economy over the period 
1990-2012. How we condition the data, such as applying a deflator to correct all volume measures back to 
1990 prices, is covered in Roberts et al. (2015). The preliminary steps in configuring a country-specific 7see 
model are detailed in Appendix D along with a list of distinct outputs included in the model. Minimising the 
number of exogenous variables minimises the amount of configuring, but some country-specific adjustments 
are needed. 
The main steps are to derive the output, production and other coefficients from historical data, and to 
seed the model with the initial values for FC at t=0 (1990 for this case study). The model runs forward in 
time, creating new values of stocks of FC and outputs. We assess modelling quality by how well it 
reproduces historical data. In Appendix E we detail how to set feedback gain for the three larger industries. 
 
4.1 System-wide dynamics 
In accordance with Eq. (23), we need to make a judgement of the optimal selection of half-life control. For 
the positive feedback loop, the level of GFCF and unemployment are both sensitive indicators. 
Unemployment is a small difference of large numbers (the economically active population less jobs provided 
by all of the industries). Fig. 7 shows a comparison of model-generated data with historical data at time-step 
resolution for GFCF and unemployment. There are three runs of the model for values of half-life ranging 
from 0.1 to 0.5 years. We are interested in the model’s response for large steps in the historical data. 
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Fig. 7. The performance of feedback at the model time-step resolution (16 steps per year):  (a) for GFCF and (b) for 
unemployment. Both show three values, in years, of control half-life. Data sources: ONS (2014b, 2014c). 
 
At the fast end of the range of 0.1y half-life, there is a clear susceptibility to oscillations. We are 
interested in extending the half-life just enough to dampen these oscillations. We conclude that 0.5 years is 
empirically the best choice. This implies that a demand change in GFCF of 50% is achieved in 0.5 years and 
of 90% in 1.7 years. 
 
 
4.2 Assessing model quality  
The quality of the model can be examined for those of the unique outputs that are model-generated (from 
feedback control) rather than determined by exogenous demand. This means that we start the model with 
initial conditions in the first year of historical data. Then allow it to run fully dynamically up to the end of the 
historical period. CCGT (combined cycle gas turbine) power generation (a stock) in Fig. 8 shows a good 
match of modelled to historical data. 
A further level of assessing model quality can be made by examining the sub-year time response. In 
response to a new level, we are looking for exponential decay behaviour with a rapid approach. For example, 
Fig. E.1(c) for FCF of service industry shows a good match. We are not aiming to match the actual levels of 
the historical data (quantised to years). The key point is that at each step in historical data which shows an 
abrupt change, data from the model follows this change and settles promptly, within a year, to the new level. 
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Fig. 8. The performance of feedback for CCGT power generation capacity. (We find that control of this generating 
capacity from the electricity shortfall is improved by including, at unity gain, an integral term with a decay rate of 5 
years.) Data source: DECC (2014). 
 
5 Conclusions 
A 7see-type model is an explanatory and exploratory computational model of a national macroeconomy. The 
abstractions used generate insight into the trajectory of the macroeconomy in a new way by breaking down 
national statistics into a small number of non-substitutable outputs corresponding to physically distinct 
entities. Our demand-led equilibrium-seeking model suggests that the macroeconomic dynamics are 
dominated by four main factors: levels of proportional gain representing time constants for varying FCF of 
manufacturing, construction, and the service industry, and a damping factor of GFCF before it becomes a 
component of final demand. We have shown explicitly in the model the key role and long-term significance 
of fixed capital in the evolution of the macroeconomy. 
We have shown that the evolution of an economy can be captured with time-dependent output 
coefficients and production coefficients needing SUT rather than IOT. We examine a given coefficient over 
the period of historical data to see whether it is rising, constant, declining, or exhibiting a more complicated 
pattern. For example, if fixed capital for an industry is growing over the historical period and the industry 
departs from an assumption of constant returns to scale, its output coefficient would vary over time 
accordingly. The technique of trending coefficients is important for creating a business-as-usual scenario. 
The coefficients would also be interesting to compare between economies, especially those at different stages 
of development. However, we note a potential limitation of our use of time-varying coefficients. A single 
coefficient is not able to distinguish between multiple effects, such as any departure from constant returns to 
scale, operational improvements, technological change or replacement of old capital with new. 
We have demonstrated that as a dynamic macroeconomic model exploiting feedback control, it 
reproduces historical data for supply by only initialising the FC of each industry and with a small number of 
factors that need to be set. While all data is annualised, running a model with 16 sub-year time steps is 
sufficient to reconcile feedback shortfalls. As long as the rate of calculating feedback is more frequent than 
the annual steps of historical data, supply p or f is reconciled to demand and tracks it. It is the notion of 
evolving endogenous variables generated in the model that gives rise to the exploratory power of a 7see-type 
model. The number of factors to be set is small, thus the effects of assumptions can easily be tracked, making 
this approach transparent. Key variables remaining as exogenous are final demand of actual final 
consumption and exports. This means that the model cannot endogenously create economic cycles of booms 
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or recessions. Instead it can only play-out the systemic consequences of variations in final demand and, in 
particular, the physical constraints to rates of growth. 
Compared to computing the Leontief inverse, our iterative approach has a significant advantage 
when it comes to working with time-series data. Rather than final demand being a static value approached in 
iterative steps, final demand is time varying. All our coefficients are derived from historical time-series data 
so are also time series. Our feedback approach not only reconciles industrial production to final demand but 
follows the time variation of both final demand and coefficients that provide insight into the economy. 
The 7see framework and model are intended to be exploratory in that policymakers, academics and 
others can use them to investigate the likely effects on the macroeconomy of suites of policy choices. For 
example we expect to apply this model to investigate implications of investment decisions and policies 
relating to the support and deployment of power generation technologies (whether high or low carbon), 
energy efficiency policy, and policy support for other low carbon technologies. All scenarios are physically 
consistent. Although scenarios are not models, the 7see approach has the capability to inform scenario 
development as a quantitative tool. 
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Appendix A: Data from Supply and Use Tables 
A.1 Statement of product balance 
We use the national accounts (ONS, 2012a) and the SUT (ONS, 2012b) formalism with reference to example 
data in Fig. A.1. In this example, we have reduced the original list in the source data from 10 products and 
industries down to six according to Table 1 by combining rows and columns as appropriate. We explicitly 
note that services includes rental that we denote by serv IR since we associate rental with dwellings in Table 
1. The finer detail of 97 industries is necessary to disaggregate production of extr+manu+util in order to 
arrive at the 7see set of six industries. Furthermore, the finer resolution is needed to separate rental, from 
serv, needed for Fig. A.2. 
A key feature of the SNA is the statement of product balance (United Nations et al., 2009). For each 
product i available for use in the economy, 
 
Output + Imports = Intermediate Consumption + Final Consumption + Capital Formation + Exports 
(A.1) 
 
This corresponds to each row of a SUT (Fig. A.1) where the values are exactly matched comparing columns 
5 (the sum of Supply Table rows) to column 24 (the sum of Use Table rows). Columns 18-20 correspond to 
Final Consumption in the product balance above. 
Intermediate consumption (IC) is an accounting principal which consists of the total monetary value 
of goods and services consumed in production, including raw materials, services and various other operating 
expenses. In Use Table Fig. A.1(b), columns 11 to 16 take an industry-based view of output. Each number 
represents the value of the product given in the row that is used by the industry given in the column. So in 
Fig. A.1(b), agri uses £443m of util products. Row 17 over columns 11 to 16 is the total IC of each industry. 
Adding the value-added for each industry in row 18 gives the total output of each industry in row 19. The 
total output is the same whether summed over products or industries: the bottom of the Supply Table column 
1 for the sum by products of £2,669,188m is the same as the end of the Use Table row 19 (column 17), which 
is the sum by industries. 
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Fig. A.1. Example data for SUT (UK data for 2010 in millions of pounds at current prices). Columns in boxes are totals. 
Column 1 is also boxed for comparison to column 17. (a) Supply Table. (b) Use Table. For definition of the products i, 
see Table 1. (@bp: at basic prices). 
 
A.2 Production coefficient and the Leontief inverse 
Production coefficients are used for the values in the IC part of a Use Table (columns 11-16 by rows 11-16) 
forming matrix A in Table A.1. Each coefficient aij of matrix A indicates the amount of i's products (the rows) 
needed to produce one unit of j's product (the columns). Matrix A of aij is also sometimes called a matrix of 
technological coefficients (United Nations et al., 2009) and can provide insights into the way an economy 
works. As an economy develops, the processing of primary products becomes more commonplace, thus 
matrix A becomes populated with entries reflecting greater vertical and horizontal integration of activities 
within the economy. 
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Table A.1. The standard matrix A of production coefficients aij, as derived from the IC part of Fig. A.1(b) by dividing by 
output @bp. 
 Industries j 
Products i agri extr util manu cnstr serv IR 
agri 0.13 0.00 0.00 0.03 0.00 0.00 
extr 0.00 0.13 0.30 0.05 0.01 0.00 
util 0.02 0.01 0.27 0.03 0.00 0.01 
manu 0.31 0.07 0.07 0.45 0.15 0.09 
cnstr 0.02 0.03 0.01 0.01 0.29 0.02 
serv IR 0.14 0.10 0.06 0.12 0.14 0.34 
 
A problem arises with these production coefficients aij if, given values of final demand for each 
product (column 24), we want to calculate the total output of each industry (row 19) necessary to meet this 
demand. A single product needs multiple, different inputs. The consequent increase in direct demand has 
ripple effects (indirect demand) further up the supply chains. 
The Leontief inverse addresses this issue by appropriate inversion of the matrix of all aij. If A is the 
matrix of coefficients, I the identity matrix, x the vector of outputs, and y the vector of total final demand, 
then 
 
( )
( ) (A.3)                                                                                                                       .
(A.2)                                                                                                                 thus,
1 yAIx
xAIy
−−=
⋅−=
 
The matrix ( )AI −  is the Leontief matrix and ( ) 1−− AI  the Leontief inverse matrix of bij. Each Leontief 
coefficient bij indicates the contribution of industry j needed for one unit of product i of final demand. This 
formulation requires matrix A to be square, which means that SUTs must be manipulated to form IOTs 
because of secondary products (companies usually produce multiple products). 
To derive a product-by-product matrix, the IC and value added parts of the matrix need to be 
changed from an industry dimension to a product one. As the row totals of the matrix have the correct 
product totals, entries are simply reallocated between columns within the given row total. To derive an 
industry-by-industry matrix, items need to be allocated between rows (not columns). 
 
A.3 Goods and services account for GDP 
National statistics offices are more likely to have a continuous series of SUTs than IOT data with Leontief 
inverses which are often available only for occasional years. As the 7see proposition is to be data-driven and 
comprehensive over an historical period, it needs to work with SUT alone without depending on infrequent 
IOT data. 
The total output of each industry is a key aspect of how the SUT are arranged (Use Table, row 19) as 
well as the denominator for production coefficients aij. However, we suggest that rather than working with 
the total output of industry, these data can be reconfigured for a focus on GVA (Use Table, row 18). We 
observe in other areas that GVA is either the numerator, as in labour productivity, or the denominator for the 
intensity of use of an input for production, such as electricity or water. 
The sum of all product balances may be rearranged to become the goods and services account 
(United Nations et al., 2009): 
 
Output - Intermediate Consumption + Taxes on Products – Subsidies on Products = Final Consumption + 
Capital Formation + Exports – Imports 
(A.4) 
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The left-hand side of the identity is the ‘production approach’ to GDP (at producers’ prices) while the right-
hand side is the ‘expenditure approach’. Making use of GDP at basic prices, we can rearrange the goods and 
services account as: 
 
( )Productson  SubsidiesProductson  TaxesDemand FinalImportsPrices Basicat  GDP −−=+  
(A.5) 
 
Using the example data in Fig. A.1, we can explain in Fig. A.2 how we can work with the sum of GDP-at-
basic-prices plus imports which we now express as MGDPbasic + . 
We separate rental from services, as denoted by serv LR (Table 1) because we associate the products 
with their FC, thus rental should be associated with dwellings, not the FC of service industry. Our 7see 
formulation table (Fig. A.2) from GVA to final demand is a series of four sub-totals which are each obtained 
by adding values on progressing from left to right. 
To build our 7see reformulation we start on the right in Fig. A.3(c), with columns 20 and 21, of taxes 
from the Supply Table (Fig. A.1, column 4) and final demand from the Use Table (Fig. A.1, column 23). By 
subtracting taxes from f, we obtain the quantity in column 19 of MGDPbasic + . Its total is £1,788,348m 
which, progressing to the left, is maintained in columns 17 and 4. We denote all of these columns by supply 
types q+M, r and s (columns 4, 17, 19). We introduce in column 3 imports M which, when subtracted from 
column 4, gives GDP (supply type q) in column 2 of £1,308,961m. This same total is shown for the more 
usual form of GDP by the production approach of valued added or GVA in column 1 (supply type p). 
We now explain the relationships between supply types q+M, r and s. The distributors’ details 
(known in the SNA as transport and trade margins) in column 18 are from the Supply Table (column 3). 
These sum to zero since they are a reassignment of services from the serv LR row to those products for 
which these services are incorporated into their market prices to consumers of final demand. Supply r 
(column 17) equals supply s (column 19) less distribution costs (column 18). 
All of columns 5 to 16 cover the processing for IC. The left half, columns 5-10, is the same as in the 
Use Table (columns 11-16) but with diagonal values removed and all values set to minus (to represent the 
fact that this amount is received by the industry given in the column from the industry given in the row). 
Suppose we start with a supply of products in column 4, their supply for IC means their rate is reduced by 
adding the negative values. Now we reach one of the key differences between SUT and the 7see 
reformulation. In 7see we add into a row the concept of the consuming industry of IC which is handled in a 
row rather than a column. The matrix in columns 5 to 10 is transposed and set to positive for columns 11 to 
16. Supply q+M (column 4) is column 17 less columns 5 to 16. Supply q+M could be considered as the pure 
component of value added by each industry and imports. Supply r (column 17) is after IC could be 
considered as products approaching their final form ready for final demand. 
We describe overall what Fig. A.2 represents. Column 1 is GVA data of products p as categorized by 
industry, as in row 19 of the Use Table. From column 2 on to the right, each row is categorized by products 
starting with q evolving to products f. Note that column 2 is derived by starting with final demand in column 
21 and working back to the left by progressive subtraction. We introduce the 7see formulation of coefficients 
(Fig. A.3). Our purpose is to use ratios (coefficients) for the complete connection from GVA by industries in 
Fig. A.2(a) column 1 to final demand by products in Fig. A.2(c) column 21. Furthermore, all of these 
coefficients can provide insights into the way an economy works. 
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Fig. A.2. Data from Fig. A.1 in the 7see reformulation. Data from Fig. A.1 are identified by row and column (c..) 
referencing. Columns in boxes are sub-totals. (a) columns 1 to 4 for products p, q and q+M, (b) columns 4 to 17 for 
products q+M and r following IC, (c) columns 17 to 21 for products r, s and f. 
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Fig. A.3. The coefficients derived from the values in Fig. A.2. Data from Fig. A.2 are identified by column (c..) 
referencing. 
 
Starting on the left in Fig. A.3, the first coefficient (column 1) multiplies GVA by industry p to reach 
categorization by product q (pq coefficient). This is equivalent to the SNA reassigning of secondary 
products. The next coefficient (column 2) is the ratio of imports by product to supply q (imports coefficient). 
Moving to IC, we derive coefficients only for consumption (production coefficients), not supply, which are 
in Fig. A.2(c), columns 11-16. These coefficients (Fig. A.3, columns 3 to 8) can be interpreted as the 
intensity of supply of one product (the column) according to the GVA of another product (the row). 
For distributors’ margin (referred to as transport and trade margins in the SNA) in Fig. A.2(c) 
column 18, a more appropriate denominator than GVA is supply r, after IC, forming the 7see TTM 
coefficient. This follows from the idea that traders’ mark-up is in proportion to their buy-in price (the 
margin). For column 20 of (net) taxes on products, the appropriate denominator is the value of products at 
basic prices, supply s, as it would correspond to the case of value-added tax (tax  coefficient). 
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Appendix B: Finite Time-step Computational Sequence for a Single 
Infrastructure Module 
We detail here the computational sub-steps for one full time-step of the module in Fig. 2(b) showing how 
stocks of FC evolve. We summarise these sub-steps graphically in Fig. B.1. 
 
 
Fig. B.1. Graphical representation of the computational sequence (for Fig. 2(b)) implemented in the system dynamics 
environment. 
The first sub-step uses the value of stocks α and γ from the previous time step and the exogenous 
(historical) value of ε (interpolated between the annual values). There is now information to calculate β, δ, 
and η in sub-step 2 (Eq. (B.1), (B.2) and (B.3)); all values are a function of time in integer steps, but for 
clarity these time steps are shown only for αmod and γmod: 
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Sub-steps 3 to 6 (Eq. (B.4)-( B.7)) then follow to arrive at a new value for α, the final result of time-step t = 
t+1. 
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At any point in time t for each infrastructure j, FCj, CFCj and FCFj are computed by 
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Proportional gain is described in Section  2.3 and Appendix E. 
 
Appendix C: Configurations of feedback methods for each product 
Empirically we have found that five configurations (Fig. C.1) are sufficient to reconcile differences between 
supply and demand for all the different distinct product outputs. We now discuss briefly how each 
configuration might be selected and applied to a particular economy. Appendix D lists the configurations 
used in the UK case study. 
We start with the simplest configuration in Fig. C.1(a) in which supply is predominantly from 
imports rather than domestic output, so FC of the domestic industry is insignificant. Simply, as more is 
demanded, more is imported. An example distinct output would be coal where an economy has dwindling 
indigenous reserves. For the two destinations shown, these could be power generation (a part of utilities) and 
manufacturing. 
The separate account of changes at the system boundary of the economy is the balance of payments 
(BoP). Whilst the principles we introduced in Fig. 1 depend only on proxy measures for goods, services, 
energy and so on, the monetary transactions of the BoP impose a requirement on a real economy that we 
must also consider. If Fig. C.1(a) is applied to coal, then the price of coal converts the energy content brought 
into the economy into the outgoing funds to pay for this import. 
The configuration in Fig. C.1(b) is similar to the introduction in Fig. 2(b). Supply is output from FC1 
alone (with no imports) and demand is by FC in other boxes. Here feedback changes investment to FC1 of 
the supply. An example is electricity when there are minimal imports via interconnectors with neighbouring 
countries. The supply box would be power generation and FC boxes for demand would be all buildings and 
other users of electricity. 
In case Fig. C.1(c), supply is from both FC1 and imports and the demand is created by FC in other 
boxes. The feedback changes investment to FC1 of the supply, and its output is used to calculate imports. We 
are not saying that domestic output determines imports, but that we model imports by a coefficient applied 
linearly to output. This is justified empirically where this imports coefficient is smoothly varying over the 
historical period. 
We develop this further in case Fig. C.1(d). The key feature of this configuration is that shortfall is 
calculated at the final supply of product f4 (Fig. 4) with feedback implemented to change production of its 
predominant source product q4. This configuration is necessary for each of the three larger industries. The 
point to note is that feedback is just to the predominant industry and its FC4, even though more than one 
industry contributes to final product f4. Nevertheless this brings about the required upstream adjustments 
because simultaneous action of the three feedback paths over a few time steps ensures that the required levels 
of several products p necessary to meet demand for several products f are achieved. 
The BoP has its own requirements for balance (Fig. C.1(e)). The question of how changes in the non-
trade components of BoP (e.g. investment in equities abroad and borrowing from abroad) affect other areas 
of the financial economy is complex, encompassing investor confidence, exchange rates, monetary policy 
and interest rates amongst other factors. We leave as exogenous all but one of non-trade components of BoP 
to show effects of trade on non-trade. 
All configurations incorporate a conservation principle, analogous to the conservation of mass and 
energy in physical processes. This is mirrored by the principle we work with here of accounting balance for 
each and all of the distinct outputs. 
Final version appeared as: SH. Roberts, CJ. Axon, BD. Foran, NH. Goddard, & BS. Warr (2016). A Robust Data-driven 
Macro-socioeconomic-energy Model. Trans IChemE Part E: Sustainable Production and Consumption, DOI: 
10.1016/j.spc.2016.01.003. 
 32 
 
Fig. C.1. One simple case and four configurations of feedback control in which shortfall enables supply q to meet 
demand g, or BoP to be balanced: (a) all supply from imports (M1); (b) all supply from domestic production by FC1; (c) 
supply from a combination of production by FC1 and imports, M1; (d) supply evolves from q to f (see Fig. 4) and 
demand is not from other fixed capital but the sum of GFCF (gross fixed capital formation), AFC (actual final 
consumption) and exports, X4; (e) feedback specific to BoP. 
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Appendix D: Preliminary steps to set up the 7see-GB model for the 
UK case study 
Four steps enable the model to run forwards from t=0 (the year 1990): 
1. For each unique output, assign the configuration of feedback, selecting from Fig. C.1.  
2. Calculate all the output, production and other coefficients from historical data. 
3. For all the remaining outputs not set by feedback or coefficients, identify these as exogenous and set 
them equal to historical data. 
4. For all FC, use only the initial values, these being the historical data at the start of the historical 
period. 
 
There remain a small number of parameters which must be tuned (Section  4.1 and Appendix E). The 
feedback configurations required are summarised in Table D.1. In Table D.2 we list many of the individual 
outputs used in the UK model together with the choice of appropriate feedback class from Table D.1. 
 
Table D.1. Summary of the feedback configurations shown schematically in Fig. C.1. Supplies of type q and f are 
shown in Fig. 4. Demand of type g shown in Fig. 5 and 6. 
 Reference to configurations in Fig. C.1 of how the shortfall achieves feedback 
 (a) (b) (c) (d) (e) 
Shortfall 
from: 
(Not 
applicable) 
demand g LESS supply of type q demand g LESS 
supply of type f 
total payable 
less total 
receivable 
Shortfall 
determines: 
(All supply is 
from imports) 
all supply from 
domestic output 
supply from domestic 
output and imports 
supply from 
domestic output and 
imports 
a component  
of non-trade 
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Table D.2. A list of the major outputs in the 7see-GB model and the choice of feedback control selected. 
Output Configurations (Table D.1) of how shortfall 
achieves feedback 
Notes as appropriate about FC and 
other aspects of the output 
 (a) (b) (c) (d) (e)  
agri      FCF exogenous  
extr, FC alone      FCF exogenous  
extr coal       
extr oil       
extr gas       
util without elec.*      FCF exogenous  
util elec. from gas       
util elec. not from gas      FCF exogenous  
manu       
manu imports      Exports exogenous 
manu petroleum products      Domestic refinery capacity exogenous 
cnstr       
serv LR       
serv LR imports      Exports exogenous 
balance of payments **       
 
* util for distribution of electricity, gas and water; electricity generation handled separately.  
** balance achieved using “investment into the UK for debt securities” (mainly corporate and Government bonds) 
(IMF, 2011; ONS, 2012c). 
 
 
Other settings of outputs: 
• actual final consumption: exogenous, 
• dwlg: FCF exogenous, 
• transport: for road transportation, historical data for new registrations, typical vehicle life and 
average vehicle travel; exogenous for other transportation, 
• jobs: the economically active population is exogenous. 
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Appendix E: Feedback setting for individual data outputs 
The list of individual outputs in Appendix D has many instances of implementing feedback. Only three cases 
need configuring and these are of the form of Fig. C.1(d) as applied to the manufacturing, construction, and 
the service industry. 
We optimise the values of their proportional gains by examining the dynamic behaviour of their 
model-generated FCF in detail at the time-step resolution of the model (Fig. E.1). For each of the 16 sub-year 
steps, the annualised historical data is held constant, giving the staircase profiles. Given the potential for 
dynamic instability of positive feedback, we temporarily disconnect the GFCF path while optimising the 
proportional gain values. The disconnection is done by setting the final demand of GFCF to historical values 
for each of these industries. 
The historical FCF for manufacturing (Fig. E.1(a)) is distorted by an exceptional event in 20052. 
There is a matching reduction in historical FCF for service industry (Fig. E.1(c)). The optimum proportional 
gain for manufacturing is set to 0.20. The higher value of 1.00 responds too sharply in 2004 which might 
lead to oscillations once the GFCF path is reconnected. 
For construction (Fig. E.1(b)), the optimum proportional gain is 0.1 which follows the historical data 
well. The value of 0.02 is too low because the modelled flow FCF is too high, while the higher value of 1.0 
gives rise to overshoot in 1991 and 2010. 
For the service industry (Fig. E.1(c)), the optimum proportional gain is chosen as 3.0 because the 
modelled flow FCF tracks the stepped form of the historical data with a rapid sub-year settling time at each 
annual step. The higher gain of 10 does not cause oscillations, as for manufacturing and construction (not 
shown here), but causes excessive overshoot at many annual steps. 
                                                 
2 In April 2005 British Nuclear Fuels plc (BNFL) transferred to the Nuclear Decommissioning Authority (NDA) the 
decommissioning liabilities for nuclear reactors that were reaching the ends of their productive lives. BNFL is classified 
as a public corporation in the National Accounts and the NDA as central government. The transfer value of -£15.6 
billion (negative for a liability) crossed the industry boundary (ONS, 2006). 
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Fig. E.1. The performance of feedback at the model time-step resolution (16 steps per year) is for flows FCF of (a) 
manufacturing, (b) construction, (c) service industry. The GFCF components of their final demand are constrained to 
historical values. Data sources: ONS (2014a) with extrapolation pre-1997 fitted to total GFCF (ONS, 2012a). 
 
Finding the values of proportional gain that keep the model stable is a minimum step in being able to 
go on to using the model for future scenarios. The success in regenerating historical data through feedback 
loops cannot be presumed and must be checked for every country-specific model. An example of historical 
data where this methodology might fail is if annual-quantised historical data includes large (positive and 
negative) changes frequently from year to year i.e. the underlying data is unstable and perhaps uncertain. 
