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FOREWORD

"Learning by doing" has been a hallmark of a South Dakota State University (SDSU)
education since its inception in 1881. Highlighting the accomplishments of SDSU

undergraduate students and their quest fornew knowledge and is appropriate during this
125th Anniversary yearfor SDSU. I commend eachauthor andfaculty mentor
responsible for a paper published in this issue of theSouth Dakota State University
Journal of Undergraduate Research.

Learning thescientific method ofinquiry through an undergraduate research experience
is theultimate example of "learning bydoing" in thatthestudent becomes notonly the
learner butalso themaster. The quest fornew knowledge and theuseof that knowledge
to opennew opportunities for others is stimulating andcanbe life changing. My personal
career goals completely changed as an undergraduate at SDSU some thirty years ago
aftersuch a research experience. It was a life changing eventthat opened a newworldof
opportunities to me.

Theopportunity to serve the people of South Dakota andthe region through the
development of new knowledge to address contemporary societal needs is unique to
SDSU. As scientists, wehave an obligation to contribute to theeconomic opportunities
and quality oflife ofmankind. Congratulations to each ofthestudents who were willing
to explore the world of science through an undergraduate research experience. You are
the future of science and our world.

Gary Lemme

Dean, College of Agriculture and Biological Sciences
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(Next deadline for submission: June 1, 2007)

MANUSCRIPT SUBMISSION

This section is intended to provide you with some guidance regarding the final
structure and format your research manuscript should possess to warrant
publication in the SDSU Journal of Undergraduate Research. Student authors
wishing to have their work published in the Journal are advised to follow these
guidelines as closely as possible, as manuscripts submitted to the Journal that

are not of high quality in content and format may be rejected by the editor.The
Journal editor understands that research products and manuscripts from
different disciplines may take on quite different forms. As such, ifthese
guidelines do not adequately answer your questions, simply follow the format
and guidelines utilized by a majorscholarlyjournal in your field of study.

Professional journalarticles in yourfield of study are a guideline for manuscript
length. (When in doubt, article conciseness is important). Your faculty mentor
should be able to advise you in this regard.

All manuscripts must be submitted by your faculty mentor to the Journal of
Undergraduate Research, Administration Building, Room 130. Email electronic
versions to Linda.WinkIer@sdstate.edu by June 1, 2007. Manuscripts submitted
by students will not be accepted for publication.

TECHNICAL GUIDELINES

Your JUR manuscript must be submitted both in hard copy (printed) form AND
electronic format (via email).

1. HARD COPY SUBMISSION Use Microsoft Word® to prepare, printand
submit your manuscript with all graphics, figures and captions in place,
exactly as you would like to see them appear in the final Journal article.
Every effort will be made to reproduce your manuscript in a form most

closely resembling your hard copy, however, slight variations may occur in
converting your files to those used by the publisher. Your careful

adherence to the information in the next few paragraphs will ensure
that your manuscript is reproduced with minimal errors.

SUBMISSION GUIDELINES

2. ELECTRONIC SUBMISSION Submit your MicrosoftWord® file, and all
graphic and photo files as attachments to the Journal email address.
Sending one email message with multiple attachments is preferred over
several separate emails. Manuscripts with speciai characters and/or
symbols must also be provided in a pdf fiie of the highest-possible
resolution with the fonts embedded.

All graphics (artwork, photos, graphs) must be submitted as separate
fiies, saved in EPS, TIP or JPG format with a resolution of no less than 300

dpi (dots per inch) for optimum quality reproduction. The graphics will be
inserted into the positions within your article as you've specified on the hard
copy. Microsoft Publisher files cannot be translated and, therefore, will not
be accepted.

By default, all graphics will be reproduced as black and white files. Color images
are printed for those who are willing to pay the extra cost to print color.
If you have further questions about submission, or if additional questions
about content and format arise, please do not hesitate to contact the Journal
editor, George Langelett, Economics Department, 688-4865 or
George.Langelett@sdstate.edu.

MANUSCRIPT REVIEW
After your manuscript has been submitted to the SDSU Journal of
Undergraduate Research, it will be reviewed by the editorial staff, and, if deemed
acceptable for publication, converted into a "publication-ready" format (proof).
A hard copy of the manuscript proof will then be returned to your faculty mentor
by July 1 for final review. At that time, it will be your mentor's responsibility to
make any final changes to the document and return it to the Editors by the noted
deadline (July 15). It is imperative that all proofs be returned to the Journal staff
in a timely manner so that any final changes can be incorporated before the
volume goes to press.
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FINAL PRODUCT

The final form of your paper will depend greatly on the nature of your topic and
certain publishing conventions that may exist within your discipline. Itis expected
that the faculty advisor for each project will provide substantial guidance in this
matter. An excellent general resource providing details of the content, style, and
organization of a typical journal article is the Publication Manual of the American

PsychologicalAssociation, which is accepted as a definitive source in many
disciplines. While the emphasis there is on empirical research reports (based
upon original research and data collection), other types of papers are also
described (review articles, theoretical articles), and an appendix: "Material Other
Than Journal Articles," may be useful.

Your discipline may have its own publication style preferences, and you should
explore this matter with your faculty advisor. For most all disciplines, however,
articles should follow a standard format and begin with a descriptivetitle, the
name of the author(s) the name(s) of the faculty advisor(s), and an abstract
describing in brief the purpose, methodology, and findings or conclusions of the
project (see below). Manuscripts describing empirical research will typically be
organized into further subsections, labeled Introduction, Method, Results,
Discussion, (or variations on those subheadings), along with a complete listof
References.

The rest of these guidelines are intended to provide you with a sense of the
appearance and content of a typical final research report, as it should appear in
the SDSU JUR. Beginning with "Title of Your Article" below, the remainder of this
document is written in the SDSU JUR style. Please note font sizes, format, and
section content, and use this example to guide you.
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*** Sample Format ***
Title Of Your Article

Author(s): Your Name, Your Partner's Name(s)
Faculty Sponsor: Faculty Mentor's Name
Department: Economics

ABSTRACT
This will be a brief statement of what was done in your research, along with your

principal results and conclusions. Only the most important facts should be related
here, in non-indented paragraph form. Offset the abstract by using margins that
are indented 0.5" on each side relative to the body of your manuscript. You may
list key words to aid in on-line computer-search applications, ifthat is appropriate.
For example. Keywords: undergraduate research, manuscript, submission,
guidelines.

INTRODUCTION
This is the first formal section of a research report. This and the sections to follow

should be single-spaced and laser-printed on only one side of the paper (8.5" x
11"). Early in this section, provide a general description of the research problem
or activity.Attempt to identify and define whatever terms your reader will need to
understand your project. The remaining paragraphs are often used to summarize
relevant findings from previously completed research. Always be sure to cite your
sources. Sarbin and Coe (1969) state that "in preparing a ... report, the student

must pay careful attention to the problems of documentation." In these examples
of citations, "the documentation is contained in the parentheses ..." (Sarbin and

Coe, 1969). To find the remaining information, the reader examines the reference
list at the end of the paper. This citation style is sometimes called "scientific
notation." Other citation styles may be more appropriate to your own disciplines.
Be sure to be consistent, and to discuss this with your faculty advisor. Ultimately,
you should use a citation style that is commonly accepted within your discipline.

The last portion of an introduction is often used to state the specific expected
outcomes of the project; sometimes this appears as one or more formal testable
hypotheses.
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METHODS

The content of this subsection may vary greatly, depending upon the nature of
the research project. You should refer to publication manuals or published
research for information specific toyour type ofproject. Sometimes this sub

section is labeled Materials and Method." Figures (see below) are often used to
clarify and explain important details. In general you should use this sub-section
to explain to your reader, in as clear a way as possible, what you did, in the order

that you did it. In an empirical research report, you should try to provide enough

detail that another researcher could essentially duplicate your study without
referring excessively to other sources.

RESULTS

This should be a clear description of any data (or other material) generated asa
result of your research. It must start out as a written description, but this

subsection is often supplemented with FIGURES and TABLES, or PLATES, or

other types of graphic images. These are never sufficient by themselves. Figures

and Tables should not appear in your paper until after they've been mentioned or
referred to in the written portion of this section. They should appear as soon as is

reasonable after such mention, either on the same page, or on the next page
(see Figure 1, and Table 1). Notice, in particular, that in most scientific papers,

the number and title of a Table appear above the data being described, but the
number and title of a Figure appear below the data. Any units of measure must

appear either in the title, or independently in the column or row headings. Atable
is useless unless the reader can understand exactly what is represented.
Graphic materials, properly labeled, should be Included IN THE BODY of
your paper, not grouped at the end. (See the above section labeled

"Submission" for further details.)

The Results section is also the place to include any statistical interpretation of
the data, if such exists. Be sure to point out any important features of your
findings, but AVOID tothe extent possible, any THEORETICAL
INTERPRETATION unless you are combining this with the next section
(DISCUSSION or CONCLUSIONS).

DISCUSSION (AND/OR CONCLUSIONS)
This section is sometimes combined with the previous RESULTS section,
especially when that permits a more efficient presentation. Your "Discussion"

should include any theoretical interpretation of your data, including, when
appropriate to your topic, the following: (1) WHETHER your results support any
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specific hypothesis or hypotheses you may have stated in your introduction; (2)
HOW your results compare with the results in your cited research sources; and
(3) WHAT theories or explanations seem to best explain or account for the results
that you are describing.
Again, be sure to cite (Sarbin and Coe, 1969) the sources for theoretical ideas
and explanations provided by other writers or sources. Also, address whether
there any practical applications for the results or methods used in your research.

LIMITATIONS
It is often useful, particularly in undergraduate research, to provide a summary of
the limitations of the research from methodological, theoretical or other points of
view, to provide perspective and to serve as a possible basis for improvements in
future projects.

ACKNOWLEDGEMENTS
Feel free to use this section to BRIEFLY acknowledge any and all who helped
you bring your project through to fruition. You may also thank any funding sources
if appropriate.

REFERENCES
Provide a complete list of all cited materials, in a format that is consistent with
publications in your area of study.

APPENDIX
This section is optional, and generally unnecessary. In some cases, it may be
included to provide a more complete description of materials used. The Editor of
the SDSU Journal of Undergraduate Research would prefer that no appendices
be used. However, if absolutely necessary, the number of pages in an appendix
should be kept to an absolute minimum!

The Journal of Undergraduate Research would like to thank
Dr. Kevin Kephart, Dean of the Graduate School, and Dr. Michael

Reger, Executive Vice Presidentfor Administration, for their efforts
to secure funding for the Journal.
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Authority Presence and the Effect on
Prejudice
Authors:

Nicole L. Hofman

Faculty Sponsor:
Department:

D. Spear
Psychology

ABSTRACT

The current studyanalyzed the relationship between an authority figure's presence
and the prevalence of prejudice whensentencing criminals. Eighteen undergraduate
students (5 men and 13 women) aged 18 to 21 years, volunteered to participate in the
study. Eachparticipant completed the Implicit Association Test (lAT) andcompleted four
fictitious criminal sentences. Significant support wasnotfound for the current hypothesis,
although more participants showed prejudice when the authority figurewas absent
comparedto when the individualwas present.Womenshowedprejudicialbehaviormore
often thenmen when the authority figure was absent. Participants had a tendency to
sentence longer for different races andfor the crime involving homicide when compared
to a rape crime.

INTRODUCTION

AnAuthorityFigure's Presence and the Effecton Prejudicein CriminalSentencing
According to Dovidio and Gaertner (1986) prejudice is an attitude that includes a

"faulty generalization" towards a particular group or member of thatgroup. Prejudice and
stereotyping particularlyaffectsAfricanAmericansliving in the United States. Studies

have shown thatprejudice towards black Americans is stillquite prevalent today among
whiteAmericans (Crosby, Bromley & Saxe, 1980). Stereotypes and prejudice havealso
beenshown to be somewhat automatic. Because of this automatic reaction, it maybe
harder to control stereotyping in situations where attention is drawn to an individual's

race (Blair, 2002). McConahay (1983) reported that white Americans reactpositively or
negatively to African Americans based on the context of their behavior.

Prejudice is involved in criminal sentencing, andhas beenexamined in a variety of
studies involving bothmockand actual trials. Sommers andEllsworth (2001) report that
white jurors are more likely to have a bias towards African American defendants when
attention is not drawn to racial issues throughout the trial. Other studies have shown that a

defendant's racecan stillgreatly affect the process of criminal sentencing despite the
attentionprejudice in the courtroomhas received over the years (Free, 2002). Jones and
Kaplan (2003) have found that individuals feel that certain races commit certain crimes

andthistypeof race-congruency behavior effects juror's decisions more often thanjust
general racial stereotypes. The race of the defendant, victim and the juror has also been
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found to have an effect on the outcome of a juror's verdict (Foley & Ghamblin, 1982).

Despite the attention racialmatters are given throughout the trialprocess, it has been
found that race does, in fact, still influence courtroom decisions (Lynch & Haney, 2000).

Thepresence of authority figures can alsoinfluence the prevalence of prejudice and
stereotyping involved in decision-making. Petersen and Dietz (2000) haveshown that
when individuals receive direction and support from an authority figure, they will engage
in more discriminative behavior towards others. Studies have also shown that an authority

figure's influence and support of biasedopinions can causebusiness leaders to develop
prejudice andwilldiscriminate towards employees basedon racein the work place
(Brief, et. al., 1995, Brief, et. al., 2000).

The currentstudyanalyzes a person's abilityto sentence criminals and if prejudice
or an authority figure's presence alterssentencing. Prejudice is measured using the
Implicit Association Test (lAT) (Greenwald, Nosek & Banaji, 2003). Previous studies
have used measurements such as the Modem Racism Scale. The lAT was specifically

created to not measure blatant attitudes and is an improvement of older measures because
it measures the automatic associations between concepts and attributes presented to
individuals (Nosek, Greenwald & Banaji, 2005). Automatic associationsinvolve a

person's ability to associate concepts to certain categories. Forexample, a person is given
theterm "peace"; theresponsibility of theindividual completing thelAT is to classify the
word as either"good" or "bad." ThelAT is a measurement of the reaction times recorded
when theparticipant is engaged in classifying thegiven concepts. Thecurrent study seeks
to identify whether an authority figure's presence affects theexistence of prejudice when
sentencing criminals based on descriptions of individuals andcrimes committed. It is
expected that a prejudicial behavior toward criminals of different race will notbe present
when an authority figure is in theroombut willbe evident when the authority figure is
absent.

METHOD

Participants

Theparticipants included 18undergraduate college students attending South Dakota
State University. Theparticipants included bothmen andwomen who were at least18
years of age. Each of theparticipants volunteered andtheir involvement in theresearch
was either partof a class assignment or they received extracredit. Theparticipants were
each given informed consent and after finishing their session, were thoroughly debriefed.
This particular study followed theAmerican Psychological Associations rules and
regulations and was approved by theSouth Dakota State University's Institutional Review
Board. Each researcher completed NIH research training online.
Materials

Participants were asked to complete a basic personality inventory created by the
researchers. Thequestionnaire contains a variety of questions thathave no established
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validity. The main purpose of the questionnaire was to distract participants as to the true
nature of the experiment.

Fictitious criminal scenarioswere created by the researchers to assess participants'
level of prejudice when assigning sentences. There were four criminal scenarios.
Scenarios 1 and 4 involved white Americans and Scenarios 2 and 3 involve black
Americans. The first two scenarios contained a crime that involved the homicide of

another individual.The last two scenarios involved the crime of rape. Each scenario
contained the same sentence terms, in the same order. Answer "A was a sentence of 1-2

years, "B" was 2-5 years, answer "C" was a sentence of 5-10 years, "D" was 10-20years
and answer "E" was a sentence of 20 years or more.
Prejudice was measured using the Implicit Association Test (lAT). The test was

designed to measure automaticassociations between four distinct categories. The four
categories used in this particular experiment were "good", "bad", "black" and "white".
Each participant was required to place either an African American face, white American
face, a word such as peace or one such as hate into either the "good", "bad", "black" or
"white" category. Each participant's reaction time for each classification was recorded.
The average of these measurements was then used to classify an individual's level of
automatic associations into categories, such as "little or no", "slight", "moderate", or

"strong" associations. The lAT has shown to be valid and reliable in measuring
associations (Greenwald, Nosek & Sriram, 2006).

Design and Procedure
The research setting was on the campus of South Dakota State University with
groups of six to nine participants involved in testing at each specific time. Each
participant received both information regarding consent and informed consent forms to

read and sign.The research assistant alsoread the form aloud. Information wasgiven to
each participant regarding the proposed natureof the study, whichinvolved lookingat
personality characteristics and criminal sentencing. Eachparticipant alsoreceived a copy
of the information sheet for contact information. On the consent form a different title was

used so participants wouldnot be informed of the true natureof the study. Participants
were then issued a personality questionnaire, created by the researchers, to act as a

distraction as to whatthe experiment was designed to trulymeasure. Uponcompletion of
the questionnaire, participants were asked to sentence two criminals based on

descriptions of the crimes committed,with one criminal being AfricanAmericanand one
a whiteAmerican. While the participants sentenced the mock criminals, the authority
figurewas standing directly behindthe group, watching each participant choosea specific
sentence for each of the two scenarios. The group was then given two more criminals to
sentence and at this time the researcher left the room, telling the participantsthat she was
preparing the next portionof the sessionin the computerlab.When the sentencing of
criminalswas complete, prejudice was measuredusing the ImplicitAssociationTest.The
participants did not receive the results of the lAT.

After each participant completed the lAT, the researcher thoroughly debriefed the
group of participants and statedthat the researchinvolved measuring the presenceof
prejudice in criminal sentencing. The researcher also statedthat the studywasexamining
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if an authority figure's presence had an affect on prejudice. If participation in
the study was bothersome, the option of withdrawinghis or her specific data
was given to each participant. Each participant was also given the opportunity
to visit the on campus-counseling center if there were any experiences of
negative side effects that resulted from participating in the study.

RESULTS
The data was analyzed by comparing the presence of prejudice in regards
to the presence of the authority figure using Chi Square. Results show that the
presence of an authority figure did not significantlyalter the presence of
prejudice ("2 (1, 18) = .103, p = .31).
Table 1. Percent of Observed Prejudice with Authority Figure Absent

Prejudice

Prejudice

Present

Absent

Men

5.5

22.2

Women

11.1

61.2

14 n

c

(1)
TJ
3

CO

• Showed Prejudice

H-

o

• Did Not Show Prejudice

>.
u
c
o
3
C7

£
Li.

Present

Absent

Authority Figure's Presence

Figure 1. Frequency of participants who showedor did not show prejudice
when the authority figure was absent or present.
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Table 1 represents the percent of participantswho showedprejudice when the
authority figure was not present. Prejudice was measured by analyzing the sentence
terms assigned for each particular scenario. Prejudice was said to be observed if the

sentence that wasthe assigned whenthe authority figure was absent was longerthenin
comparison to when thefigure was present. Participants generally didnot show prejudice
if the authority figure was not present. Women showed prejudice more frequently then
nien in the absence of an authority figure. Figure 1 represents the frequency of students
whoshowed prejudice or did not show prejudice when the authority figure was present
or absent. Moreparticipants did not show prejudice whenthe authority figure was
present in comparison to when the authority figure was absent.
Frequencyof sentenceschosen by each participant can be found in Table2. For
scenarios 1 and 2, participants assigned longer sentences than for scenarios 3 and 4.

Participants were assigned longersentences for Scenario 2 in comparison to Scenario 1.
Whencomparing frequencies of sentences for Scenarios 3 and 4, assigned sentences
were longer in Scenarios 3 then in 4.

Table 2. Frequency of Sentences Given in Criminal Scenarios

Race
Crime
Sentence

White
Murder

1-2 years

Black
Murder

Black
Rape

10

2-5years
5-10years
10-20 years
20+ years

3
4
2
8

White
Rape

12

12
3
3
5
7
9
5

7
2
2
5

A two waybetween subjects ANOVA for race of criminal and sentence given is
shown in Table 3. There was significance found in the maineffect of thelength of
sentence givenfor each different crime (F (1, 17) = 6.18, p = .02) as well as in the race
of thecriminal (F (1, 17) = 10.13, p = .005). Theinteraction between the length of
sentence givenand the race of the criminal was not found to be significant.

Table 3. 2x2ANOVA Table Comparing theRace of theCriminal and theLength of
Assigned Sentence

Source of Variation
Crime

Error (Crime)

88

df

MS

F

P-vaiue

190.125

1

190.13

6.18

0.02

523.375

17

30.79

10.13

0.005

0.05

0.83

Race

156.056

1

156.06

Error (Race)

261.944

17

15.41

Crime * Race

Error (Crime * Race)
Total

0.5

1

0.50

167.75

17

9.868

1299.75

17
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DISCUSSION
The results of the current study are not strong support for the hypothesis that an

authority figure's presence willalterthepresence of prejudice. There was no significant
differencefound between prejudiceand an authorityfigure's presence.However, it is

important to notethatmore participants did show prejudice when the authority figure
was absent. It is also importantto notice that participantswere more likely to assign

longer sentences for thecrimeof homicide thenthe crime involving rape. Statistical
analysis alsoshowed a strong relationship contingent on the raceof the individual who
committed the fictitious crime and the length of the sentence that was assigned.
There are a number of confounding variables that could have influenced the results

of the currentstudy. The samplesize was very small,with only fivemen, whichcould
alterthe significance of the data. Another errorthat couldhavealtered the datais the lack
of a standcirdized measurement used to evaluate prejudice. Although some studies have
found the lAT to be a reliable form of measurement of automatic associations, it is a

relatively new form of measurement andmust go through more extensive testing in order
to be considered fully reliable and valid. Therehas alsobeen an extensive amount of
controversy in regards to the IAT andits attempt to measure behaviors. Although the IAT
has been found to be accurate in measuring associations, the lAT has not been found to

predict anindividual's future behavior when race may be anissue (Bower, 2006). Also,
the LAT was developed to measure associations, whichcan be considered by some,to not
be measuring prejudice (Blanton, Jaccard, Gonzales & Christie, 2006). Because of the
lack of standardized measurement in regards to prejudice, it is a difficult behavior to

defineand measure. This particular behavioris difficult to measure because depending
on the degree of prejudice, individuals are ableto control whether they judgeusing

stereotypes (Devine, 1989). Other studies have shown thatindividuals aresensitized
toward racialstereotypes and can control to a degree theirusageof stereotypes in making
judgments (Blair,Judd & Fallman, 2004)
College students' viewof the law, courtroom decisions, and lawmakers is less
respectful when compared to other generations (Borup & Elliott, 1970). This could alter
the participant's decision when sentencing a criminal, mostlikely making themmore
lenientbecausethey may feel that the law and punishments are too harsh. This aspect
would affect the results because it would alter the person's ability to sentence accurately

because personal opinions would hinder the ability to make the mostlogical and
detached decision.

The socialdesirability of each individual couldhave also affected the resultsof the

current study. Studies have shown thatcertain behaviors andactions thatareconsidered
more desirable are oftenoverreported due to emphasis placedon socialdesirability
(Motl, McAuley & DiStefano, 2005). Thisaspect mayhave affected the current study

because participants could have sentenced criminals notbased ontheir truefeelings but
on whether or not the sentence they chose would be desirable to the researchers.
Future research could focus on increasing the sample size used for the study.

Perhaps a largersample would provide betterstatistical evidence for the current
hypothesis. In addition, a different form of measuring prejudice could also be used to
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provide a more accurate analysis of the behavior. Research should also focus on using
criminal scenarios that are similar in the particular subject matter and which represent a
number of different races. This would be useful to analyze more accurately the attitude

of prejudice as well as see which race it is directed to the most frequently.
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ABSTRACT
Biodiesei is produced by adding methyl ester products to diesel fuel. Base catalyzed
transesterification of oil with methanol is the primary process used today. Current dry
mill ethanol production facilities allow the com oil to pass through the process where it
becomes part of the dried distiller's grain with solubles (DDGS), a lower valued feed coproduct. This study evaluated the economic feasibility of integrating a biodiesei
production facility with existing and/or new dry mill ethanol plants. The following
methods for com oil separation were considered; hexane extraction of com oil from the
dried distiller's grain stream, initial germ separation and subsequent oil extraction from
the germ, and extraction of oil from the thin stillage stream using a centrifuge.
Currently the majority of research in the economics of biodiesei is focused on the
use of soybean or canola oil to produce the product. Studies in Georgia (Shumaker et
al.), Kansas (Coltrain), and North Dakota (Van Wechel et al.) have all focused on using
soybeans as the initial oil source. This study is the initial evaluation for the use of com
oil as the feed stock.

The study found that all methods for oil separation showed potential for payback of
capital investment in less than five years. This study found that producing biodiesei with
com oil, from a dry mill ethanol plant, as a feed stock is economically feasible.
Additionally, using com oil to the production of renewable fuels can help to decrease our
nation's dependence on imported oil.

INTRODUCTION
Production of fuel from renewable energy sources has been of growing importance
recently as a result of rising energy prices. Shrinking fossil fuel resources and concems
about greenhouse gas emissions has increased demand for cost effective,
environmentally friendly, renewable fuels.
Our nation's current annual ethanol production capacity of 4 billion gallons is more
than double the capacity of 1.8 billion gallons in 2001 (RPA, 2006). Plans for future
constmction of biodiesei production facilities indicate that the U.S. annual production
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capacity will jump from 350 million to 1.15 billion gallons by Decemberof 2007 (Feltes,
2006). The use of com oil as a feed stockfor biodiesel production would integrate these
rapidly growing industries. Profitability of ethanol production facilities can be enhanced
by incorporating the separation of com oil and its corresponding conversionto biodiesel.

OBJECTIVE

The overall goal of this studywas to determine the economic feasibility of harvesting
com oil from a dry millethanolplantand usingit as a feed stockfor biodiesel production.
Methods

The data for this study was gathered from numerous sources. A large amount of
time was spent searching for industries that offered those technologies relevant to this
study.Many companies were reluctant to divulge proprietary information about
equipment costs,processefficiencies, and productyields. Fortunately, a few industry
representatives provided economicand technicalinformationon biodiesel production,
com fractionation, and centrifugaloil extraction. Those industryrepresentatives wished
to keep their anonymity to avoid the risk of exposingproprietaryinformation. Professor
Mike Twedt, Director of the Energy Analysis Lab - SDSLF, provided the information for
hexane extraction.

The data collectedincluded costs for process implementation, operationalcosts,
product yields, and market values. Each of the com oil separation methods were
evaluated based on the amountof com oil that could be harvested. The com oil yieldsfor

eachextraction method wereadjusted by a sizefactorto takeinto account the quantity of
oil neededfor a biodiesel plant with annualproduction capacity of 30 milliongallons.
Once all of the associated costs and revenues were calculated, a paybackanalysis was
conducted on each of the three corn oil separation methods mentioned above.

Economic Analysis
The following will describe the economic analysis of each com oil obtainment method.

METHOD 1: CORN OIL REMOVAL VIA FRACTIONATION
Process Description
Fractionation is the separation of the threeprimarycomponents (endosperm,
pericarp or bran, and germ) of the com kernel. The starch is found in the endosperm
portion of the kemel. Com starch is fermentable and is used to produce ethanol. The bran
and germ are non-fermentable and are comprisedof fiber and oil respectively. The com
bran would be sold as a food source and is an excellent source of dietary fiber. The com
oil is separatedfrom the germ and would be used for biodiesel production, livestock
feed, or refined and sold as food-grade oil.
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The fractionation adds value to the ethanol production process through the generation

of marketable co-products. The designer of the fractionation system provided the yields
and marketvaluesof co-products generated by the fractionation process (Table 1).
Table 1. Co-product yields and marketvalues. (Prices as of 6/10/05)
Yield

(lbs/Bushel)

By-products

Prioe/lb

Value/Bushel

$

0.21

4.09

$0.07
$0.04

$

0.14

1.01

$0.27

$

0.27

Corn Bran

3.05

Corn Germ Meal
Corn Oil

Payback Analysis
The anticipated annual return, AR, was determined by the following equation:
AR = [(MF) X(PR - PC)] -h BR - BC
where,

MP = plantsrequiredto feed biodieselplant at designcapacity
PR = revenues generated from the fractionation facility, $/yr
BR = revenues generated from the biodiesel production facility, $/yr
PC = cost to operate the fractionationfacility, $/yr
BC = cost to operatethe biodieselproduction facility, $/yr
Fractionation Revenues

The annual value for the revenues generated by the fractionation facility was found
as follows:

PR

= CPR + IPR-1-OS

where,

CPR = co-product revenue, $/yr
IPR = increased ethanol production revenue, $/yr
OS = operational savings, $/yr

In this studythe com oil was used as the feedstock for biodiesel production.
Therefore, the total value of the marketable co-products (bran and germ meal) was
$0.35/bushel.The fractionation facility is sized for an ethanol plant with production

capacity of 40 million gallons peryear(40,000 bushel/day for 350days/yr). Theannual
value for co-products is shown:

CPR

= ($0.35/bushel) x (40,000 bushel/day) x (350 days/yr)

= $4,900,000/yr
Fractionation decreases the amount of non-fermentable components of the com kemel

sent to the fermentation process. An industryrepresentative statedthat a 1.5%- 2.0%
increasein ethanolyield (gallons/bushel) can be expected. The increased valueof ethanol
production was found as follows:
IPR = (40,000,000 gallons/yr) x ($2.40/gallon) x (1.5%)
= $I,440,000/yr
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Thedried distiller's grains with solubles (DDGS) must be dried to anacceptable moisture
level for storage and transport purposes. The absence of oil in the DDGS reduces the

volume ofDDGS that require drying. The cost ofthe energy-intensive process ofdrying
theDDGS is decreased as a result of this volume decrease. Material handling
requirements are also lowered which leads toadditional cost savings. Subsequently,
operational savings arerealized in lower energy requirements. A fractionation industry
representative provided thefollowing estimate for operational savings due to lower
DDGS volume:

OS =$750,000/yr

Thetotal revenues thatcanarise from implementing a fractionation process are:
FR

= CPR-I-IPROS

= $4,900,000/yr + $l,440,000/yr-i- $750,000/yr
= $7,090,000/yr
Biodiesel Production Revenues

Therevenues generated fromthe biodiesel production facility were found as follows:
BR = EDS-h GS-h PS + SS

where,

EDS
= value of biodiesel sales, $/yr
GS = value of glycerin sales, $/yr
FS = value of fatty acid sales, $/yr
SS = value of soapstock sales, $/yr

A biodiesel industry expert provided values forbiodiesel and co-product yields. Table 2
displays the expected product yields and revenues forthe30million gallon peryear
biodiesel production plant.

Table 2. Product yields, market values, andrevenues forbiodiesel production. (Prices as
of 3/21/05)
Marketable

Yield (% of feed

Products

stock)

Annual
Production

Market
Value

Annual
Revenues

Biodiesel

70%

30,000,000
gallons

$2.81/gallon

Fatty Acid

15%

49,665,000 lb

$0.05/lb

$2,483,250

Glycerin

10%

33,110,000 lb

$0.08/lb

$2,648,800

5%

16,555,000 lb

$0.02/lb

Soapstock

TOTAL

$84,300,000

$331,100

$89,763,150

Therefore, the annual revenues for thebiodiesel production operation as shown:
ER =EDS + GS+FS + SS

= $84,300,000/yr -i- $2,648,800/yr + $2,483,250 /yr -i- $331,100/yr
= $89,763,150/yr

Fractionation Facility Operation Costs
Theannual costto operate thefractionation facility includes thecostof natural gas.
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electricity, water/sewer, labor, repairs & maintenance, marketing, and other miscellaneous
expenses. The total annual costs were provided by an industry representative and are
listed as follows:

FC = $6,680,000/yr

Biodiesel Production Facility Operation Costs
The cost to operate the biodiesel facility is estimated to be $0.36 for every gallon of
biodiesel produced. This value includes the cost of process chemicals, electricity,
water/sewer, labor, repairs & maintenance, marketing and other miscellaneous
expenses. The total annual costs associated with operating the biodiesel production
facility were found as follows:
BC = ($0.36/gallon) x (30,000,000 gallons)
= $10,800,000/yr

Ethanol Plant Multiplication Factor
Using the data from Table 1, the amount of com oil produced is found to be 14,140,000
Ib/yr. The proposed biodiesel production facility is designed to produce 30 million
gallons of biodiesel annually. The amount of feed stock (com oil) required to keep the
plant operating at design capacity is defined by the following equation:
FS

=BP/BY

where,

BP = Annual biodiesel production, gallons/yr
BY = Biodiesel yield, %

A biodiesel industry representative stated that approximately 70% of the incoming feed
stock is typically converted into biodiesel. The biodiesel feed stock requirement was
found to be:

FS

= (30,000,000 gallons/yr) / (0.7)
= 43,000,000 gallons/yr
Since the amount of com oil available was less than the amount required for operating the
biodiesel operation at full capacity, the following multiplication factor was defined:
MF =FS/CO

where,

FS
CO
By using
MF

= 43,000,000 gallons/yr (from above)
= Annual com oil harvested via fractionation method, gallons/yr
7.7 lb/gallon for the density of com oil the multiplication factor was found as:
= (43,000,000 gallon/yr) / ([(14,140,000 Ib/yr) / (7.7 lb/gallon)]

= 23.4

The multiplicationfactor (MF) represents the theoretical number of identical plants that would
be required to supply an adequate amount of com oil to the biodiesel production facility.
The anticipated annual retum, AR, was found to be:
AR = [(MF)'X(FR - FC)] + BR - BC
= [23.4 X($7,090,000/yr - $6,680,000/yr)] + $89,763,150/yr $10,800,000/yr
= $88,557,150

Milton m. briggs library
South Dakota State University
Brookings, SD 57007-1098
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Implementation Cost
The estimated cost for biodiesel production is based on the construction of a plant with
the capacity to produce 30 million gallons of biodiesel annually. The costs for
engineering and construction of the fractionation and biodiesel production facilities were
obtained from valid sources in each respective industry and are estimated as shown:
Biodiesel Facility:
Fractionation Facility:

$20,000,000
$16,000,000

Simple Payback Period
The simple payback period for this process was found as follows:
SP =(FIC + BIC)/AR
where,

FIG = fractionation facility implementation cost (multiplied by MF)
=
=
BIG =
=

(23.4) X (16,000,000)
$374,400,000
biodiesel production implementation cost
$20,000,000

AR = annual return due to fractionation and biodiesel production
= $88,557,150

Therefore, the simple payback period was found to be:
SP = ($374,400,000 + $20,000,000) / $88,557,150
= 4.5 years

METHOD 2: EXTRACTION OF CORN OIL FROM
STILLAGE STREAM

Process Description
Goncentrated thin stillage is a by-product of the distillation process stream of a dry
mill ethanol plant. The whole stillage is processed through a centrifuge and separated into
two streams, wet distiller's grain and thin stillage. The thin stillage is concentrated by
evaporation to syrup which is added to the DDGS stream. The com oil obtainment

method evaluated here involves diverting the syrup through a centrifugal separator before
it enters the DDGS stream. The centrifuge can extract 15% - 20% of the com oil that is
present in the thin stillage stream.

Payback Analysis
The anticipated annual retum, AR, was determined by the following equation:
AR = [(MF) X (OR - OG)] + BR - BG
where,

MF = plants required to feed biodiesel plant at design capacity
OR = revenues generated from the oil separation facility, $/yr
BR = revenues generated from the biodiesel production facility, $/yr

ECONOMIC EVALUATION OF INTEGRATING BIODIESEL PRODUCTION

15

OC = cost to operate the oil separation facility, $/yr
BC = cost to operate the hiodiesel production facility, $/yr

Oil Separation Revenues
In this study, the corn oil will be used as the feedstock for hiodiesel production. The
remaining thin stillage will be concentrated and sold as DDGS. There are not any

co-products generated through the oil separation process. However, it shouldbe noted
that the absence of oil will raise the level of protein in the DDGS. Although the available
mass of marketable DDGS will be decreased, the increase in protein percentage should
cause the value of the DDGS to increase. It is assumed that the increase in value of the
de-fatted DDGS should offset the decrease in available tons of DDGS for sale. For the

purposeof this study, no valuewas allotted for increased revenue due to oil separation.
Therefore,
OR =$0

Biodiesel Production Revenues

Since the biodiesel plant is the same as described in Method 1, the total revenues are
identical and defined as:

BR = $89,763,150/yr

Oil Separation Process Operation Costs
The annual cost to operate the oil process separation equipment includes the cost of
natural gas, electricity, water/sewer, labor, repairs & maintenance, marketing, and other
miscellaneous expenses.An industry representative stated that 1,300,000gallons of com
oil can be extracted at an ethanol plant with operating capacity of 40 million gallons per
year. Industryinformation also indicated that the com oil can he extracted at an operating
cost of SO.Ol/gallon. The total annual costs were estimated as follows:
OC = (SO.Ol/gallon) x (1,300,000 gallon/yr)
= $13,000/yr

Biodiesel Production Facility Operation Costs
Once again, since the biodiesel plant is the same as described in Method I, the
operation costs are identical and defined as:
BC = ($0.36/gallon) x (30,000,000 gallons)
= $10,800,000/yr

Ethanol Plant Multiplication Factor
The amount of feed stock (com oil) required to keep the plant operating at design

capacity was found above in the analysis of Method I to be:
PS = 43,000,000 gallons/yr
Since the amount of com oil available was less than the amount required for operating the

hiodiesel operationat full capacity, the followingmultiplication factor was defined:
MF =FS/CO
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where,

FS

= 43,000,000 gallons/yr (from above)

CO = Annual com oil harvested via centrifugationmethod, gallons/yr
The multiplication factor was found to be:

MF = (43,000,000 gallon/yr) / (1,300,000 gallon/yr)
= 33.1

The multiplication factor(MF)represents the theoretical numberof identical plantsthat
would be required to supply an adequateamount of com oil to the biodieselproduction
facility.
The anticipated annual retum, AR, was found to be:
AR = [(MF) X (OR - OC)] + BR - BC

= [33.1 X($0/yr- $13,000 /yr)] + $89,763,150/yr - $10,800,000/yr
= $78,532,850

Implementation Cost
The estimatedcost for biodieselproductionis based on the constmctionof a plant with
the capacity to produce 30 million gallons of biodiesel annually. The costs for
engineering and constmction of the centrifugation and biodiesel production facilities are
as follows:

Biodiesel Facility:
$20,000,000
Oil Separation Equipment:
$2,000,000
The simple payback period for this process was found as follows:
SP =(OIC + BIC)/AR
where,

QIC = centrifugation facility implementation cost (multiplied by MF)
= (33.1) X (2,000,000)
= $66,200,000

BIG = biodiesel production implementation cost
= $20,000,000

AR = annual retum due to oil separation and biodiesel production
= $78,532,850

Therefore, the simple payback period was found to be:
SP = ($66,200,000+ $20,000,000) / $78,532,850
= 1.1 years

METHOD 3: CORN OIL EXTRACTION FROM DOGS
USING HEXANE

Process Description
This process involves the use of liquid Hexane to extract com oil from the dried
distiller's grains with solubles stream in dry grind ethanol production (Twedt, 2006). The
following information is based on a study of an ethanol plant with a capacity of 50
million gallons per year.
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Payback Analysis
The anticipated annual return, AR, was determined by the following equation:
AR = [(MF) X (HR - HC)] + BR - BC
where,

MF
HR
BR
HC
BC

= plants required to feed biodiesel plant at design capacity
= revenues generated from the hexane extraction facility, $/yr
= revenues generated from the biodiesel production facility, $/yr
= cost to operate the hexane extraction facility, $/yr
= cost to operate the biodiesel production facility, $/yr

Oil Extraction Revenues

As in the previously mentioned methods, the corn oil will be used as the feedstock for
biodiesel production. The hexane extraction method yields 13,914,432 pounds of com oil
per year. There are not any co-products generated through the oil separation process.
However, it should be noted that the absence of oil will raise the level of protein in the
DDGS. Although the available mass of marketable DDGS will be decreased, the increase
in protein percentage should cause the value to increase as well. It is assumed that the
increase in value of the de-fatted DDGS should offset the decrease in available tons of

DDGS for sale. For the purpose of this study, no value was allotted for increased revenue
due to oil separation. Therefore,
OR =$0

Biodiesel Production Revenues

Since the biodiesel plant is the same as described in Method 1, the total revenues are
identical and defined as:

BR =$89,763,150/yr

Oil Extraction Process Operation Costs
The annual cost to operate the oil process separation equipment includes the cost of
hexane, natural gas, electricity, labor, and repairs & maintenance. Professor Mike Twedt
provided the total annual operation costs for the hexane extraction process as shown:
HC =$510,661/yr

Biodiesel Production Facility Operation Costs
Since the biodiesel plant is the same as described in Method 1, the operation costs are
identical and defined as:

BC = ($0.36/gallon) x (30,000,000 gallons)
= $10,800,000/yr

Ethanol Plant Multiplication Factor
The amount of feed stock (com oil) required to keep the plant operating at design
capacity was found above in the analysis of Method 1 to be:
FS = 43,000,000 gallons/yr
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Since the amount of com oil available was less than the amount required for operating the
biodiesel operation at full capacity, the following multiplication factor was defined:
MF =FS/CO

where,

FS
CO
By using
MF

= 43,000,000 gallons/yr (from above)
= Annual com oil harvested via hexane extraction method, gallons/yr
7.7 lb/gallon for the density of com oil the multiplication factor was found as:
= (43,000,000 gallon/yr) / ([(13,914,432 Ib/yr) / (7.7 lb/gallon)]

= 23.8

The multiplication factor (MF) represents the theoretical number of identical plants that
would be required to supply an adequate amount of com oil to the biodiesel production
facility.
The anticipated annual retum, AR, was found to be:
AR = [(MF) X (OR - OC)] + BR - BC

= [23.8 X($0/yr - $510,661/yr)] + $89,763,150/yr - $10,800,000/yr
= $66,809,418

Implementation Cost
The estimated cost for biodiesel production is based on the construction of a plant with the
capacity to produce 30 million gallons of biodiesel annually. The costs for engineering
and constmction of the hexane extraction and biodiesel production facilities are as follows:
Biodiesel Facility:
$20,000,000
Hexane Extraction Equipment:
$3,200,000

Simple Payback Period
The simple payback period for this process was found as follows:
SP =(HIC + BIC)/AR
where,

HIC = hexane extraction operation implementation cost (multiplied by MF)
= (19) X (3,200,000)
= $60,800,000
BIG = biodiesel production implementation cost
= $20,000,000
AR = annual retum due to oil separation and biodiesel production
= $66,809,418
Therefore, the simple payback period was found to be:
SP = ($60,800,000+ $20,000,000) / $66,809,418
= 1.2 years

SUMMARY AND CONCLUSION
Based on the economic analysis, all of the evaluated systems for integrating
biodiesel production (from com oil) into a dry mill ethanol plant have simple payback
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periods of less than five years. The method that uses centrifugation to extract the corn oil
from the thin stillage stream proved to have the lowest simple payback period of 1.1
years. Although the centrifugation method resulted in the quickest return of capital
investment, it required the largest (33) number of plants. The centrifugation process also
had the lowest equipment implantation cost per plant. The use of fractionation to obtain
the com oil had a simple payback period of 4.5 years and revealed the highest
implementation cost. A plant multiplication factor of 23.4 was required. The hexane
extraction method provided a simple payback period of 1.2 years and required 23.8
plants.
The findings of this study support the integration of value-added agricultural
production in order to increase efficiency. Fractionation is an especially important
example of how to utilize each component of the corn kernel for its most suitable
application. The co-products generated through the use of fractionation provide additional
revenue streams and supported the overall profitability of ethanol production.
This study found that producing biodiesel with com oil as a feed stock is
economically feasible and can provide an additional profit enterprise to existing and/or
new dry mill ethanol plants. However, no consideration was given to the cost of
transporting the com oil to the biodiesel plant. Such profitability could make increases in
ethanol and biodiesel production more financially attractive. Furthermore, the increased
use of com oil as a feed stock for the production of renewable fuels can help to decrease
our country's dependence on imported oil.

FUTURE RESEARCH
Future plans for this study are to evaluate the sensitivity of each investment
possibility based on changing market prices. The alterations in the nutritional
characteristics of the DDGS need to be technically evaluated in order to determine the
economic impact associated with DDGS sales. The economic benefits of selling the com
oil as a commodity rather than using it for a biodiesel feed stock should also be
considered. The level of refinement of the com oil in each of the evaluated oil obtainment

methods differs because of the difference in original location and the corresponding
amount of processing the oil has been exposed to. It is suspected that the oil that is
obtained from the germ will have higher quality with fewer impurities than the oil that is
obtained from the thin stillage and DDGS stream. Therefore, more detailed research
needs to be conducted in order to determine the effect of the com oil quality on the
biodiesel and co-product yields.
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ABSTRACT

In this paper, the motion of a three-degree-of-freedom gyroscopeis analyzedin

three different force scenarios. Theequations of motion for the gyroscope are derived by
hand as well as derived by the dynamical analysis software, Autolev^'^. Theseequations
are compared with each other to show the consistency between the two methods and the

time savings of usingsoftware applications for analyzing complex multi-body dynamical
systems. The Autolev™ programdrastically reducedthe workload for determining the
motion equations and the program even compiled MatlabTM code that was used to

produce numerical values to show the respective motion of each gyroscope component.
The results from the Autolev™ code represent the expected rotational motion as well as
some muchunexpected rockingin the outer and inner gimbals whenthe inner rotor spun
slowlyenough. The overallresults showthe benefits of using Kane's equation and

Autolev^M software for computer simulation of dynamic behaviors of a three-degree-offreedom gyroscope. The results provide the first-hand experience for undergraduate
research in the areaof computational multi-body dynamics. Keywords; gyroscope, Kane's
equation, Autolev, Matlab.

INTRODUCTION

A gyroscope is an instrument that maintains an initial angular reference direction by
virtue of a rapidly spinning mass (rotor). A standard gyroscope is spherical and only
aboutthree inches in diameter. A gyroscope is usuallya sign for complex rotational
motionbecauseit rotatesin peculiarways and even seemsto defy gravity. These
propertiesmake a gyroscopeextremelyimportantin everythingfrom a bike to the
advanced navigation system on the spaceshuttle. Certain gyroscopes will onlyhavea
single gimbal andtherefore have two degrees of freedom (DOF), while a double gimbal
gyroscope will have three degrees of freedom overall. A three DOF gyroscope as shown
in Figure 1 has beenusedto carryoutthe derivation andsimulation in thispaper.
Autolev™ software is an advanced symbolic manipulator for engineering and
mathematical analysis. Its specific purposeis to assistphysicists and engineers who use
any variant of Newton'slaw, F = ma. Autolev™is capable of using scalars, vectors,
dyadics, andmatrices to describe the kinematical anddynamical properties of a system.
Command lines are input to describe constraints, positions, forces, speeds, accelerations.
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outer girnbal
inner girnbal

and other physical properties of each body that will
allow the software to make the associated connections

between different members within the multi-body
system [1].
Multi-body (multi-degree of freedom) dynamical

rotor

Figure 1. Three degree of
freedom gyroscope

objects, such as the gyroscope in Fig. 1, require many
instances of Newton's Law to be "connected" together
which causes the motion equations for the last object
to become exponentially complex. Essentially all
methods following Newton's Law may be used to set
up equations of motion for a multi-body system, but
some are more suited for computer implementation
than others. Among these methods, the Newton-Euler
equations, Lagrange's equations, and Kane's
equations are three commonly used approaches. The
Newton-Euler approach finds a complete solution for
all the forces and motion variables involved with a

system. Because it treats each body separately, it adds
extra computing loads that are associated with the

workless constraint forces and these forces are not needed for many applications. The

Lagrange's method can automaticallyeliminate workless constraint forces, but it can be
offset by complex derivatives of Lagrangians, which results in a phenomenon of
intermediate 'swell' and complex formulation.
Kane's method offers the advantages of both the Newton-Euler and Lagrange methods

without the disadvantages. The use of generalized forces eliminates the need to examine
any interactive or constraint forces which end up canceling themselves out or are initially
zero. Kane's method does not use energy functions so differentiating is not a compounding
problem. Kane's method provides an elegantmeans to developthe dynamics equations
for multi-body systems that lends itself to automated numerical computation [2].

METHODS
To start hand deriving the motion calculations for a three-degree-of-freedom
gyroscope, the gyroscope was broken down into the three major components with
individual reference frames that represent each piece as shown in the left side of Figure
2. The relative motion of each piece and an assigned variable, Qr (r=l,2,3), were utilized
to make transformation matrices between respective frames. The transformation matrix
allows for easy mathematical transformationsbetween reference frames. The position of
the D, C, B, or A frame can be expressed in any other frame by using the matrices to
calculate direction constants with relatively little effort. The tables in Figure 2 below
show the different reference frames with respect to the central mass and gimbals on a

gyroscopealong with the respective cosine matrices. In Figure 2, Ai>, Bi>, Ci>, and Di>
(i= 1,2,3) are unit vectors.
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bi
C2>, D2>

^3

bz

-sin(qd

ai

cos(qi)

0

32

0

1

0

33

sin(qi)

0

cos(qi)

Cz

Ci

C3

bi
bz

1

0

0

0

cosCqz)

sintqz)

bs

0

-sinCqz)

Ci

di
-costqa)

costqz)
da

dz
0

-siniqa)

Cz

0

1

0

C3

sinCqa)

0

-coslqa)

Figure 2. Gyroscope with reference frames andtransformation matrices (Ato B, B to C,
C to D)

For the motion equations the point P on the gyroscope in Figure2 willbe the point
of interest. The velocity of this point was calculated by using point O as a reference for
the two points fixedon a rigid body approach shownin Equation 1.1.
/tyP _ AyO

^ yU

(1.1)

where

is the velocity of point P in the A reference frame,
-^v^is the velocity of point O in the A reference frame,

-^0)° Xr®''is the cross productof the angularvelocity of D with respectto A and the
position vector from point O to P.

Likewise, the acceleration of point P can be obtainedusing two pointsfixed on a rigid
body formula as follow
= °Si'' +
X ('^(1)° Xr'"') -i- ''a" x

(1.2)

where

'^a^'is the acceleration of point P in the A reference frame,
''a^is the velocity of point P with respect to point O,
is the angular acceleration of D with respect to A,
-^(0^ is the angular velocity of rotor D.
These values are calculated and all transferred into the reference frame A to relate all
values for velocity and acceleration into absolute terms.

Thegeneral procedure for using Kane's method is to firstlabelimportant points
(important points being defined as all center of mass locations, and locations of applied
forces). Secondly, selectgeneralized coordinates, qr(r=l,2,3), and generalized speeds, Mr
(r=1,2,3), and generatethe expressions for the angularvelocity and acceleration of all
bodiesand important points. Then by takingpartialderivatives of generalized speeds Mr a
partialvelocity and partialangular velocity tablewill be produced. For the gyroscope
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shown in Figure 2,its kinematical differential equations and angular velocity equations
areshown as examples in equations (1.3)-(1.6). Similarly, Table 1 shows its partial
angular velocities.

qr=u^

(r=l,2,3)

(1.3)

=-Mia2

(1.4)
(1.5)

= -M3C2 -"2^1 -Miaj

(1.6)

Table 1. Partial Angular Velocities
Generalized Speeds (Ur)
r= 1

-^2

r = 2

0

r = 3

0

-^2

-32

-bi

-b,

0

-C2

Kane's Dynamic Equation is thenusedto obtain the relationship between thegeneralized
active forces involved with the gyroscope and the generalized inertial forces as shown in
equation (1.7).

Fr + F*r=0

(1.7)

where Fr is therth generalized active force and, Fr*is ther'i» generalized inertia force. They
are represented in equations (1.8) and (1.9).

7v=^(©r "T' +V,..R )

(r =1,2,3; k=number of bodies) (1.8)

^3

Pr —

(©r '

4-)

(r = 1,2,3; k = number ofbodies) (1.9)

In equations (1.8) and(1.9), is ther^^ partial velocity of mass center of body k,R^d T*"
aretheresultant force acting onthe mass center ofbody k and theresultant moment acting

on body k, and R^and T*" are the inertia forces and inertial moment acting on body k[3].
Results from Autolev™ Codes
The final velocities and accelerations are expressed within the Autolev^M code to

savespacebecause theyare quitelengthy but do matchthe hand calculations exactly. The
following command lines set up the gyroscope inside theAutolev^^ program andalso

add in theadditional information needed formotion simulation. Command lines 1-4setup
the dimensional aspect of the gyroscope, defining 4 reference frames anddefining two
pointsthat will be used in the analysis. Lines 5 through13 are dyadiccommands that
define the inertial properties that comeinto effectwheneitherof the two gimbals rotates
or when the inner rotor is set in motion. More specifically, command lines 5, 6, 8, and 9
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relate the height and width of each gimbal to the inertial forces that would be induced by
each specific axis' rotation. Lines 11 and 12 represent the rotation of the rotor about the
central radius either in line with the rotating axis or perpendicular to it. The command
lines 7, 10, and 13 connect all these terms together into three inertial dyadics which will
allow Autolev™ to relate 9 different inertial values into 1 lumped value for the entire
system.
1.NEWTONIAN A

2. POINT P,0
3. Bodies B,C,D
4. CONSTANTS M{3},H{3},L,W,Y,Z
5.11=2/3*M1*(H1*W-W^2)

6.12=1/6*M1*(H1^2)-1/6*M1*(H1-W)^2
7.I_B_BO»=Il*Bl>*Bl>-i-Il*B2>*B2>-i-I2*B3>*B3>
8. J1=2/3*M2*(H2*W-W^2)
9. J2=1/6*M2*(H2^2)-1/6*M2*(H2-W)^2
10.1_C_CO»=Jl*Cl>*Cl>-i-Jl*C2>*C2>-i-J2*C3>*C3>
11.Kl=l/2*M3*L^2
12. K2=1/4*M3*L^2+1/12*M3*H3^2

13.I_D_DO»=K2*Dl>*Dl>-i-Kl*D2>*D2>+K2*D3>*D3>

Lines 14 through 20 create the motion variables that direct the software and simulation
data about which reference frame axis the gyroscope will rotate relative to each other.
The last five commands in this section give a variable length to the distance from the
center of mass (O) to point P and set the velocity and acceleration of point O to zero
which is a property of an instantaneous center.
14. VARIABLES q{3}',U{3}'
15. SIMPR0T(A,B,-2,ql)
16. SIMPR0T(B,C,-l,q2)
17. SIMPROT(C,D,-2,q3)
18. Qr=ui
19. Q2'=U2
20. Q3'=U3
21. P_0_P>=L*D1>
22. V_O_A>=0>
23. A_BO_A>=0>
24. A_CO_A>=0>
25. A_DO_A>=0>

Results from lines 28 and 30 display the absolute velocities and accelerations of point P
in the A reference frame. Both terms are long and bulky but are consistent with the data
derived by hand earlier.
26. V2PTS(A,D,0,P)
27. EXPRESS(V_P_A>,A)
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28. EXPAND(V_P_A>)
29. A_O_A>=0>
30. A_P_A>=EXPRESS(A_P_A>,A)
31. MASS B=M1, C=M2, D=M3
32. T0RQUE_B>=Y*A2>
33. T0RQUE_C>=Z*B1>

Lines 31 through 33 express different variables that were used for the motion simulation
representing different masses of pieces and the distinct torques on each gimbal. Below
are the commands to invoke the software to calculate the generalized active and inertial
forces used in Kane's Method.

34. ZERO=FR() + FRSTAR()
35. KANEQ

Finally the last nine lines of code direct the program to label certain values that wiUbe input
into the multi-body system for motion simulation and what type of code Autolev™ writes.
36. UNITS Ml=KG,M2=KG,M3=KG,T=SFC,Hl=m,H2=m,H3=m
37. UNITS L=m,W=m,Y=N*m,Z=N*m

38. UNITS Q1=DFG,Q2=DFG,Q3=DFG,U1=RAD/SFC,U2=RAD/SFC,U3=RAD/SFC
39. INPUT L=.3,W=.025,H1=.6,H2=.5,H3=.4
40. INPUT M1=2,M2=2,M3=50,Y=0,Z=10

41.
42.
43.
44.

INPUT Q1=0,Q2=0,Q3=0,U1=0,U2=0,U3=10
INPUT TFINAL=5,INTFGSTP=.05,ABSFRR=1.0F-07,RFLFRR=1.0F-07
OUTPUT T,Q1,Q2,Q3,U1,U2,U3
CODE DYNAMICSO PHASF3.M,SUBS

The previous code was compiled by Matlab™and the resultant output file was
graphed to show the angular motion of the gyroscope under three different input
conditions. Figure 3 shows the data for Trial 1, Figure 4 for Trail 2, and Figure 5 for Trail
3. The left graph shows the angles that the outer gimbal, inner gimbal, and rotor passed
through while the right graph shows the acceleration of point P during the simulation.
For the left graph the lower line represents the angle Q1 (outer gimbal), middle line
shows Q2 (inner gimbal), and upper line is the data for Q3 (rotor). The right graph
represents the resultant acceleration of point P during the trial period.
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ABSTRACT

The purposeof the currentstudy was to test the theorythat askingleadingquestions
shortly after watching a video clip concerned with military safety will alter the viewer's
memory of the events. This study was specifically directed toward a military population
and used a military video clip. College students (10 men and 5 women) enrolled in

entry-level ROTC classesvolunteered to participate. Half of the students participating
received questionnaires with leadingquestions and half did not. Contrary to the predicted
hypothesis, the difference found between the numbers of correct answers on the two

different questionnaires was not statistically significant.
In one of the original studies on the suggestibility of memory,Loftus (1975) found
that merely changingthe wording of questions given to participantsfollowingthe
viewing of a fast-moving video clip could distort the memory of what they saw, or at

least their report of it. Brainerd, Reyna, and Kneer (1995) found that exposing a person
to words similar to the test words, i.e. priming them, led participantsto falsely recognize
more items than when no priming occurred. More than one investigationhas found that
asking questions about a situation immediately afterward rather than later increases the

chances of accuracy of memory (Ackil& Zaragoza, 1995; Lindsey, 1990;Thapar&
McDermott, 2001). However, Pollard, et al. (2003) found that the amount of material

remembered was very similarfor immediate and delayed recall.Delayedrecall can range
from an hour to severaldays in between the initial viewing and the memory test.
There is some debate as to what happens to the original information when
misleading post-event information is presented. Some research has shown that immediate
post-event questions with incorrect information do not actually eliminate the correct data

as previouslythought;rather it imposes new informationover the prior information
makingthe correctdata unavailable (McCloskey & Zaragoza, 1985). However, according
to Loftus (2004) not only can memorybe altered in some way,but also entirely new
memories can be implanted.

Zaragozaand Lane (1994) investigated whetherpeoplereallybelievethat they
remember seeingthe items suggested prior to presentation of the stimulus, an experience
called the sourcemisattribution effect. The researchers found that although the degreeof
the effect varies, participants will often display the source misattribution effect. This has
been found when the questions were presented immediately after the video and the

participants have no memory impairment. Additional researchhas shown that although
younger children are more likely to remember suggested items or events, this
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phenomenon occurs noticeably at all ages (Ackil & Zaragoza, 1995). Information of an
emotional content is easier to manipulate than neutral information (McNeely, Dywan, &
Segalowitz, 2004). People were susceptible to misleading postevent information even
though they were told that some of the data may be intentionally misleading (Belli,
Lindsay, Gales, & McCarthy, 1994; Greene, Flynn, & Loftus, 1982).
Considering this information, an experimental design was implemented to explore
the suggestibility of memoryin entry-level ROTC students.People associatedwith the
military receivebetter training to notice details and shouldremembereventsbetter than
the averageperson. However, it is believedthat the misleadingquestionswill override
this and lead to incorrectly remembering the original information. Participants viewed a
video clip about military safety which induced a somewhatemotional response.
Manipulationof the questionformat should produce a difference in what participants
remember of the video. This research attempts to support the claim that individuals given

a questionnaire with leading questions will actually answer more questionsincorrectly
about specificeventsin the video than those not given leading questions, evenif they
have had some military training.

METHOD

Participants
Fifteen college students (10 men and 5 women) participated in this research
experiment. Students wererequiredto be currently enrolledin an entry-level ROTC class
to participate. The students received no monetary compensation for participating,
although someprofessors offeredextracredit. In addition, everyparticipant received at
least one prize, coupon, or gift card donated by a local business. All students read and
understood the implied consent forms and were thoroughly debriefed after the
experiment. All questions were answered. This projectwas approved by the SDSU
Institutional Review Board and the ethical standards set by the APA were followed. Both

of the investigators have completed the National Instituteof Healthonlinetraining.

Apparatus
All participants watched a shortvideoclip concerning military safety procedures,
whichis in publicdomain and was obtained from the collegeROTC office. Following the
video, all participants answered one of two questionnaires designed by the researchers of
the experiment. The control questionnaire contained 20 multiple choice questions about
events thathappened in the video. Theexperimental questionnaire contained 20 multiple
choice questions about the video, but 10of these questions weremisleading questions.
One of the choices for every question was "none of the above."For the control

questionnaire, thiswas sometimes the correct answer. However, for the experimental
questionnaire, this was always the correctanswer for the leading questions, because
something in the question implied that something wastrue aboutthe video whenit
actually was not true.
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Procedure

The participants were recruited from entry-level ROTC classes on the SDSU campus. The
researchers briefly explained the experiment and used the title "Military Safety and
Cognitive Functions" so that the data would not be biased because of the participants
knowing the true purpose of the study. Next, the informed consent was read and all
questions concerning the experiment were answered. Students were told at this point that
if they needed to leave due to not meeting the requirements or feeling uncomfortable,
they could do so without consequence. Following this, the students all watched the same
video clip on military safety, which lasted about four minutes. Immediately after the
video clip, the drawing for the prizes took place. The questionnaires were then
completed. The participants were debriefed and all questions concerning the experiment
were answered. Anyone who did not want their data included at this point was instructed
to e-mail the researchers with the number that was used in the drawings. The total time
involved was approximately 25 minutes.

Accurate

Misleading

Questionnaire Type
Figure 1. The average scores and standard deviations of the questionnaires are displayed
for the accurate and misleading groups.
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RESULTS

Figure 1 displaysthe averagenumber of correct answers on the questionnaires, which are
separatedinto accurateor misleadinggroups.The standarddeviations for both groups are
also included. The scores of the experimental group are slightly higher (M=12.63,
SD=1.41) than the control group (M=13.89, SD=2.37), however the two groups do not
differ significantly with respect to numberof correct answers,t(13) = -0.84, p = 0.21.

DISCUSSION
The current research did not support the hypothesis of memory suggestibility

because the averagescore on the misleadingquestionnaire was higher than that on the
accuratequestionnaire. The small number of participants made it difficultto detect a
difference between the control and experimental groups. Increasing the number of

participants in a study lowers the t value needed to reachsignificance. Therefore, if this
studyhad a largersample size,the results mighthavereached significance. Moststudies
that found memory suggestibility had sample sizes larger than 35 people (McCloskey &
Zaragoza, 1985; Mitchell& Zaragoza, 2001;Thapar& McDermott, 2001). Loftus'
(1975)foundational experiments had sample sizes ranging from 40 to 150 participants.
One reason for the small number of participants who volunteered could be that many
research experiments that had large samples used psychology students but this
experiment usedonlyROTC students. In general, it is thought thatpsychology students
have more of an interest in research and do their best to get involved as well as perform

their best duringthe experiment. There are, of course, exceptions to this assumption.
However, ROTC students are not very familiar with psychology research and may have
been more hesitant to volunteer without knowing exactly what to expect.

Another reason that no significantdifference between the groups was found may be
attributedto the fact that the participants were entry-level ROTC studentsand may have
in fact received attention and memory training which took precedence over the memory

suggestibility. Onemight suspect thatthe training thesestudents received taught themto
be meticulous in everything they do and attendvery closelyto everything that is seen and
heard. Thaparand McDermott (2001) stated that it makes logicalsensethat when
participants arebetterat remembering the original information, they willmake fewer
errors. It is also of interest to note that not only were the results not significant, but they

were closestto being significant in the opposite direction of the hypothesis. The ROTC
students actually did better on the questionnaire with leadingquestions than the control

questionnaire, which is contrary to theresearchers' prediction. Higher ranking military
officers have no doubt received even more training in this area than these students have.

This is why continuedresearch in this area is encouraged.
Initially the researchers intended to spendaboutten minutes handing out the

incentives to the participants in between the viewing of the video clipandthecompleting
of thequestionnaires. This was planned because research indicates thatthe shorter the
amount of time in between the video and the questions, the better people are able to
remember the information correctly. (Ackil & Zaragoza, 1995;Lindsey, 1990;Thapar &
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McDermott, 2001). However, due to the low numberof participants the amountof time
needed to distribute theprizes was reduced to less than five minutes. It is possible that
the information was not able to be manipulated as well as previous studiesfound because
the shorter delay period in this study resulted in more accurate memories of the events
due to the memory being recently learned and easier to access.

Although most studies support memory suggestibility, somespecific factors that
increase or decrease memory suggestibility areworth looking at.Forexample,
researchers whohaveexamined the difference in memory suggestibility between
children and adults found interesting results. One suchstudydoneby Loftus and Davies
(1984) found thatif an event viewed by children andadults is interesting andengaging,
there is little difference in the amount ofmemory suggestibility between the two groups.
However, when understanding andintegrating a suggestion into memory requires
complex concepts or ideas, children were found to belessprone to suggestibility because
they didnotassimilate theinformation as completely as adults did. This experiment does
not claim that memory suggestibility does not happen; it simplydemonstrates that the
depth of integration of the suggestion affects memory.
Similar to the importance of depth of integration of the information is the effect of

attention onmemory suggestibility. Lane (2006) found that participants were less likely
to display memory suggestibility if they were focusing alltheir attention ontheoriginal
stimulus or information ratherthanjust divided attention. Level of anxiety alsoaffects
theprobability of onebeing susceptible to suggestibility. Ridley and Clifford (2006)
found memory suggestibility less likely to occurwhen theparticipants were in a state of
highanxiety. In addition, Reyna (1998) claimed thatmisleading suggestions often, but
not always, alter memory of original information. However, no specific cases
unsupportive of memory suggestibility were given.
No situations could be found in the literature that exactlyreflected the results and

confounds of this experiment, perhaps due to the unique population used. This

experiment didnotwork outas theresearchers hadplanned due to several confounding
variables, butlead to interesting results. Anadditional study could be done with a larger
sample to see if the effect of memory suggestibility is present. Future studies could

continue thisareaof research with high ranking military officers and memory
suggestibility to compare the results with those of ROTC students to increase the

knowledge andinformation base in this area of memory research.
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ABSTRACT

This study examined how feedback affects choice behavior in public andprivate spheres.
Seventy-five undergraduate students (19 men,56 women) participated. Two conditions
were presented on a concurrent schedule of MIXED VR30-FR1. Under Condition 1, 5

points were awarded aftercompleting theVR30. Following theFRl, 0-4points were
subtracted andparticipants received negative feedback. Under Condition 2, 1 pointwas
awarded following completion of theVR30. Participants received an additional 1 point
andpositive feedback following theFRl. Theprivate group wore headphones; thepublic
group hadfeedback broadcasted in public. Thepresupposition thatfeedback in public
wouldcause more responding in the secondcondition was not supported. There were
significant differences between choice behavior in men and women.

Stimuli thatsignal success or failure are a common andcontinuous aspect of
everyday life.Theycontribute to emotions (Gray, 1971; Ortony, Clore, & Collins, 1988)
as well as influencing motivation, decision-making,and behavior (Atkinson, 1983;

Grossberg & Gutowski, 1987). The amount of influence on choice-making behavior has

been linked to cost (Ettenson & Coughlin, 1982; Frey, 1979), information source (Frey),
thesituational factor orenvironment (Endler, 1965), and individual and personality
differences (Liverant& Scodel, 1960; van Oers, Klunder, & Drent, 2005). In short, the
abilityto evaluate one's self is a complex interaction of manydifferent variables.
Traditionally, social perception was thought to be limited to people's knowledge of

theworld; however, research hasshown thatit may actually shape behavior (Ferguson &
Bargh, 2004). Recentresearch in self-evaluation has been primarily concerned with an

individual's cognitive and affective reaction to negative feedback (Rudawsky, Lundgren,
& Grasha, 1999; Wofford & Goodwin, 1990). Behavioral aspects of negative feedback,
particularly withregard to making risky and safe choices, haveproduced somewhat
contradictory results (Endler, 1965; Buss, 1983; Schaubroek & Williams, 1993).
Oftenthe underlying factorof howfeedback is perceived and responded to is
derived from the social situation of the decision-maker (Ferguson & Bargh); however,
some studies have found that social situation has had no bearing on the choices made, and
thatinstead familiarity with thetaskdetermines behavior (Ladouceur, Tourigny, &
Mayrand, 1986). Studies in self-evaluation have shown thattheregulatory event (positive
or negative feedback) may be viewed by the participant as a "challenge, threat, or as
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useful information" which then affects the choice they make following the feedback

(Schaubroek &Williams). Fish and White (1979) found that the way inwhich feedback
was perceived was related tothe difficulty ofthe task. Some researchers have focused on
how feedback affects motivation and have shown increases or decreases in response,

which varied more by sexthan social situation (Johnson & Helgeson, 2002; Lundgren,

Sampson, &Gaboon, 1998; Roberts &Nolen-Hoeksema, 1989; Roberts, 1991; Roberts
& Nolen-Hoeksema, 1994). Still others havefound no difference between the motivation

of males and females exposed to performance feedback (Shanab, Peterson, Dargahi, &
Deroian, 1981; Vallerand & Reid, 1988).

Amajor point ofcontention inthe research has been the actual effects offeedback
on motivation (Deci, Koestner, & Ryan, 1999). In several studies, negative feedback was
seen as inhibiting motivation (Derryberry, 1991; Goudas, Minardou, & Kotis, 2000).
Others claimed that both positive and negative feedback increased motivation (Shanab,
Peterson, Dargahi, &Deroian). Anderson and Rodin (1989) found that mild negative
feedback actually increased motivation if thefeedback was given in a private setting,

llgen and Davis (2000) found negative feedback tobea necessary, but not sufficient
conditionto motivate behavior. Lazowskiand Anderson (1990),following this same line

of research, found that social perception wasbetterperceived if communications were

both private and contained negative disclosure. Guerin (1999) explained this

phenomenon as atype of'social loafing' inwhich.individuals will maximize gain in
socially unacceptable conditions due toa reduction inindividual visibility. Gaboon
(1965) found individuals more receptive tonegative feedback inprivate situations over
groups. Some researchers give amore behavioral explanation; that regardless of
feedback, thecostand source were the determining factors in motivating behavior

(Arkes, Herren, &Isen, 1988; Prey, 1979). This was supported by Roberts (1991) and
Roberts andNolen-Hoeksema (1994) who concluded that menandwomen differ in their
understanding of thevalue of information thatcomes from others.

The following study attempted toaddress the effects offeedback inprivate and

public spheres on choice to perform inan acceptable or unacceptable manner. Based on
previous research itwas hypothesized that positive feedback would lead to increased
responding inthe positive feedback condition, and decreased responding inthe negative
feedback condition. Additionally, a sex difference in response choice was expected based
on how men and womenperceive the feedback they receive.

METHOD

Participants

Seventy-five university students (56 women and 19 men, Mage = 20.95 years, SD =
3.05 years) volunteered toparticipate inthe study. The students were recruited from
advanced level Psychology courses. The participants ranged in age from 18 to 38years
old. Volunteers received no monetary benefit; however, allwhere given extra credit in at
least one course fortheir participation. All participants signed informed consent prior to

the experiment and received full debriefing atthe conclusion. The SDSU Institutional
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Review Board approved thisproject, theinvestigator completed NIH CHRP training, and
allparticipants were treated in accordance with APA ethical guidelines (American
Psychological Association, 1992).

Please click the red or blue

I Luck!

Researcher Only

Figure 1. The computer program display as seenby the participants.
Apparatus

Theapparatus, displayed in Figure 1,was a computer simulation designed to offer a
choice between acceptable andunacceptable behavior. Thesimulation was comprised of a
screen with a red andbluebox;responses weremeasured by clicks of a mouse in one of
the twoboxes. The responses for each box were set on concurrent schedules of MIXED
VR30-FR1. The red box was termed the risky/socially unacceptable choice. After

completing the VR30 schedule in the redbox the participant was awarded 5 points. On the
very next click (FRl)0-4 points were subtracted ona random schedule and the participant
received negative verbal feedback. Thefeedback was a randomly chosen phrase from a
list of three negative feedback phrases ("that was ridiculous", "thatis unacceptable", or
"whatwere youthinking"). Phrases wereslightly modified fromHepler andStabler's
(1979) discrimination study, in which the original phrases usedwere: "what'sthe matter
with you anyway", "you're stupid", or "you're a loser", among others. After completion
of the feedback, the participantwas free to begin makingchoicesagain.
The blue box was termed the safe/socially acceptable box. After completing the
VR30 schedulein the blue box the participant was awarded 1 point. On the very next

click(FRl) an additional 1 pointwasadded andthe participant received positive verbal
feedback. The feedback was a randomly chosen phrase from a list of three positive

feedback phrases ("you're doing great", "keep up thegood work", or "nicejob"). After
completion of thefeedback, theparticipant was free to begin making choices again.
Theprogram contained a button labeled 'Researcher Only'.This button opened a new
screen in which all data was recorded (i.e. number of responses, number of points earned,

number of points subtracted, number of positive andnegative comments). Participants
were shown thisbuttonduring the introduction and askednot to openit. In the eventthat
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it was opened, participants were shown how to close it without losing the data. No data
was lost during this study; however, 1 data set was excluded because the participant could
not understand the comments through the headphones.

Design and Procedures
This experiment was highly analog, utilizing a between-groups design with the
between factor of response rates in one of two conditions, acceptable or unacceptable, in
a public or private environment. Each participant, regardless of group, was able to respond
in either condition. The control group wore headphones to complete the task; this was
termed the 'private sphere'. The experimental group did not wear headphones and had
their choices broadcast through the computer speakers for all participants in the room to
hear; this was termed the 'public sphere'. Differences in the number of responses in
acceptable and unacceptable conditions by men and women both within and between the
groups were also compared.
As participants entered the room they were asked to sit at a computer station that had

a sheet of paper covering the monitor; "DO NOT REMOVE" was printed on the sheet.
Following the introduction, completion of informed consent, and instruction on
performing the task (see Appendix), the participants removed the sheet from the monitor
and began completing the 10-minute computer task. All measurements were conducted in
one of two university computer labs. The investigator recorded all data immediately
following completion of the task. The entire experiment required approximately 20
minutes of the participant's time. Following the 10-minute simulation, participants
recorded their age and sex on the data sheet; they then received a full debriefing. The
debriefing explained that often choice is a function of each persons intrinsic qualities
paired with environmental input. It was explained that the statements heard during the
simulation were neither valid nor reliable, but were meant to exert external pressure in
order to see how pressure affects choice in public or private situations.
Responses were compared in each group to assess the effects of feedback on response
choice in acceptable and unacceptable conditions using a 2 x 2 factorial multiple analysis
of variance (MANOVA). The two factors were sex and group and the multivariate was
defined as the number of responses in the acceptable or unaceeptable condition. Post-hoc
univariate analysis examined the main effects and interaction effects of the two factors in
relation to responses in the acceptable and unacceptable conditions respectively, as well
as a t-test between unacceptable responses for men in the public and private groups.

RESULTS
Figure 2 depicts the mean number of responses for each group in the acceptable and
unacceptable conditions. The private group had a mean of 590.41 (SD = 416.99)
responses in the unacceptable condition, and a mean of 1319.22 (SD = 641.67) responses
in the acceptable condition. The public group had a mean of 688.76 (SD = 411.39)
responses in the unacceptable condition, and a mean of 1289.29 (SD = 531.77) responses
in the acceptable condition.
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Figure 2. The mean responses (+/- SD) in the acceptableand unacceptableconditionsfor
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Figure 3. The mean number of responses (+/- SD) of men and women in the acceptable
and unacceptable conditions for both public and private groups.
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The mean (+/- SD) number of responses for men and women in each condition for

the public and privategroupsare shown in Figure 3. Men had higher meanresponses in
the unacceptableconditionfor both public (M = 1012.90,SD = 453.84) and private (M =
904.67, SD = 444.26) groups. Women had higher mean responses in the acceptable
condition for both groups. The mean number of responses across all conditions for men
(M = 1048.89,SD = 586.48), was higher than that for women (M = 939.46, SD = 619.57).
Table 1. Results of 2 x 2 Factorial MANOVA Using WiDcs' I
Hypothesis df

Error df

Sex

Wilks' Lambda

.81

8.16

2

70

.001

Group

Wilks' Lambda

.98

.73

2

70

.487

Sex * Group Wilks' Lambda

.98

.77

2

70

.466

Value

Effect

F

P-value

Table 1 shows the results of a 2 x 2 factorial MANOVA used to determine effects

across the multivariate. There was a significant multivariate main effect of the factor of

sex in acceptable or unacceptable response rate,Wilks'I = .81 F(2, 70) = 8.16,p = .001.
There was no significantmultivariate main effects of the participant's group (public or

private), Wilks' I = .98, F(2,70) = .73, p = .487; andthere wereno significant interaction
effects, Wilks' I = .98, F(2, 70) = .77, p = .466.

Table 2. Results of Post-hoc Univariate Analysis for the Factors of Sex and Group in the
Multivariate of Response Condition
F

P-value

Effect Size

34025382.74^

4

8506345.69

56.43

.000

.761

125668202"

4

31417050.48

87.15

.000

.831

2496046.01

1

2496046.01

16.56

.000

.189

Acceptable

537173.04

1

537173.04

1.49

.226

.021

Unacceptable

151998.66

1

151998.66

1.01

.319

.014

Acceptable

327348.28

1

327348.28

.91

.344

.013

301.74

1

301.74

.00

.964

.000

1.46

.231

.020

Source

Dependent Variable

Model

Unacceptable
Acceptable

Sex

Group

Sex * Group

Unacceptable

Unacceptable
Acceptable

Error

Total

SS

df

MS

1

525137.97

Unacceptable

10702082.26

71

150733.55

Acceptable

25595188.09

71

360495.61

Unacceptable

44727465.00

Acceptable

525137.97

151263390

a- R Squared = .761 (Adjusted R Squared = .747)

b- R Squared = .831 (Adjusted R Squared = .821)

The results of post-hoc univariateanalysis (ANOVAs) are shownin Table2. Posthoc univariate analysis of the factors found sex to be a significant factor in responses in
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the unacceptable condition, F(4, 71) = 16.56, p < .001; but not the acceptable condition.
The factor of group was not significant in either response condition. There were no
significant interactioneffects. Interestingly, men's mean responserate in the unacceptable
condition decreased slightly from the public group to the private group; however, the
decrease was not significant, t(13) = -1.04, p = .32.

DISCUSSION
The following study found no significant difference between public and private
groups, supporting research by Ladouceur, Tourigny, & Mayrand (1986) that social
situation has no bearing on choices made. The main differences found were between
response choices of men and women. Men placed significantlymore responsesin the
unacceptablecondition supportinga multitude of recent findings (Johnson & Helgeson,
2002; Lundgren, Sampson, & Cahoon, 1998; Roberts & Nolen-Hoeksema, 1989;
Roberts, 1991; Roberts & Nolen-Hoeksema, 1994). The exact reasons are unknown, but
some researchers have offered possible explanations of this phenomenon.
Roberts and Nolen-Hoeksema (1994) hypothesized that men and women simply
view the value of information differently. Schaubroek & Williams' (1993) proposition

that feedback may be perceived as a "challenge, threat, or as useful information" which
affects choices following the feedback, may be particularly salient for either men or
women. In this study it appeared as if men viewed negative verbal feedback as a
challenge causing increased responding in the unacceptable condition. Women appeared
to view the same information as a threat and avoided the unaeceptable condition.
The following study was subject to a number of possible confounds. It would be
difficult to conclude from this study that men are more likely to engage in socially
unacceptable behavior even though the data appears to point in that direction. As an
analog study the true generalizability of these results outside the lab are unknown.
Additionally, there were far fewer male than female participants. This may have led to
the group means showing a propensity toward responses of females and added to a large
variance in the mean of men's responses.

It is possible that given a larger sample of men there would be a significant decrease
of responses in the unacceptable condition from the public to the private group.
Following the same line as Roberts and Nolen-Hoeksema (1994), it may be that the
voice, a computer generated voice used to provide feedback, was simply accepted as
more valid by women than men. Finally, concerning motivation, the points offered for
responses may not have represented a feasible reward, and as such would not cause the
same motivation for all participants.
Future reseeirch could focus on more realistic or externally valid manipulations of

socially acceptable and unacceptable choices in public or private environments. In order
to address motivation, the points earned in each condition could be exchanged for a
secondary reinforcer, possibly monetary. This may actually cause men and women to
have equal response rates in the highest pay-off condition, supporting the behavioral
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perspective of Arkes, Herren, and Isen (1988), and Sanders (1968). There are possible
individual differences, such as locus of control, that were not considered for this study.
Using a personality inventory to correlate various traits with response characteristics may
also prove to be informative, and eliminate error of some of the individual differences in
response rates. Finally, additional research is needed to establish a reliable measure of
how men and women perceive the value of information. More specifically how each
defines positive and negative feedback and the resulting behavior from that definition.
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ABSTRACT
Research was conducted in two phases: first to determine optimal pump percentage
for each of five pH-enhanced beef muscles and then to determine the effect of pH
enhancement on consumer acceptability of beef steaks. Phase I was a 5 x 4 factorial
design with five muscles: longissimus lumborum (LL), gluteus medius (GM), triceps
brachii (TB), biceps femoris (BF), and psoas major (PM) and four pump percentages: 0,
10, 20, and 30% to determine optimum pump percentage for each muscle using an 8member trained sensory panel. Phase II was a 5 x 2 factorial design with the same five
muscles and two treatments: control (CON) and pH-enhanced (PHE) to quantify
desirability using a 182-member central-location consumer panel. Muscles designated for
pH enhancement were injected with a solution containing water, ammonium hydroxide,
and salt (technology patented by Freezing Machines, Inc.). All muscles were stored in
vacuum packages, cut into 2.5-cm-thick steaks, and cooked to 7I°C on electric clam-shell
grills for the trained panel and gas grills for the consumer panel. Purge loss and pH were
measured on raw muscles. Cooking loss, calculated moisture retained after cooking, and
Wamer-Bratlzer shear force (WBS) were measured on cooked steaks. In Phase I, pH

increased, purge loss increased, calculated moisture retained after cooking increased, and
WBS decreased for all muscles as pump percentage increased from 0 to 30% (P < 0.05),
except that WBS of BF was not affected by pump percentage (P = 0.55). Juiciness and
tenderness of LL increased as pump percentage increased from 0 to 30% (P < 0.05), but
30% pump resulted in a slightly non-meat texture and slight off-flavors (P < 0.05).
Juiciness, tenderness, and beef flavor intensity of GM was greatest at 20% pump
compared to other pump percentages (P < 0.05). Juiciness and tenderness of TB was

greater at 30% pump than at other pump percentages (P < 0.05), but 30% pump also
caused more non-meat textures in TB than other pump percentages (P < 0.05). Juiciness
of BF was greater at 30% pump than at other pump percentages (P < 0.05), and
tenderness of BF was greater at 20 and 30% pump compared to 0 and 10% pump (P <
0.05). Tenderness of PM increased as pump percentage increased from 10 to 30% (P <
0.05). Based on Phase I results, we determined optimum pump percentages were 15% for
LL, 20% for GM, 10% for TB, 30% for BF, and 15% for PM, which were used for PHE
in Phase 11. Consumer ratings for 'overall like' were higher for PHE than CON for LL
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(7.70 vs. 6.64), GM (7.40 vs. 6.10), and BF (5.09 vs. 4.14) (P < 0.05). For LL, GM, and
BF, consumers rated PHE higher than CON for Tike of tenderness/texture'. Tike of
juiciness', and Tikeof flavor' (P < 0.05). For PHE vs. CON, respeetively, percentageof
consumersresponding 'yes' to "Wouldyou be satisfiedwith this steak if you had eaten it
in a restaurant?" was 80 vs. 65% for LL (P < 0.05), 74 vs. 47% for GM (P < 0.05), 59 vs.

49% for TB (P < 0.05), 31 vs. 20% for BF (P < 0.05), and 73 vs. 81% for PM (P = 0.10).
In eonclusion, different muscles had different optimum pump percentages for pH

enhancement, and pH enhancementimproved eonsumer aeceptabilityin some museles
(LL, GM, and BF) more than others (TB and PM).

INTRODUCTION
Product quality and consistencyhas been identified as a high priority for beef
consumers (NCBA, 1998) and beef consumers are willing to pay higher prices for

greatertenderness (Boleman et al., 1997). However, thereis a significant portion of beef
cuts that are "unacceptable" in tenderness (Brooks et al., 2000). Pork proeessors have
been using injection of various formulations of water, sodium tripolyphoshate,
sodium/potassium lactate, sodiumchloride, and flavorings to enhanceand maintain the
tenderness, juiciness,and flavorof lean pork (Vote et al., 2000). Injecting beef strip loins
with sodium tripolyphosphate, sodiumlactate, and sodium chloride has been shownto

improve tenderness (Vote et al., 2000). pH enhancement with ammonium hydroxide has
also shown to improvethe palatabilityof beef strip loins (Hand et al., 2005). Both Voteet
al. (2000) and Hand et al. (2005) reported improved tenderness in the beef longissimus, a
tender muscle, but the effect of pH enhancementwith ammonium hydroxide on muscles
that are less tender has not been reported. Therefore, research was conducted in two

phases first to determine optimal pump percentage for eachof five pH-enhanced beef
muscles and then to determine the effect of pH enhancement on eonsumer aeeeptability
of beef steaks.

MATERIALS & METHODS
Treatments

The experimental design for PhaseI eonsisted of treatments in a 5 x 4 factorial with
fivemuscles: longissimus lumborum (LL), gluteus medius(GM), tricepsbraehii(TB),
biceps femoris (BF), andpsoas major (PM), andfourpump percentages: 0, 10,20, and
30%. The experimental design for Phase11 consisted of treatments in a 5 x 2 factorial
with five museles: LL, GM, TB, BF, and PM, and two treatments: control (CON) and
pH-enhanced (PHE).
Enhancement

USDASelect subprimals of beef were purehasedas boxed beef though normal

purchasing practices. Each muscle had48 subprimals whieh were randomly selected for
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each pump treatment {0% (n=9), 10% (n=13), 20% (n=13) and 30% (n=13)}. Muscles
designated for pH enhancement were injected (Day 0) with a solution containing water,
ammonium hydroxide, and salt (technology patented by Freezing Machines, Inc. Dakota
Dunes, SD). After the meat was enhanced, all muscles were stored in vacuum sealed bags
and transported to the South Dakota State University Meat Laboratory for data collection.
Data Collection

Purge loss was measured and a percent loss was recorded for every subprimal (LLDay 3, GM-Day 3, TB-Day 4, BF-Day 5 & 6, and PM-Day 6). An instrumental pH (MPI
pH Meter, Pelican 1450, Torance, CA) meter was used to measure the pH of every
subprimal (LL-Day 10, GM-Day 4, TB-Day 4, BF-Day 6, and PM-Day 6). Steaks for
WBS (G-R Manufacturing Co., Manhattan, KS) were weighed before and after cooking
to determine percent cooking loss (LL-Day 6, GM-Day 7, TB-Day 5, BF-Day 7, and PMDay 7) and percent moisture retained was calculated {(72-i-Pump%-(Purge%/100*
(100-i-Pump%))-(Cookloss%/100*(100+Pump%-(Purge%/100*(100+Pump%)))))/
((100+Pump%-(Purge%/100*(100+Pump%)))*((100-Cookloss%)/100))*100} on cooked
steaks. Steaks for WBS were cooked an electric clam-shell grill (George Foreman
Indoor/Outdoor Grill, Model GGR62, Lake Forest, XL) to 71°C internally and then
allowed to equilibrate to room temperature before shear force was measured. Four
subprimals for each target pump percentage for each muscle, closest to the pump
percentage target (0, 10, 20, and 30%), were designated for panels with the actual pump
percentage means being 0, 10.1, 20.2, and 30.1% for the LL; 0, 10, 19.9, and 29.6% for
the GM; 0, 10.1, 19.9, and 29.9% for the TB; 0, 10, 19.7, and 29.4% for the BF; 0, 10.3,
19.9, and 29.3% for the PM, respectively.

Cutting Specifications
Each muscle had its own cutting specifications with all steaks cut 2.5 cm thick and
exterior fat removed. Strip loin samples consisted of only LL. Strip loins were faced on
the anterior end. The first LL steak removed was used for WBS, the next two steaks

removed were for trained panel, and if needed the next four steaks removed were used for
consumer panel. Top sirloin samples consisted of only GM. The first 5 cm from the
posterior end were removed and discarded from the top sirloin. The first GM steak
removed was used for WBS and trained panel and if needed the next two steaks removed
were used for consumer panel. Shoulder clod samples consisted of only TB. The first
three inches from the posterior side were removed and discarded from the shoulder clod.
The first TB steak removed was used for WBS and trained panel and if needed the next
two steaks removed were used for consumer panel. Bottom round samples consisted of
only BF. Approximately 10 cm was removed from the bottom round and discarded. The
first BF steak removed was used for WBS and trained panel and if needed the next two

steaks removed were used for consumer panel. Tenderloin samples consisted only of PM.
The Psoas minor and approximately 7.5 cm from the butt end were removed and
discarded from the tenderloin. The first PM steak removed was used for WBS and the

next two steaks removed were used for trained panel and if needed the next four steaks
removed was used for consumer panel.
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Taste Evaluations

Steaks for trained panel were cooked on an electric clam-shell grill to 71 C

internally. The steaks were cut into 2.5 x1.3 cm pieces using asizing guide. The samples
were then placed into Styrofoam bowls with holes punched in the bottom to allow juices
to drain, covered with aluminum foil, and held inabQooC wanning oven until served.
Panels were conducted inbooths preventing panehst interaction. Prior to the start ofthe

panel, panelists were given brief instructions about panel procedure and were asked to
sign anotice of informed consent. All samples were served under red lights to limit

differences in visual appearance. Four different samples ofeach treatment (0,10, 20, and
30%) were served in arandom order to the panel. The samples were numbered 1to 16 for
the trained panel. Steaks for the consumer panels were cooked on agas grill (Weber
Silver AGas Grill, Palatine, XL) to VTC internally. The steaks were then cut and prepared
for serving as explained above. The samples were coded with arandom code to blind
consumers to treatment combinations.
Panels

Trained and consumer panels were conducted according to standards set by the
American Meat Science Association (AMSA, 1995). Panelists were recruited from the

Brookings, SD area using newspaper advertising. Eight trained panelists evaluated a
muscle each day (LL-Day 3, GM-Day 4, TB-Day 5, BF-Day 6, and PM-Day 7). Data
collected from trained panelist was used to determine optimal pump percentage of each
muscle. One hundred eighty-two consumers participated innine different panel times to
evaluate beef palatability for control and enhanced steaks.

RESULTS

Data Collection (Figures 1-5). Figure 1shows that as pump percentage increased,

pH increased from approximately 5.75 at 0% to 6.25 at 30%. Overall, the ammonium
hydroxide enhancement raised the pH of each cut about 0.15 for every 10% pump
pereentage increase.

Figure 2shows that as pump percentage increased, WBS decreased for the LL, GM,
TB, and PM (P<0.05), but had no signifieant affect on BF (P=0.55).

Figure 3shows that as pump percentage increased, purge loss increased for all
muscles (P<0.05), but purge loss for TB decreased over 25% pump. GM had the highest
purge lossof all subprimals.

Figure 4shows that pump percentage had no significant affect on cooking loss for
GM (P=0.30). As pump percentage increased, cooking loss increased for BF and

decreased for LL. PM increased incooking loss as pump percentage inereased until 10%,
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GM^
TB^

' Linear (P<0.05)
' Cubic (P<0.05)
0.0

5.0

10.0

15.0

20.0

25.0

30.0

35.0

40.0

Pump %

Figure 1. Effect of pump percentage on muscle pH.

O) 6.0

^

4.0

TBa

" Linear (P<0.05)

''Linear (P=0.55)
" Quadratic (P<0.05)

Pump %

Figure 2. Effect of pump percentage on Wamer-Bratlzer shear.

then held constant until 25% and then increased again. TB cooking loss increased as
pump percentage increased up to 15% and then decreased.
Figure 5 shows that as pump percentage increased, calculated % moisture retained
increased for all muscles, but calculated % moisture retained for PM decreased after

30.0%. LL had the greatest change for calculated % moisture retained for all muscles.
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P>

6.0

Linear (P<0.05)
Quadratic (P<0.05)
Cubic (P<0.05)

Pump %

Figure 3. Effect of pump percentage on purge loss %.

O

25i0

" Linear (P<0.05)
Linear (P=0.30)
Quadratic (P<0.05)

" Cubic (P<0.05)
1SlO

2a0

2&0

Pump%

Figure 4. Effect of pump percentage on cooking loss %.
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LL»

GM»

PM«»
BPa

" Linear (P<0.05)

"Cubic(P<0.05)
Pump %

Figure 5. Effect of pump percentage on calculated % moisture.

Trained Panel (Table 1)
Juiciness and tenderness of LL increased as pumppercentage increased from0 to
30% (P < 0.05), but30% pump resulted in a slightly non-meat texture andslight offflavors (P < 0.05). The 10and 20% pumped LL steaks hadthehighest ratings formeat
texture, beef flavor intensity, and overall desirability. Juiciness, tenderness, and beef

flavor intensity of GM was greatest at 20% pump compared to other pump percentages (P
< 0.05). Juiciness and tenderness ofTB was greater at 30% pump than at other pump
percentages (P < 0.05), but 30% pump also caused more non-meat textures in TB than

other pump percentages (P < 0.05). The 10% pumped TB steaks rated thehighest for
overall desirability and also rated high for juiciness and tenderness. Juiciness of BP was
greater at 30% pump than at other pump percentages (P < 0.05), and tenderness of BF

was greaterat 20 and 30% pump compared to 0 and 10%pump (P < 0.05).The 0 and
10%pumped BF steaks werethe leastdesired in mostcategories. Tenderness of PM

increased aspump percentage increased from 10to 30% (P< 0.05). The 30% pumped
PM steaks were the highest injuiciness and tenderness. However, 20% and 30% pumped
PM steaks rated the lowest for meat texture. Based on Phase I results, we determined

optimum pumppercentages were 15% for LL, 20%for GM, 10% for TB, 30%for BF,
and 15% for PM, which were used for PHE in Phase II.
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Table 1. Effect of pump percentage on trained panel ratings.
0%

10%

20%

30%

Juiciness^

5.08®

5.21®

5.54®

6.38"

Tenderness"

4.46®

Meat Texture*

3.92"

5.38"
3.96"

5.75"
3.79"

3.04®

Beef Flavor Intensity^
Off Flavor^

7.25®

5.13

5.42

5.63

5.33

3.92®"

4.00"

3.92®"

3.46®
30%

0%

10%

20%

Juiciness"

5.22®

5.44®

6.22"

5.53®

Tenderness"

4.28®

5.75"
3.97"®

6.31®

5.69"

5.34®"
3.94"

3.88®"
5.69"
3.84®"

5.47®"
3.84®"

0%

10%

20%

30%

5.59"®

5.13®

5.84®

-Gluteus medius

Meat Texture*

4.00®

Beef Flavor Intensity^

5.28®

Off Flavor*

3.75®

Triceps brachii

3.84®

Juiciness"

5.18®"

Tenderness"

5.07®

5.56®

5.31®

6.16"

Meat Texture*

3.97"

4.00"

3.97"

3.63®

Beef Flavor Intensity^

5.14

5.41

5.41

5.25

Off Flavor*

3.94

3.97

3.84

3.84

0%

10%

20%

30%

Juiciness"

5.00®

5.05®

5.22®

Tenderness"

4.00®

4.27®

5.16"

5.53"
5.13"

Meat Texture*

4.00

4.00

3.97

3.94

Beef Flavor Intensity^

4.94

5.16

5.22

5.34

Off Flavor*

3.91

3.92

3.94

3.94

Psoas major

0%

10%

20%

30%

Biceps femoris

Juiciness"

5.22

5.34

5.44

5.50

Tenderness"

6.53®

6.59®

7.44®

Meat Texture*

4.00"

4.00"

7.00"
3.84®"

3.78®

Beef Flavor Intensity^

5.69

5.56

5.44

5.28

Off Flavor*

3.91

3.74

3.97

3.94

" Trained Ratings (l=Extremely Dry, 8= Extremely Juicy)
TrainedRatings (l=Extremely Tough, 8=Extremely Tender)
" TrainedRatings (l=Extremely Non-Meat, 4=Meat-Like Texture)
^Trained Ratings (l=Extremely Bland, 8= Extremely Intense)
^Trained Ratings (l=Extreme Off-Flavor, 4=No Off Flavor)
a,b,c,d ]y[eans withina row lackinga common superscript differ(P<0.05).

Consumer Demographics (Table 2)
A widerangeof consumer types wererepresented in the consumer panel(Table 2).
A higher-than-normal proportion of young (18 to 29)consumers were sampled.
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Table 2. Demographic profile of 182 consumer taste panelists.
Number of
Consumers

Number of
Consumers

% of
Consumers

% of
Consumers

Working Status

Age

Not

Under 22

Years

49

27%

employed

31

22 to 29

60

33%

Part-time

32

18%

30 to 39

19

10%

Full-time

66

36%

40 to 49

16

9%

Student

53

29%

50 to 59

16

9%

60 or older

21

12%

17%

Times per Week Beef is Consumed
Oto 1

14

8%

Under $20 K

104

58%

2 to 3

59

33%

$20 to $29 K

19

10%

4 to 5

69

38%

$30 to $39 K

10

6%

>5

39

21%

$40 to $49 K

10

6%

$50 to $59 K
$60 K or
higher

16

9%

21

11%

Household Income

Gender

Times per Month Steak is Consumed
Oto 1

31

17%

2 to 3

75

42%

Male

96

53%

4 to 5

44

24%

Female

86

47%

>5

31

17%

Consumer Panels (Table 3)
Enhancement with ammonium hydroxide improved the 'overall like' of LL, GM,
and BE, but had little effect on TB and PM. These results support the findings of Hand et

al. (2005) who reported enhanced LL was rated higher than non-enhanced LL. 'Like of
tenderness' was improved by pH enhancement most notably in LL, but also in GM and
BE, and slightly improved in TB. 'Like of juiciness' was improved by pH enhancement in
LL, GM, and BE. Control tenderloin rated slightly higher than pH-enhanced tenderloin
for 'like of juiciness'. 'Like of flavor' was improved by pH enhancement in LL, GM, and
BE, with the largest flavor improvement in GM. pH enhancement resulted in an increased
interest in purchasing for LL, GM, TB, and BP. Control PM rated higher for intent-to-

purchase than pH-enhanced PM. Enhancement with ammonium hydroxide resulted in a
higher percentage of satisfied consumers for all muscles except the PM.
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Table 3. Effect of pump percentage on consumer panel ratings.
Longissimus lumborum

Control

Enhanced

Overall Like*

6.64

7.70

p value
0.0001

Tenderness/Texture*

6.56

8.18

0.0001

Juiciness*

6.07

7.13

0.0001

Flavor*

6.53

7.33

0.0006

Buy?y

0.68

0.81

0.0054

Eat?*

0.65

0.80

0.0031

Glutens medius

Control

Enhanced

p value

Overall Like*

6.10

7.40

0.0001

Tenderness/Texture*
Juiciness*

6.00

7.10

0.0001

5.92

7.01

0.0001

Flavor*

6.10

7.50

0.0001

Buy?^

0.60

0.81

0.0001

Eat?*

0.47

0.74

0.0001

Triceps brachit

Control

Enhanced

p value

Overall Like*

6.30

6.50

0.3501

Tenderness/Texture*

6.12

6.46

0.1381

Juiciness*

6.13

6.18

0.8048

Flavor*

6.12

6.51

0.0897

Buy?^

0.55

0.66

0.0169

Eat?*

0.49

0.59

Control

Enhanced

Biceps femoris
Overall Like*
Tenderness/Texture*

0.0252

p value

4.14

5.09

0.0001

3.42

4.14

0.0015

Juiciness*

4.25

5.53

0.0001

Flavor*

4.73

5.70

0.0001

Buy?^

0.20

0.38

0.0002

Eat?*

Psoas major

0.20

0.31

Control

Enhanced

0.0268

p value

Overall Like*

7.87

7.60

Tenderness/Texture*

8.60

8.53

0.7519

Juiciness*

7.60

7.15

0.0428

0.2129

Flavor*

7.34

7.10

0.2997

Buy?^

0.82

0.72

0.0327

Eat?*

0.81

0.73

0.1026

" Consumer Ratings (l=Dislike Extremely, 10=Like Extremely)
^Consumer wereasked"Would youpurchase thisproductfroma retailgrocery store?"
(Value is the percentage that said YES).

^Consumer were asked"Would you be satisfied with this steakif you had eatenit in a
restaurant?" (Value is the percentage that said YES).
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CONCLUSION
Meat pH increased, purge loss increased, calculated moisture retained after cooking
increased,and Warner-Bratlzer shear force decreasedfor all muscles as pump percentage
increased from 0 to 30% (P < 0.05), except that Wamer-Bratlzer shear force of biceps
femoris was not affected by pump percentage (P = 0.55). Our findings showed different
muscles had different optimum pump percentages for pH enhancement, and pH
enhancement improved consumer acceptability in some muscles (longissimus lumborum,
gluteus medius, and biceps femoris) more than others (triceps brachii and psoas major).
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ABSTRACT
This study analyzed the motion of the Space Shuttle free floating in space after one
of its bay doors is opened and closed. Kane's method and Autolev motion simulation
software were used to carry out simulation and analysis. The Space Shuttle has two large
bay doors that open simultaneously, but for our study we analyzed a hypothetical
situation, in which only one door functioned properly, in order to achieve amplified
results. To model this system we used a rigid body to resemble the Shuttle and an
attached rotating flap to resemble the door. Since the Shuttle is free floating in space with
no external forces, the rigid body has six degrees of freedom. The rotating flap has one
degree of freedom, therefore giving the system a total of seven degrees of freedom.
Through the use of Autolev dynamic analysis software, we were able to program the
system to output codes compatible with Matlab in order to graph the motion of the
multibody system.

Figurel: Picture of a space shuttle bay door

INTRODUCTION
Putting hardware into space is an important task for our way of life. Satellites of all
kinds allow people to do scientific research, communicate and do many other vital things
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that keep our society running. However, the act of putting hardware into space is difficult
and costly. In the case of physical testing of dynamic behavior of large mechanical
systems [1; 2], for example, the deployment and manoeuvring of large spacecraft, system
size, the presence or absence of gravity, presence of temperature and the atmosphere all
contribute to make testing of full scale hardware unmanageable and expensive. Here
accurate, efficient and affordable computer simulation is indispensable.
In addition, what most people don't realize is that once a piece of equipment has
been put into space, it must also be controlled. Controlling consists of keeping the
spacecraft on a designated orbit. The problem with keeping the spacecraft in control is
that there is no gravity. The spacecraft is thus subject to uncontrollable tumbling along its
three axes. Thrusters are used keep the craft in control and in orbit. Fortunately, this
complicated control procedure can also be simulated virtually on a computer at less cost.

OBJECTIVE
Simulate and analyze the motion of a particular object in space. Specifically, the space
shuttle when one of its large bay doors open. The space shuttle has two large payload
doors that open to allow access. The doors are designed to open simultaneously in order
offset each other's motion. In order to magnify the motion of the shuttle, we created a
hypothetical situation in which only one of the doors open. Similar malfunctions could
occur on other spacecraft; for example, if a satellite had twin solar arrays and one was to
jam when operating. The purpose being that a realistic situation would be analyzed
virtually before costly physical prototyping is carried out.

KANE'S EQUATIONS
In the last fifty years, improvements in the speed and memory of computers have
been enormous. These improvements were required for progress in the discipline of
multi- rigid-body dynamics. Because of the increased computing power it is possible to
promote the theories and, especially in the last years, to write large and fast computer
software to simulate and analyze the dynamic behaviors of complex and large-size
mechanical systems at less cost.
But in spite of all the improvements in the computer hardware, software, and
theories in multibody dynamics, the requirements are always higher than the actual
achieved effort. This is not surprising because humanity has always had the need to
improve the achieved results to increase the living standard, safety, and knowledge. It was
a great success when Neil Armstrong, Michael Collins, and Edwin Aldrin landed on the
moon in 1969. Although it doesn't matter how big the success was, the requirements for
today's space explorations are much higher. Nowadays the software has to deal with
complex real-time applications. To accomplish these, it is necessary to have more
efficient computer software than before because computer software is developed from
algorithms and theories that the algorithms are based on. The best way to write fast
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computer software is to have an effective theory, which has enoughpowerto solvethe
demands.Another requirement for software is that it is algorithmic or in other words,
easy for the programmer to write powerful programs. If this isn't possible, then it
becomes unrealistic to write complex programs in an acceptable period of time.
Kane's method [3] could fulfill these conditions. Kane's method can be viewed as an
automated version of the Motion Law, where no analysis is required to produce a minimal
set of dynamic equations in which workless constrainedforces can be automatically
eliminated. The key concept underlying Kane's method is that of generalized speeds,
partial velocities, and partial angular velocities. The symbol manipulationprogram
AUTOLEV, was created expressly to facilitate motion analyses or virtual prototyping
based on Kane's method.

Kane's equations for an n degree-of-freedom multibody systemcan be presented as:

F,+ F;=0

(r=l,...,n)

N

='^{cOr T +Vr R )

(1)

(r=l,...,n)

(2)

(r=l,...,n)

(3)

k=^
N

—

F, =J^i(Or T +Vr R )
R

= -nf' a

T

(4)
-co XI

CO

CO =^COr U^ +COt

(5)

(6)

r=l

n

V

-^Bi(

U,+ Vt

(7)

r=1

Qi='Z^is<^s+Xi

(r=l,...,n)

(8)

(r=l,...,n)

(9)

S=1

where, by definition:

cOr is the r'** partialangularvelocity of body k respectto q^ in inertiaframe.
G)t is the partialangular velocity of body k respect to time t in inertia frame.

V is the r"" partial velocity of mass centerof body k respectto q^ in inertia frame.
Vt is the partialvelocity of mass centerof body k respectto time t in inertiaframe.
n

is the number of degree of freedom of multibody system.

-.A

R is the resultant force acting on the mass center of body k.
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T is theresultant moment acting on body k.

rrf" is the mass ofbody k.
ITB"is the tensor of inertia of body k.

represents the r"' generalized active forces acting onthe multibody system.
represents the r"" generalized inertia forces acting onthe multibody system.
~~^^k

—^^k

y^s, Y^, Xjg, Xi,0)r ,(0t ,V ,Vt are all the function ofqi,...,q„ and t.
At the homepageof the NationalAeronautics and SpaceAdministration (NASA), it
is described that NASAalso uses the Kane's Methodfor specialapplications. One
application is calledA "Kane's Dynamics" Modelfor theActive RackIsolation System.
Their researchleadedto following conclusion: Kane's methodappears in generalto be
distinctly advantageous for complex problems. As a rule, of the aboveapproaches
(momentum principles, D' Alembert's Principle, Kane's Method, Hamilton's Canonical

Equations, the Boltzmann-Hamel Equations, the Gibbs Equations and the Lagrange's
Equations), thosethat lead to the simplest and mostintuitive dynamical equations are the
Gibbs Equations and the Kane's Equations. Of thosetwo approaches, the latteris the more
systematic and requiresless labor. The reductionof labor is particularly evidentwhen one
seeks linearized equations of motion(due to the otherwise excessive algebraic burden).
Our project analyzed a space shuttle bay door according to Kane's methods and with

Autolev software. The projecthas offered us first-hand research experience and may be
helpful for promoting undergraduate research in this area.

METHOD

1. Simplified Model & Kinematical Analysis
Consider a space shuttle as shown in Eigure 1. Our system can be considered as a
rigid body with two differentparts. To simplify the problem we have chosen to consider
only one door.This systemhas sevendegreesof freedom; four rotationsand three translations.
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el,el

e2

c2.d2

c3

d3,a3

dl

a3,b3

al

Figure 2. Scheme of the space shuttle.

AyP

VQ+A^B^pQP

^a''

a^

^V''

^a^

(10)

co^x{^(o^X p^'')+^a^x
v

a'^ +® a'' + Z'^a^ x® V''

(11)

We have two different ways to get the velocity and acceleration of a point on the bay
door body B. Wecan use the formulas (10) of two pointsfixedin a rigid body or formulas
(11) one point moving on a rigid body.
We used formula (10). For example, in our derivationE is Newtonian frame and A is
shuttle reference frame,
is the velocity of the point P fixed on the bay door rotational

axis, 2 is a pointfixed on the rotating bay door or the reference frames B, p^'' is the
vectorfrom point Q to P, and is the angularacceleration of B in A.
Our system is free to move in the space, thus the equationsbecome complicated.
That is why we used AUTOLEV to solve the motion equations.

2. Autolev Codes & Force Analysis
In order to complete our task, we had to define the different forces acting on our

system. Our system is in spaceso thereis no gravity and only has one force acting, which
is the force to open and close the door.We defined this force by the force of a spring

opening or closing the door. The force to open the door is F= -k(6-^) with
60= - t^/2 and the force to close the door is with F= -k(6- (-^)) with 0^= - it/2.
After describingour system, we invokedAUTOLEV and created a code describing
our system and defined the differentequations of motion. For example: 'V2Pts
(e,d,r2,do)' is used to compute the velocity of D in E with the formulaof two pointsfixed
in a rigid body.

'KaneO' is the code used to compute Kane's equation. The following are preliminary
Autolev codes:
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% project2 space shuttle
autoz on

newtonian e

frames b,c
bodies s,d
mass s=2,d=2
points o,R2
constant lb,la,k

variables teta",x{3}",q{3}"
motionvariables' u{7}'
simprot(e,b,l,ql)
simprot(b,c,2,q2)
simprot(c,s,3,q3)
simprot(s,d,3 ,teta)
w_b_e>=qr*el>
w_c_b>=q2'*b2>
w_s_c>=q3'*s3>
w_s_e>=w_s_e>

inertia 8,3,2,4,1,-1,1
inertia d, 1,1,3,0,-1,1
inertia(r2)
v_so_e>=dt(p_o_so>,e)
a_so_e>=dt(v_so_e>,e)

v_r2_e>=dt(p_o_r2>,e)
a_r2_e>=dt(v_r2_e>,e)
v2pts(e,d,r2,do)
a2pts(e,d,r2,do)
u 1=dot(w_s_e>,e 1>)
u2=dot(w_s_e>,e2>)
u3=dot(w s e>,e3>)
xr=ul

x2'=u2

p_o_so>=xl *el>+x2*e2>+x3*e3>
p_so r2>=lb*el>+la*e2>
p_do_r2>=-lb/2*d2>
x3'=u3

q1'=u4-sin(q2)*(u6*cos(q1)-u5*sin(q1))/cos(q2)
q2'=u5*cos(ql)+u6*sin(ql)
q3'=(u6*cos(ql)-u5*sin(ql))/cos(q2)
teta'=u7

torque(s/d,-K*(PI-teta)*s3>)
fr()
frstarO
zero=fr()+frstar()
kane()

RESULTS AND DISCUSSION
Now we can look at the different graphs we obtained from the simulations.
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Figure 5. u4 vs. t (opening the door)

Figure 6. ql vs. t (opening the door)

Figure 3 shows the generalized speed of the shuttle body in the el direction. Figure 4
represents the general speed of the shuttle body in the e3 direction. Figure 5 shows the
generalized rotational speed around the el vector and Figure 6 represents the movement
of the shuttle body in the el directions. These graphs define the generalized speeds and
generalized coordinate of the shuttle body in space. Computing these different graphs we
can see the motion of the shuttle body in space. These different graphs are useful to
predict the movement of the shuttle body in space and understand what happens when the
door has a spring force applied.

CONCLUSION
In light of the advancement in space technology and increased interest in space
exploration, it is advantageous to be able to analyse the motion of spacecraft in a timely
manner and remain competitive. Using modem motion analysis software and techniques,
we were capable of simulating and analyzing movement of a rigid body in space when a
spring force was applied. With the same techniques, more advanced dynamic analysis
could be performed on similar spacecraft that could one day send a human to other planets.
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ABSTRACT
The machining process modeling software allows researchers to run simulations of

real world situationswithout the costs and risks of operatingthe machiningtool and mining
a work piece or cutting tool. We ran several simulations with combinations of high speed
steel, carbide, and cubic-boron-nitride for our tool materials, and 1045 steel, 15-5PH, or

Inconel 718 for workpiece material options. The numerical simulations or experiments
assumed physical, mechanical, and thermal properties representative of work-piece
materials and tool material. Cutting forces were determined in the numerical simulations.

INTRODUCTION
Numerical analysis with finite element method (FEM) is used to find the correct

parameters for cutting processes. The types of cutters are high speed steel, carbide, and
cubic-boron-nitride (CBN). The workpiece materials are 1045 steel, 15-5PH, or Inconel 718.
Machining process simulation software allows us to put in information for many
various types of cutters and cutting materials, which include: depth of cut, length of cut,
speed, feed, length of work piece, height of work piece, cutting edge radius, rake angle,
relief angle, initial temperature, and coolant. These options save researchers large
amounts of money and time because we can run machining situations and it will give us a
visual representation of what is happening during the cut for many different parameters
that go with the cut.

METHODS

Participants
The members of this study were Aaron Eich, Tyler Schroeder, Ryan Joens, and Brian
Carstensen.At the beginning of the experiment we each picked out what part of it
pertained the most best to each team personmember and we set certain goals for ourselves.

68

CUTTING FORCE AND TEMP PREDICTION FOR TURNING PROCESSES

Materials

For the experiment, we had four different cutting tools and cutting material combinations.
Cutting Tool
High Speed Steel

Work Piece Material
1045 Steel

Carbide

1045 Steel

Carbide

15-5 PH

Cubic-B oron-Nitride

Inconel 718

High Speed Steel (HSS) has been the most widely used type of cutting tool for a
long time. HSS is tough but not hard, easily re-sharpened, and used with lower cutting
speeds (<150 feet per minute) and a lower tool contact temperature (<550 °C ). Carbide is
an extremely hard and abrasion-resistant material. While it is slightly more expensive
than HSS, it can out last it by a factor of 5-10 times depending upon the application. One
shortcoming of the cutting tool is that it is considerably more difficult to re-sharpen than
HSS. It is used for higher cutting speeds (<400SFM) and higher tool contact temperatures
(1200 °C). Cubic boron nitride (CRN) is an artificially synthesized material exceeded in
hardness only by diamond. Unlike diamond, however, CRN is stable under conditions of

high temperature (up to 1000°C) normally seen when machining hardened ferrous or
super alloy materials such as chilled cast iron; hardened forged steel rolls(55-65HRc);
HSS tools(60HRc); abrasion-resistant parts (55-65HRc) and Titanium alloy Inconel 718.
1045 is medium tensile, low harden-ability carbon steel generally supplied in the
black hot rolled or occasionally in the normalized condition, with a typical tensile
strength range of 570 - 700 Mpa and a Rrinell hardness range of 170-210 in either
condition. Steel 15-5 PH is a martensitic precipitation-hardening stainless steel that
provides high strength, good corrosion resistance, good mechanical properties at
temperatures up to 600°F (316°C) and good toughness in both the longitudinal and
transverse directions in both base metal and welds. Inconel 718 is a precipitation
hardenable, nickel-base alloy designed to display exceptionally high yield, tensile, and
creep-rupture properties at temperatures up to 1300°F.
Procedure

Numerical simulations with FEA were performed using the 2D Lagrangian FE
modeling software AdvantEdge [1]. Features to model machining processes in the
software include adaptive remeshing capabilities for resolution of multiple length scales;
multiple body deformable contact for tool-work interface, and transient thermal analysis.
The material properties model contains deformation hardening, thermal softening and
rate sensitivity associated with a transient heat conduction analysis for finite
deformations. A constant coefficient of friction (0.5) is assumed in the simulations.
Detailed information on the FEA model, material model, and friction model can be found

in Ref. [2]. Fig. 1 shows the schematic of orthogonal cutting conditions used for the twodimensional finite element mesh. The cutting tool is characterized by rake angle,
clearance angle, and cutting edge radius. The process parameters include feed f, cutting
speed V, and depth of cut (doc).
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Figure 1. Scematic of Orthogonal cutting conditions for simulation

We ran each of the above tool/workpiece material combinations with different

cutting process parameters. Theeffect of feed, cutting speed, and depth of cuton the
cutting performance variables such ascutting forces, and temperature were investigated
in those simulations. Table1 shows the cuttingparameters used in the simulations.

Table 1. Cutting Process Parameters in Numerical Simulations
Depth of Cut (mm)

.5, 1, 1.25,1.5, 2, 2.5

Speed

Variable

Feed

Variable
3 mm

Length of Cut
Length of Workpiece
Height of Workpiece

50 mm

10 mm

Cutting Edge Radius

0.79375 mm

Rake Angle
Relief Angle

15D

Initial Temperature

20d C

Coolant

Off

6D

As you can see from the table, depths of cut, speeds, andfeeds werevariable for

each combination. These parameters aredetermined from onemanufacturing handbook
[4]. We then raneach of theprograms and collected thedata that pertained to the
information we needed. Inthe model you can view a graph showing how parameters
matched up to other parameters. We then made line-graphs showing what reactions
occurred with the combinations.

RESULTS
The informationgatheredfrom our experimentwas collected and condensedinto

graphs displaying therelationship between force, depth of cut, and speed. The
relationship between this data canbe analyzed through thefollowing formula as shown in
Fundamentals of Tool Design Textbook [5]:
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F = k-a

Thisequation shows how depth of cut, speed, andfeed affect theforce between the
cutting tooland thework piece. Theexponent Alpha canbe compared in Table 2, and
expresses therelationship between cutting force (F) and thegiven variable; depth ofcut
(ap), feed, (f)andspeed (v). As seen by thedatain ourgraphs, speed hada minimal
affectand was displayed as virtually a straight line.Thisillustrates thatAlpha3 is
approaching zero. Theother two Alpha values hada much greater affect on theforce.
Table 2. Factor Coefficients for Various Tool/work piece Material Combinations
Tool/workpiece material

DOC
• 1

FEED

combination
HSS/1045

0.8576

0.2375

CARBIDE/1045

0.7252

0.187

CARBIDE/15-5PH

0.852

0.2797

CBN/INCONNEL-718

0.852

0.2137

We found that with these four combinations each one would work well in many

cases. Noparticular combination stuck outasbeing superior over other combinations.
The line trends in each of the cases for the different depths of cuts, feeds, and speeds
stayed consistent throughout the experiment.

Fig .2 and Fig. 3 below were from the simulation for thecarbide and 1045
combination. Fig.2shows the temperature distribution withmeshed workpiece and
cutting tool. Fig.3 shows thepredicted cutting forces in theX and Y directions and peak
temperature duringturning 1045 with one carbidetool.
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815.714
754.472
693.229
631.987
570.744
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448.26
387.017

325.775

264.533
203.29
142.048
8055

X (mm)

Figure 2. Temperature distribution
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DISCUSSION
The cutting force/temperature predictions are important for automation and
optimization. These factors are related to tool wear and tool life. The combinations are
acted nearly the same for all parts of the experiment. Presumably, this was because of the
combinations of materials chosen. We used cutting tool materials and cutting work piece
materials that would work very well together. Of interest would be the outcome of
choosing materials that would not work well together in this same experiment. If we

would extend the experiment, we could also look at which combinations would be better
for quality and price issues. These concerns are what affect companies the most in
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deciding which type of tools to use. Many cases of this would be different for all types of
companies. Tooling plays a huge role in this instance in helping pick out the tools that are
the most efficient for certain operations.
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ABSTRACT
The cantatas of J.S. Bach are masterful choral works, well representing the choral
achievements of the great baroque cantor and master of counterpoint. A collection of
cantata movements, the monumental Bach Mass in B Minor, a late work, may be viewed
as a string of cantatas. In an age when borrowing was the expected practice. Bach
produced many cantatas using previously composed material. Well over two hundred
cantatas by Bach are known to exist today. Among these, the Cantata 140 ("Wachet auf,
ruft uns die Stirmne"), BWV 140, is an example of Bach's choral achievement of uniting
text to music.

INTRODUCTION
Johann Sebastian Bach is certainly one of the best known composers of all time. His fame
can be attributed not only to his remarkable skills in writing music, but more significantly,
to the meaning of the texts he chose and how his music exemplifies them. No composer
has ever matched Bach's ability to portray the meaning and emotion of these important
texts. His music goes beyond simple text painting into a realm of music unlike any other.
While it is unlikely that anyone will ever be able to fully understand how such
magnificent writing was accomplished, we can broaden our knowledge of Bach's
techniques in hopes of appreciating even more the inspiring nature of his masterpieces.
We must begin by examining the history of Bach's life and the world during the time
he was composing, especially within the church. Sixteenth-century Europe was full of
new and conflicting ideas. The Reformation was sweeping the continent, prompting
people to re-examine the very foundations upon which they had based their lives.
Individuals and society were forced to make decisions about what was truly important.
No longer were common beliefs merely accepted, but rather, every opinion was
questioned. This was particularly true in regard to religion. For centuries Catholicism had
been the predominant faith throughout Europe, but as the Reformation brought along new
ideas, some radical thinkers began to scrutinize its policies.
The most well-known—and probably most accepted—doctrine opposing
Catholicism at the time was that proposed by Martin Luther. Luther disagreed strongly
with the doctrines of the Catholic Church and outlined which aspects of faith he believed
to be essential to salvation. He developed a new liturgy that emphasized these aspects and
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turned the focus of worship away from the earthly service practices of the Catholics.
While other Reformers questioned the use of music in worship, Luther regarded it very
highly and made it an integral part of the worship service to praise God for His grace
through Jesus Christ (Butt, 36-40).
More than a century later, another Lutheran came about who also recognized the
vital role of liturgical music and transformed its use both inside and outside the church
forever. Though not fully recognized for the significance of his works until after his
death, Johann Sebastian Bach would become the greatest composer of sacred and
liturgical music ever. Bach's sacred cantatas were typically composed to correspond with
the biblical readings and general presentation of the particular day, season, or celebration
of the church year (Butt, 35). As cantor at St. Thomas's School, Bach was required to
prepare music for services at the churches of St. Thomas and St. Nicholas. In total, he
composed fifty-eight cantatas a year, as well as special music for Good Friday,
Magnificats at Vespers, one cantata each year for the installation of the city council, and
funeral motets and wedding cantatas. Between 1723 and 1729, Bach composed four
complete yearly cycles consisting of about 60 cantatas each (Greer, 539).

MATERIALS AND METHODS
One such cantata is his Wachet auf, ruft uns die Stimme, BWY 140. Composed for the
twenty-seventh Sunday after Trinity, it relates the story from Matthew 25:1-13, about the
ten virgins watching for the nighttime arrival of the bridegroom (Christ). The texts for the
opening chorus, a chorale movement for tenors, and the final chorus are derived from
Picander's arrangement of a chorale by Philipp Nicolai (Young, 120). The remaining
poetry for the recitatives and arias is related to the same Matthew reference, but it is from
an unknown author (Palisca, 546).
This cantata follows Bach's typical symmetrical pattern with a tenor-chorale stanza

outlined by two recitative-aria sets and chorale-choruses at the beginning and ending.
Characteristics of Bach's compositional style for cantatas occur throughout these seven
movements (Palisca, 546). A general outline and analysis of the cantata, primarily the
opening chorus, will allow us to identify Bach's unique manner of writing and examine
how the music is suited to fit the text.

Wachet aufis an excellent example of Bach's writing. As in most of Bach's chorale
cantatas, the opening movement is the most elaborate. This opening is particularly
exciting (Palisca, 546). It is based on a sixteen-measure ritomello modeled on the
ritomello structure of an instrumental concerto. This ritomello and variations on it can be

found throughout the opening section. The complete pattern appears between the two
Stollen (lines 1-3 and 4-6) of the chorale and again at the end of the opening. An abridged
version is found before the Abgesang (lines 7-12). If the ritomello is divided into four
equal sections, four individual motives are clearly evident, which can be heard at various
points throughout the choms (Palisca, 547).
Upon looking more closely at each section of the opening choms, one can begin to
see beyond the basic notes and words to understand the significance of each passage. For
example, in the first four measures (Figure 1), one hears a similar three-chord pattern
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repeated four times indicating the chiming of bells as the watchman announces the
midnight hour (Palisca, 547).
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Figure 1. Opening of Wachet auf, ruft uns die Stimme: "Wachet auf' (movt. I)

Following this, the first violins play a steady step-motive more impatient and anxious,
which is portrayed by the fast, rising figure in the first violin in tempo, which signifies the
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march of the approaching wedding procession, part (Palisca, 547). It is this type of textpainting that makes Bach's works remarkable. As this rhythm continues, it becomes more
dramatic to represent the growing anticipation By the end of the opening chorus, one can
easily feel the blissful restlessness of the of the awakening virgins (Young, 120).
Beginning in measure nine, the virgins grow ever virgins as they await the arrival of the
Bridegroom. This emotion builds during the entire chorus so that by the beginning of the
jubilant "Alleluja" chant at measure 135, the people in the audience are as excited as the
women in the narrative (Young, 120).

As is common with older compositions, the original score lacks definite dynamic
markings, which allows for certain expressive interpretations to be made by the conductor
and musicians. For an example, one can look at the very opening passage. Thomas Braatz
mentions in his commentary that Julius Stockhausen used to bring the orchestra in very
softly and gradually crescendo to evoke the mental image of the approaching assembly. In
contrast, Siegfried Ochs prefers to begin forte with a fast tempo to reflect the chaos and
confusion caused by the sudden "Wachet auf!" Braatz proposes the latter is "certainly the
right way," but it would seem that either could be considered a reasonable option. In fact,
it could be argued that both are appropriate at different points in the music.
One characteristic of Wachet am/which sets it apart from most of Bach's cantatas

and compositions in general is its dramatic feel. It is inaccurate to imply that Bach's
works were not full of energy and life, essentials for good drama. Bach evidently focused,
however, on musical quality rather than theatrical intensity (Day, 44). More than the texts
of other cantatas, the text of this cantata clearly tells a story of the wedding of the soul to
its Savior. This story unfolds through seven separate movements, which could be
considered acts. Critical to every story are the characters, which can here be easily
identified. The tenor is the voice of the watchman, who also serves as narrator. Christ is

representedby the bass soloist. His bride, the soul, is played by the soprano.These traits,
along with the strong sense of great excitement and elation felt throughout the entire
work, give it a very theatrical quality (Day, 44).

CONCLUSION
Wachet auf may be unique among Bach cantatas in its somewhat dramatic style, but it is
still obviously the work of the one and only Johann Sebastian Bach. Only the greatest
master of sacred choral works could produce a piece as eloquent as this. A complete
visualization of the parable that is being portrayed here can occur through the remarkable
skill that only Bach can offer. His ability to compose music that so perfectly matches and
complements the text has remainedunparalleledfor almost 300 years. Even those who
may have disagreedwith the ways his music was used in worship could not argue against
the incredible talent Bach possessed for such writing. We must all admire and take

inspiration from the greatestsacredworksever composed and the man who is responsible
for their existence.
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ABSTRACT
Chemical analysis of Antarctic ice cores provides valuable information on the
history and dynamics of the atmosphere environment. The ice core samples
contain trace amounts of ammonium, sodium, and other ionic chemical species,
which are usually, measured using ion chromatography. High concentrations of
sodium may interfere with the accurate and precise measurement of ammonium,
due to insufficient resolution of their chromatographic peaks. The extent of the
interference is investigated in this project by quantitative determination of the
ammonium concentration in solutions of various ammonium and sodium
concentrations. A criterion of 20% relative error of measured ammonium
concentration is used to determine the threshold of sodium concentration that

results from unacceptable resolution of ammonium and sodium peaks. The
results of this investigation can be incorporated in the routine analysis of ice
cores using ion chromatography. Keywords: peak resolution, ion chromatography

INTRODUCTION
Snow in polar ice sheets is a valuable archive of the atmosphere and of
atmospheric environment. Measurement of the chemical composition of snow
and ice, having accumulated over long periods of time, gives the history of
ammonium and other ions. Ammonium measurement is used as a tracer of

biomass burning and forest fires.
Ion measurements can be made using ion chromatography (1). In the 1960s
and early 1970s, wet chemical methods and electroanalysis were used to
measure low molecular weight inorganic anion and cations. The development of
improved stationary phases and detection methods in 1975 led to the
development of modern ion chromatography (2).
Ion chromatography is used to separate multiple ions in a sample and to
determine their concentrations. The most common form of separation is ionexchange chromatography, in which an anion exchange column separates
anions, while cations are separated by a cation exchange column (3). Ion
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exchange chromatography consists of two phases: mobile and stationary phase.
Analyte ions are separated by differences in their strength of electrostatic
attraction for functional groups of the stationary phase. The relationship of
electrostatic attraction and partitioning between the two phases dictates the time
it takes for the analyte ion to reach the detector. This period of time is known as
retention time. Stronger electrostatic attraction results in more time spent in the
stationary phase and therefore longer retention times of anaiytes. ion

chromatography identification is achieved by comparison of retention times of the
analyte in sample and in standard (4). Chromatographic variables that affect
retention time include eluent strength, flow rate and temperature. Due to analysis
constraints such as time, peaks can show some overlap, which results in
interference with the determination of anaiytes present in solutions. For example,
in snow and ice analysis, sodium can interfere with the determination of
ammonium concentrations. Typically, to obtain sufficient peak resolution, several
factors can be adjusted. The maximum retention time can be increased by

decreasing the flow rate or the eiuent concentration. However, those adjustments
were not applicable for this specific study since a maximum of 3.9-minute
chromatographic run time, determined from an analytical technique involving
Antarctic ice cores, was required (1). Even under optimized conditions, the
sodium and ammonium peaks overlap (1). Since the sodium concentrations in
Antarctica snow are typically much larger than ammonium concentrations (about
50 ppb and 1 ppb, respectively), the measured ammonium concentrations
contained inaccuracies due to sodium peak overlap.

The objective of this research was to determine what concentrations of sodium
will and will not interfere with accurate ammonium concentration measurement.

METHOD
The instrument used was a Dionex DX6G0 ion chromatograph equipped with a

CS12A column with suppressed conductivitydetection. A Dionex AS40 auto-

sampier held 5 mL plasticvials containing the sample solutions, which were then
loaded onto a 500-pL sample injection loop that was used to achieve large

analyte peaks for low concentrations of cations in Antarctic snow and ice
samples.The chromatographic conditions used for this experiment consisted of a
dilute H2S04 eluent solution with a flow rate of 0.70 mUmin and a self-

regenerating suppressor (SRS) current reading of 50 mA. The same coiumn.was
used throughout the experiment. All glassware was cleaned with deionized water
multiple times while wearing latex gloves to prevent contamination. Stock
solutions (1000 ppm) of sodium and of ammonium were used to make an
intermediate stock solution of 100 ppb for each ion. The intermediate stock

solution was further diluted to generate each concentration combinations found
in Table 1.
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Table 1. Concentration combinations of test samples. The ammonium
concentration in each row is the same, as indicated in Column 1.
Ammonium

Sodium
Cone,

Sodium
Cone,

Sodium
Cone,

Sodium
Cone,

Sodium
Cone,

Sodium
Cone,

Sodium
Cone,

(ppb)

(ppb)

(ppb)

(ppb)

(ppb)

(ppb)

(ppb)

1

0

5

10

20

30

40

50

3

0

5

10

20

30

40

50

5

0

5

10

20

30

40

50

10

0

5

10

20

30

40

50

15

0

5

10

20

30

40

50

Cone, (ppb)

Samples containing only ammonium (Column 2 in Table 1)were used to
create an ammonium calibration curve. Each sample combination was tested five

times. As a precaution, fresh standard solutions were madedaily and were tested
at the beginning and endof each day to monitor for any concentration change
that may have occurred.

RESULTS AND DISCUSSION
The problem of sodium interference of ammonium concentration was evaluated
thoroughly by ion chromatography. Ammonium measurements encounter

interference in the presence ofsodium as shown in Figure 1.The Dionex
chromatography software used to obtain the size ofthe peaks overestimates the
ammonium peak byusing a single baseline for both the sodium peak and the

ammonium peak, due to the overlap or incomplete separation ofthe two peaks
(Figure 1).The long tail of the large sodium peak contributesto the measured
size,of the ammonium peak. This results in measured ammonium concentrations
that may be higher than the actual concentrations.
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Figure1. Chromatogram showing unresolved ammonium and sodium peaks.
To analyze the data, the ammonium concentrations determined using ion
chromatography were plotted againstsodium concentrations. Figure 2 showsthe
average measured concentrations of5 ppb prepared ammonium solutions as a
function of sodium concentration. The figure shows that, initially, the
measurement of ammonium concentration is affected by sodium only slightly.

However, as the sodium concentration increases, the measured ammonium
concentration deviates significantly from the prepared 5 ppb concentration.
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Figure 2. Two trials were graphed with the average measured ammonium value
of each prepared ammonium concentration versus sodium concentration. When
sodium concentration exceeds 10 ppb, Interferences by sodium concentration are
evident on ammonium concentrations made at 5ppb.

Several trials were made In which a series of solutions of a prepared
ammonium concentration and Increasing sodium concentrations were
chromatographed and ammonium concentrations measured (Figure 2 shows only
2 replicate series at 5 ppb prepared ammonium concentration). Replicate
measured ammonium concentrations were averaged, after a Grubbs test (5) was
used to eliminate outliers. Subsequently, the average measured ammonium
concentrations were graphed against sodium concentration In a fashion similar to
that shown In Figure 2. A second-degree polynomial trendllne was used to fit the
data points. This procedure was applied to the series of sample solutions for all
ammonium concentrations listed In Table 1. All of the trendllnes are shown In

Figure 3.
Typically, measurements of Ion concentrations of polar snow and Ice are
acceptable with a 10% error (1). In this study. It Is assumed that 20% error Is
acceptable for measurement of extremely low ammonium concentrations.
Multiplying each prepared ammonium concentration by 20% and adding that
value to the prepared ammonium concentration yields an acceptable maximum
measured ammonium concentration. The sodium concentration that causes the

prepared ammonium concentration to Increase to this measured ammonium
concentration can be obtained by solving for x In the trendllne equation. For
example, at 3 ppb prepared ammonium concentration, the acceptable maximum
measured concentration Is 3.6 ppb. Substituting 3.6 for y In the second order
polynomial equation of y = -0.0016x2 + 0.1214x + 3 and solving the equation
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yields a sodium concentration (x variable) of 4.8 ppb. This data point of 3.6 ppb
measured ammonium and 4.8 ppb sodium is indicated by the triangle on the 3
ppb line in Figure 3. Such a data point can be obtained for each of the trendlines

(or prepared ammonium concentrations) in Figure 3.
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Figure 3. Measured ammonium concentrations versus sodium concentrations.
The linear fit line represents 20% error of measured ammonium concentration.

A linear fit by least squares regression to all triangles in Figure 3 produces a
line (20% Error line) that separates measured ammonium concentrations into two
categories: acceptable and unacceptable. To the upper-left of the line, measured
ammonium concentrations are acceptable because the error or deviation from
the true ammonium concentration is less than 20% of the true value.

Combinations of ammonium and sodium concentrations to the lower-right of the
line result in measured ammonium concentrations to be more than 20% of the

true concentration. An example of using Figure 3 is that, when measuring 10 ppb
ammonium concentration in a snow sample, one finds that when sodium
concentration is 31 ppb (circle in Figure 3), then the error of measured
ammonium concentration is 20% of the true or real concentration and that the

measured result is acceptable. However, if the sodium concentration in snow is
above 31 ppb, then the error is too great and the measured ammonium
concentration is not acceptable.
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CONCLUSION

This study found the sodium ion concentration threshold that will yield
ammonium concentration with 20% or more error of the true ammonium

concentration, under the specific condition of an ion chromatography run time of
3.9 minutes. This threshold depends on the ammonium concentration being
measured and increases as the measured ammonium concentration increases,

according to the straight line in Figure 3. This method of determining the
threshold of interference may be applied to other ion pairs under similar
chromatographic conditions. Therefore, this method can be incorporated into
future ice core chemistry research projects.
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