Computational Model of Motor Adaptation
To simplify the mathematical description, we incorporate the stretch and shortening in the muscle error e λ (t) and describe the feedforward motor command by u FF . According to the main text, the feedforward activation for each muscle is updated from one trial u k FF to the next u k+1 FF by (considering that it must remain positive):
where the change in activation from one trial to the next is governed by:
The superscript k denotes the trial number, α, β are the learning parameters and γ a constant deactivation parameter (Fig.1) . The Kronecker function I S = 1 for the set S and 0 outside it. We phase advance the feedforward update by ψ equal to the feedback delay to compensate for this delay. The term α |e| I {e≥0} causes an increase in feedforward command in response to stretching of the muscle, β |e| I {e<0} causes an increase in the feedforward command in response to shortening of the muscle, and −γ a decrease of activation when the stretch or shortening is small. The scheme of neural control and learning in novel dynamics.
Model Implementation
Simulations were carried out using the learning controller described above with a two-joint sixmuscle model (Fig.2a) to examine the viability of the three learning principles and the resulting learning behavior. The specific goals were:
• to investigate whether the proposed principles of motor learning can be used to learn to move in stable and unstable dynamics;
• to analyze the predicted transients of learning;
• to examine the change of patterns of muscle tension, reciprocal activation and co-activation, and trajectories which accompany this learning.
We simulated adaptation of muscle tension at the output of the contractile element, i.e. the force produced by muscles on the skeleton. The physical model of the arm used in the computer model considered the rigid body dynamics, muscle intrinsic impedance, delayed feedback and signal-dependent motor noise.
In the mathematical model's description below, all variables depend implicitly on time. For example u is a time function describing muscle activation during the movement. By convention scalars s are italic, vectors v are bold and matrices M are large capitals.
Neuromechanical Model of the Arm
The dynamics of the arm moving in a horizontal plane while interacting with the environment is described (in joint space) by:
Muscle tensions m are needed to move the limb, i.e. to produce the rigid-body dynamics τ RB and counteract the external force F E , where τ RB = (τ s , τ e ) T is a vector of torque at the shoulder and elbow joints, respectively, and
T represents the Cartesian vector of the force exerted on the hand.
τ RB (q, andq,q) are the dynamics due to inertia and velocity dependent forces, where q = (q s , q e )
T is the vector of shoulder and elbow joint angles,q andq its first and second time derivatives, respectively. The dynamics of a two link arm model moving in the horizontal plane ( Fig.2a) are:
where m s and m e are the masses of the upper arm and lower arm respectively, l s and l e the corresponding segment lengths, l m,s and l m,e the segment lengths to the respective center of mass, and I s and I e the moments of inertia.
In the experiments presented in the paper, a computer-controlled force was exerted on the hand during movement by a haptic interface. The external force is that produced by the robotic interface and corresponds to one of the force fields described in the main text of the paper plus the dynamics of this interface as modeled in [1] . This force is transformed into joint torques using the Jacobian
where s s ≡ sin q s , s se ≡ sin(q s + q e ) , c s ≡ cos(q s ), c se ≡ cos(q s + q e ). The vector of muscle tensions is
which consists of the muscle tension in the shoulder flexor (m s+ ) and extensor (m s− ), elbow flexor (m e+ ) and extensor (m e− ), and biarticular flexor (m b+ ) and extensor muscles (m b− ). These muscle tension terms are transformed into joint torques using the Jacobian J m (ρ), which is a constant matrix comprising the muscle moment arms ρ = (ρ s+ , ρ s− , ρ e+ , ρ e− , ρ bs+ , ρ bs− , ρ be+ , ρ be− ) T :
ρ s+ and ρ s− are the moment arms of the shoulder flexor and extensor muscles, respectively, ρ e+ and ρ e− the moment arms of elbow flexor and extensor muscles, ρ bs+ and ρ bs− the moment arms of biarticular flexor and extensor muscles around the shoulder, and ρ be+ and ρ be− their moment arms around the elbow.
Components of muscle tension
To simplify the notation, we drop the index k from e and u in the following equations. For each muscle, we assume that the tension depends on the motor command u, muscle length λ and rate of change of lengthλ:
Further, muscle tension is composed of two terms:
where m A (u) is due to muscle activation u, and m IMP corresponds to mechanical impedance (the resistance to an infinitesimal perturbation of the state) produced by muscle, i.e. to muscle stiffness and damping. This muscle impedance is modeled as
where κ is muscle stiffness and κ d is the ratio of muscle viscosity to stiffness. The intrinsic stiffness κ is assumed to increase linearly with muscle activity [2, 3] :
u, the descending motor command from the central nervous system, consists of the sum of a learned feedforward term u FF to produce the force necessary to perform the task as described in the Methods Section of the paper, inherent motor noise u N and feedback u FB :
The overall effect of the many different sources of variance is modeled as noise in the motor command:
where µ(t) is 0 mean Brownian motion corresponding to the deviation observed in [4, 5] . The feedback term is modeled as:
where ψ is the feedback delay. This term represents the input to the motoneuron, which can be excitatory or inhibitory, so it can be positive or negative. Finally, we assume that muscle tension is equal to the motor command:
This trivial muscle model has a minimal number of parameters, whose values can be identified from the literature. We have deliberately chosen to model force rather than activation because it can be directly measured whereas activation is usually estimated indirectly from EMG. Since a number of studies have measured the force due to reflexes, estimates can be made of feedback impedance parameters. On the other hand, estimation of reflex gain from EMG is fraught with difficulty because of the stochastic nature of the EMG signal and its dependence on both motor unit firing rate and motor unit recruitment.
Selection of Physiological Parameters
The parameters required for the arm model that generates movement in interaction with the environment include the limb lengths, masses and moments of inertia, feedback gains, feedback delays and muscle moment arms, which were selected from the literature. Muscle stiffness and noise parameters were selected to produce NF movements and initial movements in the VF and DF with trajectories and endpoint stiffness similar to those recorded experimentally. In our implementation, the stretch was evaluated relative to a reference trajectory:
The reference trajectory, λ r , was computed as the mean NF trajectory in 20 consecutive movements [5] . It was calculated in joint space and then transformed into muscle space via kinematics.
Using the arm movement model described above, the simulations were performed to investigate whether the proposed learning algorithm could capture the key features of human motor adaptation in the VF and DF. The learning mechanism is based on only three parameters, namely the learning factors α, β and the decay γ. These were selected so as to generate steadystate behavior in the NF and rapid learning in the VF similar to that observed experimentally. The same parameters were found to generalize to adaptation in the DF and other force fields not reported here. The kinematic parameters are based on realistic anthropometric data as shown in Table 1 . The moment arms are estimates that fall within the range reported in the literature [6, 7, 8] , selected to produce feedback modification mainly in the double joint muscles during initial trials in the DF such as observed in [9] : shoulder monoarticular muscles :
ρ s+ = ρ s− = 3.0 cm elbow monoarticular muscles :
ρ e+ = ρ e− = 2.1 cm shoulder biarticular muscles :
ρ bs+ = ρ bs− = 4.4 cm elbow biarticular muscles :
The noise is an additive component of the muscle tension with parameters set to emulate the movement variability observed in experimental data of NF movements and initial movements in the VF and DF. It is described by
where ν ∈ N (0, 1) is a normally distributed random variable, and f (·) is a causal fifth order Butterworth filter with 2 Hz cut-off frequency.
The muscle impedance and feedback impedance parameters were selected so that the ratio of feedback to intrinsic contribution was between 20% − 45%, corresponding to [10] . The delay parameter was assumed to be ψ = 60 ms. The ratios of damping to stiffness for the muscle and feedback components were chosen to be κ d = 1/12 s and r d = 2 s, i.e. so that intrinsic muscle properties were mainly position dependent while feedback was mainly velocity dependent [11] . κ o = 3360 Nm −1 and κ 1 = 118 m −1 were chosen to obtain stiffness ellipses and initial trajectories in the VF that were representative of experimental results. r=336 Nm −1 produces deviations during VF before effect trials which are of similar magnitude to those in the experiments.
The results of [12] show that the activity of elbow muscles and biarticular muscles are linked, which we model as
where u FF is described in Equ. (2) of the paper and u FB , u FB and u A in Equs. (13) to (15). The ratio of the velocity to position dependent terms used for learning, g d = 0.2, is set to correspond to the restoring force due to the combined effect of intrinsic muscle properties and neural feedback. The learning parameters were chosen to achieve a steady state similar to experimental observations in the NF. At steady state u FF = 0:
where e ss denotes the steady state error. For simplicity, we assume that e ss is equal to the mean of the two possible values { where β α = 0.7 corresponds to the data of [9] ; e ss = 7.8 × 10 −4 m is based on data from NF trials; and α = 9800 with corresponding γ from Equ.(20) gives the correct transient behavior in the VF.
Sensitivity Analysis
In general learning was not affected by other sets of parameters than the default values above, as long as the movements were stable in the NF condition. The resulting impedance had similar characteristics as shown in the paper, as appears in Fig.3 when the reflex delay, ratio of velocity to position dependent terms in the intrinsic muscle properties and reflex, and learning factors are varied over a large range. The impedance is virtually unaffected by large variations of the reflex delay. A large velocity gain in the reflex or in the intrinsic muscle properties is accompanied by a decrease in the magnitude of impedance. A large value for the learning factor increases the magnitude of impedance. The complete sensitivity analysis can be found in [13] .
