We developed a dynamic state variable model of individual migrating shorebirds for use in testing hypotheses about spring migration strategies of the Pectoral Sandpiper Calidris melanotos. We conducted model sensitivity analyses to determine how predicted migration schedules might vary with respect to the landscape and the physical environment. In landscapes with closely spaced, high-quality stopovers, female Pectoral Sandpipers can vary widely in their migration schedules and still arrive on the breeding grounds early enough and with sufficient energy reserves to achieve maximum reproductive success. Such a population might appear quite variable, and show no stopover patterns, even if all individuals were making optimal decisions. Latitudinal gradients in temperature and photoperiod differentially affect a bird's energy budget as it moves northward in the spring. Stopovers at more northerly locations are associated with higher metabolic rates, lower food abundance in early spring, and longer days for feeding. The optimal migration schedule in these conditions can be quite different from that in a homogeneous environment, and patterns observed in the field can be misinterpreted if the environmental gradients are not considered. The landscape and the physical environment shape migration schedules and influence one's ability to interpret patterns observed at stopovers. Modeling these factors may lead to new insights about migration adaptations in heterogeneous environments. Apart from the general epistemological problems, one criticism is that optimization models do not distinguish
Ecological theories about migration strategies have generally emphasized either time or energy resources. Migrating birds may attempt to arrive on the breeding grounds as early as possible to compete for the best breeding sites (Myers 1981, Oring and Lank 1982) or to have time for renesting if initial attempts fail (Reynolds et al. 1986 ). Alternatively, birds may accumulate energy reserves to buffer uncertainties during migration (Davidson and Evans 1988, Gudmundsson et al. 1991) or to meet the energetic demands of reproduction (MacLean 1969 , Ricklefs 1974 , Blem 1980 . It may also be advantageous to minimize energy expenditure during migration when food resources are scarce (Alerstam and Lindstr6m 1990) .
Increasingly, ecologists are using optimization models to test hypotheses about migration strategies 
1994, Clark and Butler in press
). The models are used to predict patterns that should be observed if individuals or populations follow one strategy or another, and the predictions are compared to field observations to infer the likely strategy being followed. The combination of modeling and field observation is a potentially valuable method for studying migratory adaptation.
However, there are pitfalls associated with using optimization models as a standard of comparison for observed behavior ( We addressed this problem with a dynamic state variable model developed for testing hypotheses about the spring migration strategies of Pectoral Sandpipers Calidris melanotos through North America. We varied landscape and environmental parameters to identify situations in which a single decision offers fitness advantages over alternatives and those situations in which it does not. Here we provide the results of these analyses, which show that the landscape and the physical environment can markedly influence observed migration patterns and one's ability to interpret the adaptive significance of those patterns correctly.
Methods

Conceptual model
We modeled the time, space, and energetic relationships affecting an individual female during spring migration through North America enroute from wintering grounds in South America to breeding grounds in the Arctic. A sandpiper begins spring migration through North America with an initial state defined by its energy reserves and latitude (assumed to be on the Gulf Coast of Texas at 290 N). Each day a bird makes a decision to remain at the current stopover or to initiate migration to a more northerly stopover site. This decision depends on the bird's current energy reserves, its current latitude, and the date.
For a given decision, there is a daily time budget comprised of time spent in migratory flight, feeding, and resting. Migratory flights are initiated at sunset, and any time that remains after the flight is allocated to resting (during the night) and feeding (during daylight hours). A bird's daily energy budget is a function of its time budget, habitat quality, and the physical environment. While feeding, a bird has a gross rate of energy gain, which may vary among stopover habitats. A bird also incurs metabolic losses, the rate of which depends upon whether it is feeding, resting, or migrating. The daily balance between energy gains and losses is influenced by ambient temperature and photoperiod. Temperature and photoperiod, in turn, are influenced by the bird's latitude and the date. A bird's state changes daily, depending on its time and energy budgets. If the daily energy balance is positive, new energy reserves are stored as tissue; if negative, a shorebird catabolizes body tissue to make up the difference. When a bird initiates a migratory flight, the actual location of its next stopover is subject to uncertainty because the location of suitable habitats is not predictable from year to year.
A bird repeats this daily cycle until it reaches its breeding grounds in the Arctic of Canada, Alaska, or Russia. Successful reproduction is subject to at least two constraints that occur during migration. First, a bird's energy reserves must not drop to the critical level or it may die or be unable to continue migration and reproduce during the current year. Second, an Arctic breeder should not arrive on the breeding grounds too long before snow melt because extreme weather and lack of food threaten survival, but it must arrive on the breeding grounds by a definable late date or it will not have sufficient time for rearing young before the onset of winter. Even for birds arriving within the proper time period, wide variation may occur in expected reproductive success. A bird may have higher reproductive success if it arrives early in the window (i.e., time selection), or it may have higher reproductive success if it arrives with extra energy reserves (i.e., energy selection).
The key assumptions in this model are direct linkages between a bird's daily time budget decisions, its energy reserves and time of arrival on the breeding grounds, and its expected reproductive success. Such linkages provide an opportunity for the selection of migration strategies and are the basis of our optimization modeling approach.
Dynamic model
A dynamic state variable Clark 1988, Houston et al. 1988 ) version of this model was developed to solve for optimal time budgets during migration for both time-and energy-selected shorebirds. The dynamic model algorithm starts with an assumed strategy (e.g., time or energy selection), works backward in time from the latest arrival date (30 June), and solves for the daily time budgets that would confer maximum fitness to a shorebird that begins migration at an initial stopover on day t and with e(t) energy reserves. Details of the model formulation follow. 
State variables
where E is the daily energy budget (kJ), I, is the ingestion rate in a stopover of type j (watts), EM is the existence metabolic rate (watts), and e,, is the energy expended in migratory flight (kJ). The ingestion rate, I,, is constant at each stopover of type j throughout the spring, but decreases to 0.51 when the mean daily temperature < 00C. An upper limit to the ingestion rate was estimated with Kirkwood's (1983) apparent limit on the intake of metabolizable energy, computed using the bird's lean mass e(t + 1) = e(t) + pE (7) where e(t) are energy reserves at the beginning of day t, e(t + 1) are energy reserves at the beginning of the next day, E is the daily energy budget, and p is the assimilation efficiency. The value of p varies depending on whether the energy budget is positive or negative. When E is positive, the surplus energy is stored as tissue and we assumed that p = 0.75 (Ricklefs 1974) . When E is negative, tissue is catabolized, some of the stored energy is lost as the heat increment of feeding, and we assumed that p = 1/0.85 = 1.18. Surplus energy reserves are not necessarily converted to fat, and up to 30% of weight gain by migrating shorebirds may be protein (Lindstr6m and Piersma 1992). If a bird allocates time to migratory flight, its latitude may change, but the location of the next stopover is subject to uncertainty. When a migratory flight begins, a bird departs for a particular stopover. This initial destination will be found with probability k, but will not be found with probability (1 -k). If the destination stopover is not found, the next most northerly stopover will be found with probability k(1 -?), the next one beyond that with probability X(1 -k)2, etc. In forward simulations of the model, the next stopover is chosen randomly from the geometric distribution p(i ) = k(1 -k)'. In deterministic model runs (k = 1.0), destination stopovers are found with 100% certainty. The parameter k expresses the probability that a suitable stopover will be found at a particular location. Two sources of uncertainty contribute to the value of k: habitat dynamics (stopovers may dry up in some years) and navigational error. We varied the value of k to assess the consequences of uncertainty on model predictions.
Fitness relationships
A female's fitness, defined here to be indexed to the number of young fledged during the current year, is subject to constraints that occur during migration. First, a female must not allow its energy reserves to drop too low, or its continued survival is threatened. No data were available to estimate the conditions under which a female might abandon migration in one year for increased odds of successful reproduction in future years. Therefore, we simply assume that a female will not reproduce during the current year if energy reserves during migration drop to the critical level, e(t) = 0. Second, time constraints exist for arrival in the Arctic. The earliest time that a nest can be initiated is about 1 June, and the latest time a female can initiate a nest and be a successful breeder is about 30 June. A female can arrive on the breeding grounds earlier, but must survive until 1 June to initiate a nest. A female that has not reached the breeding grounds by 30 June will be an unsuccessful breeder during the current year.
Within these constraints, fitness is defined by the function 4[e, t] that may vary with arrival time, energy reserves, or both. We assume that 4[e, t] is a linear function of either time or energy reserves as follows: (1 
Dynamic programming equation
We denote the expected future fitness of a bird with reserves e at latitude d on date t by F(e, d, t), and assume that the bird will maximize its fitness by making the proper choice from the decision space m of possible migratory flights on date t. For each decision option, we assume that a bird would find the destination stopover m at latitude do with probability k, in which case it would have eo energy reserves and a future fitness of F(eo, do, t + 1). The destination would not be found, however, with probability 1 -k. In this case, a bird would continue flying until it found the ith more northerly stopover at latitude d, with probability k(1 -h)'. Upon finding a suitable stopover at d,, it would have remaining energy reserves of e; and a future fitness of F(e,, da, t + 1). Combining these expectations of future fitness across n + 1 stopovers, we obtain the dynamic programming equation: where max,,, implies the maximum over the decision space m of migratory destinations that are reachable from the current stopover within one time step (24 h). The parameter 3, is the probability of predation mortality on date t. Conceptually, the value of 3,t might vary spatially, temporally, by habitat type, by activity, or as a function of the bird's state. However, no data were found to support the assignment of probabilities for any of these hypotheses. Thus, we assigned 3, a value of zero in all model runs and include it here only for completeness.
Model application
We ran the dynamic model for female Pectoral Sandpipers (LM = 50 g) beginning at 290 N, migrating through a landscape with no uncertainty (• = 1), and bound for breeding grounds at 700 N latitude. In a typical dynamic programming algorithm (Mangel and Clark 1988), a pairwise comparison is performed to determine which decision has the highest fitness, i.e., the optimal decision. We modified this algorithm to identify not only a superior decision but also all other decisions with equal fitness, i.e., we searched for intervals, and not just points of optimality. The model was run for both time-selected and energy-selected strategies.
For each dynamic model run, we also conducted a forward simulation of Pectoral Sandpipers making optimal time budget decisions; i.e., following the outputs from the dynamic model as they migrated northward. These females began migration at the initial stopover on 1 April with initial reserves approximately equal to the mean value (e(0) = 198 kJ = 10% body fat) observed at our Anahuac, Texas field site. For each individual in this simulated population, we recorded daily values of body fat and location, and computed residence time at each feeding stop; model outputs that are more intuitive and easily compared to field observations than are the outputs directly from the dynamic state variable model.
We created a two-dimensional landscape for each model run by specifying the coordinates and quality of each stopover. Pectoral Sandpipers do not concentrate at a few, large stopover sites but appear to make several feeding stops in North America, punctuated by short migratory hops. They feed in a variety of migration habitats including wet fields, pastures, mudflats along rivers and lakes, and moist-soil areas. Such stopover habitats are widespread in the midcontinent of North America; however, the abundance and distribution of suitable habitat varies markedly within and among years depending on the timing and amount of precipitation. Thus, we first ran the model with high-quality (I.= I,..) stopovers spaced 50 km apart, but modified these landscape parameters in later model runs, as described below.
Sensitivity analyses
For this exercise, we conducted two sensitivity analyses. First, we systematically increased stopover spacing from 50 km and decreased stopover quality to less than I,...
For each combination of stopover spacing and ingestion rate, we used backward dynamic programming to solve for the optimal time budget, and we recorded (1) the expected fitness associated with the optimal time budget, (2) whether the optimal solution was a single or a range of time budgets, and (3) the activity times composing the optimal time budget(s). The recorded data were used to construct response surfaces depicting the variation of optimal time budgets and fitness as a function of ingestion rate (x) and stopover spacing (y).
Second, we were interested in how optimal time budgets might be affected by gradients in the physical environment. Preliminary model analyses indicated that latitudinal gradients in the net ingestion rate (mediated by temperature) could have significant, non-linear effects on the optimal time budgets. Thus, in this analysis we attempted to explore these effects by evaluating how optimal migration schedules were affected by latitudinal gradients in temperature and photoperiod.
Results
Base model runs
The dynamic solutions for time-selected Pectoral Sandpipers provide, for a given day, the optimal flying time for given values of latitude (x) and percent body fat (y) (Fig. 1 ). These results demonstrate that the optimal decision varies with both state and time.
Optimal flying time depends on the bird's energy reserves. Generally, fatter birds should allocate more time to flying than should leaner birds. Early in migration (15 April, Fig. la) , birds with more than about 25% body fat, at locations less than 400 N, can allocate all their time to flying.
Optimal flying time depends on the bird's location. Generally, birds farther from the breeding grounds should allocate more time to flying, all else being equal. On 15 April (Fig. la) , individuals that have progressed to about 500 N should allocate no time to flying, whatever their body fat. Moving farther northward on this date leads to colder weather and accelerated metabolic rates, which more than offsets any fitness gains that might accrue from being closer to the breeding grounds and thus potentially arriving earlier.
Optimal flying time also depends on the date. The general trend is to allocate more time to flying as the JOURNAL OF AVIAN BIOLOGY 29:4 (1998) 409 season progresses, but some exceptions exist. For example, optimal flying times shift dramatically from 15 April to 1 June. June 1 is the first day that females can initiate breeding. Birds within one day's flight from the breeding grounds and with sufficient fat reserves to make the trip should make the final jump to realize maximum fitness. Birds without sufficient energy reserves or too far away to complete the flight in one day should follow a more moderate flight policy to arrive as early as possible on a later date (Fig. lb) 
Plateaus of optimality
The word optimum implies a single, best solution to the problem at hand. However, using the chosen parameter values, a range of optimal flying times exists (Fig. I shows only the upper end of the optimal range). Resources are superabundant in the modeled landscape; stopovers are spaced only 50 km apart, and birds ingest metabolizable energy at the maximum rate. Consequently, individual shorebirds could follow many different time budgets and still arrive on the breeding grounds early enough and with sufficient energy reserves to maximize expected reproduction. Simulations of two extreme individuals, one of which flies the maximum time and the other the minimum time from the optimal range every day, are similar to the hop and jump strategies defined by Piersma (1987) (Fig. 2a) . Following the hop strategy, a bird flies a little each day, never stays at any stopover long enough to put on much fat, and completes the migratory journey to the Arctic at approximately a linear rate. Alternately, by following the jump strategy a bird stays at the initial latitude as long as possible (until about 20 May), stores up fat, then quickly makes the trip to the Arctic in the last few days. Following either strategy, an individual could achieve maximum fitness. Moreover, all schedules lying between these two extremes are equally optimal.
In this simulated landscape, natural selection would penalize only those individuals that make extreme decisions -a form of optimizing selection (Travis 1989) with a broad mode. Individuals could achieve maximum fitness while varying widely in their time budgets and migration schedules. If one were observing such a variable population, one might incorrectly conclude that no adaptive behavior occurs, when in fact a wide range of behaviors is allowed because resources are relatively abundant. How does varying the modeled landscape affect this result?
Effects of varying the landscape
The simulated landscape can be modified by changing stopover spacing or stopover quality (i.e., Ii). As ingestion rate is reduced below Kirkwood's rate, the initial range of optimal schedules (Fig. 2a) shrinks to a smaller range (Fig. 2b) . As ingestion is reduced further, to about 0.83 times Kirkwood's rate, the range shrinks to a single optimum schedule, although fitness remains at a maximum because birds can still arrive on the breeding grounds by 1 June. Further declines in ingestion rate cause a reduction in fitness because arrival is pushed back, to about 20 June in Fig. 2c . Finally, with further declines, it becomes prohibitive to complete migration to the breeding grounds by 30 June (Fig. 2d) .
The landscape conditions at which a shift occurs from a range of schedules to a single optimum schedule 
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represent a threshold where the landscape, in a sense, becomes limiting. Above the threshold in a rich landscape, some variability in time budgets is allowed without paying fitness penalties. Below the threshold, even when a bird acts optimally, the highest fitness it can achieve is still lower than the fitness potentially attainable in a rich landscape. Of course, shorebirds in the wild may not be responding optimally to changing conditions, but knowledge of where this threshold lies would be helpful in interpreting field observations. The approximate location of the threshold for Pectoral Sandpipers has been plotted for combinations of ingestion rate and distance between stopovers (Fig. 3) . A second threshold, at which resources become so sparse as to prohibit migration, is also plotted. With respect to shorebird fitness, landscapes separate into three different types. In rich landscapes, with closely spaced stopovers offering high ingestion rates, shorebirds can achieve maximum fitness (F= 1.0) by following a number of different time budgets. Under very rich conditions there may be little selection of individual stopover decisions, and stopover schedules could be quite variable among individuals. In limiting landscapes, there is a unique, optimal time budget, but even if a shorebird follows the optimal schedule, the highest fitness it can achieve (0 <F < 1) is lower than the fitness attainable in a rich landscape. As stopover spacing increases or ingestion rate decreases, the landscape reaches a point where it becomes poor and no longer provides resources sufficient to complete migration (F= 0).
The effective richness of a landscape is influenced not only by stopover spacing and quality, but also by parameters that influence a shorebird's energy balance as it moves through that landscape. We varied selected model parameters over a range of values to assess each parameter's effects on the effective richness of the landscape (Table 1) . We intended to vary each parameter + 10% from its base value. However, percentage has little meaning for dates; therefore we varied date parameters 1 week later than their base value. Other parameters had to be varied over a much wider range to produce measurable effects, and we varied these over the range of conditions that might be seen in the field. The effect of varying any single parameter was to shift fitness contours to the left or to the right, parallel to the x-axis of 
Effects of varying the physical environment
Apart from differences in sensitivity, reducing ingestion rate or increasing wetland spacing has the same effect on model predictions. As the richness of the landscape is reduced, the optimal policy for a time-selected female Pectoral Sandpiper is to make longer stops early and in the southern portion of the flyway (Fig. 2) . This transi- Reducing the latitudinal temperature coefficient has a non-linear effect. The coefficient can be reduced by about 40% without affecting the model's predictions. However, if reduced more than 40%, the hop strategy quickly becomes more efficient because the metabolic costs of living farther north no longer exceed the costs of flying with high body mass. Additionally, the photoperiod influences the point at which model predictions shift to the hop strategy. Longer days, longer feeding times, and higher daily ingestion partly compensate for higher metabolic rates farther north.
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Discussion
These sensitivity analyses show that migratory adaptations, and our ability to detect them, can be influenced by dynamics in the landscape and the physical environment. A unique, one-to-one correspondence may not occur between particular adaptations and their diagnostic patterns, and the patterns resulting from a particular adaptation may be quite variable in both space and time.
Optimality does not require that all individuals behave identically. It requires only that individuals make decisions to maximize their fitness. In rich landscapes, Table 1 . Parameter values used for base model runs. Each parameter was also varied over the reported range to assess effects on the fitness surface (Fig. 3) Because it significantly affects the net ingestion rate, the physical environment is a potentially important model component. A Pectoral Sandpiper migrating northward in the spring encounters spatial and temporal gradients in both temperature and photoperiod. As it moves northward, temperature decreases and its metabolic rate increases. Colder ground temperatures may reduce the availability of invertebrates, which in turn reduces the bird's ingestion rate. Consequently, a bird's net rate of energy gain depends very much on its latitude during spring migration.
Incorporating latitudinal gradients of temperature and photoperiod into a model can lead to predictions much different from those for a homogeneous environment (see Gudmundsson et al. 1991) . Our model analyses show that the most energy-efficient migration strategy for Pectoral Sandpipers in a heterogeneous environment is to increase fat reserves early in migration and to migrate with a relatively high wing loading. On the other hand, if the environment is assumed to be homogeneous, the prediction switches to a hop strategy (Piersma 1987 ) with frequent stops and low wing load-ing. These model predictions assume a landscape with stopovers of equal quality (i.e., ingestion rate). However, invertebrate densities may be higher in more northerly wetlands, although peak invertebrate biomass certainly occurs later in the spring in the north. Hence, the most energy-efficient migration schedule for a given situation may be a function of complex, dynamical interactions between stopover quality and metabolic rates.
Shorebird migration is a dynamic process. An understanding of the process is complicated because the rate of energy exchange between a bird and its environment changes temporally and spatially. The landscape and the physical environment play important roles in these interactions. Energy is a crucial resource for a long distance migrant, as evidenced by the emphasis of migration theory on the energetics of flight. However, the energetics of migration are not only a function of flight mechanics, but also of temperature gradients and the latitude of available stopovers. We recognize, of course, that factors other than energetics also influence the evolution of migration schedules. For example, selection pressure due to mass-dependent mortality (3,, equation 8) could offset or mask the predicted shift to high wing loading and a jump strategy in energy-limited landscapes. However, it may be much easier to determine the influence of other factors on migration schedules if the energy dynamics are modeled realistically. There may be many situations, such as our Pectoral Sandpiper study, in which these dynamics play a potentially important role in shaping the observed patterns. Including environmental gradients in models and field studies may lead to new insights in situations where the environment cannot be assumed to be homogeneous.
