We develop a bistatic model for airborne lidar returns collected by an imaging array from underwater objects, incorporating additional returns from the surrounding water medium and ocean bottom. Our results provide a generalization of the monostatic model by Walker and McLean. In the bistatic scheme the transmitter and receiver are spatially separated or are not coaligned. This generality is necessary for a precise description of an imaging array such as a CCD, which may be viewed as a collection of receiver elements, with each transmitter-element pair forming a bistatic configuration. More generally, the receiver may consist of photomultiplier tubes, photodiodes, or any of a variety of optical receivers, and the imaging array can range in size from a CCD array to a multiple-platform airborne lidar system involving multiple aircraft. The majority of this research is devoted to a derivation of the bistatic lidar equations, which account for multiple scattering and absorption in the water column. We then describe the application of these equations to the modeling and simulation of an imaging array. We show an example of a simulated lidar return and compare it with a real ocean lidar return, obtained by a CCD array.
Introduction
One of the applications of pulsed lidar ͑light detection and ranging͒ systems is airborne imaging for detection, localization, and classification of underwater objects. Airborne lidar systems can provide a mechanism for rapid data acquisition by using a laser to generate a short, high-powered pulse of light. The transmitted laser beam can penetrate the airwater interface and illuminate scatterers in the water column. The transmitted pulse experiences both scattering and absorption within the water volume. The received backscattered light field can provide information about scatterers present in the water column.
In a prototype system developed for the U.S. Navy by Lockheed-Sanders Corporation ͑now part of BAE Systems͒ an airborne lidar was designed to detect and locate underwater objects, such as ocean mines. In this system an aircraft carries the laser transmitter and the receiver assembly. The returned lidar signals are received by a small number of photomultiplier tubes ͑PMTs͒, one for each sector of the field of view, and a gate-intensified CCD imaging camera. The PMTs provide highly time-resolved photoelectron counts from the lidar return, which in turn can provide accurate depth information. The CCD array provides a finer pixelized image of the field of view. The output of each CCD element, corresponding to a pixel in the image, is the sum of light radiance collected during the time interval over which the CCD is gated. Such gating, or integration time, is necessary to build up sufficient signal energy, since the CCD array divides the total return into a large number of pixels.
We are conducting research on three-dimensional ͑3-D͒ tomographic imaging of underwater objects. In our scheme we would collect data from various view angles around the water column by using an imaging lidar such as the BAE system. 1, 2 As part of this project we present a model that can be used for synthetic data generation of airborne lidar returns received at an imaging array. It is desirable to have the capability to produce such synthetic data to facilitate development of 3-D image reconstruction algorithms. Real data will be corrupted by effects of surface waves that cause local focusing and defocusing of the laser beam. For the case of 3-D imaging, where data must be collected over a period of many seconds, from a variety of angles, real data also will be corrupted by motion of the target object due to currents in the ocean medium. An immediate consequence of surface waves and ocean currents is smearing of objects in the lidar image. In a simulation, however, we can omit surface-wave effects by assuming a flat ocean surface and we can fix the target at a stationary position. In this paper our aim is to model lidar returns analytically at an imaging array, assuming that surface and motion effects are not present or have been removed ͑other researchers are working on these problems͒. Our lidar model then can be used to generate data for testing of lidar imaging algorithms, avoiding the expense of real data collection.
Because our scheme involves imaging arrays, we develop lidar equations for bistatic geometry. In a bistatic geometry the transmitter and receiver can be at separate locations and can be looking in different directions. By contrast, in a monostatic geometry the transmitter and receiver are at the same location and are coaligned ͑boresighted͒. In our bistatic model, each element of an imaging array is considered a separate receiver with an appropriate position and direction offsets. Each receiver element may have a much narrower field of view than that of the transmitter, and thus the look direction of each receiver ͑e.g., a CCD element͒ may be accordingly different. Use of the term bistatic refers to the geometry for each pair ͑transmitter, receiver element͒. An imaging array such as a CCD is treated as a collection of receiver elements. However, the receiver may consist of PMTs, photodiodes, or any of a variety of optical receivers, and the imaging array can range in size from a CCD array to a multipleplatform airborne lidar system involving several aircraft and simultaneous returns from the same water volume.
Our development of the bistatic model for airborne lidar returns is a generalization of the monostatic lidar model by Walker, McLean, and others. [3] [4] [5] The Walker-McLean lidar model exploits the small-angle scattering approximation and takes into account multiple scattering with time dispersion. The model provides analytical expressions for the lidar returns based on a statistical model for the beam spread function. These expressions have been reported to be in agreement with multiple-scattering Monte Carlo simulations and real lidar data. This paper is organized as follows: In Sections 2 and 3 we derive the bistatic lidar equations. In Section 4 we begin with an example illustrating the differences between time-resolved monostatic and bistatic returns for the single-receiver case. We then describe the details of the application of the bistatic lidar equations to modeling and simulation of an imaging array. We show an example simulated lidar return that is computed by using these equations, and we present a CCD image from a real ocean data set for comparison. In Section 5 we summarize our research.
Bistatic Lidar Equations
The theory that describes the propagation of electromagnetic energy in highly scattering media such as ocean waters is called the radiative-transport theory. 6 -12 The radiative-transport equation, which is the counterpart of Maxwell's equations, can be derived by using the conservation of the energy principle. With small-angle scattering approximations, the radiative-transport equation can be solved by Fourier-transform methods. For oceanic hydrosols, particle dimensions are large compared with the wavelength, and light scattered by such particles is confined to small angles about the ray axis. The derivation of bistatic lidar equations to be presented in this section makes extensive use of the radiativetransport theory and the small-angle scattering approximation. The derivation is similar to, but more general than, that of the monostatic lidar equations given by Walker and McLean. 3 For consistency and to facilitate comparison with their results, we use nomenclature similar to theirs.
Our derivation starts with the introduction of the nomenclature and an introduction to radiativetransport equations. To present the derivation concisely, computation of the lidar return is divided into computations of the bottom return, water return, and target return. We first derive the lidar equations in closed form in this section, and then in Section 3 we evaluate the integrals. If one does not wish to follow the equations, this section and Section 3 can be skipped. In the Subsections 2.E and 3.E we summarize the equations.
Let the light radiance at a particular point in space, in a specific direction, and at a particular time instant, be denoted L͑z, , s, t͒. Here the position vector is îx ϩ ĵy ϩ k z ϭ ϩ k z, the direction vector is ŝ ϭ î sin cos ϩ ĵ sin sin ϩ k cos , and t represents the time. The boldface characters represent vectors. A unit vector is indicated by a circumflex. The small-angle scattering assumption yields sin Ϸ and cos Ϸ 1 for small . Then the direction vector can be approximated as ŝ Ϸ s ϩ k , where s ϭ î cos ϩ ĵ sin . The small-angle scattering assumption dictates the so-called forward-scattering regime, where s ϭ ͉s͉ Ͻ Ͻ 1 and ϭ ͉͉ Ͻ Ͻ z.
Let the radiance for a laser source with pulse energy Q, located at the origin and looking in the z direction, be L͑0, , s, t͒ ϭ Q␦͑͒␦͑s͒␦͑t͒. Note that the pulse is modeled by an impulse. To incorporate the pulse shape, we convolve the lidar return, calculated below, with the laser pulse. The radiance after propagating a distance z to the target plane is L͑z, , s, t͒ ϭ Qk͑z, , s, ͒, where the medium beam spread function is denoted by k͑z, , s, ͒. The beam spread function is the impulse response of the medium, and it can be used ͑as a Green's function͒ to obtain the total response of the medium to an arbitrary source. The multipath time is given by ϭ t Ϫ z͞c, where c is the speed of light in the medium through which light travels. The multipath time is the amount of excess time required for a scattered photon to arrive at the target plane. The medium transfer function K͑z, , q, ͒ is the Fourier transform of the beam spread function. 3, 12 Vectors and q represent the spatial and angular frequency variables corresponding to and s, respectively.
For a source at and with a beam axis in the ŝ ϭ s ϩ k direction, we have L͑0, , s, t͒ ϭ Q␦͑ Ϫ ͒␦͑s Ϫ s͒␦͑t͒.
(1)
Here sЈ ϭ ͉s͉ ϭ Ͻ Ͻ 1, i.e., the radiation direction ͑the angle between the beam axis and the z axis͒ is small. The beam axis offset is therefore given by ϩ zs. The radiance at the target plane is given as 3, 13 L͑ z, , s,
and the radiance in the target plane due to a shaped laser beam is
where the beam spread function k͑z, , s, ͒ is convolved with the aperture function ͑͒ that specifies the spatial extent of the source and with the function ͑s͒ that specifies the ͑angular͒ radiation pattern of the source. Inserting the inverse Fourier-transform expression containing the medium transfer function in place of the beam spread function, we have
Consider now a transmitter ͑laser source͒ that has position and direction offsets TX and s TX , respectively. The offset functions are TX ͑ Ϫ TX ͒ and TX ͑s Ϫ s TX ͒ with Fourier transforms ⌿ TX ͑͒exp͑ j ⅐ TX ͒ and ⌰ TX ͑q͒exp͑ jq ⅐ s TX ͒, respectively. Thus we have (5) as the radiance at the target plane due to an offset transmitter.
Consider the airborne lidar geometry depicted in Fig. 1 , where TX and RX denote a transmitter ͑laser source͒ and a receiver ͑CCD element͒. The transmitter and the receiver are in general at different locations and pointed in different directions. This is a bistatic geometry. The geometry where the transmitter and receiver are at the same location and have the same directional orientation is called a monostatic geometry. To handle the bistatic case, we assign position offset RX to the aperture function RX ͑͒ of the receiver and direction offset s RX to the receiver pattern RX ͑s͒. The altitude of the transmitter and receiver from the water surface is H.
A. Bottom Return
The method of computing the bottom return provides insight and a basis for computing the lidar return from the water medium and an underwater object. We calculate first the radiance incident on the bottom of the water column, which is usually the ocean bottom in, for example, shallow-water mine imaging. Let the bottom be at depth z ϭ D in Fig. 1 . We incorporate the refraction at the air-water interface. Let m denote the index of refraction for water, which is approximately equal to 4͞3. 11 The index of refraction for air is assumed to be unity. Then, denoting the speed of light in air by c, we have c͞m as the speed of light in water. We assume that the atmosphere is dispersionless with transmission coefficient T a . The transmission coefficient for the air-water interface is given by T aw ϭ ͓͑1 Ϫ m͒͑͞1 ϩ m͔͒ 2 , since water does not display any significant magnetic properties; hence the permeability of water is close to that of air. Applying Snell's law at the air-water interface in Fig.  1 , we have sin 1 ϭ m sin 2 . Owing to the smallangle assumption, this becomes 1 ϭ m 2 . Then the position offset of the transmitter associated with the downwelling path is
Note that in Eq. ͑3͒, and s denote the offset position and direction in the water. Here s stands for the direction offset of the airborne transmitter; hence the corresponding angle in water is s͞m owing to refraction. Using these modifications in Eq. ͑5͒ to incorporate the air-water interface and the resulting refraction, we have Eq. ͑7͒ for the transmitted radiance incident on the bottom:
where t ϭ H͞c ϩ zm͞c ϩ . The reflected radiance from the bottom is given by
where R is the bottom reflectance. Note that the integral over s is the irradiance, which is the sum of the radiance from all directions, associated with a particular point on the bottom. To find the radiance presented to the receiver, we assume that each point on the bottom is a diffuse source. The radiance incident on the receiver is then a convolution over and t between the reflected irradiance L back and the radiance due to a diffuse source. For a diffuse source the radiance in the target plane at a distance z in the ŝ Ϸ s ϩ k direction is given by
According to our coordinate convention in Fig. 1 , the vector s in Eq. ͑7͒ represents the ŝ Ϸ s ϩ k direction with k being downward. Thus, in expressing L dif , we need to use Ϫŝ to take into account the direction of propagation, which is upward from a diffuse source at the bottom toward the airborne receiver. This argument can be justified by the optical reciprocity principle. 5, 11 Hence for a diffuse source at the bottom radiating upward ͑upwelling radiance͒ we have at the receiver
Then the radiance presented to the receiver at altitude H from the air-water interface is
where the term 1͞m 2 is due to the Snell cone. Notations ‫ء‬ and ‫ء‬ denote the convolutions in the variables and . We calculate Eq. ͑11͒ as
with t ϭ 2H͞c ϩ 2zm͞c ϩ . To complete the bottom return, we include the receiver field of view ͑FOV͒ ⍀ RX and the receiver aperture area A RX , giving
where
are the offset functions specifying the spatial extent and reception pattern of the receiver. Inserting L RX from above and performing the integration over and s by using ⌿Ј RX ͑͒ ϭ ⌿ RX ͑͒exp͑ j ⅐ RX ͒ and ⌰Ј RX ͑q͒ ϭ ⌰ RX ͑q͒exp͑ jq ⅐ s RX ͒ from Eqs. ͑14͒, and noting that Ј RX ͑͒ and Ј RX ͑s͒ are real, hence ⌿Ј RX ͑Ϫ͒ ϭ ͓⌿Ј RX ͔͑͒* and ⌰Ј RX ͑Ϫq͒ ϭ ͓⌰Ј RX ͑q͔͒*, we have
where t ϭ 2H͞c ϩ 2zm͞c ϩ and
Note that if RX ͑͒ and RX ͑s͒ are even functions, the conjugations above can be dropped. For the monostatic case TX ϭ RX and s TX ϭ s RX . If we express the bottom return in terms of the lidar range , we have
where ϭ D ϩ ͑c͞2m͒ with D being the bottom depth. Equation ͑16͒ is valid for Ն D, that is, after the laser pulse has hit the bottom.
B. Water Return
The lidar return from the water medium itself is calculated in a similar manner to the bottom return. Consider the water column as a stack of infinitesimally small layers of water. Then the backscattered radiance from each interface can be obtained with the bottom return calculation. In this case the reflectance coefficient R͞ is replaced with ␤͑͒dz, and an integration is performed over the lidar range as we keep t ϭ ϩ 2H͞c ϩ 2zm͞c constant. This accounts for the photons received at a certain time from different layers of water. The term ␤͑͒ is the volume scattering function evaluated at the angle corresponding to the backward direction. This method of calculation assumes that the backscattered radiation is uniform over a conic section of the backward hemisphere, corresponding to a small-angle cone, with ␤͑͒ Ϸ b b ͑͞2͒, where b b is the backscattering coefficient. We have
Assume that Ͻ Ͻ 2zm͞c. With dz ϭ Ϫ͓͑c͞m͒͞2͔d for the background water return in terms of the lidar range, we have
Here
C. Target Return
Calculation of the target return and loss of radiance due to the associated shadow behind the target are similar to calculation of the bottom and water return, respectively. The radiance backscattered from a flat diffuse target at depth z and location t is
where A t is the area of the reflecting surface, R t is the reflectance of the target, and L TX is as given in Eq. ͑7͒. Inserting Eq. ͑7͒ into Eq. ͑19͒ yields
For a diffuse source on the target surface radiating upward the radiance is given by Eq. ͑10͒. The radiance presented to the receiver is given by Eq. ͑11͒ where L back ͑H ϩ z, , s, t͒ is given by Eq. ͑20͒. Since two arbitrary functions f ͑ x͒ and g͑ x͒ satisfy
where t ϭ 2H͞c ϩ 2zm͞c ϩ . Incorporating the aperture function, reception pattern, receiver FOV, and aperture area, we have the return from a target at depth z and location t as
Inserting L RX ͑, s, t͒ from Eq. ͑21͒, we have
In terms of lidar range
where ϭ D ϩ ͑c͞2m͒ and D is the target depth. For an arbitrary target with spatial extent t ͑͒ we have
D. Shadowing
Owing to the shadow behind the target, there is a loss of radiance that would otherwise be collected by the receiver. This loss is a negative perturbation to the background water return in Eq. ͑18͒, since Eq. ͑18͒ includes backscattered photons from behind the target. Calculated similarly as the background water return, the loss term is
E. Total Return
The total return at the receiver is the sum of the target return ͓Eq. ͑25͔͒ and the background ͑water͒ return ͓Eq. ͑18͔͒ from the water column, less the loss term ͓Eq. ͑27͔͒. The bottom return ͓Eq. ͑16͔͒ also can be included if the lidar range of interest contains the bottom, i.e., Ն D.
Evaluation of the Integrals
To compute the bistatic lidar returns presented above, we insert the medium transfer function into the integrals and perform the integration over spatial frequency. The analytical model for the beam spread function is given by McLean et al., 4 k͑ z, , s, ͒ ϭ ␦͑͒␦͑s͒␦͑͒exp͑Ϫ͑a ϩ b͒ z͒
where the first term accounts for unscattered photons, that is, ϭ 0, and the second term is for photons that experience scattering, with Ͼ 0. The term ͓1 Ϫ exp͑Ϫbz͔͒ is the probability that a photon will be scattered. Here a and b are the absorption coefficient and scattering coefficient of water, respectively. The distribution of the variable is dependent on depth and is given by
which is a gamma distribution. Here ⌫͑ ⅐ ͒ is the gamma function. 14 Note that the mean and the variance 2 of the distribution are dependent on depth z. They can be evaluated by using the statistical model of Lutomirski et al. 3, 4, 15 The distribution of being gamma is implied by the Poisson nature of the photon scattering. As a photon undergoes multiple scattering the time interval between scattering events can be modeled as an exponential random variable because the arrival time of a photon to a scatterer is a Poisson random variable, and from the photon's point of view the arrival of a scatterer is Poisson. The multipath time is the sum of the time intervals between scattering events. Since the sum of exponential random variables is a gamma random variable, has a gamma distribution.
From Eq. ͑28͒ we have the beam transfer function K͑ z, , q, ͒ ϭ ␦͑͒exp͑Ϫ͑a ϩ b͒ z͒
By using the time-independent solution for the beam transfer function with small-angle scattering, and, assuming that all photons in the beam scatter, H͑z, , q, ͒ is calculated as 3, 4 H͑ z, , q,
where ϭ ͉͉ and q ϭ ͉q͉. Note that
Then, for the temporal convolution expression, we have
We assume that the radiation and reception patterns are Gaussian functions, that is,
where i is either TX or RX, denoting transmitter or receiver. Subscripts x and y denote the x and y components of the vector. A Gaussian pattern is in agreement with the spatially Gaussian shape of the laser beam. 16 Correspondingly, in the Fouriertransform domain
The transmitter and receiver FOV are given as ⍀ i ϭ i, x i,y . Also, we assume that TX ͑͒ ϭ ␦͑͒. The radiance field changes slowly across the receiver aperture. We therefore assume that RX ͑͒ ϭ ␦͑͒. For the Fourier transform of the aperture functions we have ⌿ i ͑͒ ϭ 1, where again i denotes either TX or RX. In practice this is true for a PMT. The aperture of a CCD receiver is too large for this to be accurate. However, each element of the CCD array can be treated as a separate receiver with a much narrower receiver FOV.
A. Water Return
Inserting Eqs. ͑33͒ and ͑35͒ and the Fourier transforms of TX ͑͒ and RX ͑͒ into Eq. ͑18͒, we express the background water return as
with D being the bottom depth. In writing Eq. ͑36͒, we used Eq. ͑32͒. The short-hand notation X 1 is defined as
where subscripts x and y stand for the x and y components of the vector. Also, we have
The x and y components are
where i is either x or y. The task of calculating the water return ͓Eq. ͑18͔͒ has been reduced to calculating the integrals I 1 ͑͒, I 2 ͑͒, and I 3 ͑͒ in Eq. ͑36͒. The outer integral over is computed numerically. Integral I 2 can be evalu-
ated explicitly by using the Fourier-transform identity:
We insert 
Now the integral I 3 resembles the integral I 2 except for the autoconvolution of g͑, ͒. Thus we have
for Ն 0, which is calculated by using the characteristic function of the gamma distribution.
B. Bottom Return
The bottom return contains the integrals I 1 , I 2 , and I 3 but does not contain the integral over . Thus for the bottom return we have
where ϭ D ϩ c͞2m and D is the bottom depth.
C. Shadowing
Inserting the aperture functions, radiation͞reception patterns, and the temporal convolution expression for the medium transfer function into Eq. ͑26͒, we give the loss of radiance due to shadowing as in Eq. (49), next page. In Eq. (49)
To evaluate J 1 , we insert Y 1 and Y 3 from Eqs. ͑48͒ and use Eq. ͑40͒, which yields
The integral J 2 ͑͒ is the same as J 1 ͑͒ except that subscript TX is replaced by RX. Calculation of J 3 ͑͒ is performed similarly after Eq. ͑32͒ is recalled and Eq. ͑41͒ is inserted into the integral J 3 . We obtain
The integral J 4 ͑͒ is the same as J 3 ͑͒ except that subscript RX is replaced by TX. Evaluation of J 5 ͑͒ requires calculation of p͑, 1 , 2 , ͒, given by Eq. ͑50͒. We can express each term in the convolution as a gamma distribution to within a scale factor. Let the corresponding random variables be represented by ␥ 1 and ␥ 2 . Since p͑, 1 , 2 , ͒ is a convolution of two gamma distributions corresponding to random variables ␥ 1 and ␥ 2 , it is a gamma distribution itself, let us say, for random variable ␥ 3 , where ␥ 3 ϭ ␥ 1 ϩ ␥ 2 . Assuming that ␥ 1 and ␥ 2 are independent, and calculating the mean and variance of ␥ 3 , we obtain with and 2 the mean and variance of the gamma distribution with parameters x and c 0 . The resulting expression for J 5 is difficult to integrate over 1 or 2 . We, however, can approximate it roughly as
This is exact when 1 ϭ 2 ϭ 0 and is a good approximation when 1 and 2 are large. Also note that the contribution of J 5 is small with respect to the other components of Eq. ͑49͒ when the scattering coefficient b is small. Using the approximation, we obtain
This completes the calculation of Eq. ͑26͒.
D. Target Return
The target return in Eq. ͑24͒ is evaluated as
where D is the target depth.
E. Total Return
The lidar returns from the bottom, the water medium, and a submerged target in terms of the lidar range are given by Eqs. ͑16͒, ͑18͒, and ͑24͒. The loss of radiance due to shadowing behind the target is given by Eq. ͑26͒. Using a statistical model for the beam spread function together with reasonable aperture functions and radiation and reception patterns for the transmitter and receiver, we express the equations as Eqs. ͑36͒, ͑47͒, ͑49͒, and ͑56͒. The integrals over the spatial-frequency variable in these equations are evaluated analytically. The integrals over the variable are to be computed numerically.
Synthetic Return from an Imaging Array
Synthetic lidar returns can be generated by using the bistatic lidar equations derived above. Using these equations, we can compute the background return for a variety of water types, the return from the bottom of the water column ͑e.g., the ocean floor͒, and the target return from a submerged object. To calculate the return to an imaging array, we assume that each element of the array is a separate receiver. In this context the use of the term bistatic refers to the geometry for a transmitter and a single receiver element. We assign different receiver position and direction offsets for each receiver element of the imaging array and perform the bistatic lidar computation for each receiver. We account for the temporal pulse shape by convolving the return with the pulse shape of the laser. For the single-receiver case ͑no array͒, Fig. 2 displays simulated time-resolved lidar returns for monostatic and bistatic transmitter-receiver configurations, showing the difference between the background water returns at a receiver collocated with the transmitter and at receivers that were spatially offset. The amplitude axis is normalized so that the maximum is mapped to one. The top curve is the time-resolved lidar return for the monostatic case. The collocated transmitter and receiver were 356 m above the surface of the water and looking in a direction 8.5°ahead of nadir, illuminating a water column with a beam footprint ϳ12 m in diameter. The middle curve corresponds to a bistatic configuration where the receiver was 80 m from the transmitter, at the same altitude as the transmitter, and looking in a direction where the beam footprints of the receiver and the transmitter coincide. The bottom curve is for another bistatic configuration with the receiver 120 m from the transmitter. When the transmitter and the receiver are placed closer to each other, the curves converge to the curve for the monostatic case.
For a hypothetical imaging array configuration, we assumed a 32 ϫ 32 CCD array with the transmitter position coinciding with the center of the array. We accounted for the camera integration time over the camera gate at each receiver element. Since each CCD element of the array receives part of the incoming light radiation, we used a much narrower FOV for each receiver than that of the transmitter. Also, the look direction of each receiver ͑CCD element͒ was accordingly different. Given the size of the footprint of the transmitted beam on the surface of the water, which can be calculated by using the transmitter FOV, we divided the footprint into smaller patches, each of which was a smaller pixel footprint on the water surface, corresponding to one of the receivers. The size and location of a pixel footprint provided the FOV and direction offset for its corresponding array element. The size that we used for the square shaped CCD array was ϳ10 cm on each side. The actual size of a CCD array can be much smaller; however, these parameters describe a model that also accounts for the front-end optics. The distances between the transmitter and the receiver elements in a CCD array are much smaller than the distances used in the simulation of Fig. 2 . Hence it may be argued that the lidar return at each CCD element is essentially the same as for the monostatic case. Note, however, that the bistatic geometry introduces not only position offsets but also a different look direction for each CCD element.
An example of a synthetic CCD return from a spherical ocean mine with a 1-m diameter is shown in Fig. 3 . The corresponding CCD return from a real ocean lidar dataset is shown in Fig. 4 where a 1-m Fig. 2 . Time-resolved lidar return at monostatic and bistatic receivers.
spherical mine was within the FOV. The real data set is from a previous study ͓1998 U.S. Navy Competitive Evaluation Field Test ͑CEFT͒, Panama City, Fla.͔ and was produced by the BAE airborne lidar system described above. The vertical axes in Figs. 3-4 were normalized so that the minimum and maximum were mapped to 0 and 1, respectively. Note that in the real CCD image ͑Fig. 4͒ the Gaussianshaped base is elevated, because the real image was acquired from the CCD array in the BAE system, which contained some dead pixel elements in a region near a corner of the image, which set the minimum pixel value artificially low, raising the normalized target values. The depth of the mine was 6.4 m ͑21 ft͒. The altitude of the airborne lidar system was 360 m. In Fig. 3 the mine actually was simulated as a flat diffuse circular surface of 1-m diameter, which corresponds to the upper hemisphere of the true ͑spherical͒ object. A more elaborate simulation of the object would use concentric rings of flat diffuse surfaces placed deeper with increasing radius. Use of a flat diffuse surface is appropriate for simulation of opaque objects illuminated by an airborne lidar system from large elevation angles ͑a small angle͒. Note that in general it is possible to simulate accurately objects with the complicated shapes by using Eq. ͑25͒ at the expense of computation.
The water absorption, scattering, and backscattering coefficients were chosen from a table given by Mobley 11 for coastal ocean ͑a ϭ 0.179, b ϭ 0.219, b b ϭ 0.00285͒, which are also tabulated by Walker and McLean. 3 The wavelength of the laser was 532 nm. The laser pulse had a Gaussian shape, and the essential duration of the pulse was ϳ6 ns. The diameter of the beam footprint on the ocean surface was ϳ12 m. The in-water angle 2 in Fig. 1 was ϳ8° . The gate time of the CCD in the real data was 60 ns, which corresponds to ϳ13.5 m in water. The gating started just after the laser beam penetrated the airwater interface, so that the flash coming from the surface was avoided. The simulations used the same gating.
The simulated return in Fig. 3 does not account for surface-wave effects. As discussed above our model assumes a flat ocean surface, which is practical for a calm ocean environment. The real ocean data shown in Fig. 4 do contain the effect of waves. In practice surface waves cause focusing and defocusing of the optical beam. In a single-shot image the effect is smearing of objects in the image. 12, 17 The mine response in Fig. 4 is wider than it would be in a calm ocean. A time-averaged image, produced by averaging multiple snapshots, would exhibit even more blurring due to averaging. By adding Gaussian noise at a 20-dB SNR to the synthetic return in Fig.  3 , we produced the result in Fig. 5 . The synthetic return in Fig. 5 appears to match the qualitative characteristics of the real data shown in Fig. 4 quite well. Note the Gaussian structure of the base of the mesh surfaces. This is due to the spatially Gaussian shape of the laser beam. 16 The Gaussian noise added to the synthetic return can model the thermal noise well, but it fails to model the effect of surface waves. It might be possible to account for surface waves in the lidar return computation, but doing so in a direct way by means of an analytical model would seem infeasible. Instead of modeling the surface waves directly, one can approx- imate their effect by applying a blurring filter with a point spread function with a Gaussian shape. 17 The shape parameters of the filter can be calculated from the height and slope statistics of the surface waves. 12 Such a filter would be both temporally and spatially varying.
We expect that the simulation could approximate the real data more closely if the parameters used for the simulation model were calibrated with those for the real data. Unfortunately, the water parameters and noise statistics are not known exactly for the real data. Although, we chose the water coefficients for the simulation from a table for coastal ocean, we cannot be sure that the coefficients used for the simulation are a close match to the actual coefficients for the real data. Given these uncertainties the agreement between the simulated and actual returns seems surprisingly good.
Conclusion
We have generalized the Walker-McLean monostatic lidar equations to the case of a bistatic geometry, i.e., where the receiver and transmitter are spatially separated or are not coaligned. This enables the modeling and computation of synthetic lidar returns from a variety of receiver imaging arrays, including multipixel and multiplatform data-collection geometries. The derivation of the bistatic equations is based on radiative-transport theory, where we have evaluated the resulting equations through a combination of analysis and numerical integration to generate synthetic data. By considering each element of an imaging array as a separate receiver, we could apply the bistatic lidar return computations to each element and account for the individual beam patterns to form the complete receiver image. Our simulated lidar returns for a CCD array qualitatively agree with real lidar data obtained from a CCD array. One aim of this research was to enable lidar data generation to facilitate algorithm development for airborne lidar imaging without the high cost of data collection by using an actual airborne lidar system.
