We consider an optimal control problem, whose state is given as the solution of the obstacle problem. The controls are not assumed to be dense in H −1 (Ω). Hence, local minimizers may not be strongly stationary. By a non-smooth regularization technique similar to the virtual control regularization, we prove a system of C-stationarity using only minimal regularity requirements. We show that even a system of M-stationarity is satisfied under the assumption that the regularized adjoint states converge in capacity. We also give a counterexample, showing that this additional assumption might be crucial.
Introduction
We consider the optimal control of the obstacle problem with control constraints Minimize J(y, u), with respect to (y, u, ξ) ∈ H 1 0 (Ω) × U × H −1 (Ω), such that A y = B u − ξ + f, y − ψ ≤ 0 a.e. in Ω, ξ, v − y H −1 (Ω),H 1 0 (Ω) ≤ 0 for all v ∈ H 1 0 (Ω) : v ≤ ψ a.e. in Ω, and u ∈ U ad .
(P)
We refer to Assumption 1.2 for the precise requirements on the data of the problem. Due to the constraints on y and ξ, problem (P) is a mathematical problem with complementarity constraint (MPCC) in function space, see also the discussion at the end of Section 1.3, and it is difficult to verify sharp first-order necessary optimality conditions. In particular, the KKT conditions may not be necessary for optimality and one has to use stationarity concepts tailored to MPCCs, see [Scheel, Scholtes, 2000] . The tightest concept is the so-called strong stationarity, see (1.7), (1.8). It is, however, known that local minimizers of (P) may not satisfy the system of strong stationarity in the case that U ad is a proper subset of U , e.g. in the presence of control constraints, or if the range of B is not dense, e.g., if the control acts only on a (possibly lower-dimensional) subset of Ω, see [G. Wachsmuth, 2014, Section 6] for counterexamples. Hence, one is interested in stationarity concepts which impose weaker conditions on the biactive set. In the finite-dimensional case, we refer to [Outrata, 1999; Scheel, Scholtes, 2000] for stationarity concepts and for examples showing the different strength of these conditions. The stationarity systems for the infinite-dimensional problem (P) are defined in Section 1.4.
We give some references concerning optimality conditions of problems similar to (P). If U ad = U and if the range of B is dense in H −1 (Ω), it is shown by [Mignot, 1976] that minimizers of (P) satisfy the system of strong stationarity. The same result was reproduced by [Hintermüller, Surowiec, 2011] by techniques from variational analysis and it was slightly generalized in [G. Wachsmuth, 2015] . The special case U = U ad = H −1 (Ω) can be found in [Outrata, Jarušek, Stará, 2011] . Moreover, a strong stationarity result in presence of control constraints was given in [G. Wachsmuth, 2014] under some assumptions on the data and the objective. However, all these results are rather restrictive and cover only special cases of (P). In the case Ω ⊂ R 1 and U = H −1 (Ω), [Jarušek, Outrata, 2007] have shown that the minimizer is an M-stationary point, compare (1.11). However, this analysis heavily exploits the compact embedding of H 1 (Ω) in C(Ω), which only holds in the one-dimensional case.
Many authors studied the approximation of problems similar to (P) with smooth problems. Similar to smooth relaxation methods in finite dimensions, see [Hoheisel, Kanzow, Schwartz, 2013] , at most Cstationarity can be expected in the limit. The most strict system which was obtained by this approach is the C-stationarity system from [Schiela, D. Wachsmuth, 2013] , see also Lemma 4.6. We also refer to [Barbu, 1984; Ito, Kunisch, 2000; Hintermüller, Mordukhovich, Surowiec, 2014] for weaker stationarity systems.
In order to obtain stationarity conditions which are sharper than C-stationarity, one has to use different techniques. We mention that there are various approaches for deriving M-stationarity in finite dimensions, see e.g., [Outrata, 1999; Flegel, Kanzow, 2006; Hoheisel, Kanzow, Schwartz, 2013] , but these methods can not be applied to the infinite dimensional problem (P). Hence, it is necessary to develop a new technique for deriving optimality conditions. In this work, we approximate (P) by a sequence of non-smooth, surrogate problems (P reg n ), similar to the virtual control approach from [Krumbiegel, Rösch, 2009] . These regularized problems satisfy a system of strong stationarity, see [G. Wachsmuth, 2015, Section 6 .1]. By passing to the limit with the regularization parameter, we obtain optimality conditions for the original problem (P). A main feature of our technique of proof is that we only use minimal regularity of the data.
Without any further assumptions, we arrive at the system of weak stationarity (1.7). In contrast to the literature, our system of weak stationarity contains conditions on the multipliers holding quasieverywhere (q.e.) on certain sets, and not only almost-everywhere (a.e.). This is established by using results from potential theory. By assuming that the operator A is an elliptic second-order differential operator in divergence form, we obtain a system of C-stationarity, see (1.9), which is equivalent to the system in [Schiela, D. Wachsmuth, 2013] , see Lemma 4.6. We emphasize that, in contrast to [Schiela, D. Wachsmuth, 2013] , our regularity requirements are much weaker, in particular, we do not need the Lipschitz continuity of the solution mapping of the obstacle problem from U to C(Ω). Finally, if the regularized adjoint states do not only converge weakly in H 1 0 (Ω), but also converge in capacity, we even arrive at a system of M-stationarity, see (1.11). We remark that convergence of capacity is a rather weak notion of convergence, see Section 2. Moreover, this additional assumption of convergence in capacity is automatically satisfied in the one-dimensional case d = 1, see Lemma 2.3. Hence, we reproduce the result of [Jarušek, Outrata, 2007] in a slightly different setting.
Using results from potential theory, in particular Theorem 2.5, is a novel technique for deriving optimality conditions of (P). Theorem 2.5 is utilized for deriving sign conditions for the multipliers, see, e.g., Lemmas 4.2 and 4.3. These results may also be applied for different regularization approaches, and are of independent interest. In particular, Lemma 4.3 answers an open question which was raised after the proof of [Outrata, Jarušek, Stará, 2011, Thm. 16] . Our technique allows to work with the basic regularity y ∈ H 1 0 (Ω), ξ ∈ H −1 (Ω) of the obstacle problem and we do not need any additional regularity of the obstacle problem. We reproduce the C-stationarity result of [Schiela, D. Wachsmuth, 2013] in this low-regularity setting, and we obtain even stronger conditions under the mild Assumption 5.1.
These main results of this paper are summarized in the following theorem, which is proven in Lemma 4.4, Lemma 4.5 and Theorem 5.4. Theorem 1.1. Let us denote by (ȳ,ū,ξ) a local minimizer of (P). Then, there exist multipliers, such that the system of weak stationarity (1.7) is satisfied.
If the operator A is an elliptic second-order differential operator, see Lemma 4.5, then there exist multipliers such that the system of C-stationarity (1.7), (1.9) is satisfied. Now assume that there is a regularization scheme, see Definition 3.1, such that the regularized adjoint states p n converge in capacity, see Assumption 5.1. Then there exist multipliers satisfying the system of M-stationarity (1.7), (1.11).
In the remainder of this section, we fix the assumptions on the data (Section 1.1), recall some basic results in capacity theory (Section 1.2), and set up the notation (Section 1.3). The various optimality concepts are defined in Section 1.4. In Section 2 we consider the concept of convergence in capacity. The regularization schemes are introduced in Section 3. By passing to the limit with the regularization, we obtain optimality systems for (P) in Section 4 and Section 5. Finally, we present a counterexample showing that Assumption 5.1 is crucial for deriving M-stationarity with our technique of proof, see Section 6.
Assumptions on the data and preliminaries
, is open and bounded. We emphasize, that we do not assume any regularity of Ω in the entire paper.
The requirements on the data of (P) are collected in the following assumption.
Assumption 1.2. The bounded linear operator
The control space U is a Hilbert space, the control map B : U → H −1 (Ω) is a bounded, linear operator and the admissible set U ad ⊂ U is closed and convex. Either B or U ad is assumed to be compact. Throughout the paper, we will identify U with its dual space.
The objective J : H 1 0 (Ω) × U → R is assumed to be continuously Fréchet-differentiable and bounded from below. We require that J is sequentially lower semi-continuous w.r.t. to the strong topology in H 1 0 (Ω) and the weak topology in U , that is J(y, u) ≤ lim inf n→∞ J(y n , u n ) for all sequences {(y n , u n )} ⊂ H 1 0 (Ω) × U satisfying y n → y in H 1 0 (Ω) and u n u in U . Finally, we assume that J is coercive w.r.t. the second variable on the feasible set U ad , that is the boundedness of {u n } in U follows from the boundedness of {J(y n , u n )} for all sequences {(y n , u n )} ⊂ H 1 0 (Ω) × U ad .
We will not assume more regularity of f and ψ and, up to Lemma 4.5, we do not impose any structural assumptions on A.
Two possible choices of the control space are
where Γ ⊂ Ω is a smooth manifold of dimension d − 1 and γ is the surface measure on Γ.
As a simple example for the objective J, we mention the tracking-type functional
where the observation domain
is the desired state and α > 0 is a regularization parameter.
The constraints
in (P) are equivalent to the obstacle problem:
In presence of Assumption 1.2, this problem has a unique solution for every B u + f ∈ H −1 (Ω) and the solution mapping B u + f → y is Lipschitz continuous from H −1 (Ω) to H 1 0 (Ω), see [Kinderlehrer, Stampacchia, 1980, Theorem II.2.1] .
Using the continuity of this solution mapping and Assumption 1.2, the existence of solutions of (P) follows from standard arguments, see also Lemma 3.2.
Capacity theory
In what follows, we recall some basic results in capacity theory. These are crucial to characterize tangent cones in H 1 0 (Ω), see (1.3) below and to give a convenient expression of the critical cone, see (1.5). The capacity of a set O ⊂ Ω is defined as
see, e.g., [Attouch, Buttazzo, Michaille, 2006, Sec. 5.8.2] , [Bonnans, Shapiro, 2000, Def. 6.47] , and [Delfour, Zolésio, 2001, Sec. 8.6 .1].
We say that a property P (depending on x ∈ Ω) holds quasi-everywhere (q.e.), if it is only violated on a set of capacity zero, e.g., cap({x ∈ Ω : P (x) does not hold}) = 0. We say that P holds q.e. on a subset K ⊂ Ω, if and only if cap({x ∈ K : P (x) does not hold}) = 0.
It is known, see [Delfour, Zolésio, 2001, Thm. 8.6 .1], that every v ∈ H 1 (Ω) possesses a quasi-continuous representative and this representative is uniquely determined up to sets of zero capacity. When we speak about a function v ∈ H 1 (Ω), we always mean the quasi-continuous representative. Every sequence which converges in H 1 0 (Ω) possesses a pointwise quasi-everywhere convergent subsequence, see [Bonnans, Shapiro, 2000, Lem. 6 .52].
The so-called fine topology in R d is closely related to the notion of capacities. It is defined as the coarsest topology such that all sub-harmonic functions are continuous, we refer to [Adams, Hedberg, 1996, Def. 6.4.1] or [Heinonen, Kilpeläinen, Martio, 1993, Chap. 12 ] for more details.
We recall, that a non-negative ξ ∈ H −1 (Ω) can be represented as a regular Borel measure, see, e.g., [Bonnans, Shapiro, 2000, p.564] . Moreover, since ξ does not charge sets of capacity zero, it can be extended to finely-open sets and the fine support, denoted by f-supp(ξ), is the complement of the largest finely-open set O with ξ(O) = 0. We refer to [G. Wachsmuth, 2014, Appendix A] for details.
By following the proof of [Heinonen, Kilpeläinen, Martio, 1993, Lemma 4 .7], we find
(1.2)
We use {v ≥ 0} as a short hand for the set {x ∈ Ω : v(x) ≥ 0}, and similarly for other expressions depending on functions. We emphasize that such sets are defined up to sets of zero capacity if v is quasi-continuous, in particular if v ∈ H 1 (Ω).
Notation
As the norm in H 1 0 (Ω) we choose
where |·| is the Euclidean norm on R d .
We define the closed convex set
e. on Ω}. We denote by T K (y) the tangent cone of K at y, which is the closed conic hull of K − y. We recall that this tangent cone can be characterized by
for y ∈ K, see [Mignot, 1976, Lemma 3.2] . We would like to emphasize that the notion of "quasieverywhere" is crucial for this characterization, and it is not possible to rephrase (1.3) in terms of "almost-everywhere". This is in particular true if the set {y = ψ} has measure zero but positive capacity. For a set M ⊂ H 1 0 (Ω) we define, as usual, the polar cone
• and this cone can be characterized by
see [Mignot, 1976, Lemma 3 .1] and [G. Wachsmuth, 2014, Proposition 2.5] and also [Bonnans, Shapiro, 2000, Theorem 6 .57] in the case ψ = 0. For ξ ∈ H −1 (Ω), we define the annihilator
• . In the case of high regularity ξ ∈ L 2 (Ω), we have
e. on {y = ψ} and v = 0 a.e. on {ξ > 0} , but it is very cumbersome to work with this mix of an a.e.-equality and a q.e.-inequality. By employing the notion of the fine support of ξ, we do not need any additional regularity of ξ and find Wachsmuth, 2014, Lemma A.5] . Note that the cone K(y, ξ) only depends on the active set A = {y = ψ} and the strictly active set A s = f-supp(ξ). Moreover, we define the inactive set I = {y < ψ}. We make also use of the normal cone of U ad atū ∈ U ad w.r.t. the U -inner product which is denoted by
Finally, we would like to justify that the conditions (1.1b), (1.1c) are called "complementarity conditions", although the set K is, in general, not a cone. As already mentioned, these constraints are equivalent to
In the case that K is a cone, which happens if and only if ψ = 0, this is, in turn, equivalent to the (conic) complementarity condition
Hence, (1.6) can be seen as a proper generalization of a complementarity condition to the case that K is not a cone. We also refer to [G. Wachsmuth, 2015, Section 5.4 ] for further discussions.
Optimality conditions
Following the nomenclature from finite dimensions, see [Scheel, Scholtes, 2000] , we say that (ȳ,ū,ξ) together with multipliers p ∈ H 1 0 (Ω), µ ∈ H −1 (Ω) and λ ∈ U is weakly stationary, if the system
is satisfied. Here, J y and J u denote the partial derivatives of J and A = {ȳ = ψ}, A s = f-supp(ξ).
The multiplier associated to ξ ∈ T K (y)
• has already been eliminated since it equals −p. Note that in difference to weak stationarity systems appearing in the literature, condition (1.7g) contains a quasieverywhere condition on p, and similarly in (1.7h) for the test function v. If µ would be a function, (1.7h) would read µ = 0 on Ω \ A = I = {ȳ < ψ}.
For a strongly stationary point, we additionally require
If the biactive set B = A \ A s has capacity zero, this condition already follows from (1.7). Otherwise, strong stationarity is strictly stronger than weak stationarity and both conditions differ only on the biactive set. We mention that the strong and weak stationarity systems are the KKT conditions of the relaxed and tightened nonlinear program associated with (P), see [G. Wachsmuth, 2015, Section 5 .1].
Again, we would like to emphasize that the conditions in (1.8) cannot be formulated with the notion of "almost everywhere", see the comment after (1.3).
In the unconstrained case U ad = U and if the range of B is dense in H −1 (Ω), it is well known that all local minimizers of (P) are strongly stationary, see [Mignot, 1976] . A partial result concerning strong stationarity in the constrained case can be found in [G. Wachsmuth, 2014] . However, there are counterexamples showing that strong stationarity is, in general, not valid in the presence of control constraints, see [G. Wachsmuth, 2014, Section 6] .
In finite dimensions, there are several systems between weak and strong stationarity, e.g., C-and M-stationarity. It is, however, not directly clear how the finite dimensional formulations should be transfered to the infinite-dimensional case. For problems of type (P), several systems of C-stationarity are defined in the literature, and the tightest system is the one given in [Schiela, D. Wachsmuth, 2013 ]. This system is described before Lemma 4.6.
Our definition of C-stationarity is slightly different due to the low regularity requirements. We say that the feasible point (ȳ,ū,ξ) of (P) together with multipliers p ∈ H 1 0 (Ω), µ ∈ H −1 (Ω) and λ ∈ U is C-stationary, if (1.7) and
are satisfied. In difference to the system in [Schiela, D. Wachsmuth, 2013] , our system contains conditions holding quasi-everywhere in (1.7). However, we show that both systems are equivalent under the higher regularity requirements of [Schiela, D. Wachsmuth, 2013] , see Lemma 4.6.
To our knowledge, the only available definition of M-stationarity for problems similar to (P) is given in [Jarušek, Outrata, 2007] , which is, however, limited to the 1-dimensional case.
In order to motivate our notion of M-stationarity, we recall the finite dimensional situation. For the sake of brevity, we only discuss the multipliers associated with the complementarity constraint and their sign conditions. We refer to , Section 2.2] for a more complete discussion. If the complementarity constraint is 0 ≤ G(x) ⊥ H(x) ≥ 0, one introduces the index sets
given a local minimizerx, compare [Kanzow, Schwartz, 2013, Section 2.2] . For the multipliers γ, ν associated with G and H one requires
for weak stationarity, see [Kanzow, Schwartz, 2013, Definition 2.3] . If additionally
is satisfied, the point is called M-stationary. This formulation for M-stationarity is, however, not suited for the infinite-dimensional setting. Therefore, we give an alternative description: there is a disjoint decomposition of the biactive set I 00 =Î +0 ∪Î 00 ∪Î 0+ , such that
are satisfied. It is easy to see that this is equivalent to the usual definition of M-stationarity in finite dimensions. Moreover, it is possible to transfer this definition to the infinite dimensional setting.
A feasible point (ȳ,ū,ξ) with multipliers (p, µ, λ) is said to be M-stationary, if it satisfies (1.7) and there is a disjoint decomposition of the biactive set B =Î ∪B ∪Â s such that the conditions
are satisfied, whereK
In the case that µ is even a function, the condition (1.11b) asserts µ ≥ 0 onB and µ = 0 on I ∪Î. Hence, (1.11) is the infinite-dimensional analogue of (1.10). As in the finite-dimensional case, we can easily show strong stationarity ⇒ M-stationarity ⇒ C-stationarity ⇒ weak stationarity.
Convergence in capacity
In order to obtain optimality conditions, we employ the notion of convergence in capacity, see, e.g., [Casado-Diaz, Dal Maso, 2000] . We give the definition and some basic properties. The main result of this section is Lemma 2.6 which enables us to pass to the limit with certain duality relations.
Definition 2.1. Let {v n } be a sequence of quasi-continuous functions mapping Ω to R and let v :
holds for all ε > 0, we say that {v n } converges towards v in capacity.
This notion of convergence is similar to the convergence in measure. An argument similar to Chebyshev's inequality shows that strong convergence in H 1 0 (Ω) implies convergence in capacity.
Proof. Let ε > 0 be fixed. For convenience, we set
. This yields the claim.
In the one-dimensional case, one can utilize the compact embedding of H 1 0 (Ω) in C(Ω) to weaken the assumptions of Lemma 2.2.
Hence, the set {|v n − v| ≥ ε} is empty for all n ≥ N .
In higher dimensions, we need an additional assumption on the sequence v n . Note that we do not assume p > d and we do not use the compact embedding of W Proof. This proof is essentially due to [Evans, 1990, Thm. 1.3.3] . Let ε > 0 be fixed. We define O n = {|v n − v| ≥ ε},Õ n = {|v n − v| ≥ ε/2}, and set
We have w n ≥ 1 q.e. on O n , which implies by (1.2)
We choose q ∈ (1, ∞) such that 1/1 = 2/p + 1/q and apply Hölder's inequality
where m denotes the Lebesgue measure in R d . Using the compact embedding of
(Ω) and Chebyshev's inequality, we find m(Õ n ) → 0. By the boundedness of v n in W 1,p 0 (Ω), the last term is bounded. Hence, the assertion follows.
Note that neither (weak) convergence in H 1 0 (Ω) nor the boundedness in W 1,p 0 (Ω), p > 2, are necessary for the convergence in capacity. In order to illustrate that convergence in capacity is a rather weak measure of convergence, we give a simple example. Let Ω = U 1 (0) ⊂ R 2 be the open unit disc. We set
is bounded. Moreover, by using the compact embedding
(Ω) and the pointwise convergence towards 0, we can show that v n converges weakly towards 0 in H 1 0 (Ω). Moreover, the set {|v n | ≥ ε} is a ball whose radius goes to zero as n → ∞. Hence, its capacity also converges to zero. This yields the convergence of v n to 0 in capacity, although v n has constant distance to 0 in H 1 0 (Ω) and v n does not even belong to W 1,p 0 (Ω) for any p > 2. Finally, we give an application of the convergence in capacity, which enables us to pass to the limit in certain duality relations, see Lemma 2.6. To this end, we need the following result which is a replacement for the partition of unity for arbitrary quasi-open sets.
Theorem 2.5 ( [Kilpeläinen, Malý, 1992, Lem. 2.4, Thm. 2.10] 
in Ω for some constant K ≥ 0 and g = 0 q.e. on Ω \ U be given. Moreover, let {U n } n∈N be an increasing sequence of quasi-open subsets of Ω such that cap U \ n∈N U n = 0. Then, there exists a sequence {g n } n∈N ∈ H 1 0 (Ω) with 0 ≤ g n ≤ K a.e. in Ω, g n = 0 q.e. on Ω \ U n and
Lemma 2.6. Let there be given sequences {s n }, {t n } ⊂ H 1 (Ω) converging in capacity to s, t ∈ H 1 (Ω), respectively. Moreover, let the sequence {κ n } ⊂ H −1 (Ω) converge weakly to κ ∈ H −1 (Ω). Then,
on Ω and v = 0 q.e. on {s n = 0} ∩ {t n = 0}
• for all n ∈ N implies
on Ω and v = 0 q.e. on {s = 0} ∩ {t = 0}
• .
Proof. Let v ∈ H
1 0 (Ω) with v ≥ 0 q.e. on Ω and v = 0 q.e. on {s = 0} ∩ {t = 0} be given. In order to show κ, v ≤ 0, we approximate v by using Theorem 2.5.
e. on {s = 0} ∩ {t = 0} = Ω \ {s = 0} ∪ {t = 0} and by the decomposition
we can apply Theorem 2.5 and obtain a sequence
Since {v K,n > 0} ⊂ {|s| > 1/n} ∪ {|t| > 1/n} (up to a set of capacity zero), we find
Since {s m }, {t m } converges in capacity, this gives
By the definition of the capacity, there exists a non-negative w n,m with w n,m ≥ 1 in a neighbourhood of O K,n,m with w n,m
By passing to the limits m → ∞, n → ∞ and K → ∞, we get κ, v ≤ 0.
Regularization schemes
In order to derive optimality conditions for the problem (P), we will consider a certain class of regularizations. We use an idea similar to the virtual control technique developed in [Krumbiegel, Rösch, 2009 ] for state-constrained problems.
Definition 3.1. A regularization scheme is a quadruple (V, C, {α n }, β), where V is a Hilbert space, C : V → H −1 (Ω) is a compact linear operator with dense range, the sequence {α n } ⊂ (0, ∞) converges towards infinity and β > 0.
We fix a local minimizer (ȳ,ū,ξ) of (P) and denote by ε > 0 its radius of optimality. With each regularization scheme (V, C, {α n }, β) and n ∈ N we associate the regularized problem
in Ω, and u ∈ U ad ∩ B ε (ū).
Here, B ε (ū) is the closed ball centered inū with radius ε in the U -norm.
A simple example for a regularization scheme is given by (L 2 (Ω), I, {n} n∈N , 1), where I :
is the canonical embedding.
By using standard arguments, we obtain the existence of solutions of (P reg n ).
Lemma 3.2. Let Assumption 1.2 be satisfied and let (V, C, {α n }, β) be a regularization scheme. Then, (P reg n ) has a global solution for each n ∈ N.
Proof. Let n ∈ N be fixed. First we note that (ȳ,ū, 0,ξ) is a feasible point of (P reg n ). Additionally, the objective is bounded from below, hence, the infimum j of (P reg n ) is finite and there exist a minimizing sequence (y
Since J is bounded from below, u k U and v k V are bounded. By the compactness of C, there exists a subsequence (denoted by the same symbol) and u n ∈ U , v n ∈ V with u k u n in U and Cv k → Cv n in H −1 (Ω) as k → ∞. Since B or U ad is compact, we can assume B u k → B u n in H −1 (Ω). By the properties of the solution mapping of the obstacle problem, there are y n ∈ H 1 0 (Ω), ξ n ∈ H −1 (Ω), such that (y n , u n , v n , ξ n ) is feasible for (P reg n ) and y k → y n in H 1 0 (Ω). By the strongly-weakly lowersemicontinuity of J, (y n , u n , v n , ξ n ) is a global solution.
From now on, we denote by (y n , u n , v n , ξ n ) a fixed global solution of (P reg n ).
Lemma 3.3. Let Assumption 1.2 be satisfied and let a regularization scheme (V, C, {α n }, β) be given. Then, the solutions (y n , u n , v n , ξ n ) of (P reg n ) satisfy
The proof is standard, but included for the reader's convenience.
Proof. Let us take an arbitrary subsequence of (y n , ξ n , v n , u n ), which is not relabeled.
Owing to the requirement that J is bounded from below, (u n , √ α n v n ) is bounded in U × V and we can extract a weakly convergent subsequence (which is not relabeled) with weak limit (ũ,ṽ). In case U ad is compact, u n converges even strongly in U . This yields the convergence of B u n + C v n towards Bũ in H −1 (Ω). Since the solution operator of the obstacle problem is continuous, this yields the convergence of (y n , ξ n ) → (ỹ,ξ) in
Now, let u ∈ U ad ∩ B ε (ū) be arbitrary and denote by y the associated state. By optimality of (y n , u n , v n , ξ n ) we find
Passing to the limit n → ∞ and taking into account the lower semi-continuity properties of J, we find
By plugging in u =ū and using J(ỹ,ũ) ≥ J(ȳ,ū) we find
and, hence, (ỹ,ũ,ξ) = (ȳ,ū,ξ).
It remains to show the strong convergence of u n . Again, by optimality of (y n , u n , v n , ξ n ), we have
This implies
Hence, by taking the limes superior on both sides
we get the convergence of u n towardsū in U .
Since every subsequence of the original sequence (y n , u n , v n , ξ n ) possesses a subsequence with limit (ȳ,ū, 0,ξ), we obtain the convergence of the whole sequence.
Due to the dense range of C, the solutions to the regularized problems are strongly stationary, compare the system (3.1) with the (unregularized) system of strong stationarity (1.7) and (1.8).
Lemma 3.4. Let Assumption 1.2 be satisfied and let a regularization scheme (V, C, {α n }, β) be given. We denote by (y n , u n , v n , ξ n ) a local solution of (P reg n ). Then, there exists p n ∈ H 1 0 (Ω), µ n ∈ H −1 (Ω) and λ n ∈ U , such that
is satisfied. Moreover, these multipliers are unique.
Proof. The existence of the multipliers is shown in [G. Wachsmuth, 2015, Section 6 .1], see in particular [G. Wachsmuth, 2015, (32) ].
Since C is assumed to have a dense range, C is injective. Hence, the uniqueness of p n follows from (3.1c). The uniqueness of µ n and λ n follows from (3.1a) and (3.1b), respectively.
By proving the boundedness of the multipliers, we obtain their weak convergence.
Lemma 3.5. Let a regularization scheme (V, C, {α n }, β) be given. We denote by (y n , u n , v n , ξ n ) a global solution of (P reg n ) and by p n , µ n , λ n the multipliers satisfying (3.1). Then,
Proof. We have µ n , p n ≥ 0 by (3.1e) and (3.1f). By testing (3.1a) with p n , and using the coercivity of A, we find
. This shows the boundedness of p n . The boundedness of λ n , µ n follows from (3.1a) and (3.1b). Since H 1 0 (Ω), H −1 (Ω) and U are Hilbert spaces, we can choose a weakly convergent subsequence of (p n , µ n , λ n ).
Weak and C-stationarity of the limit point
In this section we pass to the limit with the optimality system (3.1). As a preparation, we need the following lemma. [Kinderlehrer, Stampacchia, 1980, Thm. II.A.1] , each subsequence of {v + n } has a weakly convergent subsequence with limit point w ∈ H 1 0 (Ω). By v
This shows the weak convergence of {v
Similarly, one can show the weak convergence of {v
Now, we provide results which enable us to show that the weak limits of the multipliers p n and µ n satisfy the conditions (1.7g) and (1.7h) of the system of weak stationarity. Here, it is essential that we can work with the fine support f-supp(ξ) of ξ.
Lemma 4.2. We assume that the sequences {ξ n } ⊂ H −1 (Ω), with ξ n ≥ 0, and
Proof. In the following, if we state a condition involving p ± (n) , we mean that this condition holds for both p
By Lemma 4.1 we infer p ± n p ± in H 1 0 (Ω). Passing to the limit in the above identity we get
Since p ± ≥ 0 q.e. in Ω, we infer p ± ≥ 0 ξ-a.e. in Ω since ξ does not charges sets of capacity zero. Now, (4.1) implies p ± = 0 ξ-a.e. in Ω. By [G. Wachsmuth, 2014, Lemma A.5] we obtain p ± = 0 q.e. on f-supp(ξ) and p = p + − p − = 0 q.e. on f-supp(ξ).
By applying Lemma 2.6 which uses results from potential theory, we find the condition on µ.
Lemma 4.3. We assume that the sequences {y n } ⊂ H 1 0 (Ω) and {µ n } ⊂ H −1 (Ω) satisfy y n → y in capacity and µ n µ in H −1 (Ω). Then,
Proof. By assumption, we have
on Ω and v = 0 q.e. on {y n = ψ}} • .
Now, we can apply Lemma 2.6 with s n = y n − ψ, s = y − ψ, t n = t = 0 and κ n = ±µ n . This yields
on Ω and v = 0 q.e. on {y = ψ} • .
The assertion follows.
Note that this lemma can be used to answer an open question raised after the proof of [Outrata, Jarušek, Stará, 2011, Thm. 16] . Using these two lemmas and passing to the limit in (3.1) we obtain the system of weak stationarity (1.7).
Lemma 4.4. Let (ȳ,ū,ξ) be a local minimizer of (P) and let the assumptions of Lemma 3.5 be satisfied. We denote by (p, µ, λ) a weak limit point of the multipliers as constructed in Lemma 3.5. Then, the weak stationarity system (1.7) is satisfied by the multipliers (p, µ, λ).
Proof. Since J is continuously differentiable, (1.7e) and (1.7f) are obtained by passing to the limit in (3.1a) and (3.1b) and using the strong convergence of (y n , u n ) and the weak convergence of (p n , µ n , λ n ).
The condition (1.7g) follows from Lemma 4.2. From the regularized optimality system (3.1b), we obtain
e. on {y n = ψ} and v = 0 q.e. on f-supp(ξ n )
Hence, we can apply Lemma 4.3 to infer (1.7h).
Since λ n ∈ N U ad ∩Bε(ū) (u n ), we have
Passing to the limit n → ∞ yields
and hence, λ ∈ N U ad (ū). This shows that the system (1.7) is satisfied.
In order to obtain the C-stationarity condition (1.9), we need some additional structure of the operator A :
. Note that such a structural assumption was also used in [Schiela, D. Wachsmuth, 2013, Lemma 3.6] . We emphasize that this additional assumption on A is solely used in Lemma 4.5.
Lemma 4.5. Let (ȳ,ū,ξ) be a local minimizer of (P) and let the assumptions of Lemma 3.5 be satisfied. We denote by (p, µ, λ) a weak limit point of the multipliers as constructed in Lemma 3.5. In addition to the assumptions on the operator A made in Assumption 1.2, we suppose
Proof. Let ϕ ∈ W 1,∞ (Ω) with ϕ ≥ 0 be given. From −p n ∈ K(y n , ξ n ) we infer also −ϕ p n ∈ K(y n , ξ n ), see (1.5). This yields µ n , ϕ p n ≥ 0.
By using the adjoint equation (3.1a), we find
Since J is continuously Fréchet differentiable, the first term converges towards J y (ȳ,ū) (ϕ p). By the assumption on A and the product rule, we find
(Ω) and the assumption on a ij , we find
Together with the adjoint equation (1.7e), we obtain
The assumptions on A are only used to obtain the property (4.2) for all ϕ ∈ W 1,∞ (Ω), ϕ ≥ 0. Hence, the result of Lemma 4.5 is still valid if we only require that A satisfies (4.2). Note that we still get µ, p ≥ 0 without any further assumptions on A. This condition, however, is weaker than condition (1.9). We compare our system of C-stationarity (1.7), (1.9) with the corresponding system in [Schiela, D. Wachsmuth, 2013] for the case U = L 2 (Ω). Since higher regularity is required to state that system, we supposeȳ
They obtain the existence of multipliers
(Ω) satisfying (1.7e), (1.7f), (1.7i) and p = 0 a.e. on {ξ > 0} (4.4a) µ, φ = 0 for all φ ∈ C(Ω) with φ = 0 on {ȳ = ψ} (4.4b)
see [Schiela, D. Wachsmuth, 2013, Prop. 3.5-3.8] . Condition (4.4c) coincides with (1.9). The following lemma demonstrates that both systems of C-stationarity are equivalent.
Lemma 4.6. Letξ ∈ L 2 (Ω), withξ ≥ 0, and p ∈ H 1 0 (Ω) be given. Then, (4.4a) is equivalent to (1.7g). Letȳ, ψ ∈ C(Ω) and µ ∈ H −1 (Ω) ∩ C(Ω) be given. Then, (1.7h) is equivalent to the existence of
Proof. We first consider the equivalence of (4.4a) and (1.7g). Sinceξ ∈ L 2 (Ω) is non-negative, we find
Hence, (4.4a) is equivalent to p = 0ξ-a.e. in Ω.
By [G. Wachsmuth, 2014, Lemma A.5] we obtain the equivalence of (4.4a) and (1.7g). Now, we consider the second equivalence. For convenience, we recall µ, φ = 0 for all φ ∈ H 1 0 (Ω) with φ = 0 q.e. on {ȳ = ψ}, (1.7h)
The active set A = {x ∈ Ω :ȳ(x) = ψ(x)} is relatively closed in Ω. We find
for the first equivalence we refer to [Heinonen, Kilpeläinen, Martio, 1993, Thm. 4.5] 
(Ω \ A) and C 0 (Ω \ A) (in their respective norms), see, e.g., [Fukushima, Oshima, Takeda, 1994, p .100], we immediately obtain the equivalence of (1.7h) and µ, φ = 0 for all φ ∈ C 0 (Ω) with φ = 0 on {ȳ = ψ}.
(1.7h')
In order to prove "⇐", letμ ∈ H −1 (Ω) ∩ C(Ω) satisfying (4.4b) and µ, v = μ, v for v ∈ H 1 0 (Ω) be given. Sinceμ satisfies (4.4b), it also satisfies (1.7h'). By using the above density argument,μ satisfies (1.7). Since µ, v = μ, v for v ∈ H 1 0 (Ω), the functional µ also satisfies (1.7h). It remains to prove the converse. Since µ is assumed to satisfy (1.7h), we have (1.7h'). By the Riesz representation theorem, see, e.g., [Rudin, 1987, Thm. 6 .19], we have C 0 (Ω) = M(Ω) and C(Ω) = C 0 (Ω) = M(Ω), where M denotes the space of regular, signed Borel measures with bounded variation. Now, we defineμ ∈ M(Ω) byμ(B) = µ(B ∩ Ω) for all Borel sets B ⊂Ω. Let us show thatμ satisfies (4.4b). We pick an increasing sequence {Ω n } of open subsets of Ω, such thatΩ n ⊂ Ω, and Ω = ∪ ∞ n=1 Ω n . Since µ is countably additive, this yields µ(Ω \ Ω n ) → 0. Moreover, for each n ∈ N there is χ n ∈ C 0 (Ω) with 0 ≤ χ n ≤ 1 and χ n = 1 on Ω n . Now, let φ ∈ C(Ω) with φ = 0 on A be given. Since φ χ n ∈ C 0 (Ω), we have µ, φ χ n = 0 by (1.7h'). We find
This yields (4.4b). Since μ, φ = µ, φ for all φ ∈ C ∞ 0 (Ω), we can extendμ continuously to H 1 0 (Ω) and we obtain μ, v = µ, v for all v ∈ H 1 0 (Ω).
M-stationarity of the limit point
In order to obtain M-stationarity conditions in the limit, we need some additional information. Therefore, we suppose that the regularization scheme (V, C, {α n }, β) satisfies the following assumption.
Assumption 5.1. Let Assumption 1.2 be satisfied and let (ȳ,ū,ξ) be a local minimizer of (P). We denote by (V, C, {α n }, β) a regularization scheme. We assume that the multipliers (p n , µ n , λ n ) associated with a local minimizer (y n , u n , v n , ξ n ) of (P reg n ) by Lemma 3.4 converge weakly towards (p, µ, λ) in H 1 0 (Ω) × H −1 (Ω) × U and that p n converges towards p in capacity, that is, for every ε > 0 cap({|p n − p| ≥ ε}) → 0 holds.
We recall that each regularization scheme has a subsequence, such that p n , µ n and U converge weakly, see Lemma 3.5. The crucial assumption is that p n converges in capacity.
For convenience, we recall the following relations from Lemma 3.3 and Lemma 3.4
Now, we define the setsÎ
We show that these sets form a disjoint partition of B (up to a set of zero capacity) as required by our definition of M-stationarity (1.11). Since p = 0 q.e. on A s by Lemma 4.2 and {ȳ < ψ} = I, we find I,B ⊂ B. Hence, all three setsÎ,B,Â s are subsets of B, they are obviously disjoint and
As in (1.12), we setK Now, we can verify that µ belongs to both sets on the right-hand side.
Lemma 5.2. Let Assumption 5.1 be satisfied. We have
Proof. From the regularized optimality system (3.1b), see also (5.1d), we obtain µ n ∈ v ∈ H 1 0 (Ω) : v ≤ 0 q.e. on {y n = ψ} and v = 0 q.e. on f-supp(ξ n )
on Ω and v = 0 q.e. on {y n = ψ} • .
Since p n ≥ 0 q.e. on {y n = ψ}, this yields
on Ω and v = 0 q.e. on {y n = ψ} ∩ {p n ≥ 0}
on Ω and v = 0 q.e. on {y n = ψ} ∩ {min(p n , 0) = 0}
By Assumption 5.1 min(p n , 0) converges towards min(p, 0) in capacity. Hence, we can apply Lemma 2.6 with the setting κ n = µ n , s n = y n − ψ, t n = min(p n , 0). This yields
on Ω and v = 0 q.e. on {ȳ = ψ} ∩ {min(p, 0) = 0}
• which is the assertion.
Lemma 5.3. Let Assumption 5.1 be satisfied. We have
on Ω and v = 0 q.e. on {y n = ψ} ∩ {p n = 0}
By applying Lemma 2.6, we find
on Ω and v = 0 q.e. on {ȳ = ψ} ∩ {p = 0}
• , which is the assertion.
Altogether, we have proved the following theorem.
Theorem 5.4. Let us denote by (ȳ,ū,ξ) a local minimizer of (P). Moreover, we assume that there exists a regularization scheme satisfying Assumption 5.1. Then there exists multipliers (p, µ, λ) ∈ H 1 0 (Ω) × H −1 (Ω) × U , such that the M-stationarity system (1.7), (1.11) is satisfied.
Proof. The assertion follows from Lemma 4.4, Lemma 5.2 and Lemma 5.3.
We emphasize that in the one-dimensional case d = 1, Assumption 5.1 is automatically satisfied by Lemma 2.3. Hence, we reproduced the result [Outrata, Jarušek, Stará, 2011, Thm. 14] . Note that our setting is slightly different from [Outrata, Jarušek, Stará, 2011] . In particular, we required compactness of the control operator B : U → H −1 (Ω) (or of U ad ), whereas [Outrata, Jarušek, Stará, 2011] use U = H −1 (Ω) and B = I, which is not compact.
It is also interesting to have a look on the contrapositive of Theorem 5.4. Let us suppose that we have a local minimizer (ȳ,ū,ξ) of (P), which is not M-stationary, i.e., there do not exist multipliers (p, µ, λ) satisfying (1.7), (1.11). Then, for any regularization scheme, no subsequence of the sequence {p n } of multipliers (associated with the regularized solutions) can converge in capacity. In view of Lemma 3.5 and Section 2, there are subsequences, which converge weakly in H 1 0 (Ω), but no subsequence can converge strongly in H 1 0 (Ω) and no subsequence can be bounded in W 1,p 0 (Ω) for any p > 2. Finally, we mention that it is not trivial to construct a sequence {p n } ⊂ H 1 0 (Ω), which converges weakly in H 1 0 (Ω), but not in capacity, see the construction in the next section.
A counterexample
In the previous section, we have shown the necessity of M-stationarity conditions in the case Assumption 5.1 is satisfied. We emphasize that we only used the relations (5.1) in addition to Assumption 5.1, in order to obtain the sign conditions (1.11) on p and µ.
In this section, we construct sequences {y n }, {ξ n }, {p n }, {µ n } satisfying (5.1), but the limits p, µ do not satisfy (1.11) for any choice ofÎ,B,Â s . This shows that the Assumption 5.1 is crucial for our technique of proof.
In order to construct our counterexample, we use results from [Cioranescu, Murat, 1997] and limit ourselves to the case A = −∆, ψ ∈ H 1 0 (Ω). We choose d > 1, since in case d = 1, Assumption 5.1 is always satisfied by Lemma 2.3.
We construct a perforated domain, as described in [Cioranescu, Murat, 1997, Ex. 2.1] . That is, we choose a sequence {ε n } n∈N ⊂ (0, ∞) with ε n → 0 and set
For each i ∈ Z d , let T n i = B rn (ε n i) be the closed ball with radius r n centered at ε n i. Now, the perforated domain is given by
As n → ∞, both the distance ε n and the radius r n of the holes go to 0. for some κ > 0. For the precise value of κ, we refer to [Cioranescu, Murat, 1997, eq. (2. 3)].
In order to verify (5.1), we choose sequences {y n } ⊂ K, {ξ n } ⊂ H −1 (Ω), satisfying ξ n ∈ T K (y n )
• , y n →ȳ = ψ in H 1 0 (Ω), {y n = ψ} = f-supp(ξ n ) = Ω \ Ω n , ξ n →ξ = 0 in H −1 (Ω).
One possible choice would be y n = ψ + 1 n p n , ξ n = 1 n χ Ω\Ωn .
The construction of y n , ξ n yields K(y n , ξ n ) = {v ∈ H 1 0 (Ω) : v ≥ 0 q.e. on {y n = ψ} and v = 0 q.e. on f-supp(ξ n )} = {v ∈ H 1 0 (Ω) : v = 0 q.e. on Ω \ Ω n } = H 1 0 (Ω n ).
By definition of p n , we have p n ∈ −K(y n , ξ n ) = H 1 0 (Ω n ).
Now, we define µ n ∈ H −1 (Ω) by
i.e., µ n = −A p n − 1. By definition of p n , we obtain µ n , v = − Ω ∇p n ∇v + v dx = 0 for all v ∈ H 1 0 (Ω n ) = K(y n , ξ n ).
Hence, µ n ∈ K(y n , ξ n )
By passing to the limit with µ n = −A p n − 1, we obtain that µ n µ = −A p − 1. This yields µ = κ p. Now, all conditions in (5.1) are verified.
It remains to show that the limit p, µ does not satisfy (1.11). Since p is the solution of (6.1), we obtain the interior regularity p ∈ C 2 (Ω), see [Evans, 1998, Thm. 6.3.3] . The maximum principle yields p ≤ 0 in Ω. We will even show p < 0 in Ω. To the contrary, assume that for some x ∈ Ω we have p(x) = 0. Then, x is a local maximizer of p and thus the Hessian of p at x is negative semi-definite. This is a contradiction to −∆p(x) = −1. This shows that p(x) < 0 for all x ∈ Ω.
Hence, in order to satisfy (1.11a), we have to choosê
This givesK = H 1 0 (Ω) by (1.12). But then, (1.11b) requires that µ = 0, which does not hold. This shows that the conclusions of Lemma 5.2 and Lemma 5.3 are violated, and, in particular, Assumption 5.1 cannot hold. Note that even the adjoint equations (1.7e) and (3.1a) are satisfied, if we choose J such that J y ≡ 1 holds.
However, it is unclear whether such sequences y n , ξ n , p n , µ n may actually arise as solutions and multipliers of the regularized problem (P reg n ). It remains an open question if all minimizers of (P) satisfy the system of M-stationarity. Since Assumption 5.1 is not too strong and has to be satisfied only for one particular regularization scheme, see Theorem 5.4, it is very reasonable that the answer to the above question is affirmative. We are also not aware of any counterexamples of a problem like (P) with an optimal solution which is not M-stationary.
Conclusions and perspectives
We have derived optimality conditions for the problem (P). By using results from potential theory, we were able to work with the basic regularity of the obstacle problem. In particular, Theorem 2.5 is a crucial ingredient of Lemma 2.6 and this lemma was used to obtain the sign conditions on the multiplier µ in Lemmas 4.4, 5.2 and 5.3. Also the technique used in Lemma 4.3 to derive the condition on the adjoint state p seems to be new.
Under the assumption that the adjoint states p n converge in capacity towards p, we were able to derive a system of M-stationarity. It is, however, unclear how to prove this assumption. We are also not aware of any counterexamples which violate the system of M-stationarity. Hence, it remains an open question whether all minimizers of (P) are M-stationary.
Let us give some comments on generalizations of our results. The key lemmas which are used to derive the optimality systems (e.g. Lemmas 4.2, 4.3, 5.2 and 5.3) do not depend on the operators A and B. Hence, it is possible to transfer the results to, e.g., nonlinear operators A.
The generalization to other boundary conditions (e.g., by replacing H 1 0 (Ω) by H 1 (Ω)) seems to be more technical. An important ingredient is Theorem 2.5. Hence, one has to find a proper replacement for Theorem 2.5 which holds in H 1 (Ω).
