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Abstract. Minimum numbers measure the obstruction to removing co-
incidences of two given maps (between smooth manifolds M and N,
of dimensions m and n, resp.). In this paper we compare them to four
distinct types of Nielsen numbers. These agree with the classical Nielsen
number when m = n (e. g. in the fixed point setting where M = N and
one of the maps is the identity map). However, in higher codimensions
m − n > 0 their definitions and computations involve distinct aspects of
differential topology and homotopy theory.
We develop tools which help us 1.) to decide when a minimum
number is equal to a Nielsen number (“Wecken theorem”), and 2.) to de-
termineNielsen numbers. Here certain homotopy theoretical criteria play
a central roˆle. E. g. failures of the “Wecken condition” (cf. definition 1.18
below) can have very interesting geometric consequences. The selfcoinci-
dence casewhere the twomaps are homotopic turns out to be particularly
illuminating.
We givemany concrete applications in special settings where M or
N are spheres, spherical space forms, projective spaces, tori, Stiefel man-
ifolds or Grassmannians. Already in the simplest examples an important
role is played e. g. by Kervaire invariants, all versions of Hopf invariants
(a` la James, Hilton, Ganea,. . . ), and the elements in the stable homotopy
of spheres defined by invariantly framed Lie groups.
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1. Introduction and discussion of results
According to Robert Brown (cf. [Br 1], p. 9, or [Br 2], p. 19), the principal
question of topological fixed point theory can be phrased as follows.
Given a selfmap f of a topological space M, what is the minimum number
MF( f ) of fixed points among all the maps homotopic to f ?
Now, the fixed points of f are just the points where f coincides
with the identity map id. It is very natural to consider, more generally, the
coincidence set
(1.1) C( f1, f2) ≔ {x ∈M| f1(x) = f2(x)}
of an arbitrary pair f1, f2 : M→ N of (continuous) maps between nonempty
smooth connected manifolds without boundary, where M is compact.
Our principal aimwill be to get a thorough understandingof interesting
analoga of MF. A first candidate is the minimum number of coincidence points
(1.2) MC( f1, f2) ≔ min{ #C( f
′
1 , f
′
2) | f
′
1 ∼ f1, f
′
2 ∼ f2 }.
(If f is a selfmap of a closed manifold, it follows from a result of R. Brooks
[Bro] that MF( f ) =MC( f , id)). However, since in general the dimensions
(1.3) m ≔ dimM , n ≔ dimN
of the domain and the target may differ, MC( f1, f2) is often infinite and
rather crude. Thus it makes more sense to focus our attention on the (finite!)
minimum number of coincidence components
(1.4) MCC( f1, f2) ≔ min{ #π0(C( f
′
1 , f
′
2)) | f
′
1 ∼ f1, f
′
2 ∼ f2 }.
Here #π0(C( f ′1 , f
′
2)) denotes the number of pathcomponents of the coincidence
subspace C( f ′1 , f
′
2) of M (where f
′
i ∼ fi, i. e. f
′
i is homotopic to fi , i = 1, 2).
The special case where these minimum numbers vanish is of particular
interest (just as in fixed point theory).
Definition 1.5. We call the pair of maps f1, f2 : M → N loose if there are
homotopies f1 ∼ f
′
1 , f2 ∼ f
′
2 such that f
′
1(x) , f
′
2(x) for all x ∈M (i. e. f1, f2
can be ‘deformed away’ from one another).
Our approach to studying minimum numbers uses two basic ingredi-
ents:
(i) normal bordism theory (stabilized or not); this has also a precise homo-
topy theoretical description (via the Pontryagin-Thom procedure);
(ii) a pathspace E( f1, f2) which could also be named ‘homotopy coin-
cidence space’, in analogy to the terminology of fixed point theory
(compare e. g. [CJ], II. 6.11).
We obtain three types of looseness obstructions (in section 2 below) and,
correspondingly, the Nielsen numbers N#( f1, f2), N˜( f1, f2) and N( f1, f2)
(see the definitions in section 3; observe, in particular, the change of notation
and warning 3.3 below: “N˜( f1, f2)” was denoted by “N( f1, f2)” in previous
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publications). These Nielsen numbers are lower bounds for the minimum
numbers. On the other hand, the Reidemeister number #π0(E( f1, f2)) is an
upper bound for MCC( f1, f2) whenever n , 2 (cf. 3.4 - 3.6 below).
This suggests very naturally a two-step program for investigating
minimum numbers. First we have to decide when MCC( f1, f2) (or even
MC( f1, f2)) is equal to one of the Nielsen numbers and to which one (such
results are costumarily called “Wecken theorems”). Secondly, wemust deter-
mine the relevantNielsen number. (Here it is helpful that the possible values
of Nielsen numbers are often severely restricted).
Example: Stiefel and Grassmann manifolds. Let f : Vr,k →
(∼)
G r,k be the
canonical projection from the Stiefel manifold of orthonormal k-frames in
Rr to the Grassmannian of (nonoriented or oriented) k-planes through the
origin in Rr.
Theorem 1.6. Assume r ≥ 2k ≥ 2. Then
MC( f , f ) =MCC( f , f ) = N#( f , f ) = N˜( f , f ) = N( f , f )
is equal to 0 (or 1, resp.), according as
0 = 2χ(Gr,k) [SO(k)] ∈ π
S
k(k−1)/2
(or not, resp.)
This vanishing condition holds e. g. when k is even or k = 7 or 9 or χ(Gr,k) ≡
0 (12).
Here a fascinating problem enters our discussion: to determine the
order of a Lie group, when equipped with a left invariant framing and
interpreted – via the Pontryagin-Thom isomorphism – as an element in
the stable homotopy group of spheres πS∗  Ω
f r
∗ . Deep contributions were
made e. g. by Atiyah and Smith [AS], Becker and Schulz [Be S], Knapp [Kn]
and Ossa [O], to name but a few (consult the summary of results and the
references in [O]). In particular, it is known that the invariantly framed
special orthogonal group SO(k) is nullbordant for 4 ≤ k ≤ 9, k , 5 (cf. table
1 in [O]) and that 24[SO(k)] = 0 and 2[SO(2l)] = 0 for all k and l (cf. [O], p.
315, and [Be S], 4.7).
On the other hand the Euler number χ(Gr,k) is easily calculated: it van-
ishes if k . r ≡ 0(2) and equals
Å
[r/2]
[k/2]
ã
otherwise (compare [MS], 6.3 and
6.4).
Corollary 1.7. Assume r > k = 2. Then MCC( f , f ) = 0.
Corollary 1.8. Assume r ≥ k = 3. Then MCC( f , f ) = 0 if and only if r is even or
r ≡ 1(12).
This follows form the fact that [SO(3)] ∈ πS3  Z24 has order 12
(cf. [AS]).
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Corollary 1.9. Assume r ≥ k = 5, r , 7. Then MCC( f , f ) = 0 if and only if
r . 5(6).
This follows since [SO(5)] has order 3 in πS10  Z6 (cf. [O]). 
More details of this example can be found in §3 of [Ko 2] and in section
5 below. It is based on the weakest of our three types of Nielsen numbers
and on a looseness obstruction in a (stabilized) normal bordism groupwhich
– in this case – is just the framed bordism group Ω
f r
∗  π
S
∗. Of course this
leads us deeply into the complicated world of homotopy theory. However,
for large k the easier tools of singular (co)homology theory (with or without
twisted coefficients) do not seem to offer the slightest chance to capture any
of the interesting coincidence phenomenca described in theorem 1.6 and its
corollaries.
Nevertheless, in order to put these classical methods into perspective,
we discuss also a fourth type of a Nielsen number, denoted by NZ, which is
basedon singular homologywith (appropriately twisted) integer coefficients
(cf. section 3 below).
When m = n each of our four types of Nielsen numbers coincides with
the classical notion which is so central e. g. in topological fixed point theory.
However, in strictly positive codimensions m − n > 0, we get four
distinct types of Nielsen numbers
( MC ≥
.
MCC ≥
.
) N# ≥
.
N˜ ≥
.
N ≥
.
NZ ≥ 0
where NZ seems to vanish most of the time (except maybe when e. g.
aspherical manifolds such as tori are involved).
Example: maps between spheres. Here our approach allows us to deter-
mine all minimum, Nielsen and Reidemeister numbers, thus illustrating the
rich variety of possible value combinations. In particular, we will see that
our four versions of Nielsen numbers yield distinct invariants.
Theorem 1.10. Given f1, f2 : Sm → Sn, m, n ≥ 1, define
[ f ] ≔ [ f ′1] − [a ◦ f
′
2] ∈ πm(S
n)
where the basepoint preserving maps f ′1 and a ◦ f
′
2 represent the free homotopy
classes of f1 and a ◦ f2, resp., and a denotes the antipodal involution on S
n. Then
#π0(E( f1, f2)) =


1 if n ≥ 2;
|d0( f1) − d
0( f2)| if m = n = 1 and f1 / f2;
∞ if n = 1 and f1 ∼ f2.
(1.10a)
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(Here and subsequently d0 denotes the classical mapping degree).
MC( f1, f2) =


0 if f1 ∼ a ◦ f2;
1 if m, n ≥ 2 and [ f ] ∈ E(πm−1(Sn−1))\{0};
|d0( f1) − d
0( f2)| if m = n = 1;
∞ if m > n ≥ 2 and [ f ] < E(πm−1(Sn−1)).
(1.10b)
(Here and subsequently E denotes the Freudenthal suspension homomorphism).
MCC( f1, f2) = N
#( f1, f2) =
®
0 if f1 ∼ a ◦ f2;
#π0(E( f1, f2)) if f1 / a ◦ f2.
(1.10c)
If n = 1 or f1 ∼ a ◦ f2, then
MC( f1, f2) =MCC( f1, f2) = N
#( f1, f2) = N˜( f1, f2) = N( f1, f2) = N
Z( f1, f2).
(1.10d)
Thus assume that n ≥ 2 and f1 / a◦ f2. Then
1 =MCC( f1, f2) = N
#( f1, f2) ≥
.
N˜( f1, f2) ≥
.
N( f1, f2) ≥
.
NZ( f1, f2) ≥ 0;(1.10e)
more precisely, N˜( f1, f2) = 0 if and only if the stabilized Hopf-James invariant
E∞(γk[ f ]) (cf. [Ja 1]) in the stable homotopy group πSm−1−k(n−1) of spheres vanishes
for all k ≥ 1; in turn, N( f1, f2) = 0 if and only if the iterated Freudenthal
suspension E∞([ f ]) ∈ πSm−n (which is the first Hopf-James invariant) vanishes;
moreover NZ( f1, f2) = 0 whenever m > n.
E. g. given maps f1, f2 : S3 → S2, we have: N˜( f1, f2) , N( f1, f2) (or
N( f1, f2) , NZ( f1, f2), resp.,) if the classical Hopf invariant of [ f ] is even and
nontrivial (or odd, resp.). Moreover in each of the (infinitely many) dimension com-
binations (m, n) listed in [Ko 4], 1.17 there exist maps f1, f2 : Sm → Sn such that
N#( f1, f2) , N˜( f1, f2).
In contrast, in the following setting the normal bordism approach gives
no extra information.
Example: maps between tori Tk = (S1)k.
Theorem 1.11. For all maps f1, f2 : Tm → Tn, m, n ≥ 1,
MCC( f1, f2) = |det(u1, . . . , un)|
is equal to all four Nielsen numbers
N#( f1, f2) = N˜( f1, f2) = N( f1, f2) = N
Z( f1, f2).
Here det(u1, . . . , un) denotes the determinant of an n × n-matrix with integer
entries where the column vectors ui, i = 1, . . . , n, generate the image of
f1∗ − f2∗ : H1(T
m;Z)→ H1(T
n;Z) = Zn
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Moreover,
MC( f1, f2) =
®
MCC( f1, f2) if m = n or MCC( f1, f2) = 0;
∞ otherwise;
and
#π0(E( f1, f2)) = #
(
H1(T
n;Z)/( f1∗ − f2∗)(H1(T
m;Z))
)
.
It may be interesting to note that in the codimension 0 case (i. e. when
m = n) coincidence problems (for ( f1, f2)) are here equivalent to fixed point
problems (for f1 − f2 + id). 
Details concerning theorems 1.10 and 1.11 are given in section 3 below.
It is often possible to describeNielsen numbers also in terms of covering
spaces (cf. [Ko 8], 3.4). This can be used to prove e. g. the following result (cf.
section 4 below).
Theorem 1.12. Let a finite discrete group G act smoothly and freely on the sphere
Sn and consider two maps f1, f2 : Sm → Sn/G into the resulting orbit manifold,
m, n ≥ 1 .
If MCC( f1, f2) , N#( f1, f2) , then f1 ∼ f2 (i. e. f1, f2 are homotopic).
Definition 1.13. A pair (M,N) of manifolds (as in 1.1) has the (full) Wecken
property MCC ≡ N# (or the selfcoincidence Wecken property MCC ≡ N#, resp.),
if MCC( f1, f2) = N#( f1, f2) for all maps f1, f2 : M → N (or for all pairs of
homotopic maps f1 ∼ f2 : M → N, resp.).
Analoguous properties can be defined for all combinations of a mini-
mum number MC(C) with a Nielsen number. E. g. according to theorems
1.10 and 1.11 all pairs of spheres have theWecken property MCC ≡ N# while
all pairs of tori enjoy even the Wecken properties
MCC ≡ N# ≡ N˜ ≡ N ≡ NZ.
In a similar parlance one could even summarize the central results of
nearly six decades of topological fixed point theory in one single sentence:
given a closed connectedmanifold M, it has theWeckenfixedpoint property
MF ≡ N(id,−) if and only if it is not a surface with strictly negative Euler
characteristic χ(M) (see [Ni], [We] and [Ji 1], [Ji 2]; compare also 3.10 below).
Corollary 1.14. If N is a spherical space form Sn/G (as in 1.12) and m, n ≥ 1,
then the full and the selfcoincidence Wecken properties MCC ≡ N# are equivalent
for the pair (Sm,N) .
The same holds also if N is a real, complex or quaternionic projec-
tive space (inspect table 4.7 below where the values of M(C)C( f1, f2) and
N#( f1, f2) are listed for allmaps f1, f2 : Sm → KP(n′) ).
So in general is seems worthwhile to take a closer look at the so-called
selfcoincidence setting where the two maps f1, f2 : M → N are homotopic.
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Since minimum, Nielsen and Reidemeister numbers are homotopy invari-
ants, we may assume that f1 ≡ f2; i. e. we need to consider only pairs of the
form ( f , f ).
Clearly C( f , f ) =M is connected by assumption. Therefore MCC( f , f )
and the Nielsen numbers cannot exceed 1. Moreover, we will see in section
5 below that N˜( f , f ) = N( f , f ) for all maps f : M→ N.
As another special feature of the selfcoincidence setting we have the
following refined notion of looseness (introduced by Dold and Goncalves,
cf. [DG], p.296; compare also [Ko 8], 5.3 for further versions).
Definition 1.15. The pair ( f , f ) is loose by small deformation if and only if for
every metric on N and every ε > 0 there exists an ε-approximation f ′ of f
such that f ′(x) , f (x) for all x ∈M.
A homotopy lifting argument shows that ( f , f ) is loose by small defor-
mation precisely if the pulled back tangent bundle f ∗(TN) has a nowhere
vanishing section over M (yielding directions into which to ‘push the map
f away from itself’), cf. [DG], 2.13 or [Ko 8], 5.3. This holds at least when
m < n or when N allows a vectorfield without zeroes (i. e. when N is
noncompact or the Euler characteristic χ(N) vanishes, e. g. when n is odd).
In the special case where M = Sm and – without loss of generality –
[ f ] ∈ πm(N), the required section exists if and only if ∂N([ f ]) = 0, where ∂N
denotes the boundary homomorphism in the (horizontal) exact homotopy
sequence
(1.16)
. . . πm(STN) // πm(N)
∂N // πm−1(Sn−1)
incl∗ //
E≔suspension

✤
✤
✤
πm−1(STN) // . . .
πm(Sn)
of the space STN of unit tangent vectors (with respect to any Riemannian
metric), fibered over N. (If m = 1, put ∂N ≡ 0).
For every element [ f ] ∈ πm(N) we can interpret ∂N([ f ]) as being the
‘index’ of a section in f ∗(TN) with only one zero in Sm. Hence MC( f , f ) can-
not exceed 1 – just like MCC( f , f ) and the Nielsen numbers. Clearly, precise
vanishing criteria determine these selfcoincidence invariants completely.
Here is an example.
Proposition 1.17. Let N = KP(n′) be a (real, complex or quaternionic) projective
space, and let d = 1, 2 or 4, resp., denote the real dimension of the field K = R, C
or H, resp. Assume that n = n′ · d . 0 (2d).
Then ∂N ≡ 0. Hence for all maps f from a sphere to N the pair ( f , f ) is
loose by small deformation.
The proof and many more details concerning this special choice of N
will be given in example 4.4 below. 
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Next we express a sufficient condition for the selfcoincidence Wecken
property MCC ≡ N# in the language of algebraic topology, as follows.
Definition 1.18. We call the assumption
0 = ∂N(πm(N)) ∩ ker(E : πm−1(S
n−1)→ πm(S
n))
(compare 1.16 ) theWecken condition for (m,N).
From the discussion in [Ko 8], 5.6-5.10, and from section 5 below we
obtain
Theorem 1.19. Given a smooth connected n-manifold N without boundary, let
[ f ] ∈ πm(N), m, n ≥ 1. Then
MC( f , f ) =MCC( f , f )
and these minimum numbers as well as the four Nielsen numbers of ( f , f ) take
only 0 and 1 as possible values.
Furthermore we have the following logical implications:
(i) ∂N([ f ]) ∈ πm−1(Sn−1) vanishes;
m
(ii) ( f , f ) is loose by small deformation;
⇓
(
m e. g. if π1(N) , 0 or N = KP(n′) where n′ ≥ 2 and K = R,C orH
)
(iii)MCC( f , f ) = 0; equivalently, ( f , f ) is loose (by any deformation);
⇓
(
m e. g. if N = Sn/G, G  Z2
)
(iv) N#( f , f ) = 0;
m
(v) E ◦ ∂N(([ f ]) = 0.
In particular, the five conditions (i) - (v) are equivalent (and thenMC( f , f ) =
MCC( f , f ) = N#( f , f )) for all maps f : Sm → N if and only if theWecken condition
holds for (m,N) (cf. 1.18).
This condition is satisfied e. g. when N is noncompact or has zero Euler char-
acteristic χ(N) (e. g. for odd n) or in the ‘stable dimension range’ m < 2n − 2 or
when m ≤ n + 4, (m, n) , (10, 6).
In view of this theorem we may say that N#( f , f ) is ‘at most one
desuspension short‘ of being a complete looseness obstruction (whenever
the domain of f is a sphere).
Clearly the Wecken condition, as well as conditions (i)-(v) except possi-
bly (iii), remain unaffected when we replace the map f by any of its liftings
into a covering space of N.
If (Sm,N) happens to have the selfcoincidenceWeckenproperty MCC ≡
N# (cf. 1.13) then the Wecken condition for (m,N) (cf. 1.18) is equivalent to
each loose pair ( f , f ) being already loose by small deformation. This holds
e. g. when N = Sn.
On the other hand we have
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Corollary 1.20. Let N be a spherical space form Sn/G (as in 1.12), or else a real,
complex or quaternionic projective space KP(n′). Assume that #G, n ≥ 2, or that
n′ ≥ 2, resp. (i. e. N is not a sphere).
Then (Sm,N) has the full Wecken property MCC ≡ N# if and only if the
Wecken condition holds for (m,N) (cf. definitions 1.13 and 1.18).
When can failures of theWecken condition occur, andwhich geometric
consequences do they have?
Example: spherical space forms. Let N = Sn/G be the orbit manifold of a
free smooth action of a nontrivial finite group G on Sn as in 1.12.
Corollary 1.21. Given [ f ] ∈ πm(Sn/G) and a lifting [ f˜ ] ∈ πm(Sn) of [ f ], m, n ≥
1, the following conditions are equivalent:
(i) ∂N( f ) , 0 but E ◦ ∂N( f ) = 0 ;
(ii) MCC( f , f ) , N#( f , f ) ;
(iii) N#( f , f ) = 0 but f is coincidence producing (i. e. the pair ( f , f ′) cannot be
loose for any map f ′ : Sm → N ; thus MCC( f , f ′) , 0);
(iv) MCC( f , f ) > MCC( f˜ , f˜ ) ;
(v) MC( f , f ) > MC( f˜ , f˜ ) ;
(vi) ( f˜ , f˜ ) is loose, but ( f , f ) is not loose;
(vii) ( f˜ , f˜ ) is loose, but not by small deformation.
All this cannot occur when G  Z2 (since then χ(N) · #G , χ(Sn) or
n . 0(2)) or when m ≤ n + 4 (even in the exceptional case m = n + 4 = 10,
since π10(S6) = 0) or when m = n+5 , 11 (since then kerE = 0 or n . 0(2)).
However, consider the case (m, n) = (11, 6). According to [To] and [Pa]
we have (in the sequence 1.16 for N˜ = S6)
1
2
H : π11(S
6)

−→ Z ; π10(S
5)  Z2 ; π10(V7,2) = 0
where H denotes theHopf invariant. Thus ∂S6 is onto (since ST(S
n) = Vn+1,2,
cf. 1.16), but E and hence E ◦ ∂S6 is trivial. Therefore
0 , π10(S
5) = ∂S6(π11(S
6)) ∩ ker(E : π10(S
5)→ π11(S
6))
and the Wecken condition fails.
Given any map f : S11 → RP(6) and a lifting f˜ : S11 → S6 of it, we see
that
N#( f , f ) = N#( f˜ , f˜ ) = MCC( f˜ , f˜ ) = 0
(cf. 1.19 and 1.10c). If H( f˜ ) ≡ 0(4) then ∂S6( f˜ ) = 0 and both pairs ( f , f ), ( f˜ , f˜ )
are loose by small deformation. However, if H( f˜ ) ≡ 2(4) then ∂RP(6)( f ) =
∂S6( f˜ ) , 0 and f is even coincidence producing (i. e. MCC( f , f
′) , 0 for
every map f ′ : S11 → RP(6) whether homotopic to f or not; cf. theorem
1.22 below) and MCC( f , f ) , N#( f , f ); moreover ( f˜ , f˜ ) is loose, but not by
small deformation (for further illustrations of the delicate difference between
conditions (ii) and (iii) in theorem 1.19 see e. g. [GR 1] or [GR 2]; compare
also [GW], example 2.4).–
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You can find the precise values of MCC( f1, f2) and N#( f1, f2) for all
pairs of maps from Sm to arbitrary spherical space forms in theorem 4.2
below (and in 1.10). 
Wemay want to look for further target manifolds N where conditions
(ii) and (iii) of theorem 1.19 are equivalent (and hence so are the Wecken
condition and the selfcoincidence Wecken property MCC ≡ N#). Thus let
jN : S
n−1 → N − {x0} denote a (base point preserving) inclusion map of the
boundary sphere of a small n-ball in N around some point x0.
Theorem 1.22. Given [ f ] ∈ πm(N), we have the following logical implications
(campare 1.19):
(ii) ( f , f ) is loose by small deformation;
⇓
(iii) ( f , f ) is loose (by any deformation);
⇓
(iii’) f is not coincidence producing (i. e. there exists some map f ′ : Sm → N
such the pair ( f , f ′) is loose, cf. [Br S]);
m
(iii”) jN∗(∂N[ f ]) ∈ πm−1(N − {x0}) vanishes.
The three conditions (ii) - (iii’) are equivalent for all maps f : Sm → N if and
only if
(1.23) 0 = ∂N(πm(N)) ∩ ker( jN∗ : πm−1(S
n−1)→ πm−1(N − {x0})).
This holds e. g. when N is not simply connected or a (real, complex or quaternionic)
projective space KP(n′), n′ ≥ 2 (since then ker jN∗ = 0).
Theorems 1.19 and 1.22 together yield a criterion for knowing when
the Nielsen number N#( f , f ) is precisely ‘one desuspension short’ of being a
complete looseness obstruction.
Corollary 1.24. Assume condition 1.23. Then, given [ f ] ∈ πm(N), the pair ( f , f )
is loose if and only if ∂N([ f ]) = 0.
Remark 1.25. The requirement 1.23 is sufficient but not always necessary for
conditions (ii) and (iii) in theorem 1.19 to be equivalent.
E. g. if N = Sn and m ≤ 2n − 3, then the Wecken condition 1.18 holds
and (ii), (iii) are equivalent. However, jN∗ ≡ 0 and
∂N(πm(N)) ∩ ker jN∗ = ∂N(πm(S
n))  χ(Sn) · πSm−n ;
thus for even n condition 1.23 fails to be satisfied whenever 2 · πSm−n , 0,
e. g. when m − n = 3, 7, 10, 11, 13, 15, 18 or 19 (cf. [To]).
On the other hand, if m = 11 and N = RP(6), then 1.23 holds but 1.18
does’nt (cf. the discussion following 1.21).
We conclude that conditions 1.18 and 1.23 are independant. This is not
surprising since – unlike condition 1.23 – the Wecken condition remains
always unaffected when we replace a manifold N by a covering space N˜. 
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Here is another consequence of theorems 1.19 and 1.22 (it sharpens
corollary 1.10 in [Ko 6]).
Corollary 1.26. If π1(N) has a nontrivial proper subgroup G then for all m ≥ 2
every map f : Sm → N can be homotoped away from itself by a small deformation.
Indeed, G corresponds to a nontrivial covering space N˜ of N with
π1(N˜) , 0. Thus a lifting f˜ of f is not coincidence producing (to see this,
pair f˜ up with a different lifting); therefore ∂N˜([ f˜ ]) = ∂N([ f ]) = 0. 
Now let us analyse a few simple concrete cases where the Wecken con-
dition actually fails to hold. Again we consider maps into a spherical space
form N = Sn/G as in theorem 1.12. Already in the first nonstable dimen-
sion settings we encounter fascinating interrelations with other, seemingly
distant, branches of topology.
Theorem 1.27. Let f˜ : S2n−2 → Sn be a lifting of a map f : S2n−2 → N =
Sn/Z2. Assume that n is even, n , 2, 4, 8, 128.
Then the pair ( f , f ) is loose if and only if both N#( f , f ) and the Kervaire
invariant K([ f˜ ]) vanish.
Originally M. Kervaire introduced his (Z2-valued) invariant in order
to exhibit a triangulable closed manifold which does not admit any differ-
entiable structure (cf. [K]). Subsequently M. Kervaire and J. Milnor used it
in their classification of exotic spheres (cf. [KM]). Then W. Browder showed
that K([ f˜ ]) = 0 whenever n is not a power of 2 (cf. [B]). But for n = 16, 32
or 64 there exist maps f and f˜ as in corollary 1.21 such that K([ f˜ ]) = 1
but N#( f , f ) = 0 (and hence the seven equivalent conditions (i), . . . (vii) in
1.21 are all satisfied). On the other hand, according to the spectacular recent
results of M. Hill, M. Hopkins and D. Ravenel K([ f˜ ]) ≡ 0 whenever n > 128
(cf. [HHR]). Only the case n = 128 remains open. This leads us to the
following Wecken theorem.
Corollary 1.28. Let G be any nontrivial finite group acting freely and smoothly
on Sn, n ≥ 1.
Then MCC( f1, f2) = N#( f1, f2) for all maps f1, f2 : S2n−2 → N = Sn/G
except precisely if n = 16, 32 or 64 (or maybe 128).
In the second nonstable dimension setting there are even infinitely
many exceptional combinations of m and n.
Theorem 1.29. Let f˜ : S2n−1 → Sn be a lifting of a map f : S2n−1 → N = Sn/Z2.
Assume that n ≡ 2(4), n ≥ 6.
Then ( f , f ) is loose if and only if N#( f , f ) = 0 and, in addition, the Hopf
invariant H( f˜ ) of f˜ is divisible by 4.
These two conditions are independant. Indeed, the Hopf invariant ho-
momorphism
H : π2n−1(S
n) = Z · [ιn, ιn] ⊕ torsion → Z
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maps onto 2Z and kills torsion while N#( f , f ) depends only on the torsion
part of [ f˜ ].
Corollary 1.30. Let G be as in 1.28.
Then MCC( f1, f2) = N#( f1, f2) for all maps f1, f2 : S2n−1 → N = Sn/G
except precisely when n ≡ 2(4) and n ≥ 6 (and therefore G  Z2).
The results 1.27 - 1.30 are proved with the help of the EHP-sequence.
Theycenter around thequestionwhether certainWhiteheadproducts [ιn−1, ιn−1]
and [ιn−1, ηn−1] in the kernel of E can be halved, i. e. lie in 2 · π∗(Sn−1).
In the next six nonstable dimension settings similar Wecken questions
still allow fairly complete answers (cf. [KR]). These tend to get less and less
homogeneous as the degree m−2n+2 of nonstability (and hence homotopy
theoretical complications) increase.However,weobtain the following simple
result.
Theorem 1.31. Let G be any finite group acting freely and smoothly on Sn, n ≥ 1,
n , 4, 6. If m = 2n + 2 or m = 2n + 3, then MCC( f1, f2) = N#( f1, f2) for all
maps f1, f2 : Sm → Sn/G.
In view of theorems 1.12 and 1.19 this follows from the EHP-Sequence
and the fact that the stable homotopy groups πS4 and π
S
5 vanish. 
After having discussed at length whether Nielsen numbers are equal to
minimum numbers let us try to actually determine their values. In spite of
its apparent strength (‘at most one desuspension short of being a complete
looseness obstruction’), the Nielsen number N#( f , f ) turns out to vanish in
a large number of cases (compare [Ko 7], 1.25).
Theorem 1.32. Let N be a connected smooth n-dimensional manifold without
boundary.
If N#( f , f ) , 0 for some map f : Sm → N, then the following restrictions
must all be satisfied:
a.) n is even and m ≥ n ≥ 4, or else m = 2 and N = S2 or RP(2); and
b.) π1(N)  Z2 and N is not orientable, or else π1(N) = 0 (in other words, the
first Stiefel-Whitney class of N induces a monomorphism from π1(N) to
Z2); and
c.) E◦ ∂N . 0 : πm(N) → πm(S
n); in particular N is closed and χ(N) , 0;
and
d.) if π1(N) , 0 then there is no fixed point free selfmap of N and the
homomorphism i∗ : πm(N − {∗}) → πm(N) (induced by the inclusion of N,
punctured at some point) is not onto.
On the other hand, if e. g. n = 4, 8, 12, 14, 16 or 20, then there exist
infinitely many homotopy classes [ f ] ∈ π2n−1(RP(n)) such that N#( f , f ) , 0.
Corollary 1.33. Assume that at least one of the four restrictions a.), . . . , d.) in 1.32
is not satisfied.
If theWecken condition for (m,N) holds (cf. 1.18) then for all maps f : Sm →
N the pair ( f , f ) is loose by small deformation.
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Further looseness results along these lines can be found e. g. in [Ko 7],
1.22 and 1.23.
Theorem 1.34. Let k ∈ Z∪ {∞} be the number elements in π1(N). Then for each
pair of maps f1, f2 : Sm → N, m ≥ 2, the Nielsen numbers N#( f1, f2), N˜( f1, f2),
N( f1, f2) and NZ( f1, f2) may assume only the values 0 or k or, if (at least) all the
restrictions a.),. . . , d.) in 1.32 are satisfied, also 1 as a third possible value.
Clearly such results can simplify calculations enormously. E. g. if the
target manifold N fails to satisfy just one of the restrictions a.), . . . , d.) we
have to decide only whether a given Nielsen number vanishes or not. (Since
this is less likely for N# than e. g. for NZ, it is in general harder – but also
more rewarding – to deal with N#).
The proof of theorem 1.34 (given in section 7 below) combines results in-
volving not only selfcoincidences but also the so-called root case. Here pairs
of the form ( f , ∗) are studied where ∗ stands for a constant map. If m, n ≥ 2
the geometry of coincidence data gives rise to a degree homomorphism
(1.35) deg# ≔ ω#(−, ∗) : πm(N) → πm(S
n ∧ (ΩN)+)
(cf. 7.3 below) which often yields a homogenous approach to dealing with
arbitrary pairs ( f1, f2) of maps. Moreover deg
# turns out to be equivalent
to an enriched Hopf-Ganea invariant (cf. [Ko 6], 7.2 and (64)). So it is not sur-
prising that some coincidence results such as finiteness criteria for MC( f1, f2)
can be expressed in terms of Hopf-Ganea invariants (cf. e. g. [Ko 6], 7.4 and
7.6).
In the second part of this paper (to be published later) we will discuss
a few recent developments and future possibilities concerning minimum
numbers and Wecken theorems in the setting of fiberwise maps.
ConventionsandNotations1.36. Throughout thispaper f1, f2, f , .. : M→ N
denote (continuous) maps between connected smooth (non-empty, Haus-
dorff) manifolds without boundary, having countable bases and (possibly
different) strictly positive dimensions m and n. We assume M to be
compact (this garantees e. g. that MCC( f1, f2) is always finite). ∼ means
homotopic (or another equivalence relation when this is understood from
the context). # means cardinality or number (in {0, 1, 2, . . . ,∞}).
2. Looseness obstructions
When trying to decide whether a given pair ( f1, f2) is loose we should take
a cereful look at the geometry of generic coincidence data.
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Figure 2.1. A generic coincidence manifold and its normal bundle
After performing an approximation we may assume that the map
( f1, f2) : M → N ×N is smooth and transverse to the diagonal
∆ = {(y, y) ∈ N ×N | y ∈ N}. Then the coincidence locus
(2.2) C = C( f1, f2) = ( f1, f2)
−1(∆) = {x ∈M | f1(x) = f2(x)}
is a closed smooth (m − n)-dimensional submanifold of M. It comes with
two important data. First there is a commuting diagram of maps
(2.3) E( f1, f2) ≔ {(x, θ) ∈M × P(N) | θ(0) = f1(x);θ(1) = f2(x)}
pr

C
g˜
::✉✉✉✉✉✉✉✉✉✉✉
g=incl
// M
where P(N), (and pr, resp.), denote the space of all continuous paths
θ : [0, 1] → N, endowed with the compact-open topology, (and the obvi-
ous projection, resp.); the lifting g˜ adds the constant path at f1(x) = f2(x)
to g(x) = x ∈ C. The second datum is the (composite) vector bundle isomor-
phism
(2.4) g# : ν(C,M)  (( f1, f2)|C)
∗(ν(∆,N ×N))  f ∗1 (TN)|C
which describes the normal bundle of C in M (see figure 2.1 for an
illustration).
The resulting bordism class
(2.5) ω#( f1, f2) = [C( f1, f2), g˜, g
#] ∈ Ω#( f1, f2)
in an appropriate bordism set is our strongest – but alsomost unmanageable-
coincidence invariant (for details and e. g. relations to Hopf-Ganea homo-
morphisms see [Ko 6]). If the pair ( f1, f2) is loose, then ω#( f1, f2) must
necessarily be trivial.
Successive simplifications now yield further looseness obstructions,
which we list in the two top lines of diagram 2.6. Here the maps stab and
pr∗ ◦ stab forget about g : C ⊂ M being an embedding and stabilize g
#, i. e.
ω#( f1, f2) // ω˜( f1, f2) // ω( f1, f2)
µ
// g∗([C( f1, f2)])
∈ ∈ ∈ ∈
Ω#( f1, f2)
stab // Ωm−n(E( f1, f2); ϕ˜)
pr∗ // Ωm−n(M;ϕ)
µ
// Hm−n(M; Z˜ϕ)
∞ > N#( f1, f2) ≥ N˜( f1, f2) ≥ N( f1, f2) ≥ NZ( f1, f2) ≥ 0
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Diagram 2.6. Looseness obstructions (and the corresponding Nielsen numbers, cf.
section 3 below)
replace it by the induced stable tangent bundle isomorphism
(2.4’) g : TC ⊕ g˜∗
(
pr∗
(
f ∗1 (TN)
))
⊕Rk
✿✿
 g˜∗
(
pr∗(TM)
)
⊕Rk
✿✿
(or, equivalently,
g : TC ⊕ g∗( f ∗1 (TN)) ⊕R
k
✿✿
 g∗(TM) ⊕Rk
✿✿
;
compare 2.4), k >> 0. Thus the invariants
ω˜( f1, f2) ≔ [C, g˜, g] = stab(ω
#( f1, f2)) and(2.7)
ω( f1, f2) ≔ [C, g, g] = pr∗(ω˜( f1, f2))(2.8)
lie in the indicated normal bordism groups with coefficients in the virtual
vector bundles
(2.9) ϕ ≔ f ∗1 (TN) − TM and ϕ˜ ≔ pr
∗(ϕ).
(You may think of normal bordism theory as “twisted framed bordism”;
some background can be found in [Da], [Ko 1] and also in [Sa] where the
opposite sign convention is used for coefficient bundles). Details about the
looseness obstructions ω˜ and ω are given in [Ko 4]. Homotopy theoretical
versions of the ω˜-invariant are discussed in great depth and generality in [Cr];
compare also the work of Jaren, Klein and Williams (cf. e. g. [KW]).
Finally note that the Hurewicz homomorphism µ in diagram 2.6maps
ω( f1, f2) to the image (under the inclusion g) of the fundamental class of C
with integer coefficients twisted like (the orientation line bundle of) ϕ.
3. Nielsen and Reidemeister numbers as bounds for
minimum numbers
Each of the coincidence invariants discussed so far seems to have a flaw
which makes it either too hard to compute or else too weak: in general,
Ω#( f1, f2) is only a set without an algebraic structure while ω˜( f1, f2) lies in a
groupwhich, however, may varywith ( f1, f2); on the other hand, µ(ω( f1, f2))
contains nomore information than a (co-)homological first order obstruction.
But we can extract simple numerical invariants which yield lower and
upper bounds for our minimum numbers.
The key is the ‘pathspace’ E( f1, f2) (sometimes called ‘homotopy coin-
cidence space’ of ( f1, f2), compare [CJ], II. 6.11), together with the inclusion
map g˜ (cf. 1.6).
Definition 3.1. Two coincidence points x, x′ ∈ C( f1, f2) are called Nielsen
equivalent if g˜(x) and g˜(x′) lie in the same pathcomponent of E( f1, f2) (or,
equivalently, if there is a path c in M from x to x′ such that f1◦ c and f2◦ c
are homotopic in N by a homotopy which leaves the endpoints f1(x) = f2(x)
and f1(x
′) = f2(x
′) fixed).
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This equivalence relation yields a decomposition of the (generic) coin-
cidence space C = C( f1, f2) into the closed manifolds CQ = g˜−1(Q), Q ⊂
E( f1, f2) a pathcomponent.
Definition 3.2. The Nielsen number N#( f1, f2) (and N˜( f1, f2), N( f1, f2),
NZ( f1, f2), resp.) is the number of path components Q ∈ π0(E( f1, f2)) such
that the coincidence data, when restricted to CQ = g˜
−1(Q), contribute non-
trivially to ω#( f1, f2) (and ω˜( f1, f2), ω( f1, f2), µ(ω( f1, f2)), resp.).
Warning 3.3 (change of notation): Our Nielsen number N˜( f1, f2) (which
may well differ from our Nielsen number N( f1, f2) (see e. g. theorem 1.10 in
the introduction) was previously denoted by N( f1, f2) (in [Ko 3] – [Ko 11]
and [GK]). 
For an interpretation of Nielsen numbers in terms of covering spaces
of N see [Ko 8], §3.
Since we assume M to be compact, N#( f1, f2), N˜( f1, f2), N( f1, f2)
and NZ( f1, f2) must be (finite) nonnegative integers. Clearly, the weaker an
invariant, the less it is able to detect “essential” Nielsen equivalence classes.
This implies the order relations, spelled out in diagram 2.6, among our four
Nielsen numbers.
Definition 3.4. The geometric Reidemeister set and the Reidemeister number,
resp., of the pair ( f1, f2) is the set π0(E( f1, f2)) of all pathcomponents of
E( f1, f2) (cf. 2.3) and its cardinality ( ∈ {1, 2, 3, . . . ,∞}), resp.
Given any coincidence point x0 ∈ C( f1, f2) (with y0 ≔ f1(x0) = f2(x0)),
there is a canonical bijection between π0(E( f1, f2)) and the algebraic Reide-
meister set
(3.5) π1(N; y0) / Reidemeister equivalence
where we call [θ], [θ′] ∈ π1(N, y0) Reidemeister equivalent if [θ′] = f1∗(µ)−1 ·
[θ] · f2∗(µ) for some µ ∈ π1(M, x0) (compare [Ko 4], prop. 2.1).
Theorem 3.6. Let f1, f2 : Mm → Nn be (continuous) maps between connected
smooth manifolds (without boundary) of the indicated strictly positive dimensions,
M being compact. Then we have
(i) (Homotopy invariance). The Reidemeister number #π0(E( f1, f2)) as well as
the Nielsen numbers N#( f1, f2), N˜( f1, f2), N( f1, f2) and NZ( f1, f2) depend
only on the homotopy classes of f1 and f2.
(ii) (Symmetry).
#π0(E( f1, f2)) = #π0(E( f2, f1));
N#( f1, f2) = N
#( f2, f1);
N˜( f1, f2) = N˜( f2, f1).
(iii) (Lower bounds for minimum numbers): MCC( f1, f2) is finite and we have
MC( f1, f2) ≥MCC( f1, f2) ≥ N
#( f1, f2) ≥ N˜( f1, f2) ≥ N( f1, f2) ≥ N
Z( f1, f2).
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(iv) (Upper bounds): If n , 2, then
MCC( f1, f2) ≤ #π0(E( f1, f2));
if (m, n) , (2, 2) then
MC( f1, f2) ≤ #π0(E( f1, f2)) or MC( f1, f2) = ∞.
This is proved along the lines of [Ko 4], 1.9, and [Ko 6], theorem 1.2.
In many concrete settings theorem 3.6 can be used for explicit calcula-
tions. In particular, we will be able to prove theorem 1.10 and the following
generalization of theorem 1.11.
Example: maps into tori.
Theorem 3.7. Let f1, f2 : M → Tn ≔ (S1)n be any pair of maps from a closed,
connected, smooth m-manifold M into the n-dimensional torus Tn, m, n ≥ 1.
Then its Nielsen, minimum and Reidemeister numbers satisfy the inequalities
#π0(E) ≥ | det | ≥︷    ︸︸    ︷
if n , 2
MCC ≥ N# ≥ N˜ ≥ N ≥ NZ .
Here det denotes the determinant of an (arbitrary) n×n-matrix (u1, . . . , un) with
integer entries whose column vectors ui, i = 1, . . . , n, generate the image of
f1∗ − f2∗ : H1(M;Z)→ H1(T
n;Z) = Zn.
Moreover, NZ( f1, f2) = |det | whenever ( f1 − f2)∗ : Hn(Tn;Z) → Hn(M;Z) is
not zero; if det ·z , 0 for all nontrivial z ∈ Hn(M;Z), then NZ( f1, f2) = 0
whenever ( f1 − f2)
∗ ≡ 0 on Hn(Tn;Z).
(Here f1∗, f2∗ (and ( f1 − f2)∗) denote the obvious induced homomorphisms in
(co)homology).
In particular, if n , 2 and ( f1 − f2)
∗ . 0 on Hn(Tn;Z), then MCC( f1, f2)
is equal to |det(u1, . . . , un)| and to all four Nielsen numbers.
However, for all m, n ≥ 2 and r ∈ Z there exists an m-manifold M and a
pair f1, f2 : M→ Tn of maps such that
MCC = N# = N˜ = N = NZ = 0 but det(u1, . . . , un) = r.
Proof. The torus Tn has two special features. First, it is an abelian Lie Group
whose addition induces also an addition of maps into Tn. We need to study
only the (‘translated’) pair ( f ≔ f1 − f2, f2 − f2 = 0) since it has the same
coincidence behavior as ( f1, f2).
Secondly, all tori are aspherical. Thus the decomposition
f∗ : H1(M;Z) ։ f∗(H1(M;Z))  Z
k ֒→ H1(T
n;Z) = Zn
gives rise to maps
M
f ′
−→ Tk
q
−→ Tn
whose composite is homotopic to f (compare [Wh], V, 4.3).
If det(u1, . . . , un) = 0 then the generators u1, . . . , un of f∗(H1(M;Z)) are
linearlydependant. Thus k < n and f factors through the lowerdimensional
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torus Tk (after a suitable homotopy). Therefore the pair ( f , 0) is loose, its
Nielsen and minimum numbers vanish, and so does f ∗(Hn(Tn;Z)). The Rei-
demeister number #π0(E( f , 0)) = #(H1(Tn;Z)/ f∗(H1(M;Z))) = #(Zn/q∗(Zk))
(cf. 3.4 and 3.5) is infinite here.
In contrast, if k = n then the linearly independant elements u1, . . . , un
(which generate the subgroup f∗(H1(M;Z)) of H1(T
n;Z) = Zn) span also a
paralleliped in Rn whose n-dimensional volume equals
d ≔ |det(u1, . . . , un)| = #(H1(T
n;Z)/ f∗(H1(M;Z)) = #π0(E( f , 0)).
Wemay assume that themap q (in our factorization of f ) is a d-fold covering
map of Tn with fiber q−1({0}) = {y1, . . . , yd}. After making f ′ transverse to
the points of this fiber we see that
C( f , 0) =
d∐
i=1
f ′−1({yi}).
This is also theNielsendecompositionof the coincidencemanifold.ANielsen
component Ci = f
′−1({yi}), i = 1, . . . , d, makes an essential contribution to
the (weak, homological) looseness obstruction µ(ω( f , 0)) (cf. diagram 2.6)
precisely if its fundamental class g∗([Ci]) in Hm−n(M; Z˜M) does not vanish.
But this is the Poincare´ dual of ± f ′∗(u), where u generates Hn(Tn;Z)  Z
(compare [MS], problem 11-C). We conclude that NZ( f , 0) equals 0 or d,
according as f ′∗(u) vanishes or not. Observe also that f ∗ = det(u1, . . .un) · f ′∗
on Hn(Tn;Z).
In any case the invariants |det | ∈ [0,∞) and #π0(E) ∈ (0,∞] determine
each other, but |det | yields the sharper upper bound for MCC whenever
n , 2 (compare with theorem 3.6,iv).
Finally, given m, n ≥ 2 and r ∈ Z, consider the composed map
f : M′(n) ×M′′
proj
−−−→ M′(n)
j
−→
n∨
S1
r∨id
−−−→
n∨
S1
incl
−−→ Tn
where M′(n) is an oriented surface of genus n; and M′′; proj; j; r ∨
id; and incl; resp., denote an arbitrary closed connected smooth (m − 2)-
manifold; the obvious projection; a map which induces an epimorphism of
fundamental groups; the wedge of one degree r map with the identity map
on the remaining wedge of n− 1 circles; and the inclusion of the 1-skeleton
into the n-torus; resp. Then the pair ( f , 0) is loose (since f is not onto), but
det(u1, . . . , un) = r · 1 · · ·1. 
Corollary 3.8. (cf. [Ko 4], 1.13). For all maps f1, f2 : M → S1 the minimum
number MCC( f1, f2) agrees with the four Nielsen numbers and is characterized by
the identity
( f1∗ − f2∗)(H1(M;Z)) = MCC( f1, f2) ·H1(S
1;Z).
In particular, the pair ( f1, f2) is loose if and only if f1 and f2 are homotopic. 
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Proof of theorem 1.11. We need to apply the arguments of the previous
proof only to the case where M = Tm, ( f1, f2) = ( f , 0) and k = n. After
suitable ‘straightening‘ deformations (cf. [Ko 11], §2) the maps f and f ′
are surjective Lie group homomorphisms of tori. Then 0 ∈ Tn is a regular
value of f and the generic coincidence manifold C( f , 0) consists of affine
(m−n)-dimensional subtori of Tm. Each of them is a full (connected!)Nielsen
class (and just one point if m = n); its fundamental class yields a nontrivial
element in Hm−n(T
m;Z). Hence
#π0(E( f , 0)) = |det(u1, . . . , un)| =MCC( f , 0) = N
Z( f , 0).
In fact, the map g˜ : C( f , 0)→ E( f , 0) (cf. 2.3) turns out to be even a homotopy
equivalence (cf. [Ko 11], theorem 2.1 (ii)) in this very special setting of tori.
Therefore, even after applying the mod 2 Hurewicz homomorphism µ2 to
ω˜( f , 0) each Nielsen class gets still detected and MCC( f , 0) is also equal to
the Nielsen number N˜Z2( f , 0) based on
µ2(ω˜( f , 0)) = g˜∗
(
[C( f , 0)]2
)
∈ Hm−n(E( f , 0);Z2)
(compare 2.6 and 3.2).
If MC( f , 0) < ∞ generic coincidence data cannot be detected by higher
dimensional homology and hence m = n or NZ( f , 0) = 0. 
Proof of theorem 1.10. The group structure of πm(Sn) allows us to simplify
our arguments. Since fi is homotopic to f
′
i for i = 1, 2 and (a f
′
2 , f
′
2) is
loose we see that the pair ([ f ] = [ f ′1] − [a ◦ f
′
2], 0 = [ f
′
2] − [ f
′
2]) has the same
minimum, Reidemeister and Nielsen numbers as ( f1, f2) (compare [Ko 6],
§6). Thus we need to check the claims of theorem 1.10 only for pairs of the
form ( f , ∗) where ∗ denotes a constant map.
Then the algebraic description of Reidemeister numbers (cf. 3.5) yields
1.10a.
Clearly all minimum and Nielsen numbers vanish if [ f ] = 0. They
agree also for a selfmap z → zd, d ∈ Z − {0}, of the unit circle S1 in the
complex plane (indeed, we may assume that ∗ = 1 ∈ C, cf. 3.6(i), and then
each Nielsen class consists of a single dth root of unity and is obviously
neither nullbordant nor nullhomologuous; compare e. g. [Ko 4], 1.13). This
proves part of 1.10b.
The remainder of 1.10b follows from the finiteness criterion [Ko 6],
corollary 6.10. In spite of the restrictive assumption in theorem 3.6(iv) above,
we need not exclude the case m = n = 2. Indeed, if a generic map f : S2 → S2
has a finite set f−1({∗}) of ‘roots’ we may find a compact 2-disk D in
the domain and a point y0 in the target such that f
−1({∗}) ⊂ D˚ and
f (D) ⊂ (S2 − {y0}, ∗)  (R2, 0); then deform f | D ‘linearly’ until ∗ has a
single inverse image point.
Our statement 1.10c is proved in [Ko 6], example 1.12.
The remaining claims in theorem 1.10 follow now from [Ko 4], 1.14,
1.15, 1.16, and from the definition of our looseness obstructions and Nielsen
numbers. 
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Finally we turn to the setting of classical fixed point and coincidence
theory.
Example 3.9: m = n ≥ 1 (compare Example I in [Ko 4]). Here generic coin-
cidence sets consist of finitely many points, each counted with an “index”
±1 ∈ Z or 1 ∈ Z2, according to the orientation behavior of ϕ and ϕ˜ (cf.
2.9). We have:
ω( f1, f2) ∈ Ω0(M;ϕ) = H0(M; Z˜ϕ) =
®
Z if ϕ is oriented;
Z2 if ϕ is not orientable.
ω˜( f1, f2) ∈ Ω0(E( f1, f2), ϕ˜) =
⊕
Q∈π0(E( f1, f2))
with ϕ˜|Q
oriented
Z ⊕
⊕
Q∈π0(E( f1, f2))
with ϕ˜|Q
non orientable
Z2
(Here the first Stiefel-Whitney classes of M and N may help us to decide
whether a pathcomponent Q of E( f1, f2) contributes Z or Z2 as a direct
summand to Ω0(E( f1, f2); ϕ˜) (cf. [Ko 4], 5.2): if x0 ∈M is a coincidence point
with y0 ≔ f1(x0) = f2(x0), pick [θ] in π1(N; y0) such that (x0, θ) ∈ Q, i. e.
the element Q ∈ π0(E( f1, f2)) of the geometric Reidemeister set corresponds
– via the canonical bijection, cf. 3.5 – to the class of [θ] in the algebraic
Reidemeister set. Then ϕ˜ | Q is orientable if and only if
w1(M)(µ) = f
∗
1 (w1(N))(µ)
for all µ ∈ π1(M, x0) such that f2∗(µ) = [θ]−1 · f1∗(µ) · [θ]).
The stabilizing map stab: Ω#( f1, f2) → Ω0(E( f1, f2); ϕ˜) (cf. 2.6) is bijec-
tive except possibly when m = n = 1.
Special case: fixed point theory. If f is a selfmap of M and we consider
the coincidences of ( f1, f2) ≔ (id, f ) (i. e. the fixed points of f ), then the
coefficient bundles ϕ = TM − TM and ϕ˜ (cf. 2.9) are canonically oriented,
all indices are integers and according to a theorem of Hopf, the index sum
ω(id, f ) equals the Lefschetz number (cf. [H] and [L]).
Moreover
(3.10) N#(id, f ) = N˜(id, f ) = N(id, f ) = NZ(id, f )
is the classical Nielsen number N( f ) of f (cf. [Br 1])
Since the early 1940’s it was known from the work of Nielsen (on
surfaces, cf. [Ni]) andWecken (for m ≥ 3, cf. [We]) that this Nielsen number
agreeswith theminimum number MF( f ) =MC(id, f ) of f whenever m , 2
or the Euler characteristic χ(M) is nonnegative. In contrast, B. Jiang proved
in 1984/85 that MF( f )−N( f ) can be strictly positive, cf. [Ji 1], [Ji 2] (and even
arbitrarily large, cf. [Z], [Ke], [Ji 3]) for suitable selfmaps of any surface with
χ(M) < 0.
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4. Wecken theorems.
The inequalities in theorem 3.6 lead to the following questions.
When are they sharp? When is our minimum number MCC (or even
MC) equal to a Nielsen number (and, if so, to which one?)
Positive results in this direction are costumarily calledWecken theorems.
In our framework they come in different types. The weakest (and most
common) type would say that MCC ≡ N# in a certain setting, while the
strongest (but most unlikely when m > n) type of a Wecken theorem would
claim thatMCC agrees always with NZ (and hence also with our other three
Nielsen numbers).
Example 4.1: maps between spheres (compare theorem 1.10). Given a fixed
dimension combination (m, n) where m, n ≥ 1, consider arbitrary pairs of
maps f1, f2 : Sm → Sn.
If m > n and πm(Sn) , 0, then
MCC ≡ N# . NZ ≡ 0
and the two intermediate types of aWecken theorem hold (or not) according
as the total stabilized Hopf-James homomorphism
Γ ≔
⊕
E∞◦ γk : πm(S
n)→
⊕
k≥1
πSm−1−k(n−1)
(compare [Ja 1] or also [Ko 4], 1.14-1.17), or the iterated Freudenthal suspen-
sion homomorphism
E∞ : πm(S
n)→ πSm−n
resp., are injective (or not).
In the remaining case where m ≤ n or πm(Sn) = 0 we have
MC ≡MCC ≡ N# ≡ N˜ ≡ N ≡ NZ.
This follows e. g. from theorem 1.10 above where the actual values of our
minimum and Nielsen numbers are also given. 
Example: maps from spheres to spherical space forms.
Theorem 4.2. Given a free smooth action of a nontrivial finite group G on
Sn, consider maps f1, f2 : Sm −→ Sn/G ≕ N into the resulting orbit manifold,
m, n ≥ 1.
Then
MCC( f1, f2) = N
#( f1, f2) =


0 if m < n or ( f1 ∼ f2 and E(∂N( f1)) = 0);
1 if f1 ∼ f2 and E(∂N( f1)) , 0;
#π0(E( f1, f2)) else;
except precisely when f1, f2 are homotopic (in the base point free sense) and
∂N( f1) , 0 but E◦ ∂N( f1) = 0 ; in this case MCC( f1, f2) = 1 but N#( f1, f2) = 0.
(Such an exception is possible only when n is even and hence G  Z2).
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Moreover the Reidemeister number #π0(E( f1, f2)) equals the order of G
whenever m, n ≥ 2.
Proof of theorems 1.12 and 4.2. Clearly vanishing conditions concerning
∂N( f1) or E(∂N( f1)) are independant of the basepoints chosenwhen defining
the boundary homomorphism ∂N. E. g. in the special case where the maps
f1, f2 are homotopic E(∂N( f1)) = 0 if and only if N#( f1, f2) = 0 (cf. [Ko 8],
5.6 - 7). In particular, the claims in 4.2 and 1.12, resp., hold for n = 1 and for
trivial G , resp. (use theorem 1.10 above).
Thus wemay assume that m, n, #G ≥ 2 . In view of a result of J. Jezierski
(cf. [Je], 4.0) we see that here
#G = #π0(E( f1, f2)) ≥ MCC( f1, f2) ≥ N
#( f1, f2)
even when n = 2 (compare 3.5, 3.6 and [Ko 8], 6.2).
According to 1.10 and [Ko 8], 3.4, we have: #G , N#( f1, f2) if and
only if there are liftings f˜1, f˜2 : Sm → Sn of f1, f2 such that the pair ( f˜1, f˜2)
is loose. In turn, this is equivalent to f1, f2 being homotopic. Indeed, for
every nontrivial element g of G the pair ( f˜1, g◦ f˜1) is obviously also loose.
Therefore both f˜2 and g◦ f˜1 are homotopic to a◦ f˜1 (cf. [Gr], exercise 16.7).
Thus g◦ f˜1 ∼ f˜2 and f1 ∼ f2. This case is discussed in detail in theorem 1.19
(to be proved in section 5 below). 
Here are also a few sample results concerning the minimum number
MC of coincidence points (compare e. g. [Ko 6], 1.13).
Proposition 4.3. For all maps f1, f2 : Sm → N = Sn/G into an odd-dimensional
spherical space form, n ≥ 3, we have:
MC( f1, f2) =


∞ if [ f1] − [ f2] < p∗◦E(π);
0 if f1 ∼ f2 or m < n;
#G else.
Here the diagram
π ⊂ πm−1(S
n−1)
E
−→ πm(S
n)
p∗
−→ πm(N)
involves suspension and projection; π denotes all of πm−1(Sn−1) if #G ≤ 2 and
the kernel of the Hopf-Hilton homomorphism
h ≔
∞⊕
i=0
h j : πm−1(S
n−1) → πm−1(S
2n−3) ⊕ πm−1(S
3n−5) ⊕ . . .
(cf. [Wh], XI, 8.5) if #G ≥ 3.
Observe that no specific feature of the group action – apart from the
order of G – enters the picture here. Such phenomena and the appearance of
Hopf invariants here are related to the geometry of (almost) injective points
in [Ko 6], p. 655.
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Special case: m = 4, n = 3. Here h : π3(S2)

−→ Z and E maps this group
onto π4(S3)  π4(N)  Z2. Hence we have for every map f : S4 → N
MC( f , ∗) =


∞ if [ f ] , 0 and #G ≥ 3;
#G if [ f ] , 0 and #G ≤ 2;
0 if [ f ] = 0.
In particular, if #G ≥ 3 and [ f ] , 0 then
MC( f , ∗) = ∞ but MC( f˜ , ∗˜) = 1
where f˜ : S4 → S3 is a lifting of f . 
Example 4.4: maps from spheres to (real, complex or quaternionic) projec-
tive spaces.
Let K = R, C or H denote the field of real, complex or quaternionic
numbers, and let d = 1, 2, or 4 be its real dimension. Let KP(n′) and
Vn′+1,2(K), resp., denote the corresponding space of lines through 0 and of
orthonormal 2–frames, resp., in Kn
′+1. The real dimension of N = KP(n′) is
n := d · n′.
Consider the diagram
(4.5) . . . // πm(Vn′+1,2(K))
p
K∗ // πm(Sn+d−1)
∂K //
p∗

πm−1(Sn−1) //
E

. . .
πm(KP(n′))
∂N
77♣
♣
♣
♣
♣
♣
πm(Sn)
determined by the canonical fibrations p and pK; E denotes the Freudenthal
suspension homomorphism.
Inviewof theorem1.10above (and the appendix in [Ko 6]) the following
result determines the Nielsen andminimum numbers N#, MCC andMC for
all f1, f2 : Sm → KP(n′), m, n′ ≥ 1. (Proofs can be found in section 6 of [Ko 8]).
Theorem 4.6. Assume m, n′ ≥ 2. Given [ fi] ∈ πm(KP(n′)), there is a unique
homotopy class [ f˜i] ∈ πm(Sn+d−1) such that p∗([ f˜i]) − [ fi] lies in the image of
πm(KP(n′ − 1)), i = 1, 2. (Since this image is isomorphic to πm−1(Sd−1), we may
assume that f˜i is a genuine lifting of fi when K = R or when m > 2 and
K = C). Define [ f ′i ] := [p◦ f˜i] ∈ πm(KP(n
′)).
Each pair of homotopy classes [ f1], [ f2] ∈ πm(KP(n′)) satisfies precisely one
of the seven conditions which are listed in table 4.7, together with the corresponding
Nielsen and minimum numbers.
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Condition N#( f1, f2) MCC( f1, f2) MC( f1, f2)
1) f ′1 ∼ f
′
2 , [ f˜2] ∈ ker ∂K 0 0 0
2) f ′1 ∼ f
′
2 , [ f˜2] ∈ kerE◦∂K − ker ∂K 0 1 1
3) K = R, f ′1 ∼ f
′
2 , f˜2 / a◦ f˜2 1 1 1
4) K = R, f ′1 / f
′
2 , [ f˜1] − [ f˜2] ∈ E (πm−1(S
n−1)) 2 2 2
5) K = R, [ f˜1] − [ f˜2] < E(πm−1(S
n−1)) 2 2 ∞
6) K = C orH, [ f˜1] = [ f˜2] < kerE◦∂K 1 1 1
7) K = C orH, [ f˜1] , [ f˜2] 1 1 ∞
Table 4.7. Nielsen and minimum coincidence numbers of all pairs of maps
f1, f2 : Sm → KP(n′), m, n′ ≥ 2: replace each (possibly base point free) homo-
topy class [ fi] by a base point preserving representative and read off the
values of N# and M(C)C. (Here f ′1 ∼ f
′
2 means that f
′
1 , f
′
2 are homotopic
in the basepoint free sense; a denotes the antipodal map).
We conclude also that the triangle in diagram 4.5 commutes, i. e. ∂K =
∂N◦ p∗. Indeed, compare the exact sequences in 1.16 and 4.5 and note that
the projection p : Sn+d−1 → N = KP(n′) pulls the tangent sphere bundle
STN over N back to Vn′+1,2(K). Moreover the tangent bundle over N,
when restricted to the lower dimensional submanifold KP(n′ − 1), allows
a nowhere vanishing section. Therefore ∂N(πm(KP(n′))) = ∂K(πm(Sn+d−1))
and
[ f ] ∈ ker ∂N ⇔ [ f˜ ] ∈ ker∂K,
[ f ] ∈ kerE◦ ∂N ⇔ [ f˜ ] ∈ kerE◦ ∂K
for all [ f ] ∈ πm(KP(n′)), m ≥ 2. Thus we may express table 4.7 and the
Wecken condition 1.18 entirely in terms of ∂KP(n′) or of ∂K, as we choose.
If n′ is odd, thenwe canmultiply the elements of Kn
′+1 on the left with
the element (0, 1) of the division algebra K ×K (of complex, quaternionic
or octonic numbers, resp.). The resulting map
s : Sd(n
′+1)−1 −→ Kn
′+1,
x = (x1, x2; x3, x4; . . . ; xn′ , xn′+1) −→ (−x2, x1;−x4, x3; . . . ) < K · x,
yields a section of pK. Therefore ∂K and ∂KP(n′) vanish identically. Propo-
sition 1.17 follows. 
Example 4.8: maps between tori (compare the proof of theorem 1.11)
For all m, n ≥ 1 and all maps f1, f2 : Tm → Tn the minimum number
MCC( f1, f2) agreeswith |det(u1, . . .un)| (cf. 3.7) and all fourNielsen numbers.
It is even equal to the Nielsen number N˜Z2( f1, f2) which counts those Nielsen
classes which contribute nontrivially to the mod 2 homology class
µ2(ω˜( f1, f2)) = g˜∗([C( f1, f2)]2) ∈ Hm−n(E( f1, f2);Z2)
(compare definition 3.2 and diagram 2.6). 
Minimum numbers and Wecken theorems in coincidence theory 25
After all these special examples let us look for results which apply to
all manifolds M and N (at least in a certain ‘stable’ dimension range). The
following is a generalisation of Wecken’s original result.
Theorem 4.9. (cf. [Ko 4], 1.10).
Assume m < 2n − 2.
Then for all maps f1, f2 : Mm → Nn (as in 1.36) we have
MCC( f1, f2) = N
#( f1, f2) = N˜( f1, f2).
The proof, given in section 4 of [Ko 4], emphasizes the role of the paths
θ which occur in E( f1, f2) and in any partial nullbordism of (C, g˜, g) (cf.
2.3 and 2.7): they are a crucial ingredient in the construction of homotopies
which eliminate inessential Nielsen coincidence classes.
Corollary 4.10. (cf. also [Ko 6], 3.3).
If m = n , 2, then
MC( f1, f2) =MCC( f1, f2) = N
#( f1, f2) = N˜( f1, f2).
Both minimum numbers agree also with N( f1, f2) and NZ( f1, f2) under the ad-
ditional assumption that M and N are orientable or, more generally, that the
vector bundles TM and f ∗1 (TN) over M have the same orientation behavior (i. e.
w1(M) = f
∗
1 (w1(N)), compare 2.9 and 3.9).
5. Selfcoincidences
In this sectionwediscuss our coincidence invariants in the special casewhere
f1 = f2 ≕ f : M → N. Here we are faced with the unusual situation that
the fiber map pr in diagram 2.3 allows the global section s : M → E( f , f )
defined by
s(x) ≔ (x, constant map in N at f (x)), x ∈M.
It lifts the inclusion g : C( f1, f2) ⊂ M to yield the coincidence datum g˜ =
s◦ g (compare 2.3). Therefore this lifting contains none of the rich extra
information it can capture in the general case when f1 / f2. E. g. ω( f , f )
is just as strong as ω˜( f , f ) (cf. 2.6) and N( f , f ) = N˜( f , f ). Moreover only
the pathcomponent Q0 ∈ π0(E( f , f )) which contains s(M) can possibly
contribute nontrivially to theω-invariants (cf. definition 3.2). Thus MCC( f , f )
and the Nielsen numbers of ( f , f ) can assume only the values 0 and 1.
Actually the same holds for MC( f , f ) when M = Sm or in the setting of
theorem 1.6.
Proposition 5.1. Let f : Vr,k →
(∼)
G r,k be the canonical projection (as in 1.6) and
assume also r ≥ 2k ≥ 2.
If N( f , f ) = 0 then ( f , f ) is loose by small deformation.
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Proofof 1.6 and5.1.TheGrassmannian G˜r,k of oriented k-planes in R
r allows
a tangent vector field v having a single zero with index χ(G˜r,k) = 2χ(Gr,k)
at the point y0 = [R
k ⊂ Rr] in G˜r,k. The corresponding section v◦ f of
the pullback f ∗(TG˜r,k) vanishes only in the fiber f
−1({y0}) = SO(k). Since
r ≥ 2k by assumption, we can rotate the vectors v1, . . . , vk of a k-frame in
Rk to (points near) the standard basis vectors ek+1, . . . , e2k in Rr. This yields
an isotopy which deforms the inclusion map g : SO(k) ⊂ Vr,k (compare
2.3) into a small neighbourhood of the point y0 = (ek+1, . . . , e2k) in Vr,k.
Conversely there is a ball B in Vr,k which contains the zero set SO(k) of
v◦ f . Actually after a suitable modification in B this section vanishes in at
most one point. Thus MC( f , f ) ≤ 1. Moreover, if we choose a trivialization
of the restricted vector bundle f ∗(TG˜r,k)|B we obtain the ‘index‘
i(v◦ f ,B) ≔
[(
v◦ f |∂B
)
/‖v◦ f |∂B‖
]
∈
[
∂B, Sn−1
]
≈
[
Sm−1, Sn−1
]
,
i. e. the local obstruction to removing these singularities.
Let us compare this indexwith theω-invariants of ( f , f ). A fixed choice
of an oriention of SO(k) equips this Lie group with a left invariant framing;
it also yields a (stable) trivialization of the tangent bundle along the fibers
of f , and hence of the coefficient bundle ϕ = f ∗(TN) − TM (cf. 2.9 and
diagram 2.6). Thus ω( f , f ) lies in the framed bordism group
Ωfrm−n
(
Vr,k
)
= Ωfrm−n ⊕ Ω˜
fr
m−n
(
Vr,k
)
where
m = dimVr,k = k(r − k) + k(k − 1)/2 and
n = dim
(∼)
G r,k = k(r − k).
We may represent this ω-invariant by a generic zero manifold of v◦ f in
the ball B, e. g. by χ
(
G˜r,k
)
many copies of SO(k). Hence ω( f , f ) lies in
Ωfrm−n ⊕ {0}  π
S
m−n and is equal to ±E
∞
(
i
(
v◦ f ,B
))
(compare [Ko 8], 5.7). If
r ≥ 2k ≥ 4 we are in the stable dimension range and N( f , f ) or, equivalently,
ω( f , f ) vanishes precisely if i(v◦ f ,B) does (and hence ( f , f ) is loose by
small deformation). On the other hand, if k = 1 then f is the identity map
on Sr−1 and i(v◦ f ,B) as well as N( f , f ) vanish precisely when r is even.
Similar arguments apply to the canonical projection f into the Grass-
mannian Gr,k of unoriented k-planes in R
r. 
Proof of theorem 1.19. Assume M = Sm and [ f ] ∈ πm(N), m, n ≥ 2.
Then ω#( f , f ) is just as strong as
pr∗(ω
#( f , f )) = ±E◦ ∂N([ f ]) ∈ πm(S
n)
(cf. [Ko 8], 5.6 and 5.7). In other words, conditions (iv) and (v) in 1.19 are
equivalent.
If N = Sn/G, G  Z2, then N = Sn (and hence MCC( f , f ) = N#( f , f ),
cf. 1.10c) or n is odd (and hence N allows a nowhere vanishing vectorfield
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and MCC( f , f ) = N#( f , f ) = 0); indeed, (#G) · χ(N) = χ(Sn) = 2 and #G ≤ 2
for even n. In both cases conditions (iii) and (iv) in 1.19 are equivalent.
In general, when amanifold N is noncompact or has zero Euler charac-
teristic, then it carries also a nowhere vanishing vectorfield and ∂N(πm(N)) =
0. If m < 2n − 2, or if m ≤ n + 4 and n ≡ 0(2), then kerE = 0 except when
m = n + 4 = 10. This is seen with the help of the EHP-sequence and Toda’s
tables (cf. [Wh], XII, 2.3, and [To]). In both cases the Wecken condition 1.18
holds for (m,N), and assumptions (i), . . . , (v) in 1.19 are all equivalent.
In view of 1.22 this completes the proof of theorem 1.19. 
Proof of theorem 1.22. Consider the composed diffeomorphism
TN

←−−
p1∗
ν(∆,N ×N)  U ⊂ N ×N
where ν(∆,N × N) and U, resp., are the normal bundle, and a tubular
neighbourhood, resp., of the diagonal ∆ in N×N, and p1∗ denotes the vector
bundle isomorphism determined by the first projection p1 : N × N → N
(compare Figure 2.1). This restricts to yield a fiber map from the tangent
sphere bundle STN (cf. 1.16) to the configuration space
C˜2(N) = {(y1, y2) ∈ N ×N | y1 , y2} = N ×N − ∆
(fibered over N by p1), and relates the two corresponding exact homotopy
sequences (cf. the commuting diagram 5.4 in [Ko 8]). We conclude that the
boundary homomorphism in the homotopy sequence of (C˜2(N), p1|) equals
jN∗◦∂N . Therefore f lifts to yield amap ( f , f ′) : Sm → C˜2(N) (i. e. f (x) , f ′(x)
for all x ∈ Sm) if and only if jN∗(∂N( f )) = 0. This is equivalent to conditions
(i) and (ii) (cf. 1.19) when jN∗ is injective.
Next assume that π1(N) , 0 and m ≥ 2. Then the fiber p−1({x0})
in the universal covering space p : N˜ → N has at least two points y0, y′0.
Moreover jN lifts to yield a composite
Sm−1
j˜N
−→ N˜ − p−1({x0})
incl
−−→ N˜ − {y0, y
′
0}
which maps Sm−1 homeomorphically onto the boundary sphere ∂B′ of a
small ball B′ around y′0 in N˜ − {y0}. Using an isotopy we can find a ball
B in N˜ around y0 containing B
′ and whose boundary ∂B meets ∂B′ in
precisely one point. Then there exists a (deformation) retraction
r : N˜ − {y0, y
′
0} → (N˜−
◦
B) ∨ ∂B′
and an obvious quotient map q to ∂B′ such that q ◦ r ◦ incl ◦ j˜N is a
homeomorphism. Thus the induced homomorphisms j˜N∗ and jN∗ are
injective.
Finally consider the case N = KP(n′). Here jN, when composed with
the natural retraction from KP(n′) − {y0} to KP(n
′ − 1), is homotopic to
the standard projection p : Sdn
′−1 → KP(n′ − 1) (compare 4.5). If n′ − 1 ≥ 1,
then p∗ – and hence jN∗ – is injective (compare theorem 4.6). 
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6. Kervaire invariants and Hopf invariants
In this section we prove theorems 1.27 and 1.29 as well as their corollaries.
Given a covering space p : N˜ → N, the tangent bundle TN of N pulls
back to p∗(TN)  TN˜. Therefore
∂N˜ = ∂N ◦ p∗ : πm(N˜) −→ πm−1(S
n−1), m ≥ 1,
(compare 1.16).
In particular, if we want to check theWecken property 1.18 for a spheri-
cal space form N = Sn/G, we need to discuss diagram 1.16 only for the case
N = Sn. Then ∂N is the boundary homomorphism in the exact homotopy
sequence of the canonical fiber map from the Stiefel manifold Vn+1,2 = STS
n
to Sn. For simplicity we write
∂ ≔ ∂Sn = ∂R
(compare 4.5).
When can the pair (Sm, Sn/G) possibly fail to have theWecken property
1.18, i. e. when is the intersection ∂(πm(Sn)) ∩ kerE nontrivial? Clearly we
have to look at nonstable dimension combinations where m ≥ 2n + 2 (since
otherwise kerE = 0). If m ≤ 3n − 5 we can approach our question via the
exact EHP-sequence
(6.1)
·· // πm−1(S2n−3)
wn−1∗ // πm−1(Sn−1)
E // πm(Sn)
H //
∂
hh ❦❴❙
πm(S2n−1) // · · ·
(cf. [We], XII, 2.3-2.5), where the homomorphism wn−1∗ is induced by the
Whitehead square wn−1 ≔ [ιn−1, ιn−1] (of the identitymap on Sn−1). Its kernel
as well as the homomorphism H are described by the (second) Hopf-James
invariant.
Let us study the first nonstable dimension combination m = 2n − 2.
Here E is onto, but rarely injective. If fact, if n . 0(2) the kernel of E is
even infinite (since the Z-valued Hopf invariant vanishes on πm+1(Sn)); but
this has no effect on Wecken properties since ∂(πm(Sn)) = 0 whenever n is
odd. In view of the famous Hopf invariant one theorem of Adams kerE = 0
precisely for n = 2, 4 or 8.
Thus we need to consider only the remaining case where n ≡ 0(2),
n , 2, 4, 8. We obtain the short exact sequence
(6.2) 0 // Z2
·wn−1 // π2n−3(Sn−1)
E // π2n−2(Sn) //
∂
ii ✐❞❴❩❯
0 ;
moreover, ∂ = 2E−1 is obtained by taking inverse images and multiplying
with 2. Thus the Wecken condition
∂(π2n−2(S
n)) ∩ kerE = 2 · π2n−3(S
n−1) ∩ Z2 · wn−1 = 0
Minimum numbers and Wecken theorems in coincidence theory 29
fails precisely if wn−1 = [ιn−1, ιn−1] “can be halved”, i. e. lies in 2 ·π2n−3(Sn−1).
But according to [GR 1] this is equivalent to the existence of an element in
the group π2n−2(Sn)  πSn−2 which has order 2 and Kervaire invariant one.
In view of further details in section 3 of [GR 1] and in our example 4.4, and
since 2 ker(E ◦ δ) = 0, theorem 1.27 and corollary 1.28 follow. 
In the next nonstable dimension setting assume that n ≡ 2(4), n ≥ 6
(otherwise the Wecken condition 1.18 holds, cf. [Ja 2], 3.5). Then the EHP-
sequence 6.1 yields the shorter exact sequence
(6.3) 0 // Z2vn−1 ⊂ π2n−2(Sn−1)
E // π2n−1(Sn)
1
2H //
∂
kk ❢❝❴❬❳
Z // 0
∈
wn
where vn−1 ≔ [ιn−1, ηn−1] , wn = [ιn, ιn] and ηn−1 generates πn(Sn−1);
moreover
∂wn = vn−1 < 2π2n−2(S
n−1) = ∂ ◦ E(π2n−1(S
n−1))
(cf. [Ja 2], lemmas 3.5, 7.4, 5.2 and 3.6). Since the Hopf invariant of wn equals
±2 we obtain the splitting
π2n−1(S
n)  E(π2n−2(S
n−1)) ⊕Zwn.
If MCC( f1, f2) , N#( f1, f2) we see (from 1.19) that f1 ∼ f2 (cf. 1.12) can
be lifted to yield a class of the form
[ f˜ ] = E(α) ±
1
2
H( f˜ )wn ∈ π2n−1(S
n), α ∈ π2n−2(S
n−1),
such that
∂([ f˜ ]) = 2α +
1
2
H( f˜ )vn−1 , 0
but E(∂([ f˜ ])) = E(2α) vanishes (and so does 2α since vn−1 cannot be
halved). Then H( f˜ ) ≡ 2(4) and MCC( f1, f2) = 1.
Conversely, if [ f1] = [ f2] lifts to an odd multiple of [ιn, ιn] then
1 =MCC( f1, f2) , N#( f1, f2) = 0 since ∂([ f˜ ]) = vn−1 ∈ kerE. 
Note that the variousversions ofHopf invariants (e. g. a` la James,Hilton,
Ganea, . . . ) are crucial not only in the results of this section and their proofs
(in the form of the EHP-sequence). They seem to make frequent appear-
ances all over topological coincidence theory (see e. g. also theorem 1.10, the
discussion of 1.35, as well as proposition 4.3).
7. Roots and degrees
In this section we discuss our coincidence invariants for pairs of the form
( f , ∗) where f : M → N is a map between smooth connected manifolds as
in 1.36 and ∗ denotes the constant map with value ∗ ∈ N.
First note that the pathspace E( f , ∗) (which plays such a central role in
the definition of Nielsen numbers, cf. 2.3 and 3.2) is just the mapping fiber
of f (cf. [Wh], I. 7, p. 43). The Reidemeister number #π0(E( f , ∗)) equals
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the cardinality of the cokernel of the induced homomorphism f∗ : π1(M)→
π1(N) (cf. 3.4 and 3.5).
Our ω-invariants give rise to four types of degrees (compare diagram
2.6).
Definition 7.1.
deg#( f ) ≔ ω#( f , ∗) ∈ Ω#( f , ∗);
d˜eg( f ) ≔ ω˜( f , ∗) ∈ Ωm−n(E( f , ∗); ϕ˜);
deg( f ) ≔ ω( f , ∗) ∈ Ωm−n(M;ϕ);
degZ( f ) ≔ g∗([C( f , ∗)]) ∈ Hm−n(M;‹Zϕ).
All of our coincidence invariants are compatiblewith homotopies. Thus
we may assume that f is smooth and has ∗ ∈ N as a regular value. Then
the four degrees defined in 7.1 capture appropriate coincidence data of the
submanifold C( f , ∗) = f−1({∗}) of M (compare 2.5 - 2.8) with decreasing
accuracy. For example, if M and N are oriented manifolds having the same
dimension m = n then deg#( f ) and d˜eg( f ) still keep track of the Nielsen
decomposition of C( f , ∗), but
deg( f ) ∈ Ω0(M) = Z and
degZ( f ) ∈ H0(M;Z) = Z
yield just another description of the standard mapping degree.
Given x ∈ C( f , ∗) and a pathcomponent Q of E( f , ∗), there is a loop
θ in N at ∗ such that (x, θ) ∈ Q. Clearly θ defines a homotopy of constant
maps and hence induces a fiber homotopy equivalence from E( f , ∗) to itself
(cf. [Ko 4], 3.2) which maps the pathcomponent Q0 (containing (x, constant
loop)) to Q. Similarly, θ induces selfbijections of the sets which are listed in
diagram 2.6 (cf. e. g. [Ko 4], 3.3). Therefore the contributions of Q0 and Q
to a given ω-invariant and Nielsen number (cf. 3.2) are either both trivial or
both nontrivial. We have proved
Proposition 7.2. The Reidemeister number #π0(E( f , ∗)) = #
(
π1(N)/ f∗(π1(M))
)
and 0 are the only values which any of the four Nielsen numbers of ( f , ∗) can
possibly take.
Example: M = Sm. Here we assume that m, n ≥ 2 (the remaining cases being
well understood – when M = N = S1, cf. 1.10 – or trivial).
Since the minimum and Nielsen numbers are (free) homotopy invari-
ants we may also assume that the maps f1, f2, . . . have a convenient base
point behavior. Thus fix base points x0 ∈ S
m and y1 , y2 = ∗ ∈ N, and
choose a local orientation of N at the point ∗, as well as a path τ in N
joining ∗ to y1. For any two maps fi : (S
m, x0) → (N, yi), i = 1, 2, these
choices (and the Pontryagin-Thom procedure) allow us to identify the set
Ω#( f1, f2) with the homotopy group πm(Sn ∧ (ΩN)+) (cf. section 6 in [Ko 6]
which uses an observation of A. Hatcher and F. Quinn, cf. [HQ], 3.1). Here
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ΩN denotes the space of loops in N starting and ending at ∗, and Sn∧(ΩN)+
is just the Thom space of the trivial n-plane bundle over ΩN.
These identifications present enormous advantages. First of all we can
now compare the ω#-invariants of different pairs of maps. Moreover we are
greatly helped by compatibilities with group structures.
Lemma 7.3. Given maps
fi, f
′
i : (S
m, x0) → (N, yi) , i = 1, 2,
we have
ω#( f1 + f
′
1 , f2 + f
′
2) = ω
#( f1, f2) + ω
#( f ′1 , f
′
2).
In particular,
deg# = ω#(−, ∗) : πm(N, y1) → πm(S
n ∧ (ΩN)+),
is a group homomorphism.
Proof. The coincidence set C( f1+ f
′
1 , f2+ f
′
2) consists of the two parts C( f1, f2)
and C( f ′1 , f
′
2) which lie in different halfspheres of S
m and are separated by
an equator. The second claim is just the special case f2 ≡ f
′
2 ≡ ∗. 
Our choice of the path τ from ∗ to y1 determines also an isomorphism
πm(N, ∗)  πm(N, y1) which we denote by [ f ] → [ f τ]. Moreover there is a
canonical involution inv of the group πm(Sn ∧ (ΩN)+) such that e. g.
ω#(y1, f ) = inv(deg
#([ f τ])
for all [ f ] ∈ πm(N, ∗) (cf. [Ko 6], 2.5 and 6.1). In particular, given any pair
( f1, f2) as in lemma 7.3, we see that
ω#( f1, f2) = ω
#( f1, ∗) + ω
#(y1, f2)
= deg#
(
[ f1]
)
+ inv ◦deg#
(
[ f τ2 ]
)
.
Thus, in away, the root case invariant deg# is basic for all otherω#-invariants.
Lemma 7.3 also allows us to split ω#( f1, f2) into a ‘root component‘ and
a ‘selfcoincidence component‘:
ω#( f1, f2) = deg
#( f1 − f
τ
2 ) + ω
#( f τ2 , f2)
In the many cases when N#( f2, f2) or, equivalently, ω#( f τ2 , f2), vanishes (e. g.
if at least one of the four restrictions in theorem 1.32 is not satisfied) only
the root component survives; then N#( f1, f2) = N#( f1 − f τ2 , ∗) and the other
three Nielsen numbers are equal to #π1(N) or 0 (cf. 7.2). On the other hand,
if N#( f2, f2) , 0, then the Reidemeister number #π1(N) (and hence all four
Nielsen numbers) of ( f1, f2) are bounded above by 2 (cf. 1.32). In particular,
this proves theorem 1.34. 
Acknowledgment
It is a pleasure to thank D. Randall for many very stimulating discussions.
32 Ulrich Koschorke
References
[AS] M. F. Atiyah and L. Smith, Compact Lie groups and stable homotopy of
spheres, Topology 13 (1974), 135-142.
[B] W. Browder, The Kervaire invariant of framed manifolds and its gener-
alization, Ann. of Math. 90 (1969), 157-186.
[Be S] J. C. Becker and R. E. Schultz, Fixed point indices and left invariant fram-
ings, Geometric Applications of Homotopy Theory I, Proc. Evanston
1977, Springer Lecture Notes 657 (1978), 1-31.
[BGZ] S. A. Bogatyi, D. L. Gonc¸alves and H. Zieschang, Coincidence theory: the
minimizing problem, Proc. Steklov Inst. Math. 225 (1999), 45-77.
[Br 1] R. Brown, Wecken properties for manifolds, Contemp. Math. 152 (1993),
9-21.
[Br 2] ———-, Nielsen fixed point theory on manifolds, Banach Center Publ.
49 (1999), 19-27.
[Br S] R. Brown and H. Schirmer, Nielsen coincidence theory and coincidence-
producingmaps formanifoldswithboundary, TopologyAppl. 46 (1992),
65-79.
[Bro] R. Brooks, On removing coincidences of twomaps when only one, rather
than both, of them may be deformed by a homotopy, Pacific J. Math. 39,
no.3 (1971), 45-52.
[Cr] M. Crabb, The homotopy coincidence index, J. Fixed Point Theory Appl.
7 (2010), 1-32.
[CJ] M. Crabb and I. James, Fiberwise homotopy theory, Springer Monogr. in
Math., 1998.
[D] A. Dold, The fixed point index of fibre-preserving maps, Inventiones
math. 25 (1974), 281-297.
[DG] A. Dold and D. Gonc¸alves, Self-coincidence of fibre maps, Osaka J. Math.
42 (2005), 291-307.
[Da] J. P. Dax, Etude homotopique des espaces de plongements, Ann. Sc. Ec.
Norm. Sup. 5 (1972), 303-377.
[Ga] T. Ganea, A generalization of the homology and homotopy suspension,
Comment. Math. Helv. 39 (1965), 295-322.
[Go] D. Gonc¸alves, Fixed points of S1-fibrations, Pacific J. Math. 129 (1987),
297-306.
[GK] D. Gonc¸alves and U. Koschorke, Nielsen coincidence theory of fibre-
preserving maps and Dold’s fixed point index, Topological Methods
in Nonlinear Analysis, Journal of the Juliusz Schauder Center 33 (2009),
85-103.
[GR 1] D. Gonc¸alves and D. Randall, Self-coincidence of maps from Sq-bundles
over Sn to Sn, Bol. Soc. Mat. Mexicana (3) 10 (2004), 181-192.
[GR 2] ———-, Self-coincidence of mappings between spheres and the strong
Kervaire invariant one problem, C. R. Math. Acad. Sci. Paris 342 (2006),
511-513.
[Gr] M. Greenberg, Lectures on algebraic topology, Benjamin, 1967.
[GW] D. Gonc¸alves and P. Wong, Wecken property for roots, Proc. Amer. Math.
Soc. 133 (2005), 2779-2782.
Minimum numbers and Wecken theorems in coincidence theory 33
[H] H. Hopf, U¨ber die algebraische Anzahl von Fixpunkten, Math. Z. 29
(1929), 493-524.
[HQ] A. Hatcher and F. Quinn, Bordism invariants of intersections of subman-
ifolds, Trans. AMS 200 (1974), 327-344.
[HHR] M. Hill, M. Hopkins and D. Ravenel, On the non-existence of elements of
Kervaire invariant one, arXiv: 0908.37254 v2 (2010).
[Ja 1] I. James, On the suspension triad, Ann. Math. 63 (1956), 191-247.
[Ja 2] ———-, Products on spheres, Mathematika 6 (1959), 1-13.
[Je] J. Jezierski, The least number of coincidence points on surfaces, J. Austral.
Math. Soc (Series A) 58 (1995), 27-38.
[Ji 1] B. Jiang, Fixed points and braids, Invent. Math. 75 (1984), 69-74.
[Ji 2] ———-, Fixed points and braids II, Math. Ann. 272 (1985), 249-256.
[Ji 3] ———-, Commutativity and Wecken properties for fixed points of sur-
faces and 3-manifolds, Topology Appl. 53 (1993), 221-228.
[K] M. Kervaire, A manifold which does not admit any differentiable struc-
ture, Comment. Math. Helv. 34 (1960), 257-270.
[KM] M. Kervaire and J. Milnor, Groups of homotopy spheres. I, Ann. of Math.
77 (1963), 504-537.
[Ke] M. Kelly, Minimizing the number of fixed points for self-maps of com-
pact surfaces, Pacific J. Math. 126 (1987), 81-123.
[Kn] K. Knapp, Rank and Adams filtration of a Lie group, Topology 17 (1978),
41-52.
[Ko 1] U. Koschorke, Vector fields and other vector bundle morphisms – a sin-
gularity approach, Springer Lect. Notes Math. 847 (1981).
[Ko 2] ———-, Selfcoincidences in higher codimensions, J. reine und angew.
Math. 576 (2004), 1-10.
[Ko 3] ———-, Nielsen coincidence theory in arbitrary codimensions: the min-
imizing problem, Oberwolfach Report 1 (2004), 2342-2344.
[Ko 4] ———-, Nielsen coincidence theory in arbitrary codimensions, J. reine
und angew. Math. 598 (2006), 211-236.
[Ko 5] ———-, Geometric and homotopy theoretic methods in Nielsen coin-
cidence theory, Fixed Point Theory and Applications (2006), Article ID
84093, 1-15.
[Ko 6] ———-, Nonstabilized Nielsen coincidence invariants and Hopf-Ganea
homomorphisms, Geometry and Topology 10 (2006), 619-666.
[Ko 7] ———-, Selfcoincidences and roots in Nielsen theory, J. Fixed Point
Theory Appl. 2 (2007), 241-259.
[Ko 8] ———-, Minimizing coincidence numbers of maps into projective
spaces, Geometry & Topology Monographs 14 (2008), 373-391.
[Ko 9] ———-, Some homotopy theoretical questions arising in Nielsen coinci-
dence theory, Proceedings of the Postnikov Memorial Conference 2007
in Bedlewo, Banach Center Publications 85 (2009), 275-280.
[Ko 10] ———-, Reidemeister coincidence invariants of fiberwise maps, Topol-
ogy Appl. 157 (2010), 1849-1858.
34 Ulrich Koschorke
[Ko 11] ———-, Fixed points and coincidences in torus bundles, Journal of
Topology & Analysis, to appear.
[KR] U. Koschorke and D. Randall, Kervaire invariants and selfcoincidences,
Oberwolfach (2007).
[KW] J. Klein and B. Williams, Homotopical intersection theory I, Geom. Top
11 (2007), 939-977.
[L] S. Lefschetz, Continuous transformations of manifolds, Proc. Nat. Aca.
Sci. USA 9 (1923), 90-93.
[MS] J.Milnorand J. Stasheff, Characteristic classes,Ann.Math. Stud. 76 (1974),
Princeton University Press.
[Ni] J. Nielsen, Untersuchungen zur Topologie der geschlossenen zweiseiti-
gen Fla¨chen, Acta Math. 50 (1927), 189-358.
[O] E. Ossa, Lie groups as framed manifolds, Topology 21 (1982), no. 3,
315-323.
[P 1] R. Palais, Foundations of Global Non-linear Analysis, Benjamin & Co.,
New York, 1968.
[P 2] ———–, The classification of real division algebras, Amer. Math.
Monthly, 75 (1968), 366-368.
[Pa] G. Paechter, The groupsπr(Vn,m). I, Quart. J.Math. Oxford Ser. (2) 7 (1956)
249-268.
[Sa] H. A. Salomonsen, Bordism and geometric dimension, Math. Scand. 32
(1973), 87-111.
[To] H. Toda, Composition methods in homotopy groups of spheres, Annals
of Mathematics Studies 49, Princeton University Press 1962.
[We] F. Wecken, Fixpunktklassen. I, II, III, Math. Ann. 117 (1941), 659-671; 118
(1942), 216-234 and 544-577.
[Wh] G. Whitehead, Elements of homotopy theory, Graduate Texts in Mathe-
matics, Springer-Verlag, 1978.
[Z] X. Zhang, The least number of fixed points can be arbitrarily larger than
the Nielsen number, Acta Sci. Nat. Univ. Pekin. 1986, 15-25.
Ulrich Koschorke
Fachbereich Mathematik
Universita¨t Siegen
57068 Siegen, Germany
e-mail: koschorke@mathematik.uni-siegen.de
This figure "figure1.jpg" is available in "jpg"
 format from:
http://arxiv.org/ps/1305.1664v1
