In this section, network models are described which learn unsupervised and generate their topology during learning. Among the models described, one can distinguish those having a specific dimensionality (e.g. two or three) from models whose dimensionality varies locally with the input data. Furthermore, models with a fixed number of units but variable connectivity can be distinguished from models which also change their number of units through insertion and/or deletion. Application areas of the described models include vector quantization, data visualization and clustering.
and the need to define a decay schedule for various parameters. Kohonen's model, which builds upon ideas of Willshaw and von der Malsburg (1976) , aims at mapping high-dimensional input signals onto an (often two-dimensional) neural sheet of fixed size and structure in such a way that neighborhood relations among the input signals are preserved as well as possible. An essential prerequisite for this is a network structure matching the structure of the distribution. If this is approximately the case, Kohonen's model is able to find appropriate mappings (figure C2.4.1). In many cases, however, missing knowledge of the probability distribution of the data prevents the choice of a matching topology. The often chosen standard topology (a square grid) can then lead to poor mappings with rather arbitrary neighborhood relations ( figure C2.4.2). 
C2.4.2.2 Purpose
The purpose of the growing cell structures model is the generation of a topology-preserving mapping from the input space R n onto a topological structure A of equal or lower dimensionality k. By topology preservation we (informally) mean the following.
• Input vectors which are close in R n should be mapped onto neighboring (or identical) nodes in A.
• Neighboring nodes in A should have similar input vectors mapped onto them.
In many situations this property is not achievable in a strict sense since a reversible mapping from highdimensional spaces onto low-dimensional structures does not exist in general. In any case we intend to preserve at least the more prominent similarity relations by the mapping. There is some relation to principal B4.4.3 component analysis (PCA) . When doing a PCA on the data followed by a projection onto the subspace spanned by the eigenvectors corresponding to the k-largest eigenvalues, the linear dimensionality reduction is achieved which maximally preserves information. A growing cell structures model which generates a k-dimensional topological structure can be seen as a projection onto a nonlinear, discretely sampled submanifold. The same holds for the self-organizing feature map (Kohonen 1982) which, however, relies on a predefined structure.
C2.4.2.3 Topology
The model comprises a set A of nodes. Each node c ∈ A has an associated n-dimensional reference vector w c which indicates the center of its receptive field in input space R n . A given set of nodes with their reference vectors defines a particular partition of the input space, the so-called Voronoi tessellation (see figure C2 .4.9). The receptive field of each node c is the Voronoi field V (c) of its reference vector w c and can be characterized by
The Voronoi field of c thus consists of those points in R n for which w c is the nearest of all currently existing reference vectors.
Between certain pairs of nodes there are edges indicating neighborhood. The resulting topology is strictly k-dimensional whereby k is some positive integer chosen in advance. The basic building block and also the initial configuration of each network is a k-dimensional simplex. This is, for example, a line for k = 1, a triangle for k = 2, and a tetrahedron for k = 3. Figure C2 .4.3 shows some topologies for different values of k.
(a) (b) (c) Figure C2 .4.3. Example topologies for the growing cell structures model for different network dimensionalities k. The initial topology is always a k-dimensional simplex. Topologies for k = 1, k = 2 and k = 3, each consisting of several k-dimensional simplices, are shown.
For a given network configuration a number of adaptation steps are used to update the reference vectors of the nodes and to gather local error information at each node (see figure C2 .4.4). This error information is used to decide where to insert new nodes. A new node is always inserted by splitting the longest edge emanating from the node q with maximum accumulated error. In doing this, additional edges are inserted such that the resulting structure consists exclusively of k-dimensional simplices again (see figure C2 .4.5).
C2.4.2.4 Learning rule
Learning in the described model comprises adaptation of the reference vectors and insertion of nodes and connections. This terminology makes sense since inserting a new node and interpolating its reference A new unit r has been inserted in between the unit q and its direct neighbor which is furthest in input space (among all direct neighbors). The error variables of the neighbors of r have been reduced and r is given a nonzero initial value.
vector from the neighbors is in essence equivalent to performing a number of adaptation steps for a sofar unused unit. Insertions, however, can be done much faster than positioning by stepwise adaptation. Moreover, if adaptation is not required to move units over large distances, the parameters chosen can be small and constant.
The growing cell structures learning procedure is described in the following.
(i) Start with a k-dimensional simplex. The (k + 1) vertices are initialized to random vectors in R n .
(ii) Choose an input signal ξ according to the input distribution P (ξ).
(iii) Determine the best-matching unit s (the unit with the nearest reference vector):
(iv) Add the squared distance † between the input signal and the best-matching unit s to a local error variable E s :
(v) Move s and its direct topological neighbors ‡ towards ξ by fractions b and n , respectively, of the total distance:
(With N c we denote the set of topological neighbors of a unit c, i.e. those units which are connected to c by an edge.) (vi) If the number of input signals generated so far is an integer multiple of a parameter λ, insert a new unit as follows.
• Determine the unit q with the maximum accumulated error:
• Insert a new unit r by splitting the longest edge emanating from q, say an edge leading to a unit f . Insert the connections (q, r) and (r, f ) and remove the original connection (q, f ). To rebuild the structure such that it again consists only of k-dimensional simplices, the new unit r is also connected with all common neighbors of q and f , i.e. with all units in the set N q ∩ N f . † Depending on the problem at hand other local measures are also possible, for example, the number of input signals for which a particular unit is the winner or even the positioning error of a robot arm controlled by the network. The local measure should generally be something which one is interested in reducing and which is likely to be reduced by the insertion of new units. ‡ Throughout this paper the term neighbors denotes units which are topological neighbors in the graph (as opposed to units within a small Euclidean distance of each other in input space). Unsupervised ontogenic networks
• Interpolate the reference vector of r from the vectors of q and f : w r = 0.5(w q + w f ) .
• Decrease † the error variables of all neighbors of r:
• Set the error variable of the new unit r to the mean value of its neighbors:
(vii) Decrease the error variables of all units:
(viii) If a stopping criterion (e.g. net size or some performance measure)
is not yet fulfilled, continue with step (ii).
How does this method work? The accumulation of distortion error (iv) enables the identification of units generating high distortion error. Inserting a new unit at the same position, however, as the unit q with maximum accumulated error would not decrease the expected distortion error ‡. Therefore, new units are always inserted between a unit and one of its neighbors (v) . Instead of erasing all error variables after an insertion, only the variables of cells in the vicinity of the new cell are decreased. This preserves the accumulated error in other regions of the input space and makes it possible to insert new units always after a constant number λ of adaptation steps. Erasing the error variables would force us to choose λ proportional to the current network size. The exponential decay of all error variables (vii) stresses the impact of recently accumulated error, which makes sense since units are moving around slightly. Figure C2 .4.6 shows some stages of the resulting growth process for a simple distribution. Figure C2 .4.7 depicts the result of the self-organizing process for a more complicated distribution. The parameters used in both simulations were: α = 0.2, ε b = 0.02, ε n = 0.006, β = 0.0005 and λ = 200.
C2.4.2.5 Examples

C2.4.2.6 Related neural network models
In addition to the self-organizing feature map (Kohonen 1982 ) the described model is related to the elastic net model (Durbin and Willshaw 1987) . The supervised variant of the growing cell structures (see, for example, Fritzke 1994b) is linked to the radial basis function model (Poggio and Girosi 1990, Moody C1.6.2 and Darken 1989) . If one replaces the strict k-dimensional structure with an unconstrained topology one arrives at the growing neural gas model described in section C2.4.3. † In principle, one could also erase all error variables each time a new unit is inserted. In this case one had to perform a number of adaptation steps per insertion which is proportional to the current network size since all units need a sufficient chance to be hit by some input signals and to accumulate error information. By keeping the error information, however, and only adjusting the values near newly inserted units, we only need a constant number of adaptation steps per insertion. The amount of adjustment actually used is a heuristic value. The correct determination of the appropriate error values after an insertion would require detailed knowledge of the probability distribution P (ξ) of the input signals and the inherent dimensionality of the data. Assuming this knowledge for a unit i the expected summed square error would be the following integral in the Voronoi polyhedron V (i):
with β being the decay parameter from equation C2.4.3. One could now approximate the Voronoi polyhedron (which is hard to compute in high dimensions) and make assumptions on the unknown probability density P (ξ) to improve (C2.4.2). From our experience, however, this is not necessary. One reason might be that the adaptation steps provide a constant flow of valid error information. ‡ One can consider the decrease in expected distortion error as a function E(w r ) of the position w r of the new unit r. This function is non-negative and has minima (where it takes the value 0) exactly at the positions of the existing units. Growing cell structures result after 20 000 signals for the same data distribution as used previously for the Kohonen feature map. The growth process has led to a two-dimensional structure with a topology rather well adapted to the given data distribution.
C2.4.2.7 Advantages
In contrast to other approaches there is no need to specify the network size in advance. Moreover, all parameters are constant, which eliminates the need to define a decay (or annealing) schedule. Generally, parameter setting is unproblematic.
C2.4.2.8 Disadvantages
Due to the irregular and dynamic graph structure employed, the model is more difficult to implement than models with a predefined regular structure.
C2.4.2.9 Typical applications
• Combinatorial optimization. A one-dimensional growing cell structures network which is closed to a F1.3 ring can be used to generate approximate solutions to Euclidean traveling salesman problems (Fritzke and Wilke 1991) .
• Data visualization. By choosing a small network dimension k for high-dimensional input data it is possible to visualize the data with an embedding of the network in the k-dimensional space. Such an embedding can be constructed during the growth process (Fritzke 1994a) . It always exists due to the dimensionality k of the network. See figure C2 .4.8 for a simple example.
C2.4.2.10 Variations and improvements
Closed networks. Networks which have no 'outer' nodes, (e.g. a ring in the one-dimensional case or a closed two-dimensional mesh of triangles) and which are useful, for example, to generate approximate solutions for the traveling salesman problem (Fritzke 1991) .
Supervised growing cell structures. A combination of the proposed networks with the radial basis function approach. New nodes are inserted on the basis of accumulated classification error which leads to nearminimal nets with strong generalization abilities (Fritzke 1994b Figure C2 .4.8. A two-dimensional growing cell structures network has adapted to a signal distribution which has different dimensionalities in different areas of the input space. The distribution, which has been used earlier by Martinetz and Schulten, consists of a (one-dimensional) ring, a line segment, a rectangle and a parallelepiped. (a) shows the network in the input space with the triangles in gray shades. (b) shows an embedding of the network in the plane. Since the network is two-dimensional, such an embedding exists independently of the input data dimensionality (three in this case). Thus, the growing cell structures network realizes a mapping from the input space to the plane while trying to preserve the topology of the input data distribution. This works best for the rectangular part. The 1D part is mapped onto two dimensions (see lower end of (b)). In the 3D region of the input space the network is folded, which is the only way to preserve the topology at least to some degree (like a space-filling curve in two dimensions).
Removal of units.
By introducing the removal of units it is possible to get networks consisting of different unconnected graphs representing clusters in the input data. See Fritzke (1994a) for a removal criterion based on estimated probability density. This criterion is applicable if the number of input signals is locally accumulated. For the error-minimizing networks presented in this section, however, we are still in the process of formulating a suitable removal criterion. This criterion will be based on the quantization error which would occur if a specific unit would be removed.
C2.4.3 Competitive Hebbian learning, neural gas and topology-representing networks
C2.4.3.1 Introduction
The models described in this section were proposed at the same time (even in the same session of the 1991 International Conference on Artificial Neural Networks in Helsinki) as the growing cell structures. They represent another kind of extension of the original self-organizing map method with its predefined topology.
C2.4.3.2 Purpose
The purpose of the methods described here is to distribute a number of centers according to some probability distribution (neural gas) and to generate a topology among these centers which has a dimensionality which is equal to the local dimensionality of the data and may be different in different parts of the input space (competitive Hebbian learning). The generation of such a topology can be denoted as 'topology learning'.
C2.4.3.3 Topologies
Competitive Hebbian learning (Martinetz 1993 ) assumes a number of centers in R n and successively inserts topological connections among them by evaluating input signals drawn from a data distribution P (ξ). The principle of this method is:
For each input signal ξ connect the two closest centers (measured by Euclidean distance) by an edge.
The resulting graph is a subgraph of the Delaunay triangulation (figure C2.4.9(a)) corresponding to the set of centers. This subgraph (figure C2.4.9(b)), which is called the induced Delaunay triangulation, is limited to those areas of the input space R n where P (ξ) > 0. The induced Delaunay triangulation has been shown to optimally preserve topology in a very general sense .
The neural gas method does not use a particular topology. A 'network' simply consists of a number of disconnected centers in R n . 
C2.4.3.4 Learning rules and examples
Formally, competitive Hebbian learning can be described as follows.
(i) Initialize the set A to contain N units c i , at random positions w c i ∈ R n , i = 1, 2 . . . , N:
Initialize the connection set C, C ⊂ A × A, with the empty set (start with no connections):
(ii) Generate at random an input signal ξ according to P (ξ).
(iii) Determine units s 1 and s 2 (s 1 , s 2 ∈ A) such that
(iv) If it does not exist already, insert a connection between s 1 and s 2 to C:
(v) Continue with step (ii) unless the maximum number of signals is reached.
Only centers lying on the input data submanifold or in its vicinity actually develop any edges (see figures C2.4.10 and C2.4.11). The others are useless for the purpose of topology learning and are often called dead units. To make use of all centers they have to be placed in those regions of R n where P (ξ) differs from zero. This could be done by any vector quantization procedure. Martinetz and Schulten (1991) have proposed the neural gas method for this purpose (which is a vector quantization method). The main principle of neural gas is the following:
For each input signal ξ adapt all centers according to their rank order (nearest, second-nearest, etc) with respect to ξ. Decrease the number of significantly moved centers over time until only the winner is moved.
The important idea here is to use the distance in input space only for determining a rank order and then do adaptations on the basis of this rank order. This makes the method rather invariant to initialization. To achieve convergence, a decay schedule is needed for the parameters which again demands to define the total number of adaptation steps in advance.
Formally neural gas can be described as follows. Initialize the time parameter t: t = 0 .
(iii) Order all elements of A according to their distance to ξ, i.e. find the sequence of indices (i 0 , i 1 , . . . , i N−1 ) such that w i 0 is the reference vector closest to ξ, w i 1 is the reference vector secondclosest to ξ and w i k , k = 0, . . . , N − 1 is the reference vector such that k vectors w j exist with w j − ξ < w k − ξ . Following Martinetz et al (1993) we denote with k i (ξ, A) the number k associated with w i . (iv) Adjust the reference vectors according to
with the following time dependencies:
(v) Increase the time parameter t: t = t + 1 .
(vi) If t < t max continue with step (ii). For a given data distribution one could now first run the neural gas algorithm to distribute a certain number of centers and then use competitive Hebbian learning to generate the topology. It is, however, also possible to apply both techniques concurrently (Martinetz and Schulten 1991) . In this case a method for removing obsolete edges is required, since the motion of the centers may make edges invalid which have been generated earlier. Martinetz and Schulten use an edge aging scheme for this purpose. One should note that the competitive Hebbian learning algorithm does not influence the outcome of the neural gas method in any way since the adaptations in neural gas are based only on distance in input space and not on the network topology. On the other hand neural gas does influence the topology generated by competitive Hebbian learning, since it moves the centers around. The straightforward combination of competitive Hebbian learning and neural gas has been called 'topology-representing networks'. We do not describe this method separately due to lack of space (Martinetz and Schulten (1994) give a comprehensive description). Simulation results for the topology-representing networks for our example distributions are shown in figures C2.4.14 and C2.4.15.
C2.4.3.5 Related neural network models
The neural gas method is related to other vector quantization methods. Competitive Hebbian learning and C1.1.5 the topology-representing networks model are related to the growing neural gas model.
C2.4.3.6 Advantages
The combination of neural gas and competitive Hebbian learning described above, which is sometimes referred to as topology-representing networks (Martinetz and Schulten 1994) , is an effective method for topology learning. If a sufficient number of units is used a topological structure develops which characterizes very well the topology of the underlying data distribution. The nature of competitive Hebbian learning prevents the method forming 'topological defects' as have been observed for the self-organizing feature map. Figure C2 .4.15. Neural gas plus competitive Hebbian learning result after 40 000 signals for the clustered data distribution. The final structure reflects very well the structure of the underlying distribution. Since a parameter decay is needed for neural gas, the number of adaptation steps has to be fixed in advance. The same holds for the number of units which must be fixed beforehand. If no knowledge of the distribution is present, this is a difficult step.
C2.4.3.7 Disadvantages
A problem in practical applications may be to determine a priori a suitable number of centers. Depending on the complexity of the data distribution which one wants to model, different numbers of centers may be appropriate. The underlying neural gas algorithm requires a decision in advance and, if the result is not satisfying, one or more new simulations have to be performed from scratch.
The parameter λ determining the degree of neighborhood adaptation must be set large enough to 'capture' all units in early stages. Otherwise dead units might occur which do not contribute to the network. On the other hand λ must decay fast enough to allow the units to be distributed according to the underlying data distribution (as opposed to the position dictated by neigborhood interaction as can be observed in intermediate stages of the simulation (see figure C2 .4.14(b)).
C2.4.3.8 Typical applications
The methods described can be used for vector quantization and clustering. Also, a supervised version has been proposed which associates a local linear mapping with every unit and may be used, for example, for time-series prediction .
C2.4.4 Growing neural gas
C2.4.4.1 Introduction
The model described in this section can be seen as a variant of the growing cell structures without the strict topological constraints of the former model. One could also interpret it as an incremental variant of the topology-representing networks described in the previous section. 
C2.4.4.2 Purpose
The purpose of the growing neural gas model is to generate a graph structure which reflects the topology of the input data manifold (topology learning). This graph has a dimensionality which varies with the dimensionality of the input data. The resulting structure can be used to identify clusters in the input data. The nodes by themselves can be used as a codebook for vector quantization. Moreover, node positions and the neighborhood information contained in the edges can be used to set up an interpolation scheme where function values for arbitrary position in R n are computed from the values stored at the nearest node and its neighboring nodes in the graph. The growing neural gas model shares some properties with the topology-representing networks . In particular, competitive Hebbian learning is used to generate the topology. The incremental structure of our method, however, leads to some inherent advantages of the approach presented. The growing neural gas model relates to the topology-representing networks in a similar way as the growing cell structures model relates to the self-organizing feature map.
C2.4.4.3 Topology
In the growing neural gas model there are no such restrictions on the topology as in the growing cell structures model. In principle, arbitrary edges are allowed and, in particular, the topology may have different dimensionalities in different parts of the input space.
C2.4.4.4 Learning rule
In the following we consider networks consisting of • a set A of units (or nodes). Each unit c ∈ A has an associated reference vector w c ∈ R n . The reference vectors can be regarded as positions in input space of the corresponding units.
• a set C of connections (or edges) among pairs of units. These connections are not weighted. Their sole purpose is the definition of topological structure. Moreover, there is a (possibly infinite) number of n-dimensional input signals obeying some unknown probability density function P (ξ).
The main idea of the method is successively to add new units to an initially small network by evaluating local statistical measures gathered during previous adaptation steps. This is the same approach as used in the growing cell structures model (Fritzke 1994a) which, in contrast, has a topology with a fixed dimensionality.
In the approach described here, the network topology is generated incrementally by competitive Hebbian learning and has a dimensionality which depends on the input data and may vary locally. The complete algorithm for our model which we call growing neural gas is given by the following:
(i) Start with a set A of two units a and b at random positions w a and w b in R n :
Initialize the connection set C to contain an edge between a and b and set the age of this connection to zero:
(ii) Generate an input signal ξ according to P (ξ).
and w s 2 − ξ ≤ w c − ξ (∀c ∈ A \ s 1 ) .
(iv) If it does not already exist, insert a connection between s 1 and s 2 to C:
In any case: set the age of the connection between s 1 and s 2 to zero ('refresh' the edge): Unsupervised ontogenic networks (v) Add the squared distance between the input signal and the nearest unit in input space to a local error variable:
(vi) Move s 1 and its direct topological neighbors towards ξ by fractions b and n , respectively, of the total distance:
(vii) Increment the age of all edges emanating from s 1 :
whereby N c is the set of direct topological neighbors † of c. (viii) Remove edges with an age larger than a max . If this results in units having no emanating edges, remove them as well. (ix) If the number of input signals generated so far is an integer multiple of a parameter λ, insert a new unit as follows.
• Determine the unit q with the maximum accumulated error.
• Interpolate a new unit r from q and its neighbor f with the largest error variable:
• Insert edges connecting the new unit r with units q and f , and remove the original edge between q and f :
• Decrease ‡ the error variables of q and f .
Interpolate the error variable of r from q and f :
(x) Decrease the error variables of all units:
(xi) If a stopping criterion (e.g. net size or some performance measure)
How does the method described work? The adaptation steps towards the input signals (vi) lead to a general movement of all units towards those areas of the input space where signals come from (P (ξ) > 0). The insertion of edges (vii) between the nearest and the second-nearest unit with respect to an input signal generates a single connection of the induced Delaunay triangulation (see figure C2 .4.9(b)) with respect to the current position of all units. The removal of edges (viii) is necessary to get rid of those edges which are no longer part of the induced Delaunay triangulation because their ending points have moved. This is achieved by local edge aging (vii) around the nearest unit combined with age resetting of those edges (iv) which already exist between nearest and second-nearest units. With insertion and removal of edges the model tries to construct and then track the induced Delaunay triangulation which is a slowly moving target due to the adaptation of the reference vectors. The accumulation of squared distances (v) during the adaptation helps to identify units lying in areas of the input space where the mapping from signals to units causes much error. To reduce this error, new units are inserted in such regions. † From the definition of N c and C it follows that for each unit c the following holds: i ∈ N c iff (c, i) ∈ C. We do not generally distinguish between edges (c, i) and (i, c), i.e. edges are always undirected. ‡ This step is heuristic and makes it possible to use only a constant number λ of adaptation steps per insertion. If, on the other hand, one were to use a number of adaptation steps proportional to the current network size, the error values could simply be erased after each insertion. See also the corresponding remarks for the growing cell structures model. 
C2.4.4.5 Examples
In figures C2.4.16 and C2.4.17 the results of our two standard examples can be seen. The parameters for this simulation were: λ = 200, b = 0.05, n = 0.0006, α = 0.5, a max = 88 and β = 0.0005. For the circle the growth process looks very similar to that of the growing cell structures. One should note, however, that the dimensionality of the growing neural gas network is not strictly fixed but depends only on the dimensionality of the input data which in this example happens to be two everywhere. This property can be seen very well for the probability distribution in figure C2 .4.18 which has been proposed by Martinetz and Schulten (1991) to demonstrate their (nonincremental) neural gas/competitive Hebbian learning model. We have used this distribution for the growing neural gas model and it is obvious that the model quickly identifies the important topological relations in this rather complicated distribution by forming structures of different dimensionalities. See figure C2 .4.8 for the very different result of the growing cell structures model for the same distribution. Figure C2 .4.17. Growing neural gas result after 20 000 signals for the data distribution used for the other models. The growth process (stopped after 100 units were present) has led to a structure with a topology very well adapted to the given data distribution. Note that the structure consists of two clusters reflecting the clustered data distribution and that all reference vectors lie in those regions where data actually come from.
C2.4.4.6 Related neural network models
This model is related in particular to the growing cell structures model from which it differs through its less rigid topology definition. Moreover, there is a relation to topology-representing networks since also competitive Hebbian learning and edge aging are also used to generate the topology.
C2.4.4.7 Advantages
In contrast to the neural gas/competitive Hebbian learning combination of Martinetz and Schulten, the network size need not be predefined in this model. All parameters are constant and also the total number of adaptation steps need not be defined a priori. The growth process can be interrupted when a userdefined performance criterion has been fulfilled. Due to the fractal-like growth all intermediate stages of the network are rather good descriptions of the underlying distribution with a resolution depending on the current network size. The model of Martinetz and Schulten, however, has intermediate stages with very Figure C2 .4.18. The growing neural gas network adapts to a signal distribution which has different dimensionalities in different areas of the input space. The initial network consisting of two randomly placed units and the networks of size 7, 17, 50, 100 and 200 after 1000, 3000, 9600, 19 600 and 39 600 input signals, respectively, are shown. The last network shown is not necessarily the 'final' one since the growth process could, in principle, be continued indefinitely. The parameters for this simulation were: λ = 200, b = 0.05, n = 0.0006, α = 0.5, a max = 88 and β = 0.0005.
unevenly distributed centers and extremely high connectivity (see figure C2 .4.14) which provide only poor descriptions of the underlying data.
C2.4.4.8 Disadvantages
An inherent disadvantage of this type of model (which it shares with the topology-representing networks of the previous section) is the fact that a visualization of the network is only (directly) possible if the data are low-dimensional. The reason is, of course, that no dimensionality reduction is intended by topology-learning networks so that they have the same dimensionality as the data.
C2.4.4.9 Typical applications
Applications of this unsupervised model are clustering or vector quantization. If one combines this model with local linear mappings or the radial basis function model, incremental supervised models are also possible.
