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Využití umělých neuronových sítí v digitálním zpracování obrazu není žádnou novinkou.
Předmětem této práce je navrhnout a implementovat hranový detektor na bázi neuronové
sítě, zjistit, jak moc je použití tohoto přístupu vhodné právě pro detekci hran v obraze
a porovnat dosažené výsledky s běžnými detektory. V teoretické části popisuje některé
metody předzpracování obrazu, klasického přístupu k detekci hran, jejich ztenčování a dává
základ pro pochopení problematiky umělých neuronových sítí.
Abstract
Utilization of artificial neural networks in digital image processing is nothing new. The aim
of this work is to design and implement neural network based edge detector and learn how
effective this approach is for edge detection in images and to compare these results with
common detectors. In theoretical part of my work I describe some methods of image pre-
processing, common approach to edge detection and their thinning and I try to introduce
basics for understanding artificial neural networks theory.
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S rozvojem informačních technologií stále častěji používáme techniky digitálního zpra-
cování obrazových dat. Jednou z nich je i detekce hran. Hrany hrají významnou roli při
vnímání obrazu, protože opticky oddělují jeho jednotlivé části a útvary. Jejich detekce je
důležitou součástí mnoha metod počítačové grafiky, například segmentace, rozpoznávání
různých objektů v obraze nebo digitalizace tištěného textu – OCR (Optical Character Re-
cognition).
Existuje velké množství hranových detektorů postavených na poznatcích z matematické
analýzy a klasických algoritmech. V dnešní době se ale díky zvyšujícímu se výkonu počítačů
stále častěji setkáváme s využitím umělé inteligence v oblasti informatiky. Ukázkou jsou
expertní a agentní systémy, genetické algoritmy nebo neuronové sítě. Praxe ukazuje, že se
tyto metody stávají nenahraditelnou součástí při řešení nejrůznějších úloh, kdy potřebujeme
napodobit lidské chování.
Umělé neuronové sítě, inspirované svou skutečnou biologickou předlohou, jsou schopny
učit se a využívat pak nabytých zkušeností při řešení dalších úkolů. Díky jejich vlastnos-
tem nachází uplatnění při rozpoznávání řeči, předpovídání, řízení výrobních procesů, ale i
v počítačovém vidění.
Předmětem této práce je navrhnout a implementovat vhodné algoritmy pro vytvoření
trénovacích dat pro správné naučení sítě a vytvořit hranový detektor na bázi neuronové
sítě. Dále pak zjistit, jak moc je použití tohoto přístupu vhodné pro detekci hran v obraze
a porovnat dosažené výsledky s běžnými detektory.
Po úvodu následuje druhá kapitola, věnující se teoretickým poznatkům z oblasti zpraco-
vání obrazu. Kromě obrazových filtrů zde najdeme také popis některých metod pro detekci
hran a jejich ztenčování. Třetí kapitola shrnuje základní informace o umělých neuronech,
neuronových sítích a jejich učení. Následuje návrh řešení, kde jsou vysvětleny všechny pou-
žité postupy. V páté kapitole se dozvíme něco o implementaci aplikace a o tom, co je vlastně
výsledkem praktické části této práce. Předposlední kapitola se zabývá experimentováním a




2.1 Obraz a jeho reprezentace
Pod pojmem obraz si můžeme představit obrázek na papíře, fotografii nebo třeba průmět
reálného světa na sítnici oka. Formálně ho lze popsat spojitou funkcí dvou proměnných,
jež nazýváme obrazová funkce. V počítačové grafice však pracujeme s obrazem digitálním,
vzniklým z obrazu reálného procesem zvaným digitalizace. Při té se pomocí kvantování a
vzorkování převede spojitá obrazová funkce do diskrétní podoby. Tuto práci za nás obsta-
rávájí fotoapáraty nebo scannery. Funkčním oborem obrazové funkce jsou souřadnice bodů
v rovině a oborem hodnot vektor intenzit jednotlivých barevných složek. Diskrétní obraz je
tedy vlastně matice jednotlivých bodů – pixelů (picture elements).
Existuje několik modelů pro popis barev. Nejpoužívanějším je model RGB (red, green,
blue), kde jsou všechny barvy složeny kombinací těchto tří základních barev. Každá ze složek
může nabývat intenzit od 0 do 255, čili takto můžeme popsat celkem 2563 různých odstínů.
Čím je intenzita větší, tím více je tato barva ve spektru zastoupena. Při zpracování obrazu
ovšem někdy potřebujeme pracovat pouze s obrazem ve stupních šedi, abychom všechny
operace nemuseli provádět pro každou složku zvlášť. Jelikož je lidské oko jinak citlivé na
červenou (R), zelenou (G) i modrou (B) barvu, používá se pro převod následující vzorec:
I = 0, 299R+ 0, 587G+ 0, 114B, (2.1)
kde R,G,B jsou intenzity těchto tří složek. Po převedení je každý pixel popsán pouze
jedinou hodnotou jasu I (0 pro černou, 255 pro bílou), proto zde o obrazové funkci mluvíme
také jako o funkci jasu. Existuje ale i vektorový popis obrazu, kde jsou všechny jeho části
popsány pomocí grafických primitiv [11].
2.2 Šum a jeho odstranění
Téměř každý reálný obraz bývá postižen šumem. Ten se označuje jako náhodná změna
jasu některých pixelů. Může vznikat při pořizování obrazu např. působením okolních jevů,
jako je teplota nebo elektromagnetické záření, na snímač fotoaparátu. Také může vznikat
při následném A-D převodu, ale i přenosu nebo zpracování obrazu. Někdy dokonce chceme
šum do obrazu přidat uměle. Rozlišujeme několik druhů šumu. Jako příklady lze uvést:
• Bílý šum je ideálním případem šumu. Všechny frekvence jsou zde zastoupeny a mají
stejnou intenzitu. Čili se snižující se frekvencí se jeho intenzita nesnižuje, jak je tomu
u ostatních reálných signálů. Svůj název získal dle analogie s bílým světlem.
3
• Gaussův šum je speciálním případem bílého šumu. Hodnota jasu každého pixelu
je pozměněna s pravděpodobností danou Gaussovým (normálním) rozložením. To je
popsáno rovnicí 2.2a, kde µ značí střední hodnotu a σ odchylku. Pravidlo tří sigma
říká, že pravděpodobnost P [x ∈ (µ− 3σ, µ+ 3σ)] ≥ 0.99. V praxi to znamená, že
menší chyba vzniká častěji než chyba větší. V obraze se potom projevuje jako zrnění.
Graf hustoty Gaussova rozdělení je na obrázku 2.1 vlevo.
• Salt-and-pepper nebo také impulzní šum způsobuje objevování tmavých pixelů
















Obrázek 2.1: Graf jednorozměrné a dvourozměrné Gaussovy funkce
K odstraňování šumu a dalších nežádoucích artefaktů v obraze se používají filtry. Ty
většinou k určení hodnoty výsledného pixelu využívají okolí pixelu původního a jsou tedy
založeny na principu diskrétní konvoluce. Jak velké okolí se má uvažovat, určuje konvoluční
maska nebo také jádro. To je popsáno maticí, nejčastěji čtvercovou, o velikosti 3 x 3 nebo
5 x 5. Diskétní konvoluce je popsána vzorcem





f(x+ i, y + j) · h(i, j), (2.3)
kde f značí původní obraz, h konvoluční masku a k její velikost. Lépe to vyjadřuje obrázek
2.2.
Obrázek 2.2: Princip diskrétní konvoluce
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Nejjednodušším způsobem odstraňování šumu je průměrování. Provede se vlastně
pouze aritmetický průměr hodnot jasu okolních pixelů a dojde tak k rozmazání obrazu.
Maska pro okolí 3 x 3 vypadá následovně:
1
9
 1 1 11 1 1
1 1 1

Dalším často používaným filtrem je Gaussův filtr. Je podobný průměrování, ale hod-
noty jeho konvoluční masky se počítají dle dvourozměrné Gaussovy funkce (rovnice 2.2b).
Čím blíže středu masky pixel je, tím větší je jeho váha. Názorně je to vidět na obrázku 2.1
vpravo. Příklad konvolučních masek pro okolí 3 x 3 a 5 x 5:
1
16





1 4 7 4 1
4 16 26 16 4
7 26 41 26 7
4 16 26 16 4
1 4 7 4 1

2.3 Detekce hran
Hrana je definována jako místo v obraze, kde se prudce mění hodnota jasu. Tato místa
jsou pro vnímání obrazu velmi důležitá, protože oddělují jednotlivé tvary a objekty nebo
např. světlo a stín.
Podle průběhu funkce jasu v okolí hranového bodu lze hrany rozdělit do několika tříd,
jak je ukázáno na obr. 2.3. Jsou to však ideální případy, v reálných obrazech se vyskytují
zašuměné.
Obrázek 2.3: Typické hranové profily
Existuje mnoho variant hranových detektorů. Ty se liší v citlivosti na jednotlivé hra-
nové profily a odolností vůči šumu. Obecně je můžeme rozdělit na detektory využívající
aproximaci první derivace obrazové funkce a detektory založené na hledání průchodu nulou
derivace druhé.
2.3.1 Metody založené na první derivaci
První derivace obrazové funkce f(x, y) určuje rychlost změny jasu. V místech, kde se
jas nejvíce mění, bude hodnota první derivace největší. Pokud provedeme derivaci obrazu
ve směrech x a y, dostaneme tzv. gradient. Ten je definovaný jako vektor
























Odlišení hranových a nehranových pixelů provádíme prahováním (thresholding). Pixely
s hodnotou gradientu větší nebo rovnou než práh označíme jako hranové. Práh lze zvolit
buď pevný, který je stejný pro celý obraz, nebo dynamický – ten se v různých částech liší
dle jejich členitosti (též lokální prahování). Algoritmy pro výpočet dynamických prahů lze
nalézt např. v [1].
Z gradientu lze spočítat i jeho směr. Toho při detekci hran také využíváme, jelikož
gradient je kolmý na směr hrany.




Pro odhad prvních derivací existuje několik operátorů – filtrů zvýrazňujících hrany. Ty
jsou založeny na konvoluci a používají různě velké masky. Otáčením masky lze počítat
gradienty v různých směrech. Nejjednodušším operátorem je Robertsův operátor. Ten
počítá rozdíl hodnot jasu pouze dvou sousedních pixelů.
h1 =
 0 0 00 1 0
0 0 −1
 , h2 =
 0 0 00 1 0
−1 0 0

Tento operátor se nejčastěji používá k detekci hran se sklonem 45◦. Jeho největší nevýhodou
je nízká odolnost vůči šumu, jelikož používá pouze malé okolí zkoumaného pixelu. Z tohoto
důvodu se častěji užívají operátory zahrnující větší okolí. Příkladem je Sobelův operátor.
Jeho maska má velikost 3 x 3.
h1 =
 1 2 10 0 0
−1 −2 −1
 , h2 =
 2 1 01 0 −1
0 −1 −2
 , h3 =
 1 0 −12 0 −2
1 0 −1
 , . . .
Obecně se velikost gradientu počítá z odezvy dvou komplementárních masek. Komple-
mentární masku získáme vždy pootočením masky původní o 90◦. Sobelův operátor často
používáme k detekci horizontálních a vertikálních hran. V tomto případě tedy použijeme
masku h1 = Gy, která detekuje vertikální hrany a masku h3 = Gx detekující hrany hori-
zontální. Velikost gradientu lze potom spočítat dle vztahu 2.5 nebo zjednodušeně
|5f(x, y)| = |Gx|+ |Gy| (2.7)
a směr gradientu dle vztahu 2.6. Aplikace Sobelova operátoru je znázorněna na obrázku 2.4.
Mezi další známé a často používané operátory patří např. operátor Kirschův, Prewittové
nebo třeba Robinsonův.
Za nejlepší hranový detektor se obecně považuje Cannyho hranový detektor (John
F. Canny, 1986). Ten sestává z několika kroků pro získání co nejlepších výsledků (viz. část
Hodnocení kvality hranových detektorů 2.3.3).
6
(a) (b) (c) (d)
Obrázek 2.4: Ukázka aplikace Sobelova operátoru. (a) originál, (b) odezva operátoru h3,
(c) odezva operátoru h1, (d) výsledný obrázek po spočtení gradientu a prahování.
Jednotlivé kroky algoritmu [15, 5]:
1. Předzpracování Gaussovým filtrem – pomáhá odstranit šum. Tato metoda je
podrobněji popsána v podkapitole 2.2.
2. Určení gradientu – nejčastěji je prováděno pomocí Sobelova operátoru. Zjistíme
tak sílu hrany i její směr.
3. Ztenčení – z hodnot gradientů spočtených v předchozím kroku je nutné vybrat pouze
lokální maxima, ostatní hodnoty jsou potlačeny. Proto se tento algoritmus označuje
jako non-maximal suppression. Jako hranové jsou tedy označeny pouze body, jejichž
dva sousedi ve směru a proti směru gradientu mají hodnotu gradientu nižší. Tento
krok zajišťuje, aby nedocházelo k násobným detekcím jedné hrany.
4. Prahování. Posledním krokem je prahování. Tak vybereme pouze opravdové hrany
a hrany pocházející ze šumu zanedbáme – ty většinou mají menší hodnoty gradientu.
Nejčastěji se používá prahování s hysterezí. Princip je takový, že jsou zvoleny dva
prahy - T1 a T2. Pokud je hodnota gradientu pixelu větší nebo rovna prahu T1, je
tento pixel označen jako hrana. Potom jsou všichni jeho přímí sousedi porovnáni
s prahem T2. Pokud je jejich hodnota vyšší nebo rovna T2, jsou i oni označeni za
hranu.
2.3.2 Metody založené na druhé derivaci
První derivace určovala rychlost změny jasové funkce. Pokud tuto jasovou funkci zderi-
vujeme podruhé, místa, kde byly u první derivace lokální extrémy, budou u druhé derivace
odpovídat místům, kde tato funkce prochází nulou. Proto se tyto metody nazývají jako
zero-crossing. Často se používá tzv. Laplacián 52f(x, y) (rovnice 2.8). Ten má neměnné
vlastnosti ve všech směrech a je invariantní vzhledem k rotaci. Určuje však pouze sílu hrany,
nikoliv její směr.










Laplacián lze opět aproximovat použitím vhodných konvolučních masek: 0 1 01 −4 1
0 1 0
 ,
 1 1 11 −8 1
1 1 1

Někdy potřebujeme hrany v obraze pouze zvýraznit. Zvětšením strmosti hran dochází
ke zostření obrazu. Toho lze docílit odečtením výsledku konvoluce od původního obrazu.
Vhodným operátorem pro tuto metodu je právě Laplaceův operátor, jelikož je všesměrový
a nemusíme gradienty počítat několikrát ve více směrech. Výpočtu Laplaciánu a zároveň
jeho odečtení od originálního obrazu lze dosáhnout použitím pouze jedné masky [4]. Např.: 0 0 00 1 0
0 0 0
−
 0 1 01 −4 1
0 1 0
 =
 0 −1 0−1 5 −1
0 −1 0

Hodnotu gradientu lze samozřejmě odečíst libovolněkrát a docílit tak různě velkého zostření.
To popisuje rovnice 2.9. Nesmíme však zapomenout upravit výsledné hodnoty jasu do in-
tervalu 〈0, 255〉.
g(x, y) = f(x, y)− αS(x, y), (2.9)
kde g je výsledný obraz, f obraz původní, α ∈ R+ konstanta udávající míru ostření a S
míra strmosti jasové funkce daná gradientem [12].
Metody založené na druhé derivaci jsou bohužel velice náchylné na šum. Proto se často
obraz nejdřív předzpracuje nějakým filtrem, který jej vyhladí (rozmaže šum, ale i hrany),
a následně se aplikuje některá z těchto metod. Muselo by tak ale dojít ke dvěma konvo-
lucím, což je zbytečně časově náročné. Jelikož je konvoluce komutativní operace, lze opět
tyto dva kroky spojit do jednoho. Příkladem je operace zvaná Laplacian of Gaussian,
zkracovaná jako LoG. Zde dojde nejdřív k aplikaci Gaussova filtru (popsán v podkapitole
2.2) a následně ke spočtení Laplaciánu. Rovnice této funkce, dle které se určují i hodnoty
konvolučního jádra, jsou spočteny dle rovnice 2.10. Její tvar dal tomuto operátoru název
”Mexican hat“ (mexický klobouk).










Maska operátoru LoG může vypadat následovně:
0 0 −1 0 0
0 −1 −2 −1 0
−1 −2 16 −2 −1
0 −1 −2 −1 0
0 0 −1 0 0

2.3.3 Hodnocení kvality hranových detektorů
Kvalitu detektorů hodnotíme dle správnosti určení hran. To lze provést pouze na základě
znalosti tzv. ground truth. To znamená, že musíme přesně vědět, kde se hrany opravdu
nacházejí a tyto údaje porovnáme s naším výsledkem [16]. Tři hlavní kritéria, která by
hranové detektory měly splňovat, jsou [12, 3]:
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• Detekční kritérium znamená, že by mělo být nalezeno co nejvíce existujících hran
a zároveň by nemělo docházet k detekci hran falešných vlivem šumu.
• Lokalizační kritérium říká, že vzdálenost mezi skutečnou a detekovanou hranou by
měla být minimální.
• Jednoznačná odezva (one response criterion) udává, že by nemělo docházet k ná-
sobným detekcím jedné hrany a detekovaná oblast by neměla být příliš velká.
Příklady těchto chyb jsou znázorněny na obrázku 2.5.
Obrázek 2.5: Příklady chyb hranových detektorů. (a) správně určená hrana, (b) nespolehlivá
detekce – hrana je potrhaná, (c) chybná lokalizace – zvlnění hrany, (d) nejednoznačná
detekce. Převzato z [3].
2.4 Ztenčování hran
Častým negativním jevem mnoha metod detekce je násobná odezva na jednu hranu. Toto
se dá řešit použitím některého ze ztenčovacích algoritmů. Příkladem je třeba non-maximal
suppression, který používá již zmíněný Cannyho detektor. Zde je ale nutné znát velikost a
směr gradientů všech pixelů. Existuje však spousta dalších algoritmů. Jsou založeny buď
na morfologických operacích (eroze, hit-or-miss) [12], nebo používají různá pravidla pro
odstraňování ”přebytečných“ bodů.
Předpokládejme obraz zadaný jako bitovou mapu (0 značí pozadí a 1 hranu). Během zte-
nčování jsou odstraňovány nadbytečné hranové body, dokud všechny hrany nemají tloušťku
jednoho pixelu. Přitom ale musí být zachovány linie – výsledná hrana by neměla být po-
trhaná, zvlněná nebo jinak poničená a nesmí dojít k jejímu úplnému odebrání (odpovídá
požadavkům na výsledky detektorů, viz. výše).
Velice dobrých výsledků dosahuje upravený Deutschův ztenčovací algoritmus, který
je popsán v knize [1] a bude zde podrobněji vysvětlen. Pro jeho pochopení je také dobré
nahlédnout do zdroje [14], kde autor vysvětluje algorimus fungující na velmi podobném
principu. Představme si okolí 3 x 3 bodu q0, jak je to znázorněno na obrázku 2.6. Pro snazší
popis bude používáno zkratek světových stran (S, J, Z, V, . . . ).









Obrázek 2.6: Okolí bodu q0 pro použití v Deutschově algoritmu
Dále X(q0) je počet přechodů z 0 do 1 nebo z 1 do 0 v sekvenci (q1, q2, . . . , q8, q1). Pokud





Následující kroky se provádí pro každý pixel obrazu, dokud byl v každém průchodu odebrán
alespoň jeden bod. Pokud jsou splněny všechny tři podmínky, je zkoumaný bod označen a na
konci cyklu odstraněn, resp. nahrazen 0, barvou pozadí. Podmínky 3 a 4 se provádí střídavě
v lichých a sudých průchodech, aby byl zachován správný střed kostry. Tedy v lichém
průchodu jsou odstraňovány pouze body ležící na V, S, JZ, JV nebo SZ hranicích a v sudém
průchodu body na hranicích Z, J, SV, SZ nebo JV. Kdyby tomu tak nebylo, hrany tlošťky
dva by byly odstraněny úplně.
Podmínka 1
Počet sousedních bodů N(q0) 6= 1. Tato podmínka zamezuje odstraňování koncových
bodů čar.
Podmínka 2
Počet přechodů X(q0) = 0, 2 nebo 4. Nula přechodů říká, že jde o izolovaný bod nebo
bod uprostřed objektu, dva znamenají hraniční bod. Čtyři značí, že jde o jeden pixel
široký výběžek a musíme to dále ošetřit v podmínkách 3 a 4.
Podmínky 3 – aplikovány v lichých průchodech
(q1 ∧ q3 ∧ q5) = 0 a zároveň (q1 ∧ q3 ∧ q7) = 0.
To se dá zapsat také jako q1 = 0 ∨ q3 = 0 ∨ (q5 = 0 ∧ q7 = 0), čili se jedná o bod,
který je na V (q1 = 0), S (q3 = 0), JZ (q5 = 0∧ q7 = 0), JV (q1 = 0∧ q7 = 0) nebo SZ
(q3 = 0 ∧ q5 = 0) hranici objektu.
Pokud X = 4, musí být splněna ještě jedna z podmínek a, b:
a) (q1 ∧ q7 = 1) ∧ (q2 ∨ q6 = 1) ∧ (q3 ∧ q4 ∧ q5 ∧ q8 = 0)
b) (q1 ∧ q3 = 1) ∧ (q4 ∨ q8 = 1) ∧ (q2 ∧ q5 ∧ q6 ∧ q7 = 0)
Podmínky 4 – aplikovány v sudých průchodech
(q1 ∧ q5 ∧ q7) = 0 a zároveň (q3 ∧ q5 ∧ q7) = 0.
Jinak zapsáno q5 = 0 ∨ q7 = 0 ∨ (q1 = 0 ∧ q3 = 0), takže označujeme bod ležící
na Z (q5 = 0), J (q7 = 0), SV (q1 = 0 ∧ q3 = 0), SZ (q3 = 0 ∧ q5 = 0) nebo JV
(q1 = 0 ∧ q7 = 0) hranici objektu.
Pokud X = 4, musí být splněna ještě jedna z podmínek c, d:
c) (q3 ∧ q5 = 1) ∧ (q2 ∨ q6 = 1) ∧ (q3 ∧ q4 ∧ q7 ∧ q8 = 0)
d) (q5 ∧ q7 = 1) ∧ (q4 ∨ q8 = 1) ∧ (q2 ∧ q5 ∧ q3 ∧ q6 = 0)
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Procházet všechny tyto podmínky pro každý pixel zvlášť by bylo zbytečně časově ná-
ročné, zvlášť, když se provádí několik průchodů obrazem. Proto lze tento algorimus velice
jednoduše optimalizovat spočítáním těchto podmínek pro všechny možné kombinace okolí
zkoumaného pixelu q0, jejich následným zakódováním do čísel a uložením do tabulky (pole).
Jelikož je sousedů 8, bude těchto kombinací 28, tedy 256. Posloupnost q1q2q3q4q5q6q7q8
lze zapsat pomocí kombinace osmi 0 a 1 a následně převést do dekadické soustavy. Př.:
(00001110)2 = (14)10 a číslo 14 nám tedy bude udávat index do tohoto pole. Zde si na
všech pozicích uchováme, zda pro takovouto konfiguraci má být bod zachován, smazán
pouze v lichém nebo pouze v sudém průchodu nebo může být smazán kdykoliv. Pro zmí-
něnou konfiguraci 00001110 by zde bylo uloženo, že bod s takovýmto okolím může být





Často se v informačních technologiích setkáváme s problémy jen těžko řešitelnými kla-
sickými výpočetními metodami. Pro rozpoznávání písma, řeči, detekci nebo segmentaci
objektů v obraze, predikci, řízení a jiných úloh proto musíme sáhnout po některé z metod
umělé inteligence. Jednou z nich jsou i umělé neuronové sítě (ANN – Artificial Neural Net-
works). Vznik tohoto oboru se datuje do roku 1943, kdy pánové W. McCulloch a W. Pitts
přišli s prvním modelem formálního neuronu.
Umělá neuronová síť je matematickým modelem inspirovaným nervovou soustavou člo-
věka. Díky jejím schopnostem učení se a využívání získaných zkušeností k řešení nových
úkolů napodobujících lidskou inteligenci se stává stále užívanějším nástrojem v nejrůznějších
aplikacích informatiky.
3.2 Biologický základ
Nervová soustava slouží ke komunikaci člověka s okolním světem a k přenosu, zpracování
a uchování získaných informací. V lidském těle je několik druhů receptorů (čidel), které při-
jímají mechanické, termické, světelné a chemické informace z vnějšího i vnitřního prostředí
organismu. Při podráždění receptoru vzniká elektrický vzruch, který je veden do různých
úrovní CNS a po zpracování je výsledný vzruch veden do výkonných orgánů (efektorů).
Základní jednotkou nervové soustavy je neuron (obr. 3.1), jenž se skládá z několika
desítek dendritů, kterými je vzruch přiváděn do těla neuronu (soma). Vzruch dále putuje
jedinou výstupní drahou – axonem. Ten je obalen myelinovou pochvou a může dosahovat
délky přes jeden metr. Na svém konci se větví a je zakončen tzv. synapsemi, které tvoří
spoje mezi jednotlivými neurony. Synapse lze rozdělit na excitační, které umožňují šíření
vzruchu dál, a inhibiční, které jej utlumují. Během lidského života tyto spoje vznikají a
přetvářejí se, což je principem učení. Jeden neuron je propojen s cca 10 až 100 000 dalšími
neurony a tím je vlastně tvořená celá neuronová síť. Vzhledem k tomu, že hustota neuronů
v mozku je asi 7–8 ·104mm−3, jedná se o velmi složitý systém, který je doposud předmětem
zkoumání [7, 10].
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Obrázek 3.1: Skutečný neuron (převzato z http://www.utexas.edu/courses/bio365r/
Images/neuron.JPG)
3.3 Formální neuron
Pokud chceme matematicky popsat neuronovou síť, musíme nejdříve definovat její zá-
kladní prvek – formální neuron. Ten do jisté míry napodobuje skutečný neuron a jeho
struktura je znázorněna na obrázku 3.2. Červeně jsou znázorněny části odpovídající svému
biologickému vzoru. Vstupní vektor (x1, . . . , xn) zde značí dendrity, přičemž každý vstup
je ohodnocen synaptickou váhou w1, . . . , wn udávající míru, jakou se daný vstup podílí na
výstupu neuronu. Tyto váhy modelují propustnost synapsí. Vnitřní potenciál ξ je potom





Výstup neuronu je potom dán jako y = f(ξ), kde f je tzv. aktivační (přenosová) funkce.
U formálního neuronu se používá ostrá nelinearita (obr. 3.3a) daná jako:
f(ξ) =
{
1 pro ξ ≥ h
0 pro ξ < h
(3.2)
Tato funkce je inspirována vlastnostmi biologického neuronu. Pokud vnitřní potenciál do-
sáhne hodnoty prahu, je vzruch předán k dalšímu neuronu. Někdy mezi vstupy počítáme i




1 pro ξ ≥ 0
0 pro ξ < 0




Existují ale i další typy přenosových funkcí. Příkladem je třeba signum, nebo sigmoida (obr.
3.3b) popsaná rovnicí
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Obrázek 3.2: Formální neuron, x1, . . . xn vstupy, w1, . . . , wn synaptické váhy, x0 formální





kde λ je parametr strmosti (gain). Používá se i její varianta, tzv. symetrická sigmoida, což
není nic jiného než hyperbolický tangens λx. Výběr aktivační funkce se provádí na základě
typu řešené úlohy, ale i v závislosti na poloze neuronu v síti.
(a) (b)
Obrázek 3.3: Příklad aktivačních funkcí. (a) ostrá nelinearita, (b) sigmoida. Převzato z [7].
Úkolem neuronu je tedy transformovat vektor vstupních hodnot na jednu výstupní hod-
notu na základě určené přenosové funkce. Výstup neuronu se však může dále rozvětvovat a
napojovat na vstupy dalších neuronů, čímž je tvořena neuronová síť. Výše popsaný model
umělého neuronu s váženým součtem vstupů jakožto agregační funkcí pro výpočet vnitřního
potenciálu a ostrou nelinearitou jakožto aktivační funkcí se označuje jako perceptron (F.
Rosenblatt, 1957) [2, 7].
Funkce perceptronu se dá dobře znázornit graficky. Vstupy neuronu si představme jako
souřadnice bodu v n-rozměrném prostoru, kde n udává počet vstupů. Rovnice nadroviny
takového prostoru má tvar
n∑
i=1
wixi + w0 = 0. (3.5)
Pro dva vstupy tedy máme rovnici roviny, pro tři vstupy rovnici prostoru atd. Nadrovina
potom dělí tento vstupní prostor na dva podprostory. Pro názornost předpokládejme 2D
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prostor, kde je nadrovinou přímka daná obecnou rovnicí w1x1 +w2x2 +w0 = 0 se směrnicí
−w1w2 a posunem vůči ose x2 vyjádřeným jako−w0w2 . Tato hraniční přímka nám rozdělí vstupní
rovinu na dvě poloroviny a klasifikuje tak vstupy do dvou tříd. Takto lze vyřešit například
operace AND nebo OR, jelikož jejich body lze rozdělit do dvou disjunktních množin pomocí
jedné přímky – jsou lineárně separabilní. Naopak operaci XOR takto vyřešit nelze, jelikož
k oddělení bodů [0, 0], [1, 1] a [1, 0], [0, 1] nám už jedna přímka nestačí (obr. 3.4). Pro tuto
úlohu už bychom museli využít vícevrstvou síť. Říkáme, že problém je lineárně neseparabilní
[7, 6, 10].
Obrázek 3.4: Lineárně separabilní a neseparabilní problémy
3.4 Umělá neuronová síť a vícevrstvý perceptron
Umělá neuronová síť se skládá z několika vzájemně propojených neuronů. Jejich počet a
vzájemné propojení určuje topologii nebo také architekturu sítě. Rozlišujeme dva základní
typy: cyklickou, kde některé z neuronů jsou zapojeny do kruhu, a dopřednou (feedforward).
V případě dopředné sítě jsou neurony uspořádány do vrstev, kde výstupy neuronů z jedné
vrstvy jsou zároveň vstupy neuronů vrstvy následující. Vrstvy lze rozdělit na vstupní, skryté
a výstupní.
Vícevrstvá síť perceptronů (vícevrstvý perceptron) je složena z několika vrstev per-
ceptronů, přičemž výstupy jednoho neuronu jsou přivedeny na vstupy všech neuronů násle-
dující vrstvy. Stejně tak každý vstup je přiveden na vstupy všech neuronů v první (vstupní)
vrstvě. Jedná se tedy o plně propojenou dopřednou síť. Obrázek 3.5 popisuje architekturu
třívrstvé perceptronové sítě se třemi vstupy a dvěma výstupy.
Využijme znalostí o formálním neuronu z předchozí podkapitoly. První vrstva nám
pomocí nadrovin rozděluje vstupní prostor na n poloprostorů, kde n udává počet neuronů
v této vrstvě. Druhá vrstva kombinuje tyto poloprostory. Je tedy možné vytvořit otevřené
nebo uzavřené konvexní oblasti. Další vrstva opět kombinuje výstupy předchozí vrstvy, čímž
můžeme spojit konvexní útvary do nekonvexních. Takto můžeme pokračovat až k výstupní
vrstvě a řešit tak složitější a složitější problémy.
Pro to, aby nám síť fungovala správně, je nutné náležitě nastavit váhy sítě. To se děje
během procesu učení. Slouží k tomu tzv. trénovací množina, což je množina vzorů, kde jsou
známy vstupy sítě a k nim požadované výstupy. Když řešíme reálný problém, většínou není
možné postihnout všechny možné případy vstupních hodnot. Proto z nich vybíráme pouze
reprezentativní vzorek popisující charakteristické rysy vstupních dat a předpokládáme, že
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Obrázek 3.5: Příklad architektury třívrstvé perceptronové sítě se třemi vstupy a dvěma
výstupy.
ostatní hodnoty budou těmto vybraným hodnotám podobné. Přeneseno do euklidovského
prostoru, body představující vstupní data budou blízko sebe (viz. plná a prázdná kolečka
na obrázku 3.6). Trošku nadneseně si to lze představit tak, že nikdo nemůže mít v mozku
uloženy všechny možné podoby písmene ”A“. Nicméně, když někde toto písmeno uvidíme
napsané, poznáme jej, jelikož bude podobné těm, které již známe. Tedy máme určitou
představu o tom, jak písmeno ”A“ asi vypadá. V první třídě jsme číst neuměli – hodnoty
synaptických vah neuronů v našem mozku starajících se o rozpoznávání písmen byly nasta-
veny náhodně. Postupně jsme se však učili číst a setkávali se s různými typy písma, čímž
se tyto váhy upravovali.
Na začátku jsou tedy váhy sítě zvoleny náhodně a během jejího učení jsou postupně
modifikovány, aby dané vzory dokázala síť správně klasifikovat. Opět si to ukažme na jed-
noduchém problému ve dvourozměrném prostoru znázorněném na obrázku 3.6. Cílem je
natrénovat síť tak, aby od sebe dokázala odlišit dvě skupiny vzorů – plná a prázdná ko-
lečka. Váhy w1 a w2 jsou na začátku zvoleny náhodně, čili i poloha hraniční přímky p1 bude
náhodná. Jak se během učení tyto váhy mění, mění se s nimi i směrnice a posunutí přímky,
dokud neodděluje požadované vzory do dvou disjunktních množin. Její konečná poloha je
na obrázku označena jako p2.
Obrázek 3.6
16
Pro učení vícevrstvé perceptronové sítě se používá algortimus zpětného šíření chyby
(backpropagation). Jelikož je algoritmus a jeho odvození poměrně složité, popíšeme si pouze
stručně jeho princip. Pro jeho detailní pochopení doporučuji nahlédnout do [10] nebo navští-
vit WWW stránky http://home.agh.edu.pl/~vlsi/AI/backp_t_en/backprop.html, kde
je algoritmus názorně graficky vysvětlen.
Tento proces má dvě fáze – aktivní (vybavovací) a adaptivní. Ve vybavovací fázi se na
vstupy sítě přiloží vzor a postupně se počítají výstupy jednotlivých neuronů od vstupní po
výstupní vrstvu na základě jejich vnitřního potenciálu (viz. rovnice 3.1) a dané přenosové
funkce, kterou je v tomto případě sigmoida (rovnice 3.4). Dále je potřeba definovat vztah












(yi − di)2, (3.7)
kde y1 až yn jsou vypočítané výstupy sítě a d1 až dn požadované výstupy pro tento vzorek.
Ve fázi adaptivní se potom zpětným šířením chyby Ek do předchozích vrstev modifikují
váhy mezi neurony [10, 7, 8].
Algoritmus backpropagation:
1. Náhodně inicializuj váhy v síti.
2. Nastav k = 1.
3. Spočítej výstupy sítě y1 až yn pro k-tý vzor z trénovací množiny.
4. Spočítej chybu Ek pro tento vzor dle vztahu 3.7.
5. Šířením chyby do předchozích vrstev postupně uprav váhy všech neuronů.
6. Pokud k < P , inkrementuj k a přejdi na bod 3. Jinak pokračuj.
7. Pokud je chyba sítě E dle vztahu 3.6 větší než požadovaná chyba, přejdi na bod 2.
Jinak skonči.
Tipy pro zlepšení výsledků neuronové sítě
Vhodný počet perceptronů ve skrytých vrstvách volíme vždy pro konkrétní úlohu, a to na
základě heuristik. Například síť se dvěma skrytými vrstvami by měla v první skryté vrstvě
mít o něco více neuronů než ve vrstvě vstupní a ve druhé skryté vrstvě aritmetický průměr
mezi počtem neuronů v předchozí a výstupní vrstvě. Pokud bude neuronů málo, síť nedokáže
správně rozpoznat závislosti mezi jednotlivými vzory. Naopak pokud bude neuronů hodně,
roste doba učení, ale hlavně klesá schopnost tzv. generalizace. Síť bude dobře rozpoznávat
všechny vzory z trénovací množiny, ale nedokáže klasifikovat ostatní vzory v trénovacích
datech neobsažené. Tento jev nazýváme přetrénování (overfitting). Proto parametry sítě
samozřejmě upravujeme dle potřeby, hlavně podle výsledků testování.
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Obrázek 3.7: Typický průběh chyby během učení
Přetrénování lze předejít použitím testovací množiny. Často tedy vzorová vstupní data,
která máme k dispozici, rozdělíme do dvou množin. Učení nadále probíhá na trénovacích
datech, ale chybu sítě potom počítáme na datech testovacích. Obrázek 3.7 ukazuje typický
průběh chyby při trénování. Nejlepší generalizace tedy síť dosahuje v momentě, kdy je chyba
na testovacích datech nejmenší.
Důležitou roli hraje také velikost trénovací množiny. Zdroj [9] uvádí, že minimální počet
vzorů P by měl být








Cílem práce je vytvořit hranový detektor založený na neuronové síti. Pro její správné
naučení je potřeba vytvořit kvalitní trénovací a testovací data. V této kapitole je ukázáno
několik možných přístupů k tvorbě těchto trénovacích a testovacích množin a samotné
detekci hran.
4.1 Metoda bez klasifikace směru hrany
U první z metod nám jde o to, naučit neuronovou síť správně od sebe rozlišovat hranové
a nehranové pixely.
4.1.1 Tvorba trénovací množiny výběrem vzorků z generovaných obrázků
Při použití tohoto způsobu jsem se nechal inspirovat částí diplomové práce Miroslava
Švuba [13]. Nejdříve je nutné vygenerovat obrázek, z nějž se posléze vybírají jednotlivé
vzorky o velikosti buď 3 x 3 nebo 5 x 5 pixelů. Je nutné uvést, že obrázek je šedotónový a
v cyklu se vytváří v různých barevných kombinacích. Barvy pozadí a popředí mají vždy
rozdíl v jasu ∆, kde ∆ je dělitelem 256 (pro 256 odstínů šedi). Tento parametr určuje strmost
hrany. Např. pro ∆ = 32 budou vytvářeny obrázky v kombinacích 32–64, 32–96, . . . , 64–
32, . . . , 224–192. Chybějící krajní hodnoty jasu jsou následně kompenzovány Gaussovým
šumem. Pro každou dvojici barev se ještě navíc užívají různé hraniční polygony. Postup je
popsán v následujících krocích.
1. Vytvoření podkladového obrázku, který se vyplní barvou pozadí.
2. Vykreslení hraničního polygonu doprostřed obrázku pomocí Bresenha-
mova algoritmu pro generování úseček.
Aby byly ve vzorcích zastoupeny všechny směry hran, je nutné použít více druhů
polygonů nebo jejich rotace. Pro zvolené okolí 3 x 3, kde hrana může probíhat čtyřmi
směry, se používá čtverec se stranami rovnoběžnými s okraji obrázku a tentýž čtve-
rec otožený o 45◦ (obrázek 4.1). Pro okolí 5 x 5, kde už hrana může vést osmi směry,
potom tytéž dva čtverce a navíc kosočtverec s úhly 45◦ a 135◦ opět ve dvou různých
otočeních (obrázek 4.2).
3. Vyplnění tohoto polygonu semínkovým vyplňovaním (floodfill) barvou po-
předí.
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Obrázek 4.1: Obrázky pro výběr vzorků 3 x 3 před a po aplikaci Gaussova šumu
4. Zašumění obrázku Gaussovým šumem.
Aby bylo možné vytvořit více trénovacích vzorů a data jsme více přiblížili realitě,
je na obrázky aplikován Gaussův šum (popsán v kap. 2.2), který do obrázku vnáší
určitou míru náhodnosti. Minimalizujeme tím i výskyt skokových hran, které v reál-
ných datech přiliš nenajdeme. Zároveň částěčně pokryjeme rozdíly mezi hodnotami
jasu pozadí a popředí, jež vznikají mezi jednotlivými obrázky, a nemusíme volit tak
malý parametr ∆. Na obrázcích 4.1 vpravo a 4.2 jsou vidět výsledky po zpracování
Gaussovým šumem.
Obrázek 4.2: Obrázky pro výběr vzorků 5 x 5 po aplikaci Gaussova šumu
5. Výběr náhodných bodů a jejich okolí.
Nyní z obrázku náhodně vybereme několik bodů z oblasti vnější, vnitřní a hraniční
pokud možno tak, aby počet hranových a nehranových vzorků byl stejný. Okolí bodu
(3 x 3 nebo 5 x 5 pixelů) potom tvoří jeden vzorek trénovací množiny. Obrázek 4.3
ukazuje možný výběr těchto bodů a obrázek 4.4 příklad dvou nehranových a dvou
hranových vzorků.
Obrázek 4.3: Ukázka výběru hranových (červeně) a nehranových (modře) bodů
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Obrázek 4.4: Příklad hranových (vlevo) a nehranových (vpravo) vzorků
Všechny zvolené vzorky jsou následně zapsány do souboru dle specifikace knihovny
FANN (viz. kapitola 5). Nevýhodou tohoto přístupu je fakt, že v trénovací množině nebudou
zastoupeny vzorky všech možných druhů okolí a typů hran. Pro impulzní profil hrany, tedy
hranu s tloušťkou jeden pixel, je řešením nevyplňovat hraniční polygon barvou. Nicméně
tento hranový profil se v reálných obrazových datech také přiliš často nevyskytuje.
4.1.2 Tvorba trénovací množiny z hranových masek
Dalším způsobem, jak vytvořit vzory pro natrénování neuronové sítě, je použít masky
definující okolí hranových pixelů. Jak je vidět na obrázku 4.5, použijeme-li okolí 3 x 3,
můžeme jednoduše vytvořit 16 základních masek popisujících čtyři možné směry hran. Pro
tvorbu hranových vzorků v cyklu opět volíme barvu pozadí a barvu hrany, stejně jako
v předchozím případě. Maska nám potom určí, který bod vzorku bude mít jakou barvu.
Následně opět aplikujeme Gaussův šum. Nehranové vzorky vytvoříme pouhým zašuměním
jednobarevného obrázku. Samozřejmě je vhodné zvolit rovnoměrné zastoupení vzorů všech
typů v trénovací množině. Tento přístup je velmi univerzální v tom, že si můžeme vytvořit
další druhy masek modelující nejrůznější varianty okolí hranových bodů.
Obrázek 4.5: Masky pro generování vzorků trénovací množiny
4.1.3 Testovací množina
Jako testovací množinu je možné použít část množiny trénovací. Dalším způsobem je
testování natrénovanosti sítě na reálných datech. Na vybraných fotografiích pomocí Can-
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nyho detektoru detekujeme hrany. Je nutné vhodně zvolit jeho parametry, teda sigma pro
Gaussův filtr a prahy T1 a T2 pro prahování. Jako dobrý způsob se jeví vyzkoušet různé
kombinace těchto hodnot a následně z nich ”od oka“ vybrat ty nejlepší. Když víme, kde
se v obrázcích nachází hrany, vybereme z nich náhodně několik hranových a nehranových
pixelů a jejich okolí potřebné velikosti. Problémem však může být výběr reprezentativních
obrázků a volba správných parametrů pro detekci hran.
4.1.4 Trénování neuronové sítě
Pro okolí 3 x 3 má síť 9 vstupů, pro okolí 5 x 5 jich je 25. Jsou jimi hodnoty jasu vybra-
ného bodu a bodů z jeho blízkého okolí v pořadí po řádcích od levého horního po pravý
dolní. Výstup sítě je pouze jeden, který určuje, zda je prostřední pixel hranový nebo nikoliv
(1 nebo -1). Aby bylo možné dále použít prahování, resp. určit sílu hrany, je jako aktivační
funkce použita symetrická sigmoida (kap. 3.3). Počty neuronů ve skrytých vrstvách budou
předmětem testovaní.
4.1.5 Hranový detektor
Úkolem detektoru je projít vstupní obrázek pixel po pixelu a pro každý z nich vypočítat
odezvu natrénované neuronové sítě, kde vstupy jsou intenzity jasu bodů z jeho čtvercového
okolí. Výstupem sítě je informace o síle hrany, jednoduše řečeno číslo udávájící s jakou
určitostí se jedná o hranový pixel. Tyto hodnoty můžeme dále prahovat.
Dá se předpokládat násobná odezva na hrany. Jak je znázorněno na obrázku 4.6, pro
zvolené okolí 3 x 3 budou jako hranové zvoleny dva sousedící pixely a výsledná hrana bude
mít tloušťku dva pixely. Nelze říct, který z nich má být hranový, ale měl by být označen
pouze jeden. Po detekci můžeme široké hrany zkusit ztenčit použitím některého ze ztenčo-
vacích algoritmů.
Obrázek 4.6: Dvojitá odezva na hranu
V některých případech nám může také pomoci předzpracování obrázku Gaussovým
filtrem. Tím dojde k jeho vyhlazení a potlačení šumu. Postup filtrace – detekce – ztenčení
v podstatě odpovídá krokům Cannyho detektoru.
4.2 Metoda s klasifikací směru hrany
Cílem druhé metody je naučit síť rozpoznávat čtyři možné směry hran v okolí 3 x 3
pixely. Na základě této informace můžeme při samotné detekci eliminovat výskyt dvojitých
hran v obraze.
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4.2.1 Tvorba trénovací množiny
Postup bude stejný jako u tvorby trénovací množiny z hranových masek (podkapitola
4.1.2). Neuronová síť v tomto případě ale nebude mít pouze jeden výstup, nýbrž pět. První
z nich udává, že se nejedná o hranu a každý další odpovídá jednomu ze směrů – v pořadí
horizontální, vertikální, diagonální zleva doprava a diagonální zprava doleva. Pro vybraný





-1 -1 1 -1 -1
Prvních devět čísel značí intenzity jasu v daném okolí (zkoumaný bod je uprostřed) a dalších
pět čísel požadované výstupy sítě. Z hodnot jasů je zřejmé, že se jedná o vertikální hranu,
proto je hodnota třetího výstupu 1.
4.2.2 Testovací množina
Vytvořit testovací množinu z reálných dat bude tentokrát trochu obtížnější. Použijeme
stejný postup jako v podkapitole 4.1.3, tedy detekci hran Cannyho detektorem na reálné
fotografii a následný náhodný výběr hranových a nehranových bodů. Dále musíme u kaž-
dého hranového vzorku určit směr procházející hrany. To provedeme pomocí některého
z gradientních operátorů aproximujících první derivaci obrazové funkce (podkapitola 2.3.1).
Konvolucí vzorku s maskami tohoto operátoru postupně získáme gradienty ve všech osmi
směrech. Z absolutních hodnot gradientů potom vybereme ten největší, který udává směr
kolmý na směr hrany. Jako vhodný operátor se jeví např. Kirschův, jelikož dokáže narozdíl
třeba od Sobelova detekovat i hrany s tloušťkou jednoho pixelu. Jeho konvoluční maska
vypadá následovně (dalších pět směrů získáme pootočením o 45◦):
0◦ :
 −3 −3 5−3 0 5
−3 −3 5
 , 45◦ :
 −3 5 5−3 0 5
−3 −3 −3
 , 90◦ :
 5 5 5−3 0 −3
−3 −3 −3
 , . . .
Bohužel u všech vzorků nelze zaručit korektní určení směru hrany, což může vést k vy-
tvoření chybných testovacích dat.
4.2.3 Trénování neuronové sítě
Proces učení bude v tomto případě stejný jako v případě předchozím, kdy jsme síť
učili pouze rozlišovat hranové body od nehranových. Jelikož nyní bude mít více výstupů,
musíme tomu přizpůsobit počty neuronů ve skrytých vrstvách. Nalezení ideální struktury
sítě se budeme věnovat v kapitole 6.
4.2.4 Hranový detektor
Detekce nyní bude probíhat ve dvou průchodech. V prvním si pro každý pixel dle odezvy
sítě zjistíme, zda se jedná o hranu a popř. i jakým směrem vede. Spočítáme si aritmetický
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průměr hodnot výstupů a jako výsledný směr zvolíme ten, který má od toho průměru
největší odchylku.
Když ve druhém průchodu narazíme na hranový pixel, zjistíme, zda určité body z jeho
okolí již nejsou součástí hrany stejného směru. Názorně je to ukázáno na obrázku 4.7. Pro
horizontální směr kontrolujeme bod o jeden řádek nad aktuálním pixelem, pro vertikální
směr bod o jeden sloupec vlevo. Pokud má aktuální bod stejný směr hrany jako sledovaný
bod, za hranu jej ve finálním obrázku neoznačíme. U levé diagonální hrany sledujeme body
nahoře a vpravo, u pravé diagonály zase body nahoře a vlevo. Když alespoň jeden z těchto
pixelů má stejný směr jako pixel aktuální, tak tento zkoumaný pixel už jako hranový označen
nebude. Tímto způsobem zamezíme výskytu dvojitých hran ve výsledném obraze.




Aplikace je vzhledem k přenositelnosti implementována v programovacím jazyce C++
pod OS Linux. Výsledkem práce je několik samostatných programů. Každý z nich provádí
pouze určitou funkci a využívá ke své činnosti výstupů programů ostatních. Bylo vyzkoušeno
několik metod řešení jednotlivých dílčích úkolů, jak je popsáno v předchozí kapitole.
• TrainingSet – vytvoří trénovací množinu výběrem vzorků ze syntetických obrázků.
• TrainingSetMask – generuje trénovací data z hranových masek.
• TestingSet – vytvoří testovací množinu z reálných obrázků pomocí Cannyho detek-
toru.
• TrainNN – slouží k učení neuronové sítě.
• EdgeDetector – hranový detektor pro detekci bez klasifikace směru hrany.
• TrainingSetDir – generuje trénovací data z hranových masek s určením směru hrany.
• TestingSetDir – vytvoří testovací množinu z reálných obrazových dat s klasifikací
směru hrany.
• EdgeDetectorDir – hranový detektor využívající informace o směru hrany.
Podrobnější popis jednotlivých programů a jejich ovládání najdete v elektronické podobě
na přiloženém CD.
Pro usnadnění manipulace s obrázky jsem použil systém MDSTk (Medical Data Seg-
mentation Toolkit) ve verzi 0.8.0beta dostupný na http://www.fit.vutbr.cz/~spanel/
mdstk/. Jde o soubor nástrojů pro zpracování 2D i 3D obrazových dat. Nabízí mnoho mo-
dulů a objektových knihoven např. pro načítání a ukládání obrázků, filtrování, detekci hran
a rohů, různé metody segmentace aj.
Veškerou práci s neuronovými sítěmi zajišťuje open source knihovna FANN (Fast Ar-
tificial Neural Network Library) verze 2.0.0 dostupná na webových stránkách http://
leenissen.dk/fann/. Jelikož je napsaná v jazyce C, je velmi efektivní a rychlá. Knihovna




Tato kapitola se věnuje experimentování s implementovanými metodami. Zjišťuje vliv
různých parametrů na kvalitu detekce a srovnává různé metody mezi sebou. Testů lze zajisté
provést celou řadu. Mnoho jich bylo provedeno už během programování a ladění jednotlivých
programů. Zde jsou uvedeny ty, které ukazují nejzásadnější rozdíly mezi výsledky detekce
hran.
Pro účely testování byl napsán skript v BASH (test.sh). Po nastavení parametrů a
spuštění automaticky přeloží příslušné programy a zajistí vytvoření trénovací a testovací
množiny, naučení sítě a následnou detekci hran na zvolených obrázcích a jejich porovnání
s referenčními vzory. Ukázku výpisu tohoto skriptu najdete v příloze A. Všechny testy byly
prováděny na počítači s procesorem Intel Pentium M 1,86 GHz a 2048 MB RAM.
Nutno uvést, že při každém spuštění programu pro vytvoření trénovací i testovací
množiny se vytvoří unikátní data. Byť použijeme stejné parametry, nikdy se nám nepo-
daří vygenerovat dvě naprosto shodné množiny. Je to z toho důvodu, že během těchto
procesů se používají generátory pseudonáhodných čísel a vždy dojde k výběru jiných bodů
nebo různému zašumění Gaussovým šumem u trénovacích vzorků. Stejně tak průběh učení
neuronové sítě nikdy nebude stejný. Zde je to způsobeno opět náhodnou inicializací vah na
začátku učícího algoritmu.
Používáná knihovna FANN pro práci s neuronovými sítěmi používá lehce odlišnou topo-
logii sítí, než bylo popsáno v kapitole 3.4. Počet neuronů ve vstupní vrstvě odpovídá počtu
vstupů sítě. Každý neuron ve vstupní vrstvě má pouze jeden vstup, kterým je odpovídající
vstup sítě. Struktura 9 – 12 – 2 např. odpovídá síti s devíti vstupy i devíti neurony ve vstupní
vrstvě, dvanácti neurony ve skryté vrstvě a dvěma neurony ve vrstvě výstupní.
6.1 Vliv velikosti použitého okolí na kvalitu detekce
Metodou výběru bodů ze syntetických obrázků (4.1.1) lze vytvořit libovolně velké tré-
novací vzorky. Bylo vyzkoušeno okolí 3 x 3 a 5 x 5 pixelů. Ukazálo se, že obě varianty lze pro
naučení sítě a následnou detekci použít. Jak se dalo předpokládat, čím větší okolí je, tím
silnější jsou hrany ve výsledném obrázku (obr. 6.2).
Se zvětšujícím se okolím se samozřejmě zvětšuje i neuronová síť, paměťová a časová
náročnost. Sto epoch trénování sítě 25 – 40 – 1 pro okolí 5 x 5 trvalo cca 9 s, kdežto stejný
počet epoch na menší síti 9 – 15 – 1 trval pouze 3 s. Trénovací množina obsahovala 6720 a
testovací množina 1600 vzorků. Na obrázku 6.1 je znázorněn průběh chyby na trénovací
a testovací množině během učení menší ze sítí. Tabulka 6.1 potom ukazuje dobu detekce
v závislosti na velikosti sítě.
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Obrázek Síť
25 – 40 – 1 9 – 15 – 1
400 x 500 px 0,622 s 1,543 s
800 x 600 px 1,446 s 3,688 s
1024 x 768 px 2,317 s 6,027 s
1600 x 1200 px 5,637 s 14,877 s
Tabulka 6.1: Doba detekce v závislosti na velikosti sítě
Počet neuronů ve skryté vrstvě má vliv na rychlost konvergence chyby běhěm učení.
Pro malý počet neuronů je chyba sítě velká a nedaří se ji správně natrénovat. Naopak pro
velký počet neuronů síť opravdu dosahuje horší generalizace. Testováním se přišlo na to, že
pro zmíněných 9 vstupů je ideální počet skrytých neuronů kolem 15, pro 25 vstupů je to
kolem 40. Použití více než jedné skryté vrstvy se ve všech případech ukázalo jako zbytečné.
6.2 Vliv strmosti hran v trénovacích datech na míru detailů
Jak bylo řečeno v podkapitole 4.1.1, parametr ∆ určuje rozdíl mezi barvou pozadí a
popředí u trénovacích vzorků. Je logické, že čím strmější hrany v těchto vzorech budou,
tím méně detailů dokáže neuronová síť rozpoznat. To se nám někdy může hodit, jindy zase
potřebujeme detekovat i méně výrazné hrany. Obrázek 6.3 ukazuje srovnání mezi ∆ = 32
a ∆ = 16, kde byly vzorky vytvořeny výběrem z generovaných obrázků.
6.3 Test metod bez určení směru hrany
Byly vyzkoušeny dvě metody pro tvorbu trénovací množiny bez klasifikace směru hrany
– výběr vzorků ze syntetických obrázků (4.1.1) a generování z hranových masek (4.1.2).
Ukázalo se, že obě metody dosahují srovnatelných výsledků. Bylo však nutné udělat jednu
změnu oproti původnímu návrhu.
Do hranových masek není vhodné zahrnovat ty s tloušťkou hrany jeden pixel. Detekce
je pak velmi náchylná na šum a výsledné hrany jsou silnější. Obrázek 6.4 ukazuje detekci
se sítí naučené na všech šestnácti hranových maskách z obrázku 4.5 a na osmi maskách,
kde byly vynechány právě ty s jednopixelovými hranami. Takto vytvoříme trénovací data
velmi podobná první metodě.
Pro výběr vzorků do testovací množiny z reálných fotografií (4.1.3) pomocí Cannyho
detektoru je lepší zvolit pouze jeden referenční obrázek. Testovací množina složená ze vzorků
z více obrázků vykazuje vyšší chybu během učení a její použití nevede k lepší generalizaci.
6.4 Předzpracování obrázku a ztenčování hran
Pro zvýšení odolnosti vůči šumu lze použít Gaussův filtr (kap. 2.2). Dojde k rozmazání
obrázků, čehož s výhodou využíváme, když potřebujeme detekovat hrany na obrázku s vel-
kým množstvím drobných detailů. Na obrázku 6.5 je vidět vliv předzpracování vstupního
obrazu tímto filtrem s parametrem σ = 1.0 před samotnou detekcí hran.
Jelikož použité metody trpí násobnou odezvou na hrany, rozhodl jsem se vyzkoušet mož-
nost jejich následného ztenčení. Po otestování asi šesti ztenčovacích algoritmů byl vybrán
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Deutschův ztenčovací algoritmus, dosahující nejlepších výsledků (kap. 2.4). Ukázka je na



















Obrázek 6.1: Průběh chyby během učení
6.5 Test metody s klasifikací směru hrany
Protože obě dosud zmíněné metody tvorby trénovací množiny bez klasifikace směru
hrany vedly k násobným odezvám během detekce a vzniku širokých hran, rozhodl jsem se
kromě použití ztenčovacího algoritmu vyzkoušet způsob, jak naučit neuronovou sít určovat
směr hrany a využít této informace během hranové detekce (viz. kapitola 4.2.1).
Zjistilo se, že navržený postup lze opravdu použít, nicméně nedosahuje příliš uspoko-
jivých výsledků. Hrany sice mají tloušťku jednoho pixelu, ale jsou často přerušované a
potrhané. Ztenčení hran Deutschovým algoritmem se ukázalo jako vhodnější.
Navržená testovací množina pro tuto metodu (4.2.2) vykazuje velkou chybu během učení
sítě. Určení směru hrany na reálných obrazech je totiž velmi nepřesné a nespolehlivé. Lepších
výsledků se dosahuje bez využití testovacích dat nebo s vytvořením testovací možiny z části
množiny trénovací. Poněvadž má neuronová síť oproti předchozí variantě více výstupů,
musíme tomu přizpůsobit počet neuronů ve skryté vrstvě. Optimální je použít něco kolem
dvaceti neuronů.
Příklad detekce metodou s a bez klasifikace směru hrany můžete vidět na obrázku 6.7.
6.6 Srovnání s jinými hranovými detektory
Důležitým testem ukazujícím kvalitu detektoru na bázi umělé neuronové sítě je jeho
srovnání s jinými hranovými detektory. Byly vybrány dva detektory založené na aproximaci
první derivace obrazové funkce (Robertsův a Sobelův operátor), jeden založený na hledání
průchodu druhé derivace nulou (LoG, který navíc používá vyhlazení obrázku Gaussovým
filtrem) a konečně Cannyho hranový detektor.
Test proběhl na pěti reálných fotografiích. Náš detektor používal okolí 3 x 3 a jeho síť byla
naučena na 3360 trénovacích vzorech, kde vzorky byly vybrány ze syntetických obrázků.
Parametr ∆ byl 16. Pro ostatní detektory byly pro každý referenční obrázek zvlášť zvoleny
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parametry, s nimiž dosahoval opticky nejlepších výsledků. Obrázky s detekovanými hranami
byly mezi sebou porovnány a určující byl poměr, z kolika procent se shodují (pixely na
stejných pozicích jsou shodné).
Vyhodnocení testu naleznete v tabulce 6.2, příklady detekce pak na obrázku 6.8. Ukazálo
se, že implementovaný hranový detektor je schopen konkurovat jiným metodám. Nejvíce
se jeho výsledky podobají výsledkům Sobelova a Robertsova operátoru, jelikož mají také
násobné odezvy na jednu hranu. Průměrná doba detekce u něj činila 1,595 s, což je mnohem
více, než u ostatních.
Detektor Poznámka ∅ shoda ∅ doba
Robertsův operátor detekce ve směru x a y 87.58 % 0,154 s
Sobelův operátor detekce ve směru x a y 94.60 % 0,239 s
Operátor LoG maska 5 x 5 76.66 % 0,211 s
Cannyho detektor 83,80 % 1,266 s
Tabulka 6.2: Porovnání s jinými hranovými detektory
6.7 Zhodnocení výsledků
Během testování byly vyzkoušeny všechny implementované metody s nejrůznějšími pa-
rametry. Ikdyž většina z nich dosahuje kvalitních výsledků, jsou zde určité nedostatky.
Přístup bez určování směru hrany, vede k silným hranách vlivem násobné detekce. To lze
ale do jisté míry kompenzovat jejich následným ztenčením. U obrázků s množstvím detailů
zase detekce vykazuje velký šum a je nutné pro jeho redukci obrázek předzpracovat Gaus-
sovým filtrem. Jsou to typické chyby většiny klasických detektorů. Druhý způsob, kde jsme
se pokusili klasifikovat směr hrany, se ukázal jako méně vhodný. Sice se povedlo zamezit
výskytu tlustých hran, jsou ale chybně lokalizovány a porušeny.
Samotný hranový detektor je tedy učinným nástrojem pro detekci hran v obraze, ale
v některých případech je nutné použít určité operace pro zlepšení výsledků. Ostatně tak to
dělá i Cannyho detektor, který je díky svým vlastnostem považován za nejlepší.
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(a) Okolí 3 x 3 (b) Okolí 5 x 5
Obrázek 6.2: Vliv velikosti použitého okolí
(a) ∆ = 32 (b) ∆ = 16
Obrázek 6.3: Míra detailů v závislosti na strmosti hran v trénovacích datech
(a) všech 16 masek (b) vynechány masky s 1 px hranami
Obrázek 6.4: Detekce se sítí naučené na hranových maskách bez určení směru hrany
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(a) Bez předzpracování (b) Filtrováno
Obrázek 6.5: Předzpracování obrázku Gaussovým filtrem
(a) Bez ztenčení (b) Ztenčeno
Obrázek 6.6: Ukázka ztenčení hran
(a) Bez určení směru (b) S určením směru
Obrázek 6.7: Srovnání detekce s a bez klasifikace směru hrany
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(a) Originál (b) Detektor založený na ANN
(c) Robertsův operátor, T = 14.0 (d) Sobelův operátor, T = 15.0
(e) Operátor LoG, T = −2.0 (f) Cannyho det., σ = 0.8, T1 = 0.06, T2 = 0.03




Cílem bakalářské práce bylo navrhnout a implementovat vhodné algoritmy pro vytvoření
trénovacích a testovacích dat, naučit na nich umělou neuronovou síť a vytvořit hranový de-
tektor založený na této síti. Toho se v zásadě podařilo dosáhnout. Výsledkem praktické části
je několik programů, z nichž každý plní jednu z částí řešení. Byly vyzkoušeny dva přístupy.
První bez klasifikace směru hrany, kde je úkolem sítě pouze rozlišit hranové body obrazu
od nehranových. Druhý způsob se pak snaží určit směr procházející hrany a využít této
informace při samotné detekci. Velká část byla také věnována experimentování s použitými
technikami a jejich testování. Výsledky pak byly porovnány s běžně užívanými detektory
hran.
Během práce jsem se seznámil s některými základními metodami digitálního zpracování
obrazu, jakými jsou využití šumu, filtrace nebo detekce a ztenčování hran. Pochopil jsem
také princip fungování umělých neuronových sítí typu vícevrstvý perceptron.
Ukázalo se, že vytvořený hranový detektor se svými výsledky dokáže vyrovnat klasickým
metodám hranové detekce. Jeho velkou výhodu vidím v tom, že pokud máme k dispozici
dobře natrénovanou síť, není nutné pro samotnou detekci nastavovat žádné další parametry.
Ve srovnání například s Cannyho detektorem, kde je potřeba najít optimální hodnoty hned
tří parametrů pro filtraci a prahování, je to značná úspora času.
Otázkou zůstává, zda je pro detekci hran vhodné používat tak silný nástroj, jakým jsou
neuronové sítě. Vytvoření kvalitních trénovacích a testovacích dat, na kterých tato metoda
stojí, je poměrně pracným úkolem. Testování neukazuje natolik dobré výsledky oproti běžně
používaným způsobům, aby se oplatila časová a pameťová náročnost této metody.
Pro tvorbu trénovacích množin existuje spousta variant řešení. Každá z nich má sa-
mozřejmě své výhody i nevýhody. Možnosti budoucího rozvoje této práce vidím právě
v modifikaci a zdokonalení dosavadních metod a návrhu a vytvoření dalších. Určitě by
stálo za to vyzkoušet zahrnout do procesu určování hrany větší okolí a pokusit se nau-
čit neuronovou síť tak, aby lépe splňovala kritéria pro správnou detekci. Nadále bych se
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## Testovaci skript #
## BP - Detekce hran pomoci neuronove site #
## Jan Krepsky FIT VUT v Brne, 2009 #
############################################
Spoustim test s parametry:
Tvorba trenovaci mnoziny: TrainingSet
Tvorba testovaci mnoziny: TestingSet
Hranovy detektor: EdgeDetector
Pocet neuronu ve skryte vrstve: 15
Max. chyba: 0.13
Parametry pro TrainingSet: -samples 2 2 1 -delta 16 -size 3
Pouzit crossvalidaci: Ano
Predzpracovani Gaussovym filtrem: Ne
Pouzit ztencovani: Ne
Prekladam TrainingSet...
make: Nothing to be done for ‘all’.
Vytvarim trenovaci mnozinu...
Prekladam TestingSet...
make: Nothing to be done for ‘all’.
Vytvarim testovaci mnozinu...
Pocet vzorku v trenovaci mnozine: 3360
Pocet vzorku v testovaci mnozine: 1600
Prekladam TrainNN...
make: Nothing to be done for ‘all’.
Trenuji neuronovou sit...
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make: Nothing to be done for ‘all’.








Kopiruji soubory s nastavenim a vysledky...
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