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Transition metal-catalyzed reactions have become one of the most critical tools for organic 
chemists. In particular, olefin functionalization and cross-coupling reactions provide access to a 
wide array of interesting compounds. Understanding reaction mechanisms play a crucial role in 
discovering new reactions and increasing the selectivity and scope of existing reactions. However, 
experimental methods are often insufficient to understand key mechanistic insights, and new 
reaction discovery often relies on trial-and-error. To address these challenges, I present a series of 
density functional theory (DFT) calculations to study the reaction mechanisms of various transition 
metal-catalyzed olefin functionalization and cross-coupling reactions. I applied a wide variety of 
computational methods, including energy decomposition analysis (EDA), distortion-interaction 
analysis, ligand steric contour plots, and conformational sampling, to understand complex factors 
that could promote reactivity or selectivity, such as ligand and substrate effects, conformational 
flexibility of ligands and substrates, and solvent and additive effects. Insights into the factors that 
promote reactivity are then used for a mechanistically guided catalyst design for improving 
reactivity. 
 Specifically, these computational approaches were applied to study copper-catalyzed 
hydroamination of olefins, copper-catalyzed allylation of indazoles, palladium-catalyzed regio-
v 
divergent cross-coupling of 3,5-dibromo-pyrone, a series of cross-coupling reactions of 
carbohydrates, and tandem nickel/zinc-catalyzed boron insertion into alkyl ether bonds. 
  
vi 
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1.0 Introduction 
Transition metal-catalyzed reactions are among the most important reactions to achieve 
novel reactivity and selectivity for synthetic organic applications. Some of the most important 
applications in transition metal-catalyzed reactions include cross-coupling reactions, which have 
found wide applications in organic synthesis since the early 1970s1 and have become one of the 
most common classes of transformations used in the pharmaceutical industry.2 Another important 
application of the transition metal-catalyzed reactions includes the functionalization of olefins,3 
which is an atom economical approach for installing novel functional groups onto naturally 
abundant building blocks. In particular, hydroamination of olefins provides an efficient route for 
the enantioselective C–N bond formations.4 With more than 80 percent of FDA approved small 
molecule drugs containing a carbon-nitrogen bond,5 efficient methods for forming new C–N bonds 
are of utmost importance. Often, achieving high reactivity and selectivity in transition metal-
catalyzed reactions relies on the proper understanding of the reaction mechanism and rate- and 
enantioselectivity-determining steps. The design of transition metal-catalyzed reactions is heavily 
dependent on the proper choice of ancillary ligands, such as phosphines6  and N-heterocyclic 
carbenes. 7  A properly chosen ligand can promote the reactivity, regio-, diastereo-, and 
enantioselectivity, as well as suppress undesired reactions. These outcomes can be fine-tuned by 
carefully optimizing ligand-substrate interactions in the rate- and selectivity-determining transition 
states. However, studying reaction mechanisms and ligand effects using experimental approaches 
are often complicated by challenges associated with trapping reaction intermediates and lack of 
experimental procedures to observe short-lived transition states. Instead, experimental groups 
2 
often rely on screening large libraries of available ligands during the reaction development,8 which 
can be associated with high costs and time consumption.  
Recently, computational approaches, in particular density functional theory (DFT) 
calculations, have been used to address some of the challenges associated with experimental 
mechanistic studies.9 Through DFT calculations, reaction intermediates and transition states are 
calculated. The reaction potential energy profile is constructed, where rate- and selectivity 
determining steps (RDS and SDS) can be identified using transition state theory. Their structures 
can be used to understand factors promoting reactivity and selectivity. 
Therefore, DFT calculations can be successfully applied to study the reaction mechanisms 
and understand factors that promote reactivity that would be difficult to understand through 
conventional experimental mechanistic studies. While there have been several methods developed 
to study the ligand effects, they primarily focus on the through-bond metal-substrate interactions 
dependent on the ligand's electronic parameters and the through-space repulsion between the 
ligand and the substrate described by ligand steric parameters.10 However, attractive through-space 
interactions between the ligand and the substrate are often employed as a design principle in 
catalyst development and ligand screening. Several examples have been demonstrated where these 
attractive through-space interactions, such as electrostatic11 and dispersion12 interactions between 
the ligand and the substrate, play an important role in promoting transition metal-catalyzed 
reactions. In this thesis, I performed calculations to study the mechanisms, reactivity, and 
selectivity of various transition metal-catalyzed systems, to understand the effects of ancillary 
ligands, solvents, and additives in these reactions. Then, I used these understandings to make 
predictions for the design of improved ancillary ligands, which can guide the experimental 
development of new catalytic systems with improved reactivity, regio-, and stereoselectivity.  
3 
The study of ligand effects can consist of two primary aspects. First, a detailed 
understanding of the mechanism is essential to understand the role of the ligand. Deciphering the 
mechanism can help identify the elementary steps in the mechanism that controls the rate, regio-, 
and stereoselectivity of the reaction, as well as pathways leading to undesirable byproducts. With 
the proper understanding of important transition states, the effects of the ligand can be dissected 
further to gain valuable insight into the ability of a certain ligand to promote the reactivity and 
selectivity of a reaction.   
The computational studies of the mechanisms were performed using density functional 
theory (DFT) in Gaussian 0913 and Gaussian 16.14 DFT strikes a good balance in studying these 
systems, between the accuracy and cost, compared to wave function theory (WFT) methods. The 
most common density functional employed in transition metal-catalyzed reactions for geometry 
optimization is B3LYP,15 which is employed in my studies and usually provides satisfactory 
geometries for transition states and intermediates. More recently, dispersion-corrected functionals 
have been used more often to improve calculated geometries. Dispersion correction usually relies 
on Grimme’s DFT-D3 correction16 and has been employed in my more recent studies. Depending 
on the system, M0617 and ω-B97X-D18 functionals with a larger basis set are employed for the 
single point energy calculations. Implicit solvation models such as the SMD19 and CPCM20 have 
been used in my calculations to account for solvent effects.  
To further dissect important interactions in the key transition states, one of the important 
methods used in my studies includes the 2nd generation of absolutely localized molecular orbital 
energy decomposition analysis (ALMO-EDA)21 in Q-Chem 5.0.22 The 1st generation of ALMO-
EDA 23  decomposes interaction energy between interacting species into various chemically 
meaningful terms, namely, the “frozen density” component (ΔEfrz), calculated from the energy 
4 
arising from bringing two infinitely separated fragments together without any relaxation of 
molecular orbitals (MOs), polarization energy (Epol), calculated by allowing intrafragment MO 
relaxation, corresponding to temporary electrostatic interactions, and charge transfer (Ect), 
calculated by allowing interfragment MO relaxation, and corresponding to secondary donor-
acceptor-type orbital interactions. The 2nd generation of ALMO-EDA further decomposes the ΔEfrz 
term to the combination of permanent electrostatic (Eelec), London dispersion (Edisp), and Pauli 
repulsion (Epauli) interactions. Permanent electrostatic interactions (Eelec) can be calculated by 
looking at the Coulomb interactions between isolated fragment charge distributions. London 
dispersion (Edisp) interactions can be calculated by taking the difference between the primary 
functional and a dispersion free functional (for example, the Hartree-Fock “functional”). Then, 
Pauli repulsion (Epauli) can be calculated by subtracting Eelec and Edisp from the “frozen 
density” component (ΔEfrz). Although there have been some examples in the application of EDA 
to study transition metal-catalyzed reactions,24 they primarily focus on bond forming interactions, 
while through-space interactions between the ligand and the substrate are often overlooked. While 
the magnitude of ligand-substrate interactions is often much smaller than the magnitude of bonding 
interactions, they often play a key role in controlling reactivity and selectivity, and EDA of 
through-space interaction provides a simple interpretation of its nature. I calculated through-space 
interaction by constructing a theoretical ligand-substrate complex, by removing the metal center, 
and retaining the transition state geometry of the ligand and the substrate. Through-space 
interaction analysis is a powerful tool because by understanding the nature of the interaction 
between the ligand and the substrate, the ligand can be rationally fine-tuned to either further 
promote existing favorable interactions or promote other factors that are not relevant to the existing 
ligand. 
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Another important aspect in studying reaction mechanisms involves careful consideration 
of conformational space for flexible ligands and substrates. To address this challenge during my 
studies, I have used the Conformer–Rotamer Ensemble Sampling Tool (CREST).25 CREST is a 
conformer sampling program that relies on generating conformer-rotamer ensembles using 
extensive metadynamic sampling based on the semiempirical tight-binding GFNn-XTB method.26 
Iterative approach coupled together with farther MD sampling of the low energy conformers 
ensures good coverage of conformational space. I applied the conformer sampling approach to 
study conformationally flexible systems, such as cross coupling of carbohydrates, where the 
substrate is conformationally flexible, or to consider ligand conformations of SEGPHOS-derived 
ligands, where the catalyst is conformationally flexible. To study the ligand effects of 
conformationally flexible systems, I have used approaches such as distortion-interaction analysis27 
for quantitative understanding of ligand distortions and ligand steric contour plots28  that can 
describe the steric environment around the metal center for qualitative analysis of ligand effects. 
While most of my work relies heavily on the transition state theory, sometimes, transition 
states fail to describe reactivities and selectivities, possibly due to nonstatistical dynamic effects. 
To address this challenge, I have used quasiclassical trajectory simulations using Born-
Oppenheimer molecular dynamics (BOMD)29 calculations as implemented in Gaussian 16.14 This 
approach relies on using quasi-classical molecular dynamics simulation calculating optimized 
geometries, energies, and forces on the potential energy surface using quantum mechanical 
methods such as DFT. Therefore, BOMD simulations can be used to generate an accurate time-
resolved mechanism of a chemical transformation starting from a transition state. This approach 
has often been used to understand bifurcating mechanisms30 and dynamically concerted/stepwise 
mechanisms.31 In my work, I used BOMD calculation to study whether a cross-coupling reaction 
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involved a dynamically stepwise or concerted mechanism for oxidative addition/reductive 
elimination because the oxidative addition product ground state intermediate could not be located 
due to a low-lying transition state. 
In this thesis, I present my computational investigations for the transition metal-catalyzed 
olefin functionalization and cross-coupling reactions. The primary goal of these investigations 
includes understanding the reaction mechanisms and ligand, substrate, additive, and solvent effects 
on reactivity and selectivity, with further aspirations to use these insights for the design of more 
reactive and selective reactions: 
• Chapter 2 demonstrates using calculations to understand ligand effects in CuH-catalyzed 
hydroamination of olefins and to use these insights for the design of more reactive catalytic 
systems. 
• Chapter 3 involves the study of the reactivity of hydroxylamine electrophiles in CuH-
catalyzed hydroamination and studying the effects of different ligands, substrates, and 
electrophiles in these reactions. 
• Chapter 4 presents a mechanistic study on CuH-catalyzed enantioselective allylation of 
indazoles and indoles and ligand and substrate effects on enantioselectivity. 
• Chapter 5 demonstrates the application of DFT calculations to understand the solvent and 
additive effects on the regioselectivity of cross-coupling of 3,5-dibromopyrone. 
• Chapter 6 presents a set of DFT calculations on the mechanisms of cross-coupling reactions 
of carbohydrates. 
• Chapter 7 highlights a computational investigation of the mechanism of Ni/Zn-tandem 
catalyzed boron insertion into the alkyl ether bonds. 
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2.0 Computational study of ligand effects to guide the experimental design of ligands with 
improved efficiency in CuH-catalyzed hydroamination reactions 
A significant part of this chapter was published as Thomas, A. A.; Speck, K.; Kevlishvili, 
I.; Lu, Z.; Liu, P.; Buchwald, S. L. J. Am. Chem. Soc. 2018, 140, 13976–13984. 
2.1 Introduction 
Hydroamination reactions of olefins have become a powerful approach in chemical 
synthesis due to direct access to amines, which are common structural motifs in pharmaceutically 
active compounds.32 Hydroamination of olefins provides a direct C–N bond formation from an 
easily accessible starting material. The reaction utilizing copper hydride catalyst, discovered in 
2013,33  has since expanded the scope to include a variety of substrates, such as styrenes, 34 
vinylsilanes, 35  alkynes, 36  and to an extent, unactivated olefins (Figure 2-1). 37  Despite these 
tremendous strides in extending the scope, reactions with some unactivated olefins, such as cyclic 
and internal acyclic olefins, as well as less reactive terminal olefins, remain challenging. They are 
often unproductive or require elevated temperatures and long reaction times. The hydroamination 
of terminal alkenes is also interesting because these reactions favor anti-Markovnkiov products, 
i.e., primary amines, which often possess biological activity.  
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Figure 2-1 Selected examples of copper-catalyzed hydroamination 
 
In recent years, several groups undertook the task of studying the mechanisms of the CuH-
catalyzed hydroamination38 as well as the mechanisms of CuH-catalyzed hydroborylation,39 both 
experimentally and computationally. 40  The commonly accepted hydroamination mechanism 
consists of hydrocupration (I), oxidative addition (II), reductive elimination (III), and σ-bond 
metathesis (IV) (Figure 2-2b). These studies show that the rate determining step (RDS) can 
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alternate between the σ-bond metathesis for activated olefins38 and hydrocupration for unactivated 
olefins.40 Thus, to further promote the reactivity for hydroamination of unactivated olefins, it is 
necessary to decrease the barrier towards hydrocupration. 
 
 
Figure 2-2 a) LCuH-catalyzed anti-Markovnikov hydroamination reaction. b) Proposed catalytic cycle for 
LCuH-catalyzed anti-Markovnikov hydroamination reaction. c) SEGPHOS 2-L1 and DTBM-SEGPHOS 2-
L2 ligands 
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Our group’s previous collaboration with Buchwald’s group was centered on understanding 
the fundamental driving force that leads to the favorable hydrocupration between LCuH (L=2-L1, 
and 2-L2) and unactivated olefins. This was achieved by performing the ligand-substrate 
interaction model analysis (Figure 2-3a),40 where the overall activation energy (ΔE‡) was separated 
into three components (1) the distortion energy required for the LCuH and the substrate to reach 
their transition state geometries (∆Edist);
27 (2) the through-space interactions between the ligand 
and the substrate (∆Eint-space); and (3) the through-bond interactions between the CuH moiety and 
the substrate (∆Eint-bond) (Figure 2-3a). From this analysis, it was found that changes in distortion 
energy (∆∆Edist) and through-bond interaction energy (∆∆Eint-bond) did not correlate well with the 
activation energy differences between two ligands (ΔΔE‡ = −4.6). However, through space 
interaction energy (∆∆Eint-space = −5.7) provided an excellent correlation with the activation energy 
(ΔE‡). In fact, energy decomposition analysis (EDA) revealed that the primary factor driving the 
reactivity could be attributed to the stabilization via London dispersion forces(∆∆Eint-space = −6.4, 
Figure 2-3b). While the individual contribution from each pairwise interaction was not large 
(0.5~1.5 kcal/mol for interactions with each t-Bu substituent),40,41 collectively they significantly 
reduced the barrier.42,43 
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Figure 2-3 a) Ligand-substrate interaction model to study the origin of reactivity in hydrocupration. b) 
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a)   Ligand substrate interaction model to dissect activation 
energies
ΔE‡ = ΔEdist + ΔEint-space + ΔEint-bond




With this knowledge at hand, we decided to undertake the task of designing a more 
effective ligand that would promote the hydrocupration further. Since the original study in 2013, 
which used the DTBM-SEGPHOS ligand, the same catalyst has been used in several reactions, 
but none of the previous experimental studies were able to discover a more effective ligand. We 
surmised that rational design of a more effective ligand could proceed in two ways, by either 
further promoting London dispersion forces or promoting other types of through-space and 
through-bond interactions44 while maintaining dispersion interactions. Non-covalent interactions 
can be facilitated by installing heteroatom substituents,11 and through-bond interactions could also 
be fine-tuned by altering electronic characteristics of the ligand. However, when designing 
catalysts capable of promoting reactivity through an assortment of stabilizing interactions, infinite 
possibilities are conceivable. With the unique ability to computationally quantify and 
experimentally verify these interactions, an iterative catalyst design approach was envisioned.45,46 
This approach comprised of four stages: (1) experimentally identifying a suitable class of ligand 
derivatives; (2) using computational analysis to understand what fundamental interactions can 
stabilize the transition state; (3) using this knowledge to predict a more effective ligand 
computationally and (4) experimentally test the ligand providing feedback for the next round of 




Figure 2-4 Iterative ligand design approach 
 
The preliminary experimental studies revealed promising results with the CF3-SEGPHOS 
2-L4 derivative. However, it was unclear what further modifications could lead to additional 
reactivity enhancement. Although successful predictions of new transition metal catalysts from 
computational results alone are still rare,47 several examples have recently been described wherein 
a combination of computational and experimental evaluations has led to the discovery of catalysts 
with improved reactivity and selectivity.46 Such synergetic efforts effectively utilize the predictive 
power of computation, while the experimental verification helps resolve the uncertainty of 
calculated energies and issues that cannot be readily addressed by calculations alone, such as 
catalyst decomposition.48 
2.2 Computational details 
Geometry optimizations and single-point energy calculations were carried out using 
Gaussian 09.13 Geometries of intermediates and transition states were optimized using the B3LYP 
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functional15 with a mixed basis set of SDD for Cu and 6-31G(d) for other atoms in the gas phase. 
Vibrational frequency calculations were performed for all of the stationary points to confirm if 
each optimized structure is a local minimum or a transition state structure. Truhlar and Cramer’s 
quasi-harmonic corrections 49  were applied for entropy calculations using 100 cm-1 as the 
frequency cut-off. Solvation energy corrections were calculated in THF solvent with the CPCM 
continuum solvation model20 based on the gas-phase optimized geometries. The ωB97X-D 
functional18 with a mixed basis set of SDD for Cu and 6-311+G(d,p) for other atoms was used for 
solvation single-point energy calculations. The computed gas-phase activation energy (ΔE‡) was 
dissected using the following ligand-substrate interaction model analysis.40 
ΔE⧧= ΔEdist + ΔEint-bond + ΔEint-space                                                                                                                          eq.1 
The distortion energy (ΔEdist)
 is the sum of the energies required to distort the LCuH 
catalyst and the substrate into their transition state geometries. ΔEint-space was calculated from the 
interaction energy of a supramolecular complex of the phosphine ligand and the olefin substrate at 
the transition state geometry but in the absence of the CuH moiety (ΔEint-space = Elig+sub − Elig − 
Esub)
40.Error! Bookmark not defined. Then, the through bond interaction was calculated from ΔEint-bond = Δ
E⧧ − ΔEdist − ΔEint-space. The ΔEdist and ΔEint-space were both calculated using the ωB97X-D 
functional with the SDD basis set for Cu and 6-311+G(d,p) for other atoms. The ωB97X-D 
functional was chosen because it has been shown to accurately describe non-covalent 
interactions,50 which we expected to be important in this system. The computed free energy 
barriers using this method provided very good agreement with the experimental reaction rate 
constants. The through-space interaction energy (ΔEint-space) between the ligand and the substrate 
is further dissected according to the following equation:  
ΔEint-space = ΔEPauli + ΔEelstat+ ΔEpol + ΔEct + ΔEdisp                                                       eq. 2 
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In accordance with our group’s previous study, the dispersion energy component (ΔEdisp) 
was obtained from the difference of interaction energies calculated using MP2 and HF. The MP2 
calculations were performed with Q-Chem 5.022 using the SOS(MI)-MP2 method in combination 
with the dual-basis set approach utilizing the db-cc-pVTZ basis set.51 The ΔEPauli, ΔEelstat, ΔEpol, 
and ΔEct terms in eq 2 were calculated using the second-generation energy decomposition analysis 
based on absolutely localized molecular orbitals (ALMO-EDA)21 method implemented in Q-Chem 
5.0. The second generation ALMO-EDA provides a further decomposition of the Pauli and 
electrostatic interaction (∆Erep) term into Pauli repulsion (∆EPauli) and electrostatic (∆Eelstat) 
energies, which is important in the analysis of through-space electrostatic interactions with the 
fluorinated ligands. HF method with the 6-311G(d,p) basis set was employed to avoid double 
counting of dispersion in the energy decomposition analysis (EDA) calculations.  
2.3 Results and discussions 
2.3.1 Origin of the reactivity trends with 2-L3 and 2-L4 
With the understanding that bulky substituents in meta- position on the P-aryl2 groups 
promote reactivity, our collaborators first conducted preliminary kinetic studies using SEGPHOS 
derivatives with substituents possessing different steric (TMS) and electronic (CF3) properties at 
these positions. Their kinetic studies revealed that both ligands mildly promoted (k/k0 = 3.3; 6.7 
respectively (Table 2-1)) the reactivity.  
To fully understand the underlying principles and interactions that lead to the enhanced 
reaction rates with 2-L3 and 2-L4 supported CuH catalysts, a computational analysis of the 
16 
hydrocupration transition step was performed to study the origin of the different hydroamination 
reactivities between the DTBM-SEGPHOS 2-L2, TMS-SEGPHOS 2-L3, and CF3-SEGPHOS 2-
L4-supported CuH catalysts (Figure 2-5). 
 
 
Figure 2-5 Hydrocupration with CuH catalysts supported by different SEGPHOS-derived ligands 
 
The activation energies of the rate-determining hydrocupration transition states were 
computed using propene (2-12) as the model substrate with the method outlined above (Table 2-
1).  The computed activation barriers did not reproduce the slight difference in experimental rate 
constants between the hydroamination with TMS-SEGPHOS (2-L3) and DTBM-SEGPHOS (2-
L2) ligands. Although the reaction with the TMS-SEGPHOS ligand is three times faster 
experimentally, computations predicted essentially the same hydrocupration barriers for 2-TS2 
and 2-TS3. The ligand-substrate interaction model analysis showed that there were no significant 
differences between these two ligands for any of the individual energy terms (Figure 2-6). 
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Table 2-1 Activation free energies of the hydrocupration transition states and energy components derived 








hydrocupration transition state 2-TS2 2-TS3 2-TS4 
ΔG‡solv 20.2 20.3 18.7 
ΔE‡ –0.1 0.0 –1.0 
distortion (ΔEdist) 28.6 28.3 29.4 
through-bond interaction (ΔEint-bond) –23.9 –23.8 –26.2 
through-space interaction (ΔEint-space) –4.8 –4.5 –4.3 
Pauli repulsion (ΔEPauli) 9.0 9.2 8.4 
electrostatic (ΔEelstat) 0.3 0.1 –1.5 
London dispersion (ΔEdisp) –13.3 –13.2 –10.7 
charge transfer (ΔEct) –0.2 –0.2 –0.2 
polarization (ΔEpol) –0.6 –0.5 –0.4 
krel 1.0 3.3 6.7 
ΔΔG‡comp 0.0 0.1 –1.5 
ΔΔG‡exp 0.0 –0.7 –1.1 
a All energies are reported in kcal/mol. The activation energies (ΔG‡solv and ΔE‡) are with respect to the separated CuH 
catalyst and propene (2-12). ΔΔG‡comp values were calculated by subtracting ΔG‡solv-2-L2 from ΔG‡solv-2-LX. ΔΔG‡exp were 
derived from the experimental relative rate constants (krel) obtained by our collaborators from the Buchwald research group. 
 
The computed barrier of hydrocupration with the CF3-SEGPHOS 2-L4CuH complex was 
in good agreement with the experimentally observed rate increase with 2-L4 compared to DTBM-
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SEGPHOS 2-L2CuH (ΔΔG‡comp = 1.5 kcal/mol vs. ΔΔG
‡
exp = 1.1 kcal/mol). In order to quantify 
the different factors that lead to the improved reactivity, the ligand-substrate interaction model 
analysis was employed to dissect the overall hydrocupration activation energies (Eqs. 1 and 2, see 
Computational Methods for details). Energy decomposition analysis of the hydrocupration 
transition state with 2-L4CuH revealed that the increase in the reaction rate was due to significantly 
stronger through-bond interactions (ΔEint-bond), resulting in an extra 2.3 kcal/mol stabilization of 2-
TS4 compared to the DTBM-SEGPHOS-bound 2-TS-2 (Figure 2-6). This is because of the 
electron-withdrawing nature of the CF3-substituents, which consequently results in enhanced 
Lewis acidity of the CuH catalyst and more favorable binding of the olefin substrate. The alkene–
copper π-complexes were calculated for DTBM-SEGPHOS (2-L2) and CF3-SEGPHOS (2-L4) 
(Table 2-2) to confirm that Lewis acidity of CuH was promoting favorable bonding interactions. 
The calculations confirmed that the more electron-deficient catalyst with 2-L4 ligand binds to the 







Figure 2-6 Contributions of different types of catalyst-substrate interactions to the reactivity. The ΔΔE values 
are calculated from the energy difference between 2-TS3 (L=TMS-SEGPHOS)/ 2-TS4 ( L=CF3-SEGPHOS) 
and 2-TS2 (L=DTBM-SEGPHOS). Positive ΔΔE values indicate effects that promote reactions catalyzed by 
the DTBM-SEGPHOS supported catalyst; negative ΔΔE values indicate effects that promote reactions 
catalyzed by the other ligand supported catalyst. The energies are in kcal/mol. 
 
Table 2-2 Gibbs free energies of the π-complexes and hydrocupration transition states with the DTBM-
SEGPHOS (2-L2) and CF3-SEGPHOS (2-L4) ligands.a 
 
Ligand DTBM-SEGPHOS (2-L2) CF3-SEGPHOS (2-L4) 
ΔG (π-complex) 9.0 6.5 
ΔG‡ 20.2 18.7 
a
 All energies are in kcal/mol and with respect to separated LCuH catalyst and the substrate. 
 
While the through-space interaction energies (ΔEint-space) are comparable in 2-TS2 and 2-
TS4, the origins are different. Using the second-generation ALMO-EDA methods, the ΔEint-space 
ΔΔE‡ = 0.1 ΔΔE‡ = −0.9
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term was further dissected into its individual energy components (Eq. 2). While 2-TS2 is stabilized 
by stronger attractive London dispersion (ΔEdisp = –13.3 kcal/mol for 2-TS2 compared to –10.7 
kcal/mol for 2-TS4), electrostatic interactions are more favorable in 2-TS4 (ΔEelstat = 0.3 kcal/mol 
for 2-TS2 compared to –1.5 kcal/mol for 2-TS4). The optimized geometry of 2-TS4 revealed 
multiple C–F···H–C contacts, which are responsible for the through-space electrostatic 
interactions between 2-L4 and the olefin substrate, thereby lowering ΔE‡ (Figure 2-7).  
 
 
Figure 2-7 Optimized geometries of hydrocupration transition states with the DTBM-SEGPHOS (2-TS-2) 
and CF3-SEGPHOS ligands (2-TS-4). Distances are in Ångström [Å]. 
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2.3.2 Proposal of a more reactive CuH-catalyst supported by ligand 2-L5 
Although the use of CF3-SEGPHOS 2-L4 leads to a relatively moderate increase of 
reactivity, the computational analysis suggested types of modifications that might result in a more 
effective ligand. Considering that the CF3-SEGPHOS 2-L4 ligated LCuH complex has weakened 
dispersion interactions when compared to the 2-L2CuH complex, we hypothesized that the 
installation of a larger perfluorinated substituent would be beneficial. Since the i-C3F7 group is 
sterically more demanding than CF3, we assumed that it should increase stabilizing London 
dispersion while maintaining the favorable through-space electrostatic attractions and through-
bond electronic effects.  
 
 
Figure 2-8 Contributions of different types of catalyst-substrate interactions to the regioselectivity. The ΔΔE 
values are calculated from the energy difference between 2-TS5 (L=i-C3F7-SEGPHOS) and 2-TS2 (L=DTBM-
SEGPHOS). Positive ΔΔE values indicate effects that promote reactions catalyzed by the DTBM-SEGPHOS 
catalyst; negative ΔΔE values indicate effects that promote reactions catalyzed by the i-C3F7-SEGPHOS-




Indeed, the calculated hydrocupration transition state 2-TS5 indicated that the use of i-
C3F7-SEGPHOS L5 as the ligand led to an additional 1.5 kcal/mol lower activation energy 
compared to the hydrocupration with L4CuH (Table 2-3). The ligand-substrate interaction model 
analysis validated our hypothesis, as the ΔEdist and ΔEint-bond terms of 2-TS5 remained essentially 
unchanged when compared to 2-TS4. Meanwhile, the through-space interaction of 2-TS5 was 1.7 
kcal/mol more stabilizing. Further dissection of the through-space interactions revealed that while 
favorable electrostatic interactions were maintained, 2-TS-5 had significantly more favorable 
dispersion interactions, only 1.4 kcal/mol less than DTBM-SEGPHOS (Figure 2-8).  
2.3.3 Computational studies of hybrid SEGPHOS ligands 
Kinetic experiments conducted by our collaborators revealed that while reactions catalyzed 
by 2-L5-supported catalyst possessed a high initial rate, the catalyst was unstable and led to 
decomposition after the initial burst of reactivity (Figure 2-9). This catalyst decomposition is most 
likely the consequence of the diminished Lewis basicity of the phosphorus atoms in 2-L5 due to 
the electron-withdrawing nature of the i-C3F7 substituents, which results in weaker binding of the 
ligand to the copper center. To exhibit both high reactivity and stability, the Lewis acidity of the 
copper center needed to be finely tuned.  
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Figure 2-9 Experimental kinetic studies of hydroamination of 4-phenyl-1-butene. Experiments conducted by 



























Table 2-3 Activation free energies of the hydrocupration transition states and energy components derived 
from the ligand-substrate interaction model for newly designed ligands. 
 
Ligand i-C3F7 (2-L5) SEGFAST (2-L6) 
hydrocupration transition state 2-TS5 2-TS6 
ΔG‡solv 17.2 17.0 
ΔE‡ –3.4 –3.0 
distortion (ΔEdist) 28.8 27.9 
through-bond interaction (ΔEint-bond) –26.2 –25.4 
through-space interaction (ΔEint-space) –6.0 –5.6 
Pauli repulsion (ΔEPauli) 7.9 7.8 
electrostatic (ΔEelstat) –1.2 –0.3 
London dispersion (ΔEdisp) –11.9 –13.0 
charge transfer (ΔEct) –0.1 0.0 
polarization (ΔEpol) –0.4 –0.4 
krel 61.3 61.5 
ΔΔG‡comp –3.0 –3.2 
ΔΔG‡exp –2.4 –2.4 
a All energies are reported in kcal/mol. The activation energies (ΔG‡solv and ΔE‡) are with respect to the separated CuH 
catalyst and propene (2-12). ΔΔG‡comp values were calculated by subtracting ΔG‡solv-2-L2 from ΔG‡solv-2-LX. ΔΔG‡exp were 
derived from the experimental relative rate constants (krel) obtained by our collaborators from the Buchwald research group. 
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To harness the increased reactivity that we observed using the i-C3F7 substituents without 
sacrificing the stability of the resulting complex, we had two options: either to test various new 
derivatives with different substituents, to find a suitable ligand that provides a catalyst system that 
combines high activity and stability, or exchange one P-aryl2 substituent for a more electron-
donating group in order to stabilize the resulting copper complex. To avoid significant structural 
changes at the 3- and 5-positions of the aryl groups, we reasoned that the merger of DTBM-2-L2 
and i-C3F7-2-L5, the ligands with higher catalyst stability and reactivity, might result in the perfect 
balance of their respective beneficial interactions. This hypothesis found further support in 
examining the transition-state structure 2-TS5, in which the improved through-space ligand-
substrate interactions primarily arise from the C–F···H–C interactions in the 1st and 4th quadrants 
(Figure 2-10). The i-C3F7 groups in the 2
nd and 3rd quadrants are further away from the substrate 
and thus are less significant in promoting the hydrocupration step.  
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Figure 2-10 Optimized geometries of hydrocupration transition states with the i-C3F7-SEGPHOS (2-TS-5) 
and the hybrid DTBM-i-C3F7-SEGPHOS ligand (2-TS-6 and 2-TS-6a). Distances are reported in angström 
[Å]. 
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To further support this hypothesis, we separately calculated the electrostatic and dispersion 
interactions between the propene and i-C3F7- substituents in i-C3F7-SEGPHOS ligand using the 
ALMO-EDA2 method. The geometry of each pairwise interaction was taken from the geometry 
of the transition state 2-TS5. The rest of the structure was displaced with an H atom at 1.07 Ǻ. The 
total electrostatic interaction between the four closest i-C3F7- groups and the propene corresponds 
to 0.9 kcal/mol, showing that C–F···H–C interactions are the origin of electrostatic interactions. 
Dispersion interaction between the substituents and the substrate amounted to 1.6 kcal/mol. 
Furthermore, results indicated that the 1st and 4th quadrants amounted to most of these interactions 
(Figure 2-11). Therefore, exchanging the P-aryl2 groups in the 2
nd and 3rd quadrants with DTBM 




Figure 2-11 Electrostatic and dispersion interactions between heptafluoro isopropyl groups and propene. 
Energies are reported in kcal/mol. 
 
The computational investigations showed that the hydrocupration barrier for the hybrid 
SEGPHOS derivative 2-L6CuH was similar to that of the symmetric derivative 2-L5CuH (see 
Table 2-3). Further energy decomposition analysis showed similar through-space interaction 
energies (ΔEint-space) in 2-TS6 and 2-TS5 (Table 2-3). While electrostatic interactions in 2-TS6 
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were slightly decreased relative to those in 2-TS5, London dispersion interactions were increased 
as a result of the larger t-butyl substituents in the 2nd and 3rd quadrants of 2-TS6, indicating that a 
comparable energy barrier might be obtained from 2-L6CuH. 
Based on the established stereoinduction model for hydrocupration involving SEGPHOS-
type ligands, the methyl substituent on the propene should prefer to occupy the unoccupied 
quadrants in the hydrocupration transition state. With the hybrid ligand, two different isomers for 
the hydrocupration transition states are possible. A different isomer of the hydrocupration 
transition state with 2-L6 (2-TS6a) is shown in Figure 2-10, where the methyl group on the 
substrate occupies the third quadrant. Our calculations revealed that the activation free energy for 
2-TS6a (ΔG‡=19.6 kcal/mol) is 2.6 kcal/mol less stable than 2-TS6 (ΔG‡=17.0 kcal/mol), 
reflecting the significance of through-space interactions between the substrate and i-C3F7 groups 
on the ligand and indicating the C–F···H–C non-covalent interactions with the i-C3F7 group are 
more favorable than the C–H···H–C interactions with the t-Bu group.  
Following the design of the new hybrid ligand 2-L6, our collaborators in the Buchwald 
group investigated the utility of the 2-L6CuH catalyst on the hydroamination of the terminal 
olefins. These results indicate that the newly designed ligand improved the reactivity with a wide 
variety of less reactive terminal olefins (Figure 2-12). 
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Figure 2-12 Scope of hydroamination of terminal olefins with SEGFAST 2-L6 ligand. Experiments were 
conducted by the Buchwald group. aReaction conducted with DTBM-SEGPHOS. 
2.3.4 Validation of computationally predicted reactivity trends 
To validate the computationally predicted activation energies with the different LCuH 
catalysts, we plotted the experimentally observed relative rate constants (ln(k/k0)) from kinetic 
studies against the relative rate constants derived from computed activation free energies 
(ΔG‡solv) (Figure 2-13). These results show a good agreement between the computation and 
experiment and thus validated the ability of DFT calculations to predict the ligand effects on the 




Figure 2-13 Linear correlation between the computed relative rates (ln(k/k0)theory) and experimental 
relative initial rates (ln(k/k0)experiment). 
 
2.3.5 Comparison of the 1st and 2nd generation ALMO-EDA methods 
The second generation of ALMO-EDA was employed in the current study. This method 
was employed because it offers a significant advantage over the first generation of ALMO-EDA. 
While the first generation ALMO-EDA provides a chemically meaningless (ΔEfrz) term, the 
second generation ALMO-EDA further decomposes this energy into chemically meaningful 
electrostatic interaction energy and Pauli repulsion energy. In our previous study, the first-
generation ALMO-EDA was used. We compared the first and the second generation ALMO-EDA 
results for the decomposition of the through-space interaction energy of 2-TS2 with DTBM-
SEGPHOS. The HF/6-311G(d,p) method was used in both calculations. Dispersion energies were 
calculated using the same MP2-HF methodology in both approaches. As shown in Table 2-4, the 
second generation ALMO-EDA provides almost identical ΔEpol and ΔEct terms as the first 































generation ALMO-EDA results. In addition, the sum of the Pauli repulsion energy (ΔEpauli) and 
electrostatic energy (ΔEelstat) from the second generation ALMO-EDA is very close to the 
“repulsive term” (ΔErep) (frozen interaction term (ΔEfrz)) in the first generation ALMO-EDA. 
Thus, the significant difference between the two different versions of ALMO-EDA for the 
through-space interactions in the hydrocupration TS is the further decomposition of the closed-
shell repulsive term into Pauli repulsion energy (ΔEpauli) and electrostatic energy (ΔEelstat) in the 
second generation ALMO-EDA.  
 




Method EDA1 EDA2 EDA1 EDA2 
ΔErep 8.0 – 9.2 – 
ΔEpauli – 7.7 – 9.0 
ΔEelstat – 0.3 – 0.3 
ΔEpol -0.5 -0.5 –0.7 –0.6 
ΔEct 0.1 0.1 –0.1 –0.2 
ΔEdisp -10.1 -10.1 –13.3 –13.3 
 a All energies are in kcal/mol. 
b Energies were obtained from the decomposition of the through-space interaction energy of 2-TS1 and 2-TS2 with 
SEGPHOS and DTBM-SEGPHOS, respectively. 
 
2.3.6 The effect of quasiharmonic approximation 
The Cramer and Truhlar’s quasiharmonic approximation was used for calculating Gibbs 
free energies of activation, which raises vibrational frequencies lower than 100 cm-1 to 100 cm-1 
to correct the harmonic oscillator model for low-frequency vibrational modes. While the computed 
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Gibbs free energies using the quasiharmonic approximation provided good agreement with the 
experimental results (Figure 2-13, R2=0.923), Gibbs free energy calculated without Cramer and 
Truhlar’s correction did not provide a good agreement with the experimental results (Figure 2-14, 
R2=0.437). In addition, a good correlation between the enthalpy of activation and the experimental 
relative rate constants was observed (Figure 2-15, R2=0.952). This indicated the error of the Gibbs 
free energy without the quasiharmonic approximation is primarily due to the error in the entropy 
calculations. This displays the importance of quasiharmonic correction to improve erroneous 
results that might arise from the computed entropies of molecules with low frequency vibrations, 
especially when comparing systems with small energy differences. 
 
 
Figure 2-14 Linear correlation between the computed relative rates (ln(k/k0)theory) without quasi-harmonic 
correction and experimental relative initial rates (ln(k/k0)experiment). 

































Figure 2-15 Linear correlation between the computed relative solvated activation energies (−ΔΔH‡solv) and 
experimental relative initial rates (ln(k/k0)experiment). 
2.3.7 Catalyst reactivity with other substrates 
To show that the newly designed catalyst could be useful in the catalysis with other olefin 
substrates, we calculated hydrocupration barriers with different olefins using DTBM-SEGPHOS 
and SEGFAST as ligands (Table 2-5). These calculations show that the SEGFAST-supported 
catalyst can lower the activation energy barrier to hydrocupration for a wide variety of olefin 
substrates and could be useful for farther catalytic applications when hydrocupration is rate-
determining. 





























Table 2-5 Computed hydrocupration barriers with SEGFAST and DTBM-SEGPHOS-supported CuH 
catalysts and different substrates. All energies are in kcal/mol relative to a free olefin and LCuH. 
 
2.4 Conclusions 
This study demonstrates how the combination of mechanistic insights, computational 
prediction, and experimental verification can successfully benefit ligand development. Using this 
synergistic approach, we were able to discover a new hybrid ligand 2-L6 that is capable of 
promoting the anti-Markovnikov hydroamination of unactivated, terminal olefins with a 62-fold 
rate increase compared to DTBM-SEGPHOS 2-L2 (Figure 2-16). We demonstrate that the ligand-
substrate interaction model can be employed to not only provide the explanation for the increased 
reactivity but can also be used to rationally propose ligand alterations that can significantly 
improve the reaction design. By employing energy decomposition analysis methods, we were able 
to deconvolute each individual energy contributions of the steric, electronic, and dispersion effects 
that comprise the hydrocupration barrier. During our investigation, we identified that in addition 
to London dispersion, both electrostatic C–F···H–C non-covalent interactions and inductive 
effects of the i-C3F7 substituents are capable of lowering the energy barrier for hydrocupration 
even further. Ultimately, the merger of both DTBM and i-C3F7 substituents was key to success in 
Reagent
2-12 2-13 2-14 2-15 2-16 2-17
DTBM-SEGPHOS (2-L2) 20.2 14.3 22.6 25.7 20.1 19.6
SEGFAST (2-L6) 17.0 10.2 19.8 22.5 17.2 16.6
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designing 2-L6 with balanced stability and reactivity. Furthermore, calculations with other 




Figure 2-16 Summary of the computationally guided ligand design for CuH-catalyzed olefin hydroamination. 
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3.0 Reactivity of amine electrophiles in CuH-catalyzed hydroamination of olefins 
3.1 Introduction 
In the previous chapter, we discussed computational ligand design for the hydroamination 
of terminal olefins, based on the past understanding of the mechanism and ligand effects on the 
hydrocupration of unactivated olefins. In this chapter, we explore the mechanism of the subsequent 
step between alkyl copper species and electrophile and reactivity of hydroxylamine electrophiles 
to understand how different electrophiles, substrates, and ligands affect the reactivity. While the 
hydrocupration step of the CuH-catalyzed hydroamination reaction has been studied 
extensively,40,52 the understanding of how electrophiles react in this reaction is relatively limited.53 
However, in reactions with unactivated internal olefins, the choice of the electrophile plays an 
important role in promoting the reactivity (Figure 3-1a),37b where less electron-rich electrophiles 
undergo reduction instead of promoting hydroamination of olefins.  
 
 
Figure 3-1 (a) Reactivity of trans-4-octene in CuH-catalyzed hydroamination with different hydroxylamine 
electrophile reagents. (b) Possible reactions of copper hydride with different reaction components. (c) 









• Hydroxylamine electrophile reduction
• Electrophile effects on amine trapping step
• Olefin effects on amine trapping step
• Ligand effects on amine trapping step
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These experimental results indicate that suppressing amine reduction is a significant 
challenge for the hydroamination of less reactive olefin substrates (Figure 3-1b). Therefore, a 
detailed understanding of the reaction mechanism of the reduction of the hydroxylamine 
electrophile, as well as ligand and electrophile effects that promote trapping with alkyl copper 
species rather than reduction, are important for future optimization to promote the reactivity of 
unreactive substrates.  
In addition to addressing the challenges (Figure 3-1c) associated with the reduction of the 
electrophile, understanding the reactivity of electrophile will also facilitate the expansion of 
reaction scope to tertiary C-N bond formation. While copper-catalyzed hydroamination has been 
successfully implemented to achieve C-N bond formation at primary and secondary carbon 
centers,33–37 formation of C–N bonds at a tertiary carbon remains an elusive goal, which could 
significantly expand the applicability of this procedure. Past experimental38 studies have shown 
that styrene derivatives promote hydrocupration at the benzylic position. However, the 
methodology for installing tertiary C–N bonds on 1,1-disubstituted styrenes is still lacking. One 
potential challenge associated with the formation of a tertiary C–N bond could be attributed to less 
favorable kinetics during the electrophile trapping by a tertiary alkyl copper species following the 
hydrocupration of the 1,1-disubstituted styrene. Based on these challenges, we became interested 
in understanding the reactivity of hydroxylamine electrophiles in copper-catalyzed 
hydroamination reactions.  
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Figure 3-2 Catalytic cycles for the hydroamination and amine reduction in CuH catalyzed olefin 
hydroamination 
 
Based on the previous computational results,40,53 we proposed that the reactions of the 
hydroxylamine electrophile to both copper hydride and copper alkyl complexes proceed through 
oxidative addition and reductive elimination to generate the hydroamination product and the 
hydroxylamine reduction product, respectively (Figure 3-2). Based on the available experimental 
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evidence,37b where amine reduction is competitive with hydrocupration of internal olefins, we 
chose a model reaction system with trans-2-butene (3-S1), O-benzoyl-N,N-
dibenzylhydroxylamine (3-E1), and DTB-SEGPHOS (3-L2) ligand to study the reaction 
mechanism. DTB-SEGPHOS (3-L2) was used in the calculations instead of the more commonly 
employed DTBM-SEGPHOS in order to reduce the ligand conformational space. Past 
experimental and computational results have shown that the reactivity of hydrocupration with 
these two ligands is very similar.40 
3.2 Computational details 
Geometry optimizations and single-point energy calculations were carried out using 
Gaussian 16.14 Geometries of intermediates and transition states were optimized with the 
dispersion corrected B3LYP-D3 functional,15 using Grimme’s DFT-D3 dispersion correction,16 
with a mixed basis set of SDD for Cu and 6-31G(d) for other atoms in the gas phase. Vibrational 
frequency calculations were performed for all of the stationary points to confirm if each optimized 
structure is a local minimum or a transition state structure. Solvation energy corrections were 
calculated in THF solvent with the SMD solvation model19 based on the gas-phase optimized 
geometries. The ωB97X-D functional18 with a mixed basis set of SDD for Cu and 6-311+G(d,p) 
for other atoms was used for single-point energy calculations in solution. The computed activation 
energies (ΔE‡) in the solution were dissected using the following ligand-substrate interaction 
model analysis.40 
ΔE⧧= ΔEdist + ΔEint-bond + ΔEint-space                                                                                                                          eq.1 
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The distortion energy (ΔEdist)
 is the sum of the energies required to distort the LCuR 
catalyst and the hydroxylamine substrate into their transition state geometries. ΔEint-space was 
calculated from the interaction energy of a supramolecular complex of the phosphine ligand and 
the hydroxylamine substrate at the transition state geometry but in the absence of the CuR moiety. 
Then, the through bond interaction was calculated from ΔEint-bond = ΔE⧧ − ΔEdist − ΔEint-space. The 
ΔEdist and ΔEint-space were both calculated using the ωB97X-D functional in THF solvent with the 
SMD solvation model and with the SDD basis set for Cu and 6-311+G(d,p) for other atoms. ΔEint-
space was further decomposed according to the following equation using the second-generation 
energy decomposition analysis based on absolutely localized molecular orbitals (ALMO-EDA)21 
method implemented in Q-Chem 5.3.22 
ΔEint-space = ΔEPauli + ΔEelstat+ ΔEpol + ΔEct + ΔEdisp + ΔEsolvation                                     eq. 2 
In this analysis, Pauli repulsion energy (ΔEPauli) describes steric repulsions between the 
ligand and the substrate. Electrostatic interaction energy (ΔEelstat) describes permanent 
electrostatics interactions between two fragments. Polarization energy (ΔEpol) describes the 
charge-induced electrostatics interactions between ligand and the substrate. Charge transfer energy 
(ΔEct) describes the secondary orbital interactions between the two fragments. Dispersion 
interaction (ΔEdisp) corresponds to the Van Der Waals interactions between the two fragments, and 
the solvation energy (ΔEsolvation) corresponds to the solvation effects on the interacting fragments. 
Since the solvation effect will primarily impact through space electrostatic interactions of the two 
fragments, in this study, I have combined the permanent electrostatic interactions (ΔEelstat) and 
solvation energy (ΔEsolvation) to describe solvated electrostatic interactions. 
Conformational sampling of some of the key transition states was carried out using the 
iterative metadynamic sampling and genetic crossover (iMTD-GC) method implemented in the 
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CREST program,25 with GFN2-xtb method26 including additional geometry optimization of the 
final conformer ensemble using the B3LYP-D3/SDD-6-31G(d) method. NBO analysis of some 
key intermediates and transition states was performed using NBO version 3 54  embedded in 
Gaussian 16.  
3.3 Results and discussions 
3.3.1 Hemilabile nature of SEGPHOS ligands in the oxidative addition of hydroxylamine 
electrophiles 
In the reaction between DTB-SEGPHOS (3-L1) ligated copper hydride (3-1), trans-2-
butene (3-S1), and the hydroxylamine (3-E1), copper hydride could competitively react with either 
the olefin or the electrophile. The hydrocupration of the internal olefin requires an activation 
energy barrier of 27.2 kcal/mol (3-TS1, Figure 3-3). On the other hand, the oxidative addition of 
the hydroxylamine to the copper hydride requires a barrier of 27.0 kcal/mol (3-TS2, Figure 3-3). 
These computed results are consistent with the past experimental findings, where 3-E1 was not as 
effective for the hydroamination of trans-4-octene, and more electron-rich electrophiles were 
necessary to suppress the hydroxylamine reduction (Figure 3-1). Following the hydrocupration, 
the formation of the resulting alkyl copper intermediate 3-2 is exergonic by 1.2 kcal/mol. 
Following the formation of the alkyl copper intermediate, an approximately 180-degree rotation 
about the C(biaryl)–P bond on the DTB-SEGPHOS ligand (Figure 3-4) leads to the dissociation 
of one of the bisphosphine arms to form the mono-phosphine ligated alkyl copper intermediate 3-
3 (ΔG = 6.3 kcal/mol), which is 7.5 kcal/mol less stable than the bisphosphine-ligated isomer 3-2. 
42 
Complex 3.3 then undergoes a relatively facile oxidative addition (3-TS3, ΔG‡ = 21.6 kcal/mol 
with respect to 3-2) to form the cationic Cu(III) complex 3-4. Following the recombination with 
the benzoate anion, complex 3-5 undergoes a facile reductive elimination (3-TS4, ΔG‡ = 1.4 




Figure 3-3 Reaction mechanism for the hydroamination of trans-2-butene. All energies are relative to 3-1, 3-S1, and 3-E1. 
44 
To ensure that the partial ligand dissociation to form mono-phosphine ligated intermediate 
3-3 is kinetically accessible, we calculated the reaction coordinate of the rotation of the θ(CCPCu) 
dihedral from the complex 3-2 (Figure 3-4). These calculations show that the C–P bond rotation 
should be kinetically accessible, with the highest energy point occurring at −90°, with the relative 
energy of 14.4 kcal/mol with respect to 3-2. 
 
 
Figure 3-4 A. 3D structures of bidentate alkyl copper complex 3-2 and the monodentate ligated complex 3-3. 





























While the most favorable pathway proceeds through dissociation of one of the phosphine 
arms via rotation of the C(biaryl)–P bond, alternate ligand conformations in the oxidative addition 
of the electrophile were also considered. Direct addition of the electrophile (i.e., the SN2 type 
oxidative addition) to the bidentate phosphine complex 3-2 requires a barrier of 39.0 kcal/mol (3-
TS3B, Figure 3-5). The oxidative addition after partial dissociation of one of the phosphine arms 
through a 5-member transition state is also kinetically less favorable, with a barrier of 29.2 
kcal/mol. (3-TS3C, Figure 3-5). 
 
 
Figure 3-5 3D structures for different ligand conformations during electrophile oxidative addition. All 
energies are relative to the intermediate 3-2 and 3-E1 
 
The less favorable pathways can be attributed to unfavorable steric effects, where the 
approach of relatively large electrophile is hindered by the bulky catalyst. The rotation about the 








reactivity towards oxidative addition. This hypothesis is further supported by considering the 
transition state structure, where 3-TS3 has the shortest distance between the Cu and the N atom on 
the hydroxylamine (1.97, 2.12, 1.99 Å for 3-TS3, 3-TS3B, and 3-TS3C, respectively, Figure 3-5). 
This is further supported by considering the distortion-interaction analysis, where the distortion 
energies are significantly more unfavorable in 3-TS3B and 3-TS3C due to unfavorable steric 
environment around the metal center (Table 3-1). Without the conformation change following Cu–
P dissociation, the steric environment around the metal center does not change significantly. 
However, this allows the binding of the carbonyl group through the five-member transition state 
to promote bonding interactions. However, this leads to increased catalyst distortion and 
significantly larger electrophile distortion. Nonetheless, the interaction energy of 3-TS3B is 
weaker, and 3-TS3C is comparable to that in 3-TS3. 
 
Table 3-1 Distortion interaction analysis of the three competing oxidative addition transition statesa 
 3-TS3 3-TS3B 3-TS3C 
∆E‡ 0.1 15.4 6.8 
∆Edist_catalyst 20.1 21.4 22.5 
∆Edist_electrophile 18.5 28.8 24.4 
∆Einteraction −38.5 −34.9 −40.1 
a All energies are reported in kcal/mol. 
 
We also considered ligand conformations in the oxidative addition of the electrophile to 
the copper hydride, which leads to electrophile reduction. We found that the most favorable 
oxidative addition to the copper hydride (3-TS2, ∆G‡ = 27.0 kcal/mol) also proceeds through the 
initial dissociation of one of the phosphine arms and the subsequent C–P bond rotation. The similar 
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computed activation energies of electrophile reduction and hydrocupration are in good agreement 
with previous experimental results that showed that the electrophile reduction is competitive with 
the olefin hydrocupration. The oxidative addition to the bidentate phosphine ligated copper hydride 
is highly disfavored, requiring activation energy of 36.5 kcal/mol (3-TS2B, Figure 3-6). 
Furthermore, the five-membered transition state is also highly disfavored, requiring activation 
energy of 34.0 kcal/mol (3-TS2C, Figure 3-6). These results indicate that the C–P bond rotation 
is necessary to promote the oxidative addition, despite the size of the substituent on the copper 
center. Ligand conformation change of copper hydride is endergonic by 6.4 kcal/mol (3-8), which 
is comparable to the energy required for the conformational change of alkyl copper complex 3-3 
from bidentate conformer 3-2 (Figure 3-6). Therefore, this process should also be accessible 
kinetically. 
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Figure 3-6 Competing conformations for the oxidative addition transition states to the copper hydride, 
leading to the amine reduction. All energies are relative to 3-1 and 3-E1 
3.3.2 Oxidative addition to copper hydride is more sensitive to electrophile electronic 
effects than oxidative addition to alkyl complexes 
The oxidative addition of the electrophile to the copper alkyl complex 3-TS3 is 
significantly more favorable than the oxidative addition to the copper hydride 3-TS2. The addition 
to the copper alkyl complex 3-TS3 has an earlier transition state with a shorter N–O bond (1.77 
Å) and a longer Cu–N bond (1.97 Å) when compared to the oxidative addition to the copper 
hydride (d(N–O) = 1.91 Å, d(Cu–N) = 1.90 Å Figure 3-7A). This difference can be attributed to 
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oxidative addition being less favorable with the copper hydride complex (Figure 3-3). Further 
investigation of these two transition states using the ligand-substrate interaction model revealed 
that the substrate distortion is significantly higher in 3-TS3 than in 3-TS2 (∆∆Edist_electrophile =9.8 
kcal/mol; Figure 3-7B). This difference can be attributed to the later transition state during the 
oxidative addition to copper hydride. On the other hand, while the bonding interaction between 
copper and nitrogen is also increased for 3-TS3 (∆∆Eint_bond = −5.6 kcal/mol; Figure 3-7B), the 
increased favorable interaction does not balance out increased distortion energy for the substrate. 
These results suggest that the oxidative addition to the alkyl copper complex is favored through 
electronic effects, where more electron-donating alkyl ligand, relative to hydride, promotes the 
oxidative addition transition state. Better donor ligand raises the HOMO energy in monodentate 
phosphine-coordinated alkyl copper complex (HOMO(3-3) = −6.69 eV) when compared to 
monodentate phosphine-coordinated copper hydride (HOMO(3-8) = −7.48 eV), which leads to the 
greater nucleophilicity of the alkyl copper complex 3-3 and higher reactivity in theSN2-type 
oxidative addition when compared to a copper hydride (3-8).  
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Figure 3-7 A. 3D structures of two oxidative addition transition states. The activation free energies for 3-TS3 
and 3-TS2 are in kcal/mol with respect to 3-2 and 3-1, respectively B. Ligand substrate-interaction analysis of 
two oxidative addition transition states. Color code: Brown – catalyst distortion, light brown – electrophile 
distortion, light green – through space interaction, dark green – bonding interaction, black – activation 
energy. C. NPA charge analysis of 3-E1 and oxidative transition states 3-TS3 and 3-TS2. 
 
Furthermore, natural population analysis (NPA) charges of the two oxidative addition 
transition states show that the later transition state in 3-TS2 leads to more charge transfer onto the 
benzoate fragment of the electrophile (∆∆e = −0.10, Figure 3-7C). This led us to stipulate that the 
oxidative addition of the electrophile to copper hydride 3-TS2 leading to the reduction of the 
electrophile might be more sensitive to the electronic effects of the electrophile. To support this 
hypothesis, we carried out calculations with different electrophiles with varying electronic 













the electronic descriptor to compare the relative sensitivity of two types of transition states on the 
nature of the electrophile. The calculated results show that the activation energies for both types 
of transition states correlate well with the NPA charge on the nitrogen atom of the electrophile 
(Figure 3-8B). Furthermore, the activation free energy of the oxidative addition to the copper 
hydride is more sensitive to the NPA charge on the nitrogen. This result suggests that the later 
transition state in 3-TS2, relative to 3-TS3, leads to the increased amount of charge transfer to the 
carboxylate group and thus increases the sensitivity of amine reduction to the electronic effects of 
the hydroxylamine. Therefore, the hydroamination reaction can be improved further by choosing 
more electron-rich hydroxylamines, which will lead to an increased barrier for the amine reduction 
pathway without significantly hindering facile oxidative addition to primary or secondary alkyl 
copper complexes. Among the electrophiles considered in Figure 3-8, 3-E1–3-E4 have been found 
to be ineffective for the hydroamination of internal olefins due to the issue of amine reduction 
being kinetically more favorable than hydrocupration of olefins. On the other hand, even for most 
electron-rich electrophiles 3-E5 and 3-E6, the barrier for the oxidative addition to the alkyl copper 
complex 3-2 is still relatively low, at 24.3 kcal/mol and 25.1 kcal/mol, respectively. 
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Figure 3-8 A. Activation energies for the oxidative addition to copper hydride (3-TS2) and alkyl copper 
complex (3-TS3) with different hydroxylamines. B. Correlation between the activation energies for the 
oxidative addition transition states with LCuH and with LCuR where R = 2-butyl and NPA charge on the 
nitrogen atom of the hydroxylamine. 
NPAN
y = -903.7x - 177.4
R² = 0.91





























3.3.3 Tertiary alkyl copper complexes hinder oxidative addition due to unfavorable steric 
effects 
To investigate whether the identity of the olefin can significantly affect the barrier to the 
oxidative addition of the hydroxylamine to the alkyl copper complex, we calculated the oxidative 
addition barriers of alkyl copper complexes originating from a wide variety of hydrocupration 
products of olefins 3-S1 – 3-S6 with different steric and electronic characters (Table 3-2). 
Electrophile XX was used in these calculations. These calculations indicate that primary (olefin 3-
S2) and secondary (olefin 3-S1) alkyl copper complexes have similar reactivities towards oxidative 
addition. Furthermore, cyclic alkyl copper complexes (olefins 3-S3 and 3-S4) were found to be 
more reactive towards the oxidative addition than acyclic alkyl copper complexes. Additionally, 
the oxidative addition to a secondary benzylic copper complex (olefin 3-S5) was also found to be 
more favorable than the addition to secondary alkyl copper complexes, despite it being sterically 
more hindered than the secondary alkyl copper complexes. Finally, the addition to the tertiary 
benzylic alkyl complex (olefin 3-S6) was found to be significantly less favorable, requiring 
activation energy of 26.6 kcal/mol (Table 3-2). 
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Table 3-2 Activation energies for the oxidative addition of hydroxylamine 3-E1 to various different alkyl 
copper complexes. All energies are relative to the alkyl copper complex and electrophile 3-E1. 
 
 
To better understand the origin of substrate effects on the reactivity, we performed ligand-
substrate interaction analysis on primary alkyl complex 3-TS3-S2 and tertiary benzylic complex 
3-TS3-S6. These calculations indicate that due to the dissociation of the phosphine ligand, the 
steric difference between primary and secondary alkyl complexes does not lead to significant 
differences in reactivity, with similar distortion energies for the reactions with primary (3-TS3-S2, 
∆Edist = 39.2 kcal/mol), and secondary acyclic (3-TS3, ∆Edist = 38.7 kcal/mol) alkyl complexes. 
On the other hand, in the addition to the tertiary benzylic complex (3-TS3-S6), steric effects play 
a more significant role, resulting in significant elongation of the Cu–P bond (2.37 Å, Figure 3-9) 
during the transition state, leading to significantly larger distortion energy in this transition state 
substrate
3-S1 3-S2 3-S3 3-S4 3-S5 3-S6
R =
a 0.0 0.0 0.0 0.0 0.0 0.0
b 6.3 6.6 6.2 8.4 10.7 7.5
c 20.6 20.7 17.6 19.0 17.5 26.6
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(ΔEdist = 53.3 kcal/mol). This makes the oxidative addition of hydroxylamines to the tertiary 
complexes more challenging. 
 
 
Figure 3-9 A. 3D structures of oxidative addition transition states with primary alkyl copper complex 3-TS3-
S2 and tertiary alkyl copper complex 3-TS3-S6 
 
These results indicate that while oxidative addition is easily accessible for primary and 
secondary alkyl copper complexes, as well secondary benzylic copper complexes, oxidative 
addition to the tertiary alkyl copper complexes is more challenging and is the rate-determining 
step in hydroamination reactions involving sterically hindered tertiary alkyl copper complexes. 
3.3.4 Through space ligand electrophile dispersion interactions promote oxidative addition 
transition states 
To understand the ligand effects on the oxidative addition, we first considered different 
ligand conformations in the oxidative addition of hydroxylamine 3E-1 to SEGPHOS (L2) ligated 
2-butyl copper complex (3-2-L2). These calculations show that despite the smaller size of the 
3-TS3-S6
∆G‡ = 26.6 kcal/mol
3-TS3-S2
∆G‡ = 20.7 kcal/mol
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SEGPHOS ligand compared to DTB-SEGPHOS, the most favorable oxidative addition with 3-2-
L2 still proceeds through the dissociation of one of the phosphine arms of L2 and subsequent C–
P bond rotation (Figure 3-9). The activation Gibbs free energy of the oxidative addition following 
the bond rotation (3-TS3-L2) is 23.8 kcal/mol, whereas the transition state without phosphine 
dissociation (3-TS3B-L2) requires a barrier of 36.7 kcal/mol, and the transition state without the 
bond rotation following phosphine dissociation (3-TS3C-L2) has an activation Gibbs free energy 
of 29.2 kcal/mol. These results indicate that the size of the aryl substituents on the SEGPHOS-
derived ligands has an insignificant role in the mechanism of the oxidative addition, and bond 
rotation is always more favorable to promote the oxidative addition. 
 
 
Figure 3-10 Competing conformations for the oxidative addition transition states to the SEGPHOS-ligated 









Following the understanding that the ligand C(biaryl)–P bond rotation is still necessary to 
promote the oxidative addition with a smaller SEGPHOS ligand, we proceeded to calculate other 
two key transition states (3-TS1-L2, and 3-TS2-L2, Figure 3-12A) using the SEGPHOS-ligated 
copper hydride, to compare their reactivity in electrophile reduction to that of the DTB-
SEGPHOS-ligated copper hydride. Our calculations indicate that DTB-SEGPHOS not only 
promotes the reactivity towards hydrocupration of olefins but also promotes the reactivity towards 







Figure 3-11 Ligand effects on the CuH catalyzed hydroamination of olefins. Computed activation free 
energies (ΔG⧧) of the hydrocupration and oxidative addition to copper hydride steps with respect to the 
separated LCuH, olefin 3-S1, and hydroxylamine 3-E1. Oxidative addition to copper alkyl groups is 
calculated with respect to the LCuR complex and hydroxylamine 3-E1. 
 
While past computational studies have carefully explored the key factors promoting 
reactivity with 3,5-disubstituted SEGPHOS ligands in hydrocupration, understanding of ligand 
effects on the oxidative addition step is more limited. To better understand the origin of the ligand 
effects, we performed ligand-substrate interaction analysis on these two oxidative addition 
transition states. Our calculations show that the primary difference between the reactivity of DTB-
SEGPHOS-ligated copper hydride and alkyl copper complexes (3-TS2, 3-TS3, Figure 3-7B) and 









L1 Ar = 3,5 – di-tert-butyl-phenyl L2 Ar = phenyl
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through-space interactions between the DTB-SEGPHOS ligand and the electrophile (ΔΔEint_space 
= −3.6 and −3.7 kcal/mol for oxidative addition to LCuH and LCu(2-butyl), respectively). Further 
decomposition of the through-space interaction reveals that the primary factor that promotes 
reactivity towards oxidative addition with DTB-SEGPHOS-ligated species arises from favorable 
dispersion interactions, where dispersion with DTB-SEGPHOS is favored by 6.1 kcal/mol in the 
oxidative addition transition state with copper hydride complex, and by 6.7 kcal/mol in the 





Figure 3-12 3D structures of oxidative addition transition states with SEGPHOS ligated copper 3-TS3-L2 and 
3-TS2-L2. B. Ligand substrate-interaction analysis of three oxidative addition transition states. Color code: 
Brown – catalyst distortion, yellow – electrophile distortion, blue – through space interaction, green – through 
bond interaction, black – activation energy. C. Energy decomposition analysis of through space ligand-
electrophile interaction. 
To understand the origin of the increased dispersion interactions, we performed pairwise 
dispersion energy calculations between key tert-butyl groups and the electrophile in oxidative 
addition transition state with the alkyl copper complex (3-TS3). The CuH and all atoms on the 
bisphosphine ligand except the tert-butyl group were removed from the transition state geometry 
to perform this analysis. Then, each tert-butyl group was capped with hydrogen with a bond length 
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and the electrophile were calculated. This analysis suggests that the favorable dispersion 
interactions in 3-TS3 arise primarily between two tert-butyl groups on the P-aryl group interacting 
with the benzylic substituent on the amine, as well as the interactions between the benzoate group 
and the tert-butyl group (Figure 3-13). These interactions together add up to 5.4 kcal/mol, which 
largely accounts for the increased dispersion interactions observed with EDA analysis of the 
through-space interactions. There are no significant dispersion interactions between an electrophile 
and the dissociated phosphine phenyl groups, as they are placed far away from the electrophile. 
 
Figure 3-13 Key dispersion interactions between the electrophile and tert-butyl groups. Numbers in purple 
represent the favorable dispersion interactions between an electrophile and corresponding tert-butyl group in 
kcal/mol. 
3.4 Conclusion 
DFT calculations were performed to study the mechanisms of the electrophile addition step 
in the copper-catalyzed hydroamination of olefins. DFT calculations indicate that the SEGPHOS-





The partially dissociated ligand conformation promotes the oxidative addition of the electrophile 
by reducing steric repulsions between the bisphosphine ligand and the electrophile. The reaction 
with hydroxylamine electrophile takes place via the SN2-type oxidative addition pathway. 
Investigation of the electrophile effects reveals that the oxidative addition to copper hydrides, 
leading to undesired hydroxylamine reduction, is more sensitive to the electronic effects of the 
electrophile than the oxidative addition to alkyl copper complexes. Therefore, using e-rich 
hydroxylamine electrophiles such as 3-E5 or 3-E6 suppresses their oxidative addition to the copper 
halide complex, therefore suppressing hydroxylamine reduction without significantly increasing 
the barrier to the OA with alkyl copper species. The oxidative addition becomes significantly 
hindered when reacting with tertiary alkyl copper complexes. Based on this understanding, 
combined with past experimental and computational results, olefin substrates can be combined 
into three distinct classes depending on their reactivity and rate-determining steps, where copper 
hydride regeneration through σ-bond metathesis is the RDS for activated olefins, hydrocupration 
is the RDS for the unactivated olefins, and oxidative addition is the RDS for 1,1-disubstituted 
activated styrenes (Figure 3-14). 
 
Figure 3-14 Reactivity of different olefin reagents 
 
The investigation of ligand effects on oxidative addition transition states revealed that 
sterically bulky 3,5- substituents promote oxidative addition leading to electrophile reduction. This 
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activation method is comparable to interactions that promote hydrocupration of olefins. These 
results indicate that achieving reactivity with less reactive olefins will require a careful 
ligand/electrophile tuning approach in order to achieve olefin hydrocupration without promoting 
amine reduction or significantly hindering subsequent oxidative addition to the alkyl copper 
complexes. 
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4.0 Cu-H catalyzed allylation of indazoles to form a C3-quaternary chiral center 
A significant part of this chapter was published as Ye, Y.; Kevlishvili, I.; Feng, S.; Liu, P.; 
Buchwald, S. L. J. Am. Chem. Soc. 2020, 142, 10550–10556. 
4.1 Introduction 
Functionalization of nitrogen containing heterocycles is an important area in organic 
synthesis because of their importance in pharmaceutical applications. 55  Particularly, the 
functionalization of indazoles is of great interest due to their utility in pharmaceutical and 
medicinal chemistry. 56  One of the most efficient methodologies for the functionalization of 
indazoles involves their direct alkylation, where indazole acts as a nucleophile. 57  In these 
applications, the functionalization is usually either N1- or N2- selective.58 On the other hand, 
transformations for C3-selective alkylation are less common.59  
Recently, the Buchwald group developed a method to prepare enantioenriched alkylated 
indole derivatives using CuH-catalyzed reactions with alkene substrates.60 In this reaction, N-
(benzoyloxy)indoles acted as an electrophile, and depending on the choice of the ligand, the 
reaction could proceed through either N1- or C3- regioselectivity (Figure 4-1a). Based on this 
novel methodology, the Buchwald group hypothesized that a similar reaction with N-
(benzoyloxy)indazole as an electrophile could overcome the inherent N1- or N2- selectivity of 




Figure 4-1 (a) CuH-catalyzed asymmetric alkylation of indole electrophiles. (b) Proposed CuH-catalyzed 
asymmetric C3-allylation of indazole electrophiles. Mes: mesityl group. 
 
Initial experiments from the Buchwald group between styrene 4-1 and indazole 4-2 under 
the standard reaction conditions developed for the indole electrophile 4-3 were not successful, with 
C3-alkylated indazole 4-4 obtained in a low yield (yield < 5%, Figure 4-2). On the other hand, 
cyclohexyl allene afforded corresponding allyl indazole product 4-7 in high yield and very high 
C3 selectivity. Furthermore, the reaction led to the formation of the branched product exclusively. 
Meanwhile, the reaction with indole electrophile 4-3 led to the formation of the linear product, 
with a lower yield. The reactivity differences between indazole and indole electrophiles have 





Figure 4-2 Comparison of indazole and indole electrophiles with styrene and allene pronucleophiles. B. Goals 
of computational investigation. 
 
Finally, the reactions with different allenes in this reaction (Figure 4-3) showed that the 




Figure 4-3 Enantioselectivity of allenes with different substitution patterns in the indazole allylation reaction 
 
Based on these experimental results, we were interested in addressing few mechanistic 
questions using computational investigations. First, we wanted to study the reaction mechanisms 
for the allylation of indoles and indazoles. Furthermore, we wanted to understand the origin of 
different reactivity and selectivity between indoles and indazoles and explain the origin of low 
reactivity between indazole electrophile and olefins for the alkylation reaction (Figure 4-2B). 
Finally, we were interested in understanding ligand and substrate effects on the enantioselectivity 
of the reaction. 
4.2 Computational details 
All calculations were performed with Gaussian 09.13 Images of the 3D structures of 
molecules were generated using CYLview.61 The geometries of all intermediates and transition 
states were optimized with the B3LYP functional15 and the mixed basis set with SDD for Cu and 
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6-31G(d) basis set for other atoms. Vibrational frequency calculations were performed for all of 
the stationary points to confirm if each optimized structure is a local minimum or a transition state 
structure. Single-point energy calculations were performed with M06 functional17 and the mixed 
basis set with SDD for Cu and 6-311+G(d,p) basis set for other atoms. Solvation effects were 
considered by applying the implicit SMD solvation model19 with THF as a solvent in single-point 
energy calculations. 
4.3 Results and discussions 
4.3.1 Hydrocupration of allenes 
The first step of the reaction proceeds through the hydrocupration of allenes. Allene 4-9 
was used as the substrate in the calculations. Four competing hydrocupration transition states were 
calculated, leading to the formation of allylic copper intermediates (Figure 4-4). The most stable 
transition state (4-TS1a) requires 15.9 kcal/mol activation energy and leads to the formation of 4-
14. Isomer 4-TS1b leading to the formation of 4-16 is 1.8 kcal/mol higher in energy than 4-TS1a 
and is destabilized by steric repulsions between the ligand and the bulkier phenyl group, which is 
oriented towards the copper center. Two isomers 4-TS1c and 4-TS1d, leading to the formation of 
tertiary benzylic Cu complexes, also require higher activation barriers by 2.1 kcal/mol and 3.4 
kcal/mol, respectively. These differences can be attributed to increased strain associated with the 




Figure 4-4 Calculated energies and 3D structures of competing hydrocupration transition states.  All energies 
are relative to the separated LCuH catalyst 4-13 and allene 4-9. All energies are in kcal/mol. 
4.3.2 Reactivity differences between indole and indazole 
To obtain more mechanistic understanding of the origin of reactivity differences, we 
computed the energy profiles of allylation reactions of 4-2 and 4-3 with 1-phenyl-1-methylallene 
4-9 using density functional theory (DFT) calculations (Figure 4-5). Both reactions initiate via the 
hydrocupration of allene 4-9 with copper hydride 4-13 with a 15.9 kcal/mol activation energy as 
described above. This step leads to the irreversible formation of the Z-isomer of the terminal allylic 










the tertiary benzylic copper intermediate (4-15), which undergoes subsequent isomerization to 
afford the thermodynamically more stable E-isomer of the terminal allylic copper (4-16).62 In the 
presence of the indole electrophile 4-3, the most favorable reaction pathway proceeds through the 
SN2’ type oxidative addition (4-TS6, ΔG‡ = 23.3 kcal/mol with respect to 4-16), leading to the 
formation of C3-allyl indole product with linear selectivity, which is consistent with the 
experimental results (Figure 4-2). The competing SN2 type oxidative addition 4-TS7 leading to 
the N-allyl indole product is disfavored by 5.9 kcal/mol. These results are consistent with the 




Figure 4-5 Energy profiles of the allylation of indazole (4-2) and indole (4-3) electrophiles. 
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In the reaction with the indazole electrophile (4-2), we found that the SN2’ oxidative 
addition (4-TS3) requires a higher activation barrier of 28.0 kcal/mol with respect to 4-16 when 
compared to the reaction with indole (4-TS6), and the product is thermodynamically destabilized 
by 3.6 kcal/mol (4-18 versus 4-19). Since the C3 oxidative additions are endergonic, the transition 
states are more product-like and exhibit significant N–O bond elongations (Figure 4-6). The 
computed kinetic and thermodynamic trends can therefore be attributed to the cleavage of a 
stronger N–O bond in the indazole electrophile, which is supported by calculated BDEs where the 
cleavage of the N–O bond in 1a requires 9.0 kcal/mol higher energy than the corresponding bond 
cleavage in 6 (Figure 4-6). In addition to the relatively high calculated energy barrier, this oxidative 
addition pathway would lead to the linear allylation products, which are inconsistent with the 
branched selectivity observed in the experiment. Highly kinetically disfavored oxidative addition 
mechanisms for indazole are also consistent with their low reactivity with alkene pronucleophiles. 
 
 
Figure 4-6 (A) Optimized structures of the C3-oxidative addition transition states with indazole (4-TS3) and 
indole (4-TS6) substrates. (B) Calculated N−O bond dissociation enthalpies (BDEs) of 4-2 and 4-3. 
 
BDE (N-O) = 41.9 kcal/mol
4-TS3
∆G‡ = 27.0 kcal/mol
4-TS6
∆G‡ = 23.3 kcal/mol
A B
BDE (N-O) = 32.9 kcal/mol
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Our DFT calculations revealed a more feasible mechanism with indazole 4-2 via a 
Zimmerman-Traxler type six-member transition state (4-TS2a).63  This mechanism is favored 
because it forgoes the generation of the less stable Cu(III) intermediate. Furthermore, this 
transition state is stabilized by the presence of a dative Cu–N2 bond, which is not available with 
the indole substrate. This model is consistent with the branched regioselectivity as well as the 
observed enantioselectivity in the reaction (Figure 4-7). 
4.3.3 Origin of enantioselectivity 
The indazole electrophile 1a can add at either face of the C=C bond of DFT calculations 
of competing six-member reaction pathways 4-16 or 4-14 (4-TS2a-d). Here, the C−C bond 
formation and the dissociation of 2,4,6-trimethylbenzoate anion are concerted processes, leading 
directly to 3H-indazole complexes (4-17a-d), which form the 1H-indazole product upon 
tautomerization. The enantioselectivity of the C3-allylation product is determined in the indazole 
addition step (4-TS2, Figure 4-7). 
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Figure 4-7 Calculations of competing six-member reaction pathways 
 
 Among the four competing transition states, 4-TS2c and 4-TS2d originating from the Z-
allyl complex 4-14 are both disfavored (3.3 and 8.0 kcal/mol higher than 4-TS2a, respectively) 
due to the pseudoaxial placement of the bulky phenyl group, which leads to increased repulsions 
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with the indazole ring (Figure 4-8A). In 4-TS2a and 4-TS2b, the smaller methyl group is placed 
at the pseudoaxial position, and the steric repulsions about the forming C−C bond are decreased. 
From intermediate 10, the addition of the indazole to form product (S)-4-10 through 4-TS2b is 5.4 
kcal/mol less favorable than the addition to form (R)-3a through 4-TS2a. The relative instability 
of 4-TS2b arises from unfavorable steric repulsions between the (S,S)-Ph-BPE ligand and the 
2,4,6-trimethylbenzoate leaving group. In 4-TS2b, the bulky leaving group is placed in the 
quadrant occupied by a “proximal” phenyl group on the ligand (Figure 4-8B). By contrast, in 4-
TS2a, the leaving group is in a less occupied quadrant with a “distal” phenyl group.  
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Figure 4-8 (A) Newman projections along the forming C-C bond. (B) Origin of enantioselectivity 
 
The enantioselectivity of the reaction is controlled by the unfavorable steric repulsions 












TS2b, which are avoided in the favorable transition state 4-TS2a. To further quantify these steric 
repulsions, we calculated the distortion energies of Ph-BPE ligand in their transition state 
geometries (4-TS2a, TS2b) relative to the Ph-BPE in CuH species 7 (∆Edist-Ph-PBE). These results 
indicate that the ligand is significantly less distorted in 4-TS2a (∆Edist-Ph-PBE = 1.4 kcal/mol) 
relative to that in 4-TS2b (∆Edist-Ph-PBE = 5.1 kcal/mol). The difference in distortion energies (∆Edist-
Ph-PBE = 3.7 kcal/mol) contributes to the relative stabilities of these two transition states (ΔΔG‡ = 
5.4 kcal/mol). Furthermore, the distortion of the Ph-BPE ligand can be visualized via steric contour 
plots, which show that the ligand in 4-TS2a resembles the structure in 7 more closely when 
compared to the ligand in 4-TS2b where the substrate is placed in an occupied quadrant (indicated 
by orange and yellow in the contour plots), leading to the greater distortion of the ligand. 
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Figure 4-9 Calculated ligand distortion energies (∆Edist-Ph-PBE) and steric contour plots of the Ph-BPE 
ligand in 4-13, 4-TS2a, and 4-TS2b. All energies are in kcal/mol. 
 
To further verify the mechanistic model, we calculated the enantioselectivities of the 
allylation reaction with allenes containing substituents of varying degrees of steric hindrance. The 
enantioselectivities were computed from transition states 4-TSa and 4-TSc arising from the same 
facial addition of 4-2 to the E- and Z-isomers of the corresponding allylic copper species (Figure 
4-10). The calculated enantioselectivity trend is in good qualitative agreement with the 
experimental data (Figure 4-3). While reactions with allenes 4-6 and 4-9 are both highly 








predicted er. Although this computed value is underestimated when compared to the observed er, 
both computational and experimental results demonstrated the role of steric effects of allene 
substituents on the er of the allylation product.  
 
  
Figure 4-10 Computed enantioselectivities with different allene substrates. 
4.4 Conclusion 
DFT calculations were performed to study the reaction mechanisms and electrophile and 
ligand effects in the CuH catalyzed allylation of indazoles and indoles. The calculations revealed 
that the allylation proceeds through different mechanisms for the two electrophiles. Following the 
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initial allene hydrocupration, indole substrate 4-3 proceeds through the SN2’ oxidative addition, 
followed by reductive elimination to generate the linear addition product.  
This pathway is highly disfavored for the indazole substrate 4-2 due to the breaking of a 
stronger N–O bond in indazole. Instead, the addition to indazole occurs through the concerted six-
member Zimmerman-Traxler transition state, where a new C–C bond is formed concurrently with 
the breaking of the N–O bond. This transition state is also responsible for determining the 
enantioselectivity of the reaction, and both the substituents on the allene and the ligand play an 
important role in the enantioselectivity of the reaction. 
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5.0 Regio-controlled cross-coupling of 3,5-dibromo-2-pyrones 
A significant part of this chapter was published as Palani, V.; Hugelshofer, C. L.; 
Kevlishvili, I.; Liu, P.; Sarpong, R. J. Am. Chem. Soc. 2019, 141, 2652–2660. 
5.1 Introduction 
In the previous chapter, we discussed an allylation of a common heterocycle. In this 
chapter, we will discuss the cross-coupling reaction of a heterocycle, which is one of the most 
prominent methodologies for the functionalization of halogenated heterocycles.64 Because of this, 
selective coupling of poly(pseudo)halogenated heterocycles is an active field in synthetic 
chemistry. 65  In recent years, there have been several examples of chemoselective coupling 
reactions where coupling preferentially proceeds with a particular (pseudo)halogen. 66  An 
interesting example for a reversible chemo-selectivity is the case of aryl chloro triflates,67 which 
can be controlled by either ligand,68 solvent,69 or additives.69  
On the other hand, achieving selectivity in reactions with identical halogen atoms is more 
challenging and requires careful reaction optimization. In the case of polyhalogenated 
heterocycles, the selectivity is often inherent to the substrate and can be often explained with either 
molecular orbitals70 or with relative bond strengths of reacting C–X bonds.71 On the other hand, 
controlling the selectivity is often more difficult, but there have been a few examples where 
ancillary ligand can alter the selectivity of the reaction. 72  One interesting selective coupling 
reaction involves 3,5-dibromo-2-pyrone, an -pyrone derived polyhalogenated heterocycle 
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bearing two inequivalent C–Br bonds.73 Cho and coworkers have demonstrated various cross-
coupling conditions where regio-selectivity can be altered depending on the solvent and CuI 
additives without changing the ancillary ligand (Figure 5-1)74. 
 
Figure 5-1 A. Regiodivergent coupling of 3,5-dibromo-2-pyrone (5-1) controlled by the solvent and additives.  
B. Goals of computational investigation 
 
Several studies, both experimental and computational, have emerged to understand the 
basis for selectivity in the site-selective coupling of various polyhalogenated heterocycles over the 
past few decades. However, predicting and rationalizing the selectivity outcome has remained 
challenging. One predictive method for site-selectivity, which has been used to understand the 
basis behind the selective coupling of polyhalogenated heterocycles, is 1H NMR chemical shift 
method.75 However, this method makes a wrong prediction when it comes to 3,5-dibromo-2-
pyrone, which makes this coupling an intriguing case for mechanistic investigation. Past 
computational studies have also considered bond dissociation energies (BDE)71 and LUMO 
coefficients70 to rationalize regioselectivity in cross-coupling reactions. This reaction is one of the 
few known examples where the regioselectivity is altered by the choice of solvent and the additive, 
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and this observation cannot be explained by any of the predictive methods, which makes this 
reaction a particularly interesting example for a mechanistic investigation.  
 
Table 5-1 Suzuki couplings with 3,5-dibromo-2-pyrone 
 
Conditions: PhB(OH)2 (1.2 equiv), Pd(PPh3)4 (10 mol%), CuI (1.0 equiv), K2CO3 (2.0 equiv), solvent (0.1 M). nd = not 
detectable, tr = trace. Experiments were conducted by the Sarpong group 
 
To gain mechanistic insights into the selective coupling of 3,5-dibromo-2-pyrones, the 
Sarpong group first examined the oxidative addition step in the reaction. It was observed that in 
non-polar solvents such as toluene, the oxidative addition always occurred at the 3- position and 
the additive had no effect on the selectivity. On the other hand, in a polar solvent such as DMF, 
the addition of CuI lead to a switch in the selectivity, with coupling being more favored at the C5- 
position (Table 5-1). Interestingly, with the increase of temperature, the oxidative addition in DMF 
ε Solvent
Yield (%) 5−2:5−3:5−4
Δ (w/o CuI) rt (w/ CuI) Δ (w/ CuI)
47 DMSO N/A nd:12:nd 8:13:nd
38.25 DMF tr:nd:nd nd:18:nd 15:37:nd
21.01 Acetone 53:nd:nd tr:32:nd 16:29:nd
10.42 DCE 70:nd:nd 57:13:nd 58:tr:11
7.52 THF 47:nd:19 27:8:nd 49:17:nd
2.38 toluene 52:nd:nd 55:tr:nd 56:tr:tr
84 
with CuI lead to the C3-adduct (Figure 5-2). These results suggest that in these given conditions, 
C5-adduct is kinetically favored, while C3-adduct is thermodynamically favored. Furthermore, 
when a mixture of Pd oxidative adducts 5-5 and 5-6 were treated with tributylphenylstannane in 
DMF, only the C5-coupled product (5-3) was formed, indicating that 5-5 can also interconvert to 
5-6 prior to cross-coupling. In summary, experimental observations suggest that C5-Pd complex 
5-6 is the kinetic oxidative adduct, whereas C3-Pd complex 5-5 is the thermodynamic oxidative 
adduct. Moreover, 5-5 and 5-6 can interconvert, and in Stille coupling, the rate of 
transmetallation/reductive elimination is faster for C5-Pd complex 5-6 when compared to that of 
C3-Pd complex 5-5. This describes a Curtin–Hammett scenario76 wherein rapid interconversion of 
the Pd-complexes (5-5 and 5-6) occurs, and where the ratio of the resulting cross-coupled products 
(i.e., 5-2:5-3) is solely dependent on the energy difference between the two respective rate-limiting 
transition states of transmetallation/reductive elimination. 
In the following chapter, I will conduct DFT calculations to gain insights on the 
mechanistic origin of the regio-divergence of this cross-coupling reaction in the absence and 
presence of copper iodide additives. Secondary goal of this study is to identify the solvent effects 
on regio-selectivity (Figure 5-1B). 
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Figure 5-2 Influence of temperature on ratios of C3- to C5-Pd complexes. Conditions: Pd(PPh3)4 (10 mol%), 
CuI (1.0 equiv), DMF (0.1 M). 
5.2 Computational details 
All calculations were carried out with the Gaussian 09 package.13 Geometry optimizations 
were performed with B3LYP.15 Mixed basis set of SDD was used for palladium and tin, and 6-
31G(d) for other atoms. Frequency analysis was conducted at the same level of theory to verify 
the stationary points to be minima or saddle points and to obtain zero-point energy (ZPE) and 
thermal energy corrections at 298.15 K. Single-point energy calculations on B3LYP-optimized 
geometries were performed with the M06 functional,17 a mixed basis set of SDD for palladium, 














C3-Pd complex 5-5 C5-Pd complex 5-6
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the solvent. The computed gas-phase activation energy (ΔE‡) was studied using the distortion-
interaction analysis.27 The distortion energy (ΔEdist)
 is the sum of the energies required to distort 
the reactants into their transition state geometries. ΔEint was calculated using the equation ΔEint = 
ΔE‡ - ΔEdist. BDEs were computed using B3LYP/6-31G(d). 
5.3 Results and discussions 
5.3.1 Oxidative addition in the absence of CuI 
In the copper free pathway, the reaction occurs with bisphosphine-ligated palladium,77 with 
a barrier to the oxidative addition at C3 (5-TS1; Figure 5-3) is 3.5 kcal/mol lower than that at C5 
(5-TS2). Following cis/trans isomerization of the phosphine ligands on the oxidative addition 
complexes (i.e., 5-5-cis and 5-6-cis, respectively), the C3 adduct (5-5-trans) is slightly (0.3 
kcal/mol) more stable than the C5 adduct (5-6-trans). These results are consistent with the 
experimentally observed C3-selectivity for oxidative addition in DMF and toluene in the absence 
of CuI (see Table 5-1).  
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Figure 5-3 Oxidative addition in the absence of copper iodide at the C3- (shown in blue) and C5- (in red) 
positions of 3,5-dibromo-2-pyrone 5-1. Inset: LUMO of 5-1. 
 
To understand the factors governing the C3 site-selectivity, we performed a 
distortion/interaction analysis to investigate the distortion energies of the catalyst (∆Edist-cat) and 
the pyrone substrate (∆Edist-sub) to reach their transition state geometries as well as the stabilizing 
interaction energy (∆Eint) between the two fragments (Figure 5-4). Although the C3-oxidative 




(Edist-sub) and the shorter C−Br bond distance in 5-TS1, the interaction between the catalyst and 
the substrate in 5-TS1 (∆Eint) is still stronger than that in 5-TS2 by 2.6 kcal/mol. The stronger 
catalyst-substrate interaction is due to a more favorable frontier molecular orbital (FMO) 
interaction between the LUMO(π*) of 5-1 and the HOMO (dxy) of the Pd in 5-TS1. The computed 




Figure 5-4 The distortion energies of the PdL2 catalyst (ΔEdist-cat) and the pyrone substrate (ΔEdist-sub), and the 
interaction energies between these two fragments in the oxidative addition transition states (ΔEint) in the 



















5.3.2 Oxidative addition in the presence of CuI 
We first computationally considered the Lewis-acid activation of the pyrone through 
coordination of CuI (TS3, TS4) or cationic (DMF)Cu+ (TS5, TS6) to the carbonyl group of 5-1 
(Figure 5-5). However, these results indicated that the CuI or Cu+ coordination has a minimal 
impact on the site-selectivity of oxidative addition and thus cannot explain the experimentally 
observed site-selectivity trend under the different conditions. We also considered an anionic 
pathway where one phosphine ligand is displaced by iodide (TS7, TS8). However, this pathway 
also favored addition at the C3 position. Additionally, we considered the pathway involving 
oxidative addition of pyrone 5-1 to CuI (TS9, ∆G‡ = 27.2 kcal/mol, with respect to the pyrone-CuI 
π-complex 5-11). This pathway requires a higher barrier than the oxidative addition to Pd(0) and 
does not support the observed reversal of site-selectivity in the presence of CuI.  
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Figure 5-5 Alternative oxidative addition mechanisms in the presence of CuI A) CuI acting as the Lewis acid. 
B) Cu+DMF acting as the Lewis acid. C) Anionic pathway with mono-phosphine ligated Pd bound to iodide 
anion D) CuI acting as the catalyst to promote oxidative addition 
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As such, we surmised that in the presence of CuI, the oxidative addition might occur 
through an alternative mechanism with a different active Pd catalyst. Because previous 
computational studies have suggested a bisphosphine ligated Pd complex is more favored for 
oxidative addition with PPh3 as ligand, the oxidative addition in the absence of CuI is expected to 
occur via tri-coordinated (PPh3)2Pd(0)-pyrone complex 5-7 (Figure 5-6). Additionally, based on 
empirically established precedent supporting the ability of CuI to promote phosphine ligand 
exchange at Pd,78 we hypothesized that CuI could have a similar effect in this system. In this way, 
CuI could promote phosphine ligand dissociation from 5-7 to form a mono-phosphine ligated Pd 
complex (5-13 or 5-14, Figure 5-6) as the operative intermediate in the catalytic cycle, which has 
been reported to be relatively more reactive toward oxidative addition. Indeed, our DFT 
calculations show that exchanging one of the PPh3 ligands in 5-7 with (DMF)2CuI (5-12) to form 
mono-phosphine ligated Pd complexes 5-13 and 5-14 are both thermodynamically feasible, 
indicating an equilibrium between the bis- and mono-phosphine ligated Pd complexes before the 
oxidative addition step. Furthermore, in the absence of CuI, the formation of the mono-phosphine 
ligated Pd complexes are highly endergonic (ΔG ≥ 13 kcal/mol), supporting the assumption that 
the bis-phosphine ligated Pd complex 5-7 is operative under these conditions. 
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Figure 5-6 Computed ligand exchange energies from the bis-phosphine ligated Pd complex 5-7 to form the 
mono-phosphine ligated complexes 5-15 and 5-16 A) In the presence of CuI. B) In the absence of CuI 
 
In the presence of CuI, the C3 and C5 oxidative additions of the mono-phosphine ligated 
Pd complex 5-13 (5-TS11 and 5-TS12, respectively, Figure 5-7) both require lower barriers as 
compared to those of bis-phosphine ligated Pd complex 5-7. Notably, the mono-phosphine ligated 
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Pd complex oxidative addition no longer kinetically favors the formation of C3-Pd complex 5-5, 
and the barriers for 5-TS11 and 5-TS12 are comparable. This is consistent with the low selectivity 




Figure 5-7 Oxidative addition in the presence of CuI  (monophosphine ligated complex) 
 
Distortion/interaction analysis of 5-TS11 and 5-TS12 reveals that 5-TS12 has a more 
favorable interaction energy as compared to 5-TS11. However, 5-TS12 is a later transition state 
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with a greater distortion penalty of the substrate (Edist-sub), which compensates for the interaction 
energy difference and leads to similar barriers for the two oxidative addition transition states. In 
this mono-phosphine ligated Pd complex pathway, Pd is less nucleophilic due to a lower-lying 
HOMO.29 Therefore, the FMO interaction between the Pd center and the substrate is less 
prominent, and the preference for the C3 oxidative addition selectivity is diminished. 
 
Figure 5-8 The distortion energies of the PdL1 catalyst (ΔEdist-cat) and the pyrone substrate (ΔEdist-sub) and the 
interaction energies between these two fragments in the oxidative addition transition states (ΔEint) in the 
presence of CuI. 
 
The bond dissociation energy for the C–Br bond in 3,5-dibromo-2-pyrone (5-1) was 
calculated to analyze the distortion of the substrate (Figure 5-9). BDE is a good descriptor of 
stretching distortion of the substrate. The analysis showed that the BDE of these two bonds does 



















between the coupling at these two positions. On the other hand, distortion interaction analysis 
indicates that the distortion slightly favors addition at the C5 position. To further analyze the 
distortion of the substrate, we further decomposed the substrate distortion into the stretching 
distortion and out of plane distortion by calculating the energy required to stretch the C–Br bond 
into the transition state, which shows that while BDEs are comparable, and therefore stretching 
distortion energies are comparable and consistent with the C–Br bond length in the TS, out of 
plane bending favors addition at the C5 position generally.  
 
 
Figure 5-9 A) Decomposition of substrate distortion energy. B) BDEs of C–Br bonds of 3,5-dibromo-pyrone 
5-1.  Substrate distortion was decomposed into stretching distortion energy (ΔEdist (stretch)) and out of plane 
bending distortion energy (ΔEdist (out-of-plane)) 
 
We also considered the oxidative additions of the DMF-coordinated mono-phosphine 
ligated Pd complex 5-16 (Figure 5-10). From 5-16, the selectivity between the C3 and C5 oxidative 
addition transition states is also diminished (∆∆G‡ = 0.8 kcal/mol). 
Position ΔEdist-sub ΔEdist (stretch) ΔEdist (out-of-plane)
5-TS1 24.2 13.5 10.7
5-TS2 26.6 18.3 8.3
5-TS11 23.5 15.6 7.9
5-TS12 21.2 14.5 6.7





Figure 5-10 Oxidative addition with mono-phosphine ligated palladium bound to DMF. 
 
 Overall, these results highlight a significant effect of the number of PPh3 ligands on the 
selectivity of oxidative addition. While oxidative addition of bis-phosphine ligated Pd complex 5-
7 is strongly preferred at C3, the site-selectivity is diminished in reactions with the mono-
phosphine ligated Pd complexes (5-15 or 5-16). 
 
 
Figure 5-11 Binding of CuI to all bis-phosphine ligated palladium (II) oxidative addition products.   All 
energies are Gibbs free energies in kcal/mol with respect to 12-trans and 15. 
 
 Following oxidative addition, the more electron-deficient Pd(II) adduct binds another PPh3 
through ligand exchange with the CuI-phosphine complex to form tetracoordinated Pd(II) 
complexes 5-5 and 5-6 (Figure 5-7). The cis isomer of the C3 adduct (5-5-cis) can bind to CuI to 
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form a relatively stable ternary Cu complex (5-18) in which the Cu center is coordinated to both 
the pyrone carbonyl oxygen and the bromide attached to the Pd center. It should be noted that 
similar chelating complexes cannot be formed from 5-6 or either of the trans-isomers (Figure 5-
11). Because of the greater stability of 5-18 compared to other C3 and C5 adducts, the C3 oxidative 
addition pathway is thermodynamically more favorable. This is consistent with the experimentally 
observed trend that increasing temperature leads to the C3 adduct as the major product (Figure 5-
2). 
 
5.3.3 C5 selectivity in Stille coupling 
We next sought to gain computational insight into the origin of C5-site-selectivity of the 
Stille coupling reactions (Figure 5-12A) under conditions where oxidative addition has been 
established to be reversible. In these cases, the selectivity is expected to be determined in the 
subsequent transmetallation or reductive elimination steps. We calculated the C3- and C5-selective 
pathways for the transmetallation and reductive elimination steps from the oxidative adducts 5-5 
and 5-6 using trimethylphenylstannane as a model coupling partner (Figure 5-12). We located the 
cyclic transmetallation transition states where the substrate and bromide are either cis- or trans- 
disposed. In accordance with previous computational studies, the trans-transmetallation transition 
states (5-TS17 and 5-TS18) are about 5-6 kcal/mol more favorable than the corresponding cis-TS 
(5-TS15 and 5-TS16). The transition state associated with the transmetallation of the C5-adduct 
(5-TS18) is 2.0 kcal/mol more favorable than that of the C3-adduct (5-TS18) (Figure 5-12B). 
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Figure 5-12 A. Stille cross-coupling reaction of 3,5-dibromo-pyrone. The experiment was conducted by the 
Sarpong group. B.Transmetallation and reductive elimination steps in the Pd-catalyzed Stille cross-coupling 
reaction of 3,5-dibromo-2-pyrone. . The C3- and C5-selective pathways are shown in blue and in red, 
respectively. All energies are with respect to 5-6-cis 
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These computational results are consistent with the empirically observed preferable 
coupling of 5-6 over 5-5 when this mixture is exposed to tributylphenylstannane. To better 
understand the origin of this preference, we considered the polarity of the transmetallation 
transition states. We hypothesized that since 5-TS18 is significantly more polar than 5-TS17 due 
to the greater separation of the partial positive (on Pd) and negative (on the pyrone carbonyl 
oxygen) charges, more favorable stabilization of this transition state would occur in a polar solvent. 
In support of this hypothesis, we calculated the gas phase energies for TS5 and TS6. These 
calculations show that the relative stability is reversed in the gas phase, where TS5 is favored by 
2.6 kcal/mol (Figure 5-13). Therefore, the polar solvent plays an important role in determining the 
selectivity for transmetallation. The transmetallation and subsequent ligand exchange with 
CuI(PPh3)(DMF) 5-17 leads to a four-coordinate PdII species (5-24 or 5-25), which then 
undergoes reductive elimination via either a bis-phosphine or mono-phosphine ligated transition 
state to form coupling products 5-2 and 5-3 (Figure 5-12B). 
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Figure 5-13 Relative activation energies of transmetallation in an implicit solvent (∆∆G‡DMF) and in the gas 
phase (∆∆G‡gas). All energies are with respect to 5-TS17 
5.4 Conclusion 
Computations were performed to investigate the origin of reversible regioselectivity in the 
coupling of 3,5-dibromo-2-pyrone. The calculations indicated that bis-phosphine ligated 
palladium can catalyze oxidative addition at the 3- position due to more favorable HOMO-LUMO 
interactions between the palladium and the substrate. Additionally, combined experimental and 
computational investigations suggest that the oxidative addition in the presence of CuI happens 
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by the transmetallation, which favors the coupling at the 5- position due to a more favorable 
solvation effect of more polar species. 
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6.0 Cross-coupling of carbohydrates for the synthesis of C-aryl glycosides  
A significant part of this chapter was published as Zhu, F.; Rodriguez, J.; Yang, T.; 
Kevlishvili, I.; Miller, E.; Yi, D.; O’Neill, S.; Rourke, M. J.; Liu, P.; Walczak, M. A. J. Am. Chem. 
Soc. 2017, 139, 17908–17922. 
6.1 Introduction 
In the previous chapter, we discussed the mechanism of regiodivergent cross-coupling 
reactions with a heterocycle pyrone. In this chapter, we will discuss the mechanism of cross-
coupling reactions of carbohydrates, with the emphasis on stereo- and regio-selectivity. 
Carbohydrates are one of the most abundant biomolecules and play a vital role in a wide range of 
biological functions. 79  Therefore, synthetic modification of the carbohydrate structure is an 
attractive approach in the development of novel pharmaceuticals. One of the most important 
approaches in preparative carbohydrate chemistry centers around the stereoselective 
manipulations at the C1 anomeric position of saccharides. Even though the synthesis of 
saccharides is a relatively mature field going all the way back to the works of Michael80 and 
Fischer,81 stereoselective manipulations at the anomeric position still pose a significant challenge. 
A class of glycosides containing C–C bond with C1 carbon of the saccharide ring called C-
glycosides is found in several bioactive natural products. Because of the importance of this class 
of compounds, various methods have been described towards the stereoselective introduction of 
the aryl group in an anomeric position.82 Despite a large number of existing methodologies, these 
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methods still have significant limitations, such as the control of the anomeric configuration of the 
product being dependent on the identity of saccharide and the C2 substituents, limited scope of 
nucleophilic reagents, and additional manipulations required for establishing carbohydrate core. 
To overcome these limitations, Walczak’s group proposed that an optimal solution to this 
problem would involve the process, where the configuration of the C-aryl glycoside would be 
established solely on the configuration of the substrate.83,84 The control would be achieved by 
highly stereocontrolled transformation of the saccharide substrate. The substrate of choice was a 
series of configurationally stable anomeric stannanes that could undergo Stille coupling with aryl 
iodides (Figure 6-1). This process required careful optimization of the reaction conditions, 
including the choice of the ligand, to achieve desirable reactivity, as well as suppress the 
undesirable side reaction of β-methoxy elimination. Ligand screening revealed that the JackiePhos 






Figure 6-1 A. Stereoretentive Stille coupling of anomeric stannanes. The use of JackiePhos suppresses the 
production of undesirable glycal 6-3. B. Goals of computational investigation. 
 
Additionally, a direct competition experiment of α and β anomers of D-glucose stannanes 
(6-4:6-1, 1:1) with 3-iodotoluene revealed that the coupling of the β-anomer 6-1 is 3.2 times faster 
than the reaction leading to the α anomer 6-5 (Figure 6-2). Section 6.2.1 of this chapter describes 
a computational mechanistic study of Stille coupling between bromobenzene 6-9 and 
organostannane 6-10 as a model substrate. DFT calculations were used to address some key aspects 
of this reaction, such as the less explored mechanism of sp2-sp3 Stille cross-coupling, high enantio-




Figure 6-2 Competition of the α and β anomeric stannanes. 
 
In addition to C1- functionalized carbohydrates, C2- functionalized carbohydrates are 
another important class of sugars that have found a wide array of applications in medicine, 
molecular imaging, cell engineering, and catalysis.85 Despite the wide variety of their applications, 
there is a dearth of general catalytic approaches to prepare C2- functionalized 2-deoxy 
carbohydrates from readily available sugar precursors.86,87  Furthermore, there is no synthetic 
method for the preparation of saturated, fully oxygenated 2-aryl-2-deoxy sugars from a readily 
available sugar precursor.88 Instead, common methods for their preparation include multi-step 
synthesis.89 To address this issue, the Ngai group developed a nickel-catalyzed migratory Suzuki 




Figure 6-3 A. Ni-catalyzed migratory cross-coupling reaction for the catalytic synthesis of challenging 2-aryl-
2-deoxy sugars B. Goals of computational investigation 
 
This reaction poses several interesting mechanistic aspects that can be explored through 
DFT calculations. This includes the mechanism of the 1,2 migration, the origin of regioselectivity, 
and diastereoselectivity. Section 6.3 of this chapter describes a computational mechanistic study 
of Suzuki migratory cross-coupling between phenylboronic acid 6-7 and carbohydrate 6-20 as a 
model substrate, where I study the reaction mechanism, and origin of regio- and stereoselectivity 
(Figure 6-3B). 
6.2 Computational study on the stereospecific cross-coupling reactions of anomeric 
stannanes for the synthesis of C-aryl glycosides 
6.2.1 Mechanistic background 
While there is a substantial body of computational 90  and experimental 91  data on the 
mechanism of the Stille C(sp2)−C(sp2) cross-coupling reactions, very little is known about the 
Stille reactions that form a C(sp3)-C(sp2) bond92 with optically active alkyl stannanes. The key 
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questions pertaining to the outcome of these reactions are (a) the origin of high stereospecificity, 
(b) the special ligand effect of JackiePhos, and the control of C-C cross-coupling versus -
elimination pathways, and (c) more facile cross-coupling of 1,2-trans anomeric stannanes. From 
the previous studies of the Stille coupling reaction, the catalytic cycle of the coupling reaction 
consists of oxidative addition, followed by transmetallation and reductive elimination leading to 
the final product and regeneration of the palladium catalyst. A key step in this coupling reaction is 
the transmetallation, which can proceed through both cyclic, stereoretentive pathway and open, 
stereoinvertive pathway. Furthermore, previous computational studies have demonstrated that 
fluoride additives can promote transmetallation. With this understanding, we proposed a catalytic 
cycle for this reaction (Figure 6-4) to be studied computationally. 
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Figure 6-4 Proposed catalytic cycle for the Stille coupling reaction. 
 
Three major points of interest were examined in the computational investigations. First, 
although the mechanisms of C(sp2)−C(sp2) Stille coupling has been extensively studied 
computationally, there were no existent computational studies involving C(sp3)−C(sp2) bond 
formation in Stille coupling. Stereoretentive transmetallation with vinyl stannanes and halides is 
known to occur via the “closed” pathway involving a four-membered cyclic transition state (D in 
Figure 6-4). It was of interest to investigate whether such cyclic transmetallation transition state 
with sterically more encumbered alkyl stannanes is energetically accessible. A previous 
computational study from Yates90g indicated that the addition of F− led to increased reactivity of 
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vinyl stannane reagents towards transmetallation. Here, we will investigate whether the potentially 
more challenging transmetallation with alkyl stannanes is promoted by F−. Furthermore, efficient 
C(sp3)−C(sp2) reductive elimination is the key to prevent the competing -elimination of the 
oxygen-based groups at C2. The effects of JackiePhos ligand on the rates of reductive elimination 
and -alkoxy elimination will be elucidated by computational methods. Finally, the origin of the 
difference in reactivity between  and  anomeric stannanes will be elucidated computationally. 
6.2.2 Computational details 
All calculations were carried out with the Gaussian 09 package.13 Geometry optimizations 
were performed with B3LYP.15 Mixed basis set of SDD was used for palladium and tin, and 6-
31G(d) for other atoms. Frequency analysis was conducted at the same level of theory to verify 
the stationary points to be minima or saddle points and to obtain zero-point energy (ZPE) and 
thermal energy corrections at 298.15 K. Single-point energy calculations on B3LYP-optimized 
geometries were performed with the M06 functional,17 a mixed basis set of SDD for palladium 
and tin, and 6-311+G(d,p) for other atoms, and the SMD solvation model19 with 1,4-dioxane as 
the solvent. The entropic contributions to the Gibbs free energies were calculated from partition 
functions using Cramer and Truhlar’s quasiharmonic approximation,49 which raises vibrational 
frequencies lower than 100 cm-1 to 100 cm-1 to correct the harmonic oscillator model for low-
frequency vibrational modes. 
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6.2.3 Results and discussions 
6.2.3.1 Reaction mechanisms 
The calculated reaction energy profile of the Pd-catalyzed coupling of simplified substrates 
bromobenzene 6-9 and stannane 6-10 using JackiePhos ligand is shown in Figure 6-5. The 
palladium(0)-bromobenzene complex 6-11 undergoes oxidative addition with a barrier of 5.4 
kcal/mol (6-TS1), leading to phenyl palladium(II) bromide complex 6-12. The JackiePhos ligand 
in the three-coordinate palladium complex 6-12 adopts the conformation where the biaryl group 
shields the remaining open site of the palladium (Figure 6-5).  
From 6-12, the stereoretentive transmetallation via a four-membered cyclic transition state 
(6-TS2’) requires activation energy of 24.2 kcal/mol with respect to 6-12. This transmetallation is 
facilitated in the presence of F−. Halide exchange with 6-12 forms a more stable palladium(II) 
fluoride species 6-13, which then undergoes transmetallation via 6-TS2 and requires a barrier of 
23.0 kcal/mol to form intermediate 6-14. The fluoride effects are consistent with the Yates study 




Figure 6-5 Reaction energy profile of the Pd-catalyzed Stille coupling of bromobenzene and 
tetrahydropyranyl stannane 3-12 using JackiePhos ligand. 
 
In both 6-TS2 and 6-TS2’, the palladium approaches the stannane from the same side of 
the C1 hydrogen. The transition state isomer of 6-TS2 in which the palladium approaches from 
the opposite side of the C1 hydrogen is less stable by 5.2 kcal/mol due to unfavorable steric 
repulsions of the palladium catalyst with the six-membered ring (Figure 6-6). 
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Figure 6-6 Different possible transmetallation mechanisms. In 6-TS2 and 6-TS2’’ palladium is approaching 
from two different sides of the stannane. 6-TS2O refers to stereoinvertive transmetallation transition state. 
All energies are relative to the complex 3-15. JackiePhos emitted for clarity. a The energy refers to the 
constrained optimization of the open transition state. 
 
Attempts to locate the open form transmetallation transition state that leads to 
stereoinversion were unsuccessful. Constrained geometry optimization of such transition state 
suggested significantly higher energy compared to the closed-form transition state (Figure 6-6). 
Intermediate 6-15 undergoes reductive elimination to form the arylation product 6-15 with a 
relatively low barrier of only 10.0 kcal/mol (6-TS3). Here, the reductive elimination is promoted 
by the bulky and electron-deficient JackiePhos ligand.93 
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6.2.3.2 β-Methoxy elimination suppressed by the JackiePhos ligand 
We then computed the energy profile of the -methoxy elimination from 6-14 to investigate 
the origin of the ability of the JackiePhos ligand to suppress this undesired pathway (Figure 6-7). 
The elimination of the trans--methoxy most likely occurs via the antiperiplanar elimination from 
the ring flip isomer (6-16). Under the reaction conditions, this elimination could be promoted by 
the stabilization of the methoxide leaving group by a Lewis acid (e.g., CuCl) and the stabilization 
of the cationic Pd(II) by coordination with an F−. Due to the diaxial repulsion with the phenyl and 
the JackiePhos ligand on the Pd, the ring flip isomer 6-16 is 5.7 kcal/mol less stable than 6-14. 
However, it should be noted that this energy difference would be further amplified with the real 
experimental substrate due to additional diaxial interactions. Coordination of CuCl and F− to 6-16 
requires 9.9 kcal/mol in terms of Gibbs free energy. The relatively unfavorable binding of F− is 
again attributed to the steric hindrance of the JackiePhos ligand, which partially blocked the 
remaining binding site on Pd in 6-16. With the assistance of CuCl and F−, the E2-type elimination 
from 6-18 is relatively facile, requiring an activation barrier of 9.2 kcal/mol. Nonetheless, the 
overall barrier of the -methoxy elimination from 6-14 to 6-TS4, which includes the energies 
required for ring flip and CuCl and F− coordination, is 24.8 kcal/mol, significantly higher than the 
C−C reductive elimination from 6-14, requiring only 10.0 kcal/mol. These computational results 
suggest that bulky phosphine ligands, such as JackiePhos, not only promote reductive elimination 
but also increase the barrier to -alkoxy elimination by preventing ring flip and F− coordination to 
the Pd center. 
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Figure 6-7 Reaction energy profile of the β-methoxy elimination pathway. All energies are with respect to 
complex 3-16. 
6.2.3.3 Reactivities of α and β anomers 
We then performed a computational analysis to understand the origin of the reactivity 
differences between the two anomers. Based on the computationally predicted 
reaction mechanism, the transmetallation is irreversible and rate-determining. Thus, we 
calculated the transmetallation transition states with stannanes 6-10 and 6-19 as models of β and 
α anomers 6-1 and 6-4, respectively (Figure 6-1). Both transmetallations occur via the 
stereoretentive four-membered cyclic transition state. However, unlike 6-TS2, the six-
membered ring in 6-TS2A 
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changes to a twist-boat-like conformation, leading to the diminished reactivity of the α anomer. 
Transition state 6-TS2A is 1.0 kcal/mol higher in energy than the transmetallation involving the  
anomer (6-TS2). This twist-boat conformation in 6-TS2A is achieved to relieve the amplified 1,3-
diaxial interactions between tin and the two axial hydrogens in the chair-like transition state 
structure (6-TS2A’).  
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Figure 6-8 Transition states of transmetallation of α and β anomers (6-19 and 6-10). All energies are with 
respect to complex 6-13. The JackiePhos ligand is not shown in the 3D structures for clarity. 
6.2.3.4 Summary 
The computational study revealed that the transmetallation of alkyl stannanes occurs via a 
stereoretentive four-member cyclic transition state. With the use of JackiePhos, reductive 
elimination is facile due to its steric bulk and electron-deficient nature. It furthermore suppresses 
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β-alkoxy elimination by destabilizing the ring flip isomer due to its steric bulk and fluoride binding 
due to a blocked Pd binding site. Finally, the lower reactivity of α-anomers can be attributed to the 
increased 1,3-diaxial repulsions between the tin and the two axial hydrogens. 
6.3 Nickel-catalyzed C-2 arylation of carbohydrates via radical migratory coupling 
6.3.1 Mechanistic background 
Nickel-catalyzed alkyl halide Suzuki cross-coupling has been successful as a method to 
form new carbon-carbon bonds. 94  Therefore, a series of experimental 95  and computational 96 
investigations have been carried out to understand the reaction mechanisms. Migratory cross-
coupling (MCC) with alkyl halides have also been studied recently,97 where the nickel catalyst 
typically migrates from the activation site to the cross-coupling site via the 2-electron β-hydrogen 
elimination/migratory insertion sequence. On the other hand, Ni-catalyzed MCC reactions that 
proceed through a radical migration pathway, such as a 1,2-spin-center shift (SCS),98 are less 
common.99 In past computational studies, a Ni(0) – Ni(II) cycle has been shown to be highly 
disfavored due to a kinetically unfavorable reductive elimination to regenerate Ni(0) catalyst. 
Based on this understanding, we limited the computational investigation to the possible Ni(I) – 
Ni(III) cycles (Figure 6-9). 
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Figure 6-9 Possible Ni(I) catalyzed migratory cross-coupling mechanisms A. Transmetalation with Ni(I) B. 
Transmetalation with Ni(II). C. Transmetalation with Ni(III). 
 
We envisioned that the reaction could be catalyzed through three distinct pathways, where 
several different species could potentially undergo transmetalation (Figure 6-9). First, Ni(I) 
bromide could undergo transmetalation with boronic acid (Figure 6-9A). Alternatively, Ni(I) 
bromide could undergo bromine atom transfer or oxidative addition followed by homolytic 
dissociation to form Ni(II) dibromide, which could then undergo transmetalation (Figure 6-9B). 
Finally, Ni(III) species could undergo transmetalation, followed by the reductive elimination 
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(Figure 6-9C). Based on the few possible mechanisms, we investigated the coupling reaction 
between model carbohydrate 6-20 and phenylboronic acid. Acetate groups not involved in MCC 
were truncated to OMe groups in model carbohydrate 6-20 to simplify the highly complex 
conformation space of the real substrate 6-6. We were interested first to elucidate the operative 
reaction mechanism. Furthermore, using computational studies, we also wanted to investigate the 
origin of the C2 selectivity of this reaction. Finally, we wanted to understand the origin of the 
diastereoselectivity of this reaction. 
6.3.2 Computational details 
All density functional theory (DFT) calculations were carried out using Gaussian 16.14 
Geometries of intermediates and transition states were optimized using the dispersion-corrected 
B3LYP-D3 functional,15 using Grimme’s DFT-D3 dispersion correction,16 with a mixed basis set 
of SDD for Ni and 6-31G(d) for other atoms in the gas phase. Vibrational frequency calculations 
were performed for all the stationary points to confirm if each optimized structure is a local 
minimum or a transition state structure. Truhlar’s quasi-harmonic corrections49 using 100 cm−1 as 
the frequency cutoff and temperature correction to 80 °C were applied to entropy calculations with 
GoodVibes,100 Solvation energy corrections were calculated in benzene solvent with the SMD 
continuum solvation model19 based on the gas-phase optimized geometries. The M06 functional17 
with a mixed basis set of SDD for Ni and 6-311+G(d,p) for other atoms was used in solvation 
single-point energy calculations. Conformational sampling of carbohydrate structures was carried 
out using the iterative metadynamic sampling and genetic crossover (iMTD-GC) method 
implemented in the CREST program,25 with GFN2-xtb method,26 including additional geometry 
optimization of the final conformer ensemble using B3LYP-D3/SDD-6-31G(d) method. NBO 
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analysis of some key intermediates and transition states was performed using NBO version 3 
embedded in Gaussian 16.54  
6.3.3 Results and discussions 
6.3.3.1 C-Br activation mechanism 
DFT calculations showed that bromine atom abstraction (6-TS6) and oxidative addition 
(6-TS7) by [NiI]Br is less favorable than the formation of [NiI]Ph (6-22) through isopropoxide-
mediated transmetallation (6-TS5, Figure 6-10). Prior to the transmetallation step, a base likely 
promotes the deprotonation of i-PrOH to form isopropoxide anion, which then binds to the 
phenylboronic acid to form a phenyl dihydroxyisopropylboronate complex. Although the base-
mediated deprotonation is challenging to calculate because the insoluble base (Cs2CO3) is 
involved, our calculations indicate that the binding of the isopropoxide anion to PhB(OH)2 is 
highly exergonic by 23.9 kcal/mol. Therefore, we used the phenyl dihydroxyisopropylboronate 
complex as the energy zero in the calculations of the transmetallation pathway. The effect of the 
cesium countercation was not considered in the calculations. The complex 6-22 then undergoes 
rate-determining radical bromine atom abstraction (6-TS8) to generate Br[NiII]Ph species and a 
chair 1-glucosyl radical (6-23). This pathway is more favorable than the two-electron SN2 type 
oxidative addition 6-TS9. The 1-glucosyl radical prefers the B2,5 boat conformation (6-24) by 0.6 
kcal/mol. These results suggest that the most favorable reaction pathway proceeds through the 
proposed reaction mechanism 1 (Figure 6-9), where the transmetallation occurs with Ni(I) species 
and precedes the bromine atom abstraction. 
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Figure 6-10 Determination of the most favorable reaction pathway 
 
We then performed ligand substrate interaction analysis on two bromine abstraction 
transition states (6-TS5 and 6-TS8) to understand the preference for mechanism 1. These results 
indicate that the driving factor for the more favorable reactivity with Ni(I)Ph intermediate 6-22 
when compared to Ni(I)Br 6-21 species can be attributed to the stronger bonding interaction 
between nickel and bromine atom in 6-TS8. Even though the C-Br bond is more elongated in 6-
TS5, indicating a later transition state, bonding interaction is still more favorable with the Ni(I)Ph 
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species. This can be attributed to aryl ligand being a better donor ligand when compared to 
bromide. Therefore, nickel becomes more susceptible to oxidation. 
 
 
Figure 6-11 Ligand substrate interaction analysis of two bromine atom abstraction transition states 
6.3.3.2 Carbon-carbon coupling pathways and regioselectivity 
We then computed the coupling mechanism at the C1 position to understand why this 
pathway was disfavored. Following the formation of intermediate 6-24, 1 glycosyl radical can 
recombine with Ni(II)PhBr intermediate (Figure 6-12). The addition can occur through either the 
addition at the alpha (6-TS11) or beta (6-TS10) positions. These additions are relatively facile, 
requiring the barrier of 14.2 and 11.3 kcal/mol, relatively. However, the addition to form Ni(IIII) 
intermediates are endergonic. Furthermore, following reductive eliminations to form the C1 
arylated products are even more disfavored, requiring the barrier of 16.3 and 21.3 kcal/mol, 
6-TS5
ΔG‡ = 27.8 kcal/mol
ΔE‡ = 7.3 kcal/mol
ΔEdist-sub = 21.4 kcal/mol
ΔEdist-cat = 4.5 kcal/mol
ΔEint-space = −7.1 kcal/mol
ΔEint-bond = −11.5 kcal/mol
6-TS8
ΔG‡ = 23.0 kcal/mol
ΔE‡ = 2.8 kcal/mol
ΔEdist-sub = 15.3 kcal/mol
ΔEdist-cat = 5.1 kcal/mol
ΔEint-space = −4.0 kcal/mol
ΔEint-bond = −13.6 kcal/mol
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respectively. These results indicate that the formation of the C1 coupled products requires high 
activation energy during the reductive elimination. 
 
 
Figure 6-12 Mechanism for bond formation at the C1 position 
 
On the other hand, the coupling at the C2 position first requires migration of the acetoxy 
position. More favorable B2,5 boat conformation (6-24) stems from the extended anomeric 
interaction between the lone-pair electron of the endocyclic-O, the singly occupied molecular 
orbital (SOMO), and the σ*C–O orbital of the C-2 OAc group.
101 This interaction weakens the C-2 
OAc bond and promotes the 1,2-SCS through a concerted 1,2-acyloxy rearrangement via a cyclic 
five-membered ring transition state (6-TS14), affording the deoxypyranosan-2-yl radical (6-29). 
Although a typical secondary alkyl radical would be less stable than an anomeric radical, in this 
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case, the molecular stability gained from the formation of an anomeric C–O bond in 6-29 drives 
the desired 1,2-SCS and makes this step exergonic by 2.0 kcal/mol. 
 
 
Figure 6-13 Mechanism for coupling at the C2 position 
 
The next step is the addition of the [NiII](Br)Ph species to deoxypyranosan-2-yl radical, 
where the axial addition (TS6) is more favorable than the equatorial addition (TS7). Following the 
formation of Ni(III) intermediate 6-30, the reductive elimination is highly facile, requiring the 
activation energy of 2.0 kcal/mol. The high reactivity of this intermediate towards reductive 
elimination is in contrast with the lower reactivity at the C1 position (6-TS13). To understand why 
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reductive elimination is favored at the C2 position but highly disfavored at the C1 position, we 
performed an NPA charge analysis. In complex 6-30, the negative charge is localized at the C2 
center (NPA charge on C2 = −0.407), which makes this intermediate highly reactive towards 
reductive elimination. On the other hand, the negative charge in 6-26 is delocalized onto the 
neighboring oxygen (NPA charge on C1 = 0.030), which makes this complex less susceptible to 
reductive elimination, leading to a much higher barrier in spite of these two complexes (VIax & α-
III’) having similar energies. 
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Figure 6-14 NPA charge analysis of Ni(III) intermediates, 6-26 and 6-30, and corresponding reductive 
elimination transition state structures. 
6.3.3.3 Origin of stereoselectivity 
DFT calculations suggested that the stereoselectivity-determining step (s.d.s.) is the 
addition of the [NiII](Br)Ph species to deoxypyranosan-2-yl radical where the axial addition (6-
TS15) is more favorable than the equatorial addition (6-TS16) because the equatorial addition to 
square planar Ni complex is hindered by unfavorable steric interactions with the cis C1-acetoxy 
6-TS17
ΔG‡ = 8.0 kcal/mol
6-30
ΔG = 6.0 kcal/mol
6-TS13
ΔG‡ = 17.3 kcal/mol
6-26
ΔG = 5.9 kcal/mol
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group (6-TS16’). While these results agree with the experimentally observed stereoselectivity for 
the 1,2-trans product qualitatively, the difference between the activation barrier for these two 
products is overestimated significantly. We hypothesized that the model substrate could not fully 
capture some key interactions. Therefore, we repeated the calculations for competing 
stereoselectivity determining radical rebound transition states with the real substrate 6-6 (6-TS19, 
6-TS20 Figure 6-15). However, this did not decrease the free energy activation barrier (ΔΔG‡ = 
6.5 kcal/mol). On the other hand, using the real substrate, we were able to locate a new transition 
state (TS21, comparable TS cannot be located using the model substrate), where substrate 
approaches Br[NiII]Ph at the apical position in chair conformation. This transition state improved 
the free energy barrier difference (ΔΔG‡ = 3.6 kcal/mol). While the energy difference is still 
overestimated, the newly proposed mechanism for the formation of a less favorable diastereomer 
is in better agreement with the experiment. Distortion interaction analysis further revealed that the 
difference is interaction controlled. This can be attributed to increased Ni–C distance in the 




Figure 6-15 Relative energies of radical rebound transition states using real substrate and their distortion 
interaction analysis. 
6.3.3.4 Summary 
Based on these results, the known acyloxy migration and the nickel-catalyzed Suzuki-
Miyaura coupling, a plausible catalytic cycle is shown in Figure 6-16. The [NiI]Br (I) formed under 
standard reaction conditions undergoes transmetallation with an arylboronic acid, forming a 
[NiI]Ph species (II). Bromine atom abstraction by II from the C-Br bond of α-glycosyl bromide 
generates Br[NiII]Ph species and chair 1-glycosyl radical (III). This intermediate could directly 
recombine with Br[NiII]Ph species, but the subsequent reductive elimination to form C-1 arylated 
side products is not kinetically accessible. Instead, DFT calculations showed that the conversion 
of III to its B2,5 boat conformation (IV) followed by a concerted 1,2-acyloxy rearrangement is 
more favorable under standard reaction conditions. The addition of the resulting deoxypyranosan-
2-yl radical (V) to [NiII](Br)Ph species affords the C-2 NiIII-glycosyl complex (VI), which 
undergoes facile reductive elimination to liberate the desired C-2 arylated glycoside and regenerate 














ΔΔG‡ = 0.0 kcal/mol
ΔE‡ = −16.4 kcal/mol
ΔEdist = 2.0 kcal/mol
ΔEint = −18.4 kcal/mol
6-TS21
ΔG‡ = 3.6 kcal/mol
ΔE‡ = −13.  kcal/mol
ΔEdist = 1.9 kcal/mol
ΔEint = −15.0 kcal/mol
6-TS20
ΔΔG‡ = 6.7 kcal/mol
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Figure 6-16 Proposed catalytic cycle 
6.4 Conclusion 
DFT calculations were performed to investigate the mechanisms of two different 
carbohydrate cross-coupling reactions. Different approaches were employed to address the vast 
conformational space of carbohydrates, where the conformational space of carbohydrates was 
restricted by using a model substrate in the cross-coupling reaction of anomeric stannanes. For the 
more recent study involving nickel-catalyzed migratory cross-coupling reaction, I employed 
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CREST software to carefully consider the conformation of the carbohydrate substrates along the 
potential energy surface Calculations of Stille coupling of glycosyl stannanes proceeds through a 
closed transmetallation pathway with a four-membered cyclic transition state. Fluoride additive 
promotes the transmetallation by forming stronger Si–F bonds in the transmetallation. Jackie-Phos 
ligand was found to suppress β-methoxy elimination by promoting reductive elimination and 
blocking the open site of the palladium. Substrate effects were also addressed using calculations 
by considering different reactivities of alpha and beta anomers, where the reactivity of alpha 
anomers is disfavored due to increased steric repulsions between stannanes and palladium center 
resulting in distortion of the carbohydrate six-member ring. 
 The calculations of nickel-catalyzed migratory Suzuki cross-coupling showcase an 
interesting reaction mechanism, with initial transmetallation followed by halogen atom transfer. 
Calculations indicate that the carbohydrate reacts more favorably with the Ni(I)Ph complex. The 
halogen atom transfer was found to be the rate determining step. Unfavorable reductive elimination 
at the anomeric position was found to suppress the C1-reactivity. Reductive elimination of the 
desired product is a facile process, and nickel radical rebound at the C2 position was found to be 
the stereoselectivity determining step. 
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7.0 Boron insertion into alkyl ether bonds via reductive zinc and nickel catalysis 
A significant part of this chapter was published as Lyu, H.; Kevlishvili, I.; Liu, P.; Dong, 
G. Science. 2021, 372, 175–182. 
7.1 Introduction 
Ether moieties are a common feedstock chemical that is ubiquitous in nature. 102  In 
particular, cyclic ethers are common in a wide variety of biologically relevant molecules, such as 
drugs, agrochemicals, and natural products. Furthermore, due to their stability, ether moieties are 
often employed as protecting groups in organic synthesis.103 Therefore, developing methodologies 
to edit ether bonds under mild conditions represents an interesting approach for late-stage 
functionalization in organic synthesis. 104  While some methods have been developed for the 
functionalization of ether bonds with SP2 hybridized carbons under mild conditions, 105  the 
functionalization of ether bonds with SP3 hybridized carbons is more limited and requires strained 
ethers.106 Inspired by a previous example of photocatalyzed borylene insertion into a C(SP3)–O 
bond,107 Dong’s group developed a novel mild methodology for the insertion of borylene, using 
MesBBr2 7-2 as borylene source into an ether bond 7-1, catalyzed by nickel catalyst (7-Cat1) and 
Zinc powder (Figure 7-1). 
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Figure 7-1 Nickel/Zinc tandem catalyzed C–O bond borylation reaction 
 
Reaction optimization studies revealed that in the absence of nickel catalyst (7-cat1), the 
borylene insertion product 7-3 was observed with <1% yield, and instead, the ring-opening product 
7-4 was formed. Furthermore, the use of other reductants instead of zinc led to the loss of reactivity. 
Further mechanistic investigations showed that the reaction between the ether 7-1 and the MesBBr2 
in the absence of nickel catalyst (7-cat1) and zinc powder led to no reaction, while the addition of 
the catalytic amount of zinc dibromide led to the formation of the ring-opening product (Figure 7-
1a). Furthermore, the ring-opening product 7-4 could be transformed to 2H-benzoxaborin product 
(7-3) under the standard conditions. These results suggest that zinc is not only involved in the 
reaction as reductant, but zinc dibromide also serves an important role as a catalyst for the cleavage 
of the C–O bond, while nickel catalyst is involved in the C–B rebound cycle. 
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Figure 7-2 a. Identification of reaction intermediate. b. Radical-clock experiment. c. Control experiments 
with a 98% ee substrate. d. Goals of computational investigations. 
 
To shed more light on the C–B rebound cycle, Dong’s group also conducted radical-clock 
experiments using cyclopropyl substituted ether (7-5), which only led to the formation of a ring-
opening product 7-6, suggesting an involvement of a radical species in the mechanism. 
Furthermore, an experiment with a secondary 98% ee substrate 7-7 led to the full racemization 
during the formation of oxaborinane 7-9. On the other hand, the ring-opening intermediate 7-8 
retained enantiopurity (90% ee). These results together indicate that the radical intermediate would 
not be involved in initial C–O cleavage, but the nickel-catalyzed C–B rebound cycle would involve 
a radical intermediate. 
This reaction is very interesting from a mechanistic standpoint. First, we wanted to study 
the role of the zinc catalyst in promoting the ring-opening reaction. Furthermore, while nickel-
catalyzed reductive cross-coupling reactions between alkyl and aryl halides have been studied 
previously, there is a distinct lack of understanding of the reductive cross-coupling between alkyl- 
and boryl- halides. In this chapter, I will discuss our DFT mechanistic investigation of the boron 
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insertion into alkyl ether bonds. I will investigate the active form of the zinc dibromide catalyst 
and its role in promoting C–O bond cleavage (Figure 7-2d). I will also investigate the reductive 
cross-coupling reaction catalyzed by nickel and discuss different possible mechanisms that could 
be involved in this reaction. Put together, I will propose the most likely mechanism for this 
reaction.  
7.2 Computational details 
All density functional theory (DFT) calculations were carried out using Gaussian 16.14 
Geometries of intermediates and transition states were optimized using the dispersion-corrected 
B3LYP functional,15 using Grimme’s DFT-D3 dispersion correction,16 with a mixed basis set of 
SDD for Ni, Zn, and 6-31G(d) for other atoms in the gas phase. Vibrational frequency calculations 
were performed for all the stationary points to confirm if each optimized structure is a local 
minimum or a transition state structure. Solvation energy corrections were calculated in toluene 
solvent with the SMD continuum solvation model19 based on the gas-phase optimized geometries. 
The M06 functional17 with a mixed basis set of SDD for Ni, Zn, and 6-311+G(d,p) for other atoms 
was used in solvation single-point energy calculations. We have considered the spin states for Ni 
in all the computed intermediates and transition states. The stability of wavefunction was tested 
for all singlet species. Open-shell singlet species were calculated using the broken-symmetry spin 
unrestricted formalism. The triplet of Ni(II) species 7-23, 7-24, 7-TS20, NiL2Br2, and NiLBr2 are 
more stable than a singlet, and thus their triplet structures and energies were reported. All other Ni 
species considered involve either singlet or doublet as the ground state. Translational entropy in 
toluene solution was calculated using the free-volume theory proposed by Whitesides.108 The 
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relative energies of two key transition states, 7-TS4 and 7-TS5, were also computed by single 
point energy calculations using ωB97X-D and B3LYP-D3 functional with the SDD/6-311+G(d,p) 
basis set. These methods give similar relative energies between the two transition states compared 
to the results from the M06 method (ΔΔG‡ = 1.3, 0.9, and 3.2 kcal/mol for energies calculated 
using M06, ωB97X-D, and B3LYP-D3, respectively). 
7.3 Results and discussions 
7.3.1 Most favorable pathway 
The most favorable pathway from the calculations supported the “cleavage-then-rebound” 
mechanism via Zn/Ni tandem catalysis (Figure 7-3). First, MesBBr2 binds to the ether oxygen 
assisted by the in-situ generated 7-1⦁ZnBr2 dimer (7-10) to form complex 7-11, which then 
undergoes facile Zn-promoted bromide anion abstraction (7-TS1, ΔG‡ = 11.4 kcal/mol) to form 
an ion pair 7-11, followed by an SN2-type C–O cleavage (7-TS2, ΔG
‡ = 16.2 kcal/mol)109. The 
low barriers in this ring-opening process agree with the facile formation of alkyl bromide 7-4 
observed experimentally. Several mechanistic pathways are possible in the subsequent Ni-
catalyzed C–Br/B–Br coupling with intermediate 7-4.110 Among these, a radical chain reaction and 
a double oxidative addition would both be consistent with the radical clock experiment. Our DFT 
calculations suggest that the most favorable pathway involves the facile B–Br bond oxidative 
addition of 7-4 with Ni(0)(L1)2 (7-TS3, ΔG
‡ = 3.0 kcal/mol with respect to the 7-4⦁Ni(0) complex 
7-13)111 to generate a Ni(II) boryl species 7-14.112  Single electron reduction of 7-14 by zinc 
powder forms a Ni(I) boryl complex 7-15. From 7-15, the C–Br bond cleavage may occur via 
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either the SN2-type C–Br oxidative addition (7-TS4, ΔG
‡ = 18.2 kcal/mol)113 or the bromine atom 
transfer (7-TS5, ΔG‡ = 19.5 kcal/mol) to form an alkyl radical IM7, which then recombines 
intramolecularly with the Ni(II) center. The comparable barriers of these transition states suggest 
either pathway may operate depending on the steric environment of the alkyl bromide intermediate 
(e.g., primary vs. secondary). For example, the reaction with the α-substituted ether (7-7) favors 
the bromine-atom-transfer pathway by 4.2 kcal/mol, consistent with the complete product 
racemization observed in the experiment. Both C–Br bond cleavage pathways lead to transient 
Ni(III) species (7-17 and 7-18), which then undergo fast reductive elimination to form the cyclic 
boron-insertion product 7-3. The resulting Ni(I)Br intermediate could be reduced by zinc to form 
ZnBr2 and regenerate the Ni(0) catalyst. 
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7.3.2 Mechanisms of the C–O cleavage (ring-opening) cycle 
Because various Zn(II) species may exist under the experimental conditions, we calculated 
the relative energies of different monomeric (Figure 7-4A) and dimeric (Figure 7-4B) zinc species. 
Furthermore, we calculated the reaction energies of dimerization and tetramerization from the most 
stable monomeric Zn(II) and dimeric Zn(II) structures, respectively (Figure 7-5). The calculations 
show that the most stable zinc species (7-10) is a dimer where both zinc has a tetrahedral geometry, 
with two bridging bromides and an ether 7-1 bound to each zinc. Because dissociation of dimer 7-
10 to form monomers and the dimerization of 7-10 to form tetramer 7-28 are both endergonic, 7-




Figure 7-4 A. Gibbs free energies of monomeric zinc complexes. All energies are in kcal/mol relative to 7-20. 
B. Gibbs free energies of dimeric zinc complexes. All energies are in kcal/mol relative to 7-10. 
 
Figure 7-5 Reaction Gibbs free energies of dimerization of 7-20 and 7-10 to form Zn(II) dimer and tetramers 
(7-10 and 7-28, respectively). 
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The most favorable ring-opening mechanism in the reaction of 7-1 is the zinc dimer-
catalyzed stepwise bromide anion abstraction/SN2 substitution pathway (Figure 7-6). Additionally, 
we considered the concerted ring-opening mechanisms catalyzed by the zinc dimer that can happen 
through different possible pathways (Figure 7-6B), including a six-membered transition state (7-
TS7, ΔG‡ = 22.9 kcal/mol), where the cleavage of Zn–Br bond occurs at the same time as the 
formation of the new Zn–Br bond on the same zinc atom. Additionally, zinc dimer catalyzed σ-
bond metathesis (7-TS8, ΔG‡ = 36.6 kcal/mol) and an eight-membered cyclic transition state (7-
TS9, ΔG‡ =29.4 kcal/mol), where both Zn atoms are involved, were found to have higher 
activation energies than the stepwise pathway (7-TS1 and 7-TS2). 
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Figure 7-6 Different mechanisms explored for the ring-opening of the ether.  Activation free energies for the 
mechanisms where dimeric zinc is involved (A, B, F) are calculated with respect to the most stable zinc dimer 
(7-10). The most stable zinc monomer 7-20 is used as the energy zero in the mechanisms where monomeric 
zinc is the active catalyst (C, D). Separated ether 7-1 and BBr2Mes 7-2 are used as the energy zero in zinc free 
mechanism (E). All energies are Gibb free energies in kcal/mol. 
In addition to the zinc dimer-catalyzed mechanisms, we also considered pathways with 
monomeric zinc as the active catalyst. The most favorable pathway for monomeric species still 
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involves the stepwise bromide anion abstraction/SN2 substitution mechanism (Figure 7-6C). 
However, this pathway still requires an activation Gibbs free energy of 20.6 kcal/mol (7-TS12) 
relative to the most stable zinc monomer (7-20). Because this barrier is higher than that of the 
dimeric mechanism, the dimeric Zn species (7-10) is not only more stable than monomeric Zn but 
also more reactive in promoting the ring-opening of 7-1. Therefore, these results suggest that the 
most favorable ring-opening pathway should involve the dimeric zinc species. 
We also calculated a zinc free ring-opening mechanism (Figure 7-6E). However, this 
pathway has significantly higher activation energy. A boron-free zinc-catalyzed ring-opening 
mechanism (Figure 7-6F) also has higher activation energy (7-TS18, ΔG‡ = 33.2 kcal/mol) than 
the Zn dimer-catalyzed stepwise process involving BBr2Mes 7-2. 
7.3.3 C-Br cleavage and C–B bond formation mechanisms 
Following the formation of the nickel (I) boryl complex (7-15) via C-Br oxidative addition 
of 7-4 to Ni(0) and single-electron reduction, there are several distinct possibilities towards the 
formation of the cyclized product (Figure 7-7). The two most favorable mechanisms involving the 
SN2-type oxidative addition (7-TS4) and the bromine atom transfer (7-TS5)/radical rebound were 
discussed in the main manuscript. Additionally, the inner sphere oxidative addition of the C–Br 
bond via a three-membered cyclic transition state (7-TS22) was considered, which requires a 
higher barrier of 33.1 kcal/mol. Additionally, C–Br cleavage mechanisms involving monoligated 
nickel complexes were considered. Calculations suggest that the monoligated pathways for both 
the SN2 oxidative addition (7-TS19) and the bromine atom transfer (7-TS20) are both higher in 
energy than the corresponding bisligated transition states (7-TS4 and 7-TS5, respectively). The 
more sterically demanding three-centered oxidative addition favors the monoligated pathway (7-
143 
TS21, ΔG‡ = 30.1 kcal/mol) compared to the bisligated 7-TS22. Nonetheless, both TS21 and TS22 
are much higher in energy than 7-TS4 and 7-TS5.  
 
Figure 7-7 Possible mechanisms for the C–Br cleavage and C–B bond formation from the nickel(I) boryl 
intermediate. All energies are relative to complex 7-15. 
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Bromine atom transfer from 7-15 (via 7-TS5) leads to the formation of the alkyl radical 7-
16. The alkyl radical in this species can recombine intramolecularly with the Ni(II) center to form 
a Ni(III) complex 7-17, which is 30.2 kcal/mol more stable than 7-16. We also considered the 
direct product formation via the attack of the alkyl radical on the boron through 7-TS23. However, 
this pathway requires a relatively high activation energy of 10.3 kcal/mol, suggesting that it is less 
favorable than the radical recombination/reductive elimination pathway via the Ni(III) 
intermediate. 
7.3.4 C–Br cleavage mechanism in the reaction with secondary alkyl ether 
Mechanistic studies involving the reaction with the α-substituted ether (7-7) lead to the full 
racemization of the product. This suggests the involvement of a radical intermediate. To validate 
whether our computational mechanistic studies are consistent with this experimental finding, we 
calculated the bromine atom transfer and the C–Br oxidative addition transition states from 
complex 7-29 (Figure 7-8). The bromine atom transfer from the secondary alkyl bromide (7-TS24) 
requires an 18.1 kcal/mol activation energy with respect to 7-29, which is lower in energy than 7-
TS5 – the bromine atom transfer from the primary alkyl bromide. This is due to the increased 
stability of the secondary alkyl radical. On the other hand, the SN2 oxidative addition 7-TS25 
requires a barrier of 22.3 kcal/mol, which is significantly higher than the corresponding SN2 
substitution from the primary alkyl radical – TS4, due to the increased steric bulk of the secondary 
alkyl bromide destabilizing the SN2 type transition state. Overall, the bromine atom transfer with 
the secondary alkyl bromide is significantly more favorable (ΔΔG‡ = 4.2 kcal/mol) than the 
corresponding SN2 type transition state. Furthermore, we calculated the radical rebound transition 
state 7-TS26 to form the Ni(III) intermediate 7-29. This step is sterically hindered due to 
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unfavorable interactions between the methyl group and pyridine ligand and requires an activation 
barrier of 10.9 kcal/mol, which is sufficient to allow the racemization of the chiral center via the 
relatively long lifetime secondary radical intermediate. These observations are consistent with the 
experimental mechanistic studies, which suggest the involvement of radical species in this reaction 
and full racemization of the product. 
 
 
Figure 7-8 C–Br cleavage mechanisms and radical rebound in the reaction with the secondary alkyl ether. All 





7.3.5 Radical chain mechanism 
In addition to the double oxidative addition mechanism, another possible mechanism for 
the Ni-catalyzed C–B bond formation of the ring-opened intermediate 7-4 is the radical chain 
mechanism (Figure 7-9). The radical chain mechanism would also be consistent with the 
experimental mechanistic studies and thus was studied computationally. 
 
 
Figure 7-9 Modified nickel-catalyzed radical chain mechanism with intermediate 7-4. 
 
In this mechanism, we considered the initial bromine atom transfer from 7-4 to the Ni(I) 
bromide (L2NiBr) through transition state 7-TS27, which requires an activation barrier of 21.2 
147 
kcal/mol (Scheme S5). This process requires higher activation energy than the intramolecular 
bromine atom transfer from the Ni(I) boryl intermediate 7-15. Here, the intermolecular C–Br 
activation is disfavored entropically, as well as thermodynamically, because the conversion of 7-
4 and Ni(I) bromide to Ni(II) dibromide and 7-32 is endergonic by 9.4 kcal/mol while the reaction 
of Ni(I) boryl species 7-15 to form Ni(II) boryl bromide (7-16) is only endergonic by 3.0 kcal/mol. 
Following the formation of the alkyl radical (7-32), it can recombine with Ni(I) bromide to form 
the triplet Ni(II) alkyl species 7-33. Following the dissociation of one of the pyridine ligands, this 
intermediate can undergo an intramolecular transmetalation (37-TS29) with a barrier of 23.3 
kcal/mol to form the cyclization product 3a. Here, the discussed “radical chain” mechanism is less 
favorable than the intramolecular C–Br cleavage via 7-TS4 or 7-TS5 due to the entropic effect in 
the intermolecular bromine atom transfer as well as the less favorable reaction energy in the 
bromine atom transfer step. These computational results suggest that the “radical chain” 
mechanism is less likely, and the double oxidative addition mechanism is likely to be the operative 
pathway for the C–B rebound cycle. 
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Figure 7-10 Potential energy profile of the radical chain mechanism. All energies are Gibbs free energies in 
kcal/mol relative to 7-4 and NiL2Br. 
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7.3.6 Born-Oppenheimer molecular dynamics (BOMD) trajectory simulations 
Quasi-classical Born-Oppenheimer molecular dynamics (BOMD) trajectory simulations29 
were performed using Gaussian 16 to investigate the nature of the SN2-type oxidative addition 
transition state 7-TS4. The optimized geometry of 7-TS4 and the vibration of the imaginary 
frequency of this transition state indicate that this transition state involves the outer sphere attack 
of the Ni (I) center onto the primary alkyl bromide. However, it was not immediately clear what 
bond formation and cleavage events will take place after this transition state. Therefore, BOMD 
trajectory simulations were performed to investigate the outcome of the reaction trajectories after 
passing through this transition state. The initial geometries and velocities of the BOMD trajectories 
were generated from the normal mode sampling of transition state 7-TS4 at 333.15 K. A total of 
20 trajectories were generated and were propagated using the classical equations of motion with 
energies and forces computed using B3LYP-D3/SDD–6-31G(d). The initial kinetic energy of 0.6 
kcal/mol was added along the transition vector. Starting from the transition state, the trajectory 
propagation was performed in the forward direction to form the product. A time step of about 0.6 
fs was used in the trajectory propagation. The Hessian was updated every 12 steps. All trajectories 
finished within 250 fs.  
The BOMD simulations indicated that the transition state proceeds with the initial 
formation of a transient cationic Ni(III) species 7-15, which then rapidly undergoes a very fast C–
B reductive elimination to form the cyclized product. Snapshots from a representative trajectory 
are shown in Figure S6 to illustrate these bond formation/cleavage events. In this trajectory, the 
Ni–C bond is formed first, at around 36 fs after the transition state. Then, the elongation of the Ni–
C, and Ni–B bonds accompanies the shortening of the C–B bond to form the cyclized product via 
C–B reductive elimination. Although our DFT calculations could not successfully optimize the 
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cationic Ni(III) species 7-15 because the attempted geometry optimizations of this intermediate all 
lead to the C–B reductive elimination product, the results of the BOMD simulations suggest that 
this transient intermediate is indeed formed after 7-TS4, albeit with a very short lifetime. 
 
 











7.3.7 Calculations of the C–Br and B–Br cleavage of 7-4 with different nickel species 
The C–B rebound mechanism can be initiated by several possible mechanisms promoted 
by Ni(0) or Ni(I) species. To investigate these possibilities, we calculated the different C–Br and 
B–Br cleavage pathways in the C–B rebound cycle with the ring-opened intermediate 7-4. The 
most favorable pathway involves the oxidative addition of the B–Br bond to the Ni(0) species 7-
TS3 with a low activation barrier of only 3.0 kcal/mol with respect to 7-13. The competing 
pathway involving the SN2 type oxidative addition of the C–Br bond of 7-4 to Ni(0) (via 7-TS31) 
is significantly less favorable with a barrier of 13.6 kcal/mol. The reaction of 7-4 with Ni(I) 
bromide was also considered. The oxidative addition of the B–Br bond of 7-4 to the Ni(I) bromide 
(7-TS32) requires a lower barrier (ΔG‡ = 18.9 kcal/mol) than the bromine atom transfer to the 
Ni(I) bromide that cleaves the C–Br bond (7-TS27, ΔG‡ = 21.2 kcal/mol). These results indicate 
that the B–Br cleavage is more favorable kinetically than the C–Br cleavage pathway in reactions 
with both Ni(0) and Ni(I) species, and the reaction with Ni(0) (7-TS3) is much more favorable 
than the reaction with Ni(I) bromide.  
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Figure 7-12 Activation Gibbs free energies of the B–Br and C–Br cleavage pathways to initiate the C–B 
rebound cycle.  A. Reactions with a Ni(0) species. All energies are relative to complex 7-13. B. Reactions with 




7.3.8 Calculations of the reduction of Ni species by Zn 
The Gibbs free energies of the reduction of nickel(II) intermediates by zinc powder to form 
Ni(I) species were calculated using the following half-reactions. The reaction energies of half-
reactions (1) and (2) were calculated using DFT in toluene. The Gibbs free energy of an electron 
(−0.867 kcal/mol) was used.114 We surmised that the free bromide anion generated after the 
reduction could be stabilized by coordination with Zn(II) species. Because our calculations 
indicate 7-10 is the most stable, and therefore the most abundant Zn(II) species, in our calculations 
of the first two half-reactions, we used 7-10 as a Lewis acid to stabilize the free bromide anion 
generated in these reactions. Comparison of energies of half-reactions (1) and (4) indicates that 
generating a free bromide anion would be much less exergonic. In the experimental half-reaction 
(eq. 3), we expect that the bromide anion is similarly stabilized by coordination to a Zn(II) species 
in the system. 
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Figure 7-13 Gibbs free energies of half-reactions used to calculate the reaction energies of the Zn-mediated 
reduction of Ni(II) species. 
 
The reaction energy of half-reaction (3) was derived using the experimental standard 
reduction potential of Zn(s)/ZnBr2 (−1.26 V vs. SHE).
115 We used the experimental reduction 
potential measured in DMA because the experimental redox potential in toluene was not available. 
The experimental reduction potential was converted to the absolute reduction potential according 





𝑎𝑏𝑠 − 𝐸𝐿 
Where 𝐸𝑆𝐻𝐸,𝑎𝑞
𝑎𝑏𝑠  is the absolute standard potential for the aqueous standard hydrogen 
electrode (4.44 V) and 𝐸𝐿  is the interliquid (intersolvent) potential. The redox potential was 
obtained in DMA, but since the experimental interliquid potential was not available for DMA, we 
used the interliquid potential for DMF (𝐸𝐿 = 0.172) . Then we can calculate the absolute 
reduction potential 
𝐸𝑠𝑜𝑙𝑣𝑒𝑛𝑡
⊖,𝑎𝑏𝑠 = −1.26 + 4.44 − 0.172 
𝐸𝑠𝑜𝑙𝑣𝑒𝑛𝑡
⊖,𝑎𝑏𝑠 = 3.01 𝑉 
The absolute reduction potential can be converted to the Gibbs free energy by ΔG =
−nFE = −69.5 kcal/mol.  
Using the Gibbs free energies of the half-reactions shown in Scheme S6, we can calculate 
the thermodynamics of the reduction of nickel species. Based on our calculations, the reduction of 
L2NiBr2 and 7-14 to corresponding Ni(I) species are both thermodynamically favorable using Zn. 
7.3.9 Reaction energy of transmetalation between an organozinc and a nickel(I) bromide 
A potential ring-opening mechanism with both nickel and zinc involves the reduction of 
the alkyl halide to form an organozinc species (7-37), followed by the transmetalation of the 
organozinc compound with Ni(I) bromide. Our calculations indicate that the transmetalation 
reaction is highly endergonic (ΔG = 19.5 kcal/mol, Figure 7-14). Considering the activation free 
energy of the most favorable C–B rebound mechanism is only 18.2 kcal/mol, this transmetalation 
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Figure 7-14 Calculated Gibbs free energy of the transmetalation reaction between the organozinc and nickel 
bromide. 
7.4 Conclusion 
DFT calculations were performed to investigate the reaction mechanism for zinc and nickel 
tandem catalyzed boron insertion into an (SP3)C–O bond. Based on the DFT calculations, we 
proposed that the initial C–O cleavage is catalyzed by zinc dimer acting as a Lewis acid. Zinc 
dimer promotes the formation of the B–O dative bond and promotes the dissociation of bromide 
from boron to form an ion pair. Following the cleavage of the B–Br bond, bromide can attack the 
activated C–O bond through an SN2 mechanism. Following the C–O cleavage, the nickel catalyst 
promotes the C–B rebound reaction by initially promoting B–Br cleavage through inner-sphere 
oxidative addition. Following the B–Br cleavage, two different mechanisms for the C–Br cleavage 
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can contribute to the reaction mechanism, depending on the identity of the ether substrate (Figure 
7-15). Reactions with primary substrates proceed through the SN2 type oxidative addition 
mechanism, and substrates that can form more stable alkyl radicals proceed through the bromine 
atom transfer mechanism. After oxidative addition, both pathways proceed with a facile reductive 
elimination to generate the final product. 
 
Figure 7-15 Proposed reaction mechanism based on the DFT calculations and mechanistic experiments. 
158 
Appendix A List of publications 
Publications: 
1. Ilia Kevlishvili, Katherina Murcek, Peng Liu, “Computational investigation of 
reactivity of amine electrophiles in CuH catalyzed hydroamination of olefins” – 
manuscript in preparation. 
2. Gaoyuan Zhao, Wang Yao, Ilia Kevlishvili, Jaclyn N. Mauro, Peng Liu, Ming-Yu 
Ngai, “Nickel-Catalyzed Radical Migratory Coupling Enables C-2 Arylation of 
Carbohydrates” – J. Am. Chem. Soc. 2021 (in revision). 
3. Hairong Lyu, Ilia Kevlishvili, Xuan Yu, Peng Liu, Guangbin Dong, “Boron 
insertion into alkyl ether bonds via zinc/nickel tandem catalysis” – Science, 2021, 
372, 175–182. 
4. Xiaoyun He, Ilia Kevlishvili, Katherina Murcek, Peng Liu, Alexander Star, “[2π + 
2π] Photocycloaddition of Enones to Single-Walled Carbon Nanotubes Creates 
Fluorescent Quantum Defects” – ACS Nano 2021, 15, 4833–4844. 
5. Hui-Qi Ni, Ilia Kevlishvili, Pranali G. Bedekar, Joyann S. Barber, Shouliang Yang, 
Michelle Tran-Dubé, Andrew M. Romine, Hou-Xiang Lu, Indrawan J. McAlpine, 
Peng Liu, Keary M. Engle, “Anti-selective [3+2] (Hetero)annulation of non-
conjugated alkenes via directed nucleopalladation” – Nature Commun. 2020, 11, 
6432. 
6. Yuxuan Ye, Ilia Kevlishvili, Sheng Feng, Peng Liu, Stephen L. Buchwald, “Highly 
Enantioselective Synthesis of Indazoles with a C3-Quaternary Chiral Center Using 
CuH Catalysis” – J. Am. Chem. Soc. 2020, 142, 10550–10556. 
159 
7. Masaki Shimoi, Ilia Kevlishvili, Takashi Watanabe, Katsuhiro Maeda, Steven J. 
Geib, Dennis P. Curran, Peng Liu, Tsuyoshi Taniguchi, “The Thermal 
Rearrangement of an NHC-Ligated 3-Benzoborepin to an NHC-Boranorcaradiene” 
– Angew. Chem. Int. Ed. 2020, 132, 913–919. (Co-first author) 
8. Vignesh Palani, Cedric L. Hugelshofer, Ilia Kevlishvili, Peng Liu*, and Richmond 
Sarpong, “A Short Synthesis of Delavatine A Unveils New Insights into Site-
Selective Cross-Coupling of 3,5-Dibromo-2-pyrone” – J. Am. Chem. Soc. 2019, 
141, 2652–2660. 
9. Andy A. Thomas, Klaus Speck, Ilia Kevlishvili, Zhaohong Lu, Peng Liu, Stephen 
L. Buchwald, “Mechanistically Guided Design of Ligands That Significantly 
Improve the Efficiency of CuH-Catalyzed Hydroamination Reactions” J. Am. 
Chem. Soc. 2018, 140, 13976–13984. (Co-first author) 
10. Feng Zhu, Jacob Rodriguez, Tianyi Yang, Ilia Kevlishvili, Eric Miller, Duk Yi, 
Sloane O’Neill, Michael J. Rourke, Peng Liu, Maciej A. Walczak, “Glycosyl Cross-
Coupling of Anomeric Nucleophiles: Scope, Mechanism, and Applications in the 




1 Johansson Seechurn, C. C. C.; Kitching, M. O.; Colacot, T. J.; Snieckus, V. Angew. Chem. Int. Ed. 2012, 
51, 5062–5085. 
2 Buskes, M. J.; Blanco, M.-J. Molecules, 2020, 25, 3493. 
3 Chen, F.; Wang, T.; Jiao, N. Chem. Rev. 2014, 114, 8613–8661. 
4 Trowbridge, A.; Walton, S. M.; Gaunt, M. J. Chem. Rev. 2020, 120, 2613–2692. 
5 Vitaku, E.; Smith, D. T.; Njardarson, J. T. J. Med. Chem. 2014, 57, 10257−10274. 
6 (a) Tang, W.; Zhang, X. Chem. Rev., 2003, 103, 3029–3070. (b) Fu, W.; Tang, W. ACS Catal., 2016, 6, 
4814–4858. 
7 (a) Cesar, V., Bellemin-Laponnaz, S.; Gade, L. H. Chem. Soc. Rev., 2004, 33, 619–636. (b) Diez-Gonzalez, 
S.; Nolan, S. P. Coord. Chem. Rev., 2007, 251, 874–883. 
8 (a) Shaughnessy, K. H.; Hartwig, J. F. J. Am. Chem. Soc., 2001, 123, 2677–2678. (b) Sigman, M. S.; 
Jacobsen, E. N. J. Am. Chem. Soc., 1998, 120, 4901–4902. (c) Kiesewetter, J.; Kaminsky, W. Chem. Eur. J., 2003, 9, 
1750–1758. 
9 Cheng, G.-J.; Zhang, X.; Chung, L. W.; Xu, L.; Wu, Y.-D. J. Am. Chem. Soc. 2015, 137, 1706–1725. 
10 (a) Noyori, R. Angew. Chem. Int. Ed., 2002, 41, 2008–2022. (b) Martin, R.; Buchwald, S. L.: Acc. Chem. 
Res., 2008, 41, 1461–1473. (c) Fu, G. C. Acc. Chem. Res., 2008, 41, 1555–1564. (d) Tolman, C. A. Chem. Rev., 1977, 
77, 313–348. 
11 (a) Kui, S. C. F.; Zhu, N.; Chan, M. C. W. Angew. Chem. Int. Ed. 2003, 42, 1628 – 1632. (b) Mitani, M.; 




Matsugi, T.; Kashiwa, N.; Fujita, T. J. Am. Chem. Soc., 2002, 124, 3327–3336. (c) Furuyama, R.; Saito, J.; Ishii, S.; 
Makio, H.; Mitani, M.; Tanaka, H.; Fujita, T. J. Organomet. Chem., 2005, 690, 4398-4413. 
12 (a) Wagner, J. P.; Schreiner, P. R. Angew. Chem. Int. Ed., 2015, 54, 12274–12296. (b) Lyngvi, E.; 
Sanhueza, I. A.; Schoenebeck, F. Organometallics, 2015, 34, 805–812. (c) Wolters, L. P.; Koekkoek, R.; Bickelhaupt, 
F. M. ACS Catal., 2015, 5, 5766–5775. 
13 Gaussian 09, Revision D.01 Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.; Robb, M. A.; 
Cheeseman, J. R.; Scalmani, G.; Barone, V.; Mennucci, B.; Petersson, G. A.; Nakatsuji, H.; Caricato, M.; Li, X.; 
Hratchian, H. P.; Izmaylov, A. F.; Bloino, J.; Zheng, G.; Sonnenberg, J. L.; Hada, M.; Ehara, M.; Toyota, K.; Fukuda, 
R.; Hasegawa, J.; Ishida, M.; Nakajima, T.; Honda, Y.; Kitao, O.; Nakai, H.; Vreven, T.; Montgomery, J. A., Jr.; 
Peralta, J. E.; Ogliaro, F.; Bearpark, M.; Heyd, J. J.; Brothers, E.; Kudin, K. N.; Staroverov, V. N.; Kobayashi, R.; 
Normand, J.; Raghavachari, K.; Rendell, A.; Burant, J. C.; Iyengar, S. S.; Tomasi, J.; Cossi, M.; Rega, N.; Millam, N. 
J.; Klene, M.; Knox, J. E.; Cross, J. B.; Bakken, V.; Adamo, C.; Jaramillo, J.; Gomperts, R.; Stratmann, R. E.; Yazyev, 
O.; Austin, A. J.; Cammi, R.; Pomelli, C.; Ochterski, J. W.; Martin, R. L.; Morokuma, K.; Zakrzewski, V. G.; Voth, 
G. A.; Salvador, P.; Dannenberg, J. J.; Dapprich, S.; Daniels, A. D.; Farkas, Ö.; Foresman, J. B.; Ortiz, J. V.; 
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