Abstract. Accurate prediction of the energy consumption of government-owned buildings in the design phase is vital for government agencies, as it enables formulation of the early phases of development of such buildings with a view to reducing their environmental impact. The aim of this study was to identify the variables that are associated with energy consumption in government-owned buildings and to propose a predictive model based on those variables. The proposed approach selects relevant variables using the RReliefF variable selection algorithm. The support vector machine (SVM) method is used to develop a model of energy consumption based on the identified variables. The proposed approach was analyzed and validated on data for 175 government-owned buildings derived from the 2003 Commercial Building Energy Consumption Survey (CBECS) database. The experimental results revealed that the proposed model is able to predict the energy consumption of government-owned buildings in the design phase with a reasonable level of accuracy. The proposed model could be beneficial in guiding government agencies in developing early strategies and proactively reducing the environmental impact of a building, thereby achieving a high degree of sustainability of buildings constructed for government agencies.
Introduction
The building sector is one of the biggest contributors to worldwide energy consumption and environmental pollution. For example, the building sector is responsible for 40% of energy consumption in the European Union (EU) (International Energy Agency 2010) and more than 40% in the United States (U.S.) (U.S. Department of Energy 2012). Aside from playing a major role in energy consumption, the building sector is among the sectors most responsible for environmental degradation, amounting to 36% of carbon dioxide (CO 2 ) emissions in the EU (European Commission 2012) and 39% of CO 2 emissions in the U.S. (U.S. Department of Energy 2012). Moreover, energy consumption in the building sector is expected to grow, as the need for new buildings continues to be spurred by the growth of the world economy and development.
The most cost-effective solution for reducing building energy consumption is to design energy-efficient buildings. Incompetent building design (in terms of energy efficiency) could have a significant impact on an owner's financial risks as well as on the sustainability of development. Specifically, implementation of energy-efficient design in new government buildings has become a top priority for government agencies. For example, U.S. federal agencies are required to reduce their energy intensity by 30% by the end of 2015 relative to 2003 levels, under Executive Order 13423, issued on January 24, 2007 (U.S. National Archives and Records Administration 2007). To implement energy-efficient building design, project stakeholders need to understand the effects of design decisions on the energy performance of the building to be built. Further, to account for the effects of individual design features on energy consumption, an accurate energy consumption model is needed.
Energy consumption models have been constructed using statistical regression and machine learning methods. Regression analysis is the most widely used technique for the modeling of relationships between design features representing important characteristics of buildings and building energy consumption (see, for example, Sharp 1996; Chung et al. 2006; Lee 2008; Chung, Hui 2009 ). However, the disadvantage of using regression analysis with the applications in the real world, e.g. modeling of building energy consumption, is that this method assumes linearity in the relationship between the dependent and independent variables and normality in the error distribution, which may not be valid for a given data set (Kumar, Bhattacharya 2006; Chen 2011; Huang 2011; Li, Sun 2011) .
Recently, machine learning methods have been applied to obtain reliable predictive models of building energy consumption. The artificial neural network (ANN) is the main computational model that has been used for this purpose. Yalcintas (2006) employed an ANN based on the Levenberg-Marquardt back-propagation algorithm to predict annual electricity consumption per square foot using data from 63 buildings in Hawaii. Ten input variables were used in the model: three plug-load-related variables (computers, fume hoods, and other equipment), four lightingrelated variables (lighting hours, floor percentage lighted, internal lighting type, and external lighting type), and three HVAC-related variables (HVAC hours, floor percentage air conditioned, and HVAC equipment type). The correlation coefficient for the predicted and actual energy use was 0.86. However, no comprehensive guidance such as mean absolute error (MAE), root mean squared error (RMSE), or mean absolute percentage error (MAPE) was available to enable evaluation of the model in terms of the accuracy of the predicted data relative to that of the actual data. Yalcintas and Ozturk (2007) used an ANN based on the Levenberg-Marquardt back-propagation algorithm with multiple linear regression (MLR) to predict annual electricity consumption (in kilowatt hours) per square meter using data from the Commercial Building Energy Consumption Survey (CBECS) Database. ANN and MLR models were constructed using eight input variables for each of nine census divisions. Sample sizes for each census division varied from 57 to 221. Yalcintas and Ozturk (2007) used only eight of the more than 300 variables available in the CBECS database, but they gave no explanation of their selection of those variables. The input variables were building-operation hours, age category, building area per worker category, building area per computer, cooling percentage category, lighting percentage category, cooling degree days, and number of floors category. Comparisons were made on the basis of the mean squared error (MSE) of the estimators. The MSE ranged from 9.60 to 15.25 for the ANN, and from 10.24 to 40.43 for the MLR model. It was found that the ANN produced better predictions than the MLR model. The main advantage of ANNs over regression models stems from their ability to model nonlinear relationships without needing to make assumptions in the data generating process (Hornik et al. 1990 ). However, construction of an ANN model has its drawbacks, as it requires a large quantity of training data in order to be trained properly, calls for numerous controlling parameters, presents difficulties in regard to obtaining a stable solution, and has a considerable likelihood of over-fitting.
The decision tree method has also been used to predict building energy consumption. Yu et al. (2010) reported on the development of a predictive model of building energy demand based on the decision tree method. This method is able to classify and predict categorical variables. It has a competitive advantage over other widely used modeling techniques, such as the regression method and the ANN method, in that it can generate accurate predictive models with interpretable flowchart-like tree structures that enable users to quickly extract useful information. To demonstrate its applicability, Yu et al. (2010) applied the method to the estimation of residential building energy performance indexes by modeling building energy use intensity (EUI) levels. The results demonstrated that the decision tree method is able to classify and predict building energy demand levels accurately (93% for training data and 92% for test data) and that it can automatically identify and rank the variables that have a significant effect on building EUI.
Previous studies of energy consumption focused mainly on methods for predicting the energy consumption of commercial or private buildings. To our knowledge, there has been no research that addresses the prediction of energy consumption of government-owned buildings. Hence, there is relatively little understanding of the variables that contribute to the prediction of energy consumption in government-owned buildings. Because of the excellent performance of support vector machines (SVMs) in general, they been used in a wide variety of applications. The theory of an SVM is founded on the structural risk minimization (SRM) principle (Vapnik 1995) , which has exhibited better performance than the traditional empirical risk minimization (ERM) principle employed by conventional neural networks (Schölkopf et al. 1999; Wang et al. 2003) . SRM minimizes an upper bound on the generalization error and allows an SVM to generalize better than an ANN.
The aims of the current study were to identify variables associated with energy consumption of governmentowned buildings by using the RReliefF variable selection algorithm, and to propose a predictive model for the energy consumption of government-owned buildings, by using an SVM model based on the identified variables. To evaluate the prediction performance of the SVM model, we performed a comprehensive comparison of the prediction performance of the SVM model versus that of the ANN model, the DT model, and the MLR model. A data set on government-owned office buildings was taken from the 2003 CBECS database and used for training and testing experiments. In Section 1 we present some material on the RReliefF variable selection algorithm and the SVM model, and in Section 2 we describe the data source and the experimental settings. In Section 3 we present an explanation of our implementation of the RReliefF variable selection algorithm and our development of the SVM, ANN, DT, and MLR models, as well as a discussion and analysis of the experimental results. The final section contains our conclusions and suggests directions for future research.
Theoretical background

RReliefF
From a machine learning perspective, the input variables used in constructing a predictive model are not all expected to be of equal importance or quality . In fact, the inclusion of irrelevant or redundant variables could reduce the performance of a machine learning algorithm (Robnik-Šikonja, Kononenko 2003) . Although expert knowledge of the application domain can still be used as a guide to identify relevant variables, there is relatively little understanding of which variables have a significant effect on the prediction of energy consumption in governmentowned buildings. One possible solution to this problem is to extract a number of candidate variables characterizing building energy consumption prediction and then implement a variable selection algorithm to identify the relevant variables (Molina et al. 2002) . One of the strongest benefits of variable selection algorithms developed recently is that they can improve the prediction accuracy while reducing the dimensionality of the input space by searching and finding the optimal variable subset.
In this study, the RReliefF algorithm, which was proposed by Robnik-Šikonja and Kononenko (1997) , was used to select the optimal variable subset. RReliefF considers contextual information and effectively and correctly takes into account interdependencies between variables (RobnikŠikonja, Kononenko 2003) . Because of the variable interdependency feature, RReliefF is better than variable selection algorithms based solely on statistical measures such as the correlation coefficient, information gain, and the signal-tonoise ratio (Robnik-Šikonja, Kononenko 2003; Yang et al. 2008) . In addition, its capabilities, with respect to noise, are robust because it searches and selects the nearest neighbors to determine the importance of each variable (Pernek et al. 2012) .
RReliefF is an adaptation of ReliefF (Kononenko 1994) for solving a regression problem. ReliefF is, in turn, an extension of Relief (Kira, Rendell 1992) for solving multi-class (more than two-class) classification problems (Kononenko et al. 1996; Pham et al. 2009; Kandaswamy et al. 2011; Han, Yu 2012) . The base algorithm for Relief was limited to binary (two-class) classification problems. The main idea behind the Relief algorithm is that highquality and highly relevant variables should distinguish between instances from different classes and should have similar values for instances from the same class. Specifically, Relief ranks the variables based on quantification of how well they satisfy those two conditions.
Relief evaluates the variables one by one and assigns a real number to each variable to indicate its importance. Relief randomly selects an instance R from the data set and finds the nearest neighbor H from the same class (the nearest hit) and the nearest neighbor M from the other class (the nearest miss). Then it updates the score for each variable by comparing the value of that variable in R with its values in H and M. If R and H have different values of some variable f, this means that two instances from the same class can be falsely separated by f (not desirable), so f's score is decreased. If R and M have different values of f, this means that two instances from different classes can be correctly separated by f (desirable), so f's score is increased. The process is repeated for a number of randomly selected instances from the data set.
When solving the regression problem, nearest hits and nearest misses cannot be used, because, in general, continuous (not just discrete) variables can be used in the construction of predictive models. Thus instead of requiring knowledge of whether two instances belong to the same or a different class, RReliefF attempts to solve this problem by introducing a score which indicates that the predicted values of a given independent variable in the two instances are different. The score is based on the relative distance between these values. The scores that are calculated by RReliefF lie in the range [-1, 1] . At the extremes, a score of +1 signifies that different values of a variable imply different values of the dependent variable for nearby instances, while a score of -1 signifies that different values of a variable imply equal values of the dependent variable for nearby instances. In other words, the larger the value of the RReliefF score, the greater the influence of that variable on the regression. An RReliefF value greater than zero indicates that that variable is likely to distinguish between nearby instances to a useful extent. In this study, the significance threshold value was set at 0.01. This threshold value was chosen according to previous studies by Robnik-Šikonja, Kononenko (2003) and Srisawat, Kijsirikul (2009) to obtain the limited number of variables needed to separate the relevant variables from the irrelevant ones.
Support Vector Machine (SVM)
The roots of the SVM date back to the discrimination work of Vapnik and Lerner (1963) . The general nonlinear version of the SVM for classification problems was introduced much more recently (Vapnik 1995) , but it wasn't until even later that the theory was extended to the solution of a nonlinear regression using the nonlinear version of the SVM framework (Suykens, Vandewalle 1998) . A simple description of the support vector machine algorithm for regression is provided in what follows.
Consider a data set of the form , where the inputs are n-dimensional input vectors x i with real-valued components, the outputs y i are the corresponding values of a real-valued dependent variable, and m is the total number of points in the data set. The objective of the regression analysis is to find a regression function f(x) that accurately predicts the outputs. In an SVM, solving a nonlinear regression problem requires that the input vectors first be nonlinearly mapped into a high-dimensional input space and then linearly correlated with the outputs. The SVM formalism uses the following linear estimation function:
( 1) where: x is an input vector; is the weight vector; φ is the nonlinear map; w is the dot product of w and φ(x); and b is a constant.
In the SVM formulation, the ε-insensitive loss function L ε is used as a cost function:
where ε is a precision parameter that represents the radius of the tube located around the regression function f(x).
The weight vector w and the constant b in Eqn (1) can be estimated by minimizing the following regularized risk function:
where is a regularization term that controls the trade-off between the complexity and the approximation accuracy of the regression model and ensures that the model possesses improved generalized performance. C is a regularization constant that accounts for the tradeoff between the empirical risk and the regularization term.
Two positive slack variables, ξ i and , can be used to measure the deviation of y i -f(x i ) from the boundaries of the ε-insensitive zone. When these slack variables are used, Eqn (3) is transformed into the constrained form: (4) where the minimization is subject to the following constraints:
. Use of Lagrange multipliers and Karush-Kuhn-Tucker conditions in Eqn (4) yields the dual Lagrangian form: (5) where the minimization is subject to the following constraints:
K is the kernel function and the Lagrange multipliers in Eqn (5), α i and , must satisfy the condition . The optimal desired weight vector of the regression hyperplane is . It can be shown that the general form of an SVM-based regression function can be written as:
. (6) Some kernel functions render it easier to obtain the optimal solution in an SVM than others do. The three most frequently used kernel functions are polynomial, sigmoid, and radial basis functions (RBFs), all of which are frequently used because, unlike linear kernel functions, they can classify multi-dimensional data. Also, RBFs have fewer parameters to set than polynomial kernels do, but their overall performance is similar to that of other kernel functions. Therefore, in this study, an RBF was used as the kernel function in the SVM to obtain the optimal solution. A radial basis kernel function is of the form: ,
where γ is the so-called kernel parameter.
Data set and pre-processing
In this study, we used data on government-owned buildings from the 2003 Commercial Buildings Energy Consumption Survey (CBECS) database to evaluate the predictive performance of an energy consumption model. The 2003 CBECS contains data on energy consumption, energy expenditure, and extensive energy-related building characteristics for 1,057 government-owned buildings that are categorized according to ownership as either local, state, or federal government. The only buildings we included in our analysis are those with a total gross floor area of at least 2,000 square meters that are used for 12 months per year and more than 40 hours per week. This narrowed the study to 526 government-owned buildings, and these were used to estimate building energy consumption by modeling building energy use intensity (EUI) levels.
After an in-depth examination of all the independent variables for which data are provided in the 2003 CBECS, we chose the ones that could possibly be of relevance to this study. There were 26 such variables in that subset, and they were grouped into the following categories: general building information and energy end uses; building activities and special measures of size; heating and cooling equipment and conservation features; water heating, refrigeration, office equipment, and special uses of space; and lighting percents, equipment, and conservation features. The input variables used in our energy analysis are listed in Table 1 . However, we adjusted the value of the "number of floors" input variable. In the 2003 CBECS database, the number of floors for buildings with more than 14 floors is given as either 991 or 992, where 991 indicates that a building has 15-25 floors, and 992 indicates that it has more than 25 floors. In this study, we replaced 991 with 19, and 992 with 32, to better represent the number of floors. The output variable O used in this analysis was electricity consumption per square meter per hour of operation: ,
where: A is the total annual electricity consumption (in watt hours, Wh); T is the total yearly operating time (in hr); and S is the total floor space (in m 2 ). Buildings with missing values were omitted from the data set, resulting in a total of only 181 buildings to be included in the data analysis. To determine outliers in a distribution, we used the 1.5 × IQR criterion, which is the standard rule of thumb used in statistics for identifying suspected outliers (Moore, McCabe 1999) . IQR is the interquartile range, the difference between the first quartile (Q1) and the third quartile (Q3). Items of value d were considered as a suspected outlier if d > Q3 + 1.5 × IQR or d < Q1 -1.5 × IQR and were removed from the data set. After a data-cleaning step, we had a set of data for 175 government-owned buildings.
In an SVM model, each data instance is represented as a vector of real numbers. Hence, if there are categorical variables, they have to be converted into numeric data. In order to represent an m-category variable, m numbers are used. Only one of the m numbers is equal to 1, and the others are 0. For example, if the "window glass type" variable has four categories (such as single-layer glass, multi-layer glass, combination of single-layer glass and multi-layer glass, and no windows), then the value of that variable is represented as either (0, 0, 0, 1), (0, 0, 1, 0), (0, 1, 0, 0), or (1, 0, 0, 0).
Scaling is very important. The main advantage of scaling is to avoid having variables with large numeric ranges dominating those with smaller numeric ranges. Another advantage is to avoid numerical difficulties during the calculation. Because large values of variables could cause numerical problems. Therefore, in this study 
Methodology
Analysis steps
This study was conducted according to the procedure outlined in Figure 1 . In Step 1, the RReliefF algorithm was applied to select the most relevant variables from the 26 input variables. The selected variables were those with a score of at least 0.01. As a result, the number of multi-dimensional input variables was reduced. In
Step 2, a predictive model was constructed by training the SVM model with the variables selected in the first step. In
Step 3, the ANN, DT, and MLR models were trained with those same variables, so that their performance could be directly compared to that of the proposed SVM model. In
Step 4, the prediction performance of the four models was compared.
Variable selection using RReliefF
The first step of the procedure consisted of selecting the most relevant variables from the set of 26 candidate variables, using the RReliefF algorithm, which ranked the 26 variables by level of importance. We used all 175 instances (all 175 buildings in our final data set) in this step, to increase the reliability of the scores assigned to the variables. Only seven of the 26 candidate variables had had a score of at least 0.01, so they were the variables selected for this study. Those variables and their scores are given in Table 2 , where they are listed in descending order of their scores. As shown there, energy consumption in government-owned buildings can best be explained by variables such as main heating equipment, climate zone (30-year average), more specific building activity, roof construction material, window glass type, main cooling equipment, and auto controls or sensors on lighting.
SVM implementation
The seven variables obtained in the variable selection step were passed to the SVM predictive model for validation. A proper parameter setting can improve the prediction performance of an SVM. With an RBF kernel, there are two parameters to be determined in the SVM model: the regularization parameter C and the kernel parameter γ. Proper selection of (C, γ) could improve the prediction performance of the SVM. The "grid-search" approach proposed by Hsu et al. (2003) and Wang et al. (2005) is an alternative to finding the best C and γ when using an RBF kernel function.
In the grid-search approach, a common strategy is to separate the data set into two parts, one of which is considered unknown. The prediction accuracy obtained from the "unknown" set more precisely reflects the accuracy of predicting an independent data set. An improved version of this procedure is known as "cross-validation". The main advantage of cross-validation is to avoid the commonly occurring problem of overfitting (Kohavi 1995; Salzberg 1997) . In k-fold cross validation, we first divide the training set into k subsets of equal size. Then each of the subsets is tested against the model that has been trained on the remaining k-1 subsets. Thus, each instance from the entire training set is predicted once. In this study, the grid search was carried out using 5-fold cross-validation.
The basic concept of a grid search is that various pairs of (C, γ) values are tried, and the one with the best cross-validation performance is picked. In the grid search used in this study, the pair with the lowest root mean squared error (RMSE) was chosen: (9) where: the y i are the actual values of the dependent variable; f(x i ) are the corresponding values predicted by the model, and m is the number of points in the data set. The grid search was performed as follows (Hsu et al. 2003) : first, we selected a grid space with and , in increments of 0.0001 for the values of each of these parameters. Then, for each pair in this space, the RMSE was calculated by 5-fold cross-validation. Finally, the pair that yielded the smallest value of the RMSE was chosen, and that pair was used to train the entire training set and generate the final classifier.
With the reduced input dimensions and the optimal values of the parameters, the SVM model for energy consumption of the 175 government-owned buildings in our study was validated. The values of the parameters used in that validation are presented in Table 3 . The value obtained for the RMSE using the SVM model with those parameters was 14.0161.
ANN implementation
An artificial neural network (ANN) is a nonlinear machine learning model that consists of a number of interconnected processing elements organized into layers similar to neurons in the human brain (Eom et al. 2008 ). An ANN can be applied to various applications categorized as prediction, classification, and pattern recognition. ANNs have been used for a wide variety of prediction tasks in many different fields of business, industry, and science. The past few years have seen increasing interest in ANNs in different fields of civil engineering (Fazel Zarandi et al. 2008; Lee et al. 2009 ).
Researchers have also explored the use of ANNs to construct predictive models that are more than just standard regression models.
One advantage of an ANN is that it can handle data sets consisting of an unrestricted number of input and output variables, with no prior assumptions or knowledge about the relationships among the input and output variables (Kalaitzakis et al. 2002) . However, the primary drawback of an ANN is that considerable time is needed to determine the optimal number of layers and hidden neurons, which requires repetitive trial-and-error tuning processes (Guven et al. 2009 ). Another inherent drawback of ANNs is the need to use a large set of training data to obtain an accurate model (Unbrello et al. 2007) .
In this study, we used a neural network architecture consisting of a multi-layer perceptron (MLP) with back-propagation to train the ANN model (Rumelhart et al. 1986; Bishop 1995) . This is arguably the standard neural network model employed to date (Eom et al. 2008; Yilmaz, Kaynar 2011) . This supervised learning algorithm has certain advantages in regression-type prediction problems. Hornik et al. (1990) demonstrated empirically that given the right size and structure, an MLP is capable of learning arbitrarily complex nonlinear functions to an arbitrarily high level of accuracy.
In training an ANN model, two important factors should be considered: the ANN structure and the training iteration number (epoch). Appropriate selection of these two factors prevents the ANN model from becoming overtrained. The MLP used in this study contains one input layer, one hidden layer, and one output layer. The number of nodes in the hidden layer was varied between 2 and 30, and each ANN classifier was constructed using 10,000 epochs as the stopping criterion for training. Several functions can be used as transfer functions, but the most common choice is the sigmoid function (Huang et al. 2008) . Therefore, a sigmoid transfer function was used as the hidden layer transfer function as well as the output layer transfer function in this study.
DT implementation
Decision trees can be used for two types of problems: classification (the decision class is a discrete variablea label or category to which the data belongs) and regression (the decision class is a continuous variable). In this study, we used the M5P algorithm, which was first introduced by Quinlan (1992) and is based on the model tree. The model tree is a special type of decision tree model developed to solve nonlinear regression problems (Quinlan 1992; Wang, Witten 1997) . M5P is powerful, because it combines decision trees and linear regression to predict the value of a continuous variable (Quinlan 1992) . M5P divides the sample space into many rectangular areas with edges that are approximately parallel. Then it determines a regression model corresponding to each of these rectangular areas. In this respect it has an advantage over multivariate linear regression, since it can approximate nonlinear problems. Another advantage is that the M5P algorithm allows the input to be a mixture of discrete and continuous variables (Quinlan 1992) .
The principle behind M5P is fairly simple: it partitions the data into smaller subsets in a decision tree format using training data and their outcomes. Then it fits a linear regression model at each terminal node of the tree by using the data at that node to predict the outcome, instead of directly attaching values to the nodes. Thus, to predict the target value for a given data set, we follow a branch through the tree, beginning at the root node and continuing until a terminal node is reached, and then we apply the corresponding regression model.
The tree is constructed through a binary recursive partitioning method (decision tree induction algorithm). This is an iterative process of splitting the data into partitions by minimizing the variation in the values along each branch. In this process, the standard deviation is used to choose the best split at each node. The goal is to maximize the reduction in the standard deviation by testing the possible splits over the training data that reach a particular node, and then splitting it up further on each branch until only a few instances remain (Hu et al. 2007) . Then the tree is pruned of unwanted nodes, and a smoothing procedure is applied to avoid sharp discontinuities between adjacent linear models at the leaves of the pruned tree. However, the tree induction of model trees is sequential in nature and locally optimal at each node split. Thus, convergence for a global optimal solution is not always feasible. In addition, minor modifications in the training data could lead to large changes in the final model because of the intrinsic instability of the M5P algorithm (Fan, Gray 2005 ).
MLR implementation
Multiple linear regression is a technique used to model a linear relationship among two or more independent variables and a dependent variable. The computational problem addressed by multiple linear regression consists of fitting a plane to an n-dimensional space, where n is the number of independent variables, as follows:
,
where: Y is the dependent variable, the X i are the independent variables, and the constant term b 0 and the regression coefficients b i are computed by the ordinary least-squares method so that the average error ε is zero (Grivas, Chaloulakou 2006) . The regression coefficients represent the amount of change in the dependent variable Y as a result of a change of one unit in the respective independent variables. The MLR method is based on a few assumptions (Rajaee 2011) , namely, that the regression estimators are optimal in the sense that they are unbiased, efficient, and consistent. "Unbiased" means that the expected value of the estimator is equal to the actual value of the parameter. "Efficient" means that the estimator has a smaller variance than any other estimator, and "consistent" means that the bias and variance of the estimator technique go to zero as the sample size approaches infinity.
The major drawback of MLR is its inability to cope with a highly nonlinear problem. In addition, in the regression equation, collinearity between the independent variables can lead to incorrect identification of the most important predictors (Sousa et al. 2007) . Therefore, the modeling performance of MRL is reportedly poor. However, because of its simplicity, this study investigated the applicability of MLR for comparison purposes.
Results and discussion
The performance of the proposed method -the SVM method -was compared to that of three other data mining techniques: ANN, DT, and MLR. Other researchers have proposed using these other three data mining techniques to predict energy consumption in buildings (see, for example, Sharp 1996; Chung et al. 2006 In this study, the performance of the predictive models was measured by how closely the predicted values matched the test data and the actual values, as indicated by the prediction errors (that is, the deviations of the predicted values from the actual values). The prediction performance was evaluated by means of a 5-fold crossvalidation based on three measures of error: the mean absolute error (MAE), the root mean squared error (RMSE), and the mean absolute percentage error (MAPE):
; (11) ;
The three measures listed above are the ones most commonly used (Fan et al. 2009; Wen et al. 2009 ). Since the MAE and the RMSE are based on absolute errors, there is no absolute criterion for a "good" value for either of them. All that can be inferred from them is that the smaller the value of MAE or RMSE, the closer the predicted values to the actual values. The MAPE, however, is scale independent, since it is based on relative errors; hence, it is more meaningful (Makridakis 1993) .
A comparison of the performance of the four models, as measured by the three aforementioned indices -MSE, RMSE, and MAPE -is presented in Table 4 . In order of decreasing performance, the ranking of the four methods with respect to MAE and MAPE is SVM, MLR, ANN, and DT. The corresponding ranking with respect to RMSE is SVM, ANN, DT, and MLR. The proposed SVM model achieves 34.8804% in terms of MAPE, which indicates the highest performance among the four methods. It lies between 20% and 50%, indicating that the predictions made by that model are reasonable (Lewis 1982) . Although the proposed model may not be highly accurate, it contributes to project stakeholders' understanding of the effects of design decisions upon the energy performance of the building to be built in the early phases of development of energy-efficient buildings. In other words, the proposed model may be less accurate but is still considered to be highly informative in assisting government agencies with understanding the degree of sustainability of their buildings during the design phase.
Graphical comparisons of the actual target values to the values predicted by the proposed SVM model and the other three models are presented in Figure 2 . The values predicted by the SVM model are closer to the actual target values, from lowest to highest, than are those predicted by the other three models. Thus one could conclude that the predicted values show relatively good agreement with the measured values and that the proposed SVM model is feasible and reliable.
From our analysis of the empirical results, it appears that the proposed SVM model performed better than any of the other three models, in that it yielded the smallest MAE, RMSE, and MAPE. At this point, we are interested in doing a more in-depth examination of whether the proposed SVM model is superior to the ANN, DT, and MLR models with regard to prediction of energy consumption of government-owned buildings. We are also interested in determining whether the rankings of the other three models with respect to the three aforementioned measures (MAE, RMSE, and MAPE) have any particular significance in this regard.
To test whether the proposed SVR model is superior to the other three models, we applied the two-tailed Wilcoxon matched-pairs signed rank test with respect to RMSE and MAPE. This test was chosen because it is a non-parametric method and it imposes no restriction on the underlying distributions in the data. In addition, it is not performed on the magnitudes of the values of the variables but on their signs and ranks; thus, it is not influenced by outlier data points. It is one of the most widely adopted tests used in evaluating the predictive capabilities of different models to see whether there is a statistically significant difference between them (Pollock et al. 2005; Lu et al. 2009 ). Details of the Wilcoxon signed-rank test can be found in Diebold and Mariano (1995) and Pollock et al. (2005) .
The null hypothesis of the two-tailed Wilcoxon signed-rank test is that the difference between the values of the RMSE (or the MAPE) for the two models being compared is zero. If the performance of one model considerably surpasses the other, those differences will be significantly different from zero. The null hypothesis is rejected (meaning that the values of the RMSE and MAPE for the two models are significantly different) when the p-value is below a pre-established level of significance. In this study, the minimum significance level for rejecting a null hypothesis was set at 5%. Tables 5 and 6 present the values of the Z statistic from the two-tailed Wilcoxon signed-rank test with respect to the RMSE and the MAPE, respectively, in the four models. The numbers given in parentheses in those tables are the corresponding p-values. The asterisks indicate the p-values that are less than 5%. In those two tables, it is shown that the RMSE and the MAPE for the proposed SVM model are significantly different from those for the other three models. They also show that there are no significant differences in the prediction performance among the other three models (i.e. ANN, DT, and MLR). Since the proposed SVM method yielded the smallest RMSE and MAPE values in this study, as well as the best scores on the two-tailed Wilcoxon signed-rank test for those two measures, we can conclude that the prediction performance of the proposed SVM model is significantly better than that of the other three models in regard to energy consumption of government-owned buildings.
Conclusions
This study identified the variables associated with energy consumption in government-owned buildings and proposed a model for predicting the energy consumption of government-owned buildings based on the identified variables. The RReliefF variable selection algorithm identified seven highly relevant variables from a set of 26 candidate variables related to the general building information and energy end uses; building activities and special measures of size; heating and cooling equipment and conservation features; water heating, refrigeration, office equipment, and special uses of space; and lighting percents, equipment, and conservation features. Then the SVM method was used to construct a predictive model of energy consumption based on the seven selected variables. The use of RReliefF for variable selection allowed us to eliminate variables that are irrelevant or redundant, as well as to reduce the dimensionality of the input variables fed to the SVM model. With fewer -and more relevant -input variables, the SVM model was better able to describe the nonlinear relationship between the input variables and the dependent variable, namely, electricity consumption. Consequently, the proposed method was able to more accurately predict the energy consumption of government-owned buildings.
In summary, several interesting findings have been made in this study. First, prior to this study there was relatively little understanding of the variables that significantly contribute to the energy consumption of government-owned buildings. This study identified seven highly relevant variables for predicting the energy consumption of government-owned buildings. The results imply that the accuracy of the proposed model in predicting the energy consumption of a government-owned building is highly dependent on decisions made relative to those variables during the design phase. In other words, the energy consumption of government-owned buildings can be predicted with reasonable accuracy in the design phase based upon the values of these seven variables. Second, the prediction performance obtained using the proposed SVM model was compared with that obtained using three other datamining techniques that were proposed in previous studies of energy consumption of buildings: ANN, DT, and MLR. The results of the comparison confirmed that the SVM model is the best predictor of the energy consumption of government-owned buildings, as it yields comparatively smaller errors than the others. This reasonably accurate prediction method also has great potential for solving other prediction problems in the construction industry.
The proposed model of energy consumption of government-owned buildings can be utilized to credibly assess the future energy consumption of governmentowned buildings before they are built, based on design decisions. Hence, it can be utilized to assist government agencies in understanding the degree of sustainability of their buildings during the design phase. Ultimately, an accurate model of future energy consumption of government-owned buildings will serve as a guide for the early development of strategies to control the consumption of energy, thereby contributing to the sustainability of development in the construction industry. 
