Introduction
A reliable calibration procedure is a key element in the use of computer simulation to accurately evaluate energy conservation measures ͑ECMs͒ and energy conservation opportunities ͑ECOs͒ for existing buildings. The calibration process compares the results of the simulation with measured data and tunes the simulation until its results closely match the measured data. Systematic calibration of building models has been reported by a number of researchers ͓1-4͔. A post processor program has been developed to use data visualization as part of the calibration process ͓5͔. Recent research on the calibration process has focused on comparing hourly measured data with simulation because the results represent the building dynamic energy characteristics in a more accurate and reliable way ͓6-9͔. Others have calibrated simulations based on the ASHRAE simplified energy analysis method to daily data ͓10,11͔, but have aggregated the daily data from hourly data. The additional expense of the data loggers required to measure the hourly data has limited the number of buildings for which this data is currently available. Reddy et al. ͓12͔ calibrated a simulation to measured hourly heating and cooling coil loads to determine retrofit savings. Most of the early efforts calibrated the simulation results to the monthly utility bills for electricity and gas. However, there are typically more simulation inputs that can be varied than measured data points. This severely limits accurate calibration, and there is no standard way of calibrating the computer models of building energy performance to monthly data. Most large buildings in Korea have a dozen or more electric submeters in addition to the main service entrance. These meters are typically read monthly, but can be read daily for a short period to aid in calibration. This provides a much richer data source for calibrating a simulation than a single meter.
Therefore, the objective of this paper is to develop a calibration methodology for large commercial buildings based on the use of sub-metered monthly and daily data, which can be readily obtained for most large buildings in Korea, and perhaps for significant buildings elsewhere. The calibration procedure was specifically developed to be suitable for use in both the audit and savings determination procedure within the national retrofit program in Korea. The building type investigated in this study is the high rise office building with electric consumption for cooling and gas consumption for heating. The calibrated simulation model may then be used in energy audits to evaluate energy conservation measures ͑ECMs͒ in the building, and then as part of the savings determination procedure. The simulation tool applied in this study was DOE2.1E developed by Lawrence Berkeley National Laboratory ͓13͔.
Calibration Methodology
A stepwise procedure is needed for a robust approach to calibration of computer models of building energy performance. Figure 1 shows the seven step process established in this study to calibrate a model with sub-metered monthly data. Following this process, a sound model can be obtained and more reliable ECM evaluation is possible in the audit phase. The calibration process utilizes the key concept of a detailed base load consumption determination with the swing-season base load analysis recommended by Lyberg ͓14͔. These steps use sub-metered data and site visits to disaggregate the non-weather dependent energy use in the building. The process concludes with the incorporation of detailed operating characteristics obtained from site measurements and operator interviews. The calibration method uses the following steps:
1. Base case modeling 2. Base load consumption analysis 3. Swing-season calibration 4. Site interview and measurements 5. Heating and cooling season calibration 6. Validation of calibrated base model
The calibrated model may then be used to evaluate ECMs as step 7. Example plots used to illustrate the steps taken are based on the calibration process for an 83,212 m 2 commercial building located in downtown Seoul.
Step 1: Base Case Modeling. The first step is to collect the building data, utility data, and weather data needed for simulation. This study used a PC version of DOE2.1E. This program requires input of information on as-built building geometry, HVAC system data, and operating data. This also includes site review for reliability of uncertain variables, such as peak internal gain level and the schedule of internal gains. Zoning should be done carefully based on the design drawings and actual divisions between core and perimeter spaces. Utility records and hourly weather data from a local weather station must be obtained for the calibration period. The weather data must be processed into a format compatible with the simulation program ͓8͔. Creating the inputs for building geometry and zoning is time consuming and input errors are common. Visualization software can help minimize errors during this step ͓15͔. The base case simulation is run using the set of inputs collected during this phase.
Step 2: Base Load Consumption Analysis. The next step is to analyze the base load electricity and gas consumption using a combination of utility bill analysis and short-term sub-metered data. ͑Note that the term base load as used in this paper refers to the minimum, or weather independent electricity or gas consumption, analogous to the base load on a power plant, not to the design heating or cooling load on the building͒. First, the total electricity consumption including the cooling consumption is plotted as a function of monthly average outdoor temperature as shown in Fig. 2 . This figure uses four years of billing data for 1991-94 normalized to average daily consumption during each billing period. A 3-P model ͓16,17͔ shows the non-weather dependent base load consumption to be 37.1 MWhr/day and also shows the cooling change-point temperature is 13°C. Figure 3 shows the corresponding plot of average daily gas consumption for the case study building. The gas consumption is zero above the heating change-point temperature of 13°C. These figures provide values for the base-level loads and the detailed analysis of base load consumption is based on use of short term measurement data as shown in Fig. 4 .
Short time hourly measurements for at least a day and preferably for a week or more are required to separate the usage into the important end uses. Most buildings in Korea are equipped with several watt meters to monitor the electricity for various uses, such as lighting, cooling, plug-loads, elevators, etc. The uses recorded by each watt-meter must be determined by examining the electrical diagrams, supplemented by a site survey and interviews with the mechanical operating staff. A data-logging sheet may be used to collect the electricity consumption for one or more days from each watt-meter. While cost and convenience suggest using only this data, it may be necessary to supplement these measurements with portable meters to accurately separate all end uses needed. Figure 4 illustrates the procedure by which the site visit and interview were used to further separate the measurements obtained from the 15 meters in the case study building. These values were then recombined to produce the pie chart containing the electricity use for the major load categories: lighting, HVAC equipment, plug-loads, and elevators. The daily consumption total of 33,980 kWhr from these measurements is within a few percent of the base load consumption of 37,303 kWhr/day determined in Fig. 2 . It may also be used to tune the computer models of lighting, cooling, plug-load, and elevator use for the swing-season calibration. It is also important to carefully determine schedules for weekend days during this phase. The base load consumption shown in Fig. 4 can be extended to a monthly value of about 1019 MWhr/month. The lighting, cooling, plug-load, and elevator uses are 31%, 16%, 41%, and 12%, respectively, based on the collected data. The heating and cooling shown in Fig. 4 , as part of the base load, corresponds to fan and pump energy plus that consumed by some heat pumps and packaged air conditioning units, which are Transactions of the ASME used to dissipate internal gain independent of outside temperature. The internal gain intensity per unit area can be obtained and validated with this method.
Step 3: Swing-Season Calibration. The verified internal gain levels can then be used during the swing-season calibration. The swing-season calibration fine tunes a number of simulation inputs when heating and cooling loads are minimal and building behavior is dominated by internal loads. The key tuning parameters during this step are lighting, HVAC equipment, plug load, and elevator consumption, which were determined in the previous step. The calibration process then fine-tunes magnitudes ͑portions of measured consumption, such as motors outside conditioned space may not contribute to zone loads͒ and schedules for these inputs for both working and non-working days until the differences between the predicted and the measured heating and cooling consumption satisfy a specified limit. Site visits to confirm these schedules and other changes may be necessary for input validation during this step.
Step 4: Additional Site Visits and Interviews. Additional site visits and interviews are one of the most important steps in the process. These visits often refine the lighting density, quantities of office equipment like computers and printers, the name plate consumption of this equipment, and the number of occupants, and their schedule. In general, any errors or uncertainty in the internal gain levels and operating schedule affects the accuracy of the model in the next step, since these are typically the most influential load determinants. The site review checks power densities of equipment and occupancy load by observation and watt measurements. Conversations with the mechanical staff help revise the schedules of weekday and weekend operation. The density and schedule of the elevators was checked to improve the model accuracy in this study. In practice, monthly model prediction within 10% of measured consumption has been considered acceptable for a calibrated model ͓3,4͔.
Step 5: HeatingÕCooling Season Calibration. The next step of the cooling/heating calibration should be carried out when the differences were less than the specified values in the swingseason calibration. A careful review should be made of all important HVAC settings, such as hot deck and cold deck set temperatures, schedules, the control algorithms employed, HVAC system operating characteristics, and outdoor air used. The overall efficiency and the part load performance of the HVAC cooling and heating equipment are also very important. One should check all default values used to see if there are any differences from the actual conditions. Otherwise, another site visit may be required if the differences between simulated and measured performance for monthly totals or the individual days for which data are available exceed 10%. This site visit should focus on ensuring that the HVAC system and plant parameters used in the simulation correspond to those actually measured in the building.
Step 6: Validation of Calibrated Model. Finally, a calibrated model can be developed from the base load and heating/ cooling consumption analysis. Previous investigators have found it possible to achieve agreement of 5-15% between simulated and measured quantities, depending on the level of measurement available ͓3,10͔. It is quite desirable to use numerical comparisons as well as graphical comparisons to determine when a simulation is adequately calibrated. The statistical Mean Bias Error ͑MBE͒ between measured and simulated consumption is one important measure of model calibration. This approach has the disadvantage that large compensating errors can lead to a zero MBE. Therefore, the Root Mean Squared Error ͑RMSE͒ and the Coefficient of Variation ͑CV͒ of the root mean squared error values are often used as well ͓18͔. These three measures are defined as follows: We recommend that these measures be used in combination, seeking low values of each measure. A Box-Whisker-Mean approach, showing the maximum, average, and minimum values ͓19͔ from actual multi-year energy records is also very effective in illustrating the validity of a simulation model.
Step 7: Application of Calibrated Simulation Model to Investigation of Promising ECM's. When using a calibrated simulation model to investigate ECMs, it is very important to disaggregate the energy consumption by end uses as illustrated in Fig. 4 . This provides the energy auditor with a valuable and powerful tool for identifying promising, building specific ECMs. The possible ECMs can then be prioritized based on those impacting end uses with maximum consumption relative to good practice. The potential savings of ECMs may then be evaluated using the calibrated simulation model, with confidence that construction and implementation will result in savings similar to those simulated. The interactions of multiple ECMs can also be accurately determined. Use of the calibration procedure will be demonstrated in the following case study.
Case Study
A case study to demonstrate the methodology has been performed for a large commercial building located in downtown Seoul. The target building has 26 stories and four underground floors, with most floors having an area of 3,920 m 2 . The total floor area of the building is 83,212 m 2 . The building is equipped with a centrifugal chiller and an ice storage system for cooling and with a LNG gas boiler for heating. The real weather data for the year 1993 was converted into the TRY format for use in the DOE2.1E weather input file ͓20͔. The system and the plant were then modeled with the DOE2.1E program using the actual data from 1993, and the measured data was used to calibrate the model. Weather data for 1991, 1992, and 1994 were later used to see how well the model was calibrated in these years ͑see Fig. 5 and discussion͒. The base load analysis procedure was used to tune the model. Figures 2 and 3 show that cooling and heating consumption exhibit very clear 3-parameter piece-wise linear behavior as a function of the outdoor temperature. Figure 4 shows the end-use results developed from measured data as described previously. A careful review must be conducted to verify/determine the internal load density and schedule for weekdays and for weekend days. One typical week day was selected based on the daily measured data as shown in Figure 4 , and a typical weekend day was also selected using the same process. A number of iterations may be needed to match the predictions and the key measured elements. Figure 5 shows the results of thirteen simulations used to calibrate the simulation model. Run01 used the inputs for the base case collected in step 1. Run02 modified the elevator loads according to the findings of step 2 while Run03 used the inputs of Run01 modified to incorporate the plug loads and schedules from step 2. Run04 changed the lighting loads from step 1 to step 2 and Run05 corrected the internal occupancy density and schedule. Run06 incorporated all the changes made from Run02 to Run05 simultaneously and corresponds to the swing season calibration of Fig. 4 Disaggregation worksheet sample for building base load consumption analysis step 3. Runs 07-10 took the inputs of Run06 and individually added the additional changes to be described. Run07 incorporated different weekend schedules ͑step 4͒, while Run08 modeled the shopping mall in the basement using updated heating and cooling loads from the year of calibration. Run09 modeled the fresh air introduction rate based on data collected during the site visit and Run10 modified the air flow rate for each HVAC zone to match the model with the actual data more closely ͑Step 5͒. The building was designed to provide winter humidification to 40% relative humidity, but the growing relationship with the operators led them to reveal during the second site visit that the humidity control was disabled, so Run11 incorporated this change. Run12 incorporated site measured data in place of the default part-load chiller efficiencies. Finally, the base model was developed from Run13, which incorporated site measured part-load boiler efficiency data. The base model was justified with monthly gas data and electric data as shown in Fig. 6 . Table 1 summarizes the impact of those 13 changes on annual energy consumption in terms of MBE and CV͑RMSE͒. The final simulation gave annual MBE of 2.3% and CV of 3.6% for the monthly data.
Run11 indicated that the removal of winter humidity control reduced the error significantly. The 15.8% and 22.7% MBE and CV values were the lowest we could reach for gas calibration due to the uncertainties of the boiler maintenance schedule. The heating performance model has higher error values, but predicted the actual data very closely in the peak heating months. The errors occurred during the transition months when boiler maintenance was carried out, and information needed to accurately model this period could not be obtained from operating personnel. Figure 6 compares the monthly measured gas and electricity consumption for 1993 with the values simulated by the calibrated model using 1993 weather data. The electricity model may be considered sound and valid because it has less than 3% error in Table 2 . Table 2 compares the monthly measured and simulated values of electricity base load. The percentages of the base load ͑swing season͒ end use components used in a day and in a month appear to be consistent, with 31% for lighting, 53% for plugs and elevators, and 16% for HVAC equipment. The model also predicts the key internal loads such as lighting and plug-loads well within the allowable error range. The heating predictions are within 4% during the peak heating season, and while overall model predictions for heating are not as close as those for cooling due to the unknown operating conditions during boiler maintenance, heating also represents a smaller portion of the operating cost than cooling. Hence we conclude that the model is well calibrated. Figure 7 compares the monthly electricity and gas use predictions of the final calibrated model with the measured monthly consumption for 1991-94 and compares the average monthly temperatures for the 1993 data used as input to the simulation with the values for 1991-94. The solid vertical lines extend from the minimum to the maximum value of the quantity plotted while the open squares show the mean value of the monthly totals measured during the four years. The outdoor temperature curve of Figure 7 shows that the 1993 data used in the simulation was quite close to the mean value for every month in the 4-yr period. The simulation based on the data for 1993 similarly predicted the electricity and gas consumption quite close to the mean consumption for each month during this period except for swing season gas consumption during March, April, and November. A portion of this discrepancy is accounted for by boiler shutdown for maintenance, but a portion of this discrepancy has not been explained. The values of electricity and gas consumption shown in Fig. 7 provide a strong basis for confidence that the calibrated model will accurately evaluate the potential savings that may result from ECMs implemented in this building. More details on the calibration process and results are available in a KIER ͓21͔ technical report.
The level of effort required for this calibration was approximately 17 person-days, not including procedural development. This effort included about eight days for the initial modeling through step 1, about 2 days for base load analysis with submetered data in step 2, and 5-7 days for steps 3-7.
Conclusions
The number of energy audit projects on larger buildings in Korea is increasing because many buildings were constructed in the mid-1970s before energy efficient designs were considered in Korea. A key element in the energy audit and retrofit process is the Step 5 CV 3.6% 22.7% Baseload difference 7%
͑Related Step:
Step 6, Check 2͒ accurate quantification of the energy savings potential through the audit. The calibration process developed and demonstrated in this paper can be used to project the savings from retrofit measures and then used as a key element in the savings determination process. Option D of the International Performance Measurement and Verification Protocol ͓22͔ specifies the use of a calibrated computer simulation to quantify the savings from the retrofit. The base load sensitivity simulations performed in this study found the internal gain to be a major parameter impacting the building energy performance. The impact has been confirmed and visualized with the measured data from the building site. A unique way of calibrating the computer model specially with the base load, non-weather dependent data, has been proposed and justified in this study. Due to the relative complexity and cost of hourly measurements, calibration with monthly sub-metered data has been proposed and justified with an actual case study for a building located in Seoul. This method may be considered as a more realistic way of using the typical watt-meters with which most buildings in Korea are equipped.
Korea is now starting to focus on energy consulting to overcome the economic crisis of 1998. The government has instituted an Energy Service Company ͑ESCO͒ funding policy to support the energy saving business in Korea. One option within this government policy requires a computer simulation to quantify the energy savings from promising ECMs. The proposed calibration method may be used effectively to establish the base case and justify the estimated savings for the selected ECM conditions.
