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A Nash-Moser-Ho¨rmander implicit function theorem
with applications to control and Cauchy problems for PDEs
Pietro Baldi, Emanuele Haus
Abstract. We prove an abstract Nash-Moser implicit function theorem which, when applied
to control and Cauchy problems for PDEs in Sobolev class, is sharp in terms of the loss of regularity
of the solution of the problem with respect to the data. The proof is a combination of: (i) the
iteration scheme by Ho¨rmander (ARMA 1976), based on telescoping series, and very close to the
original one by Nash; (ii) a suitable way of splitting series in scales of Banach spaces, inspired by a
simple, clever trick used in paradifferential calculus (for example, by Me´tivier). As an example of
application, we apply our theorem to a control and a Cauchy problem for quasi-linear perturbations
of KdV equations, improving the regularity of a previous result. With respect to other approaches
to control and Cauchy problems, the application of our theorem requires lighter assumptions to be
verified. MSC2010: 47J07, 35Q53, 35Q93.
Contents. 1 Introduction — 2 A Nash-Moser-Ho¨rmander theorem — 3 Proof of The-
orem 2.1 — 4 Application to quasi-linear perturbations of KdV.
1 Introduction
In this paper we prove an abstract Nash-Moser implicit function theorem (Theorem 2.1)
which, when applied to control and Cauchy problems for evolution PDEs in Sobolev class,
is sharp in terms of the loss of regularity of the solution of the problem with respect to
the data.
In terms of such a loss, the sharpest Nash-Moser theorem in literature seems to be
the one by Ho¨rmander (Theorem 2.2.2 in Section 2.2 of [19], and main Theorem in [20]).
Ho¨rmander’s theorem is sharp when applied to PDEs in Ho¨lder spaces (with non-integer
exponent), but it is almost sharp in Sobolev class: if the approximate right inverse of the
linearized operator loses γ derivatives, and the data of the problem belong to Hs, then
the application of Ho¨rmander’s theorem gives solutions of regularity Hs−γ−ε for all ε > 0,
whereas one expects to find Hs−γ (and in many cases, with other techniques, in fact one
can prove such a sharp regularity). Our Theorem 2.1 applies to Sobolev spaces with sharp
loss, and thus it extends Ho¨rmander’s result to Sobolev spaces.
As it is well-known, the Nash-Moser approach is natural to use in situations where a
loss of regularity prevents the application of other, more standard iteration schemes (con-
tractions, implicit function theorem, schemes based on Duhamel principle, etc.). Typical
situations where such a loss is unavoidable are related, for example, to the presence of the
so-called “small divisors”. In addition to that, sometimes it could be convenient to use
a Nash-Moser iteration even if other techniques are also available. In general, the advan-
tages of the Nash-Moser method for nonlinear PDEs (especially quasi-linear ones) with
respect to other approaches are essentially these: the required estimates on the solution of
the linearized problem allow some loss of regularity, also with respect to the coefficients;
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the continuity of the solution of the linearized problem with respect to the linearization
point is not required for the existence proof; linearizing does not introduce nonlocal terms
(whereas, for example, in some other schemes paralinearizing does); the nonlinear scheme
is “packaged” in the theorem and ready-to-use, and its application to a PDE problem re-
duces to verify its assumptions, which mainly consists of a careful analysis of the linearized
operator.
Without claiming to be complete, Nash-Moser schemes in Cauchy problems for non-
linear PDEs (especially with derivatives in the nonlinearity) have been used, for example,
by Klainerman [22, 23] and, more recently, Lindblad [25], Alvarez-Samaniego and Lannes
[5, 24], Alexandre, Wang, Xu and Yang [4] (see also Mouhot-Villani [29]) and, in con-
trol problems, by Beauchard, Coron, Alabau-Boussouira, Olive [9, 11, 10, 1] (a discussion
about Nash-Moser method in the context of controllability of PDEs can be found in [14],
section 4.2.2).
The Nash-Moser theorem was first introduced by Nash [30], then many refinements,
improvements and new versions were developed afterwards: without demanding com-
pleteness we mention, for example, the results by Moser [27], Zehnder [32], Hamilton [18],
Gromov [17], Ho¨rmander [19, 20, 21], Alinhac and Ge´rard [3], and, more recently, Berti,
Bolle, Corsi and Procesi [12, 13], Texier and Zumbrun [31], Ekeland and Se´re´ [15, 16].
The iteration scheme by Ho¨rmander [19] (based on telescoping series, and very close to
the original scheme by Nash) is the one used for Cauchy problems by Klainerman [22, 23]
and by Lindblad [25]. Ho¨rmander’s theorem in [19] is formulated in the setting of Ho¨lder
spaces, and it also holds for other families of Banach spaces satisfying the same set of
basic properties. Instead, Sobolev spaces do not satisfy that set of properties (see Remark
2.7). The same point is expressed, in other words, in [20, 21]. The theorems in [20] and
[21] are formulated as abstract results, with sharp loss of regularity, in the class of weak
Banach spaces E′a, which Ho¨rmander defines, using smoothing operators, starting from
some given scale of Banach spaces Ea, a ≥ 0. A key point is that if Ea is a Ho¨lder space
(with exponent a /∈ N), then it coincides with its weak counterpart E′a, with equivalent
norms (this is stated explicitly in [20], and proved implicitly in [19]). On the contrary, if Ea
is a Sobolev space, then E′a is a strictly larger set, with a strictly weaker norm (in fact it is
a Besov space, see Remark 2.6). What is true in Sobolev class is that Ea ⊂ E
′
a ⊂ Eb for all
b < a, with continuous inclusions. This is the reason why the application of Ho¨rmander’s
theorems in Sobolev class produces a further, unavoidable, arbitrarily small loss. This
further loss is not present if the theorems of [20, 21] are applied in the weak spaces E′a,
but these E′a are not the usual Sobolev spaces (see also Remark 1.2 in [7]).
In Theorem 2.1 we overcome this issue by modifying the iteration scheme of [19],
inspired by a trick commonly used in paradifferential calculus (see Remark 3.1).
Theorem 2.1 is stated in Section 2, and it is followed by several comments and technical
remarks. Its proof is contained in Section 3. An application of the theorem is given in
Section 4, where we remove the loss of regularity from the results in [7] about control
and Cauchy problems for quasi-linear perturbations of the Korteweg-de Vries equation
in Sobolev class (Theorems 4.1 and 4.2). Possible applications to other PDEs are also
mentioned (Remark 4.5).
Acknowledgements. This research was supported by the European Research Council under
FP7 (ERC Project 306414), by PRIN 2012 “Variational and perturbative aspects of nonlinear
differential problems”, and partially by Programme STAR (UniNA and Compagnia di San Paolo).
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2 A Nash-Moser-Ho¨rmander theorem
Let (Ea)a≥0 be a decreasing family of Banach spaces with continuous injections Eb →֒ Ea,
‖u‖a ≤ ‖u‖b for a ≤ b. (2.1)
Set E∞ = ∩a≥0Ea with the weakest topology making the injections E∞ →֒ Ea continuous.
Assume that Sj : E0 → E∞ for j = 0, 1, . . . are linear operators such that, with constants
C bounded when a and b are bounded, and independent of j,
‖Sju‖a ≤ C‖u‖a for all a; (2.2)
‖Sju‖b ≤ C2
j(b−a)‖Sju‖a if a < b; (2.3)
‖u− Sju‖b ≤ C2
−j(a−b)‖u− Sju‖a if a > b; (2.4)
‖(Sj+1 − Sj)u‖b ≤ C2
j(b−a)‖(Sj+1 − Sj)u‖a for all a, b. (2.5)
From (2.3)-(2.4) one can obtain the logarithmic convexity of the norms
‖u‖λa+(1−λ)b ≤ C‖u‖
λ
a‖u‖
1−λ
b if 0 < λ < 1. (2.6)
Set
R0u := S1u, Rju := (Sj+1 − Sj)u, j ≥ 1. (2.7)
Thus
‖Rju‖b ≤ C2
j(b−a)‖Rju‖a for all a, b. (2.8)
Bound (2.8) for j ≥ 1 is (2.5), while, for j = 0, it follows from (2.1) and (2.3).
We also assume that
‖u‖2a ≤ C
∞∑
j=0
‖Rju‖
2
a ∀a ≥ 0, (2.9)
with C bounded for a bounded. This is a sort of “orthogonality property” of the smoothing
operators.
Now let us suppose that we have another family Fa of decreasing Banach spaces with
smoothing operators having the same properties as above. We use the same notation also
for the smoothing operators.
Theorem 2.1. Let a1, a2, α, β, a0, µ be real numbers with
0 ≤ a0 ≤ µ ≤ a1, a1 +
β
2
< α < a1 + β, 2α < a1 + a2. (2.10)
Let V be a convex neighborhood of 0 in Eµ. Let Φ be a map from V to F0 such that
Φ : V ∩Ea+µ → Fa is of class C
2 for all a ∈ [0, a2 − µ], with
‖Φ′′(u)[v,w]‖a ≤M1(a)
(
‖v‖a+µ‖w‖a0 + ‖v‖a0‖w‖a+µ
)
+ {M2(a)‖u‖a+µ +M3(a)}‖v‖a0‖w‖a0 (2.11)
for all u ∈ V ∩ Ea+µ, v,w ∈ Ea+µ, where Mi : [0, a2 − µ] → R, i = 1, 2, 3, are positive,
increasing functions. Assume that Φ′(v), for v ∈ E∞∩V belonging to some ball ‖v‖a1 ≤ δ1,
has a right inverse Ψ(v) mapping F∞ to Ea2 , and that
‖Ψ(v)g‖a ≤ L4(a)‖g‖a+β−α + {L5(a)‖v‖a+β + L6(a)}‖g‖0 ∀a ∈ [a1, a2], (2.12)
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where Li : [a1, a2]→ R, i = 4, 5, 6, are positive, increasing functions.
Then for all A > 0 there exists δ > 0 such that, for every g ∈ Fβ satisfying
∞∑
j=0
‖Rjg‖
2
β ≤ A
2‖g‖2β , ‖g‖β ≤ δ, (2.13)
there exists u ∈ Eα solving Φ(u) = Φ(0) + g. The solution u satisfies
‖u‖α ≤ CL456(a2)(1 +A)‖g‖β ,
where L456 = L4 + L5 + L6 and C is a constant depending on a1, a2, α, β. The constant δ
is
δ = 1/B, B = C ′L456(a2)(1 +A)max
{
1, 1/δ1, L456(a2)M123(a2 − µ)
}
where M123 =M1 +M2 +M3 and C
′ is a constant depending on a1, a2, α, β.
Moreover, let c > 0 and assume that (2.11) holds for all a ∈ [0, a2+ c−µ], Ψ(v) maps
F∞ to Ea2+c, and (2.12) holds for all a ∈ [a1, a2+c]. If g satisfies (2.13) and, in addition,
g ∈ Fβ+c with
∞∑
j=0
‖Rjg‖
2
β+c ≤ A
2
c‖g‖
2
β+c (2.14)
for some Ac, then the solution u belongs to Eα+c, with
‖u‖α+c ≤ Cc
{
G1(1 +A)‖g‖β + G2(1 +Ac)‖g‖β+c
}
(2.15)
where
G1 := L˜6 + L˜45(L˜6M˜12 + L456(a2)M˜3)
N−2∑
j=0
zj , G2 := L˜45
N−1∑
j=0
zj, (2.16)
z := L456(a1)M123(0) + L˜45M˜12, (2.17)
L˜45 := L˜4 + L˜5, L˜i := Li(a2 + c), i = 4, 5, 6; M˜12 := M˜1 + M˜2, M˜i := Mi(a2 + c − µ),
i = 1, 2, 3; N is a positive integer depending on c, a1, α, β; and Cc depends on a1, a2, α, β, c.
2.1 Comments
Remark 2.2. We underline that, in the higher regularity case g ∈ Fβ+c, the smallness
assumption ‖g‖β ≤ δ is only required in “low” norm in Theorem 2.1 (and δ is independent
of c).
Remark 2.3. If the first inequality in (2.13) does not hold, then one can apply Theorem
2.2.2 in [19] or Theorem 7.1 in [7], obtaining the same type of result with a small additional
loss of regularity. The same if (2.9) does not hold.
Remark 2.4. With respect to the implicit function theorems in [19, 20, 7], in Theorem
2.1 we slightly modify the form of the tame estimates concerning Φ′′ and Ψ, allowing
the presence of extra terms, corresponding to M3(a) in (2.11) and L6(a) in (2.12). The
introduction of these terms is natural when one is interested in keeping explicitly track of
the high operator norms of Φ.
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Remark 2.5. Theorem 2.1 could also be stated with a0 = µ = a1, since in the proof
a0, µ are often deteriorated to a1. However, in the applications to PDEs, Φ is usually
a differential operator, and in principle it is somewhat natural to distinguish its loss of
regularity µ (the order of Φ), the low norm threshold a0 appearing in the tame estimates
(2.11) (usually given by the L∞ embedding), and the minimal regularity a1 at which the
linearized operator Φ′(v) admits a right inverse Ψ(v). Regarding the other parameters of
the theorem, a2 is the “high” norm required by the proof of the first part of the theorem,
giving the solution u ∈ Eα; β−α is the loss of regularity of Ψ(v)h in terms of its argument
h (namely the order of the operator Ψ(v)), and β is the loss of regularity of Ψ(v) in terms
of its coefficient v (v is the point where Φ has been linearized), see (2.12). Thus in the
thesis of Theorem 2.1 β is the regularity of the datum g, and α is the one of the solution
u of the equation Φ(u) = Φ(0) + g.
Note that, given g ∈ Fβ , and given v ∈ E∞ with ‖v‖a1 ≤ δ1, the linearized equation
Φ′(v)h = g has a solution h = Ψ(v)g ∈ Eα (see (2.12)); hence the solution u ∈ Eα of
the nonlinear equation Φ(u) = Φ(0) + g given by Theorem 2.1 has the same regularity as
the solution of the linearized problem with the same datum. In this sense our theorem is
sharp: the nonlinear problem reaches exactly the same regularity given by the linearized
one.
Remark 2.6. As already said in the Introduction, if Ea is a Sobolev space H
a, then the
weak space E′a defined in [20] is a strictly larger set, with a strictly weaker norm, and it
is in fact the Besov space Ba2,∞. To show it, we start by recalling the general definition of
E′a in [20].
Definition of E′a in [20]. Assume that (Ea)a≥0 is a family of Banach spaces, with Eb ⊂ Ea,
‖u‖a ≤ ‖u‖b for a < b. Let E∞ = ∩a≥0Ea. Assume that Sθ : E0 → E∞, with real
parameter θ ≥ 1, is a family of linear operators such that, with constants C bounded for
a, b bounded,
(i) ‖Sθu‖b ≤ C‖u‖a for b ≤ a;
(ii) ‖Sθu‖b ≤ Cθ
b−a‖u‖a for a < b;
(iii) ‖u− Sθu‖b ≤ Cθ
b−a‖u‖a for a > b;
(iv) ‖ ddθSθu‖b ≤ Cθ
b−a−1‖u‖a for all a, b.
Consider an increasing sequence 1 = θ0 < θ1 < . . . → ∞ with θj+1/θj bounded, and let
∆j = θj+1 − θj . Let a1 < a < a2. Then E
′
a is defined in [20] as the set of all sums
u =
∑∞
j=0∆juj , with uj ∈ Ea2 , for which there exists M > 0 such that, for all j ∈ N,
‖uj‖a1 ≤Mθ
a1−a−1
j , ‖uj‖a2 ≤Mθ
a2−a−1
j .
The norm ‖u‖E′a is defined in [20] as the infimum of M over all such decompositions.
In [20] it is also observed that, up to equivalent norms, it is sufficient to calculate M
for the decomposition defined by uj = Rju, where R0u = Sθ1u/∆0 and Rju = (Sθj+1u−
Sθju)/∆j for j ≥ 1; that Ea ⊂ E
′
a ⊂ Eb for all b < a, with continuous inclusions; that
different choices of the family Sθj lead to the same set E
′
a with equivalent norms; that
different choices of a1, a2 with a1 < a < a2 also lead to the same set E
′
a with equivalent
norms.
When (Ea) is the family of Sobolev spaces on R
d
Ea = H
a(Rd,C) :=
{
u(x) =
∫
Rd
uˆ(ξ) eiξ·x dξ : ‖u‖2a :=
∫
Rd
|uˆ(ξ)|2 〈ξ〉2a dξ <∞
}
,
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where 〈ξ〉 := (1 + |ξ|2)
1
2 , or on Td
Ea = H
a(Td,C) :=
{
u(x) =
∑
k∈Zd
uˆk e
ik·x : ‖u‖2a :=
∑
k∈Zd
|uˆk|
2 〈k〉2a <∞
}
,
where T := R/2πZ, one can define Sθ as the smooth Fourier cut-off operator
Sθu(x) =
∫
Rd
uˆ(ξ)ψ
( |ξ|
θ
)
eiξ·x dξ or Sθu(x) =
∑
k∈Zd
uˆkψ
( |k|
θ
)
eik·x,
where ψ ∈ C∞, 0 ≤ ψ ≤ 1, ψ = 1 on [0, 1] and ψ = 0 on [2,∞). One can easily check that
properties (i), (ii), (iii), (iv) are satisfied. Then, taking θj = 2
j , the sum u =
∑∞
j=0∆jRju
defined above is a Littlewood-Paley decomposition of u. It follows that ‖u‖E′a is equivalent
to supj≥0 ‖∆jRju‖a, which is the ℓ
∞ norm of the sequence of the Sobolev norms of the
dyadic blocks of u, so that E′a is the Besov space B
a
p,r with p = 2 and r =∞. Since ‖u‖a
is equivalent to the ℓ2 norm of the same sequence, and ‖ ‖ℓ∞ ≤ ‖ ‖ℓ2 , it follows that the
norm of E′a is weaker than the one of Ea. Moreover Ea is strictly contained in E
′
a because
ℓ2 is strictly contained in ℓ∞: for example, the function
u(x) :=
∫
Rd
〈ξ〉−a−
d
2 eiξ·x dξ or u(x) :=
∑
k∈Zd
〈k〉−a−
d
2 eik·x (2.18)
belongs to E′a \Ea, because the sequence of the H
a norm of its dyadic blocks is in ℓ∞ \ ℓ2,
as one can check directly.
Remark 2.7. In Appendix A of [19], Ho¨rmander discusses various properties of families of
Ho¨lder spaces Ck,α(B) where B is a compact convex subset of Rn with nonempty interior.
Among other results, it is shown in [19] that the spaces Ha with real parameter a ≥ 0,
defined by H0 := C(B) and Ha := Ck,α(B) with k+α = a, 0 < α ≤ 1, and k ≥ 0 integer,
form a family of Banach spaces to which Ho¨rmander’s implicit function Theorem 2.2.2 of
[19] applies. On the contrary, some of the key results of Appendix A of [19] do not hold
for families of Sobolev spaces. In particular, this is the case for Theorem A.11 in [19],
which is stated for Ha = Ck,α(B) in the case 0 < α < 1:
Theorem A.11 of [19]. Let uθ for θ > θ0 be a C
∞ function in B and assume that
‖uθ‖ai ≤Mθ
bi−1, i = 0, 1, where b0 < 0 < b1 and a0 < a1. Define λ by λb0+(1−λ)b1 = 0
and set a = λa0 + (1 − λ)a1, that is, a = (a0b1 − a1b0)/(b1 − b0). If a = k + α with k
integer and 0 < α < 1 (so that a is not an integer), it follows then that u =
∫∞
θ0
uθ dθ is
in Ha = Ck,α(B) and ‖u‖a = ‖u‖Ck,α(B) ≤ CaM .
It is not difficult to see that a corresponding result for Sobolev spaces does not hold.
For example, in the Sobolev space Hs(Rd,C) take uθ(x) =
∫
Rd
ϕ(|ξ|/θ) eiξ·x dξ θ−β where
ϕ ∈ C∞(R), supp(ϕ) ⊆ [12 ,
3
2 ], with 0 ≤ ϕ ≤ 1, and ϕ(1) = 1. Let β >
d
2+1, θ0 = 1, and fix
a0, a1 such that 0 ≤ a0 < β−
d
2−1 < a1. Let bi := ai−β+
d
2+1, i = 0, 1, so that b0 < 0 < b1.
Hence uθ satisfies the estimates ‖uθ‖ai ≤Mθ
bi−1, and a := (a0b1−a1b0)/(b1− b0) is given
by a = β − d2 − 1. However, the function u =
∫∞
1 uθ dθ has Fourier transform uˆ(ξ) =∫∞
1 ϕ(|ξ|/θ)θ
−β dθ. Now |uˆ(ξ)| ≥ C|ξ|1−β for all |ξ| ≥ 1, and therefore |uˆ(ξ)||ξ|a ≥ C|ξ|−
d
2 ,
whence u /∈ Ha(Rd,C).
Similarly, on the Sobolev space Hs(Td,C) of periodic functions, we take
uθ(x) =
∑
k∈Zd, 1
2
θ≤|k|≤ 3
2
θ
eik·x θ−β.
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Let β, a0, a1, b0, b1, a as above. Hence uθ satisfies the estimates ‖uθ‖ai ≤ Mθ
bi−1. The
function u =
∫∞
1 uθ dθ has Fourier coefficients uˆk =
∫ 2|k|
2
3
|k|
θ−β dθ ≥ C|k|1−β . Therefore
|uˆk||k|
a ≥ C|k|−
d
2 , whence u /∈ Ha(Td,C).
A consequence, Theorem A.11 of [19] does not hold for Sobolev spaces and hence
Theorem 2.2.2 of [19] does not apply.
Remark 2.8. We make an attempt to discuss the consequences of the “velocity” of the
sequence (θj) of smoothing operators in different Nash-Moser theorems.
In Moser [28], Zehnder [32], and recent improvements like [12, 16], the sequence Sθj of
smoothing operators along the iteration scheme is defined as θj+1 = θ
χ
j , with 1 < χ < 2
(χ = 32 in [28]), namely
θj = θ
χj
0
with θ0 > 1. Thus θj, the ratio θj+1/θj and the difference θj+1 − θj all diverge to ∞ as
j →∞.
On the opposite side, in Ho¨rmander [19, 20, 21] the “velocity” of the smoothings is
θj = (a+ j)
ε
with a > 0 large and ε ∈ (0, 1) small, so that θj diverges, the ratio θj+1/θj tends to 1 and
the difference θj+1 − θj goes to zero. This choice corresponds to a very fine discretization
of the continuous real parameter θ ∈ [1,∞) of Nash [30].
An intermediate choice is
θj = c
j
for some c > 1. In this case θj →∞, the ratio θj+1/θj is constant and equal to c, and the
difference θj+1 − θj → ∞. This is the choice in [23] with c = 2
ε (equations (4.4), (S1),
(S2) in [23]). For c = 2, it corresponds to the dyadic Littlewood-Paley decomposition, and
it is our choice in Theorem 2.1.
The velocity of the sequence θj has the following consequences.
If the ratio θj+1/θj diverges to ∞, then a further loss of regularity is introduced in the
process of constructing the solution. The main reason of this artificial loss is that the high
and low norms of the difference (Sθj+1 − Sθj)u cannot be sharply estimated in terms of
the corresponding powers of θj only, but, instead, one has
1
θj+1 − θj
‖(Sθj+1 − Sθj)u‖b ≤ Ca,bmax{θ
b−a−1
j , θ
b−a−1
j+1 }‖u‖a, (2.19)
and the maximum is θb−a−1j or θ
b−a−1
j+1 according to the (high or low) norm one is estimat-
ing. Along the iteration scheme one has to estimate both high and low norms, and the
discrepancy between θb−a−1j+1 and θ
b−a−1
j generates a loss of regularity. In the particular
case θj+1 = θ
χ
j , for b > a+1 one can write (2.19) in terms of an explicit loss σ of regularity,
namely
1
θj+1 − θj
‖(Sθj+1 − Sθj)u‖b ≤ Ca,bθ
b−a−1+σ
j ‖u‖a (2.20)
where (χ− 1)(b− a− 1) ≤ σ.
Instead, when the ratio θj+1/θj is bounded, (2.19) reduces to
1
θj+1 − θj
‖(Sθj+1 − Sθj)u‖b ≤ Ca,bθ
b−a−1
j ‖u‖a. (2.21)
7
If the difference θj+1 − θj tends to zero, then this can be used to simplify the proof
of the convergence of the quadratic error in the telescoping Ho¨rmander scheme. This is
what is done in [20] to obtain bound (15), where θj+1 − θj = O(θ
−N
j ) and N is chosen
large enough. See also the estimate of the term e′′k on page 150 in Alinhac-Ge´rard [3].
In Sobolev class, the orthogonality property (2.9) is somehow related to the velocity of
θj in the following sense. Consider Ea = H
a(Td) or Ha(Rd). If Sθ is the “crude” Fourier
truncation operator
Sθu(x) =
∑
k∈Zd,|k|≤θ
uˆke
ik·x or Sθu(x) =
∫
|ξ|≤θ
uˆ(ξ)eiξ·x dξ,
and R0 := Sθ1 , Rj := (Sθj+1 − Sθj), then (2.9) holds no matter what the choice of the
sequence θj is (with θ0 < θ1 < θ2 < . . .→∞).
If, instead, Sθ is a smooth Fourier cut-off operator
Sθu(x) =
∑
k∈Zd
uˆkψ
( |k|
θ
)
eik·x or Sθu(x) =
∫
Rd
uˆ(ξ)ψ
( |ξ|
θ
)
eiξ·x dξ,
where ψ ∈ C∞, 0 ≤ ψ ≤ 1, ψ = 1 on [0, 1] and ψ = 0 on [2,∞), then the orthogonality
condition (2.9) holds if θj+1/θj ≥ c > 1, and it does not hold if θj+1/θj → 1. These smooth
Fourier cut-offs, commonly used in Fourier analysis, are a natural choice when property
(iv) of [20] has to be satisfied (properties (i)-(iv) of [20] are recalled in Remark 2.6; in
Theorem 2.1, property (iv) of [20] has been replaced by the less demanding inequality
(2.5)).
3 Proof of Theorem 2.1
Fix γ > 0 such that 2a1 + β + γ ≤ 2α. In this proof we denote by C any constant
(possibly different from line to line) depending only on a1, a2, α, β, µ, a0, γ, which are fixed
parameters. Denote, in short,
gj := Rjg ∀j ≥ 0. (3.1)
By (2.8),
‖gj‖b ≤ Cb 2
j(b−β)‖gj‖β ∀b ∈ [0,+∞). (3.2)
Recursive scheme. We claim that, if ‖g‖β is small enough, then we can define a sequence
uj ∈ V ∩ Ea2+c with u0 := 0 by the recursion formula
uj+1 := uj + hj , vj := Sjuj, hj := Ψ(vj)(gj + yj) ∀j ≥ 0, (3.3)
where y0 := 0,
y1 := −S1e0, yj := −Sjej−1 −Rj−1
j−2∑
i=0
ei ∀j ≥ 2, (3.4)
and ej := e
′
j + e
′′
j ,
e′j := Φ(uj + hj)−Φ(uj)− Φ
′(uj)hj , e
′′
j := (Φ
′(uj)− Φ
′(vj))hj . (3.5)
The fact that the recursive scheme (3.3)-(3.5) is well-defined will be a consequence of the
following estimates.
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Iterative estimates. We prove that there exist positive constants K1, . . . ,K4 such that,
for all j ≥ 0,
‖hj‖a ≤ K1(‖g‖β 2
−jγ + ‖gj‖β) 2
j(a−α) ∀a ∈ [a1, a2], (3.6)
‖vj‖a ≤ K2‖g‖β 2
j(a−α) ∀a ∈ [a1 + β, a2 + β], (3.7)
‖uj − vj‖a ≤ K3‖g‖β 2
j(a−α) ∀a ∈ [0, a2], (3.8)
‖uj‖α ≤ K4‖g‖β . (3.9)
We prove (3.6)-(3.9) by induction.
Base case. For j = 0, (3.7), (3.8) and (3.9) are trivially satisfied, and (3.6) follows from
(3.2) because h0 = Ψ(0)g0, provided that C(L4(a2) + L6(a2)) ≤ K1.
Inductive step. Let k ≥ 0 and assume that, for all j = 0, . . . , k, (3.6), (3.7), (3.8), (3.9)
hold.
• Proof of (3.9) at j = k + 1. By (2.8) and (3.6) one has for all n ≤ k, all j ≥ 0,
‖Rjhn‖α ≤ C 2
j(α−a)‖hn‖a ≤ CK1ξn 2
(j−n)(α−a) ∀a ∈ [a1, a2], (3.10)
where ξn := ‖g‖β 2
−nγ + ‖gn‖β . Since uk+1 =
∑k
n=0 hn, using (3.10) with a = a1 if n > j
and a = a2 if n ≤ j, we get
‖Rjuk+1‖α ≤
k∑
n=0
‖Rjhn‖α ≤ CK1(ε
′
j + ε
′′
j ) (3.11)
where
ε′j :=
k∑
n=j+1
ξn 2
−(n−j)(α−a1), ε′′j :=
min{k,j}∑
n=0
ξn 2
−(j−n)(a2−α) (3.12)
and ε′j = 0 for j + 1 > k (empty sum). By Ho¨lder inequality,
∞∑
j=0
ε′2j ≤
∞∑
j=0
( k∑
n=j+1
ξ2n 2
−(n−j)(α−a1)
)( k∑
n=j+1
2−(n−j)(α−a1)
)
≤ C
∞∑
j=0
k∑
n=j+1
ξ2n 2
−(n−j)(α−a1) = C
k∑
n=1
ξ2n
n−1∑
j=0
2−(n−j)(α−a1)
≤ C
k∑
n=1
ξ2n ≤ C(1 +A)
2‖g‖2β , (3.13)
where the last inequality follows from (2.13), (2.14) and (3.1). Similarly, one proves that∑∞
j=0 ε
′′2
j ≤ C(1 +A)
2‖g‖2β . Thus by (2.9) and (3.11) we deduce that
‖uk+1‖α ≤ CK1(1 +A)‖g‖β , (3.14)
which gives (3.9) if CK1(1 +A) ≤ K4.
• Proof of (3.8) at j = k + 1. By (2.4), (2.2) and (3.14) one has
‖uk+1 − vk+1‖0 ≤ C 2
−(k+1)α‖uk+1‖α ≤ CK1(1 +A)‖g‖β 2
−(k+1)α. (3.15)
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By triangular inequality, (2.2) and (3.6) we get
‖uk+1 − vk+1‖a2 ≤ C‖uk+1‖a2 ≤ C
k∑
n=0
‖hn‖a2 ≤ CK1‖g‖β 2
(k+1)(a2−α). (3.16)
Interpolating between 0 and a2 by (2.6) gives ‖uk+1−vk+1‖a ≤ CK1(1+A)‖g‖β 2
(k+1)(a−α)
for all a ∈ [0, a2]. This gives (3.8) if CK1(1 +A) ≤ K3.
• Proof of (3.7) at j = k+1. We use the assumption a1+β > α, (2.3) and (3.14) and we
get
‖vk+1‖a ≤ C 2
(k+1)(a−α)‖uk+1‖α ≤ CK1(1 +A)‖g‖β 2
(k+1)(a−α)
for all a ∈ [a1 + β, a2 + β]. This gives (3.7) if CK1(1 +A) ≤ K2.
• Proof of (3.6) at j = k + 1. We begin with proving the following estimate of yk+1.
Claim. One has
‖yk+1‖b ≤ CK1(K1 +K3)M123(a2 − µ)‖g‖
2
β 2
(k+1)(b−β−γ) ∀b ∈ [0, a2 + β − α]. (3.17)
Proof of Claim (3.17). Since uj , vj , uj + hj belong to V for all j = 0, . . . , k, we use Taylor
formula and (2.11) to deduce that, for j = 0, . . . , k and a ∈ [0, a2 − µ],
‖ej‖a ≤ ‖hj‖a+µ‖hj‖a0{M1(a) +M2(a)‖hj‖a0}+ ‖hj‖
2
a0{M3(a) +M2(a)‖uj‖a+µ}
+ ‖hj‖a0‖vj − uj‖a+µ{M1(a) +M2(a)‖vj − uj‖a0}+ ‖hj‖a+µ‖vj − uj‖a0M1(a)
+ ‖hj‖a0‖vj − uj‖a0{M3(a) +M2(a)‖vj‖a+µ}. (3.18)
Let p := max{0, β − α + µ}. For future convenience, note that p ≤ a1 + β − α because
0 < a1 + β − α and µ + β − α ≤ a1 + β − α. By assumption, γ ≤ 2α − β − 2a1 and
2α− a1 < a2. Hence
α+ p+ γ ≤ 3α+ p− β − 2a1 ≤ 3α+ (a1 + β − α)− β − 2a1 = 2α− a1 < a2. (3.19)
Let q := a2+ β −α+ µ− p (so that q = a2 if β −α+ µ ≥ 0, and q < a2 if β −α+µ < 0).
For j = 1, . . . , k, by (3.6) we have
‖uj‖q ≤ ‖uj‖a2 ≤
j−1∑
i=0
‖hi‖a2 ≤ K1‖g‖β
j−1∑
i=0
2i(a2−α) ≤ CK1‖g‖β 2
j(a2−α), (3.20)
while for j = 0 we have u0 = 0 by assumption. We consider (3.18) with a = q − µ (note
that q − µ ∈ [0, a2 − µ]). Since a0 ≤ a1, using (3.20), (3.6), (3.8) we have
‖ej‖a2+β−α−p ≤ CK1(K1 +K3)‖g‖
2
β
{
M1(a2 − µ)2
j(a1+q−2α)
+M2(a2 − µ)2
j(a2+2a1−3α) +M3(a2 − µ)2
j(2a1−2α)
}
provided that K1‖g‖β ≤ 1. We assume that K1‖g‖β ≤ 1. By the definition of q, the
exponents (a1 + q − 2α), (a2 + 2a1 − 3α) and (2a1 − 2α) are ≤ (a2 − α− p− γ) because,
by assumption, 2a1 + β + γ ≤ 2α. Thus
‖ej‖a2+β−α−p ≤ CK1(K1 +K3)M123(a2 − µ)‖g‖
2
β 2
j(a2−α−p−γ). (3.21)
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Now we estimate ‖Sk+1ek‖0. By (3.9), ‖uk‖µ ≤ ‖uk‖α ≤ K4‖g‖β , and we assume that
K4‖g‖β ≤ 1. Since a0, µ ≤ a1, by (2.2), (3.6), (3.8) and (3.18), using the bound 2a1+ β+
γ ≤ 2α, we get
‖Sk+1ek‖0 ≤ CK1(K1 +K3)M123(0)‖g‖
2
β 2
−(k+1)(β+γ). (3.22)
By (2.3) and (3.22) we deduce that
‖Sk+1ek‖b ≤ CK1(K1 +K3)M123(0)‖g‖
2
β 2
(k+1)(b−β−γ) (3.23)
for all b ∈ [0, a2 + β − α]. Now we estimate the other terms in yk+1 (see (3.4)). For all
b ∈ [0, a2 + β − α], by (2.8) and (3.21) we have
k−1∑
i=0
‖Rkei‖b ≤
k−1∑
i=0
C 2k(b−a2−β+α+p)‖ei‖a2+β−α−p
≤ CK1(K1 +K3)M123(a2 − µ)‖g‖
2
β 2
k(b−a2−β+α+p)
k−1∑
i=0
2i(a2−α−p−γ)
≤ CK1(K1 +K3)M123(a2 − µ)‖g‖
2
β 2
k(b−β−γ) (3.24)
because a2−α− p− γ > 0 (see (3.19)). The sum of (3.23) and (3.24) completes the proof
of Claim (3.17).
Now we are ready to prove (3.6) at j = k+1. By (2.2) and (3.14) we have ‖vk+1‖a1 ≤
C‖uk+1‖a1 ≤ CK1(1+A)‖g‖β , and we assume that CK1(1+A)‖g‖β ≤ δ1, so that Ψ(vk+1)
is defined. By (3.3), (2.12), (3.2), (3.17), (3.7) one has, for all a ∈ [a1, a2],
‖hk+1‖a ≤ C
{
K1(K1 +K3)M123(a2 − µ)‖g‖
2
β 2
−(k+1)γ + ‖gk+1‖β
}
·
{
[L4(a) + L5(a)]2
(k+1)(a−α) + L6(a)2
−(k+1)β
}
(3.25)
if K2‖g‖β ≤ 1. We assume that K2‖g‖β ≤ 1. Since −β < a1 − α, bound (3.25) implies
(3.6) if
CL456(a2) ≤ K1, CL456(a2)(K1 +K3)M123(a2 − µ)‖g‖β ≤ 1.
• Choice of the constants. The induction proof of (3.6), (3.7), (3.8), (3.9) is complete if
K1,K2,K3,K4, ‖g‖β satisfy:
C∗L456(a2) ≤ K1; C∗K1(1 +A) ≤ Ki for i = 2, 3, 4; Km‖g‖β ≤ 1 for m = 1, 2, 4;
C∗K1(1 +A)‖g‖β ≤ δ1; C∗M123(a2 − µ)L456(a2)(K1 +K3)‖g‖β ≤ 1 (3.26)
where C∗ is the largest of the constants appearing above. First we fix K1 = C∗L456(a2).
Then we fix K2 = K3 = K4 = C∗K1(1 + A), and finally we fix δ > 0 such that the last
five inequalities hold for all ‖g‖β ≤ δ, namely we fix δ = 1/max{K1, K2, C∗K1(1+A)/δ1,
C∗M123(a2 − µ)L456(a2)(K1 +K3)}. This completes the proof of (3.6), (3.7), (3.8), (3.9).
Convergence of the scheme. The same argument used in (3.10), (3.11), (3.12), (3.13)
proves that (un) is a Cauchy sequence in Eα. Hence un converges to a limit u ∈ Eα, with
‖u‖α ≤ K4‖g‖β .
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We prove the convergence of the scheme. By (3.4) and (2.7) one proves by induction
that
k∑
j=0
(ej + yj) = ek + rk, where rk := (I − Sk)
k−1∑
j=0
ej , ∀k ≥ 1.
Hence, by (3.3) and (3.5), recalling that Φ′(vj)Ψ(vj) is the identity map, one has
Φ(uk+1)− Φ(u0) =
k∑
j=0
[Φ(uj+1)− Φ(uj)] =
k∑
j=0
(ej + gj + yj) = Gk + ek + rk
where Gk :=
∑k
j=0 gj = Sk+1g. By (2.4), (2.2), ‖Gk−g‖b → 0 as k →∞, for all b ∈ [0, β).
By (3.18), (3.6), (3.8) and (3.9), ‖ej‖α−µ ≤ M 2
j(a1−α) for some M > 0, and the series∑∞
j=0 ‖ej‖α−µ converges. By (2.4), for all ρ ∈ [0, α − µ) we have
‖rk‖ρ ≤
k−1∑
j=0
‖(I − Sk)ej‖ρ ≤
k−1∑
j=0
Cρ2
−k(α−µ−ρ)‖ej‖α−µ ≤ CρM2
−k(α−µ−ρ), (3.27)
so that ‖rk‖ρ → 0 as k →∞. We have proved that ‖Φ(uk)− Φ(u0)− g‖ρ → 0 as k →∞
for all ρ in the interval 0 ≤ ρ < min{α − µ, β}. Since uk → u in Eα, it follows that
Φ(uk)→ Φ(u) in Fα−µ. This completes the proof of the first part of the theorem.
Higher regularity. It remains to prove the last part of the theorem. Let c > 0. Assume
that (2.11) holds for all a ∈ [0, a2 + c − µ], and that (2.12) holds for all a ∈ [a1, a2 + c].
Assume that g ∈ Fβ+c, with (2.14). By (2.8),
‖gj‖b ≤ Cb,c 2
j(b−β−c)‖gj‖β+c ∀b ≥ 0 (3.28)
(namely (3.2) holds for b ∈ [0,∞), with β replaced by β + c).
• Improved estimates. Using (2.3), (3.22), (2.8), (3.24), and (3.26), we have
‖yk+1‖b ≤ CbK1(K1 +K3)M123(a2 − µ)‖g‖
2
β 2
(k+1)(b−β−γ)
≤ Cb‖g‖β 2
(k+1)(b−β−γ) ∀b ≥ 0 (3.29)
(namely (3.17) holds for b ∈ [0,∞), with C replaced by Cb, then we use (3.26), recalling
that K1 = C∗L456(a2)). Using (2.3), (3.7) and (3.26), we have
‖vj‖a ≤ CaK2‖g‖β 2
j(a−α) ≤ Ca2
j(a−α) ∀a ≥ a1 + β (3.30)
(namely (3.7) holds for a ∈ [a1 + β,∞), with K2 replaced by CaK2, then use (3.26)). By
(3.3), (2.12) (which now holds for a ∈ [a1, a2 + c]), (3.28), (3.29), (3.30), and (3.2) for the
term containing L6(a)‖gk‖0, we deduce that, for all k ≥ 0,
‖hk‖a ≤ L45(a)
(
Ca,c‖gk‖β+c 2
k(a−α−c) + Ca‖g‖β 2
k(a−α−γ)
)
+ L6(a)C2
−kβξk
≤ L45(a)Ca,c2
k(a−α−λ)ηk + L6(a)C2
−kβψk ∀a ∈ [a1, a2 + c], (3.31)
where L45 := L4 + L5, C is the sum of the two constants Cb at b = 0 appearing in (3.2)
and (3.29), ξk has been defined above as ξk = ‖g‖β 2
−kγ + ‖gk‖β ,
ηk := ‖gk‖β+c + ‖g‖β+c 2
−kγ/2, ψk := ‖gk‖β + ‖g‖β 2
−kγ/2, λ :=
c
N
, (3.32)
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and N is the smallest positive integer that is ≥ 2c/γ (so that λ ≤ min{c, γ/2} and
Nλ = c). For a = a1, by (3.3), (2.12), (3.28) (which here we use also for the term
containing L6(a1)‖gk‖0), (3.29) and (3.30), since −β < a1 − α, we obtain
‖hk‖a1 ≤ CcL456(a1)2
k(a1−α−λ)ηk. (3.33)
• Finite induction. If N = 1, then (3.31) gives (3.54) below. If, instead, N ≥ 2, we repeat
the argument and prove recursively for n = 1, . . . , N the following bounds: for all k ≥ 0,
all a ∈ [a1, a2 + c],
‖hk‖a ≤ 2
k(a−α−nλ)(An(a)ψk + Bn(a)ηk) + 2
−kβL6(a)Cψk, (3.34)
‖hk‖a1 ≤ 2
k(a1−α−nλ)(Enψk + Fnηk), (3.35)
where the coefficients An(a),Bn(a), En,Fn are defined recursively, and C has been defined
above as the sum of the two constants Cb at b = 0 appearing in (3.2) and (3.29). Estimates
(3.31) and (3.33) give (3.34), (3.35) for n = 1 with
A1(a) = E1 = 0, B1(a) = L45(a)Ca,c, F1 = L456(a1)Cc. (3.36)
Suppose that (3.34)-(3.35) hold for some n ∈ [1, N − 1]. We have to prove that they also
hold for n+ 1. By (3.34), since ψk ≤ C‖g‖β , ηk ≤ Cc‖g‖β+c, and a2 + c− α− nλ > 0,
‖uk‖a2+c ≤
k−1∑
j=0
‖hj‖a2+c
≤ 2k(a2+c−α−nλ)(A˜nC‖g‖β + B˜nCc‖g‖β+c) + L˜6CC‖g‖β , (3.37)
where A˜n := An(a2 + c), B˜n := Bn(a2 + c), L˜6 := L6(a2 + c). By (2.2), ‖vk‖a2+c ≤
Cc‖uk‖a2+c. Therefore vk satisfies the same bound (3.37) as uk, and, by triangle inequality,
‖vk − uk‖a2+c also does.
By assumption, (2.11) holds for a ∈ [0, a2 + c−µ]. Therefore (3.18) also holds for a in
the same interval, and it can be used to estimate ‖ej‖a2+c−µ. Using (3.6), (3.8), (3.26) for
the “low norm” factors ‖hj‖a1 , ‖vj −uj‖a1 , and (3.34), (3.37) for the “high norm” factors
‖hj‖a2+c, ‖uj‖a2+c, ‖vj‖a2+c, ‖vj − uj‖a2+c, we obtain
‖ej‖a2+c−µ ≤ 2
j(a1+a2−2α+c−nλ)
{
A˜nM˜12C‖g‖β + B˜nM˜12Cc‖g‖β+c
}
+ 2j(a1−α)
{
L˜6CM˜12C‖g‖β + M˜3K1‖g‖β
}
(3.38)
where M˜i :=Mi(a2 + c− µ), i = 1, 2, 3, and M˜12 := M˜1 + M˜2.
By (3.18), (3.6), (3.8), (3.26) we have ‖ej‖0 ≤ 2
j(a1−α)‖hj‖a1M123(0). Hence, by (3.35),
‖ej‖0 ≤ 2
j(2a1−2α−nλ)
{
EnM123(0)ψj + FnM123(0)ηj
}
. (3.39)
By (2.3), ‖Sk+1ek‖b ≤ Cb2
(k+1)b‖ek‖0 for all b ≥ 0, and therefore, using (3.39), we
obtain an estimate for ‖Sk+1ek‖b for all b ≥ 0. By (2.8), for all b ≥ 0,
k−1∑
j=0
‖Rkej‖b ≤ Cb,c2
k(b−a2−c+µ)
k−1∑
j=0
‖ej‖a2+c−µ,
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and therefore, using (3.38) and the fact that (a1+a2−2α+c−nλ) > 0, we get an estimate
for ‖Rk
∑k−1
j=0 ej‖b for all b ≥ 0. Recalling (3.4), we deduce that, for all k ≥ 0,
‖yk+1‖b ≤ 2
(k+1)(b−a2−c+µ)
{
L˜6CM˜12Cb,c‖g‖β + M˜3Cb,cK1‖g‖β
}
+ 2(k+1)(b+2a1−2α−nλ)
{
EnM123(0)Cbψk + FnM123(0)Cbηk
+ A˜nM˜12Cb,c‖g‖β + B˜nM˜12Cb,c‖g‖β+c
}
∀b ≥ 0. (3.40)
The exponents in (3.40) satisfy (b−a2−c+µ) ≤ (b+2a1−2α−nλ), because a1+a2−2α > 0
and c = Nλ > nλ. Moreover, (b + 2a1 − 2α − nλ) ≤ (b − β − (n + 1)λ − (γ/2)) because
λ ≤ γ/2 and 2a1 − 2α+ β + γ ≤ 0. Hence, for all k ≥ 0,
‖yk‖b ≤ 2
k(b−β−(n+1)λ−(γ/2)) Cb,cYn ∀b ≥ 0, (3.41)
where
Yn :=
{
A˜nM˜12 + L˜6CM˜12 +K1M˜3 + EnM123(0)
}
‖g‖β
+
{
B˜nM˜12 + FnM123(0)
}
‖g‖β+c. (3.42)
By (3.3) and (2.12) we estimate ‖hk‖a for a ∈ [a1, a2 + c]. Since c = Nλ ≥ (n + 1)λ,
using (3.28), (3.30) for L4(a)‖gk‖a+β−α + L5(a)‖vk‖a+β‖gk‖0, and (3.2) for L6(a)‖gk‖0,
we get, for all a ∈ [a1, a2 + c],
‖Ψ(vk)gk‖a ≤ 2
k(a−α−(n+1)λ)L45(a)Ca,c‖gk‖β+c + 2
−kβL6(a)C‖gk‖β . (3.43)
Using (3.41), (3.30) for L4(a)‖yk‖a+β−α + L5(a)‖vk‖a+β‖yk‖0 and (3.29) for L6(a)‖yk‖0,
we get, for all a ∈ [a1, a2 + c],
‖Ψ(vk)yk‖a ≤ 2
k(a−α−(n+1)λ)L45(a)Ca,cYn2
−kγ/2 + 2−kβL6(a)C‖g‖β2
−kγ . (3.44)
Recalling that K1 = C∗L456(a2) and the definition (3.32) of ψk, ηk, the sum of (3.43) and
(3.44) gives (3.34) at n+ 1, with
An+1(a) = L45(a)Ca,c(A˜nM˜12 + L˜6M˜12 + L456(a2)M˜3 + EnM123(0)), (3.45)
Bn+1(a) = L45(a)Ca,c(1 + B˜nM˜12 + FnM123(0)). (3.46)
Using (3.30), (3.28) also for the term L6(a1)‖gk‖0, we get
‖Ψ(vk)gk‖a1 ≤ 2
k(a1−α−(n+1)λ)L456(a1)Cc‖gk‖β+c. (3.47)
Using (3.41), (3.30) also for the term L6(a1)‖yk‖0, we get
‖Ψ(vk)yk‖a1 ≤ 2
k(a1−α−(n+1)λ)L456(a1)CcYn2
−kγ/2. (3.48)
The sum of the last two bounds gives (3.35) at n+ 1, with
En+1 = L456(a1)Cc(A˜nM˜12 + L˜6M˜12 + L456(a2)M˜3 + EnM123(0)) (3.49)
Fn+1 = L456(a1)Cc(1 + B˜nM˜12 + FnM123(0)). (3.50)
Let
Z := L456(a1)CcM123(0) + L˜45C˜cM˜12, X := L˜6M˜12 + L456(a2)M˜3, (3.51)
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where the constant Cc in (3.51) is the one of (3.49)-(3.50), and the constant C˜c is the
constant Ca,c of (3.45)-(3.46) evaluated at a = a2 + c. By induction, the recursive system
(3.45), (3.46), (3.49), (3.50) with the initial values (3.36) gives
An(a) = L45(a)Ca,cX
n−2∑
j=0
Zj, Bn(a) = L45(a)Ca,c
n−1∑
j=0
Zj, (3.52)
En = L456(a1)CcX
n−2∑
j=0
Zj, Fn = L456(a1)Cc
n−1∑
j=0
Zj (3.53)
for all n ≥ 2. The iteration ends at n = N , and, since Nλ = c, we obtain for all k ≥ 0
‖hk‖a ≤ 2
k(a−α−c)(AN (a)ψk + BN (a)ηk) + 2
−kβL6(a)Cψk ∀a ∈ [a1, a2 + c]. (3.54)
• Convergence in high norm. The argument used in (3.10)-(3.13) (now with a1 + c, α +
c, a2+c instead of a1, α, a2, and bound (3.54) instead of (3.6)) proves that (un) is a Cauchy
sequence in Eα+c, and its limit u satisfies
‖u‖α+c ≤ C(c){(L˜6 + A˜N)(1 +A)‖g‖β + B˜N (1 +Ac)‖g‖β+c} (3.55)
for some constant C(c) depending on c. The proof of Theorem 2.1 is complete.
Remark 3.1. In [20], the bound corresponding to (3.6) (estimate (9) in [20]) is ‖u˙j‖a ≤
C1‖g‖F ′
β
θa−α−1j for all a ∈ [a1, a2], where F
′
β is the weak space whose definition is recalled
in Remark 2.6. In our notation with θj = 2
j this corresponds to hj = 2
j u˙j and
‖hj‖a ≤ C1‖g‖F ′
β
2j(a−α) ∀a ∈ [a1, a2]. (3.56)
Also, in [20] the bound corresponding to (3.9) (estimate (12) in [20]) is
‖uj‖E′α ≤ C
′C1‖g‖F ′
β
. (3.57)
Estimate (3.56) at the regularity threshold a = α only implies (3.57), and therefore (3.56)
is sufficient to deduce that the solution u =
∑∞
j=0 hj belongs to the weak space E
′
α, but
it is not sufficient to prove that u ∈ Eα. For this reason, when the datum g ∈ Fβ , the
implicit function theorem in [20] and the one in [19] give a solution u of the equation
Φ(u) = Φ(0) + g that only belongs to the weak space E′α, which, in the Sobolev case, is
larger than Eα.
The solution u given by Theorem 2.1, instead, belongs to Eα when the datum g ∈
Fβ satisfies the “orthogonality assumption” (2.13). To obtain this sharp regularity we
use a stronger version of (3.56)-(3.57) given by (3.6) and (3.9). Note that the factor
(‖g‖β2
−jγ + ‖gj‖β) in (3.6) (see also ξk in (3.10) and ηk, ψk in (3.32)) has a stronger
summability property than the corresponding factor ‖g‖F ′
β
of (3.56) — at the threshold
a = α the right hand side of (3.6) is a sequence in ℓ2, while the right hand side of (3.56)
is only in ℓ∞.
However, it is not trivial to deduce (3.9) from (3.6) (remember that hj is not the j-th
dyadic block of u). This is the point where we apply a trick inspired by paradifferential
calculus (see for example the proof of Proposition 4.1.13 on page 53 of Me´tivier [26]). To
estimate ‖uk+1‖α, we first use the dyadic decomposition uk+1 =
∑∞
j=0Rjuk+1. Then we
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use the identity uk+1 =
∑k
n=0 hn (see the recursive scheme (3.3)), and estimate the norm
‖Rjhn‖α of each dyadic block of each component. The estimate is performed according
to the frequency localization: the terms Rjhn with n ≤ min{k, j} (where the iteration
index n is smaller than the frequency localization j) are collected in the sum ε′′j in (3.12)
and are estimated using the high norm a2, while possible terms with n > j (where the
iteration index is larger than the frequency localization) are collected in the sum ε′j in
(3.12) and are estimated using the low norm a1. Then the dyadic decomposition, and
the fact that (ξn) ∈ ℓ
2, are used to estimate the ℓ2 norm of the corresponding sequence
(see (3.13)). Finally the orthogonality assumption (2.9) for the dyadic decomposition (Rj)
gives (3.9).
4 Application to quasi-linear perturbations of KdV
We use Theorem 2.1 to improve the regularity in the results of exact controllability and
local well-posedness for the Cauchy problem of quasi-linear perturbations of KdV obtained
in [7].
We consider equations of the form
ut + uxxx +N (x, u, ux, uxx, uxxx) = 0 (4.1)
where the nonlinearity N (x, u, ux, uxx, uxxx) is at least quadratic around u = 0, namely
the real-valued function N : T× R4 → R satisfies
|N (x, z0, z1, z2, z3)| ≤ C|z|
2 ∀z = (z0, z1, z2, z3) ∈ R
4, |z| ≤ 1. (4.2)
We assume that the dependence of N on uxx, uxxx is Hamiltonian, while no structure is
required on its dependence on u, ux. More precisely, we assume that
N (x, u, ux, uxx, uxxx) = N1(x, u, ux, uxx, uxxx) +N0(x, u, ux) (4.3)
where
N1(x, u, ux, uxx, uxxx) = ∂x{(∂uF)(x, u, ux)} − ∂xx{(∂uxF)(x, u, ux)}
for some function F : T× R2 → R.
(4.4)
Note that the case N = N1, N0 = 0 corresponds to the Hamiltonian equation ∂tu =
∂x∇H(u) where the Hamiltonian is
H(u) =
1
2
∫
T
u2x dx+
∫
T
F(x, u, ux) dx (4.5)
and ∇ denotes the L2(T)-gradient. The unperturbed KdV is the case F = −16u
3.
Theorem 4.1 (Exact controllability). Let T > 0, and let ω ⊂ T be a nonempty open
set. There exist positive universal constants r1, s1 such that, if N in (4.1) is of class C
r1
in its arguments and satisfies (4.2), (4.3), (4.4), then there exists a positive constant δ∗
depending on T, ω,N with the following property.
Let uin, uend ∈ H
s1(T,R) with
‖uin‖s1 + ‖uend‖s1 ≤ δ∗.
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Then there exists a function f(t, x) satisfying
f(t, x) = 0 for all x /∈ ω, for all t ∈ [0, T ],
belonging to C([0, T ],Hs1x ) ∩ C
1([0, T ],Hs1−3x ) ∩ C
2([0, T ],Hs1−6x ) such that the Cauchy
problem {
ut + uxxx +N (x, u, ux, uxx, uxxx) = f ∀(t, x) ∈ [0, T ] × T
u(0, x) = uin(x)
(4.6)
has a unique solution u(t, x) belonging to C([0, T ],Hs1x )∩C
1([0, T ],Hs1−3x )∩C
2([0, T ],Hs1−6x ),
which satisfies
u(T, x) = uend(x), (4.7)
and
‖u, f‖C([0,T ],Hs1x ) + ‖∂tu, ∂tf‖C([0,T ],Hs1−3x )
+ ‖∂ttu, ∂ttf‖C([0,T ],Hs1−6x )
≤ Cs1(‖uin‖s1 + ‖uend‖s1) (4.8)
for some Cs1 > 0 depending on s1, T, ω,N .
Moreover, the universal constant τ1 := r1 − s1 > 0 has the following property. For all
r ≥ r1, all s ∈ [s1, r − τ1], if, in addition to the previous assumptions, N is of class C
r
and uin, uend ∈ H
s
x, then u, f belong to C([0, T ],H
s
x) ∩ C
1([0, T ],Hs−3x ) ∩ C
2([0, T ],Hs−6x )
and (4.8) holds with s instead of s1.
Theorem 4.2 (Local existence and uniqueness). There exist positive universal constants
r0, s0 such that, if N in (4.1) is of class C
r0 in its arguments and satisfies (4.2), (4.3),
(4.4), then the following property holds. For all T > 0 there exists δ∗ > 0 such that for all
uin ∈ H
s0
x satisfying
‖uin‖s0 ≤ δ∗ , (4.9)
the Cauchy problem{
ut + uxxx +N (x, u, ux, uxx, uxxx) = 0, (t, x) ∈ [0, T ] × T
u(0, x) = uin(x)
(4.10)
has one and only one solution u ∈ C([0, T ],Hs0x ) ∩ C
1([0, T ],Hs0−3x ) ∩ C
2([0, T ],Hs0−6x ).
Moreover
‖u‖C([0,T ],Hs0x ) + ‖∂tu‖C([0,T ],Hs0−3x )
+ ‖∂ttu‖C([0,T ],Hs0−6x )
≤ Cs0‖uin‖s0 (4.11)
for some Cs0 > 0 depending on s0, T,N .
Moreover the universal constant τ0 := r0 − s0 > 0 has the following property. For all
r ≥ r0, all s ∈ [s0, r−τ0], if, in addition to the previous assumptions, N is of class C
r and
uin ∈ H
s
x, then u belongs to C([0, T ],H
s
x) ∩ C
1([0, T ],Hs−3x ) ∩ C
2([0, T ],Hs−6x ) and (4.11)
holds with s instead of s0.
Proof of Theorem 4.1. Define
P (u) := ut + uxxx +N (x, u, ux, uxx, uxxx). (4.12)
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and
Φ(u, f) :=
P (u)− χωfu(0)
u(T )
 (4.13)
so that the problem
ut + uxxx +N (x, u, ux, uxx, uxxx) = f ∀(t, x) ∈ [0, T ]× T
u(0, x) = uin(x)
u(T, x) = uend(x)
(4.14)
is written as Φ(u, f) = (0, uin, uend). The linearized operator Φ
′(u, f)[h, ϕ] at the point
(u, f) in the direction (h, ϕ) is
Φ′(u, f)[h, ϕ] :=
P ′(u)[h] − χωϕh(0)
h(T )
 . (4.15)
We define the scales of Banach spaces
Es := Xs ×Xs, Xs := C([0, T ],H
s+6
x ) ∩ C
1([0, T ],Hs+3x ) ∩C
2([0, T ],Hsx) (4.16)
and
Fs := {g = (g1, g2, g3) : g1 ∈ C([0, T ],H
s+6
x ) ∩ C
1([0, T ],Hsx), g2, g3 ∈ H
s+6
x } (4.17)
equipped with the norms
‖u, f‖Es := ‖u‖Xs + ‖f‖Xs , ‖u‖Xs := ‖u‖T,s+6 + ‖∂tu‖T,s+3 + ‖∂ttu‖T,s (4.18)
and
‖g‖Fs := ‖g1‖T,s+6 + ‖∂tg1‖T,s + ‖g2, g3‖s+6. (4.19)
In Theorem 4.5 of [7], the following right inversion result for the linearized operator in
(4.15) is proved.
Proposition 4.3. Let T > 0, and let ω ⊂ T be an open set. There exist two universal
constants τ, σ ≥ 3 and a positive constant δ∗ depending on T, ω with the following property.
Let s ∈ [0, r− τ ], where r is the regularity of the nonlinearity N . Let g = (g1, g2, g3) ∈
Fs, and let (u, f) ∈ Es+σ, with ‖u‖Xσ ≤ δ∗. Then there exists (h, ϕ) := Ψ(u, f)[g] ∈ Es
such that
P ′(u)[h] − χωϕ = g1, h(0) = g2, h(T ) = g3, (4.20)
and
‖h, ϕ‖Es ≤ Cs
(
‖g‖Fs + ‖u‖Xs+σ‖g‖F0
)
(4.21)
where Cs depends on s, T, ω.
We define the smoothing operators Sj, j = 0, 1, 2, . . . as
Sju(x) :=
∑
|k|≤2j
ûk e
ikx where u(x) =
∑
k∈Z
ûk e
ikx
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The definition of Sj extends in the obvious way to functions u(t, x) =
∑
k∈Z ûk(t) e
ikx
depending on time. Since Sj and ∂t commute, the smoothing operators Sj are defined on
the spaces Es, Fs defined in (4.16)-(4.17) by setting Sj(u, f) := (Sju, Sjf) and similarly
on g = (g1, g2, g3). One easily verifies that Sj satisfies (2.1)-(2.5) and (2.9) on Es and Fs.
By (4.13), observe that Φ(u, f) := (P (u)−χωf, u(0), u(T )) belongs to Fs when (u, f) ∈
Es+3, s ∈ [0, r − 6], with ‖u‖T,4 ≤ 1. Its second derivative in the directions (h, ϕ) and
(w,ψ) is
Φ′′(u, f)[(h, ϕ), (w,ψ)] =
P ′′(u)[h,w]0
0
 .
For u in a fixed ball ‖u‖X1 ≤ δ0, with δ0 small enough, we estimate
‖P ′′(u)[h,w]‖Fs .s
(
‖h‖X1‖w‖Xs+3 + ‖h‖Xs+3‖w‖X1 + ‖u‖Xs+3‖h‖X1‖w‖X1
)
(4.22)
for all s ∈ [0, r − 6]. We fix V = {(u, f) ∈ E3 : ‖(u, f)‖E3 ≤ δ0}, δ1 = δ∗,
a0 = 1, µ = 3, a1 = σ, α = β > 2σ, a2 > 2α− a1 (4.23)
where δ∗, σ, τ are given by Proposition 4.3, and r ≥ r1 := a2 + τ is the regularity of
N . The right inverse Ψ in Proposition 4.3 satisfies the assumptions of Theorem 2.1. Let
uin, uend ∈ H
β+6
x , with ‖uin, uend‖Hβ+6x small enough. Let g := (0, uin, uend), so that
g ∈ Fβ and ‖g‖Fβ ≤ δ. Since g does not depend on time, it satisfies (2.13).
Thus by Theorem 2.1 there exists a solution (u, f) ∈ Eα of the equation Φ(u, f) = g,
with ‖u, f‖Eα ≤ C‖g‖Fβ (and recall that β = α). We fix s1 := α+ 6, and (4.8) is proved.
We have found a solution (u, f) of the control problem (4.14). Now we prove that u
is the unique solution of the Cauchy problem (4.6), with that given f . Let u, v be two
solutions of (4.6) in Es1−6. We calculate
P (u)− P (v) =
∫ 1
0
P ′(v + λ(u− v)) dλ [u − v] =: L(u, v)[u− v] .
The linear operator L(u, v) has the same structure as the operator L0 in (2.12) of [7].
Since u and v both satisfy the Cauchy problem (4.6), we have L(u, v)[u − v] = 0 and
(u− v)(0) = 0. Hence the well-posedness result in Lemma 6.7 of [7] implies (u− v)(t) = 0
for all t ∈ [0, T ]. This completes the proof of Theorem 4.1.
Proof of Theorem 4.2. We define
Es := C([0, T ],H
s+6
x ) ∩ C
1([0, T ],Hs+3x ) ∩ C
2([0, T ],Hsx), (4.24)
Fs := {(g1, g2) : g1 ∈ C([0, T ],H
s+6
x ) ∩C
1([0, T ],Hsx), g2 ∈ H
s+6
x } (4.25)
equipped with norms
‖u‖Es := ‖u‖T,s+6 + ‖∂tu‖T,s+3 + ‖∂ttu‖T,s (4.26)
‖(g1, g2)‖Fs := ‖g1‖T,s+6 + ‖∂tg1‖T,s + ‖g2‖s+6, (4.27)
and Φ(u) := (P (u), u(0)), where P is defined in (4.12). Given g := (0, uin) ∈ Fs0 , the
Cauchy problem (4.10) writes Φ(u) = g. We fix V := {u ∈ E3 : ‖u‖E3 ≤ δ0}, where δ0 is
the same as in the proof of Theorem 4.1; we fix a0, µ, a1, α, β, a2 like in (4.23), where σ is
now the constant appearing in Lemma 6.7 of [7], τ = σ + 9 by Lemmas 2.1 and 6.7 of [7]
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(combined with the definition of the spaces Es, Fs), r ≥ r0 := a2 + τ is the regularity of
N , and δ1 is small enough to satisfy the assumption δ(0) ≤ δ∗ in Lemma 6.7 of [7].
Assumption (2.12) about the right inverse of the linearized operator is satisfied by
Lemmas 6.7 and 2.1 of [7]. We fix s0 := α + 6. Then Theorem 2.1 applies, giving the
existence part of Theorem 4.2. The uniqueness of the solution is proved exactly as in the
proof of Theorem 4.1. This completes the proof of Theorem 4.2.
Remark 4.4. Although the linearized control problem (4.20) admits a right inverse with
no loss of regularity in its argument (see (4.21), where h, ϕ have the same regularity s as g),
the application of Ho¨rmander’s implicit function theorem in Sobolev class gives a solution
f, u of the nonlinear control problem (4.6)-(4.7) that is less regular, with arbitrarily small
loss, than the data. This loss is due to the inclusion of the weak space E′α into the spaces
Ea for all a < α. Thus, for initial and final states uin, uend ∈ H
s1 , the controllability
theorem in [7] (Theorem 1.1 of [7]) gives the existence of a control f and a solution u of
(4.6)-(4.7) of regularity
u, f ∈ C([0, T ],Hs) ∩ C1([0, T ],Hs−3) ∩ C2([0, T ],Hs−6) ∀s < s1,
with estimate
‖u, f‖C([0,T ],Hsx) + ‖∂tu, ∂tf‖C([0,T ],Hs−3x ) + ‖∂ttu, ∂ttf‖C([0,T ],Hs−6x )
≤ Cs(‖uin‖s1 + ‖uend‖s1) ∀s < s1,
for some constant Cs > 0, depending on s, T, ω,N , and possibly diverging as s → s1.
The improvement of Theorem 4.1 with respect to the controllability theorem in [7] is the
achievement of the sharp, natural regularity s1 of the problem, without loss.
Analogously, the improvement of Theorem 4.2 with respect to the corresponding local
existence and uniqueness theorem in [7] for the Cauchy problem (4.10) (Theorem 1.4 in
[7]) is the achievement of the sharp, natural regularity s0 of the problem, without loss
(where “sharp” means that the solution has the same regularity as the datum).
Remark 4.5. The approach to control and Cauchy problems that we have used in the
proof of Theorems 4.1 and 4.2 also applies to other equations.
In [8] a similar result is proved for Hamiltonian, quasi-linear perturbations of the
Schro¨dinger equation on the torus in dimension one, using Theorem 2.1.
Theorem 2.1 could also be used as an alternative approach, based on a different non-
linear scheme, to prove the controllability result for gravity capillary water waves in [2].
In the context of KAM for PDEs, Theorem 2.1 is used in [6] to solve a quasi-periodic
nonlinear PDE of the form ω · ∂ϕu(ϕ, x) = V (ϕ, x + u(ϕ, x)) on the torus (ϕ, x) ∈ T
n+1,
where ω ∈ Rn is a Diophantine vector. This is the equation of the characteristic curves of
a quasi-periodic transport equation.
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