The problem considered here involves the design and application of a recursive algorithm to a sequence of images of a moving object to estimate both its structure and kinematics. The object is assumed to be rigid, and its motion is assumed to be \smooth" in the sense that it can be modeled by retaining an arbitrary number of terms in the appropriate Taylor series expansions. Translational motion involves a standard rectilinear model, while rotational motion is described with quaternions. Neglected terms of the Taylor series are modeled as process noise. A state-space model is constructed, incorporating both kinematic and structural states, and recursive techniques are used to estimate the state vector as a function of time.
used as the initial state estimate error covariance of the IEKF. The performance of the recursive estimator is illustrated using both real and synthetic image sequences.
Introduction
Two fundamentally distinct approaches exist for obtaining measurement data for motion estimation. Optical ow methods represent motion in the image plane as sampled, continuous velocity elds 1, 2, 3] . Work such as 4, 5] demonstrates the usefulness of this type of approach, in terms of the \low-level" problems of motion recognition and segmentation of scenes into their moving and stationary components, when the camera is itself moving.
Feature based methods rely on the recognition of the same set of correspondence points | points that arise from the same feature of the object | in two or more images. Then, various approaches can be taken towards estimation of object motion. The approach presented here is based on the use of discrete features.
A substantial amount of work has been devoted to methods for estimating object motion based on a short sequence of images. Many existing methods de ne object motion to be a single rigid body transformation that takes an object from its spatial position at the time of one image to its position at the time of a second image. This transformation can be represented by a single translational increment, followed or preceded by a rotational increment about a single axis. Since the time between images can be measured, the result is an approximation of translational and rotational velocities.
Much existing work begins by assuming that the problems of extracting feature points and establishing the required correspondences have been accomplished. Roach and Aggarwal 6] develop a system of nonlinear equations that relate the measured image plane coordinates, the (x; y; z) coordinates on the object and the camera position parameters. Numerical techniques for solving the nonlinear equations are discussed, as well as methods for choosing good initial conditions and handling noise in the data.
Assuming that rotational increments are small, Tsai and Huang, in 7, 8] , give an elegant analysis of the motion estimation problem that addresses both the computational and theoretical problems. In 7] , it is shown that the eight \pure parameters" relating the spatial positions of the object match points in successive images are unique, given several constraints on the spatial relationships of the match points. Using a singular value decomposition of the \pure parameters" matrix, the conditions under which the motion parameter estimates are unique are discussed in 8].
Fang and Huang 9] have implemented the approach, and present detailed experimental results. They report successful experiments in extracting features and establishing match point correspondence when the rotation and scale change between successive images is small.
In 10], a modi cation to the pure projective geometry approach is made. This involves introducing a regularization term so as to nd the feasible rotation with minimum magnitude. Experiments conducted for more (up to 30) match points show that for large numbers of points (more than about 20) the pure projective geometry method works as well as the regularization approach does for 8 points. However, the accuracy of the regularization approach is not improved signi cantly by the use of more points. An attempt to use more than two images in the sequence is also made, by averaging the results of each of the successive pairs. This is shown to give no signi cant improvement.
It is widely held that most existing schemes for motion estimation perform very poorly when the data (image coordinates of match points) are noisy 6, 9, 10, 11]. In 6, 7, 9] smoothing is achieved by using a larger number of match points in each image. This gives some improvement 9, 10], but as discussed in 12], using additional match points in each frame introduces additional unknown parameters, which limits the amount of new information that can be incorporated by this means. The alternative is to use a larger number of image frames. To use an arbitrary number of frames, the number of unknown model parameters should not be a function of the number of image frames used. The object motion model presented in this paper has this property; models used in 6, 7, 9, 10] do not. The models used in 13, 14] are quite similar to those used in our research, but di er in certain ways: 13] assumes known structure, 14] uses speci c models for di erent situations (e.g. number of feature points, number of image frames). . In 15] an integrated spatio-temporal approach is developed, which can be tailored to speci c applications such as automated land vehicle guidance. In 16] , this rotational modeling is addressed by combining multiple solutions of the two-view problem using a Local Conservation of Angular Momentum (LCAM) model. However, the real image experiments reported there involve stereo imagery only.
The use of a larger number of images in the sequence allows signi cant smoothing to be achieved. In addition, the problem of forming parameter estimates in the presence of match point occlusion or temporary object occlusion can also be addressed in a natural manner, since the evolution of the model parameters with time is the basis of the general approach. Further, the recursive solution could be a starting point towards solving the problem of nding the same set of object match points in successive image frames, since match point locations and image coordinates can be extrapolated to the next image based on model parameter estimates.
Our basic approach has been to develop models for the motion of an object, the time-evolution of this motion, and the observation of the object, and to formulate the problem as one of recursive state estimation. Figure 1 illustrates the basic models for motion, structure, and the observation of the object. First, the use of truncated Taylor series allows the incorporation of as many derivatives as desired in modeling motion, both translational and rotational. The choice of standard rectilinear states for translational motion results in linear time-evolution. However, rotational motion is more complex, and unavoidably nonlinear. Fortunately, the use of quaternions allows at least a closed form propagation in time of rotational motion with either constant velocity or constant precessional rate.
Next, an object-centered coordinate system is de ned. Translation is that of the origin of this coordinate system, and rotation is about the origin of this system. Object feature points are constant in this coordinate system, since the object is assumed to be rigid. The camera-centered coordinate system is assumed to be inertial (non-accelerating). The inertial (camera-centered) coordinates of an object feature point are just the inertial coordinates of the origin of the object-centered system added to the object-system coordinates of the feature point. These concepts are made precise in the next section. Using the central projection imaging model, the image of each point is then simply the ratio of its inertial x{ and y{coordinates to its z{coordinate, multiplied by the focal length of the imaging system. Finally, based on N frames of data, with noisy image coordinates of M features in each frame, we form estimates of the unknown parameters (elements of the state vector) in the above models. The plant equation is based on the motion model, and indicates how the parameters to be estimated evolve in time. The measurement equation is based on the central projection model of image formation. The nonlinear nature of both equations precludes a simple Kalman ltering approach, and hence an approximate nonlinear ltering approach is used. An Iterated Extended Kalman Filter 17] is designed for the problem, and its performance on real and synthetic images is studied. Experiments show that the IEKF performs very well when the initial guess supplied to it is obtained by running a batch estimation algorithm on the rst few images in the sequence 18], and the approximate Cram er-Rao lower bounds 19] on the batch estimate are used as the error covariance of the initial guess.
In this paper, feature point correspondences are assumed to be available; a method for obtaining them is suggested in the Appendix, but it has not been implemented so far in our research. A similar method has been implemented by Dickmanns 20] , who employs \constrained correlation" to obtain the match points.
Previous work by Broida and Chellappa in this area is discussed in 21, 18, 22, 23] . In 21] a one dimensional (1-D) image of a two dimensional object (2-D) undergoing 2-D motion was examined, to explore the properties of central projection imaging and the viability of the object/motion modeling approach. Some knowledge of object structure was assumed, and a recursive solution method was used on simulated data. The favorable results presented there were extended to a 2-D image of a 3-D object, undergoing 3-D motion, and the various models were more fully developed|this research was reported in a workshop 18]. A recursive solution was applied to simulated imagery involving pure translation and unknown structure. In 22], rotational motion was included, and a batch approach was applied to synthetic data: the experiments involved known object structure. In 23], the general case of unknown structure and motion (both translational and rotational) was addressed, and a batch method was shown to be e ective in two experiments involving real imagery. In the present paper, we deal with the more general case of motion involving both translation and rotation, assuming no knowledge about the structure of the object undergoing motion.
Models
The fundamental model of this paper is that the motion of the rigid object during the observation period is smooth enough so that it can be represented by a dynamic model of relatively low dimensionality. The constraint imposed on the motion is that some nite time derivative (say, the n th ) of the variation in each kinematic attribute be constant. That is, a constant rst derivative implies constant velocity, constant second derivative implies constant acceleration, etc. Further, the model allows a di erent value of n for rotation and translation. 
Imaging Model
The measured image coordinates of the match points are assumed to consist of the image coordinates of the true feature positions corrupted by additive independent zero mean Gaussian noise.
Object and Motion Model
An object-centered coordinate system is de ned. The origin of this object-centered coordinate system is not observed, in general. Object structure is then de ned as the coordinates of the object match points in the object-centered coordinate frame. These positions are constant in time due to the rigidity assumption. Object translational kinematics are de ned to be the position and motion of the origin of the objectcentered coordinate frame with respect to the camera-centered (inertial) coordinate frame. Object rotational kinematics are de ned to be the object angular position and motion about the origin of the object-centered frame expressed in the inertial cameracentered coordinate system. Object structure and translational kinematics can only be known to within a global scale factor, unless absolute a priori data is available about the object and/or its translational kinematics. Object rotational kinematics are not subject to this scale factor. The scale factor comes about because, as can be seen from the mapping h de ned in (5), any constant multiple of all spatial coordinates (x; y; z) T results in the same image. The following model results: Let s iO = (x i ; y i ; z i ) T be the object-centered coordinates of match point i. Let s R (t) = ( x R (t); y R (t); z R (t)) T be the camera-centered (inertial) coordinates of the origin of the translating object reference frame (not observed directly). Let R(t) be the 3 3 coordinate transformation matrix that aligns the object coordinate axes with the camera coordinate axes, changing with time (rotating object). Let s i (t) be the spatial, camera-centered coordinates of match point i at time t. The object motion model is then given by s i (t) = s R (t) + R(t)s iO : (6) At time t k the image plane measurements of the match points are, from (5), p i (t k ) = h s i (t k )] + n(t k ); (7) which can be written as 
Translational Motion Model
Since the spatial coordinates of the object-centered reference frame, s R (t), can be written in terms of an arbitrary number of derivatives, a variety of modeling options are available. Assuming it can be accurately modeled by a constant n th derivative,
Thus, the translational motion during the observation period is modeled by a nite number (3n) of parameters, which are simply the nonzero derivatives at a single point in time.
Rotational Motion Model
Quaternions, described for example in 24, 25, 26] , can be used to propagate the transformation matrix R(t) in time, with the rotation of the object coordinate frame represented by the object rotation rates about its (x; y; z) axes, ! t = (! x ; ! y ; ! z ) t . With this approach, the rotation matrix R(t) can be written in terms of the unit quaternion q(t) = (q 1 (t); q 2 (t); q 3 (t); q 4 (t)) (10) The unit quaternion q = (q 1 ; q 2 ; q 3 ; q 4 ) T is related to \standard" expressions of the angular relation between coordinate systems by the relation (q 1 ; q 2 ; q 3 ; q 4 ) T = (n 1 sin =2; n 2 sin =2; n 3 sin =2; cos =2) T (11) where (n 1 ; n 2 ; n 3 ) is the axis of rotation, and is the angle about the axis that aligns the coordinate axes of the rotating coordinate system with those of the reference system. It is termed a unit quaternion because jqj = 1. The quaternion q propagates in time according to the di erential equation 25, 26] _ q(t) = (! t ) q(t); q(t 0 ) = q 0 (12) where
The solution to (12) when ! is constant is simply q(t) = exp (t ? t 0 )] q(t 0 )
It also might be noted that the matrix 2i =j!j is unitary, where i = p ?1. As a result, the power series expansion for the matrix exponential can be reduced to 26] (15) which can be further reduced by assuming that the coordinate systems are aligned at t 0 = 0, so that q(0) = (0; 0; 0; 1) T , and
However, this solution is valid only when ! is constant. In general, the image of the match points at time t k can be written, from (8),
The reason for resorting to quaternions is that the di erential equation of (12) describing their time-propagation is much simpler than the analogous system for propagating Euler angles, even when higher derivatives are involved. In addition, the body rates ! are more meaningful, intuitively, than are the Euler rates, since the latter are de ned about non-orthogonal axes. As discussed in 27], motion involving constant precessional rate can also be expressed in closed form with quaternions. In order to represent higher order rotational derivatives, ! could be expanded in Taylor series as in (9), and the di erential equation of (12) 
Formulation for Recursive Solution
The use of a recursive procedure for parameter estimation is not viewed as an alternative to the batch procedure. Instead, an estimation \system" is envisioned, in which a batch method is applied to an initial set of data, that is used to initialize a recursive procedure. The recursive algorithm is then used to \track" the object and its motion. The value of this type of approach is that recursive methods usually require much less computation time for each new set of data (each new image, for example), they continually compute state estimates indexed to the current time, based on all past data, and can readily extrapolate the state estimates ahead in time to aid in pre-processing the next set of data.
Another aspect of recursive ltering, in this context, is that approximate lters are required, due to the nonlinear nature of both the plant and the measurement processes. On the one hand, this means that the state estimates are not su cient statistics for the past data, as they are in the linear case, so there is an ine ciency in the use of data, with degradation of state estimates. On the other hand, if the models are only approximations to the true plant and measurement processes, then the \limited memory" of this type of recursion can be advantageous, since \small" deviations from the models are tolerated, and tracked, without the need for explicit modeling. Thus, if a constant velocity model is used for the object motion, but there is in reality some deviation from this model (trajectory perturbations, small random accelerations, small constant accelerations, etc.), then a recursive algorithm will track the actual object kinematics, and \forget" about data taken at earlier times. A batch method would give the best \straight-line" (constant velocity) estimate for all of the data, and would not preferentially weight the more recent data. Of course, large deviations from the models can also lead to lter divergence and serious estimate biases. The notions couched here in terms of \small" and \large" are made somewhat more precise in 17], in terms of a comparison of the severity of nonlinearities and modeling errors with the process noise and measurement noise statistics. Essentially, if errors of any sort are on the order of the corresponding noise covariance, they are not \severe," since their e ect is quite literally \lost in the noise."
The general The statement of (17) is heuristic, since a rigorous treatment of the continuous time white noise w t requires the stochastic di erential equation 17] ds = f(s)dt + G t d t (19) where t is a vector of Wiener processes. In this paper, we have dealt with the case of motion involving constant translational and rotational velocities. With this assumption, and assuming M object feature points, the following set of states is 
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The origin of the object-centered coordinate system is expressed as s R (t) = (x R (t); y R (t); z R (t)) 
The plant equation is bilinear in the states, involving no trigonometric functions, which is one advantage resulting from the use of quaternions here.
The di erential equation of (17) includes a process noise vector G t w t , which represents either random or unmodeled deterministic deviations from the given plant model. A precise characterization of the process noise vector should be addressed in future work, but for practical purposes it can be treated as a set of \tuning parameters" 28], to be manipulated to account for mismodeling and to keep the lter gains high enough to track the object motion.
This choice of states has the e ect that an any time t, both the motion and the structure of the object are referenced to the image plane. In the paper on batch estimation 23] it is shown that normalizing the states at the selected reference time to eliminate a free scale factor is necessary. If not normalized, the search algorithm simply diverges along this extra degree of freedom, with somewhat unpredictable results. The same phenomenon occurs in the recursive approach; however, since each iteration of the recursive algorithm can be viewed as a separate search step, repeated normalization is necessary, and this takes the form of dividing all a ected states by z R (t), which acts as a continuous normalizing factor. In addition, there is another degree of freedom in the system due to the fact that the constant velocity rotation constrains the origin of the object-centred coordinate system only to lie on a line (the axis of rotation); its position on the axis is arbitrary. In our implementation, this is handled by treating the z-coordinate of the rst feature point as a constant equal to zero. This issue is discussed in detail in 19] .
One e ect of this choice of states is that initializing the state estimates becomes straightforward. The states s 1 (t) and s 2 (t) are in fact the normalized image plane coordinates of the origin of the object-centered coordinate frame at time t, as would be estimated by an initial batch procedure 19]. The observed image plane match point coordinates are perturbations to this location. The vector-valued measurement function (2M 1) of (18) 
The abbreviations represent components of matrix-vector products, for example the scalar term R x (s; i; t k ) refers to the x?component of the product of the rotation matrix with the normalized (x; y; z) coordinates (22) can be written as z R (t)=z R (t), corresponding to the terms x R (t)=z R (t) and y R (t)=z R (t) that are states s 1 (t) and s 2 (t); the numerator and denominator of each component of h are then homogeneous in 1=z R (t). This problem formulation is appropriate for solution with a lter such as an IEKF. The mathematical details of the IEKF used in this research are discussed in the next section.
Approximate Nonlinear Filters
A brief description of the linear Kalman lter is given rst, to establish notations and to motivate some of the approximations used in the nonlinear cases. The plant and measurement models for the linear Kalman lter are as above, in (17) and (18) i (27) where the measurement is z(k). The gain sequence is computed as
The error covariance matrix of the predicted state estimates P(kjk ? 
The iteration is initialized with
and b
x(0j0) = Efx(0)g = x0 = b x(0): 
The gain for the EKF is then computed as
If h ] is \close" to linear in the states, and state estimate errors are not too large, the EKF can be reasonably e ective. However, if h ] is highly nonlinear, the EKF may diverge. Similarly, if the errors in the state estimate are large, the e ect of the nonlinearity becomes more severe, and divergence is likely. The IEKF is a slightly more sophisticated approximation wherein the mode is used as an approximation to the mean of the posterior density given the measurements, during an iterated measurement update. This iteration is the key feature of the IEKF. 
In our implementation, we deviate slightly from the traditional IEKF by including a quaternion normalization step immediately after the measurement update. This is done to keep the norm of the quaternion vector equal to unity. An analysis of the e ects of such a step on the performance of a similar recursive estimator is done in 29] , wherein the authors conclude that \the estimation errors are not a ected by the normalization operation". This normalization is a result of an extra degree of freedom. Rotational motion involves three parameters ! x , ! y , and ! z , while a quaternion has four elements. A \continuous normalization" can be achieved by dividing through by a fourth (cosine) term { this results in a representation of rotational motion known as Gibbs parameters 26]. Unfortunately, Gibbs parameters do not evolve in time in a way conducive to simple modeling such as equations (12) and (13). The gain for the IEKF is included in the iteration as
and the approximate measurement function is re-evaluated at
Finally, after the iteration is found to yield no further improvement (successive iterations di er by , or the maximum number of iterations|from 3 to 5 in these cases|is exceeded), the approximate smoothed covariance is computed as b P (kjk) n = h
The states are propagated in time by numerical integration of the rst order system de ning the plant. That is,
The covariance may be propagated in time by computing an approximate state transition matrix, such as F(x t ) = r x f(x t ) 
The term G t Q t G T t is the covariance of the vector G t w t given above. For our problem, with s as in (20) 
Experimental Results
The performance of the recursive algorithm was tested on simulated as well as real image sequences. The algorithm is the same for both cases, but the performance analysis is done di erently because the \ground truth" is known only for the experiments using simulated data. The next two sections discuss the set-up and the results of experiments using simulated and real data. This is followed by section describing the details of the implementation of the IEKF { such as parameter selection { and related numerical issues.
Experiments with Simulated Imagery
The object whose motion is to be studied is a rigid transparent cube of side 4 units. The axes and origin of the object-centred coordinate system are chosen to coincide with the physical axes and centroid, respectively, of the hypothetical cube. The corners of the cube are chosen as the feature points. The simulated measurements are generated by the following steps :
1. The spatial(absolute) 3-D coordinates of the feature points are computed for the desired number of frames using the motion model and pre-determined values of the motion parameters, assuming a suitable initial starting point for the moving object. 2. The image locations of the feature points are computed using the central projection model. 3. The \noise" is added to the image coordinates of the feature points by quantising them to the desired resolution. This is equivalent to adding uniformly distributed noise, instead of Gaussian noise. As discussed in 16], feature point detection errors can be modeled as digitization noise. The Gaussian noise model , though useful for deriving theoretical results, seems inappropriate for this purpose.
The recursive formulation can easily be modi ed to handle self-occlusion (the disappearance of some feature points due to the motion of the object), but for simplicity it has been assumed that no feature point is missing in any of the frames in the image sequence.
Experimental results for four di erent cases are reported below. The measurement noise level indicated in each case is the ratio of the standard deviation of the quantization error to that of the signal (expressed as a percentage). The signal standard deviation is de ned to be the root-mean-square distance of the feature points from their centroid, computed during the frame when the object is farthest from the camera. The initial state estimates mentioned in Cases 1-3 are obtained by a batch procedure; details are provided in a later section and in the Appendix.
The errors in the output estimates of the IEKF in each frame are displayed graphically. It must be noted that the position, structure and translational velocity estimates, and therefore the corresponding errors, are normalized by the (time-varying) z?coordinate of the centre of the object-centred coordinate-system. In the cases discussed, 4 feature points were tracked over 100 frames, and the following parameters were used to generate the motion : ! x = ! y = ! z = 0:2; v x = 0:25; v y = 0:2; v z = 0:15. The object is assumed to be at location (0; 0; 10) at start. Focal length and sampling period are both assumed to be unity. It is assumed that the feature points have been matched over all the frames. There is no special reason for selecting 4 points, except that it seems unreasonable to expect many more feature point correspondences. In general, the greater the number of matched feature points in each frame, the better will be the performance of the IEKF in terms of speed of convergence and estimation accuracy.
Case 1 : (Figure 2 ) A moderately low measurement noise level of 2.5% was used in this case. A crude initial state estimate (with errors of 20% or more in some states) was used. As the gures indicate, the position and velocity estimates converge quite well, requiring about 30 frames for satisfactory convergence. Most of the structure parameters seem to have a small but constant steady-state error, and the attitude parameters (i.e. the quaternions) exhibit sinusoidal oscillations of small magnitude about the correct values. This is probably due to the fact that di erent combinations of structure and attitude parameters can result in the same spatial position of the feature points { which means that any large errors in the initial structure estimate can cause corresponding errors in the attitude estimates. This problem can be solved by providing more accurate initial structure estimates, or by imposing additional constraints on the structure. Knowledge about the structure of the object can also be used for this purpose.
Case 2 : (Figure 3) The measurement noise level here was fairly high (10%), and the initial guess was crude as in Case 1 . The results are similar to those obtained for Case 1, except that the convergence is slower. For instance, the angular velocities converge in about 50 iterations, compared to 25 iterations required for Case 1. This is mainly due to the higher measurement noise.
The above two experiments demonstrate the basic convergence properties of the IEKF, given an inaccurate initial estimate and noisy observations. In actual practice, a much better initial guess can be obtained, resulting in a greatly improved performance, as shown by the next experiment.
Case 3 : (Figure 4 ) In this case, the measurement noise was the same as in Case 1, but a much more accurate initial state estimate was used. As the graphs show,the lter \locks on" to the motion almost immediately, and tracks it faithfully. The price we pay for this excellent performance of the IEKF is the greater amount of time spent in getting the (more accurate) initial estimate. All the same, this case is the one of greatest practical interest, since it demonstrates the ability of the IEKF to track the motion e ectively given a good initial guess (which can be obtained by a batch algorithm, as described in a later section).
Case 4 : ( Figure 5 ) In this case all the initial values of the state vector were set to zero (except the quaternions, which can be trivially initialised if it is assumed that the object-centred and the inertial coordinate systems are aligned at the start of the experiment). Noise-free measurements were used. This case demonstrates the performance of the IEKF in the absence of any information about the initial conditions. The velocity and position states of the the IEKF, after an initial period of wild uctuations, converge quite fast, in about 25 iterations. The performance is interesting, considering the extreme nonlinearity of the problem, and the consequent mismodeling produced by linearization. The quaternions , however, do not converge at all, and the structure states seem to converge very slowly. Furthermore, a high degree of instability was observed in the solution, due to ill-conditioning of the matrix to be inverted in the computation of the Kalman gain; its generalized inverse had to be used instead. The performance deteriorated rapidly when small amounts of noise (upto 2.5%) were added to the measurements.
Experiments with Real Imagery
This experiment involves randomly selected points on the side of the tyre of a car approaching the camera (Figure 6 ). Seventeen images were made, with eight feature points per frame. The feature points were marked with adhesive dots to facilitate the measurement process. The car was moved approximately 3 inches between each frame, corresponding to a tyre rotation of about 14.8 degrees. The direction of the translation was towards the camera (i.e. in the positive z-direction), with a fairly large component to the right (positive x-direction), and a small downward component due to the positioning of the camera. The object image size (i.e. the size of the tyre) is about 2 inches at the start of the sequence, and about 3 inches at the end. The total rotation was about 4 radians, and the total translation about 45 inches. The photographs were digitized to a resolution of 50 pixels/inch. Two previously chosen reference points were located on all the images, and the distances of the feature points from them were measured on a Sun workstation. A simple geometrical transformation was used to reference all measurements to the coordinate axes in the rst image. This was done to reduce errors due to small camera movements during imaging , and the positioning of the photographs during scanning. Feature point correspondences were obtained manually by inspection. The focal length of the imaging system was not known, and was assumed to be unity. This has the e ect of scaling the translation and structure parameters up or down, but is not a serious problem since anyway the latter can only be determined up to a scale factor.
As mentioned before, the actual state values are not known to us, so it is not possible to display the errors in the state estimate. Instead, the actual and the estimated trajectories of the feature points are shown in Figure 7 . The lter should ideally \lock on" to the motion of the target within the rst few frames, and should track it e ciently inspite of small errors in measurement and modeling. Figure 7 seems to con rm that the IEKF is doing a reasonably good job of tracking the moving object. However, in certain cases this might be misleading, since it is possible that two or more entirely di erent sets of motion parameters could give rise to similar image point trajectories. This is discussed further in the next section. Ideally, \ground truth" measurements using reliable measuring devices should be used to verify the IEKF state estimates.
Selecting the IEKF Parameters
In order to run the IEKF, the following parameters have to be supplied in addition to the image point measurements :
1. Initial estimateŝ 2. Initial error covariance P(0) 3. Plant noise covariance matrices Q k 4. Measurement (observation) noise covariances matrices R k .
The easiest way to obtain a good initial estimate is to run a batch estimation algorithm on the rst few frames. Details of the batch algorithm used in this implementation are given in the Appendix. For the particular motion parameters chosen in the simulations, the batch algorithm required about 250 iterations to converge. For Cases 1 & 2, only a crude initial guess was desired, and hence the batch algorithm was forcibly terminated after about 75 iterations. For Case 3, nal output of the batch algorithm after convergence was used. In all three cases, the rst 10 frames were used for obtaining the initial state estimate. For the real image sequence, the initial guess was obtained by running a batch estimation algorithm on the rst 14 frames for about 150 iterations.
The uniqueness of the batch solution depends mainly on the number of feature points , the number of frames, and the motion parameters. This issue is addressed in detail in 19]. As expected, the batch solution is found to be more reliable as the number of feature points and the number of frames increase; but it is also dependent on the amount of motion between frames. It is observed that multiple batch solutions are obtained only when there is some genuine ambiguity in the motion. For instance, if the frame rate is very high compared to the motion velocities, the motion is likely to be ambiguous given a xed number of frames. This was observed, for instance, in the real image experiment when only the rst 8 frames, instead of the rst 14, were used to obtain the batch solution. Figure 8 shows the image plane trajectories reconstructed from the 8-frame batch solution, which should be compared to the actual image plane trajectories in Figure 7 . It can be seen that the two sets of trajectories are very similar for the rst 8 frames or so, after which they gradually separate. The trajectories estimated by the IEKF, using the 8-frame batch solution as the initial guess, are shown in Figure 9 . From this it appears as if the IEKF is correctly tracking the moving object. However, some state estimates seem to be diverging -this is shown in gures 10(a) and 10(b) where the translational velocity estimates for the 14-frame and the 8-frame cases, respectively, are shown. The estimates for the 14-frame case appear to be much more stable than those for the 8-frame case.
If a su ciently accurate batch solution is available, approximate Cramer-Rao lower bounds (CRLBs) can be found for the error in the initial guess i.e. the initial error covariance 30]. In the experiments described above, this was possible only for Case 3 and the real image experiment. In the remaining simulations, ad hoc values were used for P(0).
The variance of the measurement noise is known for the simulated data, being a direct function of the grid resolution. (For instance, a grid resolution = 0:04 was used for Case 2, which results in noise variance 2 n 1:33 10 ?4 ). Since this does not depend on time, we may set R k = R = 2 n I, assuming the measurement errors to be independent. For the real image experiment, determination of the actual measurement noise is di cult, since this involves modeling the various sources of error in the imaging system. In our research, it was assumed that the only noise in the measurements is quantization noise resulting from the scanning of the photographs. Using this assumption, the R k for the real image experiment were chosen as in the cases involving simulated data.
There is no simple method for selecting \good" values for the plant noise matrices Q k which play an important role in lter performance. If the Q k chosen are inappropriate for the problem, the lter is likely to diverge, or converge to the wrong value. This is mainly due to the extremely nonlinear nature of the problem, particularly in the observation equations. The lter has therefore to be \tuned" for satisfactory convergent behavior. Convergence implies that the Kalman gain matrices generated by the IEKF should decrease in magnitude at an appropriate rate. The Kalman gain sequence of the IEKF is given by
The time varying estimate error covariance P in the above equation is a function of the initial error covariance P(0), the measurement noise R and the plant noise Q. Since P(0) and R are xed, the only way to control the above equation is through the plant noise Q. In our implementation, we have used the term G t Q t G the estimates to respond to every minute error in the measurements. Clearly, both these extremes are undesirable, since they will have an adverse e ect on the lter convergence. These e ects are illustrated in Figure 11(a) , where the estimation errors are shown for one state (x R ) in Case 3 for three di erent values of q : q 1 = 10 ?5 , q 2 = 10 ?11 and q 3 = 0:1. In our simulations we have chosen, by trial and error, those values of q that have resulted in good lter performance. Several other strategies are possible, involving adaptive estimation, as discussed in 28]. These issues have to be addressed in future work on recursive motion estimation.
Another e ect which can be observed in certain rare cases is the ill-conditioning of the matrix inversion involved in (62). The H matrix in the equation is very sparse, and the pre-and post-multiplication of P by H and H T respectively results in a sparse matrix which has mostly o -diagonal elements, and is therefore likely to be ill-conditioned. Tthe matrix inversion in (62) guaranteed to be well-conditioned only if the measurement noise covariance R is su ciently large (i.e. a large multiple of the unit matrix) and is the dominant term in the matrix summation involved in(62). This condition was not satis ed in Case 4, and the generalised inverse was therefore used. The computation of the generalized inverse of a matrix requires the speci cation of a threshold parameter (e), below which all singular values of the matrix are set to zero. The e ects of varying e on the estimation of one state (x R ) in Case 4 are shown in Figure 11 (b). The estimation errors are plotted for three values of e, 0:001(e1), 0:0001(e2),and 0:01(e3). The sudden increase in the estimation error near the 5th frame for e = 0:0001 is due to numerical inaccuracies in the computation of the generalised inverse i.e. ill-conditioning. Higher values of e result in greater numerical stability, but lead to loss of information contained in the smaller singular values. The selection of the threshold could made automatic by specifying that all singular values falling below a certain fraction of the largest one should be treated as zero. In future work, we will examine other numerically stable approaches such as the square root information lter.
Conclusion
The purpose of this paper is to introduce a recursive method of estimating 3-D kinematics and structure of a rigid moving object from a sequence of noisy monocular images. We have described models for the kinematics of a rigid object, and for the observation of the discrete features of the object using a single camera. The recursive estimation is done using an IEKF which is initialised by the output of a batch algorithm run on the rst few frames.
The recursive estimation technique presented in this paper has numerous advantages over other methods currently in use. First, the recursive nature of the computations makes it suitable for real-time applications like object tracking, automated land vehicle guidance, robot hand-eye coordination etc. The next major advantage is the exibility in choosing the number of feature points, and the independence of the algorithms on the number of images in the sequence. The other advantages are robustness in the presence of noise and modeling errors, and ease of implementation. The main drawback with this scheme, as it is with most other feature-based methods, is the need for feature point correspondences; however, the predictive capabilities of the Kalman lter can be used to reduce the computation time required to match the feature points from one frame to the other, as explained in Appendix B. Another drawback is the possibility of lter divergence; this may be overcome by a suitable choice of the initialization parameters, and robust numerical techniques.
The IEKF method of recursive motion/structure estimation can be applied, with suitable modi cations, when the image sequence is obtained using two cameras instead of one. The 3-D locations of the feature points can be found using stereo matching, and can be used directly instead of their projections on the image plane 27]. The performance of the IEKF improves considerably if stereo image sequences are used, since the nonlinearity of perspective projection can be eliminated from the measurement equations . Convergence is faster and more reliable, and an accurate initial guess is not required. It is also easier to estimate higher derivatives of the motion parameters. In 27], a constant precession model is used for the rotation of the object, and a constant acceleration model for the translation.
Several other extensions and enhancements to our work are possible. These include : use of lines or edges as the features to be tracked (instead of points), interleaving the feature correspondence search with the recursive estimation, and using more general models for the kinematics of the object. Our current research is directed towards accomplishing some of these goals.
A Obtaining the Initial Estimate
In the experiments discussed in this paper, we have used the batch estimation technique developed by Broida and Chellappa, discussed in 22] to obtain the initial state estimates for the IEKF. This algorithm does not estimate the quaternions, but the latter can be trivially initialised if the inertial and the object-centred coordinate sys-tems are assumed to be aligned initially.
In B B B B B B B B B B B B B B B B B B B B B B B B B B B B B B B B . . .
The individual components of s i (u; t k ) of (6) are (setting t 0 = 0),
The terms R x (u; i; t k ), etc., refer to the x?, y?, and z?components of the camera (inertial) coordinates of the i th match point, which are expressed in the rotated (object-centered) coordinate system as (x i =z R , y i =z R , z i =z R ). The rotation matrix R(u; t k ) of (10) where the time argument of q(t) has been suppressed. The 1 in the z{component of s i (u; t k ) is written as z R =z R , in an analogous manner to the terms u 1 = x R =z R and u 2 = y R =z R , as discussed above. All components of the object structure and translational kinematics are then homogeneous in 1=z R , which accounts for the global scale factor. Next, the components of (8) 
= u 2 + t k u 4 + R y (u; i; t k ) 1 + t k u 5 + R z (u; i; t k ) + n Y (t k ): Then, if the noise terms n X (t k ) and n Y (t k ) are assumed to be independent, identically distributed (IID), zero mean Gaussian ,then, nding the the maximum likelihood (ML) estimate b u of u can be shown to be equivalent to minimising with respect to u the sum of squared residuals :
The above minimization may be done using any standard optimization algorithm. In this research, the IMSL routine for minimization by a quasi-Newton method (UM-ING) was used. More details of the batch algorithm may be found in 19].
B Obtaining Feature Point Correspondences
The IEKF described in the paper assumes that the feature points have been matched over successive images(frames) in the sequence. Obtaining feature point matchings is a highly non-trivial problem, and considerable research on this issue has been reported in the literature (for instance, see 31] ). This issue has not been addresssed in this research, but it appears that in the present formulation the process may be considerably simpli ed and speeded up by using the predictive capabilities of the Kalman lter. State vectors can be predicted at future time instants, and using these, future feature-point positions in the image sequence can be predicted with known uncertainty. This information can be used to restrict the search space for future matchings.
In P(tjD) is the approximate state covariance matrix at time t, conditioned on all available data (e.g. past and future data, if t represents an interpolation, and past data only if t is an extrapolation). The approximate covariance matrix can be computed by integrating the di erential equation (55). In correlating observed feature locations with estimated feature locations, a measure of closeness is desired between the predicted coordinates of feature point i and the measured coordinates of feature point j at time t k+1 , under the hypothesis that the measured and predicted feature are one and the same. For example, if a single feature is observed, and there are M predicted features, this amounts to an M?ary hypothesis test. As might be expected, the number of hypotheses grows quickly with the number of predicted and observed features, and the possibilities exist that each observed feature could be new (observed for the rst time), and/or that each of the predicted features could be occluded. ; (71) and the probability of correctly labelling o 1 can be computed from the knowledge of the state and measurement covariances, and the normalized distances of the remaining elements fd i1 ; i = 1; : : : ; Mg. Next, suppose that M feature points are observed, that they truly represent noisy observations of the existing set of predicted feature points (no extra points, no missing points), and an assignment of measured points to predicted points is desired. This assignment is computed by observing that the vector of distances fd ij ; i; j 2 Tg (where T denotes a particular 1-to-1 assignment of observed feature points j to predicted feature points i) is multivariate Gaussian. The (unknown) mean vector of this density is the projection of the actual feature points (of which fp i g are estimates)
into the image plane; the covariance matrix takes into account the variances of the observations, the estimates, and the process noise. The computation of the probability of error in this process when there are two observations of two features is discussed in 33].
A solution is obtained by computing the assignment T that minimizes the sum e T = arg min 
