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Abstract
A vector algorithm is an algorithm that applies a bounded number of vector operations to an
input vector, regardless of the length of the input. In this paper, we describe the links between
the existence of vector algorithms and the cascade decompositions of counter-free automata.
We show that any computation that can be carried out with a counter-free automaton can be
recast as a vector algorithm. Moreover, we show that for a class of automata that is closely
related to algorithms in bio-computing, the complexity of the resulting algorithms is linear in
the number of transitions of the original automaton.
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1. Introduction
The goal of this paper is to investigate the links between the Krohn–Rhodes The-
orem [2], and the so-called bit-vector algorithms that popped up recently in the 4eld
of bio-computing to accelerate the detection of similarities between genetic sequences
[5], or more general pattern matching problems [6].
A vector algorithm is an algorithm that applies a bounded number of vector opera-
tions to an input, regardless of the length of the input. These algorithms can thus be
implemented in parallel, and/or with bit-wise operations available in processors, leading
to highly e7cient computations.
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These algorithms are usually derived from an input–output automaton that models
a computation, but they often use speci4c properties of its transition table in order to
produce an e7cient algorithm. It is thus natural to ask whether there is a general way
to construct them. In [1], we identi4ed a class of automata, the solvable automata, for
which we could prove the existence of bit-vector algorithms.
This paper extends our previous work in two directions. We 4rst extend the con-
struction of bit-vector algorithms to the class of counter-free automata. Drawbacks of
this construction, which relies on the cascade decomposition of the automata, are that
there is no easy way to obtain it, and that the complexity of the resulting algorithms
can be exponential in the number of transitions [4]. Still, the second, and surprising
result, is that any solvable automaton admits a bit-vector algorithm whose complexity
is linear in the number of transitions.
2. What is a (bit) vector algorithm?
A vector algorithm is an algorithm which, on input vector e=(e1e2 : : : em), com-
putes an output vector r=(r1r2 : : : rm) in a bounded number of steps, independent
of m. Each step of the computation consists of applying, component-wise, a sin-
gle operation on the input vector. We talk of bit-vector algorithms when the op-
erations are restricted to bit-wise operations such as logical operators, denoted by
the usual symbols ¬, ∨, and ∧; binary addition; and shifts that are de4ned, for
e=(e1 : : : em) as
↑v e = (ve1 : : : em−1):
Here the values of e have been shifted to the right, and the 4rst component is set to v.
As a running example, consider the following automaton.
Given an input word e=(e1e2 : : : em), we are interested in the sequence of output
states. The standard way of carrying this computation is to visit the states of the
automaton using the input word, which is a procedure whose complexity is proportional
to the length of e. On the other hand, the following surprising formula decides whether
the output state is 1, in 8 operations.
b ∧ (↑1 b ∨ ((↑0 a ∧ a) + ¬(↑1 b ∧ b)); (1)
where a and b stand, respectively, for the characteristic bit-vector of the letters a and
b in e, that is ai =1 iF ei = a and bi =1 iF ei = b. For example, if e=(baababbb)
then a=(01101000) and b=(10010111).
Formula (1) requires 5 logical operations, 2 shifts, and 1 binary addition with carry.
This formula can thus be computed very e7ciently, and the number of steps in the
computation is independent of the length of the input word e. The true agenda of this
paper is to fully understand the correspondence between the bounded counter automaton
of Fig. 1 and Formula (1).
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Fig. 1. A bounded counter.
3. Cascades made simple
The cascade product [10], and its more algebraic counterpart, the wreath product,
have awkward de4nitions that contributed greatly to their almost total neglect from
the computer science community. However, in the next pages, we will try to give the
essential Gavor of the construction in simple terms, while—let us hope—giving enough
details to document the links with bit-vector algorithms.
Consider an automaton B0, with n states, which we will represent as the following
generic box,
where a stands for an arbitrary transition. In order to de4ne the cascade product B0◦B1,
we attach to each state of B0 a clone of an automaton B1, with m states, and whose
transition function may vary among diFerent copies. That is, automaton B1 has possibly
n diFerent transition functions.
The whole device operates with the following protocol. Automaton B0 has a current
state—in gray—and each version of automaton B1 has the same current state—also in
gray. This pair of states is the global state of the device.
On input a, the behavior of B0 is the normal automaton behavior, and the behavior
of B1 is given by the clone which is attached to the current state of B0. Assum-
ing the above global state, on input a, the next state of the product would be the
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following:
Clearly, the global behavior can be described by an automaton with n×m states, since
for each global state (q1; q2), and each input letter, there is a unique corresponding
global state. This construction can also be iterated.
Formally, we have the following de4nition of the cascade product.
Denition 1. A cascade product C=(;Q; ′)=B0 ◦B2 ◦ · · · ◦Bn−1 is an automaton
such that:
(1) For all i, 06i6n − 1, Bi =(Q0× · · · ×Qi−1×;Qi; i), where i is a partial
transition function.
(2) Q=Q0× · · · ×Qn−1 and the global transition function is evaluated coordinate-
wise according to
′(q0 : : : qn−1; ) = (0(q0; ); : : : ; n−1(q0 : : : qn−2; )):
The cascade decomposition of an automaton A can then be de4ned as follows.
Denition 2. Let A be an automaton. A cascade decomposition of A is given by
a cascade product C=B0 ◦ B2 ◦ · · · ◦ Bn−1, and a (partial) homomorphism ’ from
C to A.
For example, the bounded counter of Fig. 1 admits the decomposition of Fig. 2, with
the homomorphism ’(0; 0)=1, ’(0; 1)=’(1; 0)=2 and ’(1; 1)=3. In this example,
the global behavior C of the cascade product, and the homomorphism ’, are also
illustrated in Fig. 2.
Fig. 2. A cascade decomposition of A and the homomorphism from C=B0 ◦B1 to A.
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The rewards of going through such a de4nition is a theorem by Krohn and Rhodes
[2] that establishes that any automaton admits a cascade decomposition whose elements
are very simple, and whose nature reGects deep algebraic properties of the language
recognized by the automaton. Here we need a special case of this theorem which
concerns counter-free automata. But 4rst, let us give some basic de4nitions.
Denition 3. Let A be an automaton. We de4ne two particular types of transitions
of A:
(1) A transition a is a reset if the function induced by a on the states of A is constant.
(2) A transition a is an identity if the function induced by a on the states of A is
the identity function.
A reset automaton is an automaton in which all transitions are resets or identities.
We say that a word e induces a non-trivial permutation on the states of an automaton
A if there is a sequence of k¿1 states in A that are mapped circularly by e. An
automaton is counter-free if no word induces such a permutation.
Theorem 4 (Krohn-Rhodes [2]). Any counter-free automaton admits a cascade
decomposition of binary reset automata.
This theorem provides the link between counter-free automata and vector algorithms.
Indeed, given a cascade decomposition (C; ’) of an automaton A, it is easy to produce
an elementary logical characterization of the output states of A. For example, in the
decomposition of Fig. 2, we have the following:
A is in state 1 if and only if ;
C is in state (0; 0) if and only if ;
B0 is in state 0 and B1 is in state 0:
In general, since the homomorphism ’ is surjective, we have:
Corollary 5. For any counter-free automaton A, the proposition “A is in state s” is
equivalent to a disjunction of propositions of the form
B0 is in state s0 and · · · and Bn−1 is in state sn−1;
where each Bi is a binary reset automaton.
Corollary 5 implies that the problem of translating a counter-free automata com-
putation into bit-vector algorithms reduces to the problem of translating binary resets
automata computations. This is the subject of the next section.
4. The addition lemma
A binary reset automaton has a very simple structure that is depicted in Fig. 3. Both
letters a and b are resets to, respectively states 1 and 0, and the letter c is an identity.
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Fig. 3. A ‘generic’ binary reset automaton.
To compute easily the output r of M, we have to following lemma which is proved
in [1].
Lemma 6 (The Addition Lemma). The output r of M can be described by the fol-
lowing two vectors:
(r = 0) = b ∨ [c ∧ (¬b+b ¬((b ∨ c))];
(r = 1) = a ∨ [c ∧ ¬(a +b (a ∨ c))]:
Note: Formulas in Lemma 6 are strikingly similar to the past temporal logical for-
mulas of [3]. Maler and Pnueli code the language Lq= {non empty words that ends
in state q} with the logical formula (¬outq)S(inq) which can be loosely translated as
“there was no transition that went out of state q since the last reset transition to
state q”. In the next section, we will use this similarity to discuss the complexity of
vector algorithms.
5. From cascades to bit-vector algorithms
At this stage, it remains only to put the pieces together. Corollary 5 and the Addition
Lemma implies:
Theorem 7. The output states of any counter-free automaton can be computed with
a bit-vector algorithm.
As an example, we will carry out the translation in the case of the automaton of
Fig. 1, giving a full justi4cation of Formula (1). Fig. 2 gives a cascade decomposition
of this automaton, that we present here in a slightly diFerent—and more standard—way.
In Fig. 4, the two copies of automaton B1 have been fused together, and transitions
in B1 are pre4xed by the label of the state of B0 to which they belong.
For example, in Fig. 4, the transition 0b represents the proposition: automaton B0
was in state 0, and the current transition is b. We already noted, in Section 3, that
the automaton of Fig. 1 is in state 1 if and only if the cascade B0 ◦B1 is in global
state (0; 0). Using the Addition Lemma, automaton B0 is in state 0 if and only if
b ∨ (¬a ∧ (a + ¬b)); (2)
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Fig. 4. A compact way to represent cascade decompositions.
and automaton B1 is in state 0 if and only if
0b ∨ (¬1a ∧ (1a + ¬0b)): (3)
Since b implies ¬a, the formula (2) reduces to b. The formula (3) involves the two
propositions
0b : B0 was in state 0 and the current transition is b;
1a : B0 was in state 1 and the current transition is a;
which translate, respectively, as (↑1 b)∧ b and ¬(↑1 b)∧ a.
Using the equivalence ¬(↑1 b)⇔ (↑0 ¬b), the second proposition reduced to ↑0 a∧ a.
With this, formula (3) becomes (↑1 b∧ b)∨ (¬(↑0 a∧ a)∧ ((↑0 a∧ a) + ¬(↑1 b∧ b))):
Since b implies ¬(↑0 a∧ a), the above formula is equivalent to
(↑1 b ∧ b) ∨ (b ∧ ((↑0 a ∧ a) + ¬(↑1 b ∧ b))): (4)
Finally, using the logical equivalence (p∧ q)∨ (q∧ r)⇔ q∧ (p∨ r), formula (4) be-
comes b∧ (↑1 b∨ ((↑0 a∧ a) + ¬(↑1 b∧ b)) which is Formula (1).
5.1. Complexity issues
The construction of the preceding section hides ‘time-bombs’ which are discussed in
[3]. The 4rst problem arises when some states of an automaton A must be encoded by
exponentially many con4gurations of its cascade decomposition B0 ◦ · · · ◦Bn−1. This
implies that the length of the logical formulas that encode the languages recognized
by those states can be exponential in the number of states of A. Since the number
of operations in the bit-vector algorithms are proportional to the length of the logical
formulas that code the languages, the negative results of [3] also apply to bit-vector
algorithms.
Another potential pitfall of the method is that the Krohn–Rhodes Theorem does not
provide e7cient ways to obtain a decomposition. Moreover, deciding if an automaton
is counter-free is NP-Hard [9].
Fortunately, computations that arise from biological problems involve automata that
behave very well with respect to cascade decomposition. They belong to a particular
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class of automata for which it is possible to bound linearly—in the number of states
and transitions—the size of the corresponding vector algorithm. We discuss this class
in the next section.
6. Solvable automata yield nice cascades
Consider a 4nite complete automaton A on alphabet of events , with states Q and
transition function Q× T→ Q.
Denition 8. We say that a state s is solvable if, for all events x∈ that do not loop
on s, either all states reach s with x, or none does. Formally
∀s′ ∈ Q; T (s′; x) = s
or
∀s′ = s ∈ Q; T (s′; x) = s:
A solvable state can be removed from an automaton in the following sense. Let Is
be the set of events for which T (s′; x)= s for all s′, and A\{s} be the automaton
obtained from A by removing s, and all its pending arrows. Then if s is solvable,
A\{s} is still a complete automaton on the alphabet \Is, since T (s′; y) = s if y is
not in Is.
Denition 9. An automaton A is solvable if it has one state, or if it has one solvable
state s, and A\{s} is solvable.
When an automaton A with n states is solvable, there is an induced ordering on
its states, starting from the 4rst solvable state, and then the next, and so on. We can
thus relabel the states of A and assume that Q= {1; 2; : : : ; n}. With that order we then
have, for any transition b
(k; b) ¡ k implies ∀k ′ ¿ (k; b); (k ′; b) = (k; b):
If one thinks of the states of A as the output of a computation, the above property
means that, if the output decreases, then its value depends only on the input, and
not on the current state. Solvable automata appear, for instance, in algorithms used to
compare biological sequences [1].
6.1. Cascade decomposition of a solvable automaton
We will show that if an automaton A is solvable then we can construct a simple
cascade decomposition for A.
Suppose that A=(;Q; ; i; F) is a solvable automaton with n states and suppose
that these states are in the order of solvability (i.e. Q= {1; : : : ; n} and state 1 is solvable
in A, state 2 in A\{1}, and so on.)
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Theorem 10. A admits a simple cascade decomposition of n binary reset automata
C=B0; : : : ;Bn−1, with homomorphism ’(1k0n−k)= k, where each Bi is of
the form
with one reset transition 1k0i−ka, to state 1, for each transition a and state k in
automaton A such that (k; a)¿i¿k, and one reset transition 1ib, to state 0, for
each transition b and state k in automaton A such that (k; b)6i¡k.
Roughly, transitions of type a, that increase the value of the output state in A,
induce resets to state 1 in Bi, and transitions of type b, that decrease the value of
the output induce resets to state 0. Note that B0 has no resets. The homomorphism ’
implies that the global state of the cascade corresponding to the fact that the 4rst k
automata Bi are in state 1 and the others are in state 0 is the inverse image of state
k in A.
To prove Theorem 10, we will show that the automata Bi, in the decomposition of
a solvable automaton of this theorem, are reset automata, and that ’ is an automata
homomorphism from C to A. But 4rst, let us give an example of the decomposition
of a solvable automaton.
Example 1. Here are a solvable automaton A, and its cascade given by Theorem 10.
For clarity, we omitted the identity transitions in automata B1 and B2. We get a
cascade decomposition for A with the homomorphism ’ :C=B0 ◦B1 ◦B2→A given
by ’(1k0n−k)= k (Fig. 5).
The following elementary properties follows from the construction in Theorem 10:
Property 1. An increasing transition a in A de4ned in state k induces a reset to 1 in
each automata Bk to B(k; a)−1.
Property 2. A decreasing transition b to state (k; b) induces, by solvability, a reset to
0, labeled by 1ib, in each automata Bi, for i from (k; b) to n− 1.
Lemma 11. For each i, 06i6n− 1, Bi is a reset automaton.
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Fig. 5. A cascade decomposition of a solvable automaton.
Proof. In order to show that Bi is a reset automaton, we have to show that there are
no transition of the form
in any of the Bi’s. By construction, such a transition could only be of the form
The transition 1ic from state 0 to 1 implies that there exist a transition c from state i
to a state strictly greater than i in A, which means that (i; c)¿i.
The transition 1ic from state 1 to 0 implies ∃j¿i such that (j; c)6i¡j. Thus,
(j; c)¡j and solvability implies that ∀k¿(j; c); (k; c)= (j; c). Since i¿(j; c), we
must have (i; c)= (j; c)6i which contradicts the hypothesis (i; c)¿i.
The fact that the function ’ of Theorem 10 is an automata homomorphism is based
on the following lemma, which can be proved with Properties 1 and 2.
Lemma 12. Let ′(q0 : : : qn−1; )= (0(q0; ); : : : ; n−1(q0 : : : qn−2; )) denote the tran-
sition function of the cascade product C=B0 ◦ · · · ◦Bn−1, then
(k; c) = j i= ′(1k0n−k ; c) = 1j0n−j:
Proof. We will consider three diFerent cases:
(1) k¡j: if (k; c)= j, we have an increasing transition from state k and, by Prop-
erty 1, c induces a reset to state 1 in each automata Bk to Bj−1 in the cascade.
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Thus ′(1k0n−k ; c)= 1j0n−j. Conversely, if ′(1k0n−k ; c)= 1j0n−j then the resets
to state 1 are de4ned in each automata Bk to Bj−1 and, by Property 1, they can
only be de4ned if (k; c)= j.
(2) k¿j: if (k; c)= j, we have a decreasing transition from state k and, by Prop-
erty 2, transition c induces a reset to state 0 in automata Bj to Bn−1 in the cas-
cade. Thus ′(1k0n−k ; c)= 1j0n−j. Conversely, if ′(1k0n−k ; c)= 1j0n−j, we have
resets from state 1 to 0 in automata Bj through at least Bk−1. And then, Property
2 implies that (k; c)= j.
(3) j= k: if (k; c)= k, transition c induces only identities in the cascade implying
′(1k0n−k ; c)= 1k0n−k . Conversely, if ′(1k0n−k ; c)= 1k0n−k , this means that for
transition c no resets are de4ned in the cascade and we must have (k; c)= k.
(Every other possibility would have induced resets in the cascade.)
Using the above lemma, we can now prove the central result of this section.
Proof of Theorem 10. Lemma 12 implies that the sub-automaton of C generated by
the set of states of the form 1k0n−k ; k¿1, is isomorphic to A and so we have that
C is a cascade decomposition for A.
6.2. A linear bit-vector algorithm for solvable automata
The simple structure of the Bi’s in the decomposition of the preceding section allows
us to derive a linear algorithm for a solvable automaton A using Theorem 7. Consider
the propositions:
Pi: Automaton A goes to state i:
Qi: Automaton Bi goes to state 0:
For i in [1::n− 1], Theorem 10 implies that Pi is equivalent to Qi ∧¬Qi−1, and Pn is
simply ¬Qn−1. Thus, knowing the values of the Qi’s, we can compute the output of
A in O(n) steps.
For an automaton Bi in the cascade product, we 4rst form the disjunction of all its
resets, with the notations:
ai =
∨
(k;a)¿i¿k
1k0i−ka;
bi =
∨
(k;b)6i¡k
1ib:
From the Addition Lemma 6, we immediately get the formula
Qi = bi ∨ (¬ai ∧ (ai + ¬bi)):
The tricky part is the fact that, since the disjunctions are over pairs of states and tran-
sitions, computing each of the vectors ai and bi can require O(mn) steps, where m is
the size of the alphabet of A. Thus, the total computing eFort would be O(mn2).
Fortunately, there exists recursion formulas for both the ai’s and the bi’s, which
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reduce the total computing eFort to O(mn). Here, I stands for the initial state of
automaton A.
Lemma 13. The vectors ai and bi , for i¿1 are given by
ai =
(
¬Q′i−1 ∧
( ∨
(i;a)¿i
a
))
∨
(
ai−1 ∧Q′i−1 ∧ ¬
( ∨
(k;a)=i¿k
(↑i=k Pk ∧ a)
))
;
bi =
(
¬Q′i−1 ∧
(
bi−1 ∨
∨
(k;b)=i¡k
b
))
;
where Q′i−1 = ↑i¿I Qi−1.
Proof. The formula for ai can be split in two parts, according to whether k = i or not.
ai =
( ∨
(i;a)¿i
1ia
)
∨
( ∨
(k;a)¿i¿k
1k0i−ka
)
:
Transitions of the form 1ia mean that the preceding state of automaton A is at least i,
thus the preceding state of Bi−1 must be 1. Therefore, ¬(↑i¿I Qi−1) must be true,
where the boolean value i¿I takes care of the initial state. The 4rst part of the
disjunction thus becomes
(
¬Q′i−1 ∧
( ∨
(i;a)¿i
a
))
:
In the second part of the disjunction, transitions of the form 1k0i−ka, with k¡i, mean
that the preceding state is strictly less than i, which is equivalent to the formula
(↑i¿I Qi−1), and all transitions that were in ai−1 are in ai except those for which
(k; a)= i.
Now, for the bi’s, we have the following formula:
bi =
∨
(k;b)6i¡k
1ib:
Transitions of the form 1ib implies that the preceding state in automaton A is a
least i, thus the preceding state of Bi−1 must be 1. Therefore, ¬(↑i¿I Qi−1) must be
true. Moreover, all transitions that were in bi−1 are also in bi except those for which
(k; b)= i¡k. These facts imply the recursive formula for bi .
Let A be a solvable automaton in which the states are in order of solvability say
Q= {1; 2; : : : ; n}. We have the following linear algorithm that compute, given an input
sequence e= e1 : : : em, the sequence of visited states r= r1 : : : rm:
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Algorithm 14. (1) Since state 1 is solvable in A, we can represent A in the following
way:
where I1 is the set of events for which T (s; x)= 1, ∀s∈Q, ∀x∈ and where L1 is the
set of events that loops on state 1 but are not in I1. By the Addition Lemma 6 we
then get that
(r = 1) = P1 =
{
I1 ∨ [L1 ∧ (¬I1 +b ¬((I1 ∨ L1))] if state 1 is initial
I1 ∨ [L1 ∧ ¬(I1 +b (I1 ∨ L1))] otherwise:
(2) Now, for i from 2 to n− 1, compute
ai←
(
¬Q′i−1 ∧
( ∨
(i;a)¿i
a
))
∨
(
ai−1 ∧Q′i−1 ∧ ¬
( ∨
(k;a)=i¿k
(↑i=k Pk ∧ a)
))
;
bi ←
(
¬Q′i−1 ∧
(
bi−1 ∨
∨
(k;b)=i¡k
b
))
;
Qi ← bi ∨ (¬ai ∧ (ai +b ¬bi)) ;
(r = i)← Qi ∧ ¬Qi−1:
(3) Finally, Pn =(r= n) is given by ¬Qn−1.
6.3. Complexity issues
In order to study the time complexity of Algorithm 14, we have to look at the
computation of the ai’s and bi’s of Lemma 13. By de4nition, ai is the disjunction of
all the resets of automaton Bi. Thus, ai contains a reset 1k0i−ka for each transition a
in A from a state s6i to a state s′¿i. There are possibly O(mn) resets of that type,
where m is the size of the input alphabet of A. Equivalently, bi contain a reset 1ib,
from state 1 to state 0 in Bi, for each transition b in A from a state s¿i to a state
s′6i.
Even though some of the formulas in Lemma 13 involves O(mn) steps, note that any
increasing transition (k; a) of automaton A generates two terms, one in ak, and one
in a(k;a). Any decreasing transition (k; b) generates only one term, in b(k;b). Thus,
the overall computing eFort is O(mn), even if computing some of the ai’s can also be
O(mn).
7. Conclusions
We established that counter-free automata admit bit-vector algorithms, and that solv-
able automata admit linear bit-vector algorithms. Are the solvable automata the only
ones that behave reasonably? One direction that was explored in this paper was to
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restrict the possible states of the cascade, and the type of resets allowable. These re-
strictions characterize the class of solvable automata. The identi4cation of other classes
of automata that generate e7cient vector algorithms should thus rely on a diFerent
approach. Studying other decompositions of automata, for example the bilateral de-
composition, may give at least a partial answer to this question.
Another approach is to study the algebraic properties of solvable automata in order to
identify the algebraic speci4city of this particular sub-class of the aperiodic automata.
In that direction, Serre [8] studied the accepted languages of solvable automata and
has shown that if there exists a vector algorithm for an automaton then this automaton
has to be solvable. Moreover, he has shown that it is easy to construct a vector
algorithm for the subclass of aperiodic automata that accept languages of level 3/2 of
the Straubing–ThSerien hierarchy [7].
References
[1] A. Bergeron, S. Hamel, Vector algorithms for approximate string matching, Internat. J. Foundations of
Comput. Sci. 13 (1) (2002) 53–66.
[2] K. Krohn, J.L. Rhodes, Algebraic theory of machines, Trans. Amer. Math. Soc. 116 (1965) 450–464.
[3] O. Maler, A. Pnueli, Tight bounds on the complexity of cascaded decomposition theorem, 31st Annu.
Symp. on Foundations Computer Science IEEE, Vol. II, St-Louis, Missouri, USA, 1990, pp. 672–682.
[4] O. Maler, A. Pnueli, On the Cascaded Decomposition of Automata, its Complexity and its
Application to Logic, 1994, 48pp., unpublished manuscript available at http://www-verimag.imag.fr/
PEOPLE/maler/uabst.html.
[5] E. Myers, A fast bit-vector algorithm for approximate string matching based on dynamic programming,
J. ACM 46 (3) (1999) 395–415.
[6] G. Navarro, M. Ra7not, Flexible Pattern Matching in Strings—Practical on-line Search Algorithms for
Texts and Biological Sequences, Cambridge University Press, Cambridge, 2002, 280pp.
[7] J.E. Pin, Syntactic semigroups, in: G. Rozenberg, A. Salomaa (Eds.), Handbook of Formal Languages,
Vol. 1, Springer, Berlin, 1997, pp. 679–746.
[8] O. Serre, ImplSementations d’automates 4nis par des opSerations vectorielles, DEA Report, LIAFA, June,
2001.
[9] J. Stern, Complexity of some Problems from the Theory of Automata, Inform. and Control 66 (1985)
163–176.
[10] H.P. Zeiger, Cascade synthesis of 4nite-state machines, Inform. and Control 10 (1967) 419–433.
