Abstract: There is a need to improve the capability of the adaptive filtering algorithm against Gaussian or multiple types of non-Gaussian noises, time-varying system, and systems with low SNR. In this paper, we propose an optimized least mean absolute fourth (OPLMF) algorithm, especially for a time-varying unknown system with low signal-noise-rate (SNR). The optimal step-size of OPLMF is obtained by minimizing the mean-square deviation (MSD) at any given moment in time. In addition, the mean convergence and steady-state error of OPLMF are derived. Also the theoretical computational complexity of OPLMF is analyzed. Furthermore, the simulation experiment results of system identification are used to illustrate the principle and efficiency of the OPLMF algorithm. The performance of the algorithm is analyzed mathematically and validated experimentally. Simulation results demonstrate that the proposed OPLMF is superior to the normalized LMF (NLMF) and variable step-size of LMF using quotient form (VSSLMFQ) algorithms.
Introduction
Adaptive filter (AF) algorithms are frequently employed in linear systems [1] , nonlinear systems [2] , and distributed network systems [3] , and has been used in many fields including biomedical engineering [4] [5] . Recently, research has focused on AF algorithms based on high order error power (HOEP) conditions [6] [7] . The most common HOEP algorithm are the least mean absolute third (LMAT) [7] and least mean fourth (LMF) algorithms, especially the LMF algorithm [6] [10]- [14] . It is because the LMF algorithm outperforms the well-known least mean square (LMS) algorithm and achieves a better trade-off between the transient and steady-state performances of the adaptive filter [1] [6] . More importantly, the LMF algorithm can achieve robust performance against the unknown noise of several different probability densities [1] [6] . For example, impulsive noise has been modeled by an α-stable random process in previous studies [15] [16] . It has been observed that the LMF yields better performance than that of the LMS algorithm for noise of sub-Gaussian nature, or noise with longtailed probability density function [6] [10]- [14] . However, the LMF algorithm has several stability problems that may limit its applications. For example, prior methods lead to suboptimal solutions in low signal-to-noise ratio (SNR) region, and are sensitive to the scaling of input signal and strong noise. Wallach and colleagues [6] showed that the stability of the algorithm about the Wiener solution depends upon both the adaptive filter input power and the noise power. To improve performance, normalized versions of the LMF algorithm have been proposed and studied [17] - [19] . None of these normalized LMF (NLMF) algorithms provides a global remedy to the above mentioned stability problems. However, algorithm stability depends upon the input signal power [19] .
The step-size is a critical parameter in addressing the issue of obtaining either a fast convergence rate or low excess mean-square error [7] - [9] . A large step-size responds quickly to convergence, but may lead to a large mean-square deviation (MSD) and even cause loss of convergence, while a small step-size may degrade the tracking speed of the AF algorithm [7] . Therefore, the step-size must be chosen very carefully. Selection of the step-size should balance low steady-state error with a fast convergence rate. Thus, the variable step-size method attracts considerable attention in the field. There are various methods that can be adopted to get the step-size formula, such as the one previously developed by us that made use of a special function to update step-size [20] . In previous study we [7] utilized the various nonparametric variance estimates and proposed the nonparametric variable step-size LMAT algorithms. The approximating optimal step-size was selected in [8] such that the MSD was minimized. In the following study we [9] made use of MSD and proposed an optimized LMAT algorithm that addressed the optimization problem with the step-size. Similar method can be useful for the normalized LMF algorithm with the step-size. For LMF-type algorithms, there are several variable step-size LMF algorithms, such as NCLMF [21] . In this algorithm normalization does not protect the algorithm from divergence when the input power of the adaptive filter increases [22] . Therefore, motivated by Zhao and colleagues [23] , Asad and colleagues [24] proposed a new variable step-size least-mean fourth algorithm by utilizing the quotient form (VSSLMFQ) in the step-size design, with the aim to achieve both robust and stable design. But this method still cannot tell us what optimal step-size of LMF. So, from the above discription, all the existing solutions are found to be either very sensitive to input and/or noise statistics or suffer from instability.
The effectiveness of the LMF-type algorithm are determined or affected by a number of factors including the feature of unknown time-varying system, the characteristics of the additive noise, low SNR and the input signal excitation. However, in practice, the measurement noise of an unknown system is non-Gaussian, and the system is often time-varying with low SNR. Therefore, on the basis of prior work presented in [9] [10]- [14] , an optimal step-size of the LMF algorithm (OPLMF) in this paper is derived such that the MSD is minimum at any given moment in time. The purpose of the OPLMF algorithm is to be able to deal with the different noise distributions including Gaussian, Uniform, Binary, Rayleigh and Poisson effectively. The mean convergence and MSD of the OPLMF algorithm are also derived in order to show that this algorithm is superior, theoretically. The computational complexity of the OPLMF algorithm is analyzed theoretically. Finally, we carried out seven system identification experiments to illustrate significant superiorities of the OPLMF algorithm over the NLMF and VSSLMFQ algorithms. Briefly, this paper is organized as follows. The proposed OPLMF algorithm is introduced in Section 2. Performance of the OPLMF algorithm is studied in Section 3. The numerical simulations are carried out in Section 4 and conclusions are presented in Section 5.
The main contributions of this work are as follows: (a) an OPLMF algorithm based on minimizing the MSD at any given moment in time, regardless the prob-density of noise. (b) Step-size of the OPLMF algorithm can achieve minimum steady-state error. (c) Stability of the proposed algorithm is studied. (d) Steady-state errors are derived from both Gaussian and non-Gaussian noises.
Proposed OPLMF algorithm
The coefficient vector of the unknown system is defined as
. L is the filter length.
( ) = [ ( ), ( + 1), ( + 2), ⋯ , ( + − 1)] denotes the input data vector of the unknown system at times instant n, and ( ) denotes the observed output signals, respectively.
where ( ) is a stationary additive noise with zero mean and variance of σ 2 . In addition, { ( )} is a stationary sequence of independent zero-mean random variables with a finite variance σ 2 and zero odd order moments and is assumed to be uncorrelated with any other signal. ( ) is also stationary with zero-mean, a variance of σ 2 , and ( ) is Gaussian with a definite positive autocorrelation matrix = E[ ( ) ( )].
The cost function used for obtaining the OPLMF algorithm is given by
where
The updated recursion of coefficients vectors can be derived as Eq. (7):
In Eq. (7), denotes the step-size [9] . The purpose of this work is to find an optimal step-size of variable LMF algorithm.
Combine Eq. (5) and Eq. (7), [19] , the following sufficient condition of convergence of E[ ( )] of the LMF algorithm is derived as Eq. (9).
Eq. (9) implies that the stability of the LMF algorithm depends on the input power of the adaptive filter and the noise power. However, the Eq. (9) is derived under the assumption that the deviation vector is close to zero, i.e., ( + 1) →∞ =0 (10) Premultiplying Eq. (8) by its transpose, using Eq. (5), taking the expected value and using the statistical properties of ( ) leads to
(11) So, we will derive Eq. (11) by giving each term,
and
and 
In the real practical world σ 2 are unknown [9] , however, we can estimate σ 2 by using Eq. (23). Based on NPVSS-NLMS algorithm [25] , we can get
The result from Eq. (19) illustrates a "separation" between the convergence and misadjustment components. Therefore, the term ( , , σ , ( )) influences the convergence rate of the algorithm. It can be noticed that the fastest convergence mode is obtained when the function of Eq. (19) reaches its minimum.
At this value, so to get ( , , σ , ( )) > 0.
The stability condition can be found by imposing | ( , , σ , ( ))| < 1, which leads to Eq. (25) .
There are two important issues to be considered: (1) in the context of system identification, it is reasonable to follow a minimization problem in terms of the system misalignment; (2) we have main parameters which influences the overall performance of the OPLMF algorithm.
The derivative of is calculated at both ends of Eq. (18) at the same time. [26] . The excess mean-square error (EMSE) at times instant n is given by Eq. (32).
Finally, the steady-state EMSE, EMSE(∞)is given by using Eq. (31) and Eq. (32).
Summary of the procedure for the OPLMAT algorithm based on the analysis presented above is given in Table 1 . Table 2 shows the comparison of the computational complexity that is computed on the basis of the number of multiplications, divisions, comparisons, and pluses in each LMFtype algorithm's update equation, where is the tap length, and denotes the number of the input vector for the VSSLMFQ [24] . There is recursion required to compute ( ) ( ) in OPLMF and NLMF. In addition, compared to NLMF, the updated step-size and σ 2 ( ) formulas are added to the OPLMF algorithm, meaning that the computational complexity of OPLMF is greater than that of NLMF. However, the computational complexity of the OPLMF algorithm is less than the complexity of VSSLMFQ. From Table 2 , the OPLMF algorithm has a considerable complexity advantage over VSSLMFQ. 
Simulation results
This section presents the results of simulations in the context of system identification using various noise distributions of both stationary and non-stationary systems to illustrate the accuracy and robustness of the OPLMF algorithm. The length of the unknown coefficient vector ( ) is assumed to be L = 5. The input signal ( ) is a Gaussian white noise with zero mean and σ 2 = 1. The correlated input signal y( ) is calculated by using ( ) = 0.5 ( ) + ( ). In all of our experiments, the coefficient vectors are initialized as zero vectors. Five different noise distributions (Gaussian, Uniform, Binary, Rayleigh, and Passion) are used in the experiments. In order to verify the robustness of the pair of algorithms (for different low SNR , system time-varying characteristics , input signal type , and different types noise ), we randomly select different low SNR , system characteristics , the input signal and noise type is combined into 7 groups experiment. MSD( ) = 10 10(‖ ( ) − ( )‖ 2 2 ) is used to measure the performance of algorithms. In addition, MSD error equals the absolute value of the difference between the simulation values and theoretical value (Eq. (26)). The results are obtained via Monte Carlo simulation using 50 independent run sets and an iteration number of 5000. The values of steady-state MSD of algorithms are recognized in Table 3 . A time-invariant system is modeled, and its coefficients vector of the unknown system is = [0. 
For Time-invariant system
The system noise is a Uniform distributed noise over the interval (0, 1) and the input signal is correlated input signal ( ) . Experiment 1. SNR=3dB, The MSD curves for the NLMF [13] , VSSLMFQ [24] , and OPLMF algorithms with the correlated input signal are shown in Fig. 1(A) . Fig. 1(B) shows the MSD error curves for the OPLMF algorithm. In order to make case of the OPLMF algorithm more persuasive, we provide a plot describing the evolution of ( ) as a function of the number of iterations in Fig. 1(C) . Experiment 2. SNR=1.5dB. The MSD curves for the NLMF [13] , VSSLMFQ [24] , and OPLMF algorithms with the correlated input signal are shown in Fig. 2(A) . Fig. 2(B) shows the MSD error curves for the OPLMF algorithm. In order to make case of the OPLMF algorithm more persuasive, we provide a plot describing the evolution of ( ) as a function of the number of iterations in Fig. 2 
(C).
Experiment 3. SNR=0dB. The MSD curves for the NLMF [13] , VSSLMFQ [24] , and OPLMF algorithms with the correlated input signal are shown in Fig. 3(A) . Fig. 3(B) shows the MSD error curves for the OPLMF algorithm. In order to make case of the OPLMF algorithm more persuasive, we provide a plot describing the evolution of ( ) as a function of the number of iterations in Fig. 3(C) .
For time-varying system Experiment 4. SNR=1dB, Gaussian noise, and uncorrelated input signal A time-varying system is modeled. The MSD curves for the NLMF [13] , VSSLMFQ [24] , and OPLMF algorithms with the uncorrelated input signal are shown in Fig. 4(A) . Fig. 4 (B) depicts the MSD error curves for the OPLMAT algorithm. In order to make case of the OPLMAT algorithm more persuasive, we provide a plot elucidating the evolution of ( ) as a function of the number of iterations in Fig. 4 (C).
Experiment 5. SNR=1dB, Binary distribution noise, and correlated input signal
A time-varying system is modeled. The MSD curves for the NLMF [13] , VSSLMFQ [24] , and OPLMF algorithms with the correlated input signal are shown in Fig. 5(A) . Fig. 5 (B) plots the MSD error curves for the OPLMF algorithm. In order to make case of the OPLMF algorithm more persuasive, we provide a plot showing the evolution of ( ) as a function of the number of iterations in Fig. 5(C) .
Experiment 6. SNR=0dB, Rayleigh distribution noise, and correlated input signal
Rayleigh distribution with 3 and the input signal is correlated input signal ( ). A timevarying system is modeled. The MSD curves for the NLMF [13] , VSSLMFQ [24] , and OPLMF algorithms with the correlated input signal are shown in Fig. 6(A) . Fig. 6(B) shows the MSD error curves for the OPLMF algorithm. In order to make case of the OPLMF algorithm more persuasive, we provide a plot showing the evolution of ( ) as a function of the number of iterations in Fig. 6(C) .
Experiment 7. SNR=3dB, Poisson distribution noise, and correlated input signal
Poisson distribution with 1 and the input signal is correlated input signal ( ). A timevarying system is modeled. The MSD curves for the NLMF [13] , VSSLMFQ [24] , and OPLMF algorithms with the correlated input signal are shown in Fig. 7(A) . Fig. 7(B) shows the MSD error curves for the OPLMF algorithm. In order to make case of the OPLMF algorithm more persuasive, we provide a plot showing the evolution of ( ) as a function of the number of iterations in Fig. 7(C) . Fig. 1(A) and Table 3 , the improvement due to implementation of the NLMF and VSSLMFQ algorithms can nearly approach 27.65dB and 24.63dB, respectively. Thus, compared to the NLMF and VSSLMFQ algorithms, the OPLMF algorithm can perform better in identifying the unknown coefficients under this condition. From the other experimental results, the same conclusion can be obtained. Fig. 1(B) , Fig. 2(B) , Fig. 3(B) , Fig. 4(B) , Fig. 5(B) , Fig. 6(B) and Fig. 7(B) show the MSD error. We observe an excellent match between predictions provided by our newly designed algorithm and results given by Monte Carlo simulations.
From Fig. 1(C) , Fig. 2(C) , Fig. 3(C) , Fig. 4(C) , Fig. 5(C) , Fig. 6(C) and Fig. 7(C) , we know that ( ) has a large value in the initial stage, which results in a high convergence rate as expected. After the algorithm converges on the point where a low misalignment is desired, ( ) decrease automatically.
From the results of Experiment 1-Experiment 3, we observe that the OPLMF algorithm is more robust to SNR than the NLMF and VSSLMFQ algorithms. In addition, from the results of Experiment 4-Experiment 7, we observe that compared with the NLMF and VSSLMFQ algorithms, OPLMF algorithm is more robust to SNR, multiple types of non-Gaussian noises and different types of input signals. In the context of system identification using the LMF-type algorithm, this paper described a novel way to derive an optimal variable step-size of the LMF algorithm (OPLMF) based on mean-square deviation (MSD) analysis. The OPLMF algorithm is developed in this paper in order to addresses both time-varying systems and systems where many types of noise (Gaussian, Uniform, Binary, Rayleigh and Poisson distributions noise) exists simultaneously under low SNR. Our method could achieve a very low steady-state error theoretically, with the step-size updated based on the number of iteration, and a faster convergence rate than prior methods. Simulation results showed that the proposed algorithm performed better than the NLMF and VSSLMFQ algorithms under different scenarios involving both time-invariant and time-varying systems, as well as under different noise distributions with low SNR. Both theoretical analysis and simulations provided corroborated results.
