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Probes of the cosmic microwave background have revealed a spatially flat and highly isotropic
early Universe, seeded with small gaussian primordial perturbations characterized by a nearly
scale-invariant power spectrum. The physics responsible for sourcing this early state, how-
ever, is still a subject of debate and remains largely speculative. This work explores the-
oretical and computational methods with the aim of further understanding the physical
mechanisms which were at play during this early phase of our Universe.
An early period of accelerated cosmic expansion, known as inflation, is one possible sce-
nario which has been proposed to account for the above-mentioned large-scale properties of
our Universe. It is therefore of interest to place observational constraints on inflationary
dynamics in order to better understand its physical origin. To that end, in the first original
portion of this work, we employ quantum mechanical inverse-scattering techniques with the
aim of shedding light on the stress-energy responsible for this proposed early inflationary
state. In particular, we demonstrate a numerical reconstruction of two simulated inflation-
ary histories assuming perfect knowledge of their corresponding observables. Taking stock
of these results, we then briefly discuss the application of this technique to more realistic
cases incorporating uncertainties and limited access to cosmological data.
Subsequently, in the second original portion of this thesis, we investigate the effects of
quantum particle production on the cosmic evolution. This effect is particularly relevant for
models of the very early Universe, when the energy density generated through this process
may back-react on the cosmological expansion. Here we demonstrate a numerical solution to
the back-reaction problem in regimes dominated by particle production. Finally, we discuss
iii
the relevance of quantum particle production to bounce and inflationary models of the early
Universe.
iv
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1.0 INTRODUCTION
In this Chapter we review the theoretical framework which underpins most of the modern
research on the physics of the early Universe. Despite not constituting original work, the ma-
terial presented here is fundamental for a complete understanding of Chapters 2 and 3. Un-
less otherwise stated, the content of this Chapter follows the standard literature on General
Relativity [1–3], Cosmology [4–6], and Quantum Field Theory on Curved Spacetimes [7, 8].
1.1 FRIEDMANN-LEMAIˆTRE-ROBERTSON-WALKER SPACETIMES
The large-scale evolution of the Universe is governed by the gravitational interaction as
described by the Einstein equations
Rab − 1
2
Rgab + Λ gab = 8piGTab . (1.1)
Here gab denotes the spacetime metric, while Rab and R = g
abRab correspond to the Ricci
tensor and the Ricci scalar, respectively. The quantity Λ represents the cosmological con-
stant, and G stands for the universal gravitational constant. Finally, Tab encapsulates the
energy-momentum of each material component populating the Universe.
At its largest scales, the Universe is statistically homogeneous and isotropic [9–11], and is
modeled most appropriately by the Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) metric.
In terms of the comoving coordinates of freely falling observers this metric is expressed by
the following line element:
ds2 = gabdx
adxb = −dt2 + a2(t)gijdxidxj , (1.2)
1
with spatial sections of constant curvature described by
gijdx
idxj =
dr2
1−Kr2 + r
2dθ2 + r2 sin2 θ dϕ2 . (1.3)
The scale factor a(t) featuring above describes the cosmological expansion history, while
K = −1, 0, +1 corresponds to the curvature parameter of an open, flat, and closed Universe,
respectively. Furthermore, the non-vanishing components of the Ricci tensor associated with
this metric are
R00(t) = 3
[
H˙(t) +H2(t)
]
g00 (1.4a)
Rij(t) =
[
H˙(t) + 3H2(t) + 2K/a2(t)
]
gij , (1.4b)
and the Ricci scalar is is given by
R(t) = 6
[
H˙(t) + 2H2(t) +K/a2(t)
]
, (1.5)
where
H(t) ≡ a˙(t)
a(t)
(1.6)
is the Hubble parameter, and overdots indicate differentiation with respect to the proper
time t. We will often find it convenient to substitute the time coordinate employed above
by the conformal time η defined by the following differential relation:
dη ≡ dt
a(t)
. (1.7)
In terms of this quantity, the Hubble parameter can be expressed as
H(η) =
a′(η)
a2(η)
, (1.8)
where the prime indicates differentiation with respect to η. It is worth noting that the
integral form of Eq. (1.7) also defines the comoving cosmological horizon
η =
∫
dt
a(t)
(1.9)
which encodes the typical size of causally connected regions.
2
Component Parameter Energy Density
Radiation wR =
1
3
ρR(t) ∝ a−4(t)
Pressureless Matter wM = 0 ρM(t) ∝ a−3(t)
Cosmological Constant wΛ = −1 ρΛ(t) ∝ const.
Table 1: The typical perfect fluid components featuring in FLRW models, along with their
respective equation of state parameters, and energy densities expressed in terms of the cosmic
scale factor. Notice that the energy density of matter scales inversely with the comoving
volume specified by the scale factor, while the energy density of radiation scales with an
additional inverse power of the scale factor induced by the cosmological redshift. The energy
density associated with the cosmological constant remains unchanged, and does not dilute
as the cosmic expansion unfolds.
Statistical homogeneity and isotropy also implies that the energy-momentum tensor Tab
encodes a mixture of perfect fluids for which the total energy density and pressure are given,
respectively, by
ρ(t) = T00 =
∑
n
ρn(t) (1.10a)
P (t) =
1
3
gijTij =
∑
n
Pn(t) , (1.10b)
where the summations run over every component of the mixture. In addition, it follows from
the covariant conservation of Tab that each of these components satisfies the cosmological
continuity equation
ρ˙n(t) + 3H(t)
[
ρn(t) + Pn(t)
]
= 0 . (1.11)
A good approximation for most perfect fluids of interest consists in assuming that the fol-
lowing equation of state holds:
Pn(t) = wn ρn(t) , (1.12)
3
where wn is referred to as the equation of state parameter. Some of the typical perfect
fluid components featuring in FLRW models fall in this category, most notably: radiation,
described by wR =
1
3
; and pressureless matter, for which wM = 0. Interestingly, the con-
tributions due to the cosmological constant Λ can also be modeled by a perfect fluid with
equation of state parameter given by wΛ = −1. For these cases, Eqs. (1.11) and (1.12) can
be solved exactly, the results of which are collected in Table 1.
In view of the above considerations, Eq. (1.1) reduces to the usual Friedmann equations
H2(t) =
8piG
3
ρ(t) +
Λ
3
− K
a2(t)
(1.13a)
H˙(t) +H2(t) = −8piG
6
[
ρ(t) + 3P (t)
]
+
Λ
3
, (1.13b)
which govern the expansion of the Universe and the evolution of its energy-momentum
content. In what follows in Section 1.2, we briefly review the current constraints on the
Universe’s curvature and composition, and summarize the cosmological history these obser-
vations imply through Eqs. (1.13). Most importantly, we discuss how these very observations
suggest the need for an extension of the standard FLRW cosmological model at very early
times.
1.2 THE ΛCDM MODEL AND ITS PROBLEMS
In the past decades, probes of the cosmic microwave background [9,10], as well as surveys of
the distribution of galaxies and galaxy clusters [11,12], and gravitational lensing studies [13,
14] have made substantial progress in determining the large-scale properties of our Universe.
In the context of a FLRW cosmological model, these remarkable observations translate into
constraints on the density parameters
Ωn(t) ≡ 8piG
3
ρn(t)
H2(t)
, ΩΛ(t) ≡ 1
3
Λ
H2(t)
, and ΩK(t) ≡ − K
a2(t)H2(t)
, (1.14)
which parametrize the relative dominance of each contribution featuring on the right-hand
side of Eq. (1.13a) throughout cosmic history. The inferred present values for each of these
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Component Parameter Present Value
Curvature ΩK 0.0008± 0.0013
Radiation ΩR 9.17± 1.90× 10−6
Baryonic Matter ΩM 0.0486± 0.0010
Dark Matter ΩDM 0.2589± 0.0057
Dark Energy ΩΛ 0.6911± 0.0062
Table 2: The present cosmological density parameters measured by the Planck Collaboration
reveal a spatially flat Universe dominated by dark energy and cold dark matter. All measured
values have been either reproduced from Ref. [9] or computed from results reported therein.
quantities are shown in Table 2, revealing a spatially flat Universe dominated by its cosmo-
logical constant and cold dark matter content. This particular FLRW model is labeled by
the acronym ΛCDM, after its current dominant components.
The cosmic history implied by the ΛCDM density parameters is depicted schematically
in Figure 1. At early times the cosmic expansion is dictated by ΩR, marking out the radi-
ation era. Lasting from t ≈ 10−12 s to t ≈ 60 kyr, this phase is initially characterized by a
primordial plasma of fundamental particles which progressively cools down to form nucleons
and trace amounts of the lightest elements [16]. As the Universe expands, the combined
contributions from ΩM and ΩDM eventually come to dominate the cosmic evolution, es-
tablishing the matter era. It is during this phase, at t ≈ 300 kyr, that the opaque plasma
permeating the Universe becomes transparent as nuclei and electrons combine into neutral
atoms in an event referred to as “recombination” [17]. The radiation released at this point
is detected today as the cosmic microwave background (hereafter termed CMB). Towards
the end of the matter era, the Universe has been reionized by the first stars and quasars [18]
and structure formation is well underway [19]. At t ≈ 9.4 Gyr the matter components have
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Figure 1: Schematic illustration of the cosmic history for the ΛCDM Universe. The radiation
era lasts from t ≈ 10−12 s to t ≈ 60 kyr, and is followed by the matter era which lasts until
t ≈ 9.4 Gyr. Once the matter and radiation components have been sufficiently diluted, the
cosmological constant emerges as the dominant component in what is called the Λ era.
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Fig. 9. Maximum posterior CMB intensity map at 50 resolution derived from the joint baseline analysis of Planck, WMAP, and 408 MHz observa-
tions. A small strip of the Galactic plane, covering 1.6% of the sky, is filled in by a constrained realization that has the same statistical properties
as the rest of the sky (Planck Collaboration IX 2016).
are: SMICA, which uses an independent component analysis of
power spectra (Delabrouille et al. 2003; Cardoso et al. 2008);
NILC, a needlet-based internal linear combination approach
(Delabrouille et al. 2009); Commander, a pixel-based param-
eter and template fitting procedure with Gibbs sampling
(Eriksen et al. 2006, 2008); and SEVEM, which employs tem-
plate fitting (Fernández-Cobos et al. 2012). The methods used
are conceptually the same as in 2013, but we now apply them
independently to the temperature and polarization maps. Simi-
larly to what was done in 2013, simulations (in this case FFP8,
Planck Collaboration XII 2016) are used to test the methods and
estimate uncertainties in the recovery of components.
All four methods produce CMB maps in Stokes I, Q, and U.
In addition, Commander and SMICA separate di↵use astrophys-
ical “foregrounds” characterized by their di↵erent spectral sig-
natures. Commander does so by fitting physical models of these
foregrounds and the CMB to the sky, whereas SMICA extracts
a fixed set of independent components representing CMB, fore-
grounds, and noise. Typically, SMICA assumes that two “fore-
grounds” are present at low and high frequencies, respectively.
An important change in the implementation of Commander in
2015 is in the input maps used, which now include detector-level
maps rather than maps that combine all detectors at a given fre-
quency, a map of 408 MHz emission, and the 9 yr WMAP maps.
The significant increase in the number of input maps allows
Commander to control much better several factors, such as rel-
ative calibration and the frequency response of individual chan-
nels, and to extract a larger number of foreground temperature
components, now matching those that are expected to be present
in the sky.
The 2015 Planck CMB temperature maps produced by
all four methods (see an example in Fig. 9) have signifi-
cantly lower noise than those produced in 2013 (by a fac-
tor of 1.3). They are used mainly for non-Gaussianity analy-
sis (Planck Collaboration XVII 2016; Planck Collaboration XVI
2016) and for the extraction of lensing deflection maps
(Planck Collaboration XV 2016). For these analyses, all four
methods are considered to give equivalently robust results, and
the dispersion between the four gives a reasonable estimate
of the uncertainty of the CMB recovery. We emphasize, how-
ever, that these maps are not cleaned of high-` foregrounds,
such as unresolved extragalactic sources, or of SZ emission.
Although the strongest compact sources are removed through
a masking procedure based on optimal filters such as Mexican
Hat wavelets, unresolved sources escaping this process intro-
duce small-scale power beyond ` ⇡ 2000, which if uncorrected
will bias cosmological parameters. Cosmological analyses using
small angular scales must therefore take care to marginalize over
such foregrounds as appropriate (see Planck Collaboration IX
2016 and Planck Collaboration XIII 2016).
Although the statistical properties of these maps give good
results when used to fit cosmological models, the best Planck
2015 cosmological parameters are derived from a likelihood
code that allows more detailed tuning of the contribution
of individual frequencies and `-by-` removal of foregrounds
(Planck Collaboration XIII 2016).
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µK
Figure 2: The CMB temperature anisotropy map produced by the Planck Collaboration [15].
Different colors correspond to flu tuat ns f approximately 1 part in 105 around the average
temperature of T ≈ .72µK. In a pure ΛCDM framework, points characterized by an
angular separation f θ ≥ 2◦ bel ng to causally disconnected regions. Still, the above map
shows that the CMB sky is highly isotropic, implying that the entir surface it describes was
causally connected in the past.
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become sufficiently diluted for ΩΛ to emerge as the dominant component driving the cosmic
expansion, initiating the Λ era [20].
Despite its success in explaining nearly 13.8 Gyr of cosmic history, the ΛCDM framework
fails to provide a satisfactory description of the Universe for t . 10−12 s. This is evidenced
by the model’s fine-tuning and consistency problems, all of which can be traced back to
the Universe’s conditions at very early times. The flatness problem, for instance, follows
from the general result that a flat FLRW cosmology corresponds to an unstable equilibrium
solution of the Friedmann equations. As a consequence, any small deviation from flatness
at early times should have been greatly amplified by the Universe’s expansion. This result
is in contrast with current observations which have established ΩK = 0 within a percent on
large scales (see Table 2). In the context of FLRW cosmologies, such a small present value
for the curvature parameter implies an extremely fine-tuned initial state for the Universe –
an explanation which is widely regarded as unsatisfactory from a physical point of view. An-
other example is the horizon problem, which is associated with the temperature correlations
exhibited by the CMB on large angular separations. In a pure ΛCDM framework, points
on the surface of last scattering characterized by an angular separation of θ ≥ 2◦ belonged
to causally disconnected regions at the time of recombination, and consequently would not
have had enough time to reach thermal equilibrium. Therefore, the isotropy observed on the
CMB temperature map (see Figure 2) implies the existence of correlations on scales larger
than the causal horizon which cannot be accounted for in the standard ΛCDM model.
The fine-tuning and consistency problems discussed above suggest the need for an ex-
tension of the standard ΛCDM cosmological model at very early times [21]. An early period
of accelerated cosmic expansion, known as inflation, is one possible scenario which has been
proposed to address these issues. Below, in Section 1.3, we discuss the general features of
an early inflationary phase, as well as its modeling through the dynamics of scalar fields.
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1.3 INFLATION AND SCALAR FIELDS
Although initially introduced as a mechanism to dilute unobserved relic particles (e.g., mag-
netic monopoles) which could have been produced in the high-energy environment of the
primordial Universe, it was soon realized that a period of inflationary expansion could also
successfully resolve the long-standing flatness and horizon problems of the standard ΛCDM
model [22, 23]. In this section we review the general features of cosmological inflation and
discuss how such a phase can be modeled through the dynamics of scalar fields.
In order to understand how inflation solves both the horizon and the flatness problems,
we assume that for t . 10−12 s the Universe is dominated by an unknown form of stress-
energy characterized by the density parameter ΩΦ, and possibly by the curvature density
parameter ΩK . In this context, the Friedmann Eqs. (1.13) can be recast as follows [24]:
ΩΦ +ΩK = 1 (1.15a)
dΩΦ
d ln a
= (1 + 3wΦ) (ΩΦ − 1)ΩΦ , (1.15b)
where we have made use of Eq. (1.12) to introduce the equation of state parameter wΦ. At
this point we can impose the condition for inflationary expansion (a¨ > 0, or wΦ < −13) and
analyze its consequences. First we notice that Eqs. (1.15) imply that an inflationary phase
drives ΩΦ −→ 1 and ΩK −→ 0, which is to say that the Universe is driven towards flatness.
Second, it is easy to show that whenever ΩK −→ 0 the following inequality holds:
dη
d ln a
< 0 . (1.16)
In other words, the comoving cosmological horizon shrinks when the Universe undergoes a
phase of accelerated expansion, making the large-angle CMB correlations possible. Thus,
an early inflationary scenario is capable of eliminating the contradictions present in the
standard ΛCDM framework at the cost of postulating an epoch dominated by an unusual
form of stress-energy. Below we review the simplest implementation of such a scenario
through the dynamics of a single scalar field minimally coupled to gravity.
The action for a self-interacting scalar field Φ(t, x), hereafter referred to as the inflaton
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field, can be expressed generically as
S = −1
2
∫ √−g d4x[(∇aΦ)gab(∇bΦ)− V (Φ)] , (1.17)
where ∇a is the covariant derivative, g = det (gab), and the functional V (Φ) encapsulates
all the unknown self-interacting properties of the field under consideration. Applying the
variational principle to this action yields the equation of motion[
− ∂V
∂Φ
]
Φ(t, x) = 0 , (1.18)
where  = gab∇a∇b is the d’Alembert operator associated with the underlying spacetime.
Similarly, the expression for the energy-momentum tensor Tab associated with the inflaton
field can be constructed by varying the action in Eq. (1.17) with respect to the metric gab,
yielding
Tab =
(∇aΦ)(∇bΦ)− 1
2
gab
[(∇cΦ)(∇cΦ)+ V (Φ)] . (1.19)
This result simplifies considerably for the case of a homogeneous field, matching the energy-
momentum tensor of a perfect fluid with energy density and pressure given by
ρΦ(t) =
1
2
Φ˙2(t) + V (Φ) (1.20a)
PΦ(t) =
1
2
Φ˙2(t)− V (Φ) . (1.20b)
It follows from Eqs. (1.12) and (1.20) that the inflaton field possesses an evolving equation
of state parameter, wΦ. Most importantly, for the limiting case in which Φ˙
2  V (Φ), the
equation of state parameter assumes a form equivalent to that of cosmological constant, i.e.,
wΦ ' −1. This is referred to as the slow-roll phase of the field evolution, and is typically
parametrized by the slow-roll parameter
 ≡ − H˙(t)
H2(t)
= − H
′(η)
a2(η)H2(η)
. (1.21)
Inflation happens precisely during this phase, when the scale factor experiences quasi-
exponential growth. The amount of expansion produced during slow-roll is commonly quan-
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tified by the number of e-foldings
N = ln
(
aend
a
)
, (1.22)
where aend corresponds to the scale factor at the end of inflation. This definition is essentially
that of a regressive countdown, and expresses that for a given value of N the scale factor
has still to grow by a factor of eN before inflation ends at N = 0. Typical inflation models
are required to generate about 60 e-foldings in order to agree with CMB observations [25].
In this section we have summarized the motivations behind inflationary cosmology, as
well as its modeling through the dynamics of a homogeneous self-interacting scalar field.
Remarkably, within the inflationary paradigm, the initial density perturbations responsible
for seeding the growth of structure in the Universe have a natural quantum mechanical
origin. We review this important result in some detail in Sections 1.4 and 1.5 below.
1.4 QUANTIZATION OF SCALAR FIELDS IN FLRW SPACETIMES
Here we briefly review the relevant results regarding the canonical quantization of scalar
fields in FLRW spacetimes (see, e.g., [7,8]). We restrict ourselves to the case of a free scalar
fields Φ(t, x) of arbitrary mass and curvature coupling. The action for such a field is given
by
S = −1
2
∫ √−g d4x[(∇aΦ)gab(∇bΦ)+m2Φ2 + ξRΦ2] , (1.23)
where ∇a is the covariant derivative, g = det (gab), m is the field mass, and ξ is the field
coupling to the spacetime curvature. Applying the variational principle to this action yields
the equation of motion [
−m2 − ξR(t)
]
Φ(t, x) = 0 , (1.24)
where  = gab∇a∇b is the d’Alembert operator associated with the spacetime. Due to the
homogeneity and isotropy of the background FLRW metric, the solutions of Eq. (1.24) can
be separated into purely temporal and spatial parts. As a consequence, the quantized field
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operator can be written as
Φˆ(t, x) = a−3/2(t)
∫
dµ(k)
[
akfk(t)Yk(x) + a
†
kf
∗
k (t)Y
∗
k (x)
]
, (1.25)
where the raising and lowering operators a†k and ak satisfy the canonical commutation rela-
tions [
ak , a
†
k′
]
= δk,k′ , (1.26)
and dµ(k) is a geometry-dependent integration measure given by
∫
dµ(k) =

∞∑
k=1
k2 , for K = +1∫ ∞
0
k2 dk , for K = 0, −1 .
(1.27)
The functions Yk(x) and fk(t) contain the spatial and temporal dependence of each k-
mode. The harmonic functions Yk(x) are eigenfunctions of the Laplace-Beltrami operator
associated with the geometry of spatial hypersurfaces, while the mode functions fk(t) obey
the harmnonic oscillator equation
f¨k(t) + Ω
2
k(t)fk(t) = 0 (1.28)
with the time-dependent frequency function
Ω2k(t) = ω
2
k(t) +
(
ξ − 1
6
)
R(t)−
[
H˙(t)
2
+
H2(t)
4
]
, (1.29)
where
ωk(t) =
[
k2
a2(t)
+m2
]1/2
. (1.30)
The complex mode functions fk(t) and f
∗
k (t) also satisfy the Wronskian condition
fk(t)f˙
∗
k (t)− f˙k(t)f ∗k (t) = i . (1.31)
If Eq. (1.31) holds at some particular time t, then Eq. (1.28) guarantees it will also hold at
all future times.
The quantization procedure outlined above naturally leads to the construction of the
Fock space of field states. The base element of this space is the vacuum state, which is
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defined as the normalized state that is annihilated by all lowering operators:
ak |0〉 = 0 and 〈0|0〉 = 1 . (1.32)
All remaining states are generated from the vacuum by the successive application of raising
operators, such as
|k1, k2, . . . 〉 = a†k1a†k2 . . . |0〉 , (1.33)
and normalized by the requirement of mutual orthonormality. The family of field states
which are spatially isotropic and homogeneous is of particular interest, as these states con-
stitute viable sources of the FLRW metric.
The field operator Φˆ(t, x) admits numerous representations of the form shown in Eq. (1.25),
each of which is associated with a different mode function pertaining to the set of solutions
of Eq. (1.28). These representations are related: the complex mode functions fk(t) and hk(t)
belonging to any two different representations can be expressed in terms of one another
through the Bogolyubov transformations
fk(t) = αkhk(t) + βkh
∗
k(t) , (1.34a)
f ∗k (t) = β
∗
khk(t) + α
∗
kh
∗
k(t) , (1.34b)
where αk and βk are known as Bogolyubov coefficients. Due to homogeneity and isotropy,
these coefficients depend only on k = |k|. Substituting these expressions into Eq. (1.25)
leads to similar transformations relating the raising and lowering operators belonging to
these representations:
ak = α
∗
kbk − β∗kb†k , (1.35a)
a†k = αkb
†
k − βkbk , (1.35b)
from which it follows that the Bogolyubov coefficients must satisfy
∣∣αk∣∣2 − ∣∣βk∣∣2 = 1 (1.36)
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in order to guarantee that the commutation relations of Eq. (1.26) are valid across all rep-
resentations.
A direct consequence of Eqs. (1.35) is that the notion of vacuum is not unique for a quan-
tized field defined on a FLRW spacetime [7, 8]. This is evident from the following simple
calculation, which shows that the vacuum defined in Eq. (1.32) is not necessarily devoid of
particles according to the number operator belonging to a different field representation:
Nk =
〈
0
∣∣b†kbk∣∣0〉
=
∣∣αk∣∣2〈0∣∣a†kak∣∣0〉+ ∣∣βk∣∣2〈0∣∣aka†k∣∣0〉 (1.37)
=
∣∣βk∣∣2 .
Therefore, different choices of representation inevitably lead to distinct notions of vacuum 
and, consequently, to distinct notions of particle. This result is a quite general feature of 
quantum field theory defined on curved spacetimes. The question of whether the effects of 
particle production can become sufficiently pronounced to affect the evolution of the early 
Universe is addressed in Chapter 3.
Next, in Section 1.5, we discuss how the quantized fluctuations of the inflaton field give 
rise to the initial density perturbations responsible for seeding the growth of structure in the 
Universe. In particular, we review the observables associated with such primordial 
fluctuations.
1.5 GENERATION OF PRIMORDIAL PERTURBATIONS
In Section 1.3, an early inflationary phase was modeled by a homogeneous and isotropic self-
interacting field Φ(t). However, a complete picture of inflation must also incorporate field 
fluctuations of the form Φ(t) + δΦ(t, x), as well as their associated curvature perturbations 
induced on the spacetime metric. This is accomplished by employing the perturbed Einstein 
equations, and by expressing all relevant physical quantities in terms of gauge invariant po-
tentials [26]. Here we will be particularly interested in the Mukhanov potential φ(η, x) which 
describes scalar fluctuations, and the tensorial potential hij (η, x) which encodes gravitational
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waves. Both of these quantities are excited during inflation, and constitute natural degrees
of freedom to be quantized [27]. Below we discuss the connection between the quantized
nature of φ(η, x) and hij(η, x) and the generation of primordial fluctuations. In particular,
we review the observable implications of this formalism, as well as current observational
constraints.
We begin by analyzing the evolution of Mukhanov potential φ(η, x). In the comoving
gauge, this quantity assumes the following form:
φ(η, x) = z(η) C(η, x) , (1.38)
where C(η, x) corresponds to the comoving curvature perturbation of the metric, and z(η)
is defined as
z(η) ≡ a(η)
√
2(η)
cs
, (1.39)
with cs being the adiabatic sound speed during inflation. For simplicity we assume cs = 1,
appropriate for inflation driven by a scalar field. Furthermore, it can be shown that the
quadratic action for φ(η, x) takes the form shown in Eq. (1.23) when expressed in terms of
the conformal time. As a consequence, the Mukhanov potential can be quantized according
to the procedure outlined in Section 1.4. The resulting field operator φˆ(η, x) is described by
the time-dependent mode functions φk(η) which evolve according to the Mukhanov-Sasaki
equation [28,29]:
φ′′k(η) +
[
k2 − q(η)
]
φk(η) = 0 , (1.40)
where the primes indicate differentiation with respect to conformal time η, and the freeze-out
horizon is given by
q(η) =
z′′(η)
z(η)
. (1.41)
Also, notice that Eq. (1.40) above is analogous to Eq. (1.28).
In general, the evolution of each mode goes through two main phases, denominated sub-
horizon and super-horizon. During sub-horizon evolution, the mode wavelength is small
compared to the horizon size, k  q(η). From Eq. (1.40), this condition implies that each
mode oscillates as in a non-expanding Universe. This allows the vacuum of φˆ(η, x) to be
set through the correspondence of each mode φk(η) with the positive frequency modes of
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Minkowski spacetime, thus fixing
φk(η) ∼ 1√
2k
exp
(− ikη) for η −→ −∞ . (1.42)
These initial conditions establish the well-known Bunch-Davies vacuum. As inflation unfolds
q(η) increases, and sub-horizon modes eventually become super-horizon with k  q(η). In
this limit, the modes φk(η) no longer propagate freely, but rather exhibit a freeze-out behavior
given by
φk(η) ∼ Ak z(η) , (1.43)
where Ak is a function of k alone, and clearly dependent on the choice of vacuum. Obser-
vationally, the freeze-out behavior described above fixes the form of the correlation function〈
φˆ(η, x) φˆ(η, x′)
〉
. It is conventional, however, to work with the dimensionless primordial
power spectrum of curvature fluctuations associated with this function [30]:
PC(k) =
k3
2pi2
|Ak|2 . (1.44)
Here we note that the value of a perturbation, given by Ak for a wavenumber k, is to a good
approximation fixed at horizon crossing k ' q(η). Consequently, a measurement of PC(k)
constrains the evolution of the horizon crossing scale q(η) during inflation. In the literature,
measurements of the power spectrum are usually parametrized by the following functional
form:
PC(k) = PC(k0)
(
k
k0
)ns−1
, (1.45)
where k0 is a pivot scale, and ns is the scalar spectral index.
Similar calculations apply to the tensor perturbations hij(η, x) whose evolution can also
be understood in terms of the freeze-out formalism discussed above. Just like the scalar
mode functions, the corresponding tensor modes hk(η) evolve according to Eq. (1.40), with
the freeze-out horizon assuming the simplified form
q(η) =
a′′(η)
a(η)
. (1.46)
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Parameter Measured Value
PC(k0) 2.141± 0.049× 10−9
ns 0.9667± 0.0040
r < 0.07 (95%)
Table 3: The primordial power spectra parameters measured by the Planck and BICEP/Keck
Collaborations reveal a nearly scale-invariant scalar power spectrum, and place an upper
bound on the amplitude of the tensor power spectrum. All measured values refer to the
pivot scale k0 = 0.05 Mpc
−1 and have been reproduced from Refs. [9, 31].
As a consequence, in analogy to Eq. (1.43), the freeze-out of tensor modes is given by
hk(η) ∼ Bk a(η), and the power spectrum of primordial tensor perturbations is defined by
PT (k) = 2
k3
2pi2
|Bk|2 , (1.47)
where the two two polarization states have been accounted for. In particular, during the
slow-roll phase ( nearly constant), the freeze-out horizon is given by q(η) ' 2 η−2, and an
exact solution can be computed for the evolution of each mode. In this regime it can be
shown that
PT (k) ∝ H2
∣∣
k=aH
, (1.48)
where the Hubble parameter is evaluated at horizon-crossing, i.e., at k = aH. Therefore,
a measurement of PT (k) at a particular scale also encodes information about a(η) during
inflation. Finally, observational constraints on the tensor power spectrum customarily refer
to the following parametrization:
PT (k) = PT (k0)
(
k
k0
)nT
, (1.49)
where nT is known as the tensor spectral index. It is also common for the amplitude of
the tensor power spectrum at the chosen pivot scale PT (k0) to be reported in terms of the
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tensor-to-scalar ratio
r ≡ PT (k0)
PC(k0)
. (1.50)
Recent observational constraints on the parameters defined by Eqs. (1.45) and (1.50)
have been derived from CMB temperature and polarization anisotropy measurements [9,31].
These are summarized on Table 3, which reveals a nearly scale-invariant scalar power spec-
trum, as well as an upper bound on the amplitude of the tensor power spectrum. Within the
range of scales probed by CMB experiments, these results are consistent with the predictions
of a variety of single-field inflation models [32]. The question of whether these measurements
can constrain inflationary history in a model-independent way is addressed in Chapter 2.
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2.0 INFLATIONARY DYNAMICS RECONSTRUCTION VIA
INVERSE-SCATTERING THEORY
The evolution of inflationary fluctuations can be recast as an inverse scattering problem.
In this context, we employ the Gel’fand-Levitan method from inverse-scattering theory to
reconstruct the evolution of both the inflaton field freeze-out horizon and the Hubble pa-
rameter during inflation. We demonstrate this reconstruction procedure numerically for a
scenario of slow-roll inflation, as well as for a scenario which temporarily departs from slow-
roll. The field freeze-out horizon is reconstructed from the accessible primordial scalar power
spectrum alone, while the reconstruction of the Hubble parameter requires additional infor-
mation from the tensor power spectrum. We briefly discuss the application of this technique
to more realistic cases incorporating estimates of the primordial power spectra over limited
ranges of scales and with specified uncertainties.
2.1 THE RECONSTRUCTION PROGRAM FOR INFLATION
An early period of accelerated cosmic expansion, referred to as inflation, can successfully
account for the observed large-scale properties of our Universe [22, 23]. The inflationary
paradigm also provides a natural and appealing mechanism for the generation of density
perturbations with the correct statistical properties to seed the growth of structure in the
Universe via gravitational instability (see Refs. [33, 34] for a review). However, despite the
concordance between observations and the predictions of an inflationary scenario, the physics
responsible for driving inflation remains largely speculative.
The reconstruction program for inflation has the goal of probing the physics behind the
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inflationary expansion by constraining the process of inflation from observable features of
the Universe. The most direct source of information about the inflationary epoch is the
primordial power spectrum of density perturbations, PC(k), and, if eventually detected, of
tensor perturbations, PT (k). The importance of the primordial density perturbations is due
to their origin as quantum fluctuations in the “inflaton” field driving inflation, while it is
generally thought that quantum fluctuations in the gravitational field during inflation will
produce tensor perturbations. The expansion history during inflation is imprinted in both.
Measurements of the primordial power spectra over a sufficiently wide range of scales will
strongly constrain the possible inflation expansion histories [35] and thus physics at energy
scales far higher than are accessible in any conceivable accelerator experiment. Current mea-
surements of the microwave background temperature anisotropies show that the primordial
density power spectrum is a power law over an order of magnitude in wave number [34,36],
and the amplitude and slope of the power spectrum already rules out a range of inflation
models [34].
Drawing conclusions about inflation dynamics from measurements (or imagined future
measurements) has typically been done in one of two ways. The first is with a perturbative
expansion around slow-roll inflaton dynamics, which gives constraints on the slow-roll pa-
rameters given the amplitude and power-law index of scalar and tensor perturbations at the
scale of the horizon today [34]. A measurement of the tensor amplitude at solar-system scales
would provide a much longer lever arm and additional slow-roll parameter constraints [37].
The fact that both scalar and tensor perturbations arise from the same inflation dynamics
gives consistency relations between the amplitudes and power laws which must be satisfied
if inflation dynamics are in the slow-roll regime [38, 39]. While confirmation of these con-
sistency relations would constitute an impressive success of the inflation idea, this type of
analysis can reveal inflation dynamics across a relatively limited portion of the inflationary
epoch since it is essentially an expansion around the time when perturbations on the scale
of the present horizon were generated. Moreover, extending the slow-roll expansion to sec-
ond order leads to non-perturbative corrections in the reconstructed inflation dynamics [40],
indicating lack of convergence in the slow-roll expansion. A second more general technique
is to generate inflation models with a large range of expansion histories, then pick out the
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ones which are consistent with a given set of perturbation spectra measurements [35, 41].
This technique can incorporate entire inflation histories, but it is difficult to quantify the
resulting constraints on inflation because there is no natural prior probability on the space
of inflation models [41].
Instead of picking inflation models and seeing if they satisfy some set of measurements,
an alternative possibility is to do the reverse: find the constraints on the inflation history
which arise directly from the measurements. While calculating power spectra given an infla-
tion model is straightforward, inferring an inflation model given a density power spectrum
is more challenging. Habib et al. [42] pointed out that this problem is formally analogous to
inverse-scattering theory in quantum mechanics.
The task of inverse-scattering theory is to determine the features of the scattering tar-
get, given the distant-past input and far-future scattered output waves. In the context of
inflation, the early time evolution of the incoming wave functions are set by the Bunch-
Davies vacuum conditions and the late time scattered wave functions are characterized by
a freeze-out behavior as they become super-horizon. This formalism identifies the inflaton
freeze-out horizon as the effective scattering potential and the primordial power spectrum as
the scattering data. The freeze-out horizon can then be used to reconstruct the evolution of
the scale factor and Hubble parameter during inflation. This last step requires the amplitude
of the tensor power spectrum at a fiducial scale.
A formal solution to the quantum inverse scattering problem was developed by Gel’fand,
Levitan, and Marchenko [43–45]. In this paper, we implement a numerical solution to the
Gel’fand-Levitan-Marchenko equation in the context of inflation, given exact knowledge of
the primordial density power spectrum. We demonstrate the recovery of both a purely slow-
roll inflation model and an inflation model with a brief period of fast-roll evolution. This
calculation provides the basic groundwork for inferring an inflation model based on partial
data about the primordial density power spectrum, possibly combined with measurement of
the primordial tensor power spectrum on one or more scales. It has the advantage of rely-
ing solely on measurable quantities, making no assumption about the form of the inflaton
potential and thus providing model-independent constraints on inflation assuming only the
standard connection between perturbation amplitude and scale factor evolution.
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In Section 2.2 the evolution of inflationary fluctuations is recast as an inverse-scattering
problem and the Gel’fand-Levitan method for the inversion of scattering problems is in-
troduced. Section 2.3 is devoted to a numerical solution of the inverse-scattering problem
in the context of inflation, resulting in the reconstruction of the field freeze-out horizon
and the Hubble parameter. Finally, in the concluding section we discuss the application of
these numerical techniques to more realistic cases incorporating estimates of the primordial
power spectra over limited ranges of scales and with specified uncertainties. Some calcula-
tion details are summarized in the Appendix. Natural units with ~ = c = 1 are adopted
throughout.
2.2 INFLATION AS AN INVERSE-SCATTERING PROBLEM
Following Ref. [42], we rephrase the evolution of inflationary perturbations as a scattering
problem and discuss how the Gel’fand-Levitan method from inverse-scattering theory can
be used to reconstruct inflation dynamics. First, make the two following substitutions in
Eq. (1.40):
r = −η and q(−r) = V (r) + ` (`+ 1) r−2 . (2.1)
The result resembles a radial time-independent Schro¨dinger equation for a wave-function
φ(k, r) interacting with a central potential V (r):
φ′′(k, r) +
[
k2 − `(`+ 1)
r2
− V (r)
]
φ(k, r) = 0 , (2.2)
where ` is a constant determined by the form of the primordial power spectrum PC(k).
From the Bunch-Davies vacuum choice, it also follows that each wave-function behaves
as an incoming wave φ(k, r) ∼ exp (ikr) for r −→∞. In this picture, every mode φk is now
represented by an incident particle of energy k2 and angular momentum ` scattering off of
a central potential. The description of inflationary fluctuations as the evolution of modes
of different scales has therefore been replaced by the scattering of fictitious particles with
varying energies and fixed angular momentum. The mathematical treatment for this class
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of scattering problem is well known from inverse-scattering theory.
To apply inverse-scattering techniques, the potential must satisfy the regularity condition
∫ ∞
b
|V (r)| r dr <∞ for b ≥ 0 . (2.3)
This expression imposes that V (r) must decrease faster than r−2 as r −→∞. This will always
hold for single field inflation as long as the expansion is nearly exponential in the deep past.
Indeed, in this case it is known that the freeze-out horizon behaves approximately as q ' 2 r−2
for large values of r. From (2.1) it then follows that the “centrifugal” term ` (`+1) r−2 retains
the relevant functional form in the large r regime, implying that the potential must fall faster
than r−2 when r −→∞. Eq. (2.3) also imposes a degree of regularity on the behavior of V (r)
for r −→ 0, but the form of the potential near the origin is not observationally accessible, as
it can only be probed by particles (or modes) with extremely large values of k. Thus, V (r)
can be assumed to be regular for r −→ 0 without significantly affecting the reconstruction
procedure. This will become particularly evident once the Gel’fand-Levitan formalism is
stated in the discussion that follows. This shows that a potential V (r) associated with a
general single field inflation model can be regarded as regular over the entire range of interest
and, consequently, that inverse-scattering tools apply without restrictions in the context of
single field inflation.
The task of inverse-scattering theory is to determine the shape of a scattering potential,
V (r), from the information contained in the scattered wave-functions. This information is
encapsulated in the so-called Jost function, denoted by F`(k), which is constructed from a
specific combination of ingoing and outgoing scattering solutions. Habib et. al [42] showed
that, in the context of inflation, the Jost function could be related to PC(k) through the
following expression (see Appendix A for more details):
|F`(k)|2 = r
2
0pi
2
8G
∣∣Γ (`+ 1
2
)∣∣2
(
k
2
)2`−2
PC(k) , (2.4)
where both r0 and ` are constants of the scattering problem determined by the primordial
power spectrum PC(k). The Jost function also satisfies the following asymptotic condition:
limk→∞ |F`(k)| = 1 (see Refs. [46–49] for detailed treatments).
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This method provides a solution to the Gel’fand-Levitan-Marchenko equation
K(r, s) +G(r, s) +
∫ r
0
K(r, t)G(t, s) dt = 0 , (2.5)
which relates the input kernel
G(r, s) =
2
pi
∫ ∞
0
S`(rk)S`(sk)
[
|F`(k)|−2 − 1
]
dk (2.6)
to the output kernel K(r, s). Here S`(x) are the Ricatti-Bessel functions defined in terms
of the usual spherical Bessel functions as S`(x) = xj`(x). Equation (2.5) is a Fredholm
integral equation of the second kind which can be solved for K(r, s) by a separable-kernel
decomposition, as explained in Appendix B. OnceK(r, s) is obtained, the scattering potential
is given by
V (r) = 2
d
dr
K(r, r) . (2.7)
The scattering potential determines directly the inflation freeze-out horizon q(η) by Eq. (2.1).
Once q(η) is determined, the Mukhanov variable is the solution to
z′′ = q(η) z (2.8)
and the scale factor satisfies
a′′ = 2
a′2
a
− z(η)
2
2
a′2
a3
, (2.9)
which follow from the definitions of q(η) and z(η). It is convenient to change the indepen-
dent variable in these differential equations to ln(−η) in order to facilitate their numerical
treatment.
The solutions for both (2.8) and (2.9) require initial conditions for z(η) and a(η). It can
be shown, however, that the two initial conditions follow from the amplitude of the tensor
power spectrum at CMB scales, where the inflaton field is expected to be slow-rolling and
the primordial tensor power spectrum has the form PT ∝ H2. Once these initial conditions
are determined, the above equations can be integrated as an initial value problem.
To obtain the initial conditions for z(η) and a(η) from PT (k) and the slow-roll conditions,
note that at CMB scales the freeze-out horizon is q = (2 + 3)/r2 to first order in slow-roll
parameters. Since the potential V (r) represents deviations from exactly exponential inflation
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it must be small at CMB scales, and the freeze-out horizon is dominated by the centrifugal
term in Eq. (2.1), q = ` (` + 1)/r2. Therefore, to lowest order in slow-roll ` ≈ 1 +  or,
equivalently, ` ≈ (3− ns)/2 in terms of the spectral index, ns. Furthermore, the Mukhanov
variable at such scales is z = r0/r
`, where r0 is obtained from the power spectrum normal-
ization at a fiducial CMB scale, k0. This can be done by evolving the mode of wavenumber
k0 from the distant past through freeze-out and computing PC(k0) for different values of
r0. Matching this value with the known power spectrum normalization at k0 singles out a
value for r0. Since PC(k) is known at CMB scales, the constants ` and r0 can be determined
from the power spectrum slope and normalization, respectively. Alternatively, one could also
determine the value of r0 from the small k expansion of the Jost function derived in [42].
Therefore, the initial conditions z and z′ for Eq. (2.8) can be computed from z = r0/r`,
where the initial value of r is given by the horizon crossing relation k(r) =
√
q(r). The
initial conditions a and a′ for Eq. (2.9) then follow from the slow-roll condition z′ ' (a′/a)z,
the definition of the Hubble parameter H = a′/a2, and a measurement of PT ∝ H2 at CMB
scales.
Thus, the necessary initial condition for reconstructing the Mukhanov variable and the
scale factor during inflation, and by consequence the Hubble parameter, can be obtained
from a measurement of the amplitude of the primordial tensor power spectrum at CMB
scales.
2.3 ANALYSIS AND RESULTS
Numerical solutions to Eq. (2.5) provide information about arbitrary inflation dynamics; an
assumption of slow-roll behavior only comes in to initial conditions at CMB scales, where
observations of PC(k) show this is likely a good assumption [34]. We demonstrate numerical
solutions in two particular cases, corresponding to single-field inflation models with the scalar
potentials
VA(Φ) = m
2Φ2 , (2.10a)
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VB(Φ) = m
2Φ2
[
1 + c tanh
(
Φ− Φs
d
)]
. (2.10b)
While the first potential has the standard quadratic form and corresponds to a model in
which the inflaton field is slow-rolling for most of its evolution, the second potential pos-
sesses the interesting characteristic of allowing the inflaton field to temporarily deviate from
slow-roll when Φ ≈ Φs. The constants c and d correspond to the amplitude and breadth of
a small step in the potential, which is responsible for the departure from slow roll. These
potentials are shown in Figure 3 and their resulting scalar power spectra PC(k) in Figures 4
and 5. The primordial power spectra were numerically generated according to the standard
mode freeze-out formalism reviewed in Section 1.5 (see [50] for a detailed description of the
numerical aspects of this calculation).
For a rigorous application of the Gel’fand-Levitan method we should have access to PC(k)
for all k. However, in practice our knowledge is limited by the range of scales accessible to
our experiments. Here we study three scenarios in which we assume access to PC(k) up
to k? = 10
4, 106, and 108 Mpc−1. Our choices of cut-off scales span the range over which
future information on the primordial power spectrum may be available from various sources
including strong lensing [51], dynamics of tidal streams [52], and microwave background
spectral distortions [53]. Furthermore, from the asymptotic behavior of the Jost function
we notice that any information contained in the spectrum of extremely small scales should
not contribute significantly to the reconstruction procedure. This is clearly seen from the
integrand of Eq. (2.6) which tends to zero for large values of k.
A simple toy model which illustrates the procedure discussed in Section 2.2 is the trivial
case of inflation driven by a constant inflaton potential resulting in eternal exponential ex-
pansion. In this case the primordial power spectrum is exactly scale invariant PC(k) ∝ k0,
and the slow-roll parameter vanishes  = 0. Therefore, following our previous discussion,
` = 1. As a result the Jost function, Eq. (2.4), will also be scale invariant |F`(k)|2 ∝ r20,
where a suitable value for r0 can always be found. A constant Jost function implies that
both input and output kernels are identically zero, G(r, s) = K(r, s) = 0. As a consequence,
the scattering potential given by Eq. (2.7) is V (r) = 0. Finally, from Eq. (2.1) the frezee-out
horizon is found to be q = 2 r−2 which is in agreement with the theoretical result for de
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Figure 3: Plot of the inflaton potentials used to obtain the simulated primordial power spec-
tra. The dashed line shows the quadratic potential, VA(Φ), while the solid line corresponds
to the potential VB(Φ).
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Figure 4: Primordial power spectra associated with the potential VA(Φ). The curve is
normalized according to Planck results at the pivot scale k0 = 0.05 Mpc
−1, such that
PC(k0) = 2.196× 10−9.
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Figure 5: Primordial power spectra associated with the potential VB(Φ). The inset focuses
on the ringing feature generated by the potential step. The curve is normalized according
to Planck results at the pivot scale k0 = 0.05 Mpc
−1, such that PC(k0) = 2.196× 10−9.
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Sitter space.
The procedure is analogous for the more complicated inflationary potentials of Eqs. (2.10a)
and (2.10b). The values of ` and r0 are determined from the scalar power spectrum slope
and normalization, respectively. For the cases studied in this work we obtained ` = 1.008
since  = 0.008 when CMB scales exit the horizon in our simulations. The value of r0 follows
from the normalization at the pivot scale k0 = 0.05 Mpc
−1, such that PC(k0) = 2.196× 10−9.
The numerical value of the input kernel is found by evaluating the highly oscillatory
integral in Eq. (2.6) up to k?. In this work this computation was performed using the Levin
collocation method of integration [54] (see Appendix C) which takes into account the fact
that the Jost function is, in the most general scenario, a non-smooth function of k. The
parameters r and s both range over the interval (0, k?). The expression for the input kernel
is closely related to the two dimensional Fourier transform [45] of the scattering function in
radial coordinates, which is commonly used in inverse-scattering theory.
The reconstruction procedure is then carried out by employing the inverse-scattering for-
malism. The output kernel follows as a solution of the Gel’fand-Levitan-Marchenko equation,
which can be rewritten as a set of linear equations assuming the input kernel is separable,
G(r, s) =
∑
i
ai(r) bi(s) . (2.11)
A detailed derivation is presented in Appendix B. The reconstructed freeze-out horizon ob-
tained from this analysis for both model potentials in Eqs. (2.10a) and (2.10b) are shown
in Figures 6 and 7 for the cut-off scales k? = 10
4, 106, and 108 Mpc−1. Along with these
physically well-motivated choices of k? we also plot the reconstructed curve obtained with
k? = 10
18 Mpc−1 as a mere demonstration of numerical convergence of the reconstruction
procedure with increasing cut-off scales.
Figure 6 shows that in the case of a featureless power spectrum, choosing a cut-off scale
of k? = 10
4 Mpc−1 preserves the overall functional form of the reconstruction, but induces
an average relative error which is approximately 2 % larger compared to that obtained for
k? = 10
8 Mpc−1. We obtained average errors of 9.7 %, 8.8 %, and 7.6 % for k? = 104, 106,
and 108 Mpc−1, respectively.
On the other hand, if the primordial power spectrum possesses features such as the ring-
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Figure 6: Reconstruction of the freeze-out horizon of VA(Φ) for different choices of the cut-
off scale, k? (in units of Mpc
−1). The larger the value of k? the better the reconstruction,
as shown in the lower panel by the difference between the simulated and the reconstructed
curves. The case with cut-off k? = 10
18 Mpc−1, although not physically well-motivated, is
shown to demonstrate the convergence of the reconstruction procedure.
31
Figure 7: Reconstruction of the freeze-out horizon of VB(Φ) for different choices of the cut-
off scale, k? (in units of Mpc
−1). For the regions where the primordial power spectrum is
featureless the reconstruction of q(η) resembles the simulated curve. However, whenever
features are present, the corresponding features in the reconstructed q(η) are suppressed.
The larger the value of k? the better the reconstruction, as can be clearly seen in this case.
The case with cut-off k? = 10
18 Mpc−1, although not physically well-motivated, is shown to
demonstrate the convergence of the reconstruction procedure. The inset shows a close-up of
the feature. The difference between the simulated and the reconstructed curves is shown in
the lower panel.
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ing oscillations shown in Figure 5, the corresponding feature in the reconstructed freeze-out
horizon is suppressed and broadened for small cut-off scales. This can be seen in Figure 7.
The quality of our results for this case depends on whether the reconstructed region contains
the feature. The average error in the region which does not contain the feature is of 6.7 %
for our largest choice of cut-off scale k? = 10
8 Mpc−1, while for k? = 106 and 108 Mpc−1 the
average errors are of 7.2 %, and 11.4 %, respectively. These errors, although dependent on
the choice of cut-off, are expected to decrease with higher numerical resolution. The region
containing the feature is harder to reconstruct and represents a difficult numerical challenge.
In this region, the average percentage difference between the simulated and reconstructed
curves for k? = 10
8 Mpc−1 is of 48 %. Bringing the cut-off scale down to k? = 106 and
104 Mpc−1 increases the average relative error to 72% and 75%, respectively. However, the
characteristic shape of the feature is reproduced successfully.
The inverse-scattering formalism shows that we can recover the freeze-out horizon, q(η),
from the scalar power spectrum alone. To reconstruct the expansion history, however, ad-
ditional information is needed for the integration of Eqs. (2.8) and (2.9). In principle, as
explained in Section 2.2, the amplitude of PT (k) at CMB scales could provide the necessary
initial conditions for the numerical solution of these equations, allowing us to reconstruct
a(η) and z(η). We have reconstructed H from the freeze-out horizon assuming that the
amplitude of the primordial tensor power spectrum is known at k0 = 0.05 Mpc
−1. The nu-
merical errors in the reconstructed freeze-out horizon make the initial step in the integration
of Eq. (2.8) inconsistent with the initial conditions derived for the Mukhanov variable at
CMB scales. In order to eliminate this inconsistency we rescale the reconstructed freeze-out
horizon by a constant factor to ensure it agrees with its known slow-roll value at CMB scales,
q = ` (` + 1) η−2. This operation preserves the overall shape of the freeze-out horizon and
also guarantees consistency in the integration of Eq. (2.9).
Figures 8 and 9 show the reconstructed and simulated Hubble parameters for our choices
of inflationary models expressed as a function of the number of e-folds, N . As expected, the
reconstructed Hubble parameter is significantly more accurate close to N ≈ 60, as the proce-
dure relied on initial conditions extracted at CMB scales. The agreement between expected
and reconstructed curves is markedly better for the model with a featureless quadratic po-
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Figure 8: Hubble parameter associated with the potential VA(Φ) for different choices of the
cut-off scale, k? (in units of Mpc
−1). The upper panel shows the simulated (dashed lines) and
the reconstructed (solid lines) curves for the Hubble parameter, H (in units of the inverse
Planck time), as a function of the number of e-folds, N . The relative error between these
curves is shown in the lower panel. These reconstructions assume knowledge of the amplitude
of PT (k) at k0 = 0.05 Mpc
−1 (represented on the plots by a square marker at N ≈ 60).
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Figure 9: Hubble parameter associated with the potential VB(Φ) for different choices of the
cut-off scale, k? (in units of Mpc
−1). The upper panel shows the simulated (dashed lines) and
the reconstructed (solid lines) curves for the Hubble parameter, H (in units of the inverse
Planck time), as a function of the number of e-folds, N . The relative error between these
curves is shown in the lower panel. These reconstructions assume knowledge of the amplitude
of PT (k) at k0 = 0.05 Mpc
−1 (represented on the plots by a square marker at N ≈ 60).
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tential and a choice of large cut-off scale. As for the potential with a step, the errors in the
reconstructed q(η) significantly affect the computation of a(η), and consequently of H. In
this case the reconstruction could benefit from improved q(η) curves computed with higher
numerical resolution, although the errors associated to the region containing the feature
would still be large enough to affect the reconstruction for N < 50. Nevertheless, even
though in this case the reconstructed curve may deviate significantly from the simulated
solution, it is still possible to identify in Figure 9 the presence of a step in the evolution of
H at N ≈ 50 for k? = 108 Mpc−1.
2.4 FUTURE PROSPECTS
A formal analogy between determining inflationary dynamics from metric perturbations and
determining a spherically symmetric quantum scattering potential from scattering data has
been known for some time. We have obtained a numerical reconstruction of inflation dy-
namics given a known scalar perturbation power spectrum via the Gel’fand-Levitan method:
First, take a primordial scalar power spectrum as input data and from it compute the Jost
function. Second, numerically evaluate a highly oscillatory intergral to obtain the input
kernel. Third, convert the Gel’fand-Levitan-Marchenko equation into a system of linear
equations to obtain the freeze-out horizon as a function of scale from the derivative of the
output kernel. Fourth, solve a set of differential equations to obtain the evolution of the
Hubble parameter during inflation from the freeze-out horizon assuming we know the am-
plitude of the primordial tensor power spectrum. We performed these calculations for both
a standard slow-roll inflation model and a model with an inflaton potential step resulting in
a period of fast-roll dynamics, obtaining reasonably good agreement between simulated and
reconstructed freeze-out horizon (Figures 6 and 7) and Hubble parameter (Figures 8 and 9).
We have thus demonstrated that numerical computation of arbitrary inflation dynamics us-
ing the Gel’fand-Levitan method can be numerically stable and accurate over the wide range
of scales for which inflation observables can potentially be observed. We use the assumption
that the potential was slow-rolling in the infinite past in order to establish the value of `
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when solving for the freeze-out horizon.
This calculation can form the basic building block for model-independent estimation of
inflation dynamics from noisy measurements of the primordial density power spectrum. For a
given set of power spectrum measurements and covariances, the most likely inflation dynam-
ics is a well-posed Bayesian inference problem, since a calculation like the one here maps any
given power spectrum into a particular inflation history. An additional possible future source
of information is the power spectrum of tensor perturbations produced during inflation; the
amplitude of a tensor spectrum depends on the energy scale at which inflation occurred.
If large enough to be detected at one or more length scales, the tensor perturbations will
provide additional constraints which can be folded into the model inference or incorporated
as priors on the inflation effective potential obtained from the scalar perturbations. For
instance, the measurement of tensor modes at both CMB and Solar System scales could be
used as boundary conditions for the inference of inflationary history at intermediate scales
which are beyond the reach of current and future experiments. Inflation dynamics estimation
from noisy and incomplete power spectrum data will be considered elsewhere.
The basic technique of inverting observations to get estimates of the inflation dynamics
is opposite to the forward modeling which is generally used to constrain inflation: given an
inflation model, its predicted perturbation power spectra can be computed in a straightfor-
ward manner, and then compared to data. Many inflation models can be ruled out this way.
But it is difficult to quantify which inflation model is most likely, because any parameteri-
zation of the space of models has no natural measure for prior probability.
The wider the range of length scales covered by power spectrum measurements, the
longer the period of inflationary dynamics that can be recovered. Current cosmic microwave
background experiments, large-scale structure surveys, and Lyman-alpha observations give a
reasonably precise measurement of the primordial power spectrum for wave numbers between
0.01 Mpc−1 < k < 1 Mpc−1 [34, 36, 55–59]. Microwave background spectrum distortions in
principle contain information about perturbations at smaller scales [53]. It is also possi-
ble that primordial perturbations on subgalactic scales will eventually be probed by high-
sensitivity gravitational lensing, galaxy dynamics measurements or improved understanding
of the dwarf galaxy population. Tensor perturbations may be seen at horizon scales in mi-
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crowave background B-mode polarization, and if the tensor amplitude is large enough to be
detected this way, then ultimately the tensor perturbations may also be measured at a vastly
smaller Earth-Sun scale by a space-based laser interferometer [37,60].
Some of these signals may be beyond the ultimate reach of experiments, but long-term
prospects exist for significantly enhanced experimental information about inflation-produced
perturbations. Inverting the data to obtain constraints on inflation dynamics will allow us
to make the most of these remarkable observational possibilities.
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3.0 QUANTUM PARTICLE PRODUCTION EFFECTS ON COSMIC
EXPANSION
Quantum fields in cosmological spacetimes can experience particle production due to their
interaction with the expanding background. This effect is particularly relevant for models
of the very early Universe, when the energy density generated through this process may
back-react on the cosmological expansion. Yet, these scenarios have not been fully explored
due to the several technical hurdles imposed by the back-reaction calculations. In this
work we review the basics of cosmological quantum particle production and demonstrate a
numerical algorithm to solve the back-reaction problem in regimes dominated by particle
production. As an illustration, we compute the effects of a massive quantized scalar field
on a cosmological bounce scenario, explicitly showing that quantum particle production can
cause the contracting phase to end in a radiation crunch, or can delay the bounce. Finally, we
discuss the relevance of quantum particle production/annihilation to bounce and inflationary
models of the early Universe.
3.1 REVIEW OF QUANTUM PARTICLE PRODUCTION AND
MOTIVATIONS
In his pioneering 1968 Ph.D. thesis, Leonard Parker discovered the surprising phenomenon
that evolving cosmological spacetimes can produce quantum particles [61–63]. This work
laid much of the theoretical framework for our current understanding of quantum fields in
curved spacetimes (see, e.g., the textbooks [7, 8]). The phenomenon has since been investi-
gated in astrophysical and cosmological contexts, leading to fundamental theoretical results
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including the emission of Hawking radiation by blackholes [64–72]. and the generation of
primordial fluctuations during inflation [27,73–78].
Cosmological quantum particle production results from the shifting quantum vacuum
state due to spacetime expansion. A given mode of a quantum field can begin in a state with
no particles, but at a later time have a non-zero particle number expectation value. Parker
showed that while this does not happen for massless conformally-coupled fields, it is generic
for massive scalar fields of arbitrary coupling to the spacetime curvature. Typically, the
particle production is significant when the particle mass m is of the order of the expansion
rate H, or when m2 ' H˙. Simple dimensional arguments show that in a Universe with
critical density ρc ' 3H2/8piG, quantum particle production can contribute significantly to
the energy density of the Universe at early epochs when H is not too far below the Planck
scale.
This effect naturally suggests that quantum particle production may have a significant
impact on the expansion rate of the Universe at early times. The back-reaction problem
consists in understanding how the energy density generated through this process alters the
evolution of the background spacetime. This seemingly straightforward calculation is actu-
ally subtle due to two technical challenges of quantum fields in curved spacetimes. First,
the definition of the quantum vacuum and particle are not formally well defined in time-
varying spacetimes. Second, the energy-momentum tensor of a quantized field propagating
on a curved background possesses a formally infinite expectation value, and must be regu-
larized to yield physically sensible results. In homogeneous and isotropic spacetimes, both
problems can be addressed via the method of adiabatic regularization [79–84], which is par-
ticularly useful for numerical computations. The adiabatic notion of particle offers a clear
way to track particle number in a spacetime which is expanding sufficiently slowly. This
representation has the special property of defining a vacuum state which comes closest to
the Minkowski vacuum when the background expansion is sufficiently slow. However, adia-
batic regularization introduces several technical complications to the back-reaction problem.
As a consequence, ambiguities arise in specifying initial conditions, and computationally
the problem becomes very complicated with potential numerical instabilities [85–89]. In
practice, the ambiguities and complexities together have prevented any general numerical
40
solution, although the test-field limit in which back-reaction effects are neglected has been
investigated in several studies [90–94].
Formal developments clarified aspects of the adiabatic regularization approach, offering
a clear separation between the energy density due to the field particle content and the di-
vergent contributions from the zero-point energy [94–97]. However, the notion of adiabatic
particle appearing in the energy density suffers from ambiguities. For a typical mode of a
quantum field, its associated particle number during times of significant particle production
depends on the perturbative order of adiabatic regularization employed. This is obviously
an unphysical result, since the dominant term in the energy density is often just a simple
function of the particle number density. Typically, successive orders of adiabatic regular-
ization gives the particle number in a given mode as a divergent asymptotic series. Recent
important papers by Dabrowski and Dunne [98,99] employed a remarkable result of asymp-
totic analysis [100–104] to sum the divergent series and provide a sensible notion of particle
which is valid at all times. Since any remaining physical ambiguity is then removed from
the problem, this result points the way to a general numerical solution.
We combine these recent results into an approach which numerically solves the quantum
back-reaction problem in regimes with field energy density dominated by particle produc-
tion. We then apply this technique to a toy cosmological model, that of a positive-curvature
spacetime with a constant energy density (the closed de Sitter model). In the absence of
any quantum fields or other particle content, this spacetime exhibits a bounce behavior,
contracting to a minimum scale factor and then expanding again. Here we show explicitly
that the existence of a massive scalar field in a particular mass range will cause large changes
in the spacetime evolution: even if the contracting spacetime initially contains a quantum
field in its adiabatic vacuum state, quantum particle production can create enough energy
density to push the spacetime into a radiation crunch. Special values of the field mass can
also delay but not eliminate the bounce. This appears to be the first general solution for the
quantum back-reaction problem in cosmology.
In Section 3.2 we discuss the adiabatic field representation and the semi-classical notion
of adiabatic particle number. Section 3.3 recasts quantum particle production in terms of
the Stokes phenomenon of the complex-plane wave equation for specific modes, including
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interference between different modes. Section 3.4 formulates the back-reaction problem for
scenarios in which the field particle content or particle production dominates the field energy
density. Section 3.5 outlines our numerical implementation of the mathematical results in
Sections 3.3 and 3.4. Physical results for a closed de Sitter model are presented in Section
3.6. Finally, in Section 3.7 we discuss the prospects for more general situations, includ-
ing quantum fields with spin and interacting quantum fields, and the possible relevance of
quantum particle production to early-Universe models, including inflationary and bounce
scenarios. Salient technical details are summarized in the Appendix. Natural units with
~ = c = 1 are adopted throughout.
3.2 ADIABATIC REPRESENTATION
Despite the multitude of available representations for a quantized scalar field defined on a
FLRW spacetime, one particular choice referred to as the adiabatic representation stands
out. This representation has the special property of defining a vacuum state which comes
closest to the Minkowski vacuum when the background expansion is sufficiently slow. As a
consequence, the adiabatic representation provides the most meaningful notion of physical
particle in an expanding homogeneous and isotropic Universe. Here we discuss this repre-
sentation closely following Ref. [94].
The adiabatic representation is characterized by mode functions which are the phase-
integral solutions [61–63] of Eq. (1.28):
hk(t) =
1√
2Wk(t)
exp
(
− i
∫ t
Wk(s) ds
)
, (3.1)
where the integral in the exponent can be computed from any convenient reference time,
and the function Wk(t) is given by the formal asymptotic series
Wk(t) ≡ Ωk(t)
∞∑
n=0
ψk, 2n(t) . (3.2)
42
The terms ψk, 2n(t) are obtained by substituting Eqs. (3.2) and (3.1) into Eq. (1.28). The
expressions which ensue from these substitutions are standard results of the phase-integral
method [105,106]; up to fourth order they are
ψk, 0(t) = 1 , (3.3a)
ψk, 2(t) =
1
2
εk, 0(t) , (3.3b)
ψk, 4(t) = −1
8
[
ε2k, 0(t) + εk, 2(t)
]
, (3.3c)
for which the quantities appearing on the right-hand sides are given by
εk, 0(t) ≡ Ω−3/2k (t)
d2
dt2
[
Ω
−1/2
k (t)
]
, (3.4a)
εk,m(t) ≡
[
Ω−1k (t)
d
dt
]m
εk, 0(t) . (3.4b)
In a sense, the functions Wk(t) capture the overall time dependence of each k-mode due
the evolving FLRW metric, leaving behind only the Minkowski-like mode oscillations which
take place on top of this background [98, 99]. It is this property that makes the adiabatic
mode functions hk(t) and h
∗
k(t) such good templates for probing the particle content of fields
evolving in cosmological spacetimes. This template role is made precise by the following
time-dependent generalization of Eqs. (1.34) [61–63], which expresses the field modes fk(t)
as linear combinations of the adiabatic mode functions:
fk(t) = αk(t)hk(t) + βk(t)h
∗
k(t) , (3.5)
where the Bogolyubov coefficients αk(t) and βk(t) are analogous to those appearing in
Eqs. (1.34) and (1.35), but are here regarded as time-dependent quantities due to the fact
that hk(t) and h
∗
k(t) are merely approximate solutions of Eq. (1.28). In order to completely
specify these coefficient functions, an additional expression must be provided. For that pur-
pose, it is common to introduce a condition on the time derivative of the mode function which
preserves the Wronskian relation of Eq. (1.31). In its most general form, this condition can
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be stated as [94]
f˙k(t) =
[
− iWk(t) + Vk(t)
2
]
αk(t)hk(t) +
[
iWk(t) +
Vk(t)
2
]
βk(t)h
∗
k(t) . (3.6)
Here the arbitrary function Vk(t) contains the residual freedom in the definition of the adi-
abatic vacuum. In this work we will choose this function to be
Vk(t) = −W˙k(t)
Wk(t)
, (3.7)
as this choice leads to important simplifications in the back-reaction problem.
Gathering Eqs. (1.25) and (3.5), we find that the ladder operators associated with the
adiabatic representation satisfy the transformations
ak = α
∗
k(t)bk(t)− β∗k(t)b†k(t) , (3.8a)
a†k = αk(t)b
†
k(t)− βk(t)bk(t) , (3.8b)
which in turn imply a time-dependent version of Eq. (1.36),
∣∣αk(t)∣∣2 − ∣∣βk(t)∣∣2 = 1 . (3.9)
Finally, it is useful to characterize field states according to the values of the non-trivial
adiabatic bilinears
〈
b†k(t)bk(t)
〉
and
〈
bk(t)bk(t)
〉
. The first of these bilinears tracks the adi-
abatic particle content per comoving volume in the k-mode under consideration. Using the
transformations established above by Eqs. (3.8), it follows that
Nk(t) =
〈
b†k(t)bk(t)
〉
=
∣∣αk(t)∣∣2〈a†kak〉+ ∣∣βk(t)∣∣2〈aka†k〉 (3.10)
= Nk + σk
∣∣βk(t)∣∣2 ,
where Nk =
〈
a†kak
〉
is a constant of motion which can be understood as the initial number
of adiabatic particles per comoving volume populating the field mode of wavenumber k, and
σk = 1 + 2Nk is the Bose-Einstein parameter responsible for stimulated particle production.
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The second bilinear can be expressed as
Mk(t) =
〈
bk(t)bk(t)
〉
= αk(t)β
∗
k(t)
〈
a†kak
〉
+ αk(t)β
∗
k(t)
〈
aka
†
k
〉
(3.11)
= σk αk(t)β
∗
k(t) .
In principle, these bilinears contain all the required information to track the field evo-
lution and, consequently, the time dependence of the field energy density and pressure. In
practice, however, these quantities suffer from an irreducible ambiguity which is particularly
pronounced when Nk(t) and Mk(t) incur rapid changes, such as when particle production
occurs. The root of this issue can be traced back to the asymptotic representation of Wk(t),
which is usually handled by simply truncating the series in Eq. (3.2) at a finite order. How-
ever, the values of the bilinears depend strongly on where the series is truncated if they are
rapidly changing (see Ref. [98] for striking graphical representations). In the next Section,
we discuss a technique for finding the exact universal evolution for both adiabatic bilinears
which the asymptotic series represents.
3.3 PARTICLE PRODUCTION AND THE STOKES PHENOMENON
The adiabatic representation introduced in the previous section provides an accurate descrip-
tion of the bilinears Nk(t) andMk(t) whenever |εk, 0|  1. The more severely this condition
is violated, the more unreliable these adiabatic quantities become. Adiabatic particle pro-
duction, for instance, coincides with the momentary violation of this condition, implying
that the notion of particle remains uncertain until particle production ceases. Nonetheless,
a universal notion of particle can be restored for all times when particle production events
are understood in terms of the Stokes phenomenon.
The sharp transitions between asymptotic solutions of a given differential equation which
are valid in different regions of the complex plane are termed the Stokes phenomenon. These
regions are bounded by the so-called Stokes and anti-Stokes lines. In the context of a scalar
field evolving in a FLRW spacetime, the differential equation of interest is the equation of
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Re z
Im
z
Figure 10: A depiction of the Stokes line sourced by a conjugate pair of simple turning points(
z0, z
∗
0
)
of a frequency function Ωk(z). Here the Stokes line crosses the real axis at the point
s0, which corresponds to the time at which particle production occurs for the mode of
wavenumber k. The guiding lines show the directions for which the condition Re
[
Ωkdz
]
= 0
is locally satisfied.
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motion for a given field mode extended to a complex time variable z:
f ′′k (z) + Ω
2
k(z)fk(z) = 0 , (3.12)
in which the primes stand for differentiation with respect to z, the proper time is given by
t ≡ Re z, and Ωk(z) represents the analytic continuation of the time-dependent frequency of
Eq. (1.29). The Stokes lines associated with Eq. (3.12) are those lines which emanate from
the zeros (also known as turning points) and poles of Ωk(z) and along which Re
[
Ωkdz
]
= 0.
An illustration of such a line is shown in Fig. 10. The asymptotic solutions susceptible to
the Stokes phenomenon are given by
fk(z) = αk(z)hk(z) + βk(z)h
∗
k(z) , (3.13)
where hk(z) and h
∗
k(z) are the complex extensions of the adiabatic mode functions defined
in the previous section. As this solution evolves across a Stokes line, the values of the
Bogolyubov coefficients αk(z) and βk(z) change abruptly. By Eqs. (3.10) and (3.11), this
implies a sudden change in the adiabatic bilinears and, in particular, the production of
adiabatic particles. Remarkably, a result from asymptotic analysis guarantees the existence
of a smooth universal form for this rapid transition between different asymptotic regimes.
Below we outline the derivation of this important result and summarize the quantities which
determine the functional form of such smooth Stokes jumps.
We start by defining Dingle’s singulant variable [100] anchored at z0:
F
(0)
k (z) = 2i
∫ z
z0
Ωk(w) dw , (3.14)
where z0 is a solution of Ωk(z) = 0 which sources the Stokes line of interest, is closest to the
real axis, and is located in the upper half-plane. The singulant is a convenient variable for
tracking the change incurred by the Bogolyubov coefficients αk(z) and βk(z) across a Stokes
line. Indeed, it was shown by Berry [101–104] that these coefficients satisfy the following
differential equations in the vicinity of a Stokes line:
dβk
dF
(0)
k
= C
(0)
β, k αk , (3.15a)
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dαk
dF
(0)
k
= C
(0)
α, k βk , (3.15b)
where C
(0)
β, k and C
(0)
α, k are coupling functions which depend on the order at which the series
representation of Wk(z) is truncated. A remarkable discovery by Dingle [100] states that the
large-order terms in the asymptotic series of Eq. (3.2) have a closed form given by
ψk, 2n(z) ∼ −(2n− 1)!
piF
(0) 2n
k
for n 1 . (3.16)
It is clear from this result that the smallest term in such a series corresponds to n ≈ ∣∣F (0)k ∣∣.
Terminating the series at this order leads to optimal closed form expressions for C
(0)
β, k and
C
(0)
α, k, which can be substituted in Eqs. (3.15) to yield the following universal behaviors for
βk(t) and αk(t) along the real axis and across the Stokes line under consideration:
βk(t) ≈ i
2
Erfc
(
− ϑ(0)k (t)
)
δ
(0)
k , (3.17a)
αk(t) ≈
√
1 +
∣∣βk(t)∣∣2 , (3.17b)
where ϑ
(0)
k (t) is a natural time evolution parameter which determines the sharpness of the
Stokes jump, and δ
(0)
k corresponds to the jump’s amplitude. Both of these parameters are
expressible in terms of the singulant variable evaluated over the real axis:
ϑ
(0)
k (t) =
Im
[
F
(0)
k (t)
]
√
2 Re
[
F
(0)
k (t)
] , (3.18a)
δ
(0)
k = exp
(
− F (0)k (s0)
)
. (3.18b)
Here F
(0)
k (s0) is simply the singulant computed at the point z = s0, where the Stokes line
sourced by z0 intersects the real axis, i.e.,
F
(0)
k (s0) = 2i
∫ s0
z0
Ωk(w) dw = i
∫ z∗0
z0
Ωk(w) dw , (3.19)
where the last equality follows from the reality of Ωk(z) over the real axis. Putting together
Eqs. (3.10), (3.11), and (3.17) yields a universal functional form which describes the time
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evolution of the adiabatic bilinears associated with the field mode of wavenumber k:
Nk ≈ Nk + σk
4
∣∣∣Erfc(− ϑ(0)k )δ(0)k ∣∣∣2 , (3.20a)
Mk ≈ −i σk
2
[
Erfc
(
− ϑ(0)k
)
δ
(0)
k
][
1 +Nk
]1/2
. (3.20b)
These results can be further generalized to account for multiple Stokes line crossings, as
well as the interference effects between them [98]. Define the accumulated phase between
the first and the p-th pair of zeros of Ωk(z) as
θ
(p)
k =
∫ sp
s0
Ωk(w) dw (3.21)
where sp corresponds to the point where the Stokes line associated with the p-th conjugate
pair of zeros crosses the real axis. The functions which describe both adiabatic bilinears are
then given by
Nk ≈ Nk + σk
4
∣∣∣∣∑
p
Erfc
(
− ϑ(p)k
)
δ
(p)
k exp
(
2iθ
(p)
k
)∣∣∣∣2 , (3.22a)
Mk ≈ −i σk
2
[∑
p
Erfc
(
− ϑ(p)k
)
δ
(p)
k exp
(
− 2iθ(p)k
)][
1 +Nk
]1/2
(3.22b)
with δ
(p)
k and ϑ
(p)
k (t) being the amplitude and time evolution parameter associated with the
p-th Stokes line.
Therefore, by monitoring the turning points and Stokes lines which accompany each
mode’s frequency function on the complex plane, we can track the evolution of the adiabatic
bilinears related to any physically acceptable field state. In the next section we examine
how this evolution affects the Universe’s scale factor through the semi-classical Einstein
equations.
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3.4 THE SEMI-CLASSICAL EINSTEIN EQUATIONS
If cosmological quantum particle production occurs at a sufficiently high rate, it can in
principle back-react on the cosmic evolution through the semi-classical Einstein equations
Rab − 1
2
Rgab + Λ gab = m
−2
P
〈
Tˆab
〉
(3.23)
where Λ represents the cosmological constant, mP = (8piG)
−1/2 stands for the reduced Planck
mass, and
〈
Tˆab
〉
corresponds to the expectation value of the energy-momentum tensor op-
erator, including contributions both from the scalar field we are considering plus any other
stress-energy sources. The canonical expression for Tˆab due to the scalar field is constructed
by varying the action in Eq. (1.23) with respect to the metric gab, and subsequently substi-
tuting the field operator Φˆ from Eq. (1.25) into the resulting expression:
Tˆab =
(∇aΦˆ)(∇bΦˆ)− 1
2
gab
(∇cΦˆ)(∇cΦˆ)+ξ[gab−∇a∇b+Rab− 1
2
Rgab−m
2
2
gab
]
Φˆ2 . (3.24)
For a statistically homogeneous and isotropic field state,
〈
Tˆab
〉
is equivalent to the energy-
momentum tensor of a perfect fluid for which the field energy density and pressure are given,
respectively, by ρ(t) =
〈
Tˆ00
〉
and P (t) = 1
3
gij
〈
Tˆij
〉
. As a consequence, such a state naturally
sources an FLRW metric, reducing Eq. (3.23) to the usual Friedmann equations:
H2(t) =
1
3
m−2P ρ(t) +
Λ
3
− K
a2(t)
(3.25a)
H˙(t) +H2(t) = −1
6
m−2P
[
ρ(t) + 3P (t)
]
+
Λ
3
. (3.25b)
Furthermore, it can be shown that
〈
Tˆab
〉
is covariantly conserved, resulting in the cosmolog-
ical continuity equation
ρ˙(t) + 3H(t)
[
ρ(t) + P (t)
]
= 0 . (3.26)
However, at this stage these equations are merely formal, because both the pressure and
energy density of a quantized field are in general divergent and need to be regularized. In a
FLRW spacetime, these divergencies can be partially isolated by expressing ρ(t) and P (t) in
terms of the adiabatic bilinears Nk(t) and Mk(t) [94]. Substituting Eqs. (1.25), (3.5), and
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(3.6) into the expectation value of Eq. (3.24) and collecting terms with the same adiabatic
factor gives
ρ(t) =
〈
Tˆ00
〉
=
1
4pia3(t)
∫
dµ(k)
{
ρNk (t)
[
Nk(t) + 1
2
]
+ ρRk (t)Rk(t) + ρIk(t) Ik(t)
}
(3.27a)
P (t) =
1
3
gij
〈
Tˆij
〉
=
1
4pia3(t)
∫
dµ(k)
{
PNk (t)
[
Nk(t) + 1
2
]
+ PRk (t)Rk(t) + P Ik (t) Ik(t)
}
.
(3.27b)
The terms proportional to Nk(t) capture the contribution to the energy density and pressure
due to the evolving distribution of adiabatic particles populating the field modes, while
the quantum interference terms contain Rk(t) = Re
[Mk(t)] and Ik(t) = Im[Mk(t)] ∗. The
prefactors in each of these terms are defined as
ρNk (t) ≡
1
Wk(t)
{
W 2k (t) + ω
2
k(t) +
1
4
[
Vk(t)−H(t)
]2
+ (3.28a)
+
(
6ξ − 1)[H(t)Vk(t)− 2H2(t) + K
a2(t)
]}
,
ρRk (t) ≡
1
Wk(t)
{
−W 2k (t) + ω2k(t) +
1
4
[
Vk(t)−H(t)
]2
+ (3.28b)
+
(
6ξ − 1)[H(t)Vk(t)− 2H2(t) + K
a2(t)
]}
,
ρIk(t) ≡ Vk(t)−H(t) + 2H(t)
(
6ξ − 1) , (3.28c)
PNk (t) ≡
1
3Wk(t)
{
W 2k (t) + ω
2
k(t)− 2m2 +
1
4
[
Vk(t)−H(t)
]2
+
1
3
(
6ξ − 1)2R(t) +
+
(
6ξ − 1)[− 2W 2k (t)− 12V 2k (t) + 4H(t)Vk(t) + 2ω2k(t) + (3.28d)
+ 2H˙(t) +
K
a2(t)
− 5
2
H2(t)
]}
,
∗Here the definitions for Rk(t) and Ik(t) might seem to differ from those found in the literature by a phase
factor, but this factor is implicit in our definitions for αk(t) and βk(t) obtained from asymptotic analysis
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PRk (t) ≡
1
3Wk(t)
{
−W 2k (t) + ω2k(t)− 2m2 +
1
4
[
Vk(t)−H(t)
]2
+
1
3
(
6ξ − 1)2R(t) +
+
(
6ξ − 1)[2W 2k (t)− 12V 2k (t) + 4H(t)Vk(t) + 2ω2k(t) + 2H˙(t) + (3.28e)
+
K
a2(t)
− 5
2
H2(t)
]}
,
P Ik (t) ≡
1
3
[
Vk(t)−H(t)
]
+
2
3
(
6ξ − 1)[4H(t)− Vk(t)] . (3.28f)
For adiabatic field states, the contributions to the energy density and pressure due to the
real bilinears Nk(t), Rk(t), and Ik(t) are always finite. This implies that the divergencies in
Eqs. (3.27a) and (3.27b) are isolated in the vacuum-like terms characterized by the 1
2
factors,
henceforth identified as
ρvac(t) ≡ 1
8pia3(t)
∫
dµ(k) ρNk (t) (3.29a)
Pvac(t) ≡ 1
8pia3(t)
∫
dµ(k)PNk (t) . (3.29b)
Regularization consists precisely in controlling the divergent behavior of ρvac(t) and
Pvac(t) so as to obtain finite expressions for ρ(t) and P (t) which still satisfy the cosmological
continuity equation. Adiabatic regularization achieves this result by subtracting the fourth-
order phase-integral expansions of ρNk (t) and P
N
k (t) from the integrands of Eqs. (3.29a) and
(3.29b), respectively [79, 84]. From a technical perspective, however, this procedure intro-
duces significant challenges to the numerical implementation of the semi-classical Friedmann
equations. Chief among these is the appearance of higher-order time derivatives of H(t) in
the integrands of Eqs. (3.27), turning the semi-classical Friedmann equations into a system
of integro-differential equations which is not amenable to standard numerical treatments.
We circumvent this difficulty by employing an alternative regularization scheme which, al-
beit cruder, yields a good approximation to ρ(t) and P (t) in regimes dominated by particle
production.
Central to the regularization approach adopted here is the realization that ρvac(t) and
Pvac(t) independently satisfy the cosmological continuity equation as long as the function
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Vk(t) has the form established in Eq. (3.7) (see the Appendix). It follows that the vacuum
contributions to ρ(t) and P (t) can be discarded in their entirety while still ensuring that
Eq. (3.26) remains valid. Despite its simplicity, this procedure yields a good approximation
to the field energy density and pressure provided the adiabatically regularized integrands of
Eqs. (3.27) are dominated by the real adiabatic bilinears Nk(t), Rk(t), and Ik(t). Therefore,
in what follows we take the regularized expressions for the energy density and pressure to
be
ρ(t) ≈ 1
4pia3(t)
∫
dµ(k)
{
ρNk (t)Nk(t) + ρRk (t)Rk(t) + ρIk(t) Ik(t)
}
(3.30a)
P (t) ≈ 1
4pia3(t)
∫
dµ(k)
{
PNk (t)Nk(t) + PRk (t)Rk(t) + P Ik (t) Ik(t)
}
, (3.30b)
where the factors ρNk (t), ρ
R
k (t), and ρ
I
k(t), P
N
k (t), P
R
k (t), and P
I
k (t) are computed by trun-
cating the asymptotic series Eq. (3.2) for Wk(t) at its optimal order.
Finally, the regularization of
〈
Tˆab
〉
also induces the renormalization of the gravitational
coupling constants G and Λ. Moreover, self-consistency demands the introduction of a
covariantly conserved tensor composed of fourth-order derivatives of the metric into the
semi-classical Einstein equations [80, 81]. This tensor is accompanied by a new unknown
coupling constant whose renormalization assimilates the ultra-violet divergence in the field
energy-momentum tensor. For simplicity, in this work we assume this new coupling constant
to be renormalized to zero, thus preserving the form of Eq. (3.23). Non-zero values for this
coupling constant will be considered elsewhere.
Taken together, Eqs. (3.22), (3.25), and (3.30) describe the coupled field evolution and
cosmic evolution in regimes dominated by particle production. In the next section we present
an algorithm which numerically solves this system of equations.
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3.5 NUMERICAL IMPLEMENTATION
The semi-classical Friedmann equations can be formulated as a discretized initial value prob-
lem. We take the domain of numerical integration to be a band of the complex plane which is
bisected by the real t axis. As illustrated in Figure 11, this band is discretized by a uniformly
spaced grid where the real-valued entries tj label the physical time. Initial conditions are set
by an appropriately chosen functional form for the scale factor a(t) which not only admits
an adiabatic field state at the initial time t0, but which is also consistent with our choice
for the initial distribution of adiabatic particles Nk(t0) = Nk populating the field modes. In
addition, we require that
Nk < O(k−3) as k −→∞ (3.31)
in order to ensure that both the energy density and pressure associated with the initial
particle distribution are finite.
We use a standard finite-difference scheme to step a(t), H(t), and H˙(t) along the real
axis, and employ B-splines to scan the Stokes geometry on the complex plane. The latter is
accomplished by generating a numerical sample of Ωk(t) through Eq. (1.29), and subsequently
performing high-order B-spline interpolations to construct a truncated Taylor polynomial
for this function over the real line up to the value of t in the current time step. Due to the
analyticity of Ωk(t), this series representation is also valid on the complex plane, and thus
encodes the analytical continuation of the frequency function. Explicitly, given a grid point
zij on the discretized plane, we compute Ωk(zij) through the expression
Ωk(zij) ≈
T∑
n=0
1
n!
(
zij − tj
)n
Ω
(n)
k (tj) , (3.32)
where tj = Re zij, as depicted in Figure 11. The numerical derivatives Ω
(n)
k are extracted
from B-spline interpolations over the real axis, and T corresponds to a truncation order which
depends on the density of grid points lying over the real axis. In addition, we feed Eq. (3.32)
to a Pade´ approximant [107] routine to accelerate its convergence and improve its accuracy.
Once this approximate representation of the frequency function has been computed over the
discretized plane, it can be interpolated and used in the monitoring of turning points and
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Re z
Im
z
 t
 ⌧
t0
zij
tj
Figure 11: A grid of uniformly spaced points covering a band of the complex plane. The
grid points lying over the real axis mark the discretization of physical time. Numerically
constructing the Taylor polynomial associated with the frequency function around the point
tj allows for the optimal evaluation of Ωk(zij) at grid points zij for which Re zij = tj.
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Stokes lines.
While the turning points of Ωk(z) can be located with the aid of root-finding algorithms
designed for multi-valued functions, the problem of determining the Stokes lines sourced by
these points requires the numerical integration of an ordinary differential equation. This is
evident from the Stokes lines definition Re
[
Ωkdz
]
= 0, which implies that, locally, its line
element must satisfy dz ∝ i/Ωk(z). Defining t = Re z and τ = Im z, this condition can be
rewritten as
dz = dt+ i dτ ∝ i
Ωk(z)
. (3.33)
Taking the ratio between the matched real and imaginary parts of this proportionality rela-
tion leads to the differential equation
dt
dτ
=
Im Ωk(z)
Re Ωk(z)
(3.34)
for the Stokes line, which can be numerically integrated from the turning point of interest
to yield t(τ).
Here is a summary of the minimal set of tasks performed by our algorithm while evolving
the physical quantities of interest by one time step:
1. Take samples of a(t), H(t), and H˙(t) describing the metric along an interval of the real
axis. Over this same interval, sample and interpolate the field energy density ρ(t) and
pressure P (t).
2. Numerically integrate the semi-classical Friedmann equations so as to enlarge the input
metric samples a(t), H(t), and H˙(t) by a time step ∆t.
3. For each field mode, generate a sample of the frequency function Ωk(t) over the real axis,
and numerically extend this function onto the complex plane to obtain Ωk(z).
4. Search for complex turning points of each frequency function Ωk(z), and numerically
trace their corresponding Stokes lines.
5. If a Stokes line associated with a mode of wavenumber k is found to intersect the real
axis, update the real bilinears Nk(t), Rk(t) and Ik(t) accordingly.
6. For each field mode, compute Wk(t) and Vk(t) up to the optimal truncation order set by
the last Stokes line crossing.
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7. Gather the results from all previous steps to evolve the input samples for the field energy
density ρ(t) and pressure P (t) by a time step ∆t.
In general, the Stokes lines associated with field modes of comparable wavenumber will
cross the real axis within close proximity of one another, giving rise to overlapping particle
production events. In order to correctly capture the influence that such events might have
on each other, we apply the stepping algorithm outlined above in an iterative fashion. In
other words, once the quantities of interest have been forward-stepped up to tj, the following
iteration backtracks to t0 and then proceeds to step the problem up to tj+1 = tj + ∆t using
as sources for the semi-classical Friedmann equations the field energy density and pressure
obtained in the previous iteration.
In summary, our numerical implementation allows for the scale factor and the Stokes
geometry to reconfigure themselves with each iteration and thereby construct a self-consistent
solution to the back-reaction problem.
3.6 NUMERICAL RESULTS
To assess the accuracy of our numerical approach, we first neglect back-reaction effects and
compare numerical results to known analytic solution for a quantized scalar field evolving
in a closed de Sitter spacetime [108]. This case is characterized by a positive cosmological
constant Λ and a curvature parameter of K = 1, which together lead to a bouncing scale
factor evolution
a(t) = H¯−1 cosh
(
H¯t
)
with H¯ =
√
Λ/3 . (3.35)
Here H¯ is the asymptotic value of the Hubble parameter in the infinite future,
lim
t→±∞
H(t) = ±H¯ . (3.36)
This model Universe contracts for t < 0, reaches its minimum size at t = 0, and subsequently
expands for the t > 0.
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Substituting Eq. (3.35) into Eq. (1.29) yields
Ω2k(t) = H¯
2
[(
k2 − 1
4
)
sech2
(
H¯t
)
+
m2
H¯2
+ 12 ξ − 9
4
]
(3.37)
for the mode frequency function. Analytically extending this function to the complex plane,
locating its turning points, and tracing its Stokes lines are straightforward. We verify our
numerical calculations against these analytic results. For definiteness, we choose a scalar
field mass m = 0.1mP which is conformally coupled to the scalar curvature, ξ =
1
6
. We set
the cosmological constant to Λ = 3m2, so that H¯ = 1m. All dimensional quantities are thus
expressed in terms of the field mass.
A comparison between the analytic extension of Eq. (3.37) and the numerical analytic
continuation produced by our algorithm is displayed in Figure 12 for the field mode of
wavenumber k = 5m. The left panel shows the absolute value of the numerically obtained
frequency function, while the right panel exhibits how this result deviates from the analytic
expression for Ωk(z). In addition to correctly reproducing the function’s conjugate pair of
zeroes
(
z0, z
∗
0
)
located in this region, the numerical analytic continuation differs from the
analytic value by at most 2% in the vicinity of these points. As a result, the Stokes lines which
occupy this area of the complex plane can be traced with high fidelity. This is demonstrated
in the left panel of Figure 13, where the Stokes lines sourced by the pairs of turning points(
z0, z
∗
0
)
and
(
z1, z
∗
1
)
are superimposed over the numerically obtained frequency function.
The effects of each Stokes line on the adiabatic bilinear Nk(t) are displayed in the right
panel of Figure 13, wherein this quantity is tracked as a function of time. Each burst
of particle production is prompted by a Stokes line crossing, the first of which occurs as
the Universe contracts and the field mode under consideration becomes sub-horizon; while
the second burst happens after the bounce, when the mode reverts back to being super-
horizon due to the Universe’s expansion [94]. Despite the symmetry between these events,
constructive interference expressed by Eq. (3.22) causes more particles to be produced in
the second burst. The expected values for the particle number plateaus are indicated by the
square markers on the vertical axis, both of which agree well with the numerical curve.
By tracing the Stokes geometry of every field mode, we can also track the evolution of the
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Figure 12: A comparison between the numerical analytic continuation of Ωk(z) produced by
our algorithm and the expected analytic expression for this function in a closed de Sitter
spacetime. The field parameters are m = 0.1M , ξ = 1
6
, and k = 5m, while the spacetime
is characterized by Λ = 3m2 and K = 1. The left panel shows the absolute value of the
numerically produced frequency function in the vicinity of the pair of conjugate turning
points
(
z0, z
∗
0
)
, while the right panel exhibits the relative difference between the analytic
and numerical results.
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Figure 13: The numerically traced Stokes geometry associated with the frequency function
Ωk(z), and the adiabatic particle number evolution Nk(t) extracted from it. The field pa-
rameters are set to m = 0.1mP , ξ =
1
6
, k = 5m, and Nk = 0, while the spacetime is
characterized by Λ = 3m2 and K = 1. The left panel shows the Stokes lines sourced by
the pairs of turning points
(
z0, z
∗
0
)
and
(
z1, z
∗
1
)
superimposed over the absolute value of the
numerically obtained frequency function. The real axis corresponds to the central dashed
line. The effects of each Stokes line on the adiabatic particle number Nk(t) are illustrated on
the right panel, wherein this quantity is tracked as a function of time. Each burst of particle
production is prompted by a Stokes line crossing, indicated here by the circular markers on
the horizontal axis. The expected values for the particle number plateaus featuring in this
image are indicated by the square markers on the vertical axis, both of which show very
good agreement with the numerically produced curve for Nk(t). Constructive interference
causes more particles to be produced in the second burst.
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field energy density as the spacetime evolves. Even though back-reaction effects are being
neglected, this quantity shows whether the effects of particle production will eventually
become comparable to the contributions from Λ and K which source the background de
Sitter spacetime. To that end, we track every term appearing on the right-hand side of the
semi-classical Friedmann Eq. (3.25a), identifying each contribution according to the notation
H2N ,R, I ≡
ρ
3m2P
, H2Λ ≡
Λ
3
, and H2K ≡ −
K
a2
. (3.38)
Additionally, we define H2R, I as the contribution to the right-hand side of Eq. (3.25a) which
stems solely from terms proportional to the real bilinears Rk and Ik. The left panel of
Figure 14 displays the evolution of the above-defined quantities for a bounce that starts at
t0 = −5m−1 with an initial particle distribution given by Nk(t0) = 0. Being the only true
sources in this case, H2Λ and H
2
K behave in the standard way, acting in concert to produce
the de Sitter bounce. Because back-reaction effects are neglected, the Hubble parameter H
shown on the right panel of Figure 14 is entirely characterized by these two quantities, i.e.,
H2 = H2Λ + H
2
K . On the other hand, the field-related quantities H
2
N ,R, I and H
2
R, I display
an interesting behavior which mirrors the result found in Ref. [95]. While H2R, I remains
negligible throughout, H2N ,R, I grows exponentially as the Universe progresses toward the
bounce. In other words, the field energy density eventually becomes dominated by Nk –
the field particle content. Physically, the soaring field energy density is due to the blueshift
experienced by particles produced in the contracting phase. As a result, the Universe is
filled with relativistic particles which effectively behave as radiation, making the field energy
density grow as ρ ∝ a−4. This trend is then reversed in the ensuing expanding phase, during
which the field energy density drops rapidly as particles are continuously redshifted.
The preceding calculations demonstrate that back-reaction effects due to particle pro-
duction can become dynamically significant in an initially closed de Sitter spacetime. A
full account of these effects is shown in Figure 15, using the algorithm for computing back-
reaction effects described in the previous Section. In this case, the metric evolution initially
matches that of a closed de Sitter spacetime at t0 = −5m−1, while the initial particle dis-
tribution is given by Nk(t0) = 0. These initial conditions self-consistently satisfy the semi-
classical Friedmann equations at the initial time t0 within our approximations. As in the case
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without back reaction, the quantity H2R, I remains sub-dominant throughout the evolution,
while H2N ,R, I grows exponentially as newly-created particles are continuously blueshifted.
Since they quickly become relativistic, these particles behave as an additional radiation-like
component, destabilizing the initial de Sitter phase. This is illustrated in the right panels
of Figure 15,where the scale factor and Hubble parameter can be seen transitioning from a
de Sitter bounce to a radiation-dominated behavior. The contributions from the regular-
ized vacuum terms discarded in our approximations remain negligible at all times. We stop
the numerical integration at t = −1.3m−1, since beyond this time the Hubble parameter
becomes of order H ' m−1P , invalidating the semi-classical picture of gravity on which our
calculations rely.
The de Sitter bounce is not always disrupted by particle production. For sufficiently low
values of the field mass, the bounce is merely delayed. Figure 16 illustrates a near-limiting
case with m = 0.0145mP for which an initial de Sitter evolution is still driven toward a
radiation dominated phase. The contributions due to particle production H2N ,R, I only come
to dominate over the combined H2Λ and H
2
K near the bounce at t = 0m
−1. For field masses
m . 0.0142mP , the negative curvature contributions H2K neutralize the growth of H2N ,R, I
for long enough to preserve the bounce. The resulting bounce is pushed to a slightly later
time and occurs at a smaller value of the scale factor.
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Figure 14: The evolution of every term appearing on the right-hand side of the semi-classical
Friedmann Eq. (3.25a) in a closed de Sitter spacetime evolution, as well as the quantities
describing the metric for this spacetime in the absence of back-reaction. The field parameters
are set to m = 0.1mP and ξ =
1
6
, while the spacetime is characterized by Λ = 3m2 and
K = 1. The bounce starts at t0 = −5m−1 with an initial particle distribution given by
Nk(t0) = 0. The left panel follows the evolution of H2N ,R, I (solid line), H2R, I (dot-dashed
line), H2Λ (dotted line), and H
2
K (dashed line). While H
2
R, I remains negligible throughout,
H2N ,R, I grows exponentially and eventually comes to dominate over all other contributions.
The right panels illustrate the scale factor a(t) and Hubble parameterH(t) which describe the
de Sitter bounce. Because back-reaction effects are being neglected, the Hubble parameter
is just H2 = H2Λ +H
2
K .
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Figure 15: The evolution of every term appearing on the right-hand side of the semi-classical
Friedmann Eq. (3.25a) and the quantities describing the metric evolution in a full back-
reacting calculation. The field parameters are m = 0.1mP and ξ =
1
6
, while the cosmo-
logical constant and curvature parameter are Λ = 3m2 and K = 1. The closed de Sitter
initial conditions are set at t0 = −5m−1, along with an initial particle distribution given by
Nk(t0) = 0. The left panel follows the evolution of H2N ,R, I (solid line), H2R, I (dot-dashed
line), H2Λ (dotted line), and H
2
K (dashed line). The exponential growth of H
2
N ,R, I effectively
fills the Universe with relativistic particles, introducing an instability to the initial de Sitter
phase. The right panels illustrate the scale factor a(t) and Hubble parameter H(t) transi-
tioning from a Sitter bounce to a radiation dominated phase. Here the solid lines represent
the solutions to the back-reaction problem, while the dashed lines trace the pure de Sitter
bounce.
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Figure 16: The evolution of every source term featuring on the right-hand side of the semi-
classical Friedmann Eq. (3.25a) and the quantities describing the metric evolution in a full
back-reacting calculation. The field parameters are set to m = 0.0145mP and ξ =
1
6
,
while the cosmological constant and curvature parameter are characterized by Λ = 3m2 and
K = 1. The closed de Sitter initial conditions are set at t0 = −5m−1, along with an initial
particle distribution given by Nk(t0) = 0. The left panel follows the evolution of H2N ,R, I
(solid line), H2R, I (dot-dashed line), H
2
Λ (dotted line), and H
2
K (dashed line). The growth of
H2N ,R, I fills the Universe with just enough relativistic particles to destabilize the initial de
Sitter phase. The right panels illustrate the scale factor a(t) and Hubble parameter H(t)
transitioning from a de Sitter bounce to a radiation dominated phase. Here the solid lines
represent the solutions to the back-reaction problem, while the dashed lines trace the pure
de Sitter bounce. Had the field mass been set to a value m . 0.0142mP , a bounce would
still take place, albeit at a slightly later time and for a smaller value of the scale factor.
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3.7 DISCUSSION
The back-reaction problem addressed in this work imposes several technical hurdles which
have resisted a satisfactory solution for decades. These difficulties stem primarily from the
necessity to control the divergent nature of the vacuum energy. Adiabatic regularization
accomplishes this at the cost of increasing the problem’s complexity. As a result, ambigu-
ities arise in the specification of initial conditions and in the value of physical quantities
when particle production is rapid, and computationally the problem becomes susceptible
to potential numerical instabilities. In this work we have shown that these issues can be
circumvented in scenarios dominated by particle production. Our approach relies on a par-
ticular choice of adiabatic mode functions which isolate the vacuum contributions into a
separate covariantly conserved component of the total stress-energy. In regimes dominated
by particle production, this vacuum component is sub-dominant and can be discarded in
its entirety. By definition, the remaining covariantly conserved portion of the stress-energy
dominates, as it encapsulates the effects of particle production. This component can be
expressed in terms of the particle number density as described by Berry’s universal form,
resolving the ambiguity in physical quantities, and computed from the analytic continuation
of each mode’s frequency function onto the complex plane (Figures 13 and 14). The resulting
stress-energy is a calculable source term for the semi-classical Friedmann equations, and can
be used to obtain a numerical solution to the back-reaction problem. We have performed
this calculation for an initially closed de Sitter spacetime, demonstrating that the effects of
particle production in this scenario can become strong enough to drive the cosmic evolution
into a radiation-dominated phase (Figures 15 and 16). Our results illustrate the reliability
of our numerical implementation, and open the possibility of the systematic investigation of
cosmological scenarios dominated by quantum particle production.
On a technical level, our method relies on some previous knowledge of the Stokes geom-
etry associated with the spacetime evolution. For the case studied in this work, all Stokes
lines are sufficiently separated from each other so that Berry’s universal form for particle
production applies without corrections. In general, however, the spacetime evolution might
result in near-lying Stokes lines for which higher-order Stokes corrections are required for an
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accurate description of particle production. Although not included in this work, such cor-
rections are well-documented in the literature [109–111] and could in principle be added to
our numerical implementation. More fundamentally, our method is based on a well-defined
semi-classical notion of particle. Mathematically, this notion is tied to the existence of a
phase-integral expansion for the field mode functions. Such a representation can always be
constructed as long as |εk, 0|  1. Physically, this requirement typically translates to an
approximate bound on the Hubble rate H . m set by the mass of the field under consider-
ation. Nonetheless, some scenarios exist for which |εk, 0|  1 is satisfied even when H > m.
Quantum backreaction is potentially important in models of the very early Universe.
Quantum particle production is actually quite familiar in the context of inflation, as it
provides the standard mechanism for the generation of perturbations in an inflating space-
time [27, 73–78, 112]. Interestingly, it has been suggested that these same ideas could be
applied to the problem of driving inflation itself [113–119]. Indeed, a phase of accelerated
expansion can result if particles are produced at a high enough rate. A time derivative of the
usual Friedmann Equation H2(t) = 1
3
m−2P ρ(t) shows that an accelerating expansion a¨ > 0
occurs when
ρ˙(t) > − 2√
3
m−1P ρ
3/2(t) . (3.39)
Such a scenario has the potential to sidestep some of the conceptual problems of the stan-
dard inflationary paradigm. For instance, it has been argued that standard inflation cannot
generically start in a patch which is smaller than the cosmological horizon without violating
either causality or the weak energy condition [120, 121]. However, if inflation is initially
driven by an increasing energy density due to particle production, the weak energy condi-
tion is effectively violated. Therefore, inflation driven by such a mechanism could generically
start in small patches contained within the cosmological horizon without violating causality.
Inflation driven by particle production would also clarify the meaning of the inflaton effective
potential by making manifest the high mass-scale physics it represents.
The same conditions which lead to quantum particle production can also result in par-
ticle annihilation. If sufficiently pronounced, this effect can drive a contracting spacetime
toward a bounce phase. Indeed, it follows from the cosmological continuity equation that
ρ(t) + P (t) < 0 provided the particle annihilation rates are high enough to cause the field
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energy density to decrease as the Universe contracts. In other words, the null energy condi-
tion is effectively violated, making H˙(t) > 0 according to the Friedmann equations [122,123].
Thus, a classical bounce can emerge provided enough energy density is sequestered by quan-
tum particle annihilation during a phase of cosmological contraction. If realized, such a
mechanism could provide a natural description for cosmological bounce scenarios which does
not require new physics. Also, successful bounces require constraints on high mass-scale
quantum fields, so that quantum back-reaction does not push the contracting phase into a
radiation crunch, as with the example solved in this paper.
Another possibly interesting effect is the production of a relativistic condensate in the
early universe. Under certain circumstances, quantum particle production can lead to large
occupation numbers for some scalar field modes, representing condensate formation. This
phenomenon could lead to additional interesting phenomenology [124–126].
A number of technical questions remain to be answered. Fermion fields require more
complex calculations than scalar fields, and may present some different physics [127, 128].
How to handle interacting fields remains an open question, and multiple fields offer addi-
tional possibilities [129–134]. We have a long road to travel before the range of interesting
early-Universe dynamical scenarios driven by quantum particle production has been fully
explored.
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4.0 SUMMARY AND OUTLOOK
In the past decades, cosmological observations have unveiled a spatially flat and statisti-
cally isotropic early Universe, filled with primordial perturbations characterized by a nearly
scale-invariant power spectrum. In spite of this remarkable progress, the physical mechanism
responsible for originating these early conditions remains a subject of ongoing research and
debate. In this work, we have employed new computational and mathematical techniques
with the goal of further understanding the physics behind the earliest moments of our Uni-
verse.
An early inflationary period has been proposed as a possible explanation for the observed
large-scale properties of our Universe. It is therefore of interest to place observational con-
straints on inflationary dynamics in order to better understand its physical origin. Typically,
this has been done by forward modeling, i.e., by picking an inflation model and matching its
observable consequences to actual measurements. While this approach can rule out many
inflation models, it cannot be used to quantify which of the surviving models are more
likely. Circumventing this issue requires the solution of the inverse problem, for which the
constraints on inflationary history arise directly from measurements. We explored this ap-
proach in Chapter 2 by employing quantum mechanical inverse-scattering techniques. The
task of inverse-scattering theory is to determine the features of a scattering target from
its associated scattering data. In the context of inflation, the inflationary dynamics itself
acts as a scattering potential, while the primordial power spectra take on the role of the
scattering data. This approach is advantageous in that it is not only independent of any
particular model space parameterization, but it also does not require slow-roll conditions to
be satisfied. We have demonstrated this inverse procedure for two simulated inflationary
histories, assuming perfect knowledge of their corresponding observables. Moving forward,
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this calculation can form the basic building block for future model-independent estimation
of inflation dynamics from noisy measurements of the primordial scalar and tensor power
spectra. The wider the range of scales covered by power spectra measurements, the longer
the period of inflationary dynamics that can be recovered. In practice, such measurements
might not be accessible at smaller length scales, but having the technology to invert the
data in such fashion will allow us to make the most of all future observations constraining
primordial perturbations.
In Chapter 3 we have investigated the effects of gravitationally induced quantum particle
production on the evolution of cosmological spacetimes. This effect is particularly relevant
for models of the very early Universe, when the energy density generated through this process
might have come to back-react on the cosmological evolution. Surprisingly, such scenarios
remained unexplored for decades due to the several technical hurdles imposed by the back-
reaction calculations. In order to tackle this problem, we have employed new mathematical
and computational methods to offer a self-consistent formulation and solution to this prob-
lem in regimes dominated by particle production. Our approach makes use of a remarkable
result from asymptotic theory which allows for an unambiguous notion of particle to be
defined on cosmological backgrounds. By numerically tracking the particle number density
and cosmological scale factor with a combination of B-spline and finite-difference techniques,
we were able to solve for the interplay between particle production and metric evolution. We
have demonstrated an application of our algorithm for an initially closed de Sitter spacetime,
showing that particle production can drive the cosmic evolution into a radiation dominated
phase. Our implementation opens the possibility for the further systematic investigation of
cosmological scenarios dominated by quantum particle production. Regimes characterized by
high quantum particle production/annihilation rates are of particular interest, as these could
lead to an either inflationary or bouncing phase. If realized, such scenarios would provide
a specific picture of the physical mechanism underlying the usual effective field approaches
used to model the very early Universe. However, a thorough exploration of interesting early-
Universe dynamical scenarios driven by quantum particle production will require additional
technical challenges to be addressed. These include the proper handling of spinor fields and
the formalization of interacting fields on curved spacetimes.
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APPENDIX A
THE JOST FUNCTION
The Jost function, F`(k), encapsulates all the information about the scattering problem and
therefore plays a central role in the theory of inverse scattering. Its definition is given in
terms of two particular sets of solutions for the the radial time-independent Schro¨dinger
equation: the regular solutions, ϕ`(k, r); and the Jost solutions, f`(k, r). Regular solutions
are those satisfying the boundary condition limr→0(2`+1)!! r−`−1ϕ` = 1. The Jost solutions,
on the other hand, are those satisfying limr→∞ e−ikrf`(k, r) = 1. These are used to define
the Jost function through the Wronskian
F`(k) = (−k)`W
{
f`(k, r), ϕ`(k, r)
}
. (A.1)
Taking the limit of this expression for r −→ 0, we obtain [47]
F`(k) = lim
r→0
[
e−ipi` Γ
(
1
2
)
Γ
(
`+ 1
2
) (kr
2
)`
f`(k, r)
]
. (A.2)
In the context of inflationary perturbations, the behavior of the Jost solutions as η −→ −∞
coincides with that of modes set by the Bunch-Davies vacuum. As a consequence, the Jost
solutions must behave as f`(k, r) = Akz for r −→ 0. Furthermore, for small r, the effec-
tive potential experienced by the scattered particle is mostly due to the centrifugal term
` (`+1) r−2 in the Schro¨dinger equation (2.2). Therefore, for r −→ 0 the Mukhanov variable
must have the form z = r0/r
`, where r0 is a constant. Combining these results with (A.2)
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gives the following expression relating the Jost function and Ak:
Ak =
Γ
(
`+ 1
2
)
pir0
(
2
k
)`+ 1
2
F`(k) . (A.3)
This expression, along with Eq. (1.44), yields Eq. (2.4) which relates the Jost function to
the primordial power spectrum.
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APPENDIX B
SOLVING THE GEL’FAND-LEVITAN-MARCHENKO EQUATION
Below we describe the method of separable kernel decomposition for solving the Gel’fand-
Levitan-Marchenko equation. We start by assuming that the input kernel, G(r, s), can be
written as
G(r, s) =
m∑
i=1
ai(r) bi(s) , (B.1)
where ai = j`(rki) and bi = j`(ski)
[
|F`(ki)|−2 − 1
]
∆i. Here, ∆i essentially represents the
integration step. For higher numerical resolution ∆i −→ 0, and consequently m −→∞.
Now consider the Gel’fand-Levitan-Marchenko equation:
K(r, s) +G(r, s) +
∫ r
0
K(r, t)G(t, s) dt = 0 . (B.2)
We can make use of Eq. (B.1) to rewrite it as
K(r, s) = −G(r, s)−
m∑
i=1
bi(s)
∫ r
0
K(r, t) ai(t) dt (B.3)
K(r, s) = −G(r, s)−
m∑
i=1
bi(s) ci(r) , (B.4)
where we have defined
ci(r) ≡
∫ r
0
K(r, t) ai(t) dt . (B.5)
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Replacing this last expression for K(r, s) in (B.5) we obtain a system of m equations given
by
ci(r) = −gi(r)−
m∑
j=1
cj(r)hij(r) , (B.6)
where we have defined
gi(r) ≡
∫ r
0
G(r, t) ai(t) dt (B.7)
hij(r) ≡
∫ r
0
ai(t) bj(t) dt . (B.8)
Since G(r, s) is known and both ai and bi can be easily computed, the Gel’fand-Levitan-
Marchenko equation is reduced to the linear system of equations (B.6). The solutions for ci(r)
can easily be obtained numerically and corresponds to anm-tuple: (c1, . . . , cm). Substituting
this result in Eq. (B.4) gives the desired output kernel K(r, s).
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APPENDIX C
THE LEVIN METHOD
Here we show the essential results needed for an implementation of the Levin method targeted
at computing the oscillatory integral in Eq. (2.6) for the input kernel. For a more detailed
explanation of this integration method we refer the reader to the original paper by Levin [54].
Below we follow Levin’s notation.
First, we assume that the integral Eq. (2.6) has a solution of the form∫
f(k) ·w(k) dk =
m∑
i
Fi(k)wi(k), (C.1)
where w(x) is defined to be the vector of length m containing the oscillatory kernel function,
and f(k) is the amplitude function. In our case these are clearly given by
w(k) =

J`(rk) J`(sk)
J`−1(rk) J`(sk)
J`(rk) J`−1(sk)
J`−1(rk) J`−1(sk)

and f(k) =

k
[
|F`(k)|−2 − 1
]
0
0
0

. (C.2)
We use a Chebyshev polynomial expansion for the solution function, Fi(x) =
∑n
k cikuk(x).
The final step is to compute the (m × n) cik coefficients by solving the following ordinary
differential equation
fi(x) = F
′
i (x) +
m∑
j
Aij(x)Fj(x) , (C.3)
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where the matrix Aij must satisfy the relation dw(k)/dk = A(k)w(k). Using the Bessel
function recurrence relations, the matrix A is given by
A =

−2`
k
r s 0
−r − 1
k
0 s
−s 0 − 1
k
r
0 −s −r 2(`−1)
k

. (C.4)
Employing these expressions for the Levin’s collocation procedure described in [54] allows
one to compute the integral in Eq. (2.6). The convergence of this integration method depends
roughly on the ratio between the size of the integration range and the n number of collocation
points, with better convergence being achieved for smaller values of this ratio.
The accuracy of the inversion procedure is directly affected by step size in the numerical
evaluation of the output kernel. More accurate results can be obtained by increasing the
numerical resolution in the inversion algorithm, at the cost of increasing the computation
time. In our calculations we employ a resolution of 104 bins for the smallest logarithmic
interval
[
10−6, 10−5
]
Mpc−1 when computing the integral Eq. (2.6) and keep the resolution
constant for the rest of the analysis. A more detailed error analysis of the reconstruction
will be investigated in a future work.
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APPENDIX D
VACUUM REGULARIZATION
In order to avoid the technical difficulties introduced by adiabatic regularization, we em-
ploy an alternative scheme which discards the vacuum contributions to the field energy-
momentum tensor in their entirety. Albeit cruder, this method yields a good approximation
to the field energy density ρ(t) and pressure P (t) in regimes dominated by particle pro-
duction. Care must be taken, however, to ensure that the resulting expressions for these
quantities satisfy the cosmological continuity equation. Below we demonstrate that this can
be achieved by selecting an appropriate definition for the adiabatic vacuum.
The residual freedom that exists in the definition of the adiabatic mode functions allows
for a slight shift in the balance between particle and vacuum contributions to energy density
and pressure expressed in Eqs. (3.27). Although small, this latitude can be exploited to en-
sure that the vacuum contributions ρvac(t) and Pvac(t) defined by Eqs. (3.29) independently
satisfy the cosmological continuity equation.
Underlying this separation between particle and vacuum components are the functions
Wk(t) and Vk(t). The first of these is given by the asymptotic series in Eq. (3.2), which is
the solution to the differential equation
W 2k (t) = Ω
2
k(t) +
3
4
W˙ 2k (t)
W 2k (t)
− 1
2
W¨k(t)
Wk(t)
, (D.1)
obtained from the substitution of Eq. (3.1) into Eq. (1.28). The function Vk(t), on the other
hand, encapsulates the remaining freedom in the definition of the adiabatic vacuum, and can
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be chosen to have any convenient functional form which satisfies the following constraint:
Vk(t)−H(t) < O(k−2) as k −→∞ . (D.2)
A natural choice which meets the above requirement is given by
Vk(t) = −W˙k(t)
Wk(t)
. (D.3)
Interestingly, this functional form also guarantees that the vacuum contributions ρvac(t)
and Pvac(t) satisfy the cosmological continuity equation. It can be verified with the aid of
Eqs. (D.1) and (D.3) that
ρ˙vac(t) = −3H(t)
[
ρvac(t) + Pvac(t)
]
, (D.4)
where the right-hand side follows from the left-hand side by explicit calculation. It is worth
noting that this result is valid for all truncation orders of Wk(t) as given by Eq. (3.2).
Hence, provided the function Vk(t) has the form established in Eq. (D.3), it follows
directly from Eqs. (3.26) and (D.4) that the vacuum and particle contributions to the field
energy density and pressure independently satisfy the cosmological continuity equation.
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