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GROMOV POSITIVE SCALAR CURVATURE CONJECTURE
AND RATIONALLY INESSENTIAL MACROSCOPICALLY
LARGE MANIFOLDS
MICHA L MARCINKOWSKI
Abstract. We give the first examples of rationally inessential but macroscop-
ically large manifolds. Our manifolds are counterexamples to the Dranishnikov
rationality conjecture. For some of them we prove that they do not admit a
metric of positive scalar curvature, thus satisfy the Gromov positive scalar
curvature conjecture. Fundamental groups of our manifolds are finite index
subgroups of right angled Coxeter groups. The construction uses small covers
of convex polyhedrons (or alternatively Davis complexes) and surgery.
1. Introduction
Let X be a metric space and let Y be a topological space. We say that a
map f : X → Y is uniformly cobounded if there exists a real number C such that
diam(f−1(y)) < C for every y ∈ Y .
Definition 1. The macroscopic dimension of X, denoted dimmc(X), is the small-
est number k such that there exist a k-dimensional simplicial complex K and a
continuous, uniformly cobounded map f : X → K.
Let M be a Riemannian manifold of topological dimension n, and let M˜ be the
universal cover of M with the pullback Riemannian metric. Note that since M˜ can
be given a structure of simplicial complex, dimmc(M˜) is never greater than the
topological dimension.
Macroscopic dimension was defined by Gromov ([11]) in the search of topological
obstructions for manifolds to admit a Riemannian metric with positive scalar cur-
vature (briefly PSC). He conjectured that such manifolds tend to have deficiency
of macroscopic dimension in the following sense
Gromov Conjecture. Let M be a closed n-dimensional manifold. If M admits a
Riemannian metric of positive scalar curvature, then dimmc(M˜) ≤ n− 2.
We always assume that the metric on M˜ is a pullback of some Riemannian metric
on M . Macroscopic dimension of M˜ does not depend on a metric chosen on M .
The n− 2 in the conjecture comes from the following prototypical example: for
anyMn−2, the manifoldM ′ =M×S2 admits a PSCmetric. We have dimmc(M˜
′) =
dimmc(M˜×S
2) = dimmc(M˜) ≤ n−2. Thus an inequality in the conjecture is sharp.
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There is also a version of the Gromov Conjecture, called the weak Gromov con-
jecture, which asserts that if M admits a PSC metric, then dimmc(M˜) ≤ n− 1.
The Gromov conjecture was proven for 3-dimensional manifolds ([10]) and for
manifolds whose fundamental groups satisfy certain assumptions of analytical flavor
([2, 8]). In the present state of the art, the Gromov conjecture (and even its weak
version) is considered to be out of reach. It implies other longstanding conjectures,
e.g. the Gromov-Lawson conjecture, which asserts that no aspherical manifold ad-
mits a PSC metric.
An n-dimensional manifold M is called macroscopically large if dimmc(M˜) =
n. Let us consider the following
Example 1. Let M be a closed oriented manifold, π = π1(M), and let Bπ be
a classifying space endowed with a structure of a simplicial complex. Denote by
f : M → Bπ the map classifying the universal bundle. If f∗([M ]) = 0 ∈ Hn(Bπ;Z),
then there is a homotopy of f to some map g : M → Bπ[n−1]. It follows, that there
exist an equivariant homotopy of a lift f˜ : M˜ → Eπ to g˜ : M˜ → Eπ[n−1]. Then
g˜ is a cobounded map, thus M cannot be macroscopically large.
One can ask if the property that a manifoldM is large or not can be expressed in
homological terms. To do that, let us introduce the following notions (we keep the
notation from Example 1). We callM inessential if f∗([M ]) = 0 ∈ Hn(Bπ;Z) and
rationally inessential if f∗([M ]) = 0 ∈ Hn(Bπ;Q). Note that M is rationally
inessential if and only if f∗([M ]) ∈ Hn(Bπ;Z) is torsion. An example of rationally
inessential but essential orientable manifold is RP3. Obviously dimmc(R˜P
3) = 0,
thus being essential is not enough to be macroscopically large. Gromov expected,
that if M is rationally essential, then M is macroscopically large. A. Dranishnikov
in [7] disproved this conjecture and found the right homology theory where one
should place the fundamental class [M ] to test if M is large just by checking if the
class is non-trivial. Moreover, it is showed that [M ] is large if and only if there exist
a bounded homotopy from f˜ : M˜ → Eπ to some map which ranges in Eπ[n−1]
(these results are described in more details in 2.1). In [8] it is conjectured that
Rationality Conjecture. If M is rationally inessential, then it is macroscopically
small.
It would imply the weak Gromov conjecture for rationally inessential manifolds.
In the paper we give counterexamples to this conjecture. In terms of homotopy
theory, they are rationally inessential manifolds such that f˜ : M˜ → Eπ can not be
deformed by means of bounded homotopy to a map which ranges in Eπ[n−1]. In the
case when our manifolds are spin, we prove that they do not admit a PSC metrics.
Thus they satisfy the Gromov Conjecture. If they are not spin, the conjecture is
open.
Outline of the construction. Let K be an n-dimensional simple convex poly-
hedron, e.g. n-dimensional cube 1. Assume that each maximal face of K is colored
1By n-dimensional polyhedron we mean an intersection of finite number of half-spaces in the
n-dimensional Euclidean space. A polyhedron K is simple if a neighborhood of every vertex of K
looks like a neighborhood of a vertex in the n-dimensional symplex.
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by one of n colors such that every pair of different non-disjoint faces have different
colors 2. To construct a manifold N out of K we use ’the reflection trick’. That is,
we glue up 2n copies of K along maximal faces. The way of how we glue them de-
pends of the coloring of faces. To obtain a counterexample M to the Dranishnikov
conjecture we attaching a bunch of handles and ’fill up’ some loops in the connected
sum N#N . This is made such that M is rationally inessential and π(M) is a finite
index, torsion free subgroup of a Coxeter group. These properties are crucial in
proving that M is macroscopically large and, if M is spin, does not admit a PSC
metric.
2. Preliminaries
2.1. Homological characterisation of macroscopically large manifolds. A.
Dranishnikov gave ([7]) a homological criterion one can use to detect ifM is macro-
scopically large. We briefly discuss his result in the form we are going to use it.
Let X be a locally finite simplicial complex. Let Clf∗ (X ;Z) be the module of
Z-valued simplicial chains on X . Here chains need not to be finitely supported nor
bounded. The chain complex (Clf∗ (X ;Z), ∂) with the standard differencial defines
the locally finite homology groupsH lf∗ (X,Z) (see [9, Ch.11] for an exhaustive treat-
ment of the locally finite homology). If A < X is a subcomplex of X , the notion of
relative locally finite homology is defined as usual by the quotient chain complex
Clf∗ (X ;Z)/C
lf
∗ (A;Z). In [7] a more general definition (with an arbitrary coeffi-
cients) of coarsely equivariant homology is given. For Z coefficients, the coarsely
equivariant homology is naturally isomorphic to the locally finite homology.
Let X˜ be the universal cover of X with the induced simplicial structure and let
π = π1(X). Recall that H∗(X ;Z) = H
pi
∗ (X˜;Z), where the last group is defined by
means of π-equivariant chains Cpi∗ (X˜;Z). The inclusion i : C
pi
∗ (X˜;Z) → C
lf
∗ (X˜ ;Z)
induces the so called equivariant coarsening map ec∗ : H∗(X ;Z)→ H
lf
∗ (X˜ ;Z).
Theorem 1. [7, Th.2.2 and Th.4.5] Let M be an n-dimensional, oriented, closed
manifold and let Γ = π1(M). Suppose that BΓ is realised by a finite simplicial
complex. Let f : M → BΓ be a map classifying the universal cover.
(1) ThenM is macroscopically large if and only if ecnf([M ]) 6= 0 ∈ H
lf
n (EΓ,Z),
where EΓ = B˜Γ.
(2) We call a homotopy H : M˜ × I → EΓ bounded, if for some number C and
every x ∈ M˜ we have diam(H [x× I]) < C. On EΓ we consider any proper
geodesic metric. Then M is macroscopically large if and only if there is no
bounded homotopy from f to a map g : M˜ → EΓ[n−1].
Remark 1. There is another notion of macroscopically large manifolds given by
Gong and Yu. It is expressed in terms of non-vanishing of the fundamental class
in the coarse homology group HX∗(M˜,Q) ([12, Def.8.2.2]). As it is shown in [8,
Th. 4.2], this definition is equivalent to ours provided that the coefficient module
is taken to be Z.
2.2. Small covers. The idea of a small cover of a simplicial complex is the main
ingredient of the construction. They were investigated in the seminal paper of
M. Davis and T. Januszkiewicz ([6]). Here we discuss the notion of a small cover
and collect some facts we use later.
2Due to Lemma 1 this assumption is not restrictive at all.
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2.2.1. Basic definitions. Let L be an n-dimensional simplicial complex. By Lb we
denote its barycentric subdivision. By definition, it is the geometric realisation
of the poset of nonempty simplices of L. It means that every (l − 1)-dimensional
simplex τ ∈ Lb is given by a chain τ = (σ1 < . . . < σl), σi ∈ L. Let σ < L
be a simplex. We define the face Fσ to be the geometric realisation of the poset
{σ′ ∈ L | σ ≤ σ′ < L}.
Thus Fσ is a subcomplex of L
b. If σ is k-dimensional, then Fσ is n − k dimen-
sional. If σ = [v0, . . . , vk], then Fσ = Fv0 ∩ . . . ∩ Fvk . The set of faces introduces
on L a so called mirror structure. We use the notation L∗ if we refer to L with
this mirror structure. Note that if L is not a manifold, then a face need not be
homeomorphic to the disc.
Let G be a Z2-linear space and let λ : L
[0] → G. The function λ is defined on the
set of vertices of L; equivalently, it is defined on the n-dimensional faces of L∗. Let F
be an (n−k)-dimensional face, then F = Fv0∩. . .∩Fvk (i.e. F is dual to [v0, . . . , vk],
for the unique set of vertices vi. We define GF = SpanG〈λ(Fv0 ), . . . , λ(Fvk )〉.
We call λ a characteristic function if for each (n − k)-dimensional face, linear
dimension of GF equals k + 1.
Now we define a ’cover space’ associated to L∗ and a characteristic function λ.
Let p ∈ L∗. By F (p) denote the minimal face which contains p. Let C(L∗) be the
cone over L∗. Note that C(L∗) contains L∗ as the base of the cone. Consider the
space ML = C(L
∗)×G/ ∼λ, where p× g ∼λ p
′ × g′ if and only if p = p′ ∈ L∗ and
g′ − g ∈ GF (p).
In this construction the copies of C(L∗) are glued along some n-dimensional
faces, according to function λ. Note that onML we have a naturalG-action, which
induces a quotient map pL : ML → C(L
∗). If the linear dimension of G is equal to
n+ 1, we call ML a small cover of C(L
∗). For examples we advise to consult [6,
Example 1.19].
Now we introduce a simplicial structure on ML. First we put on C(L
∗) a sim-
plicial structure given by Lb. Since each face is a subcomplex of Lb, the gluings
between copies of C(L∗) are made along subcomplexes of this triangulations. Thus
the simplicial structures on C(L∗)’s carry to ML.
In the sequel, we will need a particular case of this construction. Let λ : L[0] → G
be a characteristic function and let dim(G) = n+1. Let ei, i = 0 . . . n, be a basis of
G. Later we simply write G = Zn+12 . We call λ folding on a simplex if λ(v) = ei
for some i and every v ∈ L[0]. The name comes from the fact that such a λ defines
a map fλ : L → ∆
n, where ∆ is the n dimensional simplex. Indeed, if we think of
∆ as a simplex spanned by the standard vectors ei in R
n+1, then for every v ∈ L[0]
we define fλ(v) = λ(v) and extend f linearly to the whole of L.
Note that in this case being characteristic means that λ(v) 6= λ(w) if v and w
are incident.
We end this section with the following lemma.
Lemma 1. Let L be an n-dimensional complex. There exists a folding on a sim-
plex characteristic function for Lb. Thus, having an arbitrary complex, we can
always construct a folding on a simplex characteristic function after passing to the
barycentric subdivision.
Proof. Every vertex v ∈ Lb is a chain of length 1. Assume that v = (σ) and σ
is i-dimensional. We can put λ(v) = ei. Indeed, if v1 = (σ1) and v2 = (σ2) are
RATIONALLY INESSENTIAL MACROSCOPICALLY LARGE MANIFOLDS 5
connected by an edge e, then e = (σ1 < σ2) or e = (σ2 < σ1). Thus σ1 and σ2 have
different dimensions. 
2.2.2. Properties. Let L be a simplicial complex. The right angled Coxeter group
WL associated to L is given by the presentation
WL = 〈L
[0]| v2, [v, w] for v, w ∈ L[0] and (v, w) ∈ L[1]〉.
For any Coxeter groupWL there exist a simplicial complex ΣWL , called the Davis
complex of WL, with a proper, cocompact action of WL. The fundamental domain
of the WL-action on ΣWL is simplicialy isomorphic to C(L). For infinite WL, the
complex ΣW is contractible (see [5, ch.7]).
If λ is any function from L[0] to G, then Λ uniquely extends to a homomorphism
from WL to G.
Fact 1. Let ML be a cover associated to some characteristic function λ. Then
(1) π1(ML) = ker(Λ) is a torsion free finite index subgroup of WL.
(2) ML is aspherical and its universal cover is homeomorphic to ΣWL .
(3) If MS is a small cover associated to a sphere S, then it is an oriented
manifold.
Proof. (1) The fact that π1(ML) = ker(Λ) is proved in [6, Col. 4.5]. To prove
that π1(ML) is torsion free, assume that g ∈ π1(ML) is a nontrivial element of
finite order. For T ⊂ L[0] define WT to be the subgroup of WL generated by T .
In [3, Lemma 1.3] it is showed that every finite subgroup of WL is conjugate
to a subgroup of finite WT , for some T . Since WT is finite, it follows that T
spans a simplex in L. Indeed, otherwise WT would contain infinite dihedral
group generated by non adjacent vertices. The element g generates a finite
subgroup of WL and, thus there exist a simplex σ ∈ L such that g, up to
conjugation, can be written in generators corresponding to the vertices of σ.
Since Λ(g) = 0, each of the generators has to appear even number of times.
All the generators we used to express g pairwise commutes. Thus g = e, which
gives a contradiction.
(2) This is [6, Lemma 4.4].
(3) This is [6, Prop. 1.7].

Lemma 2. Let h : L1 → L2 be a simplicial map such that k-simplices are mapped
to k-simplices for all k. Let G1 < G2 be a linear inclusion of Z2-linear spaces
and let λLi : L
[0]
i → Gi be characteristic functions such that λL1 = λL2h. Then
GF (p) = GF (h(p)) for every p ∈ L1.
Proof. Let τp be the minimal simplex in L
b
1 containing p and let τh(p) be the minimal
simplex in Lb2 containing h(p). Notice that h(τp) = τh(p). Let τp = (σ1 < . . . < σl)
and σ1 = [v1, . . . , vs]. Since τp is minimal, it is contained in each face Fσ which
contains p. Thus σ < σ1 and Fσ1 ⊂ Fσ. It means that Fσ1 is the minimal face
containing p and GF (p) = SpanG1〈λL1(v1), . . . , λL1(vs)〉. The same is true in L2;
i.e.: τh(p) = h(τp) = (h(σ1) < . . . < h(σl)), where h(σ1) = [h(v1), . . . , h(vs)]
and GF (h(p)) = SpanG2〈λL2h(v1), . . . , λL2h(vs)〉. Since λL1 = λL2h, we have that
GF (h(p)) = GF (p). 
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Let us introduce the following notation. Recall that C(X) = X × I/∼X , where
I is the closed interval and (x, t) ∼X (y, s) if and only if t = s = 1. Given a map
h : A→ B, we define Ch : C(A)→ C(B) by the formula Ch(a×t/∼A) = h(a)×t/∼B .
Corollary 1. We use the notation from Lemma 2. Let w ∈ G2 and let Ch : C(L1)→
C(L2) be the map induced from h to the cones. The function Mh,w : ML1 → ML2
given by Mh,w(p× v/∼λ1 ) = Ch(p)× (v + w)/∼λ2 is well defined. If h is injective,
then Mh,w is injective.
Proof. Since Mh,w is the composition of the action of w and Mh,0, it is enough to
prove Corollary for Mh,0. The fact that Mh,0 is well defined follows from Lemma
2. Assume that h is injective. Take two different points x1, x2 ∈ ML1, let xi =
pi × gi/λ1 . We may assume that pi ∈ L1 < C(L1), otherwise injectivity is trivial.
If p1 6= p2, then h(p1) 6= h(p2) and Mh,0(x1) 6= Mh,0(x2). If p = p1 = p2, then
g1g
−1
2 /∈ GF (p) = GF (h(p)) and Mh,0(x1) 6=Mh,0(x2). 
Let Ln be a simplicial complex and ML its small cover associated to λ : L
[0] →
Zn+12 . If g ∈ Z
n+1
2 , then by |g| we denote the number of nonzero coordinates of |g|.
Let c be a simplicial chain in the barycentric subdivision Lb, i.e. c is a formal sum
of simplices of Lb. Note that C(c), the cone over c, is itself a chain in C(Lb). We
define the lift of C(c) to ML by Mc =
∑
g∈Zn+1
2
(−1)|g|(C(c) × g).
Lemma 3. Let c be a chain in Lb and let σ ∈ Lb × g < ML for some g ∈ Z
n+1
2 .
Then σ does not appear in ∂Mc.
Proof. Note that ∂Mc =
∑
g∈Zn+1
2
(−1)|g|(∂C(c) × g). So the Lemma is clear if σ
does not appear in ∂C(c)×g. Assume on the other hand that it appears in ∂C(c)×g
and F is the smallest face containing σ. By the construction Stab(σ) = λ(F ) and
σ is glued exactly with the copies of σ contained in ∂C(c) × g′, where g′ = g + x
and x ∈ λ(F ). Thus in Mc, σ appears |λ(F )| = 2
k times (for some k), the same
number of times with the sign plus and minus. 
2.3. Surgery. Let M be an (n > 3)-dimensional manifold. The boundaries of
Hi = S
i × Dn−i and Hn−i−1 = D
i+1 × Sn−i−1 are homeomorphic and equal to
Si × Sn−i−1. Thus every embedding (called framing) f : Hi → M defines also an
embedding ∂f : ∂Hn−i−1 →M . We consider a manifoldM
′ =M\f(Hi)∪∂fHn−i−1
where ∂Hn−i−1 is glued to ∂(M\f(Hi)) by ∂f . This procedure is called a surgery
of index i+ 1. We present sketch of a proof of the following classical lemma.
Lemma 4. Let X be a topological space and let M be a compact, oriented, n-
dimensional manifold, n > 3. Assume that ΓX = π1(X) is finitely generated. Then
for every map fM : M → X there exists a sequence of surgeries of index 1 and 2,
which results in a manifold M ′ such that: a) there exist a map fM ′ : M
′ → X such
that π1(fM ′) is an isomorphism, b) fM ([M ]) = fM ′([M
′]).
Proof. First we modify the map fM to be an epimorphism. For this we use surgery
of index 1, that is we attach handles. Let γi be a set of loops in X which represents
generators of ΓX . For each γi we attach a handle to M . We call the new manifold
M0. We can extend fM to fM0 such that if we take a path which goes along the
handle and connects its ends, it is mapped to γi. The homology class of the image
does not change and fM0 is an epimorphism. Now we need to fill up some loops
which are in N = ker(π1(fM0)). The subgroup N is normally finitely generated.
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Let ηi be a set of normal generators of N . Then we can perform a surgery of index
2 on M0 along these loops, obtaining a manifold M
′. Since images of loops are
contractible in X , the map fM0 can be extended to a map fM ′ . Moreover, the
homology class does not change and fM ′ is an isomoprhism.

3. Counterexamples
3.1. The construction. In this section we define manifolds Mnk . It is done in
three steps.
3.1.1. Step 1: The complex Lnk . Let D0 be an oriented (n > 3)-dimensional closed
disk. Let D1, . . . , Dk−1 ⊂ D0 be a collection of pairwise disjoint subspaces of
D0 homeomorphic to closed n-discs. We define a complex L = L
n
k to be the
following space: start with D0\(intD1 ∪ . . . ∪ intDk−1) and glue each boundary
∂Di, i > 0, with ∂D0 by orientation preserving homeomorphisms. Note that we
have an inclusion i : ∂D0 → L
n
k . The space L
n
k is a manifold except the singular
sphere S = i(∂D0) where we have a ramification of degree k. On S we have the
orientation induced from ∂D0.
3.1.2. Step 2: Small covers. We pick a triangulation on L = Lnk and assume that
it admits a folding on a simplex characteristic function λ : L[0] → Zn+12 . By L
∗
we denote the complex dual to L. Moreover, assume that the restriction of λ to
vertices of S is again a folding on a simplex characteristic function for the complex
S, which ranges in the subspace spanned by the first n generators of Zn+12 . Such
a triangulation exists. Indeed, having any triangulation on L we can pass to the
barycentric subdivision and use the characteristic function defined in the proof of
Lemma 1. It satisfies the above assumptions.
Let pL : ML → C(L
∗) be the small cover defined by λ. Let pS : MS → C(S
∗) be
the small cover defined by λS , where λS is the restriction of λ to the vertices of S.
Note that MS is an oriented manifold. By Corollary 1, in the complex ML we see
two copies of MS . Namely they are
M0S = C(S
∗)× (Zn2 × 0)/∼0 < ML = C(L
∗)× Zn+12 /∼λ
M1S = C(S
∗)× (Zn2 × 1)/∼1 < ML = C(L
∗)× Zn+12 /∼λ .
By the relation ∼i we mean the relation ∼λ restricted to M
i
S. It coincides with
∼λS under the obvious identification with MS. The chainM
01
S =M
0
S−M
1
S is an n-
dimensional cycle, thus defines a class [M01S ] ∈ Hn(ML;Z). The signs were chosen
so that M01S is the lift of C(S
b) by pL, as described in the discussion before Lemma
3. We define an oriented manifold N =M0S#(−M
1
S). Since ML is connected, there
exists a map fN : N → ML such that the pushforward of the fundamental class
equals [M01S ].
3.1.3. Step 3: Surgery. LetMnk and fMnk : M
n
k →ML be an n-dimensional manifold
and a map obtained by the procedure described in Lemma 4 applied to N and fN .
From Fact 1(2) we know that ML is aspherical, thus fMn
k
classifies the universal
cover. Moreover we have that the pushforward of the fundamental class of Mnk
equals [M01S ].
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3.2. Mnk is a counterexample to the Dranishnikov rationality conjecture.
Lemma 5. Let S be as in the construction (Step 1). Then Hn−1(L
n
k ;Z) = Zk and
[S] is a generator.
Proof. It follows from the Mayer-Vietors exact sequence. Let D = D0\(intD1 ∪
. . . ∪ intDk−1). We have a quotient map
q : D → L,
which glues the boundaries of ∂Di with ∂D0 as in the construction. Let Dk be
another n-disk embedded in the interior of D. Let L• = L\q(intDk). To use the
Mayer-Vietoris sequence we decompose L as follows: L = L• ∪ q(Dk).
We claim that L• is homotopy equivalent to the wedge of S
n−1 and k−1 circles.
Indeed, let γi, i = 1, . . . , k− 1, be a collection of disjoint arcs in D\intDk. Assume
that each γi connects a point on ∂Di with a point on ∂D0. The subspace X =
∂D0 ∪ (∂D1 ∪ γ1) ∪ . . . ∪ (∂Dk−1 ∪ γk−1) is a deformation retract of D\intDk. We
can imagine that we start to inflate the disk Dk such that at the end it fills up all
the space between X . It is easy to see that the space q(X) is homotopy equivalent
to the wedge of Sn−1 and k − 1 circles. Moreover, the retraction of D\intDk to X
carries down to a retraction of L• to q(X). This proves the claim.
Note that L• ∩ q(Dk) = q(∂Dk) ∼= S
n−1. The Mayer-Vietoris exact sequence
reads:
Hn−1(q(∂Dk)) Hn−1(q(Dk))⊕Hn−1(L•) Hn−1(L)
Hn−2(q(∂Dk))
i s
δ
Thus s is an epimorphism. Let us take a closer look at i. Since L• ∼= S
n−1 ∨ S1 ∨
. . . ∨ S1, we have that Hn−1(q(Dk)) ⊕ Hn−1(L•) = Z. This group is generated
by [S] = q∗[∂D0]. Note that we can choose an orientation of Dk such that the
following holds:
∂(D\Dk) = ∂D0 + ∂D1 + . . .+ ∂Dk−1 − ∂Dk.
After applying q to this equation we have that k[S]− q∗[∂Dk] = 0 in Hn−1(L•). To
finish, we note that i([∂Dk]) = q∗[∂Dk]. It follows that i is the multiplication by k,
thus the Lemma.

Now we are ready to prove the crucial lemma. The equivariant coarsening map
ec∗ : H∗(X ;Z) → H
lf
∗ (X˜;Z) and the locally finite homology H
lf were defined in
section 2.1.
Lemma 6. Let [M01S ] ∈ Hn(ML;Z) be as in the construction (Step 2). Then
(1) k[M01S ] = 0 ∈ Hn(ML;Z).
(2) ecn([M
01
S ]) 6= 0 ∈ H
lf
n (M˜L;Z).
Proof. (1) In Lemma 5 we definedD = D0\(intD1∪. . .∪intDk−1) and the quotient
map
q : D → L.
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On D we consider the pullback simplicial structure. Let λD be a folding on
a simplex characteristic function for D defined by λD = λq. Let pD : MD →
C(D∗) be the small cover associated to λD. By Corollary 1, the map q lifts to
Mq : MD →ML.
We recall the definition of this map: Mq(p × x/∼λD ) = Cq(p) × x/∼λ , for
p ∈ C(D), x ∈ Zn+12 and Cq : C(D) → C(L) is the map of cones induced by
q. The complex D is oriented. The orientation defines an n-dimensional chain
representing the relative to the boundary fundamental class of D. Abusing
notation we call it D as well. Note that q∗(∂D) = kS. Let MD be the lift of
the chain D (for the definition see the discussion before Lemma 3).
To simplify the notation we write C(D) for C(D) × 0. Thus g.C(D) =
C(D) × g, where by g.C(D) we denote the action of g ∈ Zn+12 on C(D). We
have
q∗(∂MD) =
∑
g∈Zn+1
2
(−1)|g|q∗(∂g.C(D))
=
∑
g∈Zn+1
2
(−1)|g|q∗(g.C(∂D) + g.D)
=
∑
g∈Zn+1
2
(−1)|g|(g.C(q∗∂D) + g.(q∗D))
=
∑
g∈Zn+1
2
(−1)|g|g.(kC(S)) +
∑
g∈Zn+1
2
(−1)|g|g.(q∗D)
= kM01S .
The last equality follows from the following: the classM01S is the lift of C(S)
by λS , thus equals
∑
(−1)|g|g.C(S). Hence, if we show that
∑
(−1)|g|g.D = 0,
we are done. Note that D = ∂C(D)−C(∂D). If we sum over Zn+12 action, we
have
∑
g∈Zn+1
2
(−1)|g|g.D = ∂MD −
∑
g∈Zn+1
2
(−1)|g|g.C(∂D) = 0.
Indeed, if σ < g.D for some g, then σ does not appear in
∑
(−1)|g|g.C(∂D)
(every simplex of g.C(∂D) lies inside the cone g.C(D)) nor in ∂MD (Lemma
3). On the other hand, if σ ≮ g.D for every g, then it does not appear in∑
(−1)|g|g.D.
(2) Consider the map
H∗(ML;Z) H
lf
∗ (M˜L;Z).
ec∗
Let C˜ be a lift of C(L)× 0 < ML to the universal cover M˜L. By L˜ we denote
the base of the cone C˜. We remark that M˜L is the Davis complex for WL and
C˜ is a fundamental domain of the WL action. Let intC˜ = C˜ − L˜.
Let ρ be the homomorphism induced by the quotient map
ρ∗ : H
lf
∗ (M˜L;Z)→ H
lf
∗ (M˜L, (intC˜)
c;Z).
Since C˜ is a finite complex, it is straight-forward to prove that the locally finite
homology of a pair (M˜L, (intC˜)
c) is isomorphic to the standard homology.
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The following equality holds by the excision theorem
H∗(M˜L, (intC˜)
c;Z) = H∗(C˜, L˜;Z).
Of course
H∗(C˜, L˜;Z) = H∗(C(L), L;Z).
Thus we can write that (compare with [4], where such maps were used to
compute the locally finite homology of Coxeter groups)
ρ∗ : H
lf
∗ (M˜L;Z)→ H∗(C(L), L;Z).
From the definition of the comparision maps we see that ρnecn[M
01
S ] =
[C(S)] ∈ Hn(C(L), L;Z). By the long exact sequence of the pair, the boundary
map δ : Hn(C(L), L;Z)→ Hn−1(L;Z) is an isomorphism. Moreover, δ([C(S)]) =
[S]. By Lemma 5, the class [S] is nonzero in Hn−1(L;Z). Thus the class
ecn([M
01
S ]) is nonzero.

Remark 2. Let Hae∗ (ML;Z) be the almost equivariant homology defined in [7].
Let ae∗ : H∗(ML;Z)→ H
ae
∗ (ML;Z). For Z coefficients, ae homology is isomorphic
to the Block-Weinberger uniformly finite homology of π1(ML), defined in [1]. The
map ec∗ factors through H
ae
∗ (ML;Z), hence aen(M
01
S ) is nontrivial and torsion.
To our knowledge, it is the first example of torsion class in the uniformly finite
homology of a group.
Now we can prove that Mnk are counterexamples to the Rationality Conjecture.
Theorem 2. Manifolds Mnk are macroscopically large and rationally inessential.
Proof. By Step 3 of the construction, we have that (fMn
k
)∗[M
n
k ] = [M
01
S ]. From
Lemma 6(2), ec∗([M
01
S ]) does not vanish and fMnk classifies the universal cover. We
can apply Theorem 1. Thus Mnk is macroscopically large. By Lemma 6(1) we have
that Mnk is rationally inessential.

3.3. Mnk and PSC metrics. Motivating by the Gromov conjecture, we address
the following question: does Mnk admit a PSC metric? In this section we make
a small step towards answering this question. Namely, we prove using a result of
Bolotov and Dranishnikov, that ifMnk is spin, then it does not admit a PSC metric.
Thus we support the Gromov conjecture in this case. We show as well, that our
construction provides us with many examples of such manifolds.
3.3.1. Some remarks on spin structures. Let M be an oriented n-dimensional man-
ifold. Let PSO(TM) be the principal SOn bundle associated to the tangent bundle
of M . A spin structure on M is a two sheeted covering of PSO(TM) which is con-
nected over a fiber of PSO(TM). There may be many spin structures on M . Such
a structure exists if and only if the second Stiefel-Whitney class w2(M) vanishes.
Let f : Si ×Dn−i → M be an embedding. One can always pick a framing f such
that a given spin structure on M extends uniquely from M\f(Si × Dn−i) to the
result of the surgery with respect to f . Since Si × Dn−i admits an unique spin
structure for i 6= 1, the choice of f is important only if i = 1.
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Lemma 7. Let S be a triangulated n-dimensional sphere and λ : S[0] → Zn+12 be
a folding on a simplex characteristic function. Let p : MS → C(S
∗) be the small
cover associated to λ. Then wi(MS) = 0 for i > 0. In particular, MS is orientable
and spin.
Proof. By [6, Cor. 6.10, Lemma 1.14] (compare as well [3, Prop. 1.4]) MS is stably
parallelizable, i.e.: TMS ⊕ ǫ
r = ǫs for some r, s ≥ 0, where TMS is the tangent
bundle of MS and ǫ is the trivial bundle. Let w =
∑
i≥0 wi be the total Stiefel-
Whitney class. In the following we use the Whitney product formula and the fact
that w(ǫs) = 1 ∈ H0(MS ;Z2):
w(ǫr) = w(TMS ⊕ ǫ
s) = w(TMS) ∪w(ǫ
s) = w(TMS).
By definition w(MS) = w(TMS), thus wi(MS) = wi(ǫ
r) = 0 for i > 0. 
Corollary 2. Assume that the surgery we use in Step 3 of the construction allows
us to extend spin structures. Then Mnk is spin.
Proof. From Lemma 7 follows that MS is spin. A manifold N = M
0
S#(−M
1
S) is
spin as a connected sum of spin manifolds (surgery of index 1). The manifold Mnk
is the result of the surgery on N , which was arranged such that Mnk is spin. 
3.3.2. Positive scalar curvature. The crucial result which we use here is a theorem
due to D. Bolotov and A. Dranishnikov
Theorem 3. [2, Col.4.4] The Gromov Conjecture holds for spin n-manifolds M ,
having the cohomological dimension cd(π1(M)) ≤ n + 3, and satisfying the Strong
Novikov Conjecture.
Theorem 4. If Mnk is spin, then it does not admit a Riemannian metric of positive
scalar curvature.
Proof. We check that the assumptions of Theorem 3 are satisfied. It is well known
that subgroups of Coxeter groups satisfy the Baum-Connes conjecture, which im-
plies the Strong Novikov Conjecture. The inequality for cd(π) follows from the fact
that ML is a classifying space of π, so cd(π) ≤ dim(ML) = n+1. We already know
that Mnk is macroscopically large, thus by Theorem 3, M
n
k can not admit a metric
of positive scalar curvature. 
4. Further examples
In this section we describe a construction of rationally inessential macroscopically
large manifolds which generalizes that from Section 3.1. Instead of working with
small covers, we start with a Davis complex. Then we find an appropriate subgroups
of right angled Coxeter groups and pass to quotients.
Let X be a simplicial complex. ByWX we denote the right angled Coxeter group
associated to X (as in 2.2.2) and by ΣX its Davis complex. By g ∈ WX , l(g) we
denote the minimal number of generators one needs to express g. LetW+X < WX be
the subgroup of elements whose Coxeter length is even. We assume all complexes
to be flag and associated Coxeter groups to be infinite. The usual fundamental
domain of the action of WX on ΣX is homeomorphic to C(X) and is called the
Davis cell.
Let S < L be a pair of compact simplicial complexes. We assume that S is an
oriented null-bordant manifold such that [S] ∈ H(L;Z) is a nontrivial k-torsion
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class. Moreover, S can be of codimension bigger than one in L, but we assume that
S is at least 3-dimensional. Let D be a simplicial chain in L such that ∂D = kS.
The inclusion S < L induces an inclusion on the level of Davis complexes: ΣS <
ΣL. Let ΓS and ΓL be finite index torsion-free subgroups of W
+
S and W
+
L such
that ΓS < ΓL and ΓL ∩ WS = ΓS . E.g. ΓS and ΓL can be taken to be the
derived subgroups of WS and WL, respectively (the derived subgroup of a right
angled Coxeter group is torsion free, the proof is analogous to that of Fact 1(1)).
Then ΓS and ΓL act freely, orientation preserving and cocompactly on ΣS and ΣL,
respectively. The group ΓL in this construction plays the role of π1(ML).
Notice that ΣL considered as a ΓS space, is a classifying bundle of ΓS . Since
ΣS < ΣL is ΓS-invariant (here we use the assumption that ΓS < W
+
S ), it defines a
class [ΣS/ΓS ] ∈ H∗(ΣL/ΓS;Z) = H∗(ΓS ;Z).
Lemma 8. The class [ΣS/ΓS ] ∈ H∗(ΓS ;Z) can be represented as a pushforward of
the fundamental class of a manifold.
Proof. First, we consider the Davis cell C(S). By the assumption S is null-bordant,
thus there exists a manifold B such that S = ∂B. The link of the apex of the cone
C(S) is S, thus we can truncate the apex and glue in the manifold B, getting rid
of the singularity. Now we take care of ΣS . The only points of ΣS which have
noneuclidean neighborhoods are apexes of translates of the Davis cell. The group
ΓS acts on ΣS freely and cocompactly. Thus the quotient ΣS/ΓS < ΣL/ΓS is
compact and is a manifold except apexes of cones. We can do the above surgery
for every apex of ΣS/ΓS. We obtain a manifold, denote it by MS, together with
a map g : MS → ΣL/ΓS , which collapses just glued copies of B again to apexes of
appropriate cones. We have that g∗([MS ]) = [ΣS/ΓS] ∈ H∗(ΓS ;Z). 
Define a chain α = Σg∈WL(−1)
l(g)g.ΣS . It is a ΓL-equivariant chain because
ΓL < W
+
L . Thus it defines a class β = [α/ΓL] ∈ H∗(ΓL;Z). Since ΓL ∩WS = ΓS ,
the class β is a finite disjoint sum of ±ΣS/ΓS and it plays the role of M
01
S . The
number of components in this sum equals [WL : ΓL]/[WS : ΓS ]. Indeed, ΣS/ΓS
consists of [WS : ΓS ] cones C(S) and α/ΓL consists of [WL : ΓL] cones (in Section
3.1 it was 2 = 2n+1/2n). By Lemma 8, β is represented by a connected sum of
manifolds ±MS. Denote this connected sum by N . The rest of the construction
is the surgery procedure described in Step 3 of 3.1. We call the resulting manifold
M(L, S).
Theorem 5. The manifold M(L, S) is rationally inessential and macroscopically
large.
Proof. The proof of Lemma 6 goes through essentially without changes. Namely,
the assumption that kS is the boundary of D allows to carry out the computations
as in Lemma 6(1). The only difference is that we replace q∗(MD) with the lift of D
to ΣL/ΓL. That is, with
∑
r∈R(−1)
l(r)r.C(D), where R is a set of representatives of
the cosets of ΓL in WL. As well, Lemma 3 admits a straightforward generalisation
to the situation when we lift a chain to a cover of C(L) of the form ΣL/ΓL. In
Lemma 6(2) we really work with the universal cover of ML, which is the Davis
complex for L. 
Remark 3. The advantage of using small covers to construct our examples, except
their intrinsic beauty, gives us a better insight into the (co)homology ring of Mnk
and possible spin structures. They are the simplest possible examples to deal with.
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This paper leaves the following question open.
Question. Does M(L, S) admit a PSC metric? In particular, does Mnk with no
additional assumptions on Step 3, see 3.3.1, admit a PSC metric?
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