Resumen: Introducir una especie nueva o extirpada a un ecosistema es un riesgo y los administradores necesitan métodos cuantitativos que puedan predecir las consecuencias para el ecosistema receptor. Quienes proponen reintroducciones de depredadores clave comúnmente argumentan que la presencia del depredador restaurará la función ambiental, pero esto no siempre ha sido el caso y el modelado matemático tiene un papel importante que desempeñar en la predicción de cómo es probable que terminen las reintroducciones. Concebimos un método de modelado en conjunto que integra las redes de interacción de las especies y las simulaciones de dinámicas de comunidad y lo utilizamos para describir la extensión de las consecuencias posibles de la reintroducción de dos depredadores clave: lobos (Canis lupus) al Parque Nacional Yellowstone y dingos (Canis dingo) a un parque nacional en Australia. Mientras que los métodos previos para predecir las respuestas de los ecosistemas a dichas intervenciones se enfocaron en predecir los cambios en torno a un equilibrio dado, nosotros utilizamos las ecuaciones Lotka-Volterra para predecir las abundancias cambiantes a través del tiempo. Aplicamos nuestro método a las redes de interacción de los lobos en el Parque Nacional Yellowstone y a los dingos en Australia. Nuestro modelo replicó las dinámicas observadas en el Parque

Introduction
The reintroduction of charismatic predators into ecosystems, such as the reintroduction of wolves to Yellowstone National Park, has captured the imagination of scientists and the public (Ripple & Beschta 2012; Marris 2014; Newsome & Ripple 2015) . Wolves are an example of a keystone species that plays an important role in ecosystem function and stability (Estes et al. 2011) . Therefore, it is natural to think that keystone species reintroductions will improve ecosystem function (Ripple et al. 2014) . However, reintroducing keystone species into ecosystems they previously inhabited can also lead to detrimental outcomes. For example, the wolf reintroduction in the Northern Rockies of Idaho (U.S.A.) resulted in a rapid increase in wolf abundance and widespread human-wolf conflicts, the declaration of a disaster zone, and wolf culling (Stephens 2011; Gray et al. 2012) . The dilemma of predator reintroduction is that, although the consequences are potentially positive, they are often uncertain. Despite this uncertainty, many conservationists continue to push for top-predator reintroductions worldwide-from wolves (Canis lupus) and bears (Ursus arctos) in North America to wildcats in Europe (e.g., Lynx lynx) and dingoes (Canis dingo) in Australia (Allen 2011; Jørgensen 2013; Chapron et al. 2014) . Despite mixed results, predator reintroduction attempts are likely to continue because of the charisma of the species and the backing of high-profile conservationists, scientists, and managers (Marris 2014; Middleton 2014; Buchanan 2015; Monbiot 2015) . It is therefore vital to develop methods that provide robust predictions of the potential consequences for the recipient ecosystems and consider the risks and uncertainties in a systematic and transparent manner. Such predictions will support better decision making and help managers anticipate and respond to undesirable changes (Martin et al. 2012) .
Predicting future ecosystem states requires a quantitative understanding of ecosystem dynamics. However, in many situations, the available information-often provided in the form of food webs or species interaction networks-is qualitative and conceptual (Hughes et al. 2013; Ripple et al. 2014; Newsome et al. 2015) . Although relationships in the networks are established using quantitative data, this does not necessarily mean the resulting models can make precise predictions about future states of an ecosystem. Although it is possible to measure the strength of interactions between pairs of species, the sheer number of species and links in the relevant interaction networks make completion of this task unfeasible (Dambacher et al. 2003) . In addition to the uncertain strength of the interactions, ecosystem dynamics are nonlinear and vary at a range of temporal scales. In almost all cases, the system will be underdetermined, meaning that a wide range of future ecosystem dynamics will be consistent with the uncertain and incomplete information in the interaction network. This can result in greatly differing outcomes being plausible for each ecosystem element, and the nonlinear interactions mean initial population increases may turn into long-term declines (Strayer et al. 2006) .
Due to the difficulty in predicting ecosystem responses to reintroduction, a range of mathematical methods have been developed that can handle qualitative and uncertain information. These originated with the qualitative models developed by Levins (Levins 1974 , 1975 . Such models allow one to predict whether a species will increase or decrease following a change in the abundance of another species based only on information on whether species have a positive, negative, or no interaction with each other. The underlying calculations are done analytically but become overly cumbersome for larger communities involving approximately 10 or more species. Hence, most recently researchers have taken the approach of simulating vast numbers of quantitative community models that are consistent with the qualitative information and used the range of outcomes to predict potential system responses (Raymond et al. 2011; Melbourne-Thomas et al. 2012) . One of the key advantages of qualitative modeling (QM) is that there is no need to specify a functional form for species interactions. This is done by linearizing the system around its equilibrium point and then making predictions based on the linearized system. Although this gives QM a useful generality, it is also a key weakness because it is not clear how far from equilibrium the linearized QM predictions will be reliable. Species Ripple et al. 2014) and (b) the dingo ecosystem in semiarid Australia (modified from Newsome et al. 2015) reintroductions may take a system far from its previous equilibrium state, so new methods are required to predict how reintroductions may unfold. Some progress has been made through the use of fuzzy cognitive mapping (Dexter et al. 2012; Hunter et al. 2015) ; this method caters to species reintroductions but only predicts equilibrium changes.
We devised an ensemble ecosystem modeling (EEM) method and used it to determine whether the model could systematically transform conceptual and uncertain descriptions of ecosystems based on interaction networks into quantitative risk-analysis tools. We applied the method to the reintroduction of keystone species to show how it can be used to predict the range of plausible outcomes that may result. Our EEM approach builds on methods from Bayesian computation (Marjoram et al. 2003) , QM (Dambacher et al. 2003; Raymond et al. 2011) , and ensemble methods in systems biology (Battogtokh et al. 2002) . It provides a framework through which ambiguous interaction networks can be turned into an ensemble of predictions that, in aggregate, capture understanding of the ecosystem dynamics while faithfully representing uncertainty. We used EEM to examine 2 high-profile qualitative interaction networks ( Fig. 1 ) that were used to explain the consequences of reintroducing wolves to Yellowstone National Park (Ripple et al. 2014) and dingoes to Australia's semiarid rangelands . We generated a large ensemble of ecosystem models that were consistent with each network and examined how their predictions about the consequences of reintroduction differed. We then partitioned ensemble members into a finite and operationally useful set of different postreintroduction scenarios. Although the longterm consequences of reintroduction may take decades to emerge, we sought to determine whether monitoring short-term changes in the abundance of key indicator species can dramatically reduce the uncertainty of longterm forecasts and whether these indicator species can therefore serve as early-warning signals for undesirable long-term outcomes.
Methods
Our EEM method involves randomly generating hundreds of thousands of quantitative models, which are then filtered to retain only plausible realizations of a given qualitative interaction network. We refer to the nodes in these networks as ecosystem elements because they can represent individual species, groups of species, or abiotic attributes of the ecosystem such as stream morphology or fire. For the networks in this paper, we used a system of generalized Lotka-Volterra equations to model species abundances through time. We chose this formulation because it is computationally straightforward; includes density-dependent growth and interactions between all other species; and allows for a broad range of complex dynamics. More complex models could be used within the EEM framework, either for individual species or the entire system. However, one must be careful when using more complex models because they increase parameter space and do not necessarily lead to improved or different results (but see Wood [2001] ). We chose interaction terms with signs that reflected the network structure, but term strengths were drawn randomly. This initial ensemble was then filtered by removing models that were inconsistent with plausible constrains on the system. For our test applications with wolves and dingos, we further filtered ensemble members to remove those that were not viable, meaning in retained members all species could persist in the ecosystem with or without the predator (Supporting Information). Each ensemble member is used to predict the ecosystem responses to predator reintroduction. This is done by calculating the trajectories for each network element, from its initial equilibrium before the reintroduction, to the new equilibrium with the predator present. Each model in the ensemble may make a different prediction; thus, recommendations and conclusions can be based on an analysis of the full range of simulated outcomes.
The generalized system of Lotka-Volterra equations used to model each ecosystem element through time was specified as follows (Murray 2002) :
where n i is a measure of the abundance of the ecosystem element i (e.g., the number of individuals, their total biomass, and their frequency in pit-fall traps),
is the derivative of species i's abundance with respect to time, r i is the growth rate of ecosystem element i, and α i, j is the strength of the per-capita interaction between ecosystem elements i and j. To generate each ensemble member, the r i and α i, j parameter values in Eq. (1) were drawn from uniform probability distributions with the sign of the interaction parameter constrained to be consistent with the interaction network, and we assumed that each node was self-limited (requiring that α i,i < 0). However, large magnitudes of α i,i terms (large density dependence) make systems more stable and may be required when applying EEM to large networks. The predator-prey interaction weights were sampled such that |α i, j | ∼ U (0, 1), but we also added the constraint that |α i, j | < 0.2 × |α j,i |, where i is the predator and j is the prey (Bode et al. 2015; Supporting Information) . When information is available on species growth rates, the r i parameters can be drawn from uniform distributions with bounds based on the uncertainties in those growth rates; otherwise, these parameters can be drawn from wide distributions, for example, a uniform distribution bounded by the lowest and highest growth rates observed for any mammal species (Bode et al. 2015) . For the examples presented here, growthrate estimates were available for some of the species (Supporting Information). We also explored the impact of using other distributions for sampling these parameters (Supporting Information). Structural uncertainty can also be included in this procedure. For example, in the dingo network (Fig. 1b) , there are plausible arguments supporting both the presence and absence of a link between large herbivores and mesopredators. To include this uncertainty, the link can be included or excluded from each ensemble member at random (Supporting Information). Although similar arguments could be made about other links, we included variation only in this one interaction as a demonstration of how network uncertainty can be incorporated.
Once a parameter set has been generated for an ensemble member, a viability check is made to test whether the set of parameters will result in a positive stable equilibrium. The first step in this is solving for the equilibrium state. First, from the interaction matrix, A,
and vector of growth rates, r, where the ith element of r is r i , the equilibrium point, n * , is
where A −1 is the matrix inverse of A. If all elements of n * are positive, then a positive equilibrium exists. The next step is to determine whether the system is stable, which is done by assessing whether the real part of each eigenvalue of the associated Jacobian matrix (Supporting Information) is negative. If both of these tests are passed, then the parameter set is viable. Other post hoc constraints can also be used to filter ensemble members. For example, if it were known that an increase in rainfall always coincides with an increase in the abundance of another species, the ensemble members that do not replicate these dynamics can be excluded (Raymond et al. 2011) .
We chose to apply the viability constraint for both the pre-and postreintroduction interaction networks. For the Yellowstone example, we knew that none of the modeled species went extinct following the wolf reintroduction, implying the system was viable before and after wolf reintroduction. We made the same assumption for the dingo network because each of the modeled ecosystem elements persists in ecosystems with and without dingoes. In general, the postintervention viability assumption is not necessary, which allows ensemble members to be produced where species go extinct.
Once the ensemble has been generated, the system perturbation (i.e., predator introduction) can be simulated. We simulated the introduction by adding wolves and dingoes and their interactions into the system as specified in Eq. (1). We then solved Eq. (1) for the new steady state and directly solved for the trajectory between the old and new steady states. To simulate the dynamics, an initial condition must be specified, and we chose the equilibrium of the prereintroduction system as the initial condition for each ecosystem element. Because species are generally introduced at low abundance, we set the initial condition of the new species at 10% of the smallest equilibrium abundance of any species in the prereintroduction steady state.
The predictions of the final ensemble members can then be synthesized for use in a risk assessment for the intervention being modeled. This can involve determining the proportion of models in which a given ecosystem element increased or decreased between the old and new steady states; how long each element takes to reach
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Figure 2. Equilibrium outcomes following reintroduction of wolves to Yellowstone National Park based on our ensemble ecosystem modeling method: for (a) all ecosystem ensemble members and subsets of the full ensemble and when (b) elk increased and (c) elk decreased (light shading, ecosystem element increased following wolf introduction; dark shading, ecosystem element decreased; and hash marks, ecosystem elements forced to decline or increase).
the new steady state; and whether an initial increase or decrease in a given component can be used to predict whether the final steady state has a higher or lower abundance. Finally, correlations between ecosystem elements across ensemble members reveal which ecosystem elements (if any) may be reliable indicators of the final system state.
Algorithm Overview
Below, we provide a brief summary of the algorithm underpinning the EEM approach and a more detailed description of the algorithm is given in Supporting Information. To generate M plausible models of a system, a random set of parameters (A and r) is generated and the viability of the parameter set is checked. If the set is viable, a new node or nodes are added to the network and parameters for the links to the new node or nodes are randomly generated. Equation (1) is solved to generate the transition to a new equilibrium. The viability of the parameter set with the new nodes added is checked, and if the parameter set passes all tests, it is stored. If fewer than M models have been stored, one returns to the first step (i.e., generate A and r).
We developed MATLAB and R code to simulate the EEM procedure (available from Figshare https://dx.doi. org/10.6084/m9.figshare.c.3320556.v1). This code simulates the reintroduction of a species to a network, and the dingo example is included in this code. See Supporting Information for further details.
Model Application
We applied the EEM method to a wolf reintroduction network in Yellowstone National Park (Ripple et al. 2014 ) and a dingo ecosystem in semiarid Australia . We made modifications to the network diagrams in Ripple et al. (2014) and Newsome et al. (2015) to depict predator-prey relationships where appropriate. Rain was omitted from the dingo network because it is not affected by any elements of the network. A connection from grass to soil was removed because the positive feedback from grasses to soil was included in the interactions with fire. We explored the uncertainty of whether mesopredator and large herbivore interactions affected the model outcomes. We generated an ensemble of 10,000 viable models (which required us to generate and test 40 million candidate parameter sets).
Results
In the Yellowstone example, viable ecosystems exhibited only 4 qualitatively different ecosystem responses (Fig. 2) . The most frequent outcome of our model mirrored the outcomes observed in Yellowstone National Park, where the abundance of bears and woody plants increased and stream morphology improved (i.e., stream function increased [Ripple & Beschta 2012] composed of an increase in scavengers, small mammals, elk, and pronghorn; an increase or decrease in bears; and a decrease in the remaining elements.
The dingo reintroduction had a greater range of qualitatively different outcomes than the wolf reintroduction (Fig. 3) . Out of the 10,000 viable models generated for the ensemble, dingo reintroduction caused a decrease in mesopredators and large herbivores in almost all models. However, the outcome for the other ecosystem elements appeared ambiguous (Fig. 3a) . Nevertheless, categorizing the ensemble predictions based on the dynamics of small vertebrates and invertebrates revealed a distinct pattern. When the abundance of small vertebrates decreased, all other ecosystem elements also decreased (Fig.  3a) , whereas when invertebrate abundance increased, the abundance of all other ecosystem elements increased (Fig. 3c) . This suggests that small vertebrates and invertebrates may be key indicator species to monitor because their response could signal the dynamics of many other ecosystem elements. When we included the link between large herbivores and mesopredators at random during the simulations, uncertainty had no significant impact on our results (Supporting Information).
Given that our example systems were complex and uncertain, a monitoring regime that can cost-effectively identify the changes in a wide range of ecosystem elements is important, particularly because they take many years to reach a new equilibrium. In some cases, an ecosystem element that initially appeared to increase, even over 10 years, eventually declined below its prereintroduction abundance (Fig. 4) . For wolves and dingos, the initial changes in the ecosystem gave almost no information about the equilibrium state. To show this, we separated the ensemble members into groups, such that every member of the group had the same set of initial changes (e.g., mesopredator decrease, large herbivores decrease, etc.), and compared whether the equilibrium outcomes differed among the groups. We found that the equilibrium outcomes were essentially unaffected by the initial changes in the system in both network examples (details given in Supporting Information), and this may, in part, explain the differing results of studies that estimate the effect of dingoes on the ecosystem (Allen et al. 2013 ).
Discussion
Our EEM approach showed how simple interaction networks can produce a rich range of dynamics consistent with these networks. The use of systematic methods to synthesize this large range of outcomes is important, and our approach classifies outcomes in a way that can support decision making about reintroductions and assist targeted monitoring. Having quantitative predictions about the possible outcomes of a reintroduction is useful when deciding whether or not to proceed. Furthermore, knowing the possible negative consequences of a reintroduction can help in prioritizing the formulation of recovery plans by focusing on the species most at risk of a negative outcome. This approach can also help with prioritizing monitoring effort. For example, outcomes from the dingo case study indicated that monitoring small vertebrates and invertebrates is likely to deliver much more information than monitoring the other species in the interaction network.
Developing EEM models requires careful consideration of the interactions modeled in the ecosystem. Modeling every species individually would lead to unworkably cumbersome models, and networks should therefore be simplified. Certain species should be excluded and others grouped together, such that the network represents the key nodes and interactions present in the ecosystem. In some cases, there may be appropriate data to justify more complex functional forms (i.e., non-Lotka-Volterra models) for certain interactions. Although the interaction networks we used were simplified versions of the full food web relevant to the predators in question, these networks were provided insights into future outcomes and have been used to explain and predict trophic cascades (Hughes et al. 2013; Ripple et al. 2014; Newsome et al. 2015) .
In a sense, EEM is an extension of the established QM approach (Dambacher et al. 2003; Raymond et al. 2011 ). There are some important differences between the 2 methods, notably QM does not require the functional form of the relationship between any 2 species to be specified. There is also a difference in the outputs of the methods; QM predicts which species will decline or increase, whereas EEM also predicts the size of the changes and the intermediate dynamics leading to these changes. However, the extra information that EEM provides comes at a cost. First, EEM requires growth-rate estimates or distributions to sample growth rates from. Second, the magnitude of the perturbation must be specified. In our examples, the magnitude of the perturbation was the initial abundance of the reintroduced species. Although altering this did not change our equilibrium results, it would affect temporal dynamics. Finally, EEM is more computationally intensive than QM. One of the reasons we chose the model in Eq. (1) is that it is computationally cheap to solve systems of Lotka-Volterra equations for the equilibrium state and its stability. However, we still had the additional cost of solving for the dynamics through time. Given the similarities between EEM and QM, it may be useful to run a QM analysis before using EEM if information about the magnitude of changes and dynamics is required.
Choosing the initial condition for the species being reintroduced is somewhat subjective and there is no obvious correct way to do it. We set the initial condition to 10% of the smallest equilibrium abundance before reintroduction, but other approaches could be used. For example, the initial condition could be drawn at random from a distribution, for example, between 5% and 50% of the smallest equilibrium abundance before
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Volume 31, No. 2, 2017 reintroduction. The initial condition could also be chosen without the aid of known equilibria. Rather, it could be assumed that the new species will initially increase in abundance after being introduced. Hence, its initial density can be chosen randomly, with only ecosystems and initial conditions that exhibited an initial increase being retained in the ensemble. The distribution of initial densities could be a uniform distribution between 0 and N m , where N m is chosen for a given ensemble member by numerically searching for the largest initial abundance that still results in an immediate increase.
The results of our wolf and dingo examples consisted of ensembles of plausible future trajectories, from which we reported the frequency of different classes of outcomes. Some authors advocate interpreting this type of result probabilistically in a Bayesian sense (Marjoram et al. 2003; Melbourne-Thomas et al. 2012 ). This interpretation assumes that model parameters-the model priors-are drawn from distributions that accurately reflect prior belief. We also ran our models with 16 different prior distributions (Supporting Information) and found remarkably little variation in the results. Thus, we believe that our results can loosely be interpreted probabilistically. For example, Raymond et al. (2011) used "levels of support" to describe whether certain outcomes were likely or not (e.g., strong support; some support). We agree it is reasonable to conclude that outcomes that occur more frequently than others in the simulations are more likely than others. However, generating precise probabilities of certain events is likely to be beyond the scope of this type of method.
Decisions around reintroductions are hard, and EEM can provide assistance. However, EEM cannot make the decision; it can only make predictions about the range of future states of the system. Deciding whether to proceed or not is contingent upon value judgments. For example, in the dingo case, would a predicted increase in small mammal and invertebrate abundance be sufficient to offset the predicted decrease in large herbivores? Different stakeholders may have differing opinions on the matter, and it is important to think carefully about the fundamental objectives of a project and to use EEM in the context of those goals. Therefore, we do not advocate for or against dingo or wolf reintroductions here because any potential location would have different species and ecosystem interactions and stakeholders with different goals and opinions.
Rewilding advocates support radical intervention into ecosystems, where locally extinct species or their analogues are reintroduced within their historical range (Marris 2014; Newsome et al. 2015) . They also support the proactive movement of species threatened by climate change outside their historical range (McLachlan et al. 2007; Hoegh-Guldberg et al. 2008; Ricciardi & Simberloff 2009) , the eradication of invasive species from insular ecosystems (Veitch & Clout 2002; Davis et al. 2011; Powell et al. 2013) , and the introduction of biocontrol where eradication is not possible (Lowe et al. 2000; Messing & Wright 2006; Shine 2010) . All these situations are amenable to analysis with our EEM approach, as are other types of ecosystem perturbations, such as the impacts of climate change. These perturbations have uncertain consequences, and the strongest arguments against ecosystem interventions often stress that ostensibly positive actions can unexpectedly cause severe negative consequences (Doak et al. 2008) . These criticisms are plausible because understanding of the relevant ecosystem dynamics is limited, and the level of uncertainty often appears overwhelming. Although EEM does not resolve all uncertainties, it provides a framework for transforming these uncertainties into a systematic analysis of the risks allowing decision makers to view them in a structured and quantitative way.
