We consider the stochastic contextual bandit problem with additional regularization. The motivation comes from problems where the policy of the agent must be close to some baseline policy which is known to perform well on the task. To tackle this problem we use a nonparametric model and propose an algorithm splitting the context space into bins, and solving simultaneously -and independently -regularized multi-armed bandit instances on each bin. We derive slow and fast rates of convergence, depending on the unknown complexity of the problem. We also consider a new relevant margin condition to get problem-independent convergence rates, ending up in intermediate convergence rates interpolating between the aforementioned slow and fast rates.
Introduction and Related Work
In sequential optimization problems, an agent takes successive decisions in order to minimize an unknown loss function. An important class of such problems, nowadays known as bandit problems, has been mathematically formalized by Robbins in his seminal paper (Robbins, 1952) . In the so-called stochastic multi-armed bandit problem, an agent chooses to sample (or "pull") among K arms returning random rewards. Only the rewards of the selected arms are revealed to the agent who does not get any additional feedback. Bandits problems naturally model the exploration/exploitation trade-offs which arise in sequential decision making under uncertainty. Various general algorithms have been proposed to solve this problem, following the work of Lai and Robbins (1985) who obtain a logarithmic regret for their sample-mean based policy. Further bounds have been obtained by Agrawal (1995) and Auer et al. (2002) who developed different versions of the well-known UCB algorithm.
The setting of classical stochastic multi-armed bandits is unfortunately too restrictive for real-world applications. The choice of the agent can and should be influenced by additional information (referred to as "context" or "covariate") that is revealed by the environment. It encodes features having an impact on the arms' rewards. For instance, in online advertising, the expected Click-Through-Rate depends on the identity, the profile and the browsing history of the customer. These problems of bandits with covariates have been initially introduced by Woodroofe (1979) and have attracted much attention since (Wang et al., 2005; Goldenshluger et al., 2009) . This particular class of bandits problems is now known under the name of contextual bandits following Langford and Zhang (2008) .
X t ∈ X = [0, 1] d uniformly at random. This context is revealed to an agent who chooses an arm π t amongst the K arms. Only the loss Y (πt) t ∈ [0, 1] is revealed to the agent. For each arm k ∈ {1, . . . , K} we note µ k (X) = E(Y (k) |X) the conditional expectation of the arm's loss given the context. We impose classical regularity assumptions on the functions µ k borrowed from nonparametric estimation. Namely we suppose that the functions µ k are (β, L β )-Hölder, with β ∈ (0, 1]. We note H β,L β this class of functions.
Assumption 1 (Smoothness) . For all k ∈ {1, . . . , K},
We denote by p : X → ∆ K the proportion function of each arm (also called occupation measure), where ∆ K is the unit simplex of R K . In classical stochastic contextual bandits the goal of the agent is to minimize the following loss function
We consider an additional regularization term representing the constraint on the optimal proportion function p ⋆ . For example we may want to encourage p ⋆ to be close to a chosen proportion function q, or to be far from the boundary of the simplex ∆ K . So we consider a convex regularization function ρ : ∆ K × X → R, and a regularization parameter λ : X → R. Both ρ and λ are assumed to be known and given to the agent, while the µ k functions are unknown and must be learned.
We are interested in minimizing the loss function L(p) = X µ(x), p(x) + λ(x)ρ(p(x), x) dx. This is the most general form of the loss function. We study first the case where the regularization does not depend on the context (i.e. when λ is a constant and when ρ is only a function of p).
The function λ modulates the weight of the regularization and is chosen to be regular enough. More precisely we make the following assumption.
Assumption 2. λ is a C ∞ function and ρ is a C 1 convex function.
In order to establish some propositions, the convexity of ρ will not be enough and we will need to consider strongly-convex functions.
We will also be led to consider S-smooth functions:
Definition 2. A continuously differentiable function f defined on a set D ⊂ R K is S-smooth (with S > 0) if its gradient is S-Lipschitz continuous.
The optimal proportion function is denoted by p ⋆ and verifies p ⋆ = arginf p∈{X →∆ K } L(p). If an algorithm aiming at minimizing the loss L returns a proportion function p T we define the regret as follows.
Definition 3. The regret of an algorithm outputting p T ∈ {p :
In the previous definition the expectation is taken on the choices of the algorithm. The goal is to find after T samples a p T ∈ {p : X → ∆ K } the closest possible to p ⋆ in the sense of minimizing the regret.
Examples of Regularizations
The most natural regularization function considered throughout this paper is the (negative) entropy function defined as follows:
Since ∇ 2 ii ρ(p) = 1/p i ≥ 1, ρ is 1-strongly convex. Using this function as a regularization forces p to go to the center of the simplex, which means that each arm will be sampled a linear amount of time.
We can consider instead the Kullback-Leibler divergence between p and a known proportion function q:
Instead of pushing p to the center of the simplex, the KL divergence regularization will push p towards q. This is typically motivated by problems where the decision maker should not alter too much an existing policy q, known to perform well on the task. Another way to force p to be close to a chosen policy q is to use the ℓ 2 -regularization ρ(p) = p − q 2 2 . These two last examples of regularization have an explicit dependency on the context x since q depends on the context values, which was not the case of the entropy (which only depends on x through p). We show that both the KL divergence and the ℓ 2regularization have a special form that allows us to remove this explicit dependency on x. They can indeed be written as
with H a ζ-strongly convex function of p, k a β-Hölder function of x and c any function of x.
Indeed,
.
And
With this specific form the loss function writes as
Since we aim at minimizing L with respect to p the last term X λ(x)c(x) dx is irrelevant to the minimization process. Let us now noteμ = µ + λk. We are therefore minimizing
This is actually the standard setting of Subsection 2.1 with a regularization function H independent of x. In order to preserve the regularity ofμ we need λρ to be β-Hölder which is the case if q is sufficiently regular. Nonetheless, we remark that the relevant regularity is the one of µ since λ and ρ are known by the agent.
As a consequence, from now on we will only consider regularization functions ρ that only depend on p.
Algorithm

Idea of the Algorithm
As the horizon is finite, even if we could use the doubling-trick, and the reward functions µ k are smooth, we choose to split the context space X into B d cubic bins of side size 1/B. We are going to construct a (bin by bin) piece-wise constant solutionp T .
We denote by B the set of bins introduced. If b ∈ B is a bin we note |b| = B −d its volume and diam(b) = √ d/B its diameter. Sincep T is piece-wise constant on each bin b ∈ B (with valuep T (b)), we rewrite the loss function into
dx are the mean values of µ and λ on the bin b.
Consequently we just need to minimize the unknown convex loss function L b for each bin b ∈ B. We fall precisely in the setting of Berthet and Perchet (2017) where the authors propose an Upper-Confidence Frank-Wolfe algorithm to minimize an unknown convex function. We propose consequently the following Algorithm 1: for each time step t ≥ 1, given the context value X t , we run one iteration of the Upper-Confidence Frank-Wolfe algorithm for the loss function L b corresponding to the bin b ∋ X t . We note p T (b) the results of the algorithm on each bin b.
Algorithm 1 Regularized Contextual Bandits
Require: K number of arms, T time horizon
pre-sampling functions
Perform one step of the UCB Frank-Wolfe algorithm for the L bt function on bin b t 8: end for 9: return the proportion vector (p T (1), . . . , p T (B d )) Line 2 of the algorithm consists in a pre-sampling stage where all arms are sampled a certain amount of time. We will see how this can be used to enforce constraints on the p i and especially to force p to be far from the boundaries of ∆ K .
In the remaining of this paper, we derive slow or fast rates of convergence of this algorithm, depending on the complexity of the current instance of the problem.
Estimation and Approximation Errors
In order to obtain a bound on the regret, we decompose it into an estimation error and an approximation error.
We note for all bins b ∈ B, p ⋆ b = arginf p∈∆ K L b (p) the minimum of L b on the bin b. We notep ⋆ the piece-wise constant function taking the values p ⋆ b on the bin b. The approximation error is the minimal achievable error within the class of piece-wise constant functions.
Definition 4. The approximation error A(p) is the error between the best piece-wise constant functionp ⋆ and the optimal solution p ⋆ .
The estimation error is due to the errors made by the algorithm.
Definition 5. The estimation error E(p T ) is the error between the result of the algorithm p T and the best piece-wise constant functionp ⋆ .
where the last equality comes from (1). We naturally have R(T ) = E(p T ) + A(p ⋆ ). In order to bound R(T ) we want to obtain bounds on both the estimation and the approximation error terms.
Convergence rates for constant λ
In this section we consider the case where λ is constant. We derive slow or fast rates of convergence.
Slow Rates
To derive slow rates we bound the approximation error and the estimation error. The proofs of this Subsection are deferred to Appendix A.
As in Berthet and Perchet (2017) , we obtain the following convergence rate Proposition 1. Let ρ be a S-smooth convex function on ∆ K . If p T is the result of Algorithm 1 andp ⋆ the best piece-wise constant function on the set of bins B, then the following bound on the estimation error holds
The Landau notation O(·) has to be understood with respect to T . The precise bound is given in the proof.
There exist regularization functions that are not S-smooth on ∆ K . This is for example the case of the entropy whose Hessian is not bounded on ∆ K . However the following proposition shows that the result of Proposition 1 still holds, at least for the entropy.
Proposition 2. If ρ is the entropy function the following bound on the estimation error holds
The idea of the proof is to force the result of the algorithm to be "inside" the simplex ∆ K (in the sense of the induced topology) by pre-sampling each arm.
In order to obtain a bound on the approximation error we notice that
where ρ * is the Legendre-Fenchel transform of ρ.
We want to bound
With this expression we prove the Proposition 3. Ifp ⋆ is the piece-wise constant function on the set of bins B minimizing the loss function L, we have the following bound
Combining Propositions 1 and 3 we get the Theorem 1 (Slow rates). If ρ is a S-smooth convex function, applying Algorithm 1 with choice
In this theorem we have used the notation O L β ,β,K,d to mean that there is a hidden constant depending on L β , β, K and d. For clarity purposes the constant is not explicit in the theorem but can be found in the proof in Appendix A.
Proposition 2 directly shows that the result of this theorem also holds when ρ is the entropy function.
The detailed proof of the theorem can be read in Appendix A and consists in choosing a value of B balancing between the estimation and the approximation errors. Since β ∈ (0, 1], we can see that the exponent of the convergence rate is below 1/2 and that the proposed rate is slower than T −1/2 , hence the denomination of slow rate.
Fast Rates
We now consider possible fast rates, i.e. convergence rates faster than O T 1/2 . The price to pay to obtain these quicker rates compared to the ones from Subsection 4.1 is to have problem-dependent bounds, i.e. convergence rates depending on the parameters of the problem, and especially on λ.
As in the previous section we can obtain a bound on the estimation error based on the convergence rates of Upper-Confidence Frank-Wolfe algorithm.
Proposition 4. If ρ is ζ-strongly convex, S-smooth and if there exists η > 0 such that for all b ∈ B, dist(p ⋆ b , ∂∆ K ) ≥ η, then running Algorithm 1 gives the estimation error
T .
Note that the fast rates for the estimation error depend on several parameters of the problem: λ, distance η of the optimum to the boundary of the simplex, strong convexity and smoothness constants. Since λ can be arbitrarily small, η can be small as well and S arbitrarily large. Consequently the "constant" factor can explode despite the convergence rate being "fast": these terms describe only the dependency in T .
Similarly to the previous section we want to consider the case of regularization functions ρ whose gradient is not Lipschitz-continuous at the boundary of ∆ K . In order to include these functions in our analysis we have to force the vectors p to be inside the simplex by pre-sampling all arms at the beginning of the algorithm. The following lemma shows that this is indeed valid.
, the agent can safely sample arm i αp o i T times at the beginning of the algorithm without changing the convergence results.
The intuition behind this lemma is that if all arms have to be sampled a linear amount of times to reach the optimum value, it is safe to pre-sample each of the arms linearly at the beginning of the algorithm. The goal is to ensure that the current proportion vector p t will always be far from the boundary in order to leverage the smoothness of ρ in the interior of the simplex.
Proposition 5. If ρ is the entropy function, sampling each arm T e −1/λ /K times during the presampling phase guarantees the same estimation error as in Proposition 4 with constant S = Ke 1/λ .
In order to obtain faster rates for the approximation error we use Equation (2) and the fact that ∇ρ * is 1/ζ-Lipschitz since ρ is ζ-strongly convex. The full proof of the following resultat is given in Appendix B.
Proposition 6. If ρ is ζ-strongly convex and ifp ⋆ is the piece-wise constant function on the set of bins B minimizing the loss function L, the following bound on the approximation error holds
Combining Propositions 4 and 6, we obtain fast rates for our problem.
Theorem 2 (Fast rates). If ρ is ζ-strongly convex and if there exists
gives the regret
This rate matches the rates obtained in nonparametric estimation (Tsybakov, 2008) . However, as shown in the proof presented in Appendix B, this fast rate is obtained at the price of a factor involving λ, η and S, which can be arbitrarily large. It is the goal of the next section to see how to remove this dependency in the parameters of the problem.
Proposition 5 shows that the previous theorem can also be applied to the entropy regularization.
Convergence rates for non-constant λ
In this section, we study the case where λ is a function of the context value. This is quite interesting as agents might want to modulate the weight of the regularization term depending on the context. All the proofs of this Section can be found in Appendix C.
Estimation and Approximation errors
Equation (1) implies that the estimation errors obtained in Propositions 1 and 4 are still correct if λ is replaced byλ(b). This is unfortunately not the case for the approximation error propositions because Equation (2) does not hold anymore. Indeed the approximation error becomes :
From this expression we obtain the following slow and fast rates of convergence.
Proposition 7. If ρ is a strongly convex function and λ a C ∞ integrable non-negative function whose inverse is also integrable, we have on a bin b:
The important point of this proposition is that the bound does not depend on λ min , which is not the case when we want to obtain fast rates for the approximation error as in the following proposition:
Proposition 8. If ρ is a ζ-strongly convex function and λ a C ∞ integrable non negative function whose inverse is also integrable, we have on a bin b:
The rate in B is improved compared to Proposition 7 at the expense of the constant 1/λ 3 min which can unfortunately be arbitrarily high.
Margin Condition
We begin by giving a precise definition of the function η, the distance of the optimum to the boundary of ∆ K .
Definition 6. Let x ∈ X a context value. We define by p ⋆ (x) ∈ ∆ K the point where p → µ(x), p + λ(x)ρ(p) attains its minimum, and
We have obtained in Subsection 4.2 fast rates for Algorithm 1. These convergence rates provide good theoretical guarantees but may be useless in practice since they depend on a constant that can be arbitrarily large. We would like to discard the dependency on the parameters of the problem, and especially λ (that controls η and S).
Difficulties arise when λ and η take values that are very small, meaning for instance that we consider nearly no regularization. This is not likely to happen since we do want to study contextual bandits with regularization. To formalize that we make an additional assumption, which is common in nonparametric regression (Tsybakov, 2008) and is known as a margin condition:
Assumption 3 (Margin Condition). We assume that there exist δ 1 > 0 and δ 2 > 0 as well as α > 0 and C m > 0 such that
The non-negative parameter α controls the importance of the margin condition. The margin condition limits the number of bins on which λ or η can be small. Therefore we can split the bins of B into two categories, the "well-behaved bins" on which λ and η are not too small, and the "ill-behaved bins" where those functions can take arbitrarily small values. The idea is to use the fast rates on the "well-behaved bins" and the slow rates (that do not depend on λ and η) on the "ill-behaved bins". This is be the point of Subsection 5.3.
, c 1 = 1 + ∇λ ∞ d β/6 and c 2 = 1 + C L d β/2 . We define the set of "well-behaved bins" WB as
and the set of "ill-behaved bins" as its complementary set in B.
With the smoothness and regularity Assumptions 1 and 2, we derive lower bounds for λ and η on the "well-behaved bins".
Intermediate Rates
We summarize the different error rates obtained in the previous sections. 
In this table we only kept the relevant constants that can be very small, i.e. λ and η, or very large, i.e. S. For the sake of clarity we remove the dependency on the bin, writing λ instead ofλ(b).
Table 1 clearly shows that the slow rates do not depend on those constants. Therefore we can use the slow rates on the "ill-behaved bins".
Theorem 3 (Intermediate rates). Applying Algorithm 1 on the contextual bandits problem with an entropy regularization and margin condition with parameter α ∈ (0, 1), the choice 1+α) .
As explained in the proof (Appendix C), we use a pre-sampling stage on each bin to force the entropy to be smooth, as in the proofs of Propositions 2 and 5.
We consider now the extreme values of α. If α → 0, there is no margin condition and the speed obtainedis T − β 2β+d which is exactly the slow rate from Theorem 1. If α → 1, there is a strong margin condition and the rate of Theorem 3 tends to T − 2β 2β+d which is the fast rate from Theorem 2. Consequently we get that the intermediate rates from Theorem 3 do interpolate between the slow and fast rates obtained previously.
Lower Bounds
The results in Theorems 1 and 2 have optimal exponents in the dependency in T . For the slow rate, since the regularization can be equal to 0, or a linear form, the lower bounds on contextual bandits in this setting apply (Audibert et al., 2007; Rigollet and Zeevi, 2010) , matching this upper bound. For the fast rates, the following lower bound holds, based on a reduction to nonparametric regression (Tsybakov, 2008; Györfi et al., 2006) .
Theorem 4. For any algorithm with bandit input and outputp T , for ρ that is 1-strongly convex, we have inf
The proof is in Appendix D. The upper and lower bound match up to logarithmic terms. This bound is obtained for K = 2, and the dependency of the rate in K is not analyzed here.
Empirical Results
We present in this section experiments and simulations for the regularized contextual bandits problem. The setting we consider uses K = 3 arms, with an entropy regularization and a fixed parameter λ = 0.1. We run successive experiments for values of T ranging from 1 000 to 100 000, and for different values of the smoothness parameter β.
The results presented in Figure 1 shows that T → T · R(T ) growths as expected, and the lower β, the slower the convergence rate, as shown on the graph. In order to verify that the fast rates proven in Subsection 4.2 are indeed reached, we plot on Figure 2 the ratio between the regret and the theoretical bound on the regret
2β+d . We observe that this ratio is approximately constant as a function of T , which validates empirically the theoretical convergence rates. 
Conclusion
We proposed an algorithm for the problem of contextual bandits with regularization reaching fast rates similar to the ones obtained in nonparametric estimation. The conducted experiments validate the fast rates obtained and we can discard the parameters of the problem in the convergence rates by applying a margin condition that allows us to derive intermediate convergence rates interpolating perfectly between the slow and fast rates.
A Proofs of Slow Rates
We prove in this section the propositions and theorem of Subsection 4.1.
We begin by a lemma on the concentration of T b , the number of context samples falling in a bin b.
Lemma 3. For all b ∈ B, let T b the number of context samples falling in the bin b. We have
Using a multiplicative Chernoff's bound (Vershynin, 2018) we obtain:
We conclude with an union bound on all the bins.
Proof of Proposition 1. We have
Let us now consider a single bin b ∈ B. We have run the UCB Frank-Wolfe (Berthet and Perchet, 2017) algorithm for the function
We consider the event A:
Theorem 3 of Berthet and Perchet (2017) shows that, on event A:
Since ρ is of class C 1 , ρ and ∇ρ are bounded on the compact set ∆ K . It is also the case for L b and consequently L b ∞ and ∇L b ∞ exist and are finite and can be expressed in function of ρ ∞ , ∇ρ ∞ and
Summing over all the bins in B we obtain:
(4) The first term of Equation (4) dominates the others and we can therefore write that
Proof of Proposition 2. We consider a bin b ∈ B containing t samples.
In order to force all the successive estimations of p ⋆ b to be in S we sample each arm λ √ t times. Thus we have ∀i ∈ [K], p i ≥ λ/ √ t. Then we apply the UCB-Frank Wolfe algorithm on the bin b.
We can apply the same steps as in the proof of Proposition 1 to find that
The Case 1 shows that
Let π = (π 1 , . . . , π K ) with π i . = max(λ/ √ t,p b,i ). We have π −p b 2 ≤ √ Kλ/ √ t.
Let us derive an explicit formula for p ⋆ b knowing the explicit expression of ρ. In order to find the optimal ρ ⋆ value let us minimize (p → L b (p)) under the constraint that p lies in the simplex ∆ K . The KKT equations give the existence of ξ ∈ R such that for each i ∈ [K],μ i (b) + λ log(p i ) + λ + ξ = 0 which leads to p ⋆ b,i = e −μi(b)/λ /Z where Z is a normalization factor. Since Z = K i=1 e −μi(b)/λ we have Z ≤ K and p ⋆ b,i ≥ e −1/λ /K. Consequently for all p on the segment between π and p ⋆ b we have p i ≥ e −1/λ /K and therefore λ(1 + log(p i )) ≥ λ(1 − log K) − 1 and finally
We conclude by summing on the bins and using that t ∈ [T /2B d , 3T /2B d ] with high probability, as in the proof of Proposition 1.
Proof of Proposition 3. We have to bound the quantity
Classical results on convex conjugates (Hiriart-Urruty and Lemaréchal, 2013a) give that ∇ρ * (y) = argmin x∈∆ K ρ(x)− x, y for all y ∈ R K . Consequently, ∇ρ * (y) ∈ ∆ K and for all y ∈ R K , ∇ρ * (y) ≤ 1 showing that ρ * is 1-Lipschitz continuous. This leads to
Proof of Theorem 1. We will denote by C k with increasing values of k the constants. Since the regret is the sum of the approximation error and the estimation error we obtain
With the choice of
, we find that the three last terms of the regret are negligible with respect to the first two. This gives
B Proofs of Fast Rates
We prove now the propositions and theorem of Subsection 4.2.
Proof of Proposition 4. The proof is very similar to the one of Proposition 1. We decompose the estimation error on the bins:
Let us now consider a single bin b ∈ B. We have run the UCB Frank-Wolfe algorithm for the function L b on the bin b with T b samples. As in the proof of Proposition 1 we consider the event A. Theorem 7 of Berthet and Perchet (2017) , applied to L b which is a λS-smooth λζ-strongly convex function, shows that on event A:
In order to have a simpler expression we can use the fact that λ and η are constants that can be small while S can be large. Consequentlyc 3 is the largest constant amongc 1 ,c 2 andc 3 and we obtain
because the other terms are negligible.
Proof of Lemma 1. We consider a single bin b ∈ B. Let us consider the function
Since for all i, p ⋆ b,i ≥ αp o i and since ∆ K is convex we know that min p∈∆ KL b (p) = L b (p ⋆ b ). If p is the frequency vector obtained by running the UCB-Frank Wolfe algorithm for functionL b with (1 − α)T samples then minimizingL b is equivalent to minimizing L with a presampling stage.
Consequently the whole analysis on the regret still holds with T replaced by (1 − α)T . Thus fast rates are kept with a constant factor 1/(1 − α) ≤ 2.
Proof of Proposition 5. For the entropy regularization, we have
We apply Lemma 1 with p o = 1 K , . . . , 1 K and α = exp(−1/λ). Consequently each arm is presampled T exp(−1/λ)/K times and finally we have
Therefore we have
showing that ρ is K exp(1/λ)-smooth.
In order to prove the Proposition 6 we will need the following lemma which is a direct consequence of a result on smooth convex functions.
Lemma 4. Let f : R d → R be a convex function of class C 1 and L > 0. Let g :
Then g is convex if and only if ∇f is L-Lipschitz continuous.
Proof. Since g is continuously differentiable we can write
where the last equivalence comes from Theorem 2.1.5 of Nesterov (2013) .
Proof of Proposition 6. Since ρ is ζ-strongly convex then ∇ρ * is 1/ζ-Lipschitz continuous (see for example Theorem 4.2.1 at page 82 in Hiriart-Urruty and Lemaréchal (2013b)). Since ρ * is also convex, Lemma 4 shows that g : x → 1 2ζ x 2 − ρ * (x) is convex.
Let us now consider the bin b and the function µ = (µ 1 , . . . , µ k ). Jensen's inequality gives:
This leads to
We use the fact that
Equation (2) shows that
Proof of Theorem 2. We denote again by C k the constants. We sum the approximation and the estimation errors (given in Propositions 6 and 4) to obtain the following bound on the regret:
For the sake of clarity let us note ξ 1 .
, we notice that the third term is negligible and we conclude that
C Proofs of Intermediate Rates
We begin with a lemma on convex conjugates.
Lemma 5. Let λ, µ > 0 and let y ∈ R n and ρ a non-negative bounded convex function. Then
Proof of Proposition 7. There exists x 0 ∈ b such thatλ(b) = λ(x 0 ) and x 1 ∈ b such thatμ(b) = µ(x 1 ). We use Lemma 5 to derive a bound for the approximation error.
Proof of Proposition 8. As in the proof of Proposition 6 we consider a bin b ∈ B and the goal is to bound
We use a similar method and we apply Jensen inequality with density
Consequently we have proven that
Therefore we have to bound, for each k,
Let us omit the subscript k and consider a β-Hölder function µ.
We have
We now have to bound these three integrals.
Bounding I 1 :
dx.
Since 1/λ is of class C 1 , Taylor-Lagrange inequality yields, using the fact that there exists
We obtain therefore
Bounding I 2 :
dx ≥ 0 from Jensen's inequality.
Without loss of generality we can assume that the bin b is the closed cuboid [0, 1/B] d . We suppose that for all x ∈ b, λ(x) > 0.
Since λ is of class C ∞ , we have the following Taylor series expansion:
Integrating over the bin b we obtain
Let us now compute the Taylor series development of 1/λ. We have:
This lets us write
And then
Since the derivatives of λ are bounded we obtain that
Bounding I 3 :
Putting this together we have
Lemma 6 (Regularity of η). If η is the distance of the optimum p ⋆ to the boundary of ∆ K as defined in Definition 6, and if the µ k functions are all β-Hölder and λ of class C 1 , then η is β-Hölder. More precisely we have
Since ρ is ζ-strongly convex, ∇ρ * is 1/ζ-Lipschitz continuous. Therefore, for x, y ∈ b,
since all µ k are bounded by 1 (the losses are bounded by 1).
Proof of Lemma 2. We consider a well-behaved bin b. There exists
Lemma 6 shows that η is β-Hölder continuous (with constant denoted by C L /λ 2 min ) and therefore we have
Proof. As in the proof of Proposition 2 we use the KKT conditions to find that on a bin b (without the index k for the arm):μ (b) +λ(b)∇ρ(p ⋆ b ) + ξ = 0. Therefore
Since ρ is convex, ∇ρ is an increasing function and its inverse as well. Consequently p ⋆ b is an increasing function ofλ(b), and since η(b) = K/(K − 1) min i p ⋆ b,i , η is also an increasing function ofλ(b). Proof of Theorem 3. Since B will be chosen as an increasing function of T we only consider T sufficiently large in order to have c 1 B −β/3 < δ 1 and c 2 B −β/3 < δ 2 . To ensure this we can also take smaller δ 1 and δ 2 . Moreover we lower the value of δ 2 or δ 1 to be sure that δ2 c2 = η( δ1 c1 ). These are technicalities needed to simplify the proof.
The proof will be divided into several steps. We will first obtain lower bounds on λ and η for the "wellbehaved bins". Then we will derive bounds for the approximation error and the estimation error. And finally we will put that together to obtain the intermediate convergence rates.
As in the proofs on previous theorems we will denote the constants C k with increasing values of k.
• Lower bounds on η and λ:
Using a technique from Rigollet and Zeevi (2010) we notice that without loss of generality we can index the B d bins with increasing values ofλ(b). Let us note IB = {1, . . . , j 1 } and WB = {j 1 + 1, . . . , B d }.
Since η is an increasing function of λ (cf Lemma 7), the η(b j ) are also increasingly ordered.
Let j 2 ≥ j 1 be the largest integer such thatλ(b j ) ≤ δ 1 c 1 . Consequently we also have that j 2 is the largest integer such that η(b j ) ≤ δ 2 c 2 .
Let j ∈ {j 1 + 1, . . . , j 2 }. The bin b j is a well-behaved bin and Lemma 2 shows thatλ(b j ) ≥ B −β/3 . Thenλ(b j ) + (c 1 − 1)B −β/3 ≤ c 1λ (b j ) ≤ δ 1 and we can apply the margin condition (cf Assumption 3) which gives
But since the context are uniformly distributed and since theλ(b j ) are increasingly ordered we also have that
This givesλ(b j ) ≥ 1
. The same computations give η(b j ) ≥ 1
Let us now compute the number of ill-behaved bins:
wherex is the mean context value in the bin b.
We want to obtain an upper-bound on the constant Sλ(b j ) + K η(b j ) 4λ (b j ) 2 that arises in the fast rate for the estimation error. For the sake of clarity we will remove the dependency in b j and denote this constant C = Sλ + K λ 2 η 4 .
In the case of the entropy regularization S = 1/ min i p ⋆ i . Since η = K/(K − 1) min i p ⋆ i , we have that min i p ⋆ i = (K − 1)/Kη ≥ η/2. Consequently S ≤ 2/γ j and, on a well-behaved bin b j , for j ≤ j 2 ,
where the subscript F stands for "Fast". When j ≥ j 2 , we haveλ(b j ) ≥ δ 1 /c 1 and η(b j ) ≥ δ 2 /c 2 and consequently
Let us notice than λ being known by the agent, the agent knows the value ofλ(b) on each bin b and can therefore order the bins. Consequently the agent can sample, on every well-behaved bin, each arm T γ j /2 times and be sure that min i p i ≥ γ j /2. On the first ⌊ĵ⌋ bins the agent will sample each arm λ(b) T /B d times as in the proof of Proposition 2.
• Approximation Error:
We now bound the approximation error. We separate the bins into two sets: {1, . . . , ⌊j ⋆ ⌋} and {⌈j ⋆ ⌉, . . . , B d }. On the first set we use the slow rates of Proposition 7 and on the second set we use the fast rates of Proposition 8.
We obtain that, for α < 1/2,
since α < 1/2. We step from line 3 to 4 thanks to a series-integral comparison.
For α = 1/2 we get
And for α > 1/2 we have
because β + 2αβ > 2β.
Let us note Finally we obtain that the approximation error is bounded by ξ app B − min(β+2αβ,2β) log(B) with α > 0.
• Estimation Error:
We proceed in a similar manner as for the approximation error, except that we do not split the bins around j ⋆ but aroundĵ.
In a similar manner to the proofs of Theorems 1 and 2 we only need to consider the terms of dominating order from Propositions 1 and 4. As before we consider the same event A (cf the proof of Proposition 1) one can take λ such that |η(x)| < λ. We denote by e = (1/2, 1/2) the center of the simplex, and we consider the loss L(p) = X µ(x), p(x) + λ p(x) − e 2 dx.
Denoting by p 0 (x) the vector e + µ(x)/(2λ), we have that p 0 (x) ∈ ∆ 2 for all x ∈ X . Further, we have that µ(x), p(x) + λ p(x) − e 2 = λ p(x) − p 0 (x) 2 + 1/(4λ) µ(x) 2 , since µ(x), e = 0. As a consequence, L is minimized at p 0 and L(p) − L(p 0 ) = X λ p(x) − p 0 (x) 2 dx = 1/(2λ)
where η is such that p(x) = 1/2 − η(x)/(2λ), 1/2 + η(x)/(2λ) . As a consequence, for any algorithm with final variablep T , we can construct an estimatorη T such that
where the expectation is taken over the randomness of the observations Y t , with expectation ±η(X t ), with sign depending on the known choice π t = 1 or 2. As a consequence, any upper bound on the regret for a policy implies an upper bound on regression over β-Hölder functions in dimension d, with T observations. This yields that, in the special case where ρ is the 1-strongly convex function equal to the squared ℓ 2 norm
The final bound is a direct application of Theorem 3.2 in Györfi et al. (2006) .
