Numerical examples and practical advice are included.
I. INTRODUCTION
The motivation for applying a pseudospectral discretization to elliptic problems is to obtain an highly accurate app·oxi-mation with a small number of collocation points.
The major advantage that this sort of discretization often offers over standard finite difference or finite element techniques is greatly reduced storage requirements. At the NASA Ames Symposium on Multigrid Methods, we proposed a spectral multigrid approach to solving the discrete equations which arise. from applying pseudospectral . approximations to variable-coefficient, selfadjoint elliptic equations [1] . The focus of that preliminary report was on problems with periodic boundary conditions. We demonstrated that the number of multigrid iterations necessary to achieve convergence was independent.of the size of the problem.
The tenta ti ve results given in [1] for problems with Dirichlet boundary conditions were not so satisfactory because the required number of multigrid iterations increased with the number of grid points. The purpose of this paper is to fill in some of the details omitted from [1] because of page constraints, to describe an improved version of spectral multigrid for Dirichlet problems, and to offer some practical advice for implementation.
II. SPECTRAL MULTIGRID ON A SIMPLE MODEL PROBLEM
The fundamentals of spectral mul tigrid (SMG) are perhaps easiest to grasp for the simple model problem Thus, a sensible approximation to the left-hand side of Eg. (1) at the collocation points is
The pseudospectra1 approximation to Eg. (1) may be represented by LU = F, (6) where
and L = c-lnc • (9) The matrix C represents the discrete Fourier transform; its elements are (10) Clearly~ (11 ) The diagonal matrix D represents the second derivative in transform space:
In Eqs. (5), (10) , (11) , and (12) the indices p and q have the range indicated in Eq. (3); refer to Eq. (2) for the range of j.
A Richardson's iterative scheme [2] for solving Eq. (6) is
where V is the current approximation to U and w is a relaxation parameter. The eigenfunctions of L are -4 -
with the corresponding eigenvalues
The ranges of j and p are the same as above.
The index p has a natural interpretation as the frequency of the eigenfunction.
The error at any stage of the iterative process is V -U: it can be resolved into an expansion in the eigenvectors of L. Each iteration reduces the pith error component to \I (A ) times its p previous value, where
The optimal choice of to results from minimizing On each level we must define a discrete problem, a relaxation scheme, and interpolation operators. The discrete problems will be denoted by 
The interpolation operator pk represents the prolongation of corrections from level k-l to level k: We will return to this issue in the section on numerical examples.
III. INTERPOLATION AND COARSE GRID OPERATORS
We will focus on the one-dimensional problem
on either (O,2~), as in the periodic case or on (-1,1), as in the Dirichlet case. We will occasionally refer to equations from [1] , denoting them by the prefix I, e.g. Eq. (1.5).
Fourier Series
The natural interpolation operators represent trigonometric interpolation.
They were defined in r 1] by Eqs. By the way, the definition of C given here in Eq. (10) differs slightly (by a factor IN) from the definition used in [11. Note that except for a factor of 2, P and Rare adjoint.
The pseudospectral evaluation of the left-hand side of Eq.
-9 -(25) can be expressed as
where
and in a slight change of notation the diagonal matrix D which represents the first derivative in wavenumber space is given by
The reason for setting Dpp = 0 for p = -N/2 is given in [1] .
Equation ( where Ak is the diagonal matrix given by 
In other words, the variable coefficient to be used on the coarser grid k-lis a filtered version of the coefficient on level k. Otherwise, the coarse-grid operators are the natural pseudospectral approximations on those levels.
As has been stressed especially by Nicolaides [3] , Hackbusch [4] , and Wesseling [5] , it seems desirable to use
with Rk the adjoint of pk. Equations (43) and (44) 
,..
Nc. J
which reduces to (52) .,;, 14 - 
on (-1,1) x (-1,1) with Dirichlet boundary conditions. The appropriate pseudospectra1 approximation employs Chebyshev po1y- 
The H LU result uses a = 0 and H RS uses a = 1.
modifications are made near the boundaries.
(57)
Straightforward
The eigenvalues of the iteration matrices H-IL corresponding to these three types of preconditioning have been computed numerically by the OR algorithm [9] . The extreme ones are given in Table I . In all cases, the region between 1 and 2. Beyond N = 24 computations of the complete eigenvalue spectra are impractical since the full two-dimensional matrix then takes over a million words of storage.
The multigrid condition numbers and smoothing rates given in Table III for N > 64.
The more important of these is the former and it is accurate to better than 1% for N ) 16. These results suggest that OJf 17 / l6 tnvtl operations are required for convergence of the SMG method based on the H LU preconditioning. This is only slightly worse than the best possible result of oeJl"!nJY> . We prefer to make our comparisons in terms of actual machine time rather than Brandt's work units [10] . This choice has the virtue of including all auxiliary effort such as the various interpolations, but it also has the disadvantage of depending on the quality of the programmer and the computer.
The specific measure to be used is the equivalent smoothing rate, denoted by P e and defined as follows.
In some preliminary calculations, the average time ' 0 required for a single fine-grid relaxation is determined.
For an actual mul tigrid calculation let rl and r2be the residuals after the first and last fine-grid relaxations, respectively, and let. be the total CPU time. Then
In all the runs reported here, the finest level K = 5. The four types of schedules that were examined are described in Table   IV .
In schedules A and B, the problem was first solved on level 2; then that solution was interpolated to level 3 as the initial guess for a multigrid iteration involving levels 2 and 3; then the converged level 3 solution was interpolated to level 4 as its initial guess, etc. The other two schedules simply began on level 5. Most schedules were run in the so-called accommodative mode, Le., the anticipated smoothing rates (e.g., Table III) were used in a dynamic determination of when to shift between 
where (62) guarantees that the mean value of u(x,y} vanishes. The source term f(x,y} is adjusted accordingly. The parameters of several test problems are listed in Table V . The last column relates the relaxation parameter actually employed to the optimal parameter for the € = 0 problem as given in Eq. (I.37). 
0.50
The influence of the coarse-grid operator is indicated in Table VI . The filtered coarse-grid operator is defined by Eqs. The filtered operator presents essentially no improvement.
Although we find this result puzzling in light. of the corresponding results for Dirichlet problem, we did not pursue it further because there are few applications for purely periodic boundary conditions. The dependence upon scheduling is given in Table VII . These runs used nonstationary Richardson iteration with three distinct relaxation parameters as described in [1] . The filtered coarsegrid operators were also employed. -24 - In order to get the full benefit of this property, however, the lower-level problems (used for obtaining initial guesses on the higher-level problems) must have alias-free right-hand sides~ Consider how the simple model problem described by Eq. 
The resulting interpolated initial guess for the level 3 problem Thus, the only errors in the level 3 solution will be in the high-frequency modes and there will be no need to make any coarse-grid corrections, i. e., no true multigridding will occur. On the other hand, suppose that the level 2 problem is defined by the pointwise values of f(xj) (as in schedule A). Then the level 2 equations will be
where f ,.
= f_l + f3 The test problems are specified by a(x,y) = b(x,y) = 1 + € e cos(~n(x+y» (67) u(x,y) = sin(anx + n/4) sin(any + n/4).
The parameters of the test problems are given in The scheduling dependence is given in Table X We again see that it is not a good strategy to relax the minimum number of times before restricting. In the accommodative mode the algorithm rapidly settles into a "limit cycle" involving levels 2 and 3: it alternates between these two levels, always arriving on either level with the solution in the same state as at the start of its last visit. The second alternative is to "homogenize" the restrictions and prolongations by forcing the boundary values of the corrections to be zero both before and after the interpolation. Although this bizarre choice was made by accident, it actually works. However, since it has uniformly been slightly less effective than the adjoint choice, there is no good reason to resort to it. This has already been achieved and is -31 -
