We analyze two classic variants of the Traveling Salesman Problem using the toolkit of fine-grained complexity.
Introduction

Motivation
We analyze two classic variants of the Traveling Salesman Problem (tsp) by applying the modern toolkit of fine-grained complexity analysis. The first tsp variant can for instance be found in Chapter 15 of the well-known textbook "Introduction to Algorithms" by Cormen, Leiserson, Rivest, and Stein [17] . The chapter discusses dynamic programming, and its problem section poses the following classic exercise: algorithm must grow almost linearly with k. The next question that we settle in this paper is: can one do better than O(n k ) for finding a k-opt improvement? The answer turns out to depend on the value of k. For 2-opt, an easy adversarial argument shows that any deterministic algorithm must inspect all the edge weights. This gives a trivial lower bound of Ω(n 2 ), matching the upper bound. For larger values of k, the question becomes more interesting.
The 3-opt Detection problem asks whether the weight of a given tour can be reduced by some 3-move. We show that it is unlikely that 3-opt Detection with weights in the range [−M, . . . , M ] allows an algorithm with a truly subcubic runtime of O(n 3−ε polylog(M )) for ε > 0. We prove that the Negative Edge-Weighted Triangle problem (given an edge-weighted graph, is there a triangle of negative weight?) reduces to 3-opt Detection by a reduction that takes O(n 2 ) time and increases the size of the graph by only a constant factor. As Negative Edge-Weighted Triangle is equivalent to All-Pairs Shortest Paths in weighted digraphs (apsp) with respect to having truly subcubic algorithms [37] , a truly subcubic algorithm for 3-opt Detection would contradict the apsp conjecture [2, 3] which states that apsp cannot be solved in truly subcubic time. We also give a reduction in the other direction: finding a 3-opt improvement reduces to finding a negative edge-weighted triangle. Consequently, 3-opt Detection is equivalent to Negative Edge-Weighted Triangle and apsp with respect to truly subcubic runtimes. This adds yet another classic problem to the growing list of such equivalent problems [2, 37] .
As a final result in this direction, we design an algorithm that finds the best k-opt improvement in weighted n-vertex complete graphs in O(n 2k/3 +1 ) time for each fixed value of k. For k = 2 and k = 3, this expression simply boils down to the straightforward time complexities of O(n 2 ) and O(n 3 ) for 2-opt and 3-opt respectively. For k ≥ 4, however, our result yields a substantial improvement over the trivial O(n k ) time bound. For example, 4-opt can be solved in Θ(n 3 ) time, matching the best-known algorithm for 3-opt. The algorithm mixes enumeration of partial solutions with a simple dynamic program.
Faster 2-OPT in the repeated setting and in the planar setting. For the 2-opt problem in graphs, the runtime for finding a single tour improvement cannot be improved below the trivial Θ(n 2 ). However, in the context of local search we are often interested in repeatedly finding tour improvements. It is therefore natural to consider whether speedups can be obtained when repeatedly finding improving tours on the same tsp instance. We prove that this is indeed the case: after O(n 2 ) preprocessing time, one can repeatedly find the best 2-opt improvement in O(n log n) time per iteration.
The quadratic lower bound for 2-opt applies only in the graph setting. This raises the question: can we solve 2-opt faster for points in the plane? We show the answer is yes, by giving an algorithm for 2-opt Detection with runtime O(n 8/5+ε ) for all ε > 0. Similarly, 3-opt Detection can be solved in expected time O(n 80/31+ε ).
Faster pyramidal TSP
In this section we show that the pyramidal tsp and the bottleneck pyramidal tsp problem in the plane can be solved in subquadratic time. For simplicity we only show how to compute the value of an optimal solution; computing the actual tour can be done in a standard manner.
Let P be the ordered input set of n points with distinct x-coordinates in the plane. Our algorithm will consider the points in P in order, and maintain a collection of partial solutions that are locally optimal. To make this precise, define P i := {p 1 , . . . , p i } to be the first i points in P . A partial solution for P i , for some 1 ≤ i ≤ n, is a pair P , P of monotone paths (with respect to the order on P ) that together visit all the points in P i and that only share p 1 . We call a partial solution for P i an (i, j)-partial tour, for some 1 ≤ j < i, if one of the paths ends at p i -this is necessarily the case in a partial solution for P i -and the other path ends at p j .
Our starting point is the standard dynamic-programming solution. It uses a 2-dimensional table 1 A [1. .n, 1..n], where A [i, j] , for 1 ≤ j < i ≤ n, is defined as the minimum length of an (i, j)-partial tour; for i ≤ j ≤ n the entries A [i, j] are undefined. We can compute the entries in the table row by row, using the recursive formula
where A [2, 1] = |p 1 p 2 |. Let us briefly verify this recurrence. For (i+1, j)-partial tours with j < i, the path P that visits p i+1 must also visit p i : the other path P ends at index j < i and the monotonicity requirement ensures P cannot visit i and go back to j. So for j < i any (i + 1, j)-partial tour consists of an (i, j)-partial tour together with the segment p i p i+1 . For (i+1, i)-partial tours, the predecessor of p i+1 cannot be p i , since a path ends at p i . Hence an (i + 1, i)-partial tour consists of an (i, k)-partial tour for some 1 ≤ k < i together with the segment p k p i+1 . The cheapest combination yields the best partial tour. After computing the last row of A, the minimum length of a pyramidal tour can be found by computing min 1≤k<n (A[n, k] + |p k p n |). There are O(n 2 ) entries in A of the first type that each take constant time to evaluate. There are O(n) entries of the second type that need time Θ(n). Hence the dynamic program can be evaluated in O(n 2 ) time.
Our subquadratic algorithm is based on the following two observations. First, any two subsequent rows A[i, 1. .n] and A[i+1, 1. .n] are quite similar: the entries A[i+1, j], for j < i, can all be obtained from A [i, j] by adding the same value, namely |p i p i+1 |. Second, the computation of A[i + 1, i] can be sped up using appropriate geometric data structures. Thus our algorithm will maintain a data structure that implicitly represents the current row and allows for fast queries and so-called bulk updates (see below).
Recall that P i := {p 1 , . . . , p i }. The point that defines min 1≤k<i (A[i, k] + |p k p i+1 |) is the point p k ∈ P i−1 closest to the query point q := p i+1 if we use the additively weighted distance function dist(p k , q) := w k + |p k q|,
where w k := A [i, k] is the weight of p k . Thus we need a data structure for storing a weighted point set that supports the following operations:
• perform a nearest-neighbor query with a query point q, which reports the point p k closest to q according to the additively weighted distance function, • perform a bulk update of the weights, which adds a given value ∆ to the weights of all the points currently stored in the data structure; • insert a new point with a given weight into the data structure.
Answering nearest-neighbor queries for the weighted point set P can be done by performing point location in the additively weighted Voronoi diagram [20] of P augmented by a point location data structure [36] . This (static) data structure has size O(n), can be computed in O(n log n) time, and allows for O(log n)-time queries. To allow for insertions we use the logarithmic method [10] . The logarithmic method makes a data structure semi-dynamic by storing O(log n) static data structures of increasing size (resulting in an additional log-factor in the query time). The main observation is that we can handle bulk updates by storing a correction term for the weights with each of the static additively weighted Voronoi diagrams. The additively-weighted nearest neighbor structure does not change when adding the same constant to each point weight, which means we do not have to update the Voronoi diagrams when performing bulk updates. This leads to an implementation that supports each operation in O(log 2 n) amortized time. The details are given in Appendix A. Using the data structure we obtain the following theorem. Theorem 1. Let P be an ordered set of n points in the plane. Then we can compute a minimumlength pyramidal tour for P in O(n log 2 n) time and using O(n) storage.
Proof. We aim to speed up the classic dynamic-programming algorithm using the data structure described above. Instead of computing the entire dynamic programming table A explicitly, we maintain an implicit representation of one row of the table and compute the rows one by one.
The i-th row of A has i − 1 well-defined entries. We define an implicit representation of row i to be an instance of the data structure storing the weighted point set (1) is exactly the distance from p i+1 to its closest neighbor in the data structure under the additively weighted distance function. Hence, the value of k that minimizes the lower expression in (1) can be found by a nearest neighbor query with p i+1 . We can therefore transform a representation of row i into a representation for row i + 1 as follows: It is easy to verify that this yields an implicit representation of row i+1. Since a representation of the first nontrivial row can be found in constant time, and each successive row can be computed from the previous using three data structure operations that take O(log 2 n) amortized time each, it follows that an implicit representation of the final row can be computed in O(n log 2 n) time. The minimum cost of a pyramidal tour is min 1≤k<n (A[n, k] + |p k p n |), which can be found by querying the representation of the final row with point p n .
Bottleneck pyramidal TSP.
Using a similar global approach but different supporting data structures we can also solve the bottleneck version of the problem-here the goal is to minimize the length of the longest edge in the tour-in subquadratic time. For the decision version of the problem we need the following result. x-monotone. Moreover, we can show that each disk D i ∈ D(C) contributes at most one arc to the boundary of Union(D(C)) above top (C), and the left-to-right order of the contributed arcs is consistent with the left-to-right order of the corresponding disk centers. Using this fact, we can do point locations and insertions in O(log n) time.
Combining the global technique of the previous section with Theorem 2 we obtain the following theorem.
Theorem 3. Let P be an ordered set of n points in the plane, and let B > 0 be a given parameter. Then we can decide in O(n log n) time and using O(n) storage if P admits a pyramidal tour whose longest edge has length at most B. This problem requires Ω(n log n) time in the algebraic computation tree model of computation.
The algorithm for the decision version does not easily extend to solve the minimization version of the problem. We therefore design a specialized data structure-a tree storing unions of disks and (regular) Voronoi diagrams-that allows us to obtain the following result. (See Appendix B.3.) Theorem 4. Let P be an ordered set of n points in the plane. Then we can compute a pyramidal tour whose bottleneck edge has minimum length in O(n log 3 n) time and using O(n log n) storage.
The k-OPT problem in general graphs
In this section we change the perspective from Euclidean problems to the tsp in general graphs.
A tour of an undirected graph G is a Hamiltonian cycle in the graph. Depending on the context, we may treat a tour as a permutation of the vertex set or as a set of edges. We consider undirected, weighted complete graphs to model symmetric TSP inputs. The weight of a tour is simply the sum of the weights of its edges. Recall that a k-move of a tour T is an operation that replaces a set of k edges in T by another set of k edges from G in such a way that the result is a valid tour. In degenerate cases, such an operation may delete and reinsert the same edge. The associated decision problem is defined as follows.
k-opt Detection
Input: A complete undirected graph G along with a (symmetric) distance function d : E(G) → N, an integer k, and a tour T ⊆ E(G).
Question:
Is there a k-move that strictly improves the cost of T ? The optimization problem k-opt Optimization is to compute, given a tour in a graph, a k-move that gives the largest cost improvement, or report that no improving k-move exists.
On truly subcubic algorithms for 3-OPT
We say that an algorithm for n-vertex graphs with integer edge weights in the range [−M, . . . , M ] runs in truly subcubic time if its runtime is bounded by O(n 3−ε polylog(M )) for some constant ε > 0. Vassilevska-Williams and Williams [37] introduced a framework for relating the truly subcubic solvability of several classic problems to each other. We use it to show that the existence of a truly subcubic algorithm for 3-opt is unlikely. Their framework uses a notion of subcubic reducibility based on Turing reducibility [37, §IV] 
(For convenience, we allow distances to be negative in this construction. One easily moves to non-negative distances by adding the constant 4M to all distances.) (⇒) Now assume that there exists an improving 3-move for tour T . This improving move cannot remove any edge {b i , a i+1 } or {b n , a 1 }, as these edges have length −3M , the tour T contains no edges of positive length to potentially remove, and each edge that enters the tour has length at least −M . Consequently, the three removed edges will be {a i , b i }, {a j , b j }, and {a k , b k } for some i < j < k. As these three edges have total length 0, the total length of the three inserted edges must be strictly negative. The edges {a x , a y } and {b x , b y } all have length 3M , while the edges {a x , b y } all have length between −M and M . This implies that every inserted edge is either of the type {a x , b y }, or coincides with one of the removed edges. Suppose for the sake of contradiction that one of the inserted edges coincides with a removed edge {a k , b k }, so that we are actually dealing with a 2-move. Then the two inserted edges in the 2-move must be {a i , a j } and {b i , b j }, so that the new tour is by 6M longer than the old tour T . This contradiction leaves only two possibilities for the three inserted edges:
which the latter is actually not a valid 3-move). Since the total length of the three inserted edges is strictly negative, the three vertices v i , v j , v k form a triangle of strictly negative weight in G.
The claim shows the correctness of the reduction. It is easy to perform in O(n 2 ) time. There is an analogous reduction in the other direction, which is given as Lemma C.1 in Appendix C. Together, these lemmata show the equivalence of finding negative-weight triangles and detecting improving 3-opt moves. 
A fast k-OPT algorithm
In this section we will prove that the k-opt Optimization problem can be solved significantly faster than Θ(n k ) when k ≥ 4. To this end, we first analyze the structure of k-opt moves. Consider a k-move for a given tour T ⊆ E(G), and let e 1 , . . . , e k be the removed edges with e i = {v 2i−1 , v 2i }. We assume throughout that these vertices (and edges) are indexed in such a way that T traverses the vertices v i in order of increasing index. We assume furthermore that the vertices v 1 , . . . , v 2n are pairwise distinct. By a simple reduction that subdivides the edges on the tour (Appendix D), it is sufficient to find an algorithm that detects an improving k-move in which the removed edges do not share any endpoints. (The arguments presented here also go through without this assumption, but the notation becomes more complicated in the equality case.) The k new edges that are inserted into T are denoted f 1 , . . . , f k . The signature of this kmove is a permutation π of {1, . . . , 2k}, such that vertex v j and vertex v π(j) form the endpoints of one of the edges f 1 , . . . , f k ; see Fig. 1 . Note that the removed edges e 1 , . . . , e k together with the signature π fully determine the k-move (and in particular determine the inserted edges
Note furthermore that not every permutation π yields a feasible signature that corresponds to some k-move: First, in a feasible signature π(i) = j always implies π(j) = i, and we will always have π(i) = i. Secondly, in a feasible signature the edge set that results from T by removing e 1 , . . . , e k and by inserting f 1 , . . . , f k must form a single Hamiltonian cycle-it must never form a collection of two or more cycles. It is easy to check whether a given permutation π constitutes a feasible signature, and to enumerate all feasible signatures.
We say that two of the removed edges e i and e j interfere with each other in a k-move, if there exists an inserted edge f that connects one of the endpoints of e i to an endpoint of e j . The following lemma states that in any k-move, there is a set of k/3 pairwise non-interfering edges. This is essentially due to the fact that every k-vertex 2-regular graph (collection of cycles) contains an independent set of size at least k/3 ; we prove it here in the k-opt terminology. If such a cycle contains an even number of removed edges, say 2 , we put every other removed edge along this cycle into E π ; this yields out of 2 edges for E π . If the cycle contains only a single removed edge, we put this single edge into E π ; this yields one out of one edge for E π . If the cycle contains an odd number of removed edges, say 2 + 1 ≥ 3, we ignore the first removed edge and then put every other removed edge along the cycle into E π ; this yields out of 2 + 1 edges for E π . The weakest contribution to E π comes from cycles with three removed edges, which yield only one out of three edges for E π . The claimed bound k/3 follows.
Theorem 6.
For every fixed k ≥ 3, the k-opt Optimization problem on an n-vertex graph can be solved in O(n 2k/3 +1 ) time.
Proof. For computing the best k-move for tour T , it is sufficient to compute for every feasible signature π-for fixed k there are only O(1) such signatures-the best k-move for tour T with that particular signature. This is done as follows. We first determine a set E π of pairwise noninterfering edges according to the above lemma. Then we enumerate and handle all possible cases for the locations of the 2k/3 removed edges not in E π along T . This yields O(n 2k/3 ) cases to handle, and every such case will be handled in O(n) time; note that this yields the claimed complexity. In handling a case, the positions of the removed edges not in E π are frozen, while the edges in E π have to be embedded into T . The cost of a k-move with signature π decomposes into two parts:
• The first part consists of the total weight of all frozen edges (which is subtracted) and the total weight of inserted edges between frozen edges (which is added).
• The second part consists of the individual contributions of the edges in E π . For an edge e ∈ E π and an edge e ∈ T , the cost of embedding e into e equals the weight of the two inserted edges adjacent to e minus the weight of e . As the edges in E π are pairwise non-interfering, their individual cost contributions do not interact with each other.
As the cost of the first part is fixed in every considered case, our goal is to minimize the total cost of the second part. The frozen edges subdivide the tour T into a number of tour pieces, and we have to find the cheapest way of embedding the corresponding edges from E π into such a tour piece. The following paragraph sketches a straightforward dynamic program for finding the optimal embedding for each tour piece in time proportional to the length of the piece. As the length of all tour pieces combined is O(n), every case is indeed handled in time O(n).
We are essentially dealing with the following optimization problem. There are r locations L 1 , . . . , L r (the edges along tour T between two consecutive frozen edges) and s objects O 1 , . . . , O s (the edges in E π that should be embedded between the two considered frozen edges). The objects are to be embedded into the locations, so that the location of object O i always precedes the location of object
, all these values V (x, y) can easily be computed in O(rs) time. In our situation, r is the length of the considered tour piece and s ≤ k is a constant that does not depend on the input; hence the complexity is indeed proportional to the length of the considered tour piece.
Repeated 2-OPT. In the repeated 2-opt problem, we apply 2-opt repeatedly (e.g. until no further improvements are possible). One can considerably speed up the 2-opt computations at each of the iterations, except the first one. The following theorem gives our improvement for the 2-opt Optimization problem, where the goal is to find the best 2-move (rather than any 2-move that improves the tour).
Theorem 7.
After O(n 2 ) preprocessing and using O(n 2 ) storage we can repeatedly solve the 2-opt Optimization problem in O(n log n) time per iteration.
The speedup claimed in the theorem relies on a tour representation that supports efficient 2-moves. To apply a 2-move that removes two edges e and e and replaces them by the appropriate diagonal connections, one effectively has to reverse the part of the tour between e and e , or the part between e and e. It can therefore take Ω(n) time to apply a 2-move to a tour represented as a sequence of vertices in an array. Chrobak et al. [16] give a speedup by storing the cities on the tour in an ordered balanced binary search tree. Each node in the tree stores a bit indicating whether the tour order is given by an in-order traversal of the subtree rooted there, or by the reverse of the in-order traversal. This allows a 2-move to be applied in O(log n) time by manipulating reversal bits.
Our approach for repeated 2-opt Optimization is based on a similar data structure that represents tours in balanced search trees. However, instead of having only one tree that stores the current tour, we have n trees; one for each edge e 1 , . . . , e n in the current tour. A query in the tree T (e i ) corresponding to edge e i can be used to determine which edge e j yields the most profitable 2-move together with e i . After initializing these n trees, which takes O(n 2 ) time, an iteration of 2-opt Optimization can be performed as follows. For each e i on the current tour, we query in tree T (e i ) to find the best 2-move that removes e i and some unknown edge e j in O(log n) time. In this way we find the best overall 2-move which removes, say, edges e i and e j . We can update all trees T (e ) for = i, j by deleting e i and e j , and inserting the appropriate replacement edges. Using the reversal bits this can be done in O(log n) time. Trees T (e i ) and T (e j ) are destroyed; we build two new trees from scratch for the two new edges e i and e j that enter the tour. This gives O(n log n) time per iteration.
It is likely that these techniques can be extended to speed up repeated 3-opt as well. As the technical details become substantially more cumbersome, we do not pursue this direction.
The planar case. For points in the plane (and under the Euclidean metric) we can speed up 2-opt computations by using suitable geometric data structures for semi-algebraic range searching, as shown in Appendix E.3. (Note that we do not consider the repeated version of the problem, but the single-shot version.) A similar approach can be used to speed up 3-OPT in the Euclidean setting in the plane. This leads to the following theorem. 
Conclusion
Revisiting the worst-case complexity of k-opt and pyramidal tsp led to a number of new results on these classic problems. Some, such as the equivalence between 3-opt and apsp with respect to having truly subcubic algorithms, rely on very recent work. Other results, such as the near-linear time algorithm for finding bitonic tours, and the k-opt algorithm that beats the trivial O(n k ) upper bound, are obtained using classic techniques. In this respect, it is surprising that these results were not found earlier. These examples show that the availability of new lower bound machinery can inspire new algorithms.
Our findings suggest several directions for further research, both theoretical and applied. An interesting open problem regarding k-opt Detection is whether the problem is fixedparameter tractable when improving a given tour in an edge-weighted planar graph. This question was also asked by Marx [31] and Guo et al. [24] . Similarly, it is open whether the problem is fixed-parameter tractable when improving a given tour among points in the Euclidean plane. It would be interesting to settle the exact complexity of k-opt in general weighted graphs. Is Θ(n 2k 3
+1
) the optimal running time for k-opt Detection? When all weights lie in the range [−M, . . . , M ], one can detect a negative triangle in an edge-weighted graph in time O(M · n ω ) using fast matrix multiplication [6, 35, 40] . By our reduction, this gives an algorithm for 3-opt Detection with weights [−M, . . . , M ] in time O(M · n ω ). Can similar speedups be obtained for k-opt for larger k?
Given the great industrial interest in tsp, establishing the practical applicability of these theoretical results is an important follow-up step. Several of our results rely on data structures that are efficient in theory, but which are currently impractical. These include the additivelyweighted Voronoi diagram used for pyramidal tours on points in the plane, and the semialgebraic range searching data structures used to speed up 2-opt Detection. In contrast, the O(n 2k/3 +1 ) algorithm for finding the best k-move improvement is self-contained, easy to implement, and may have practical potential.
A Data structure for faster pyramidal TSP
In this section we describe the data structure used in Theorem 1. With a slight abuse of notation, we will denote the set of points stored in the data structure by P and let n denote the number of points in the current set P .
Answering nearest-neighbor queries for the weighted point set P can be done by performing point location in the additively weighted Voronoi diagram of P . The additively weighted Voronoi diagram of P , denoted by AWVD(P ), is the subdivision of the plane into regions such that the region of a point p k ∈ P consists of those points q ∈ R 2 for which p k is the nearest neighbor of q if we consider additively weighted distances. 4 The diagram AWVD(P ) consists of at most n regions-at most, because some points may define an empty region-and the boundaries between the regions consist of hyperbolic arcs. The total complexity of the diagram is O(n) and it can be computed in O(n log n) time [20] . Moreover, point location in a planar subdivision of complexity O(n) can be done in O(log n) time with a data structure that uses O(n) storage and O(n log n) preprocessing [36] . Thus nearest-neighbor queries in P under the additively weighted distance function can be done in O(log n) after O(n log n) preprocessing.
We first briefly review the logarithmic method. It makes a static data structure DS semidynamic, as follows. Let n be the number of objects-weighted points in our case-in the set S currently stored in the data structure, and let a t ∈ {0, 1} be such that n = log n t=0 a t 2 t . The logarithmic method maintains, for each t with a t = 1, a static data structure DS
on a subset S (t) ⊆ of size 2 t , where the subsets S (t) form a partition of S. A query on the set S can now be answered by querying each of the data structures DS (t) , and computing the final answer to the query from the O(log n) sub-answers. (The use of the logarithmic method thus requires the query problem to be such that the answer to a query on the whole set S can be easily computed from the answers on the subsets S (t) .) To insert a new object o, one first finds the smallest t * such that a t * = 0, where the a t are defined with respect to the size of S before the insertion. Then all structures DS (0) , . . . , DS
are destroyed, and a new structure
B(2 t )/2 t ), where B(2 t ) denotes the time needed to construct a data structure on a set of size 2 t .
In our case each DS
is a point-location structure for the additively weighted Voronoi diagram AWVD(P (t) ) on a subset P (t) ⊆ P . Note that we can easily find the overall nearest neighbor of a query point by taking the nearest among the O(log n) candidates found for the subsets P (t) . Thus our structure has O(log 2 n) query time. Since a substructure DS (t) can be built in O(|P (t) | log |P (t) |) time, the amortized time for an insertion is O(log 2 n). It remains to deal with bulk updates, where we want to increase the weight of each of the points in our data structure by a given value ∆. With the logarithmic method this is quite easy. We simply store a correction term ∆ t for each DS (t) , which indicates that the weight of each point in P (t) should be increased by ∆ t . A bulk update with value ∆ can then be performed in O(log n) time by adding ∆ to each of the correction terms ∆ t . Note that we can still answer queries correctly. Indeed, AWVD(P (t) ) does not change when we add the same value ∆ to all weights in P (t) . Hence, we just have to make sure that when we compare the candidates found for the subsets P (t) , we increase their weighted distances by the relevant correction term. Thus a query still takes O(log 2 n) time. Insertions can still be done in O(log 2 n) amortized time as well; we only need to make sure that when we collect the points in the substructures DS (0) , . . . , DS
to be destroyed, we add the correct terms to their weights before we construct the new structure DS (t) . Hence, we obtain the claimed query time, bulk-update time, and insertion time, thus finishing the proof of Theorem 1.
B Planar bottleneck pyramidal TSP
Below we consider the bottleneck version of the pyramidal tsp problem. The goal is to find a pyramidal tour for an ordered set P := {p 1 , . . . , p n } of points in the plane such that the length of the bottleneck edge (that is, the longest edge) is minimized. We start by giving an O(n log n) algorithm for decision version of the problem, where we are given a value B and the question is whether there is a pyramidal tour whose bottleneck edge has length at most B. Next we show that this is optimal by presenting an Ω(n log n) lower bound in the algebraic computation-tree model. Finally, we show how to solve the optimization version of the problem.
B.1 An algorithm for the decision problem
The decision problem can be solved by dynamic programming, using a 2-dimensional table 
As before, we speed up the computation by using the relation between consecutive rows in the table-for j < i the entries
and they are all False otherwise-and by using appropriate geometric data structures.
Instead of computing the entries of the matrix A, we will maintain a list L that contains, for the current value of i, all points p j with 1 ≤ j < i such that there is an (i, j)-partial tour of cost at most B. In other words, L contains all p j such that A[i, j] = True. We initialize L as an empty list, and then go over the points p 2 , . . . , p n in order. To handle p i+1 we check if
and we check if L currently contains a point p k such that |p k p i+1 | ≤ B. If both conditions are satisfied we add p i to L, if only the first condition is satisfied we keep L as it is, if only the second condition is satisfied we first empty L and then add p i to it, and if neither condition is satisfied then we empty L. After having handled p n−1 we check if |p n−1 p n | ≤ B and if L contains a point p k such that |p k p n | ≤ B. If both conditions are satisfied then a pyramidal tour whose bottleneck length is at most B exists, otherwise it does not.
Since a point is added to L only once, the total number of updates to L is O(n). Checking the first condition obviously takes O(1) time, so it remains to describe how to check the second condition efficiently. To this end we maintain a data structure on the points in L that supports two operations:
• query the structure with a point p i+1 to decide if it stores a point p k with |p k p i+1 | ≤ B;
• insert a new point p i into the structure.
These operations can be performed by a semi-dynamic data structure for nearest-neighbor queries, similar to the one described earlier, which has O(log 2 n) query time and O(log 2 n) amortized insertion time. Below we describe a faster data structure. The data structure is based on the following observation. Let D k be the disk of radius B centered at the point p k , and let Then L contains a point p k with |p k q| ≤ B if and only if q ∈ Union(D), where Union(D) denotes the union of the disks in D. Theorem 2 below states that point-location queries in the union of a set of congruent disks can be done in O(log n) time and with O(log n) amortized update time, leading to the following result.
Theorem. Let P be an ordered set of n points in the plane, and let B > 0 be a given parameter. Then we can decide in O(n log n) time and using O(n) storage if P admits a pyramidal tour whose longest edge has length at most B.
A semi-dynamic point-location data structure for the union of congruent disks. Let D be a set of congruent disks in the plane. We wish to maintain a data structure on D that allows us to decide if a query point q lies inside Union(D). The data structure should also allow insertions into the set D. With a slight abuse of notation, we will use n to denote the number of disks in the (current) set D. We will assume we have the floor function available; it is not hard to avoid the floor function, but using it simplifies the presentation. It will also be convenient to assume that the disks in D all have radius √ 2, which can be ensured by appropriate scaling.
Consider the integer grid G. Note that the diameter of the grid cells is below p j , as in Fig. 2(i) Fig. 2 (i) this triangle is shown shaded.) But this region is completely contained in D j since any point in it is closer to p j than r j is. Hence, we have a contradiction with the fact that α i is an arc of ∂U top (C).
Lemma B.1 gives us an easy way to store and maintain U top (C). We simply store the arcs comprising ∂U top (C) in x-order in a balanced search tree T top (C). This takes O(n) storage and allows us to decide in O(log n) time for a query point q if q ∈ U top (C). Now suppose we want to insert a new disk D i into D(C). As observed, ∂D i contributes at most one new arc to ∂U top (C). The addition of this new arc means we have to remove some existing arcs. More precisely, if ∂D i contributes a new arc, then we have to shorten two existing arcs and possibly remove one or more other arcs; see Fig. 2 (ii). Once we know which existing arcs are affected, the update can be done in O((k + 1) log n) time, where k is the number of disappearing arcs. Since each arc is removed at most once, this given an amortized insertion time of O(log n). It remains to describe how to check whether D i actually contributes a new arc and, if so, which existing arcs are affected. To this end we search in T top (C) for an affected arc, that is, for an arc that is completely or partially covered by D i . When we have such an arc, we can easily find all other affected arcs, because these arcs are neighbors in the left-to-right ordering. It remains to describe how to search for an affected arc.
Consider the arc α j (contributed by some disk D j ) stored at the root of T top (C). If D i covers (a part of) α j then we have found an affected arc. Otherwise, if p i lies to the left of p j then we recursively search in the left subtree of the root, and else we recursively search in the right subtree. This continues until we either find an affected arc, or we reach a leaf. In the latter case D i does not contribute a new arc to ∂U top (C). The correctness of this procedure is guaranteed by Lemma B.1. We can conclude the following lemma. Lemma B.2. We can maintain U top (C) in a data structure using O(n) storage such that we can decide in O(log n) time for a query point q if q ∈ U top (C). The data structure can be maintained under insertions in O(log n) amortized time.
To summarize, our point-location data structure for Union(D) consists of the following components.
• A balanced search tree T storing the active strips sorted on their x-order, and for each active strip Σ a balanced search tree T Σ on the active cells inside that strip, sorted on y-order.
• For each active cell C, the partial union U top (C) is stored in the data structure of Lemma B.2. The other three partial unions U bot (C), U left (C), and U right (C) are stored in similar data structures.
To answer a query we first determine the grid cell C q containing the query point q. If C q is active, we know that q ∈ Union(D). Otherwise we determine the relevant grid cells for q, that is, the active cells C whose distance to q is at most √ 2; these are the only cells for which D(C)
can contain a disk D i such that q ∈ D i . Note that there are only O(1) such cells and that they can be found in O(log n) time using the tree T and the trees T Σ . For each relevant cell C, we then query the appropriate partial union; for example, if q lies above top (C) we query T top (C). Now q lies in Union(D) if and only if q lies in at least of one these partial unions. Inserting a new disk D i is done as follows. First we determine the grid cell C q containing the center p i of D i . If C q is not yet active, we insert C q into our structure (when necessary first creating a new active strip). Next we insert D i into each of the four partial unions stored for C q . By Lemma B.2 the whole procedure takes O(log n) amortized time.
Theorem 2. We can maintain a collection D of n congruent disks in a data structure such that we can decide in O(log n) time if a query point q lies in Union(D). The data structure uses
O(n) storage and a new disk can be inserted into D in O(log n) amortized time.
B.2 A lower bound for the decision problem
Below we show an Ω(n log n) time lower bound for the decision version of the bottleneck pyramidal tsp in the Euclidean plane, in the algebraic computation-tree model. The reduction even applies to the bitonic setting where the points are ordered from left to right. This bound matches the upper bound in Theorem 3.
Theorem 9. The bottleneck pyramidal TSP on n points in the Euclidean plane has a lower bound of Ω(n log n) in the algebraic computation-tree model.
Proof. We prove the lower bound by a reduction from set disjointness for integer sets U = {u 1 , . . . u n } and V = {v 1 , . . . v n }, for which the lower bound is known [39] . Without loss of generality we may assume that all integers are positive. We need to construct an ordered set of points P and choose a bound B > 0 such that U ∩ V = ∅ if and only if P admits a pyramidal tour whose longest edge has length at most B.
Let M := max U ∪ V and B := M + 1. We define P = {p 1 , . . . , p 2n+2 } with p i = (0, u i ) for 1 ≤ i ≤ n, p n+1 = (0, B), p n+2 = (B, B), and p n+2+i = (B, v i ) for 1 ≤ i ≤ n (see Fig 3) .
First assume U ∩ V = ∅ and u i = v j . The pyramidal tour that first visits all p i in order except p i and p n+2+j and finally p n+2+j and p i has only edges of length at most B. Conversely, assume there is a pyramidal tour whose longest edge has length at most B. Any tour on P needs to move from the line x = 0 to the line x = B and back. Since the corresponding edges have length at most B, they need to connect points in P with the same y coordinate. This implies that there has to be a y = B such that (0, y) and (B, y) are in P , which in turn implies that U and V are not disjoint.
The construction above does not immediately work for the bottleneck bitonic TSP, since it uses points with the same x-coordinate. However, we can slightly perturb the points to obtain unique x-coordinates.
Theorem 10. The bottleneck bitonic TSP on n points in the Euclidean plane has a lower bound
of Ω(n log n) in the algebraic computation tree model. Proof. Let ∆ := 1 4B(n+1) . We use the same construction as in the previous proof, except that we slightly change the x-coordinates of the points in P . Concretely, we set the x-coordinate of p i to i∆ for i ≤ n + 1 and to B − (i − n + 1)∆ for i > n + 1. Since (n + 1)∆ < 1, the distance between any p i and p j with 1 ≤ i, j, ≤ n + 1 still is less than B = M + 1, and likewise for n + 2 ≤ i, j ≤ 2n + 2. Thus, if U ∩ V = ∅, we obtain the same tour as in the previous proof with edges of length at most B. Conversely, if there is a bitonic tour with edges of length at most B, we need to check that edges crossing the line x = B/2 do not connect points with different y-coordinates. Suppose there is such an edge, then its length would be at least
a contradiction.
B.3 An algorithm for the optimization problem
In the optimization version of the bottleneck pyramidal tsp problem the goal is to minimize the length of the bottleneck edge, that is, the length of the longest edge in the tour.
The standard dynamic-programming solution for the optimization version of the pyramidal bottleneck tsp uses a 
where A[2, 1] = |p 1 p 2 |. Our strategy to speed up the dynamic-programming algorithm is similar to the strategy for the non-bottleneck version in Section 2: we view the values A[k, i] as the weight of the point p k in the i-th iteration of the algorithm, and we maintain the points with their weights in a suitable data structure. This time the data structure needs to support the following operations:
• perform a query with point q, which reports the value min p k max(w k , |p k q|), where the min is over all points p k currently in the data structure; • perform a bulk update of the weights, which sets w j := max(w j , B) for each point p j currently in the data structure, for a given value B; • insert a new point p i with given weight w i into the data structure.
Below we describe a data structure supporting these operations with O(log 3 n) query time, O(log 3 n) amortized insertion time and O(log n) time for bulk updates. The structure uses O(n log n) storage, leading to the following theorem.
Theorem 4. Let P be an ordered set of n points in the plane. Then we can compute a pyramidal tour whose bottleneck edge has minimum length in O(n log
3 n) time and using O(n log n) storage.
The data structure. Below we describe a data structure that supports queries and bulk updates. To support insertions, we then apply the logarithmic method. With a slight abuse of notation, we let P := {p 1 , . . . , p n } denote the weighted point set stored in the data structure. Let W be the (multi-)set of the weights of the points in P . Our data structure is defined as follows.
• The main tree is a balanced search tree T whose leaves store the weights from W , together with the corresponding points. For a node ν in T , let P (ν) denote the set of points stored in the subtree rooted at ν. We maintain the following information at ν.
-Let D(p j , w j ) be the disk centered at the point p j and of radius w j . We store the union of the set {D(p j , w j ) : p j ∈ P (ν)}, preprocessed for point location. Here the weights w j refer to the weights at the time the data structure was constructed; after a bulk update the union U (ν) is not changed. We denote this union by U (ν).
-The Voronoi diagram VD(P (ν)) of the point set P (ν) (using the normal Euclidean distances), preprocessed for point location.
-The maximum weight stored in the subtree rooted at ν.
• We maintain B max , the maximum value of any of the bulk updates executed since the construction of the data structure.
Since the unions and Voronoi diagrams stored at each node (and their point-location data structures) use linear storage [20, 36] , the overall amount of storage of our data structure is O(n log n).
The idea behind the query procedure, which will be described below, is the following lemma.
Recall that a query with a point q should return the value B(q) := min p j ∈P max(w j , |p j q|).
Lemma B.3. Let B 1 := min{w j : p j ∈ P and |p j q| ≤ w j } and B 2 := min{|p j q| : p j ∈ P and w j < B 1 }. Then B(q) = min(B 1 , B 2 ).
Proof. Define P 1 := {p j ∈ P : w j ≥ |p j q|} and P 2 := {p j ∈ P : w j < |p j q|}. Note that We now describe how to perform the three operations on T . Queries. To answer a query we first compute the nearest neighbor, p k , of q in P . This can be done in O(log n) time by locating q in VD(root(T )), since P (root(T )) = P . If |p k q| ≤ B max we can immediately conclude that B(q) = B max . Otherwise we answer the query by computing B 1 and B 2 , and then returning min(B 1 , B 2 ). Next we explain how to compute B 1 and B 2 . Note that when we have to do so, we know that |p j q| > B max for all p j ∈ P . This implies that for any given node ν we can decide whether there is a point p j ∈ P (ν) with |p j q| ≤ w j by checking if q ∈ U (ν)-the bulk updates we have performed since constructing U (ν) do not affect the outcome.
We can compute B 1 as follows. We start by checking if q ∈ U (root(T )). If this is not the case then {p j ∈ P : |p j q| ≤ w j } = ∅ and so we set B 1 := ∞. Otherwise we walk down the tree, as follows. Suppose we are at a non-leaf node ν. Let µ be the left child of ν. If q ∈ U (µ) then we descend to the left child of ν (that is, we set ν := µ) and otherwise we proceed to the right child. Since the points of P are stored in the leaves of T in order of their weights, the search will end in the leaf storing the point p j * with the smallest weight among the nodes p j with |p j q| ≤ w j . Thus we set B 1 := w j * .
Next we need to compute B 2 . As observed earlier, when we have to compute B 1 and B 2 we know that |p j q| > B max for all p j ∈ P . Hence, B 1 > B max . This implies that whether or not a point p j satisfies w j < B 1 is not affected by the bulk updates done so far-we can use the weights at the time T was constructed to find the points p j satisfying w j < B 1 . To compute B 2 we now identify a collection of O(log n) nodes ν such that the sets P (ν) contain exactly the points p j with w j < B 1 . This can be done by searching with B 1 in T . At each of these nodes we compute min p j ∈P (ν) |p j q| by point location in VD(P (ν)), and we set B 2 to be the minimum of the O(log n) values computed in this manner.
Both B 1 and B 2 are computed in O(log 2 n) time-indeed, for both we spend O(log n) at each node along a path in T -so the total query time (before applying the logarithmic method) is O(log 2 n) time. Bulk updates. A bulk update with value B is performed in O(1) time by setting B max := max (B max , B) ; no other action is needed.
Insertions. Insertions are handled using the logarithmic method. This increases the time for queries and bulk updates to O(log 3 n) and O(log n), respectively. The amortized time for insertions is O(T B (n) log n), where T B (n) is the time needed to build a static structure on n points. This can be done bottom-up in O(n log 2 n) time: At each node ν we can construct the point-location data structure on the union U (ν) in O(|P (ν)| log |P (ν)|) time [36] , and we can construct the Voronoi diagram in the same amount of time [20] . (Before we can construct the point-location data structure we first need to construct U (ν), but this can be done in O(|P (ν)| log |P (ν)|) time by merging the unions from the two children of ν.) We conclude that the amortized time for insertions is O(log 3 n). Proof. Consider an instance of 3-opt Detection, which is given by a complete graph G together with a tour T in G and a symmetric distance function d. Number the vertices of G as v 1 , . . . , v n in the order of T . Let M be the largest absolute value of an edge weight. To simplify the notation that we will need, we first deal with two simple cases. In O(n 2 ) time we check whether there is an improving 2-move in G. If so, we simply output a constant-size yes-instance as the output of the reduction. In the remainder it suffices to look for a 3-move that removes three edges and replaces them by three different edges. Secondly, we test whether there is an improving 3-move where two of the removed edges share an endpoint. This can be done in O(n 2 ) time: there are n possibilities for the shared endpoint, which determines the first two edges to leave the tour, and n options for the third edge that leaves the tour. Each option can be handled in constant time. In the remainder it therefore suffices to produce an input of Negative Edge-Weighted Triangle whose answer is yes if and only if there is a 3-move that removes three distinct edges that do not share any endpoint, and replaces them by three different edges. In the remainder of this proof, we refer to such a 3-move as a proper 3-move.
C On truly subcubic algorithms for 3-OPT: Missing proof
To reduce the problem of finding a proper 3-move to that of finding a negative-weighted triangle, we consider the different ways in which the three paths that are obtained from T by removing three edges, can be connected back into a Hamiltonian cycle of the graph by replacing them with different edges. Consider the graph on vertices a 0 , a 1 The bit (ab) specifies, for example, whether the edge connecting the a-gap to the b-gap attaches to the left side of the a-gap ( (ab) = 0), or to the right side of the a-gap. The bit r(ab) specifies whether the connection between the a-gap and b-gap attaches to the left or right side of the b-gap, and so on. For each set of 3 edges that completes the graph into a cycle without re-inserting a removed edge, make a weighted 3-partite connected component with 3n vertices {x i , y i , z i | i ∈ [n]} and edge weights defined as follows:
• the weight for the remaining pairs in the component is 3M .
Observe that by this definition, the weight of the triangle x i , y j , z k for non-consecutive integers i < j < k is exactly the net weight change when removing the edges {v i , v i+1 }, {v j , v j+1 }, and {v k , v k+1 } from the tour and replacing them as specified by the characteristic bits.
The weighted graph G is the disjoint union of the connected components built for each characteristic. The weight of edges between different components is set to 3M . Proof. (⇒) Assume that there exists an improving proper 3-move for tour T that removes the edges {v i , v i+1 }, {v j , v j+1 }, and {v k , v k+1 }, producing tour T , and let i < j < k. Since the endpoints of the removed edges are all distinct, we have i < j −1, j < k−1, and therefore i < k− 1. Consider the 3 paths P 1 , P 2 , P 3 that result from T by removing the three edges in their order along the original tour, such that P 1 contains vertex v 1 . These paths are contained in tour T . To find the reconnection type corresponding to this move, replace each path P i by a single edge. Relabeling the left and right endpoints of P 1 , P 2 , P 3 to {c 0 , a 0 }, and {a 1 , b 0 }, and {b 1 , c 0 }, respectively, we can now read off the reconnection type of the tour by seeing how the inserted edges of T connect the relabeled vertices in the contracted graph. Consider the setting of the 6 bits (ab), r(ab), (ac), r(ac), (bc), r(bc) ∈ {0, 1} corresponding to this way of augmenting the six-vertex graph to a cycle. In the connected component corresponding to this choice of bits, the vertices {x i , y j , z k } form a triangle. The total weight of this triangle is
As the setting of the bits corresponds to the connection type of the 3-opt move, this is exactly the sum of the weights of the newly introduced edges minus the weights of the removed edges. As the 3-opt move gave a strict weight improvement, this value is negative and hence the vertices {v i , v j , v k } from the specified component form a triangle of negative total weight.
(⇐) Assume that the vertices v i , v j , v k span a triangle of negative edge-weight in G . Since no weight is smaller than −M , such a triangle cannot use a pair of weight 3M and therefore consists of three vertices from a connected component that was added to G on account of a specific reconnection pattern. Let i ≤ j ≤ k. Since edges between vertices of the same letter also have weight 3M , as have edges going from larger indices to smaller ones, or between indices that differ at most one, we know that i < j − 1 and j < k − 1. Our weighting scheme ensures that removing the edges {v i , v i+1 }, {v j , v j+1 }, {v k , v k+1 } and reconnecting the resulting pieces according to the reconnection pattern associated to the component, improves the weight of the tour by exactly the weight of triangle {x i , y j , z k }. Hence there is an improving 3-move.
The claim proves the correctness of the reduction. Since the number of characteristics is constant, the reduction can be done in O(n 2 ) time and blows up the graph size and largest weight by only a constant factor.
D A fast k-OPT algorithm: missing proof
In this section we present an elementary reduction which shows that to find optimal an k-move, it suffices to find a k-move where the removed edges do not share any endpoints. 
Instance (G , T , d ) has an optimal k-move in which the removed edges do not share any endpoints. 4. Given an optimal
Proof. Consider an instance of k-opt Optimization, which is given by a complete graph G together with a tour T in G and a symmetric distance function d. The goal is to find a k-move that improves tour T the most. Number the vertices of G as v 1 , . . . , v n in the order of T . Let M be the largest absolute value of an edge weight. Intuitively, the graph G is obtained by subdividing all the edges on the current tour with a new vertex. One half of each subdivided edge will have very small weight (so that it is never beneficial to remove it from the tour), whereas the other half has weight equal to the weight of the original undivided edge. This will ensure that an optimal k-move in the resulting instance removes only disjoint edges from the tour. Formally, the instance (G , T , d ) is produced as follows. Graph G consists of vertices
. . , a n , b n and the initial tour T visits the vertices in this order. The (symmetric) distances d (·, ·) between these vertices are defined as follows:
The first two properties of the reduction follow immediately from these definitions. Let us consider how a k-move that improves T by removing the edges E and adding the edges F , translates into a k-move improving T . We may assume without loss of generality that E ∩ F = ∅, since E∆F is also a valid k-move with the same effect. Removing the edges E from T splits the tour T into |E| paths. For each edge {v i , v i+1 } ∈ E (modulo n), we remove the edge {b i , a i+1 } from T to split it into |E| paths; note that d (b i , a i+1 ) = d(v i , v i+1 ) . Let E denote the corresponding set of removed edges of T . Every edge in F connects two endpoints of paths of T − E. If v i is an endpoint of a path in T − E, then either a i or b i is an endpoint a1 b1 a2 b2 a3 b3 v1 v2 v3 v4 v5 a4 b4 a5 b5 of a path in T − E . (In the special case that both tour edges incident on v i are in E, there is a path in T − E consisting of only a i and b i and both vertices are endpoints.) For each inserted edge F between endpoints p, q of paths in T − E, insert into F the edge between the corresponding endpoints of the paths in T − E , which has the same weight (see Figure 5 ). It follows that replacing E by F changes the weight of tour T in the same way as replacing E by F does for tour T . Let opt denote the optimal cost improvement achieved by a k-move for T , and let opt denote the optimal improvement for T . Applying this transformation to an optimal k-move for T shows that opt ≥ opt and yields a k-move for T with profit opt for which the removed edges share no endpoints. To prove the third property, it suffices to show that opt ≤ opt, implying that such a move is also optimal for T . This will be implied by our proof of the fourth property, which we now present. Consider a tour T 1 in G obtained by applying an optimal k-move to T . We claim that tour T 1 contains all edges {a i , b i } for 1 ≤ i ≤ n. To see this, observe that those are the only edges of weight −2kM , and the other edges have weight at least −M . If one of these edges {a i , b i } disappears from the tour (increasing its weight by 2kM ), then at best the other k − 1 removed edges of weight ≤ M decrease the weight by (k − 1)M , causing a net weight increase of (k + 1)M due to removals. Inserting k distinct new edges into the tour decreases the weight by at most kM , since there are no new edges of weight −2kM to introduce and the smallest weight under d is at least −M . Hence any k-move that removes an edge of weight −2kM is not optimal since it increases the weight of the tour; the empty k-move that performs no changes is better. It follows that T 1 contains the n edges {a i , b i } for 1 ≤ i ≤ n. Since vertices a i and b i have the same distances to the rest of the vertices for all i, in this tour T 1 we can "contract" all edges {a i , b i } for 1 ≤ i ≤ n to obtain a tour T 1 in G whose cost difference with T is the same as the difference between T 1 and T , and which can also be obtained by a k-move. It follows that the optimal weight improvement by applying a k-move to T is bounded by the optimal weight improvement by applying a k-move to T , showing that opt ≤ opt (and therefore opt = opt ) and proving the third property. The k-move used to obtain T 1 can easily be extracted from the k-move used to obtain T 1 . Any removed or inserted edge in the k-move producing T 1 connects two vertices with distinct indices i, j in the range 1 . . . n; the k-move to produce T 1 removes or inserts the corresponding edge {v i , v j }. This completes the proof of the fourth property.
E Faster 2-OPT: Additional details E.1 The repeated case
In this section we provide the proof of Theorem 7.
Theorem 7.
After O(n 2 ) preprocessing and using O(n 2 ) storage we can repeatedly solve the2-opt Optimization problem in O(n log n) time per iteration. Proof. Let T be the current tour, which is either the initial tour or the tour resulting from the previous operation. Note that a 2-move not only replaces a pair of edges by another pair, but that it also reverses the subpath connecting these edges. To avoid spending time on each edge of the subpath when we perform a 2-move, we borrow an idea from Chrobak et al. [16] that was also used by Fredman et al. [21] : we store the tour in a tree, and with each node ν we store a Boolean Rev(ν) indicating whether the subpath represented by the subtree T ν rooted at ν should be reversed. (Fredman et al. [21] also use this idea to speed up 2-opt. However, their goal is only to be able to perform a 2-move efficiently, and so they only maintain one such tree for the whole tour. Our goal is to find a 2-move efficiently.) In fact (and unlike Fredman et al.) we will maintain n such trees-for each edge e in the tour we maintain a tree T (e) on the path P (e) := T \ {e}-and we augment these trees with extra information, so that we can quickly find the best edge for e to perform a 2-move with. The tree T (e) is defined as follows.
Fix an arbitrary orientation for e. This induces an orientation on the tour T and, hence, on the path P (e). The tree T (e) is a red-black tree storing the edges from P (e) in its leaves and storing a Boolean Rev(ν) at each node ν. Initially the order of the edges corresponds to the order along P (e) and all Booleans Rev(ν) are set to False. Later the order of the edges along P (e) may no longer correspond to the order of the leaves, but the correct order can always be restored by "pushing down" the reversals in a top-down manner. (To push down a reversal for a node ν with Rev(ν) = True we swap the left and right subtree of ν, set Rev(ν) to False, and negate the Booleans Rev(·) of the children of ν. This operation is called clearing the node by Fredman et al. Note that swapping two subtrees of a node does not influence the red-black properties.) So far our tree is essentially the same as that of Chrobak et al. and Fredman et al. We now augment T (e) as follows.
Let the local orientation of an edge e in P (e) at the leaf ν where it is stored be defined as follows: if Rev(ν) = False then the local orientation is the orientation along P (e) when T (e) was constructed (that is, before any reversals took place), otherwise it is the opposite orientation. The local orientation of e at an internal node ν with e in its subtree is defined recursively: if Rev(ν) = False then the local orientation of e at ν is equal to the local orientation at the relevant child of ν, and if Rev(ν) = True then it is the reverse of that orientation. Note that the local orientation of e at the root of T (e) is equal to the current orientation of e in P (e). We store the following extra information at each node ν:
• A value MinCost(ν), which is defined as the minimum over all edges e in T ν of the cost of the 2-move defined by e and e for the local orientation of e at ν. We also store a pointer to the edge e defining the minimum.
• A value MinRevCost(ν) (with the corresponding pointer) which is defined similarly as MinCost(ν), except that we consider the reverse of the local orientations.
Note that if ν 1 and ν 2 are the two children of ν then
Similarly, MinRevCost(ν) can be computed in O(1) time from the information at ν, ν 1 , and ν 2 . Note that when Rev(ν) is negated, we can just swap the values of MinCost(ν) and MinRevCost(ν) and propagate the change upward. For each edge e we also maintain, for each tree T (e), a pointer to the leaf where e is stored. Next we show how to use the trees T (e) to perform a 2-opt iteration in near-linear time.
Finding the best 2-move in O(n) time is easy: we simply go over all trees T (e) to find the one minimizing MinCost(root(T (e)). Let e be the edge defining this value. We now have to : Situation when a 2-move with edges e, e has to be performed on a tree T (f ). When all nodes on the search paths to e and e are cleared, the subtrees in between the search paths together represent the subpath from e to e along P (f ).
perform a 2-move on e, e (assuming MinCost(root(T (e)) is negative, that is, that the 2-move actually reduces the cost of the tour). Performing the 2-move is done as follows. We first walk from the leaf storing e back up to the root, to determine the current orientation of e . With that information we can compute the edgesẽ andẽ that should replace e and e . We destroy the trees T (e) and T (e ), and build trees T (ẽ) and T (ẽ ) from scratch. The latter can be done in O(n) time after constructing the path P (ẽ) and P (ẽ ), which we can do in O(n) time. It remains to update the other trees. In the remainder of the proof we show how this can be done in O(log n) time per tree, resulting in O(n log n) time in total for a 2-move. We show how to update a tree T (f ) in logarithmic time when a 2-move with edges e, e is performed; see also Fig. 6 . Note that rotations in T (f ) can still be done in O(1) time after clearing the two nodes on which the rotation is performed. Thus standard operations on augmented red-black trees can still be performed in logarithmic time. These operations include insertions and deletions, but also splits and concatenations. In a split operation in a normal red-black tree one is given a value X, and the goal is to split the tree into two new trees: one containing the elements smaller than X, and one containing the elements larger than X. We will need to split T (f ), given an edge e ∈ P (f ), into two trees: one for the part of P (f ) before e, and one for the part starting at e. This is possible in the usual way, provided we first clear all nodes on the path from the root of T (f ) to the leaf containing e. Similarly, concatenating two trees-the reverse operating from splitting-can be done in O(log n) time. See also the paper by Chrobak et al. [16] , who describe these operations (for AVL-trees) and without the extra fields MinCost(·) and MinRevCost(·). We can now update T (f ) (to reflect a 2-move where edges e and e are replaced by new edgesẽ andẽ ) as follows.
We first split T (f ) into two subtrees, a tree T 1 for the subpath of P (f ) before e, and a tree T 2 for the subpath starting at e. The latter tree is then split further into a tree T 2,1 for the subpath from e to e , and a tree T 2,2 for the subpath behind e . We then delete e and e from T 2,1 , reverse the subpath in between them by negating the Boolean Rev(·) at the root of T 2,1 , and insertẽ as first edge of the subpath andẽ as last edge. We then concatenate the three subtrees again to obtain the new tree T (f ). We conclude that each tree T (f ) can be updated in O(log n) time after a 2-move.
E.2 Repeated 3-OPT
The approach above can also be used to speed up 3-opt computations in the repeated setting.
To this end we maintain a data structure DS(e, e ) for each pair e, e of edges in the tour, which allows us to quickly find the edge e that gives the best 3-move with e, e . This data structure, which is very similar to the one for 2-opt, is defined as follows.
e e e Figure 7 : A triple e, e , e in the current tour (left) has at most four different 3-moves. ("At most" because if one or more of the subpaths between these edges are empty, then some of these 3-moves will degenerate into 2-moves.)
Let e, e be a pair of edges from the current tour. To define DS(e, e ) it is convenient to consider the moment at which DS(e, e ) was created, which is the first moment e and e both appear in the tour. Let T init be this initial tour (for the pair e, e ). Fix an orientation for the edge e. This orientation determines the orientation of all other edges in T init , including the edge e . We call this orientation of e its initial orientation. Note that when the tour changes due to a 3-move, the orientation of e may change: instead of having the oriented edges e, e in the tour we may have e, rev(e ) in the tour, where rev(e ) is the reverse of the edge e . To deal with this, we will actually maintain two data structures for the pair of (undirected) edges: a tree T (e, e ) and a tree T (e, rev(e )). Moreover, we will maintain a Boolean indicating whether the current tour uses e or rev(e ). It is easily checked that these Booleans can be maintained without affecting the overall time bound. Now consider T (e, e ); the tree T (e, rev(e )) is similar. Note that the orientations of e and e are fixed. Hence, if we consider a third edge e in the current tour T and we know the orientation of e , then we also know which are the valid 3-moves for the triple e, e , e ; see Fig. 7 . Thus we can define the tree T (e, e ) in a similar fashion we defined the tree T (e) in the 2-opt setting. To this end, let P (e) := T \ {e} be the path resulting from removing e from the tour T . As before, we store P (e) in a red-black tree with Booleans Rev(ν) at each node ν, and we define the local orientation of an edge e at a given node ν, where ν must be such that e is stored in the subtree rooted at ν. We augment the nodes of T (e, e ) with the following extra information.
• A value MinCost(ν), which is defined as the minimum over all edges e = e in T ν of the minimum cost of a valid 3-move defined by e, e , e for the local orientation of e at ν and the fixed orientations of e and e . (As mentioned, for each e there are up to four types of valid 3-moves.) We also store a pointer to the edge e defining the minimum and the type of the 3-move.
• A value MinRevCost(ν) (with the corresponding pointer and type) which is defined similarly as MinCost(ν), except that we consider the reverse of the local orientations.
Note that the recurrence relation (3) still holds. An iteration of the repeated 3-opt algorithm now proceeds as follows. For each pair of edges e, e from the current tour we find the cheapest 3-move involving e, e by considering the relevant tree-either T (e, e ) or T (e, rev(e )), depending on the orientation of e in the current tour. Recall that the cheapest 3-move is stored at the root of the tree, so it can be found in O(1) time. This gives us O(n 2 ) 3-moves to consider-one for each pair e, e . If the best of these 3-moves has negative cost, we perform that 3-move and update our data structures. The latter is done as follows.
Let e, e , e be the old edges in the tour and letẽ,ẽ ,ẽ be the new edges that replace them. We first destroy all data structures defined by any of the old edges e, e , e , that is, all data structures DS(f, f ) such that {f, f } ∩ {e, e , e } = ∅. Next we build (from scratch) all data structures defined by the new edgesẽ,ẽ ,ẽ . Since any edge is involved in n − 1 pairs, the total number of data structures we destroy and create is O(n). Since building a data structure can be done in O(n) time, this takes O(n 2 ) time in total.
Ir remains to update the trees T (f, f ) and T (f, rev(f )) for {f, f }∩{e, e , e } = ∅. This can be done similarly to the 2-opt case. More precisely, to update T (f, f ) we proceed as follows. First we split T (f, f ) into four subtrees by deleting the edges e, e , e . Then we reverse one or more of the resulting subpaths by negating the Boolean Rev(·) at the root of the corresponding subtree; which paths have to be reversed depends on the specific type of 3-move we have to perform. Finally, we insert the new edgesẽ,ẽ ,ẽ into the relevant subtrees, and we concatenate all subtrees to form the new tree T (f, f ). Thus updating the treeT (f, f )-and, similarly, updating T (f, rev(f ))-takes O(log n) time. Since we have to do this for O(n 2 ) pairs f, f we spend O(n 2 log n) time in total.
E.3 The planar case
We now turn our attention to the planar setting. (Note that we do not consider the repeated version of the problem, but the single-shot version.) We focus on the problem of detecting any 2-move or 3-move that lowers the cost of the tour, although similar results are possible for the finding the best change. 
2-OPT.
Suppose we are given a tour T on a planar point set P := {p 0 , p 1 , . . . , p n−1 }, where we assume without loss of generality that the points are numbered in order along T . The idea is to preprocess P such that we can answer the following queries: given a query edge p i p i+1 of T , find an edge p j p j+1 in T such that performing a 2-move on e, e lowers the cost of T (if such an edge exists). In other words, we want to find an edge p j p j+1 such that
To answer these queries we map every edge p j p j+1 to a point q j := (x(p j ), y(p j ), x(p j+1 ), y(p j+1 )) in R 4 , and we preprocess the resulting set of points in R 4 for range queries with semi-algebraic sets [5] . Given a query edge p i p i+1 we define a range Q i ⊂ R 4 as Thus p j p j+1 satisfies (4) if and only if q j ∈ Q i . We can therefore find an edge p j p j+1 satisfying (4) by performing a query with the range Q i , which is a semi-algebraic set. In R 4 , semi-algebraic range-searching queries can be answered in O(n 3/4+ε ) time after O(n 1+ε ) preprocessing [4, 28] . Alternatively, we can "dualize" the approach, by mapping each edge p j p j+1 to a surface in R 4 and mapping the query p i p i+1 to a point q i . By performing point location with q i in the arrangement defined by these surfaces we can then answer the queries. This takes O(log n) time after O(n 4+ε ) preprocessing [28] . By combining these two solutions in a standard manner, we can obtain a trade-off between preprocessing and query time-see e.g. [32] and also below, where we give some more details for the somewhat more complicated case of 3-opt. In particular, we can obtain O(n 3/5+ε ) query time after O(n 8/5+ε ) preprocessing. Thus our 2-opt algorithm needs O(n 8/5+ε ) time in total.
3-OPT. For 3-opt we proceed similarly as for 2-opt. We preprocess the tour T for the following queries: given a query edge p i p i+1 , find a pair of edges p j p j+1 , p k p k+1 such that a 3-move involving these three edges will reduce the cost of the tour (if such a pair exists). The details are a bit more involved than for 2-opt, however. Here we have ignored the possibility that one of the edges e 1 , e 2 , e 3 re-appears in the new triple, and we thus have a 2-move; these "degenerate" 3-moves can be found as described above. Note that we may have i + 1 = j and/or j + 1 = k. In this case some of the four 3-moves just mentioned also become degenerate, but this is not a problem. Indeed, these 3-moves still result in a valid tour, and if the tour length is reduced we still want to find such a degenerate 3-move.
We are left with the problem of deciding whether there is a 3-move of one of the four types described above that reduces the length of the tour. We explain how to do this for 3-moves of Type I; the other three types can be handled similarly.
To find an improving 3-move of Type I we store all pairs e i , e j with 0 ≤ i < j < n − 1 in a data structure that can answer the following queries: given an edge e k , find a pair e i , e j such that j < k and
if such a pair exists. For the moment, let's ignore the condition j < k. Then we can proceed similarly as in the 2-opt case: we map every pair e i , e j to a point
in R 8 , and we preprocess the resulting set of points for range queries with semi-algebraic sets [5] . The resulting data structure uses O(n ) space, and has O((n ) 1+ε ) expected preprocessing time and O((n ) 7/8+ε ) query time, where n is the number of points stored in the data structure. Alternatively, we can map every pair e i , e j to a surface [28] .
The standard way to obtain a trade-off between preprocessing and query time is as follows. The linear-space variant is a recursively defined tree structure on the points in the input set (which is in our case the set {q ij : 0 ≤ i < j < n − 1}). Now, instead of continuing the recursion all the way until only constantly many points are left, we stop when the number of points falls below a suitable threshold m with 1 ≤ m ≤ n . (The value of m determines the trade-off.) At this point we dualize the problem and build the logarithmic query-time solution, which in our case uses O(m 4+ε ) preprocessing time. This way we construct a "top tree" with O(n /m) leaves, 29 each of which is associated with a "bottom tree" that needs O(m 4+ε ) preprocessing. The total amount of preprocessing is O(n m 3+ε ).
A query is performed by first searching in the top tree. The search ends up in O((n/m) 7/8+ε ) leaves where the search is then continued in the corresponding bottom tree. Thus the query time is O((n /m) 7/8+ε ) (for a slightly larger ε, which swallows the extra log-factor from searching in the bottom trees).
So far we ignored the condition j < k in (5) . Fortunately this condition is easy to handle, as it simply adds a so-called range restriction to the query. Range restrictions can be added at the cost of an extra log-factor in preprocessing time and query time [38] . In our case these logarithmic factors are swallowed by the O(n ε ) factor that we already have, so the total structure uses O(n m 3+ε ) expected preprocessing time and has O((n /m) 7/8+ε ) query time, where m is a parameter that we can still change to optimize performance.
Recall that n , the number of points stored in the data structure, is n 2 , and that we have to perform n queries-one for each edge e k . Thus the total time of our algorithm is ).
This is minimized when we set m := n 6/31 , which gives a total expected runtime of O(n 80/31+ε ) = O(n 2.59 ).
