Abstract. Let M be a Riemannian manifold and PM be the space of all smooth paths on M .
Introduction
Let M be a Riemannian manifold. We define path space PM over M to be
space of all smooth paths over M. The manifold structure on path space has been described in [17] [Chapter 10] [11] [ Theorem 10.4]. We do not address the issue of manifold structure on PM. In this paper we discuss geodesics on path space over a Riemannian manifold and describe the double category defined by the geodesics on PM.
Section 2 is expository, we mostly review the known results to set up our terminologies and notations. In fact, a discussion in a more general framework is available in [12] , [19] . We introduce an L 2 metric [21, 5, 18] given by g(X, Y )(γ) := 1 0 g γ (X(t), Y (t))dt, on the path space, where g is a metric on manifold M, γ ∈ PM and X, Y ∈ T γ PM (naturally identified with vector fields along γ). The covariant connection on PM is defined by point-wise evaluation. It follows that on path space a geodesic is uniquely determined by specifying a path γ ∈ PM and a vector field along γ. Proposition 2.4 [Corollary A. 4 , [12] ] shows if ambient space M is complete with respect to a Riemannian connection, then the path space PM is also complete with respect to the induced connection on path space. We also discussed the exponential map on path space.
In section 3 we introduce a distance function on PM. A consequence of the construction in section 2 is that the exponential map Exp on PM is given by Exp γ (X) (t) = exp γ(t) X(t),
where exp is the exponential map on M and other notations have obvious meaning. Thus, the normal neighbourhood on PM is as described in Proposition 3.1. In Theorem 3.1 we prove that any γ 1 , γ 2 ∈ U γ 0 can be joined by a unique minimizing geodesic and U γ 0 is convex-open (with respect to the distance function on PM), where U γ 0 is the normal neighbourhood around
A prominent direction of enquiry in the area of parallel transport on path spaces has been in the language of higher categories; works in this direction include [2, 3, 4, 1, 6, 7] and many others. For instance, in [6] a connection has been defined on the principal bundle over the path space, then it has been shown that horizontal lifting of paths on path space result in a double category. Intuitively the reason behind appearence of higher categories in this context is as follows. Since a path on path space Γ : [a, b] → PM is essentially a 'surface'
Then we can consider 'side ways' composition and 'top-bottom' composition for such 'surfaces'. On the other hand the essential idea of a double category C (2) over a category C is, objects of C (2) are morphisms (1-morphisms) of C and morphisms (2-morphisms) in C (2) are equipped with two types of composition laws (namely, 'horizontal' and 'vertical'). So, if we take into account that two elements of PM might be composable as paths on M, then it indicates that compositions of such 'surfaces' (given as paths on a path space) correspond to compositions of 2-morphisms in a higher category. In section 4 we show that if M is complete then the geodesics on path space PM induces a double category structure. Here, basically 0-morphisms (objects) are given by points on M and tangent vectors, 1-morphisms are given by paths on M and tangent vectors along paths and 2-morphisms are given by geodesics on the path space. Of course to go beyond intuitive ideas and address the problem rigorously, we need to settle few technical difficulties. In section 4 we make the above ideas mathematically precise. We use the technique of "back-track equivalence", which enables us to treat a (back-track equivalent) path on M as a morphism in a category, whose object space is M. So, in section 4 we first discuss the notion of back-track equivalence and construct a category P bt , whose object set is M and morphisms are (back-track equivalent) paths on M. We show in Proposition 4.2 that geodesics on PM in some sense respect the back-track equivalence identification on PM. Theorem 4.2 proves the existence of a double category, whose base category is defined by P bt (with some additional factors).
We end this paper with a physical motivation for the categories described in section 4. In particular, we show that the morphisms of double category in Theorem 4.2 can be interpreted as the world sheets generated by free strings (without any external force) on the Riemannian manifold M.
Metric and covariant connection on path space
Let M be a Riemannian manifold. We define path space PM as space all smooth paths
We denote the evaluation map as ev t , (2.1)
For γ ∈ PM we define a tangent vector at γ to be the differential of the map ev t ,
Let g be a metric on the manifold M. That defines an L 2 metric g on PM given by [21, 5] 
where K 1 , K 2 vector fields on PM. The much of this section can be found in [12] , we will briefly recall some results for our purpose. Let ∇ be a covariant connection on M. Then define a connection on PM by point-wise evaluation:
where X, Y are vector fields on PM. Thus we have the following proposition:
Proposition 2.1. If metric g is compatible with the connection ∇ on M, then so is metric g with ∇ on PM.
Proof. The proof follows by verifying the famous "six terms" formula (Theorem 2.2 and Propo-
where X, Y, Z are vector fields on PM and ι is the contraction.
We define a path on path space by a continuous map We denote 'longitudinal' and 'transverse' paths respectively as
Tangent vector field along this path Γ is given by
From the point-wise definition of covariant derivative in (2.3) it is obvious that: 
we have the following initial conditions Γ t (0) = γ(t) and Γ For each V ∈ T γ PM let V Γ is the geodesic with the initial condition
then exponential map on path space Exp is
As a consequence of Proposition 2.3, (Exp(V ))(t) is given by (2.10) exp :
where V (t) Γ t is the geodesic on M with the initial conditions
and exp is the exponential map on M. It is obvious from (2.10) that if exp is defined on the entire T p M for each p ∈ M, then Exp is also defined on the entire T γ PM for each γ ∈ PM.
This exponential map on PM has been exploited to prescribe a chart on PM [15, 16] .
Distance function on PM
Let γ : [0, 1] → M is a path on M, then energy functional at γ is defined as
Suppose a path on path space Γ : [a, b] → PM is given, then we define energy functional on path space as
Hence we can write (3.2) as
As the integrations with respect to s and t are independent in (3.3), we have (2.7). Energy functional on path space has been discussed in [9, 10] . Let us define
It can be easily verified that d is a well defined distance function. Recall the exponential map Exp on path space is given by (2.10)
where X ∈ T γ PM and exp is the exponential map on M. For our Rimannian connection ∇ this exponential map explicitly reads
V Γ is the corresponding geodesic on PM. Hence it follows:
where
In remainder of this section we will prove the following theorem We start with the following proposition:
Proposition 3.2. Every γ 1 , γ 2 ∈ U γ 0 can be joined by a unique path space geodesic lying in
Proof. We recall that for a C ∞ manifold M with an affine connection, there always exists an open neighbourhood N p of the zero vector 0 ∈ T p M, such that
(1) The exponential map exp :
we set the exponential mapping exp such that,
where X ∈ N p and γ geo is the unique geodesic with the initial conditions p ∈ M, X ∈ T p M. 
Moreover this path on path space Γ is such that each path Γ t = γ geo t is a geodesic on M with starting point γ 1 (t) ∈ M, with some 'velocity'V t ∈ T γ 1 (t) M, so from Proposition 2.3 Γ is the unique geodesic starting from γ 1 ∈ PM with 'velocity' V ∈ T γ 1 PM. Hence any γ 1 ∈ U γ 0 can be joined to γ 2 by a unique geodesic. 
and hence Γ geo is minimizing. 
where L(Γ t ) is the arc length of Γ t . The equality holds only for the geodesic. Hence
, where d is the distance function on M, and since each Γ geo t is minimizing, as a consequence of (3.5) and (3.4) it follows (3.14)
Now considering Cauchy-Schwarz inequality on the path space, we have
when Γ is a geodesic the equality holds. Hence
So from (3.14), (3.15) we get
We have shown in Proposition 3.2 that any γ 1 , γ 2 ∈ U γ 0 can be joined by a unique path space geodesic Γ geo and hence, each Γ geo t is a geodesic between γ 1 (t) and γ 2 (t). But from Proposition 3.1 if γ ∈ U γ 0 then γ(t) ∈ U γ 0 (t) , for each t. Thus for each t, γ 1 (t) can be joined with γ 2 (t) by a unique minimizing geodesic and finally according to Proposition 3.3 that gives a unique minimizing path space geodesic in U γ 0 . Hence Proof. Suppose γ 1 , γ 2 ∈ U γ 0 Recalling (3.15),
From (3.8), we know for any γ ∈ U γ 0 for each t ∈ [0, 1],
where U γ 0 (t) is the normal neighbourhood of γ 0 (t), hence
there exists a finite positive number ǫ t such that
Thus from (3.18) we have
So there exists a finite positive number ǫ := 1 0
Thus for each γ 1 ∈ U γ 0 we have an open ball of radius ǫ in the
This completes the proof of Theorem 3.1.
Double category of the geodesics on the path space
Let M be the Riemannian manifold and PM is the space of
paths which are constants near the end points. We will provide a precise definition of the same. We denote such a space as
We say a path is constant near the end points, when there exists some δ > 0 such that for t 0 ∈ [0, 1] and γ ∈ PM c , the maps γ| [0,t 0 ] and γ| [t 0 ,1] are constant maps, whenever t 0 < δ or 1 − t 0 < δ. The purpose of introducing such a condition is to ensure that 'composition' of two smooth paths remain a smooth path. Let γ 1 , γ 2 ∈ PM and γ 2 (0) = γ 1 (1), then by composed
Now, we will impose an equivalence relation on PM c , namely back-track equivalence. We refer to [14, 7] for a detail discussion. Roughly two paths γ 1 , γ 2 are back-track equivalent if there exists a path γ 0 such that
Here and onwards the reverse of a map λ : [a, b] → M is given by
Let us make the statement more precise. A path γ : [0, 1] → M is said to be back-tracked over
and by back-track erasing the portion [T, T + σ] we obtain the map: Now, we define two paths γ 1 , γ 2 to be elementary back-track equivalent, if there are C ∞ maps
such that 2 . Now, if there is a sequence of paths γ 1 , γ 2 , · · · , γ n such that γ i is elementary back-track equivalent to γ i+1 , i = [1, n − 1], then we call γ 1 , γ n to be back-track equivalent. We denote it as
It can be shown back-track equivalence have following properties [6] • The back-track equivalence is preserved under reparametrization.
• If γ 1 ≃ bt γ 2 ,γ 1 ≃ btγ2 and γ 1 ,γ 1 are composable, then so is γ 2 ,γ 2 , more over in that case (4.6)
Now, define the quotient space under the back-track equivalence relation:
We will not notationally distinguish between elements of PM Recall a vector X ∈ T γ PM is given by a smooth vector field
(1) We define a vector X ∈ T γ PM c to be a vector field along γ such that it is constant near the end points 0, 1.
(2) We define a vector X ∈ T γ PM bt c to be a vector field along the path γ which has the property (1) and back-track of γ coincides with that of X. That is, if γ has a back-track in [T, T + σ] as defined in (4.2) , then
We have seen in Proposition 2.3 that given a PM ∋ γ :
on path space, which has following description: Each transverse path Γ
is a geodesic with initial conditions
Then we have following proposition. 
is obtained by identifying with X 1 for the first half and with X 2 with the second half, where X 1 , X 2 are restrictions of the vector field along the pathγ on γ 1 , γ 2 respectively. Let the geodesic obtained from the initial condition (γ i , X i ), i = 1, 2 is i Γ, where X i is the vector field obtained by restricting to the portion γ i , i = 1, 2.
where Γ is the geodesic obtained from the initial condition (γ, X). 
, where Γ is the geodesic obtained from initial conditions (γ, X), (here, to make the distinction clear we write [γ] bt and [X] bt ). Now we can define a category
whose objects are points of M and a morphism is given by γ ∈ PM bt c with source γ(0) and target γ(1) and composition is given by γ 2 • γ 1 (which is well defined by (4.6)) and identity morphism at m ∈ M is the constant path. Note, since γ 1 , γ 2 are constant maps near the end points γ 1 • γ 2 is C ∞ . Also in general concatenation of paths is not associative. However, back-track equivalence makes the composition associative (see section 3 and 6 of [7] ). Thus, everything is well defined here. By a double category C (2) over a category C we mean a category whose objects are the arrows of C and on which there is a partially-defined binary operation
for certain pairs of morphisms F, G ∈ Mor(C (2) ), satisfying:
(ii) the exchange law
holds whenever either side is defined, where s, t are source and target maps respectively.
Assume M to be complete. Then, by Proposotion 2.4, PM is also complete. Now let us define a category (4.10) C geod , which has following description. An object in C geod is given by a triple, (p, X, a), of a point in p ∈ M, a tangent vector X ∈ T p M, and an element a of the real a ∈ R and a morphism is given by a triple, (γ,X, a), of a path γ ∈ PM bt c , a vector fieldX ∈ T γ PM bt c , an element a of the real a ∈ R. The source and target for a morphism f = (γ,X, a) ∈ Mor(C geod ) are respectively given by s(γ,X, a) = (γ(0),X(0), a), and t(γ,X, a) = (γ(1),X(1), a) (4.11) and the composition reads in (4.12) is associative [7] .
Since by assumption M and thus PM is complete, we can take any arbitrary interval [a, b] ⊂ R to define a geodesic segment. Now let Γ (γ,X) be the geodesic on the path space obtained from the initial conditions γ,X. We choose an interval [a, b] and denote the geodesic segment on this interval by
But, from (4.15) it follows that above composition defines a geodesic segment in the interval [a, c] with initial conditions (γ 1 (t),X 1 (t)), and since the relation holds for each t ∈ [0, 1], we have a necessary condition:
and thus we have (4.17) [
In other words the composition is just extension of the geodesic segment
So, we can define
It is obvious the above composition is associative. We define the identity morphism 1 (γ, X,a) by [a, a] → {γ}. Thus we have a category whose objects are given by (γ, X, a), a morphism is given by [a,b] 
) is a geodesic uniquely determined by initial conditions (γ 1 (t), X 1 (t)) (resp. (γ 2 (t), X 2 (t))), we have
Then ⋆ H is given as
Observe that source (resp. target) of [a,b] Γ (γ 1 ,X 1 ) is composable with the source (resp. target) of
as morphisms in category C geod defined in (4.12). It is a straightforward verification that ⋆ H and ⋆ satify the "exchange law" In string theory we may consider a string to be an oriented arc on some (Riemannian) manifold M, given by γ : [0, 1] → M. String interactions are described by combining two strings to form a third string, and the combining process can be either via end-to-end interaction or overlap interaction [20] . The end-to-end interaction can be described by concatenation of two paths, on the other hand in overlap interaction the new string is formed by obliterating the overlapping portions. Now if we recall the back-track erasing method described in the previous section (see (4.5) ), we immediately see the back-track erasing essentially describes the overlap interaction. So P bt is the category whose objects are points of M and morphisms are strings on M. The composition in category P bt is the interaction of two strings. Where as a morphism in category C geod is given by a string and "velocity" of the string; the element of real R present in the morphism C geod can be interpreted as an instant of "time." Thus, (γ,x, a) ∈ Mor(C geod ) can be interpreted as a string γ moving with a velocityX at time a. The category C geod is slightly more restrictive than category P bt ; by (4.11) two morphisms in C geod are composable when the respective strings are composable in P bt and their end points move with the same velocity at a particular instant of time; thus by composition in (4.12) they form a third string moving in a new velocity given by (4.12). We will call two strings interactive when they are composable in P bt (i.e. starting-end points coincide) and also they have same velocity at the joining points at any particular time.
Let us now consider the category C Lastly, the exchange law in (4.22) ensures the necessary consistency between "slicing" of world sheets and interaction beween strings.
