Consider two objects associated to the Iterated Function System (IFS) {1 + λz, −1 + λz}: the locus M of parameters λ ∈ D \ {0} for which the corresponding attractor is connected; and the locus M 0 of parameters for which the related attractor contains 0. The set M can also be characterized as the locus of parameters for which the attractor of the IFS {1 + λz, λz, −1 + λz} contains λ −1 . Exploiting the asymptotic similarity of M and M 0 with the respective associated attractors, we give sufficient conditions on λ ∈ ∂M or ∂M 0 to guarantee it is path accessible from the complement D \ M. ∞ n=0 a n λ n a n ∈ {−1, 0, +1} .
Introduction
are contraction similarities in all of C. We associate to λ the compact sets
a n λ n a n ∈ {−1, +1} and A λ := Figure 1 . The connectivity locus M and its subset M 0 , in darker and lighter grays respectively (blue and fuchsia in the electronic version). The two spikes on the real line start at ±1/2. certain parameters in ∂M (see Figure 2 ). These are buried points of ∂M, i.e. not path accessible from the complement D \ M. The question of classifying these connected components of D \ M is still open; however our results are a step in that direction. Let P denote the set of all normalized power series with coefficients in {−1, 0, +1}, i.e.
P := f (z) = ∞ j=0 c j z j c j ∈ {−1, 0, +1}, c 0 = 1 then Theorem 1. Suppose f is the unique power series in P that vanishes at λ ∈ M \ R with |λ| ≤ 2 −1/2 . If f has finitely many zero coefficients and its Taylor polynomials satisfy certain conditions then λ is on the boundary of a hole of M. and, with minor adjustments to the conditions on the Taylor polynomials, Theorem 2. Suppose f is the unique power series in P that vanishes at λ ∈ M \ R with |λ| ≤ 2 −1/2 . If f has no zero coefficients and its Taylor polynomials satisfy certain conditions then λ is on the boundary of a hole of M 0 .
Further motivation to study points of ∂M 0 ∩ ∂M is provided by the results in [ERS10, HP12] . It is possible to derive a quadratic like map g from the maps s − and s + , so that the dynamics of g on the limit set A λ is quasisymmetrically conjugate to the one of z 2 + c on the Julia set for Misiurewicz parameter c. In fact, Conjecture 1. For all parameters λ ∈ (∂M ∩ ∂M 0 ) \ R the dynamics of g on the limit set A λ is quasisymmetrically conjugate to the one of z 2 + c on the Julia set for Misiurewicz parameter c.
This article is organized as follows. In Section 2 we set the notation, while in Section 3 we describe the sets M and M 0 as the closure of the roots of power series with certain prescribed coefficients. we overview some of the known results about M and M 0 in Section 4 and explain how our results fit in. The proofs are provided in Section 5. Finally, Section 6 is devoted to salient examples of parameters λ to which our theorems apply.
Notation
Let Σ n be the set of all words w = a 0 · · · a n−1 of length n from the alphabet {−, +}. Define s w = s a 0 • . . . • s a n−1 so that A w λ = s w (A λ ) and
The natural projection from the space Σ ∞ of infinite words, w = a 0 a 1 · · · in {−, +}, onto the attractor, A λ is given by
a n λ n .
The word w ∈ Σ ∞ is called the itinerary of π λ (w) in A λ . Remember that if A λ is connected, then there could be multiple itineraries for a given point in A λ . Nevertheless, elements ω ∈ A λ that are in A a 0 a 1 ···a k λ can be written as ω = a 0 + a 1 λ + . . . + a k λ k + ∞ n=k+1 a n λ n , a n ∈ {−1, +1}.
We will use w|k to denote the finite word a 0 a 1 · · · a k coming from the truncation of the infinite word w = a 0 a 1 · · · . The notation |w| will indicate the length of the word w. Let D r (z) denote the closed disk centered at z with radius r and, when z = 0, we will abbreviate D r = D r (0). The following lemma is straightforward.
From here on, we let R := (1 − |λ|) −1 . Let I −1 = I −1 be the disk D R , and consider the recursive constructions I n = s − (I n−1 ) ∪ s + (I n−1 ), and I n = s − ( I n−1 ) ∪ s O ( I n−1 ) ∪ s + ( I n−1 ) for n ∈ N. From Lemma 2.1, it is clear that
As before, for any finite word w = a 0 a 1 · · · a k in Σ k+1 we can identify the disks in I k+1 as D w := s w (I −1 ). Each of these disks will then be centered at s w (0) = a 0 + a 1 λ + · · · + a k λ k , and have a radius of |λ| k+1 R. If w ∈ Σ ∞ is an infinite word, then
From now on, we will refer to I k and I k as the instar 1 at level k of the IFS {s − , s + } and {s − , s O , s + }, respectively. Given that I k is the union of the copies of the instar at level k − 1, s + (I k−1 ) and s − (I k−1 ) will be respectively called the positive and negative instars at level k. Similarly, we refer to s + ( I k−1 ), s O ( I k−1 ), and s − ( I k−1 ) as the positive, central, and negative instar of level k.
It will also be useful to have a name for each of the disks and their centers in the instar. The center s w|k (0) = k j=0 a j λ j will be called a node with itinerary w|k and generally denoted by ν w|k , while the closed disk D w|k (or D w|k ) centered there will be referred to as a nodal disk with itinerary w|k.
The Overlap Set
The geometric structure of the attractor A λ is determined in many ways by the overlap
It is a standard exercise to show that if O λ is empty then A λ is simply a Cantor set and consequently λ ∈ D \ M. However, if O λ is "large" then it becomes difficult to distinguish the smaller affine copies that constitute A λ . Moreover, if the large size of the overlap is persistent through a small change of λ, then the parameter is in the interior of M. Intuitively, λ ∈ ∂M whenever O λ is in some sense "thin".
Whenever O λ is nonempty there exist itineraries a, b ∈ Σ ∞ with a 0 = − and b 0 = + such that
Observe that a j − b j ∈ {−2, 0, +2} for every j ≥ 0. Consequently, denote the set of all power series with coefficients from the set {−1, 0, +1} as
and define the set of power series which have λ as a root by
Then for λ ∈ D the overlap set, O λ is nonempty whenever there exists f ∈ P such that it has coefficients c j = (a j − b j )/2 and f (λ) = 0. Conversely, if for a particular λ ∈ D the set F λ is nonempty, then so is O λ , and each element in it has an itinerary associated to some f ∈ F λ . We have just shown that
Moreover, since A λ is symmetric with respect to 0, having the origin in the overlap implies that the coefficients c j of at least one of the power series f ∈ F λ must all be nonzero (see Lemma 3.1). It follows that
The following result is important, as it gives more insight on the relationship between elements in O λ and the power series which have λ as a root. Using Rouche's Theorem and careful estimates Solomyak was also able to prove that
Theorem 3 (Solomyak [Sol05] ). There exist uncountably many λ ∈ M for which |O λ | = 1. The itinerary of 0 ∈ A λ is different for different λ.
There is a historically important property of an IFS which ensures that there is not "too much" overlap. We say that an IFS of contraction similarities The example of λ = i/ √ 2 is useful in gaining intuition about the OSC. The attractor for A λ is the rectangle with corners ±2 ± √ 2i, with side ratio √ 2. The two images s + (A λ ), s − (A λ ) cover the left and right halves of A λ , much as a A4 sheet of paper folded in half. Their intersection is the middle fold, so a feasible open set is the interior of A λ itself.
In general, it can be challenging to prove that the OSC holds for a given IFS with a connected attractor. Bandt and his collaborators have recently shown that for connected self-similar sets in the plane a finite overlap implies OSC [BR07] . Specifically, in our setting Theorem 4 (Bandt-Hung [BH08] ). For every m ∈ N there are uncountably many λ ∈ M for which OSC holds, and the overlap set consists of 2 m points. For each λ there exists a unique and distinct f ∈ P such that F λ = {f }.
Theorem 5 (Bandt-Hung [BH08] ). For every β ∈ [0, 0.2] there are uncountably many λ ∈ M for which OSC holds, and the overlap set is a Cantor set of Hausdorff dimension β. For each λ there exists a unique and distinct f ∈ P such that F λ = {f }.
It must be noted that the proof of the above lemma cannot be easily extended to the case of |O λ | = 2 m for m ≥ 2. Indeed, Bandt and Hung used a different argument to show the uniqueness of the power series.
Self and Asymptotic Similarity
Before describing the old and new results about ∂M, we recall some definitions which can be found in [Lei90] . Remember that D r (z) denotes a closed disk centered at z with radius r and D r = D r (0). For compact sets E, F ⊂ C denote
where d H is the Hausdorff distance.
(ii.) Two compact sets E and F are asymptotically similar about z ∈ E and w ∈ F if there is r > 0 such that
We can now state the result of Solomyak:
Then f (λ) = 0 and
Notice that if the coefficients of f are all non zero, then the theorem holds true if we substitute A λ with A λ and M with M 0 . However, Theorem 6 is not enough to certify that parameters λ satisfying the hypothesis lie on ∂M, because points in a neighborhood of ζ, not in A λ , are not necessarily also outside of M in a neighborhood of λ.
Observe that this theorem is more descriptive than Theorem 6(ii.) as it describes explicitly which neighborhoods of ζ ∈ A λ converge in the Hausdorff metric to neighborhoods of λ ∈ M (see Figure 2 ). However, this result gives little information about the local topology of M around λ. In particular, the question of recognizing points of ∂M path accessible from D\M remains open. Our main result gives a partial answer.
Remark 4.1. In the following statements it is assumed that λ is not real with |λ| ≤ 2 −1/2 . We will call accessible those points of ∂M (respectively ∂M 0 ) path accessible from D \ M (respectively D \ ∂M 0 ). 
Assume also that f (z) has finitely many zero coefficients and that its Taylor polynomials, f k (z) = k j=0 c j z j satisfy the following conditions for every 0 ≤ n ≤ p − 1:
where P = Q is any polynomial of degree less or equal than n with coefficients in {−2, −1, 0, +1, +2}, and Q is the solution of
An immediate corollary is then Restricting the assumptions on the coefficients on the power series, f we also obtain
k j=0 c j z j satisfy the conditions (i.) and (ii.) of Theorem 8 and (iii'.) |f +1+n (λ)| < f (λ) + λ +1 P (λ) , where P = Q is any polynomial of degree less or equal than n with coefficients in {−1, 0, +1}., and Q is the solution of
In view of Corollary 9 and experimental evidence, it seems reasonable that the assumptions of Theorem 10 imply condition (iii.) (Theorem 8) must hold. Even better:
Conjecture 2. Every parameter λ ∈ ∂M ∩ ∂M 0 belongs to the boundary of the connected component of D \ M 0 containing 0.
Proof of the Main Theorems
Here we will prove Theorems 8 and 10 in this section. In both cases, the idea of the proof is to construct locally, a connected chain of open disks outside A λ (or A λ ) that converges to ζ = −λ −( +1) n=0 c j λ j , and conclude by Theorem 7(ii.) that λ is accessible, hence on the boundary of a hole. The restrictions on the Taylor polynomials show up when obtaining the conditions for such a chain to exists.
We first need a lemma
where c j = 0 only for some 0 < j ≤ . Let ξ ∈ O λ have itineraries a = a 0 a 1 a 2 · · · and a = a 0 a 1 a 2 · · · where a j = −a j = c j if c j = 0, and otherwise a j = a j = − or +. Then for every 0 ≤ n ≤ p − 1 the set D a| +n+p ∪ D a| +n+p about ξ is λ −p -self similar to D a| +n ∪ D a| +n about ξ.
Proof. Since the set in question is the union of two intersecting closed disks, proving the lemma is equivalent to showing that 1 λ p D a| +n+p ∪ D a| +n+p − ξ = D a| +n ∪ D a| +n − ξ. In order to simplify the expressions, we only prove this in the case n = 0; but the argument is identical for 0 < n < p.
Observe that since λ is a root of f (z) then Finally, the center of the disk D a 0 a 1 ···a +p is +p j=0
In other words,
Notice that by definition ξ = 0<j≤ : c j =0 a j λ j , so the above equation becomes
Now, the disk D a| +k is symmetric to D a| +k relative to ξ for any k ≥ 0. Hence, analogous arguments holds for the disks D a| +p and D a| .
Recall from Lemma 2.1 that A λ ⊂ D R and A w λ ⊂ D w for any finite word w ∈ Σ n . Consequently, the above lemma proves the self-similarity of the attractor A λ at its overlap:
where c j = 0 only for some 0 < j ≤ . Let ξ ∈ O λ have itineraries a = a 0 a 1 a 2 · · · and a = a 0 a 1 a 2 · · · where a j = −a j = c j if c j = 0, and otherwise a j = a j = − or +.
We now proceed to the construction of the chain in the complement of A λ . We exploit the recursive construction of A λ to find each disk in the chain: for each n ≥ 0 we find an open disk tangent to the instar I n . Moreover, two consecutive disks in the chain must intersect non trivially. Finally, this chain must converge to ζ ∈ A λ .
The parameter λ is the root of a unique power series f ∈ P whose non-zero coefficients eventually repeat: say
Now, ζ is defined to be −λ −( +1) j=0 c j λ j which means it can be described with the periodic itinerary (c +1 · · · c +p ) ∞ ∈ Σ ∞ . This itinerary will be the unique one associated to ζ as long as |F λ | = 1. Since we assume so in the statement of the theorems, there is a unique sequence of nodes converging to ζ, namely the ones whose itinerary is the truncation of (c +1 · · · c +p ) ∞ at some index.
and let ζ n := ν b|n be the node in I n . Observe that ζ n is by definition the center of the disk D b|n and ζ is a point inside such disk. Therefore, if ζ n is far enough from ζ, then ω n = −ζ n + 2ζ, i.e. the reflection of ζ n about ζ, will be outside D b|n . We can then find an open disk, B n centered at ω n tangent to D b|n (see Figure 3 ).
Recall that each nodal disk in I n has a radius of |λ n+1 | (1 − |λ|) −1 . Thus, the radius, r n of B n is easily found to be
Proof of Theorem 8. : We will show that the chain of open disks n≥0 B n is a connected subset of C\ A λ . In fact, it is enough to prove I p−1 ∩ p−1 n=0 B n = ∅, since by Theorem 6 the attractor A λ is λ −p -self similar about ζ. Moreover, we will prove that Cλ pm ∈ λ +1
n≥0 B n − ζ and m large enough. The claim of the theorem will then follow from Theorem 7(ii.).
The condition of |O λ | being finite implies that all zero coefficients of the power series appear in the first + 1 terms. The choice of which ξ ∈ O λ to consider is arbitrary but ζ is always unique because |F λ | = 1.
We consider only the case |O λ | = 2 to simplify notation. By assumption, the coefficients of f are strictly preperiodic, and exactly one of them must be zero. Hence, there exists 0 < k ≤ such that c k = 0 which implies O λ = {±λ k } = {±ξ}. We deduce that the itinerary of ζ is a word in Σ ∞ and, thus, ζ ∈ A λ ⊂ A λ .
Let a, a ∈ Σ ∞ be such that π λ (a) = π λ (a) = ξ. Therefore, a j = −a j = c j for all j = k and a k = a k = +1 or −1 (since c k = 0). In particular, ξ = f (λ) + a k λ k . Denote by ξ n the nodes with itinerary a|n, i.e. ξ n = ν a|n = n j=0 a j λ j . The Taylor polynomial f +1+n (λ) for n ≥ 0 can then be written as ξ +1+n − ξ.
Observe that the itinerary of ζ is the (left) shift of a by terms. Indeed, we claim that ζ = s −1 a| (ξ) and ζ n = s −1 a| (ξ +1+n ).
Since s a 0 a 1 (z) = s a 0 (s a 1 (z)) = ν a 0 a 1 + λ 2 z then s −1 a 0 a 1 (z) = s −1 a 1 (s −1 a 0 (z)) = 1 λ 2 (z − ν a 0 a 1 ). Consequently,
The centers of the disks B n were defined in terms of ζ n and ζ, but we can now rewrite them in terms of the Taylor polynomials
Using the above equations, we also rewrite the radius of B n in terms of a Taylor polynomial:
We are now practically done: for each 0 ≤ n ≤ p − 1 (i.) the disk B n exists if and only if r n > 0, namely
which is true by assumption; (ii.) B n ∩ B n+1 = ∅ if and only if r n + r n+1 > |ω n − ω n+1 | = |λ n+1 |, namely
which is true by assumption; (iii.) the disk B n is tangent to I n if and only if for every node ν w|n ∈ I n with w ∈ Σ ∞ we have
where P is a polynomial of degree at most n with coefficients taken from the set {−2, −1, 0, +1, +2}. Again, the above inequality is true by assumption.
Finally, we claim that
n≥0 B n − ζ and m ≥ 1. We will show that, after a translation by −ζ, the chain is forward invariant under z → λ p z.
Observe that ω n − ζ = −λ − −1 f +1+n (λ) and since (λ p − 1)f (λ) = +p j= +1 c j λ j , then
where the second to last equality is due to the fact that c +k = c +k+p for every k ≥ 1. Hence, the claim follows.
The proof of Theorem 10 is analogous, except we only have to show n≥0 B n is outside A λ . Therefore, in step (iii.) we need to check that B n does not intersect the instar I n , rather than I n .
Remark 5.1. The conditions of both Theorems 8 and 10 can be weakened as follows: there exists integers 2 ≤ m ≤ p and {k 1 ,
where P = Q is any polynomial of degree less or equal to k j with coefficients in {−1, 0, +1}, and Q is the solution of f (z)+z +1 Q(z) = f +1+k j (z). These conditions allow the possibility of intersection between two non-consecutive chain disks.
Examples: Landmark Points
In [Sol05] , Solomyak discussed six sample parameters that satisfy F λ j = 1, and named them landmark points. As a note of caution, we changed Solomyak's nomenclature to tie in with our exposition, so that our λ 1 , λ 2 , λ 3 , λ 4 , λ 5 , λ 6 correspond to his λ 3 , λ 4 , λ 5 , λ 6 , λ 1 , λ 2 . In this section we will prove that λ j for j = 1, . . . , 5 satisfy the conditions of Theorems 8 and 10 and are therefore, accessible. 6.1. Period One. The landmark points λ j for j = 1, . . . , 4 are all inside the following sector:
and 0 < arg(z) < 5π 32
and have itineraries of various preperiods, but all with period 1. By Proposition 6.1 they are all accessible. Later in Section 6.2 we present a method to circumvent the lengthier computations that would be required to establish the inequalities for λ 5 (which has period 3).
Then λ satisfies the conditions of Theorem 8 (and therefore λ ∈ ∂M is accessible).
The proof will use the following properties of S:
Lemma 6.1. For all λ ∈ S the following holds:
Proof. From the law of cosines we obtain giving (e.) and concluding the proof of the lemma.
Armed with these inequalities, we proceed to prove the Proposition:
Proof of Proposition 6.1. Since λ is the root of the power series f , we can write Taylor polynomials as follows
Condition (i.) in Theorem 8 is satisfied since
holds by Lemma 6.1 part (a.). Condition (ii.) in Theorem 8 is satisfied since
holds by Lemma 6.1 part (b.). Condition (iii.) in Theorem 8 has four cases since the polynomial P can only be either −2, −1, 0, or 1. The case P (z) = −2 is satisfied because
holds by Lemma 6.1 part (c.). The case P (z) = −1 is satisfied because
holds by Lemma 6.1 part (d.). The case P (z) = 0 is trivial since
The case P (z) = 1 is satisfied because In the following examples recall that the uniqueness of the power series was proved by Solomyak in [Sol05] .
The associated parameter in M ∩ S is λ 1 ≈ 0.5957439 + 0.2544259i. It follows from Proposition 6.1 that the parameter λ 1 , is an accessible point of ∂M (see Figure 4 ). In fact, by Corollary 9, we can conclude that λ 1 ∈ ∂M ∩ ∂M 0 . It follows from Proposition 6.1 that the parameter λ 2 , is an accessible point of ∂M (see Figure 5 ). Figure 7 ). In fact, by Corollary 9, we can conclude that λ 4 ∈ ∂M ∩ ∂M 0 .
6.2. Higher period. Here we consider the landmark point λ 5 whose associated itinerary has period 3. Observe that in this case the number of inequalities to be checked before applying Theorem 8 becomes quite large. To overcome this difficulty we rely on the argument and modulus of λ 5 , and the geometric structure of the instar at each level. We will construct each of the disks of the connected chain that lies in the complement of A λ 5 . Example 5. Let c = c 0 c 1 · · · = +(+ + −) ∞ ∈ Σ ∞ and consider the associated power series
] that 2 f is the unique power series for which λ 5 ≈ −0.366 + 0.520i is a root. Using the notation of Theorem 8 we have = 0, p = 3, ξ = 0, ξ n = f n (λ 5 ), and ζ = − 1 λ 5 ∈ A λ 5 ⊂ A λ 5 with itinerary b = (++−) ∞ . We begin by proving that hypothesis (i.) of Theorem 8 is satisfied: Proof. First notice that (i.)
√ 5−1 2 < |λ 5 | < 2 3 and (ii.) 2 3 π < arg(λ 5 ) < 23 32 π. Then, from (i.) we get
From (ii.) and the Law of cosines we get 2 |f 1 (λ 5 )| = 2 |1 + λ 5 | > 2 1 + |λ 5 | 2 − 2 |λ 5 | cos 9π 32
Since f (λ 5 ) = 0 then f 2 (λ 5 ) = 1 + λ 5 + λ 2 5 = 2λ 3 5 and consequently
Lemma 6.2 guarantees that the disks B n in the chain exists for every n ≥ 0. We can show now that B n ∩ B n+1 = ∅ and that B n ⊂ C \ I n , namely the remaining two hypothesis of Theorem 8. Recall that each disk B n is centered at ω n and has radius r n :
1 − |λ 5 | Lemma 6.3. For λ 5 ≈ −0.366 + 0.520i, the set n≥0 B n is connected and lies in the complement of A λ 5 .
Proof. By the self-similarity of the attractor A λ 5 at ζ it is enough to prove that ∪ 0≤n≤2 B n is connected and lies outside the instar I 2 . We will first show that B n lies outside the instar I n and then prove that B n ∩ B n+1 = ∅ for each n = 0, 1, 2. n = 0: The instar I 0 is the union of the disks D + , D O , and D − . We already know that B 0 is outside D + , we want to show that the distances between ω 0 and the nodes ν 0 = 0 and ν − = −1 is larger than the sum of the radii of B 0 and the nodal disk of level 0. In other words, we need that r 0 + |λ 5 | (1 − |λ 5 |) −1 < |ω 0 − 0| and r 0 + |λ 5 | (1 − |λ 5 |) −1 < |ω 0 − (−1)|. Using that 2 −1 ( √ 5 − 1) < |λ 5 | < 2/3 and arg(λ 5 ) > 2π/3, the Law of cosines tells us
Moreover, using the better estimate 11 16 π < arg(λ 5 ) < 45 64 π, Instead of checking that eight more inequalities are satisfied, we use the fact that arg(λ 5 ) ∈ (2π/3, 23π/32) to show 0 < Re(ζ 1 ) < Re(ζ). Given that ζ 1 = 1 λ 5 (f 1+1 (λ 5 )− f 0 (λ 5 )) = 1 + λ 5 we need to check − 1 |λ 5 | cos(arg(λ 5 )) > 1 + |λ 5 | cos(arg(λ 5 )) ⇐⇒ − cos(arg(λ 5 )) > |λ 5 | 1 + |λ 2 5 | Indeed, − cos(arg(λ 5 )) ∈ (0.55, 0.64) and |λ 5 | 1+|λ 2 5 | ∈ (0.44, 0.47). Moreover, we have Re(ζ 1 ) > 0 because cos(arg(λ 5 )) > −3/2 > − |λ 5 | −1 . Consequently, ω 1 is in the first quadrant with Re(ω 1 ) > Re(ζ 1 ). It follows that B 1 has a chance to intersect only the disks D +O and D +− . However, in Lemma 6.2 we showed that |1 + λ 5 | > 2 −1/2 , therefore, since 2 |λ 3 5 | < 2 −1/2 we have
Finally, B 1 does not intersect D +O because |ω 1 − (1 + 0 · λ 5 )| = −λ 2 5 + 4λ 3 5 λ 5 = |λ 5 | |1 − 4λ 5 | > |λ 5 | 1 + 4 |λ 5 | cos(π/4) > |λ 5 | 8 3 > 4 λ 2 5 = r 1 + |λ 2 5 | 1 − |λ 5 | .
In the first equality we used the fact that 1 + λ 5 = −λ 2 5 + 2λ 3 5 and in the second line that 1 + √ 2 √ 5 − 1 > 8/3 > 4 |λ 5 |. n = 2: In this case we prove that B 2 ⊂ B 1 which implies that B 2 is outside I 2 because of the containment I 2 ⊂ I 1 . Firstly, we have |ω 1 − ω 2 | = |λ 2 5 | and that the radius of B 1 is r 1 = 4 |λ 2 5 | − |λ 2 5 | 1−|λ 5 | > |λ 2 5 | because 3 > (1 − |λ 5 |) −1 . Secondly, the radius of B 2 is r 2 = 2 |λ 2 5 | − |λ 3 5 | 1−|λ 5 | , so for the containment to hold we must have 4 λ 2 5 − |λ 2 5 | 1 − |λ 5 | > 2 2 λ 2 5 − |λ 3 5 | 1 − |λ 5 | , which holds since 2 |λ 5 | > 1. We have shown that B 0 , B 1 , and B 2 do not intersect their respective instar and, therefore, their union lies outside the instar I 2 ⊃ A λ 5 . We have also proved that B 2 ⊂ B 1 so it remains to show that B 1 ∩ B 0 = ∅ and B 2 ∩ B 3 = ∅.
We will prove that ω 1 ∈ B 0 , i.e. |ω 0 − ω 1 | = |λ 5 | < r 0 : recall that r 0 = 2 1+λ 5 λ 5 − |λ 5 | 1−|λ 5 | and 0.63 < |λ 5 | < 0.64 then 2 |1 − 2λ 5 | > 2 1 + 2(0.63) cos(π/4) > 1 1 − (0.64) + 1 > 1 1 − |λ 5 | + 1 which implies 2 1 + λ 5 λ 5 = 2 −λ 2 5 + 2λ 3 5 λ 5 = 2 |λ 5 | |1 − 2λ 5 | > |λ 5 | 1 1 − |λ 5 | + 1 .
Finally, we want to show that |ω 2 − ω 3 | |λ 3 5 | = |λ 3 5 | < r 2 + r 3 . By definition r 3 = 2 |λ 2 5 | |1 + λ 5 | − |λ 4 5 | 1−|λ 5 | and since |λ 5 | + |λ 2 5 | 1 − |λ 5 | < 0.639 + (0.639) 2 1 − 0.639 < 1 + 1 + ( √ 5 − 1) 2 4 − ( √ 5 − 1) cos 9π 32
< 1 + |1 + λ 5 | then |λ 5 | < 1 + |1 + λ 5 | − |λ 2 5 | 1 − |λ 5 | ⇐⇒ |λ 5 | < 2 + 2 |1 + λ 5 | − |λ 5 | − 2 |λ 2 5 | 1 − |λ 5 | = 2 − |λ 5 | 1 − |λ 5 | + 2 |1 + λ 5 | − |λ 2 5 | 1 − |λ 5 | ⇐⇒ λ 3 5 < r 2 + r 3 .
The equality in the third line holds because |λ 5 | 1−|λ 5 | = |λ 5 | + |λ 2 5 | 1−|λ 5 | . By Lemma 6.3 the chain n≥0 B n is connected and lies in the complement of A λ 5 (see Figure 8 ). Then, by Theorem 8, λ 5 ∈ ∂M is an accessible point. Because f is unique and has no zero coefficients, by Corollary 9, λ 5 is an accessible point of ∂M ∩ ∂M 0 . It must be noted that the uncountable set T of Theorem 4 contains λ 5 ≈ −0.366 + 0.520i. In fact, such set was found by perturbing the number of repeating coefficients in the power series f and by allowing that some of the perturbed repeating coefficients to be 0. The method Bandt and Hung used to prove that no other power series g ∈ P has a root in T , entailed finding a uniform lower bound in a neighborhood of T on the normalized difference g(z) − h(z) z k = ∞ j=0 j z j , j ∈ {−2, −1, 0, +1, +2}; 0 = 0 where k ≥ 1 and h(z) a power series with a root in T . It is unclear whether all parameters in T are accessible, since the associated itineraries are not necessarily preperiodic and hence our theorems do not apply.
Remark 6.1. We want to emphasize that the assumptions of Theorem 8 are not meant to be necessary for accessibility . The landmark point λ 6 ≈ 0.57395 + 0.368989i satisfies F λ = {1 − z + z 3 /(1 − z)}. Based on computer pictures, Bandt [Ban02] describes λ 6 as the "tip of the largest (visible) spiral of M". It is likely that λ 6 is accessible, but even though it is possible to prove that the disks of the chain exist, they are all disconnected and intersect the instar at every level.
