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Abstract—This paper addresses the problem of identifying a
very small subset of data points that belong to a significantly
larger massive dataset (i.e., Big Data). The small number of
selected data points must adequately represent and faithfully
characterize the massive Big Data. Such identification process
is known as representative selection [19]. We propose a novel
representative selection framework by generating an `1 norm
sparse graph for a given Big-Data dataset. The Big Data is
partitioned recursively into clusters using a spectral clustering
algorithm on the generated sparse graph. We consider each
cluster as one point in a Grassmann manifold, and measure
the geodesic distance among these points. The distances are
further analyzed using a min-max algorithm [1] to extract an
optimal subset of clusters. Finally, by considering a sparse sub-
graph of each selected cluster, we detect a representative using
principal component centrality [11]. We refer to the proposed
representative selection framework as a Sparse Graph and
Grassmann Manifold (SGGM) based approach. To validate the
proposed SGGM framework, we apply it onto the problem of
video summarization where only few video frames, known as
key frames, are selected among a much longer video sequence. A
comparison of the results obtained by the proposed algorithm
with the ground truth, which is agreed by multiple human
judges, and with some state-of-the-art methods clearly indicates
the viability of the SGGM framework.
Index Terms—sparse graph, geodesic Grassmann manifold
distance, principal component centrality.
I. INTRODUCTION
Capturing, storing, and extracting valuable information from
Big Data raise a number of technical challenges. Issues related
to Big Data are normally classified based on three typical char-
acteristics: volume, velocity, and variety. Volume is arguably
the greatest challenge which refers to a huge amount of data
(that could reside) in a high dimensional space. Additional
challenges are related to a variety of data sources, ranging
from traditional types of data, such as documents and financial
transactions, to multimedia data including audio, video, and
massive image databases.
In particular, due to the challenges associated with the high
volume of multimedia dataset, many systems usually ignore a
large amount of potentially valuable information without being
processed. Examples of such dataset may include surveillance
video or video captured during surgery, where the whole
dataset might simply be deleted within weeks due to the sheer
volume of this Big Data. The problem of finding a subset of
data points, also known as representatives or exemplars, which
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Fig. 1: The overall proposed representative selection via the `1 norm
sparse graph and geodesic Grassmann manifold distance
have the ability of charactering the whole dataset, is one of
the main directions in dealing with Big Data.
Some recent efforts [19] in dealing with massive datasets
try to solve the representative selection problem. However,
the method requires creating a dense similarity matrix among
every pair of data points that restricts the range of applications
into a limited dataset. In this paper, we propose a novel
approach for representative selection that could be applied for
a general dataset. We exploit a spectral clustering technique
for the set of data points using the `1 norm sparse graph
[3], which outperforms traditional methods of creating graphs.
Then, each cluster is considered as one point in a Grassmann
manifold that allows measuring geodesic distances among
these clusters. We employ the min-max algorithm [4] in
conjunction with the geodesic distance to detect a subset of
representative clusters. Each selected cluster is associated with
a sub-graph of the original sparse graph, and then graph prin-
cipal component centrality (PCC) [11] is employed to select
a representative of the sparse sub-graph. Fig.1 illustrates the
overall the proposed representative selection via sparse graph
and Grassmann manifold (SGGM) framework. To validate the
proposed SGGM framework, we apply it onto video dataset,
solving the problem of video summarization where only few
video frames, known as key frames, are selected among a
much longer video sequence. A comparison of the results
obtained by the proposed algorithm with the ground truth,
which is agreed by multiple human judges, and with some
state-of-the-art methods clearly indicates the viability of the
SGGM framework.
The outline of the rest of the paper is as follows. Section
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II presents our proposed representative selection framework
based on `1 norm sparse graph, geodesic Grassmann manifold
distance, and PCC. In Section III, we show our experimental
results and comparisons with state-of-the-art related methods.
Section IV outlines concluding remarks and future work.
II. REPRESENTATIVE SELECTION VIA SPARSE GRAPH AND
GRASSMANN MANIFOLD (SGGM)
A. Data clustering via `1 norm sparse graph of dataset
Clustering analysis (unsupervised learning) is one of the
main techniques being used for analyzing Big Data. Repre-
sentative selection problem has inherently a strong connection
with clustering techniques, where each representative can be
considered as a medoid of the cluster. Prior approaches [19]
focused on measuring pairwise similarities among every pair
of points in the data set to create an affinity matrix. However,
working with a dense matrix is very computationally expen-
sive, especially in Big Data. In this section, we exploit the
self-expressiveness property which has been used successfully
in recent works for image analysis [3], and sparse subspace
clustering [15] to create a sparse affinity matrix and solve
efficiently the data clustering problem.
The underlying factor that impacts the quality of clustering
is how to define neighbors for each datum. The intuitive
approach is using pairwise Euclidean distance, and one point
will be connected with other points via k-nearest neighbors or
ε-ball based methods. The former connects one point with ex-
actly k nearest points, while the latter considers samples within
its surrounding ε-ball as nearest neighbors. Such approaches
suffer from using a predetermined number of neighbors or
a fixed radius for each ball. Hence, they do not fit well
with a general dataset in which each data point may have
diverse connections to other points. Here, we briefly review
the method to create a sparse graph.
Denote H =
{
hj ∈ RD
}N
j=1
is the set of data points, where
D is the dimension of the ambient Euclidean space, which is
smaller than the total number of elements in the dataset (N 
D). The underlying idea of defining a neighborhood for each
point is to consider the data itself as a dictionary for sparse
representation. The set of data points can be written in a matrix
form H = [h1, h2, . . . , hN ] ∈ RD×N . Let Hiˆ ∈ RD×(N−1) =
H/{hi} be the matrix obtained from H by removing its ith
column. The algorithm looks for the sparsest representation of
hi from its corresponding dictionary Hiˆ:
min ‖ci‖0 subject to hi = Hiˆci (1)
Here, ‖.‖0 is the `0 norm that counts the number of non-zero
elements. Although the problem is NP hard, recent results from
compressed sensing has concluded that the sparest solution
could be found via `1 norm minimization:
min ‖ci‖1 subject to hi = Hiˆci (2)
Minimizing `1 norm with an equality constrain could be
transformed into a relaxed form of a convex optimization
problem, for a fixed dictionary Hiˆ of the form:
ci = arg min
ci∈RN−1
‖hi −Hiˆci‖2 + λ‖ci‖1 (3)
There exists a globally optimal solution to the optimization
problem using an available efficient `1-norm optimization
toolbox. We summarize the process of creating a sparse graph
for a dataset:
1) Input the set of data points in the matrix form H =
[h1, h2, . . . , hN ] ∈ RD×N .
2) For each data point hi, solve (3) for its corresponding
coefficient ci ∈ RN−1, which is arranged accordingly
into the ith column of the coefficient matrix C ∈ RN×N
by inserting a zero entry at ith position of ci (i.e. C has
zero diagonal).
3) Graph construction in the form of G = {H, C˜} in
which each point in H is mapped to one vertex, and
C˜ =
[
C˜ij
]
N×N
denotes the graph weight matrix,
C˜ij = |Cij |+ |Cji|.
An algorithm from spectral graph theory has been exploited
for data segmentation. In particular, normalized cut algorithm
[7] iteratively segments the input dataset into two clusters,
and check for the maximum rank of linear spaces spanned by
elements in these clusters. If a cluster has a rank which is
greater than a predetermined threshold, it will be recursively
partitioned into smaller clusters. This produce serves to avoid
the problem of having too many data points in one cluster.
The next part introduces an algorithm for selecting a set of
important clusters, and then to select representatives from
these clusters.
B. Geodesic Grassmann manifold distance for the optimal
subset of clusters
In this section, we consider each cluster as one point in the
Grassmann manifold. Since the number of obtained clusters
could be larger than the number of desired representatives,
some clusters contain outliers or no important/redundant infor-
mation. We exploit geodesic Grassmann manifold distance to
measure the dissimilarity between two clusters (as two points
in the manifold). Then, the min-max algorithm [4] has been
exploited for the final optimal subset of clusters.
Grassmann manifold: given n, p (p ≤ n) are positive
integers, denote Grass(p, n) and Rn×p∗ are the set of all p-
dimensional subspaces of Rn, and the set of all n×p matrices
whose columns are linear independent, respectively. Rn×p∗ is
an open subset of Rn×p. The subset admits a structure of an
open sub-manifold of Rn×p where its differential structure is
created using the chart Φ : Rn×p∗ → Rnp : X → vec(X).
Therefore, this manifold is referred to as non-compact Stiefel
manifold of full rank n × p matrices. The manifold Rn×p∗ is
equipped with an equivalence relation ∼ that is defined as
follows:
X ∼ Y if and only if span(X) = span(Y ) (4)
Here, X,Y ∈ Rn×p∗ and span(X) denotes the subspaces
spanned by the columns of matrix X . The quotient manifold
defined on the non-compact Stiefel manifold Rn×p∗ with the
above equivalence relation [X] :=
{
Y ∈ Rn×p∗ : Y ∼ X
}
is
the equivalence class that contains element X , and the set
Rn×p∗ / ∼:=
{
[X] : X ∈ Rn×p∗
}
is a quotient space that has
one-to-one correspondence to Grass(p, n), where each point
in Grass(p, n) is one p-dimensional subspace. The distance
between two subspaces is now mapped to geodesic distance
between two points in the manifold, which is mainly computed
using the concept of principal angles.
Denote H1 and H2 be two subspaces (assuming that
dim(H1) = d1 ≥ dim(H2) = d2), the principal angles
between two subspaces, 0 ≤ θ1 ≤ . . . ≤ θt ≤ pi/2, are defined
recursively for t = 1, . . . , d2 as follows [9]:
cos θt = max
ut∈H1
max
vt∈H2
ut
T vt (5)
s.t. ‖ut‖2 = 1, ‖vt‖2 = 1
uTj ut = 0, v
T
j vt = 0 for j = 1, 2, ..., t− 1
These vectors (u1, . . . , ud2) and (v1, . . . , vd2) are called prin-
cipal vectors of these two subspaces H1 and H2. The principal
angle θk is the angle between two principal vectors uk and vk.
There are several methods of computing the principal angles
and principal vectors; one efficient stable method has been
developed using singular value decomposition on the product
of two basis matrices H1TH2 (the subspace H1 and its basis
matrix are used interchangeably in this contex). In particular,
H1
TH2 (6)
where U = [u1, . . . , ud2 ] , V = [v1, . . . , vd2 ] are matrices
of these principal vectors and S = diag (cosθ1, . . . , cosθd2).
There are several methods of computing Grassmann manifold
distance based on these obtained principal angles, i.e. pro-
jection distance, Binet-Cauchy distance, etc. Some additional
properties and applications of these distances could be found at
[9]. In this paper, we exploit the geodesic Grassmann manifold
distance (arc length) in the form:
G (H1, H2) =
√
d2∑
j=1
θj
2 (7)
The distance has been also exploited successfully in prior
work on image search problem to manipulate leaf nodes in
the data partition tree [10]. It has some desired properties of a
metric, such as symmetric, triangular properties. In addition, it
is derived from the intrinsic geometry of Grassmann manifold,
which is the length of geodesic curve connection two points
on the manifold.
In our work, we exploit the distance in conjunction with
the min-max algorithm so select an optimal subset of clusters.
Different from the prior work [4], the affinity matrix here
is created based on pairwise distance among set of clusters,
which is very small compared to number of points from a
dataset (or number of frames in a video sequence [4]). The
outline and benefits of the min-max algorithm could be found
at [1]. Algorithm 1 summarizes the selection of an optimal
subset of clusters.
ALGORITHM 1. The min-max algorithm for subset of clusters 
Inputs: Set of clusters (points in Grassmann manifold),  
Number of desired clusters (or representatives). 
Outputs: The final subset of clusters. 
Begin 
1. Create the affinity matrix based on the geodesic distance. 
2. Detect the first two clusters of having the maximum 
geodesic measure. 
3. Repeat until enough number of clusters: 
 Scan all remaining clusters 
 Select a cluster, for which its minimum distance to 
the previous selected clusters get maximum. 
End 
 
C. Principal component centrality for representative selection
The final step selects representatives from each cluster. Prior
approaches [2] in representative selection for video dataset
exploited the temporal redundancy property of video to select
a representative, e.g. the first, last, and/or middle frame in
the temporal order. This is clearly cannot be generalized to
an arbitrary set of data points. Here, each cluster is mapped
into a sub-graph of `1 norm sparse graph from prior steps.
We then evaluate the importance of a vertex position based on
PCC [11].
PCC is rooted from Karhunen Loeve transform of a signal
that provides a general framework to transform graphs into
a spectral space, and then allows having a vital insight into
centrality of a graph. Denote A ∈ Rm×m is the adjacency
matrix of a sparse sub-graph of C˜, X = [x1x2 . . . xm] ∈
Rm×m be the matrix of concatenated eigenvectors, and Λ =
[λ1, λ2, ..., λm]
′
(|λ1| ≥ |λ2| ≥ ... ≥ |λm|) be the vector of
corresponding eigenvalues of A. Xm×q is the sub-matrix
consisting of the first q columns of X . Then, PCC can be
expressed in a matrix form as:
Cq =
√
((AXm×q) • (AXm×q)) 1q×1 (8)
In which • denotes the Hadamard (or Schur product) operator.
PCC value of a node in a graph is the Euclidean distance of a
node from the origin in the q-dimensional eigenspace formed
by the q most significant eigenvectors.
III. EXPERIMENTAL RESULTS ON VIDEO SUMMARIZATION
We validate the efficiency of the proposed SGGM frame-
work on video summarization problem. The general area of
video summarization has an important role in many video-
related applications. We note that representative selection
techniques may apply to video summarization; however the
inverse is not correct. There are inherent limitations in prior
video summarization techniques that cannot be generalized
to the problem of representative selection from a Big-Data
point-of-view. First, most proposed video summarization tech-
niques are domain-dependent [16-17], in which they exploit
specific properties of video clips (e.g. temporal redundancy) or
particular domains (soccer videos, documental videos, news).
Second, although some of these techniques produce summaries
of acceptable quality, the summarization process endure a high
computational complexity [14]. The required time of creating
a summary may be up to ten times the video length [13].
We test the SGGM framework on consumer (personal/user
generated) videos, which have no predetermined structure
with rather diverse contents, and more challenging than
professionally-produced videos. In addition, consumer videos
may suffer from low quality due to factors such as poor
lighting and camera shake. Moreover, until now, there is little
focus on solving challenges associated with consumer videos
[1][6], not to mention that this type of videos has grown
rapidly recently. In particular, our simulations were run on the
Kodak Home Video Database [6]. These clips were captured
using KodakEasyShare C360 and V550 zoom digital cameras,
with a VGA solution (frame size of 640×480). In the interest
of brevity, we selected a subset of seven clips for evaluation
and comparison in this paper. The detail description of these
clips is provided in Table I. They vary in duration from 250
frames to 656 frames, approximately 485 frames per clip on
average. The average number of key frames is five per clip,
depends on the number of key frames in the ground truth.
The proposed algorithm does not perform any pre-sampling as
in previous approaches, such as at a predetermined rate [14].
Therefore, it is rather straightforward to extend the proposed
algorithm for longer video clips in conjunction with simple
sub-sampling (e.g. 15 minutes if a pre-sampling rate at one
frame/sec is employed).
The ground truth: the SGGM methods results are com-
pared with the ground truth that has been used in prior
approaches [1-2][5-6]. The details of the process to create the
ground truth could be found at [6].
Experiment setup:Given input video sequence, a feature
vector is extracted from each frame to reduce the high di-
mension in the pixel domain. In particular, we choose color
histogram as a popular feature vector, using 16 bins for each
RGB components. After this step, each frame is mapped to a
vector point in the R48 Euclidean space. Since in video dataset,
a frame has a very close feature to its neighbor frames in
temporal domain. Therefore, for each frame, its neighborhood
of a predetermined number of frames will be removed from
the corresponding dictionary for a sparse representation. These
coefficients will be assigned to be one after solving (3). In
our experiment, for each frame, its neighborhood containing
maximum 15 consecutive frames (before and after) will be
removed from the dictionary. In addition, each sparse coeffi-
cient is scaled by the difference of time index [8]. In particular,
Cij := e
β|i−j|2Cij where β = 0.02 is chosen as a constant in
our work.
Under the spectral clustering step, we exploited the nor-
malized cut algorithm iteratively with the upper bound rank
threshold is chosen to be 10. The upper bound rank controls
the maximum element in each cluster, and therefore helps to
automatically determine the number of clusters in the end. We
also evaluate the impact of selecting a predetermined number
 
 
TABLE I. VIDEO CLIP DESCRIPTION USED FOR EVALUATION [1] 
Video Name # 
KF 
# 
Frames 
Indoor/ 
Outdoor 
Camera 
Motion 
Persp. 
Changes 
Bright. 
Changes 
HappyDog 4 376 Outdoor Yes Yes Yes 
MuseumExhibit 4 250 Indoor Yes No No 
SoloSurfer 6 618 Outdoor Yes Yes Yes 
SkylinefromOverlook 6 559 Outdoor 
(dark) 
Yes Yes Yes 
FireworkAndBoat 4 656 Outdoor Yes No No 
BusTour 5 541 Outdoor 
(inside bus) 
Yes Yes Yes 
LiquidChocolate 6 397 Indoor Yes Yes yes 
 
of clusters via iteratively clustering the data with the upper
bound rank. We conclude that using a predetermined number
of clusters does not lead to as good result as iterative partition
input video sequence.
Baseline algorithms: we compare our work with some
state-of-the-art algorithms, including motion based key frame
extraction (MKFE) [6], sparse modeling finding represen-
tatives (SMFR) [18] (the code is provided online), sparse
representation based method (SR) [8], and bi-layer group
sparsity (BGS) [5]. Summary of these methods could be found
at [1].
Evaluation: In order to quantitatively evaluate the perfor-
mance of an automated algorithm in selecting key frames
relative to the key frames in the ground truth, we examine
both image content and time differences as suggested in prior
efforts [1-2][5-6]. Two frames are considered equivalent if they
occur within a short period of time, and must be similar in
scene content. The degree of a match is scored on the range
{0, 0.5, 1}. We use 0.5 when there is ambiguity. The score
here could be understood as the number of good key frames
selected by each method. The difference between the number
of key frames in the ground truth and the obtained score could
be considered as the missing frames. Since in all of algorithms
being compared, the number of desired key frames selected by
the automatic algorithms are set to equal the number of frames
from the ground truth, the two factors of precision and recall
(and F measure [12]) are not used in this work (since in this
case precision = recall). The evaluation scores and comparison
of our proposed SGGM framework with the aforementioned
leading approaches are summarized in Table II.
Visual Comparison: Fig.2 shows the results of BusTour
video, including two compared methods from the baseline
algorithms (MKFE [6] and BGS [5]), our proposed SGGM
method, and the ground truth. The video contains five key
frames from the ground truth, which was captured inside a
moving bus. This is a tough video in term of video summa-
rization since the scenes change fast including both outside
and inside movements. The BGS method [5] obtains only one
good matched frame (#511), and the MKFE method [6] gets
two good matched frames (#289, #511). Our proposed SGGM
method extracts successfully three key frames (#26, #161, and
#382).
 a) MKFE  #67 #265   #289   #343   #511   
b) BGS #66 #116   #371   #471   #511   
c) Our  #26 #103   #161   #382   #493   
#186   #276   #389   #508   d) GT  #7 
Fig. 2: BusTour video. Visual comparison for some different methods includes a) Motion based Key Frame Extraction (MKFE) [6], b)Bi-layer
Group Sparsity (BGS) [5], c) Our proposed SGGM method, and d) The ground truth. Solid red border implies a good matched frame
 
TABLE II. SUMMARY OF EXPERIMENTAL RESULTS AND COMPARISONS 
Video Name SMFR
[5] 
SR 
[6] 
BGS 
[7] 
MKFE 
[8] 
SGGM #KF  
HappyDog 1 2 3 3 2.5 4 
MuseumExhibit 3 3 3 3 3 4 
SoloSurfer 3.5 4 5.5 4.5 4 6 
SkylinefromOverl
ook 
4 3.5 4 3 4 6 
FireworkAndBoat 1 0 1 3 2 4 
BusTour 1 3 1 2 3 5 
LiquidChocolate 3 3.5 5 4 5 6 
Summary 16.5 19 22.5 22.5 23.5 35 
 
Computational Complexity: Since the time required for
producing a set of key frames depends on a particular hard-
ware, it is almost impossible to produce a fair comparison in
term of complexity among these methods. In this paper, we
evaluate the average processing time per frame to evaluate
the complexity. According to those experiments, our SGGM
method takes 0.0140 second on average to process a single
frame. This particular number depends on the computational
power of the employed hardware. In our work, we used an Intel
Core E7500 @2.93GHz platform. The average processing time
per frame could be reduced further by a factor of pre-sampling
rate.
IV. CONCLUSION
We proposed a novel SGGM framework dealing with
representative selection for Big Data. We exploited self-
expressiveness property to create a sparse graph for a dataset.
The sparse graph allows working more efficiency than tradi-
tional dense graph. We exploited geodesic Grassmann mani-
fold distance and the min-max algorithm to recursively cluster
a sparse graph into set of clusters, and then select a subset of
important clusters. We used PCC to select a final representative
for each selected cluster. We showed the application on video
summarization, in a very challenging type of consumer videos.
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