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ABSTRACT
Quadratic backward stochastic differential equations with singularity in the value process appear in several applications, including
stochastic control and physics. In this paper, we prove existence and uniqueness of equations with generators (dominated by a func-
tion) of the form |z|2/y. In the particular case where the BSDE is Markovian, we obtain existence of viscosity solutions of singular
quadratic PDEs with and without Neumann lateral boundaries, and rather weak assumptions on the regularity of the coefficients.
Furthermore, we show how our results can be applied to some optimization problems in finance.
KEYWORDS: Domination condition; singularity at zero; viscosity solutions; probabilistic representation, PDE with Neumann
lateral boundary; decision theory in finance; convex duality.
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1. Introduction
Let (Ω,F ,P) be a probability space carrying a d-dimensional Brownian motion denoted W and equipped with the P-
completion of the filtration σ(Ws, s ≤ t ≤ T ) generated by W , with T ∈ (0,∞). We equip [0, T ] × Ω with the
progressive σ-field. In this article is to give conditions for existence and uniqueness of quadratic backward stochastic
differential equations (BSDEs) of the form
Yt = ξ +
T∫
t
H(u, Yu, Zu) du −
T∫
t
Zu dWu, (1.1)
when the function H (the generator) has a possible singularity at zero, and to investigate a few applications notably in
singular PDE theory. Here is a tidbit of our results.
Proposition 1.1. Let ξ be a random variable such that E[|ξ|3] <∞, with ξ > 0 P-a.s. or ξ < 0 P-a.s., putH(t, y, z) =
|z|2/y. Then, the BSDE (1.1) has a solution (Y, Z) such that E[sup0≤t≤T |Yt|
2] + E[
∫ T
0 |Zt|
2 dt] < ∞. Moreover,
uniqueness holds among solutions such that Y 3 is in the class (D).
The definition of the class (D) will be recalled in Section 2. We emphasize that the terminal condition ξ is not assumed
bounded, and can be arbitrarily close to zero. This will allow to derive viscosity solutions of some singular semilinear
PDEs (with and without Neumann lateral boundaries) with quadratic nonlinearity in the gradient whose simplest model
is {
∂tv +
1
2∆v = −
|∇v|2
v
v(0, x) = h(x)
(1.2)
with the gradient and laplacian operators acting on the spacial variable. The generator in the statement of Proposition 1.1
is the "canonical form" of generators we consider. In particular, the generators will not necessarily be locally Lipschitz
continuous, so that the equation will not be amenable to techniques involving Picard iterations, a priori estimates or
localizations and approximations which are prevalent in the literature.
The method we develop in the present article is rather based on a combination of a simple change of variable technique
akin to Zvonkin’s transform in the theory of stochastic differential equations and a domination method developed in
1
Bahlali [4]. This allows to show (see Theorem 2.2) that whenH is continuous and satisfies
0 ≤ H(t, ω, y, z) ≤ αt(ω) + βt(ω)y + γt(ω)z +
δ
y
|z|2 for y > 0 (1.3)
for some (not necessarily bounded) processes α, β and γ, and some δ ≥ 0, the BSDE (1.1) admits a strictly positive
solution. Here again, ξ is almost surely strictly positive. Also due to the singularity of the generator, the proof we give
of uniqueness for generators of the form (1.3) does not rely on comparison principles as customary (note however that
some form comparison still holds in the case of the "canonical case" of Proposition 1.1). We instead base our arguments
on convex duality techniques for BSDEs initiated by Drapeau et al. [24]. This requires an additional convexity condition
on the generator.
To the best of our knowledge, the only papers dealing with existence (without uniqueness) of quadratic BSDEs of the
form f(y)|z|2 (with f not constant) are the papers of Bahlali et al. [8], Duffie and Epstein [26] and Bahlali [4]. In the
works of Bahlali et al. [8] and Duffie and Epstein [26], the function f is assumed to be integrable (and even continuous
in the second paper) and in Bahlali [4], it is assumed to be locally integrable. The case f(y) = 1/y requires a particular
treatment and is of special practical interest.
In fact, when specializing to the Markovian framework, BSDEs considered in the present article allow to prove
existence of viscosity solutions of some singular semilinear PDEs as (1.2) with quadratic nonlinearity in the gradient. Our
results will hold for more general equations, with limited regularity conditions on the coefficients see Section 4. This type
of equations have been the subject of a sustained research interest for over a decade now, see e.g. [1, 2, 11, 14, 32, 50, 51]
and references therein. The interest in these equations is due to at least two reasons. As explained by Molino [51] and
Boccardo and Orsina [11], Equation (1.2) is a simplified form of Euler-Lagrange equation. In physics, Equation (1.2)
appears in modeling of quenching problems (Dong and Levine [22], Merle [49], Merle and Zaag [50], Chapman et al.
[15]) and in the study of model gas flow in porous media (Giachetti et al. [31], Giaghetti and Murat [32]). We emphases
that the existing literature deals with existence (and properties) of Sobolev solutions in the H1-sense. Note in passing
that the link between BSDEs and Sobolev solutions of parabolic PDEs was well-explained by Barles and Lesigne [9].
In this work we are interested in existence of viscosity solutions in the sense of Crandall et al. [18]. It is well-
known that existence of H1-solutions does not imply that of viscosity solutions and vice versa. Moreover, we prove a
probabilistic representation of solutions. This is particularly relevant for numerical computations of such PDEs using
Monte-Carlo approximations or neural networks (see Gobet et al. [33] and Han et al. [35]). The expertsmust have already
noticed that the technical difficulty in the proofs of a probabilistic representations is the lack of (strict) comparison
principles for generators under consideration here. This is overcome using stability and convex duality methods.
In financial mathematics and economics, BSDEs with generators of the form |z|2/y naturally appear in problems of
optimal investment and decision theory, (see e.g. Nutz [52], Heyne et al. [36], Xing [61] and Epstein and Zin [27]) but
also in interest rates problems (see Hyndman [38]). We also refer to Subsection 5.1 below where we discuss a portfolio
optimization problem.
Let us now say a few words on the extensive literature on BSDEs with and their connections to parabolic PDEs. When
the generator H is Lipschitz continuous (in (y, z)) and ξ is square integrable, Pardoux and Peng [54] proved existence
and uniqueness of a square integrable solution (Y, Z). The case where the generator can have quadratic growth in z (i.e.
grows slower than |z|2) is particularly relevant in several applications. It has been initially investigated by Kobylanski
[42] for bounded terminal conditions ξ by developping a monotone stability method. This result has been extended
in a number of papers, including Briand and Hu [13], Cheridito and Nam [16], Delbaen et al. [21], Tevzadze [59]
and Barrieu and El Karoui [10]. The approach of Briand and Hu [13] is based on a localization procedure. Cheridito
and Nam [16] show that the problem can be reduced to the Lipschitz case when the terminal condition has bounded
Malliavin derivative, see also Hamadène [34]. Barrieu and El Karoui [10] derive existence from a monotone stability
property for the so-called quadratic semimartingales. As commonly assumed in the literature, all the above mentioned
works assume H continuous in (y, z), or even locally Lipschitz, and that the terminal condition is bounded, or has
2
exponential moments.
In the next section we state the main existence and uniqueness results for BSDEs of the form |z|2/y. The proofs
are given in Section 3. The subsequent section is devoted to applications to viscosity solutions of singular parabolic
PDEs. We start by the case where there are no boundary conditions and then we consider singular PDEs with lateral
Neumann boundary conditions. In Section 5, we discuss applications to finance and economics. In the appendix we
prove seemingly new stability results for (forward) stochastic differential equations with non-Lipschitz coefficients that
are of independent interest. These are necessary for the existence of viscosity solutions of PDEs with non-Lipschitz
coefficients treated in Section 4.
2. Main results
Consider the following spaces and norms: For p > 0, we denote by Lploc(R) the space of (classes) of functions u
defined on R which are p-integrable on bounded subsets of R. We also denote,W2p, loc(R) the Sobolev space of (classes)
of functions u defined onR such that both u and its generalized derivatives u′ and u′′ belong to Lploc(R). By, C we denote
the space of continuous andFt –adapted processes. By S
p(R)we denote the space of continuous,Ft –adapted processes
Y such that E sup0≤t≤T |Yt|
p <∞, and S∞(R) the space of processes Y ∈ Sp(R) such that sup0≤t≤T |Yt| ∈ L
∞. The
set Sp+(R) denotes the positive elements of S
p(R). LetMp(Rd) be the space of Rd-valued Ft–progressive processes
Z satisfying E
[(∫ T
0 |Zt|
2dt
) p
2
]
< +∞. By L2(Rd) we denote the space of Ft –progressive processes Z satisfying∫ T
0
|Zs|
2ds < +∞ P–a.s. BMO is the space of uniformly integrable martingalesM satisfying
sup
τ
||E
[
|MT −Mτ | | Fτ
]
||∞ <∞
where the supremum is taken over all stopping times τ with values in [0, T ]. A process Y is said to belong to the class
(D) if the set {Yτ : τ stopping time in [0, T ]} is uniformly integrable.
Definition 2.1. Given ξ ∈ L0 and a measurable functionH : [0, T ]×Ω×R×Rd → R, we denote by BSDE(ξ,H) the
BSDE with terminal condition ξ and generatorH , i.e.
Yt = ξ +
T∫
t
H(s, Ys, Zs) ds−
T∫
t
Zs dWs, t ∈ [0, T ]. (2.1)
A solution to BSDE(ξ,H) is a process (Y, Z) which belongs to C × L2 such that (Y, Z) satisfies BSDE(ξ,H) for each
t ∈ [0, T ] and
∫ T
0 |H(s, Ys, Zs)|ds <∞ P-a.s.
Our first main result gives existence of BSDEs having generators with growth of the form |z|2/y. Let α, β : [0, T ]×
Ω→ R+ and γ : [0, T ]× Ω→ R
d be progressively measurable processes and consider the following conditions:
(A1) H : [0, T ]× Ω× R× Rd → R is progressively measurable and continuous for each fixed (t, ω), and it holds
0 ≤ H(t, ω, y, z) ≤ αt(ω) + βt(ω)y + γt(ω)z +
δ
y
|z|2 =: g(t, y, z) (2.2)
for all (y, z) ∈ R+ × R
d and for some δ ≥ 0.
(A2) α ∈ S2+(R), ξ > 0 and there is p > 1 such that
E
[
ξ(2δ+1)pep
∫
T
0
λu du
]
<∞ and E
 T∫
0
e
1
2
∫
s
0
λu duαs ds
p <∞,
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with λt := (2δ+1)(αt+βt)+
|γt|
2
2r for some r ∈ (0,
1∧(p−1)
2 ), e
∫
T
0
γs dWs ∈ Lq, β ∈ Sq+(R) and |γ| ∈ S
2q(R),
with 1/p+ 1/q = 1.
(A3) α ∈ S2+(R), ξ > 0 and there is p > 1 such that
e
∫
T
0
αu+βu duξ ∈ L(2δ+1)p and
T∫
0
e
∫
s
0
αu+βu duαs ds ∈ L
p
e
∫
T
0
γs dWs ∈ Lq , β ∈ Sq+(R) and |γ| ∈ S
2q(R), with 1/p+ 1/q = 1.
(A1’) H : [0, T ]× Ω× R× Rd → R is progressively measurable and continuous for each fixed (t, ω), and it holds
0 ≥ H(t, ω, y, z) ≥ −αt(ω)− βt(ω)y − γt(ω)z −
δ
y
|z|2 =: −g(t, y, z) (2.3)
for all (y, z) ∈ R× Rd, with δ ≥ 0 and 2δ + 1 ∈ N is odd.
(A2’) ξ < 0 and satisfies the integrability conditions stated in (A2) along with α, β and γ.
(A3’) ξ < 0 and satisfies the integrability conditions stated in (A3) along with α, β and γ.
Theorem 2.2. If (A1) and (A2) hold, (resp. (A1’) and (A2’) hold), then the BSDE(ξ,H) admits a solution (Y, Z) ∈
S(2δ+1)p × L2 such that 0 < Y ≤ Y g, (resp. Y −g ≤ Y < 0), where (Y g, Zg) and (Y −g, Z−g) solve BSDE(ξ, g) and
BSDE(ξ,−g), respectively.
If instead of (A2), condition (A3) holds (resp. (A3’) instead of (A2’)), then the solution (Y, Z) satisfies
supt∈[0,T ] E[|Yt|
2δ+1] <∞ and Z ∈ L2.
The proof is given in Subsection 3.2 below. Under slightly stronger conditions, the BSDE with generator driven by
|z|2/y further admits a unique solution.
Theorem 2.3. Assume that ξ ∈ L∞, α, β ∈ S∞, that
∫
γ dW is a BMOmartingale and that for each (t, ω), the function
H(t, ω, ·, ·) is jointly convex. If (A1) holds and ξ > 0, (resp. (A1’) holds and ξ < 0) then, for every solution (Y, Z)
of BSDE(ξ,H) such that 0 < Y ≤ Y g (resp. Y −g ≤ Y < 0), the process Y is bounded and
∫
Z dW is a BMO
martingale. Moreover, for every solutions (Y, Z), (Y ′, Z ′) satisfying 0 < Y, Y ′ ≤ Y g , (resp. Y −g ≤ Y, Y ′ < 0) the
processes Y and Y ′ are indistinguishable and Z = Z ′P ⊗ dt-a.e.
Along with the existence result, the above uniqueness theorem is crucial for existence of viscosity solutions of a class of
singular parabolic PDEs. For instance, our results will allow to solve the PDE
∂v
∂s (s, x) + b(t, x)∇xv(s, x) +
1
2∆v(s, x) +
|∇xv|
2
v (s, x) = 0, on [0, T )× R
d,
v(t, x) > 0 on [0, T )× Rd,
v(T, x) = h(x)
when the functions b and h are merely continuous in x, with additional growth conditions, see Theorem 4.5 and Remark
4.6. This will be developed in Subsection 4.1 for parabolic PDEs with no boundary conditions and Subsection 4.3 for
the case of PDEs with lateral Neumann boundaries. In Section 5 we provide two applications of the this existence result
to economics, namely to utility maximization with random endowment and to the existence of Kreps-Porteus stochastic
differential utility in continuous time.
4
3. Proofs of the main results
3.1. Preliminaries
Since BSDEs with linear generators play an important role in our arguments, we summarize below some of their prop-
erties.
Lemma 3.1. Let ξ be anFT -measurable random variable and γ : [0, T ]×Ω→ R
d a progressively measurable process.
Consider the BSDE
Yt = ξ +
T∫
t
γsZs ds−
T∫
t
Zs dWs. (3.1)
(i) If there is p > 1 such that ξ ∈ Lp and exp
( ∫ T
0 γs dWs
)
∈ Lq with 1/p + 1/q = 1, then (3.1) has a unique
solution (Y, Z) such that
t∫
0
ZsdWs is a local martingale and sup
0≤s≤T
E(|Ys|) <∞.
(ii) If in addition ξ is positive, then the solution Yt is positive for each t.
(iii) If ξ = 0, then (0, 0) is a solution of (3.1). If ξ 6= 0, then for any process Z , the pair (0, Z) cannot be a solution of
(3.1).
(iv) If γ = 0 and Y is a positive solution to equation (3.1), then necessary ξ ∈ L1.
(v) If γ = 0 and ξ ∈ L1, then Equation (3.1) admits a unique solution (Y, Z) such that Y belongs to the class (D)
and Z ∈ Mp(Rd) for each 0 < p < 1.
Henceforth, denote by Qq the probability measure with density
dQq
dP
:= exp
 T∫
0
qs dWs −
1
2
T∫
0
|qs|
2 ds

where q : [0, T ]× Ω→ R is a progressively measurable process such that
∫ T
0
|qu|
2 du <∞.
Proof. Since the probability measure Qγ is equivalent to P, the existence in (i) follows by an extension of martingale
representation theorem, see e.g. [57, Corollary 5.2.3]. Moreover, ξ ∈ L1(Qγ) and it holds
Yt = EQγ [ξ | Ft]. (3.2)
This shows in particular, due to Hölder’s inequality, that sup0≤t≤T E[|Yt|] < ∞. That
∫
Z dW is a local martingale
follows by Girsanov’s theorem.
If ξ > 0, then by (3.2) and the fact that Qγ is equivalent to P we have Y > 0. The latter argument further shows that
if ξ = 0, then Y = 0 and Z = 0, and if ξ 6= 0 we must have Y 6= 0.
Now, assume γ = 0. If (Y, Z) is a solution such that Y > 0, then ξ > 0. Let τn be a localizing sequence such
that
∫ τn∧·
0
Z dW is a martingale. Then, it holds Y0 = E[Yτn ] and by Fatou’s lemma and continuity of Y , this implies
E[ξ] ≤ Y0 <∞. Reciprocally, if ξ ∈ L
1, the proof goes as in [4]. 
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Another important tool in our arguments is the so-called existence by domination result (see [4]) which we present
below.
Definition 3.2. (Domination conditions) We say that the data (ξ,H) satisfy a domination condition if there exist two
progressively measurable processesH1 andH2 and two FT -measurable random variables ξ1 and ξ2 satisfying
(a) ξ1 ≤ ξ ≤ ξ2
(b) BSDE(ξ1, H1) and BSDE(ξ2, H2) have two solutions (Y
1, Z1) and (Y 2, Z2) respectively, such that:
(i) Y 1 ≤ Y 2,
(ii) for every (t, ω), y ∈ [Y 1t (ω), Y
2
t (ω)] and z ∈ R
d, it holds H1(t, y, z) ≤ H(t, y, z) ≤ H2(t, y, z) and
|H(t, ω, y, z)| ≤ ηt(ω) + Ct(ω)|z|
2.
where C and η are Ft-adapted processes such that C is continuous and η satisfies for each ω,
∫ T
0
|ηs(ω)|ds <∞.
Lemma 3.3. (Existence by domination) Let H be continuous in (y, z) for a.e. (t, ω). Assume moreover that (ξ,H)
satisfy the domination conditions (D1)–(D2). Then, BSDE(ξ,H) has at least one solution (Y, Z) ∈ C × L2 such that
Y 1 ≤ Y ≤ Y 2. Morover, among all solutions which lie between Y 1 and Y 2, there exist a maximal and a minimal
solution.
This lemma, whose proof can be found in [4], is an intermediate value-type theorem. It directly gives the existence
of solutions. Neither a priori estimates nor approximations are needed. The idea of the proof consists in deriving the
existence of solutions for the BSDE without reflection from solutions of a suitable quadratic BSDE with two reflecting
barriers obtained by [29, Theorem 3.2], see also [28]. Note that the latter result is established without assuming any
integrability conditions on the terminal value.
3.2. Existence
We start by giving the argument for the proof of Proposition 1.1. It is a corollary of the following result:
Proposition 3.4. Let δ ≥ 0. Let ξ be a random variable such that E[|ξ|2δ+1] <∞, with ξ > 0 P-a.s., put H(t, y, z) =
δ|z|2/y. Then, the BSDE (2.1) has a solution (Y, Z) such that sup0≤t≤T E[|Y |
2δ+1] < ∞ and Z ∈ L2. If δ 6= 1/2,
then E[sup0≤t≤T |Yt|
2] + E[
∫ T
0
|Zt|
2 dt] < ∞. Moreover, the uniqueness holds among solutions such that Y 2δ+1 is in
the class (D).
If 2δ + 1 is a odd number, then the above result remains true even when ξ < 0 P-a.s.
Proof. The function
u(y) :=
1
2δ + 1
y2δ+1 (3.3)
is a twice continuously differentiable function which is one to one from R onto R. Moreover, its inverse v := u−1
is also twice continuously differentiable from R∗+ to R+ (and from R
∗
− to R− when 2δ + 1 is odd). Therefore, Itô’s
formula shows that BSDE(ξ, δy |z|
2) has a solution if and only if BSDE( 12δ+1ξ
2δ+1, 0) has a strictly positive (or a strictly
negative) solution. According to Dudley’s representation theorem, BSDE( 12δ+1 ξ
2δ+1, 0) has a solution for any FT -
measurable random variable ξ. No integrability is needed for ξ. But, in order to apply Itô’s formula to the function
u−1(x) = ((2δ+1)x)
1
2δ+1 , we need that BSDE( 12δ+1ξ
2δ+1, 0) has a strictly positive (or strictly negative) solution. This
holds when ξ belongs to L2δ+1, ξ 6= 0 and has a constant sign (ξ > 0, and if 2δ + 1 is odd this also holds when ξ < 0).
In this case, according to Lemma 3.1, BSDE( 12δ+1 ξ
2δ+1, 0) has a unique solution (Y¯, Z¯) such that Y¯ belongs to class
6
(D) and Z¯ belongs toMp(Rd) for each 0 < p < 1. Putting Y := ((2δ + 1)Y¯ )
1
2δ+1 , there is Z such that (Y, Z) solves
BSDE(ξ, δy |z|
2) and, for some constantK ≥ 0, we have
sup
0≤τ≤T
E[|(Yτ )
2δ+1|] =
1
2δ + 1
sup
0≤τ≤T
E[|Y¯τ |] ≤ K (3.4)
where the supremum is taken over all stopping times τ ≤ T .
Now, assume δ 6= 1/2. We shall show that (Y, Z) belongs to S2(R)×M2(Rd). Itô’s formula gives
|Yt|
2 = ξ2 +
T∫
t
(2δ − 1)|Zs|
2ds− 2
T∫
t
YsZsdWs.
For R > 0, let τR := inf{t ≥ 0;
∫ T
t |YsZs|
2ds ≥ R} ∧ T . It holds E[Y0] = E[ξ
2] + E
∫ T∧τR
0 |Zs|
2ds. Since τR → ∞
as R→∞, we deduce that there is a constantK ≥ 0 such that
E
T∫
0
|Zs|
2ds ≤
1
|2δ − 1|
E[ξ2] +K. (3.5)
We now prove that Y belongs to S2. Using Itô’s formula and Doob’s inequality, it follows that there exists a universal
constant ℓ such that for any ε > 0
E
[
sup
0≤t≤T
|Yt|
2
]
≤ E[ξ2] + (2δ + 1)E
T∫
0
|Zs|
2ds+ 2E
 sup
0≤t≤T
|
T∫
t
YsZsdWs|

≤ E[ξ2] + (2δ + 1)E
T∫
0
|Zs|
2ds+ 2
ℓ
ε
E
[
sup
0≤t≤T
|Yt|
2
]
+ εE
T∫
0
|Zs|
2ds.
Taking ε = 4ℓ, we deduce that
E
[
sup
0≤t≤T
|Yt|
2
]
≤ 2E[ξ2] + 2(4ℓ+ 2δ + 1)E
T∫
0
|Zs|
2ds
which shows that Y belongs to S2(R).
Assume ξ > 0 and let (Y¯, Z¯), (Y˜, Z˜) ∈ S2(R) ×M2(Rd) be two strictly positive solutions of BSDE(ξ, δy |z|
2). Ap-
plying Itô’s formula shows that there are progressively measurable processes Z˜ ′ and Z¯ ′ such that (Y˜ ′, Z˜ ′) and (Y¯ ′, Z¯ ′)
solve BSDE( 12δ+1ξ
2δ+1, 0), with Y˜ ′t = u(Y˜t) and Y¯
′
t = u(Y¯t). Since Y˜
′ and Y¯ ′ are of class (D), it follows by Lemma
3.1 that Y˜ ′ = Y¯ ′ and Z˜ ′ = Z¯ ′. The case ξ < 0 is proved analogously. Proposition 1.1 is proved. 
3.2.1. The BSDE(ξ, g)
In this subsection the quadratic BSDE under consideration is
Yt = ξ +
T∫
t
(
αs + βsYs + γsZs +
δ
Ys
|Zs|
2
)
ds−
T∫
t
ZsdWs, 0 ≤ t ≤ T (3.6)
where α, β : [0, T ]× Ω→ R+ and γ : [0, T ]× Ω→ R
d are progressively measurable processes and δ ∈ R+. We put
g(t, ω, y, z) = αt(ω) + βt(ω)y + γt(ω)z +
δ
y
|z|2. (3.7)
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Proposition 3.5. Assume that (A2) holds and g ≥ 0 on R+ × R
d (resp. (A2’) holds and g ≤ 0 on R− × R
d with
2δ + 1 ∈ N an odd number). Then, the BSDE (3.6) has a solution (Y, Z) such that E sup0≤t≤T |Yt|
(2δ+1)p < ∞ and
Z ∈ L2. If δ 6= 1/2, then we have (Y, Z) ∈ S(2δ+1)p(R)×M2(Rd) such that Y > 0 (resp. Y < 0).
If (A2) is replaced by (A3) (resp. (A2’) replaced by (A3’)) and δ 6= 1/2, then the solution (Y, Z) satisfies the
integrability supt∈[0,T ]E[|Yt|
2δ+1] <∞ and Z ∈M2(Rd).
Proof. We consider only the case ξ > 0, i.e. (A2). The second case goes similarly.
The BSDE
Yt = ξ +
T∫
t
(αs + βsYs + γsZs +
δ
Ys
|Zs|
2)ds−
T∫
t
ZsdWs, 0 ≤ t ≤ T (3.8)
admits a solution if and only if the BSDE
Y¯t = ξ¯ +
T∫
t
(
αs{(2δ + 1)Y¯s}
2δ
2δ+1 + (2δ + 1)βsY¯s + γsZ¯s
)
ds−
T∫
t
Z¯s dWs (3.9)
also does, where ξ¯ := 12δ+1ξ
2δ+1. This follows from Itô’s formula applied to 12δ+1Y
2δ+1 and {(2δ + 1)Y¯ }1/(2δ+1).
Note that in order to apply Itô’s formula to {(2δ+1)Y¯ }1/(2δ+1), we need that Y¯ be strictly positive (or strictly negative
in case 2δ + 1 is an odd integer). We will show below that this holds when ξ > 0 (or ξ < 0).
In order to prove existence of a solution to (3.9), we will apply Lemma 3.3 with ξ1 = ξ2 = ξ¯, H1(t, z) = γtz,
H(t, y, z) = αs{(2δ + 1)y}
2δ
2δ+1 + (2δ + 1)βsy + γsz) and H2(t, y, z) = (2δ + 1)(αt + (αt + βt)y) + γtz. Since
ξ2δ+1 ∈ Lp, and exp
( ∫ T
0 γt dWt
)
∈ Lq, we clearly have
• Y ′t = EQγ
[
ξ¯ | Ft
]
is a solution of BSDE(ξ¯, H1) and Y
′ > 0,
• H1(t, z) ≤ H(t, y, z) ≤ H2(t, y, z) for every y ≥ 0 and every z ∈ R
d.
By [7, Theorem 2.1] the BSDE(ξ2, H2) admits a unique solution (Y
′′, Z ′′) ∈ Sp ×Hp. Since α and β are positive, we
have Y ′′ ≥ Y ′ and since ξ¯ > 0 (which is equivalent to ξ > 0), we further have Y ′ > 0. It follows from Lemma 3.3 that
Equation (3.9) admits a solution (Y¯, Z¯) such that Y ′ ≤ Y¯ ≤ Y ′′. In particular, Y¯ ∈ Sp. Consequently, Equation (3.8)
admits a solution (Y, Z) with Z ∈ L2(Rd), and E sup0≤t≤T |Yt|
(2δ+1)p = (2δ + 1)E sup0≤t≤T |Y¯t|
p <∞ and Y > 0.
Now, assume δ 6= 1/2. Let us show that in this case Z ∈ M2(Rd). Since (Y, Z) satisfies Equation (3.8) and Y > 0,
applying Itô’s formula to Y 2 yields
Y 2t = ξ
2 +
T∫
t
2αsYs + 2βsY
2
s + 2YsγsZs + (2δ − 1)Z
2
s ds− 2
T∫
t
YsZs dWs.
Let n ∈ N and consider the stopping time
τn := inf
t > 0 :
t∫
0
2|Ys|
2|Zs|
2 ds > n
 ∧ T.
Then, there is a constant C ≥ 0 such that for every n ∈ N and every ε > 0 we have
E
 τn∫
0
|Zs|
2 ds
 ≤ 1
|2δ − 1|
Y 20 +
1
|2δ − 1|
E
Y 2τn +
τn∫
0
2αuYu + 2βuY
2
u + 2YuγuZu du

≤ CY 20 + CE
Y 2τn +
τn∫
0
α2u + Y
2
u +
2
q
βqu +
2
p
Y 2pu +
1
pε
Y 2u p+
ε
2
|Zu|
2 +
1
qε
|γu|
2p du

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where the inequality follows by Hölder’s inequality. This shows that there is a constant C > 0 such that
E
 τn∫
0
|Zs|
2 ds
 ≤ C
1 + sup
t∈[0,T ]
E[Y 2pt ] + E
Y 2τn +
T∫
0
α2u + β
q
u + |γu|
2q du
 .
Taking the limit on both sides, it follows by continuity of Y and Lebesgue dominated convergence theorems that
E
 T∫
0
|Zs|
2 ds
 ≤ C
1 + sup
t∈[0,T ]
E[Y 2pt ] + E
ξ2 + T∫
0
α2u + β
q
u + |γu|
2q du
 <∞.
That is, Z ∈ M2(Rd).
In case the integrability condition (A2) is replaced by the condition (A3), we notice that the BSDE(ξ2, H2) admits a
solution (Y ′′, Z ′′) if and only if the equation
Y˜t = e
(2δ+1)
∫
T
0
(αu+βu) duξ¯ +
T∫
t
(2δ + 1)e(2δ+1)
∫
s
0
(αu+βu) duαs + γsZ˜s ds−
T∫
t
Z˜s dWs (3.10)
also does. This follows again as application of Itô’s formula to the processes Y ′′t = e
−(2δ+1)
∫
t
0
(αu+βu) duY˜t and
Y˜t = e
(2δ+1)
∫
t
0
(αu+βu) duY ′′t . Moreover, since there is p > 1 such that it holds e
(2δ+1)
∫
T
0
(αu+βu) duξ2δ+1 ∈ Lp
and exp
(
1
2
∫ T
0
γt dWt
)
∈ Lq, it follows that Equation (3.10) admits a solution (Y˜ , Z˜) which is given by
Y˜t = EQγ
e(2δ+1) ∫ T0 (αu+βu) duξ¯ + T∫
t
(2δ + 1)e(2δ+1)
∫
s
0
(αu+βu) duαs ds | Ft
 .
Now, using Hölder’s inequality we get sup0≤t≤T E[Y˜t] < ∞, and by Girsanov’s theorem it holds Z˜ ∈ L
2(Rd). Thus,
since α and β are positive, BSDE(ξ2, H2) admits a solution (Y
′′, Z ′′) satisfying Y ′′t ≥ Y
′
t . By ξ¯ > 0 (which is equivalent
to ξ > 0), we further have that Y ′′ > 0. Hence, 0 ≤ Y ′′ ≤ Y˜ , showing that sup0≤t≤T E[|Y
′′
t |
(2δ+1)] <∞ and arguing
as above we get sup0≤t≤T E[|Yt|
(2δ+1)] <∞ and Z ∈ M2. This concludes the proof. 
3.2.2. Proof of Theorem 2.2
We consider only the case where ξ > 0 andH ≥ 0. The negative case is symmetric. The proof follows by the domination
argument given in Lemma 3.3. Indeed, put g(t, y, z) = αt + βty + γtz +
δ
y |z|
2. Since ξ > 0, by Proposition 3.5, the
BSDE(ξ, g) admits a solution (Y g, Zg) such that 0 < Y g . It follows by Lemma 3.3 that BSDE(ξ,H) admits a solution
(Y, Z) ∈ C × L2 such that 0 ≤ Y ≤ Y g . In particular, this shows that if (A2) is satisfied, then Y ∈ S(2δ+1)p and if
(A3) is satisfied, then supt∈[0,T ] E[|Yt|
2δ+1] <∞. Since H ≥ 0 and ξ > 0, it holds Y > 0. 
3.3. Uniqueness
The proof of uniqueness relies on convex duality arguments. We first need to establish stronger integrability properties
for Y and Z .
Proposition 3.6. Assume that ξ ∈ L∞, α, β ∈ S∞(R), and
∫
γ dW ∈ BMO. If ξ > 0 and H satisfies (A1), (resp.
ξ < 0 and H satisfies (A1’)), then every solution (Y, Z) of BSDE(ξ,H) such that 0 < Y ≤ Y g (resp. Y −g ≤ Y < 0)
satisfies Y ∈ S∞(R) and
∫
Z dW ∈ BMO.
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Proof. We treat only the case ξ > 0 andH satisfies (A1). The second case is treated similarly. It follows by assumption
that
∫
γ dW satisfies the so-called reverse Hölder inequality, see e.g. [41, Theorem 3.4]. Thus, there is q > 1 such that
exp
(
1
2
∫ T
0 γt dWt
)
∈ Lq. Let (Y, Z) ∈ S2(R) × L2(Rd) be a solution of BSDE(ξ,H) such that 0 ≤ Y ≤ Y g , where
(Y g, Zg) is solution to BSDE(ξ, g) with g(t, y, z) = αt + βty+ γtz +
δ
y |z|
2. To prove boundedness of Y , it suffices to
show that Y g is bounded. As shown in the proof of Proposition 3.5, 0 < Y g ≤ {(2δ + 1)Y¯ }1/(2δ+1) with Y¯ such that
(Y¯, Z¯) satisfies (3.9) for some progressive process Z¯ .
Y¯t = ξ¯ +
T∫
t
(
αs{(2δ + 1)Y¯s}
2δ
2δ+1 + (2δ + 1)βsY¯s + γsZ¯s
)
ds−
T∫
t
Z¯s dWs.
Thus, it holds
Y¯t ≤ EQγ
ξ¯ + (2δ + 1) T∫
t
αu + (αu + βu)Y¯u du | Ft
 .
This shows e.g. by Gronwall inequality that Y¯ is bounded, and therefore that Y g is bounded.
Let τ be a [0, T ]-valued stopping time. Let v : R → R be an increasing function belonging to the Sobolev space
W21 (R) to be specified. Itô-Krylov’s formula for BSDEs (see [8]) applied to v(Y ) yields (here v
′′ is understood as the
density of the generalized second derivative of v)
v(Yτ ) = v(ξ) +
T∫
τ
v′(Yu)H(u, Yu, Zu)−
1
2
v′′(Yu)|Zu|
2 du −
T∫
τ
v′(Yu)Zu dWu
≤ v(ξ) +
T∫
τ
v′(Yu)
(
αu + βuYu +
1
2
γ2u
)
du
−
T∫
τ
|Zu|
2
(
1
2
v′′(Yu)−
1
2
v′(Yu)−
δ
Yu
v′(Yu)
)
du−
T∫
τ
v′(Yu)Zu dWu. (3.11)
Let f(x) := 12 +
γ
x , fix ε > 0 and set
K(y) :=
y∫
0
exp
−2 x∫
ε
f(r) dr
 dx.
Then the function
v(x) :=
x∫
0
K(y) exp
2 y∫
ε
f(r) dr
 dy
is increasing, belongs toW21 (R) and satisfies the ordinary differential equation
1
2v
′′(x) − f(x)v′(x) = 12 . Let n ∈ N
and consider the stopping time
τn := inf
t > 0 :
t∫
0
|v′(Ys)Zs|
2 ds > n
 ∧ T.
10
It is readily checked that τn ↑ T . From (3.11), for every n ∈ N we have
1
2
T∧τn∫
τ
|Zu|
2 du ≤ v(YT∧τn)− v(Yτn) +
T∧τn∫
τ
v′(Yu)
(
αu + βuYu +
1
2
|γu|
2
)
du−
T∧τn∫
τ
v′(Yu)Zu dWu
≤ C1 + C2
T∧τn∫
τ
1
2
|γu|
2 du+
T∧τn∫
τ
v′(Yu)Zu dWu.
for some constants C1, C2 > 0 depending only on the uniform bounds of α, β and ξ. Thus, taking expectation on both
sides yields
E
 τn∧T∫
τ
|Zu|
2 du | Fτ
 ≤ C1 + C2E
 τn∧T∫
τ
|γu|
2 du | Fτ

so that by Fatou’s lemma and Lebesgue dominated convergence theorem we have
E
 T∫
τ
|Zu|
2 du | Fτ
 ≤ C1 + C2E
 T∫
τ
|γu|
2 du | Fτ
 . (3.12)
Therefore,
∫
Z dW is a BMO martingale. 
The next result gives a convex dual representation of the value process Y of the solution (Y, Z) of BSDE(ξ,H). The
main idea of the proof is taken from [24]. Here however, new BMO estimates are needed. We denote byH∗ the convex
conjugate of the functionH given by
H∗(t, ω, b, a) := sup
y,z
(by + az −H(t, ω, y, z)). (3.13)
The functionH∗ is convex and lower semicontinuous, and since H is continuous, it can be checked that the function
H∗ is progressively measurable, see e.g. [24]. Moreover, given a Rd-valued progressively measurable process a such
that
∫
a dW is in BMO, we denote by Qa the probability measure
dQa
dP
:= exp
 T∫
0
au dWu −
1
2
T∫
0
|au|
2 du
 .
Proposition 3.7. Assume that ξ ∈ L∞, α, β ∈ S∞, that
∫
γ dW is a BMO martingale and that for each (t, ω), the
function H(t, ω, ·, ·) is jointly convex. Further assume that ξ > 0 and (A1) holds. Then, every solution (Y, Z) of
BSDE(ξ,H) such that 0 < Y < Y g admits the convex dual representation
Yt = ess sup
a,b
EQa
e∫ Tt bs dsξ − T∫
t
e
∫
u
t
bs dsH∗(u, bu, au) du | Ft
 , (3.14)
where the supremum is over progressively measurable processes a : [0, T ]×Ω→ Rd and b : [0, T ]× Ω→ R such that∫
a dW is in BMO and |b| ≤ sup0≤t≤T |βt|.
We have the same representation when ξ < 0 and (A2’) holds, for all solutions between Y −g and 0.
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Proof. Let (Y, Z) be a solution of BSDE(ξ,H) such that 0 < Y ≤ Y g . Let b be a real-valued progressively measurable
process satisfying |b| ≤ sup0≤t≤T |βt|, and a an R
d-valued progressive process such that
∫
a dW is in BMO. Applying
Itô’s formula to e
∫
u
t
bs dsY¯u, it follows by Girsanov change of measure that
Yt = EQa
e∫ T0 bu duξ − T∫
t
e
∫
u
t
bs ds(buYu + auZu −H(u, Yu, Zu)) du | Ft
 . (3.15)
It now follows by definition ofH∗ and the fact that a and b were taken arbitrary that
Yt ≥ ess sup
a,b
EQa
e∫ Tt bu duξ − T∫
t
e
∫
u
t
bs dsH∗(u, au, bu)du | Ft
 . (3.16)
It remains to show that the above inequality is in fact an equality. Since H(t, ω, ·, ·) is convex, it has a nonempty
subgradient at every point of the interior of its domain, see for instance [62, Theorem 47.A]. In particular, there is
a¯(t, ω), β¯(t, ω) such that
H(t, ω, Yt(ω), Zt(ω)) = b¯t(ω)Yt(ω) + a¯t(ω)Zt(ω)−H
∗(t, ω, b¯t(ω), a¯t(ω)). (3.17)
It follows by measurable selection arguments that a¯ and b¯ can be chosen progressively measurable, see e.g. [24] for
details. Let us show in addition that |b¯| ≤ || sup0≤t≤T |βt|||L∞ , and
∫
a¯ dW is in BMO. If |b¯| > || sup0≤t≤T |βt|||L∞ ,
then for all y, z, it holds
H∗(t, b¯t, a¯t) ≥ a¯tz + b¯ty −H(t, y, z) ≥ a¯tz + b¯ty − αt − βty −
δ
y
|z|2. (3.18)
In particular, taking z = 0 and y = nbt yields
H∗(t, b¯t, a¯t) ≥ n|b¯t|(|b¯t| − βt)− αt
which goes to infinity as n goes to infinity. This is a contradiction, sinceH being finite,H∗(t, b¯t, a¯t) is also finite. Thus,
|b¯t| ≤ sup0≤t≤T |βt| ∈ L
∞. Taking y = δ + 1 and z = a¯t in (3.18) yields
H∗(t, b¯t, z¯t) ≥ |a¯t|
2 + (δ + 1)(b¯t − βt)− αt −
δ
δ + 1
|a¯t|
2 ≥
1
δ + 1
|a¯t|
2 + (δ + 1)(b¯t − βt)− αt. (3.19)
Let 0 < ε < 1δ+1 . It holds
(
1
δ + 1
− ε)|a¯t|
2 =
1
δ + 1
|a¯t|
2 − ε|a¯t|
2
≤ H∗(t, a¯t, b¯t) + (δ + 1)(βt − b¯t) + αt − ε|a¯t|
2
= a¯tZt + b¯tYt −H(t, Yt, Zt) + (δ + 1)(βt − b¯t) + αt − ε|a¯t|
2
≤
1
2ε
|Zt|
2 +
ε
2
|a¯t|
2 + b¯tYt + (δ + 1)(βt − b¯t) + αt − ε|a¯t|
2
≤
1
2ε
|Zt|
2 + b¯tYt + (δ + 1)(βt − b¯t) + αt.
Since
∫
Z dW is a BMO martingale and the processes b¯, Y , α and β are bounded, it follows that
∫
a¯ dW is in BMO.
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Applying Itô’s formula to e
∫
u
t
b¯s dsY¯u, it follows by Girsanov’s change of measure that
Yt = EQa¯
e∫ Tt b¯u duξ − T∫
t
e
∫
u
t
b¯s ds(b¯uYu + a¯uZu −H(u, Yu, Zu)) du | Ft

= EQa¯
e∫ Tt b¯u duξ − T∫
t
e
∫
u
t
b¯s dsH∗(u, b¯u, a¯u)) du | Ft
 ,
where the second equality follows by (3.17). This shows that the inequality in (3.16) is in fact an equality. 
Proof (of Theorem 2.3). We call a pair (Y ′, Z ′) a supersolution of BSDE(ξ,H) if it satisfies Y ′T ≥ ξ,
Y ′s −
t∫
s
H(u, Y ′u, Z
′
u) du +
t∫
s
Z ′u dWu ≥ Y
′
t
for all 0 ≤ s ≤ t ≤ T and the process
∫
Z ′ dW is a supermartingale. Let (Y, Z) ∈ S∞(R) × L2(Rd) be a solution of
BSDE(ξ,H) such that 0 < Y ≤ Y g and
∫
Z dW is in BMO. Let (Y ′, Z ′) ∈ S∞×L2 be an arbitrary supersolution. Let
a and b such that
∫
a dW is in BMO and |b| ≤ sup0≤t≤T |βt|. Applying Itô’s formula to e
∫
u
t
bs dsY ′u, it follows (using
the arguments leading to (3.16)) that
Y ′t ≥ EQa
e∫ Tt bs dsξ − T∫
t
e
∫
u
t
bs dsH∗(s, bs, as) ds | Ft
 .
Since a and b were taking arbitrary, this implies
Y ′t ≥ ess sup
a,b
EQa
e∫ Tt bs dsξ − T∫
t
e
∫
u
t
bs dsH∗(s, bs, as) ds | Ft
 = Yt.
That is, (Y, Z) is the minimal supersolution. By [23, Theorem 4.1] the solution (Y, Z) is unique. 
Remark 3.8. In the particular case of BSDE(ξ, δy |z|
2) comparison can be obtained without the above convex duality
argument and boundedness of the terminal condition. In fact, if ξ1 and ξ2 are such that ξ1 ≥ ξ2 > 0 and (Y i, Zi) are
the solutions of the BSDE(ξi, δy |z|
2), i = 1, 2. Putting Y¯ i = 12δ+1 (Y
i)2δ+1, it follows as in the proof of Proposition 3.5
that there is Z¯i such that (Y¯ i, Z¯i) solves the BSDE
Y¯ i = ξ¯i −
T∫
t
Z¯is dWs
with ξ¯i := 12δ+1 (ξ
i)2δ+1. Since x 7→ 12δ+1x
2δ+1 is increasing, it holds ξ¯1 ≥ ξ¯2 > 0. Thus, it follows by classical
comparison arguments that Y¯ 1 ≥ Y¯ 2. Using that x 7→ {(2δ+1)x}
1
2δ+1 is increasing, we finally get Y 1t ≥ Y
2
t for every
t ∈ [0, T ]. 
4. Applications to parabolic PDEs
In this section we provide applications of our existence and uniqueness results to the study of singular parabolic PDEs.
We first consider semi-linear PDEs without boundary conditions, and then equations with lateral boundaries of Neumann
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type. In this part, we assume that α, β and γ are deterministic, i.e. depend only on t. We are concerned with the
semilinear PDE associated to the Markovian version of our BSDE. Let σ, µ be two measurable functions defined on
[0, T ]× Rd with values in Rd×d and Rd respectively. Let h be a measurable function defined on Rd with values in R.
Define the differential operator L by
L :=
d∑
i, j=1
(σσ′)ij(s, x)
1
2
∂2
∂xi∂xj
+
d∑
i=1
µi(s, x)
∂
∂xi
.
4.1. Probabilistic formulas for singular parabolic PDEs
Consider the following semilinear PDE
∂v
∂s
(s, x) + Lv(s, x) +H(s, v(s, x)), σ′∇xv(s, x)) = 0, on [0, T )× R
d,
v(T, x) = h(x)
(4.1)
and the following conditions
(A4) σ : [0, T ]× Rd → Rd×d and µ : [0, T ]× Rd → Rd are continuous functions and there exists C > 0 such that
|σ(t, x)| + |µ(t, x)| ≤ C(1 + |x|)
for every (t, x) ∈ [0, T ]× Rd.
(A5) The SDE
Xt = x+
t∫
0
µ(u,Xu) du+
t∫
0
σ(u,Xu) dWu (4.2)
admits a unique strong solution.
(A6) The terminal condition h is continuous, bounded and satisfies h > 0.
Theorem 4.1. Assume that H : [0, T ]× R × Rd → R is convex in the last two components (y, z), and that (A1) and
(A4)-(A6) are satisfied. Then, v(t, x) := Y t,xt is a viscosity solution of the PDE (4.1).
Remark 4.2. Some comments on assumption (A5) are in order. First recall that existence of a unique strong solution
means that on the probability space (Ω,F ,P), with the Brownian motionW , there is aW -adapted processX satisfying
(4.2) and such that X is indistinguishable to any other solution on this probability basis.
General conditions on the coefficients µ and σ guaranteeing existence of a unique strong solution of (4.2) are well
known. Strong existence and uniqueness hold when µ and σ are Lipschitz continuous, but also for much rougher
coefficients. For instance, (A4) already implies (A5) when σ is a constant and non-zero, see [47]. We further refer to
[3, 44, 48, 60] as well as [17, Chapter 1] and the references therein for other conditions. The point here is that we obtain
existence of (4.1) under much weaker regularity conditions than the standard Lipschitz continuity conditions usually
assumed. 
The following lemma will be needed to show that the function v defined above is continuous.
Lemma 4.3. Assume that H : [0, T ] × R × Rd → R is convex in the last two components (y, z) and that (A1) is
satisfied. Let (ξt,x) be a bounded family of σ(Wr −Wt, t ≤ r ≤ T )-measurable and strictly positive random variables
such that ξt
n,xn → ξt,x P-a.s. for all (tn, xn) → (t, x). Then, (t, x) 7→ Y t,xt is continuous, where (Y
t,x
s , Z
t,x
s )s∈[t,T ]
solves BSDE(ξt,x, H).
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Proof. Let (tn, xn) → (t, x), and assume without loss of generality that tn ↓ t. It follows by Proposition 3.7 that for
every (t, x) ∈ [0, T ]× R, the solution (Y t,x, Zt,x) of BSDE(ξt,x, H) admits the representation
Y t,xt = ess sup
a,b
EQa
e∫ Tt bs dsξt,x − T∫
t
e
∫
u
t
bs dsH∗(u, bu, au) du | Ft
 , (4.3)
where the supremum is over progressively measurable processes a : [0, T ] × Ω → Rd and b : [0, T ] × Ω → R such
that |b| ≤ sup0≤t≤T |βt|, and
∫
a dW is in BMO. Y t,xt is clearly deterministic, since Y
t,x
s is measurable w.r.t. the sigma
algebra σ(Wr −Wt, t ≤ r ≤ s). Thus, (4.3) takes the form
Y t,xt = sup
a,b
EQa
e∫ Tt bs dsξt,x − T∫
t
e
∫
u
t
bs dsH∗(u, bu, au) du
 . (4.4)
By definition of H∗, for every a, b it holds H∗(u, bu, au) ≥ bu − βu − αu ≥ −2||β||S∞ − ||α||∞ =: −C for some
C ≥ 0. Thus by (4.4), for every n ∈ N, and every a, b, it holds
Y t
n,xn
tn ≥ EQa
e∫ Ttn bs dsξtn,xn − T∫
tn
e
∫
u
tn
bs ds(H∗(u, bu, au) + C)− e
∫
u
tn
bs dsC du
 .
Applying Beppo-Lévy theorem and the Lebesgue dominated convergence theorem, we get lim infn→∞ Y
tn,xn
tn ≥ Y
t,x
t .
On the other hand, let an, bn be such that
Y t
n,xn
tn ≤ EQan
e∫ Ttn bns dsξtn,xn − T∫
tn
e
∫
u
tn
bns dsH∗(u, bnu, a
n
u) du
+ 1
n
. (4.5)
Since ξt
n,xn and Y t
n,xn
t are bounded (see Proposition 3.6), this implies
EQan
 T∫
tn
e
∫
u
tn
bns dsH∗(u, bnu, a
n
u) du
 ≤ C for some C ≥ 0.
Arguing as in the computations leading to (3.19), and using that α, β and the sequence bn are bounded, we find two
positive constants C1, C2 with C1 > 0 such that
H∗(t, bnt , a
n
t ) ≥ C1|a
n
t |
2 + δbnt − C2.
Hence, it follows EQan
[ ∫ T
tn
1
2 |a
n
u|
2 du
]
≤ C for some (possibly different) constant C ≥ 0. This shows in particular,
due to Girsanov’s theorem, that E
[
Za
n
tn,T log
(
Za
n
tn,T
)]
≤ C, with Za
n
tn,T := exp
( ∫ T
tn
anu dWu −
1
2
∫ T
tn
|anu|
2 du
)
. Thus,
by the criterion of de la Vallée Poussin, (Za
n
tn,T )n is uniformly integrable and therefore there exists K ∈ L
1 such that
(Za
n
tn,T )n converges weakly toK (i.e. w.r.t. the topology σ(L
1, L∞)). Since the sequence (ξt
n,xn − ξt,x)n is uniformly
bounded and converges to 0 P -a.s., letting C ∈ R be such that e
∫
T
tn
bns ds ≤ C, one has
lim sup
n→∞
E
[
Za
n
tn,T e
∫
T
tn
bns ds|ξt
n,xn − ξt,x|
]
≤ C lim
n→∞
E
[
Za
n
tn,T |ξ
tn,xn − ξt,x|
]
= 0,
where the equality follows from [12, Lemma 2.8] (after pushing forward the measures Qa
n
to the canonical space
C([0, T ],Rd)). Hence, for every ε > 0, there is n large enough such that
EQan
[
e
∫
T
tn
bns dsξt
n,xn
]
= E
[
Za
n
tn,T e
∫
T
tn
bns dsξt
n,xn
]
≤ E
[
Za
n
tn,T e
∫
T
tn
bns dsξt,x
]
+ ε = EQan
[
e
∫
T
tn
bns dsξt,x
]
+ ε.
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That is, up to a subsequence, (4.5) yields
Y t
n,xn
tn ≤ EQan
e∫ Ttn bns dsξt,x − T∫
tn
e
∫
u
tn
bns dsH∗(u, bnu, a
n
u) du
+ 1
n
+ ε
≤ sup
a,b
EQa
e∫ Tt bs dsξt,x − T∫
t
e
∫
u
t
bs dsH∗(u, bu, au) du | Ft
+ 1
n
+ ε.
Taking the limit as n goes to infinity and then dropping ε shows that lim supn→∞ Y
tn,xn
tn ≤ Y
t,x
t . This finishes the
proof of continuity. 
Proof (of Theorem 4.1). LetH∗ be the function defined by (3.13). For every n ∈ N, the function
Hn(t, y, z) := sup
{|a|≤n;|b|≤n}
(by + az −H∗(t, b, a)) (4.6)
is Lipschitz continuous (in (y, z)). Thus, by [54] the BSDE driven by (h(Xt,xT ), H
n) admits a unique solution (Y t,x,n, Zt,x,n).
Moreover, the function vn(t, x) := Y t,x,nt defines a viscosity solution of the PDE{
∂vn
∂t (t, x) + Lv
n(t, x) +Hn(t, vn(t, x), σ′(t, x)∇xv
n(t, x)) = 0, on [0, T )× Rd,
vn(T, x) = h(x),
see e.g. [54, Theorem 4.3]. Note that the result of [54] assumes Lipschitz continuity of µ and σ in the x-variable to
guarantee continuity of the function vn. We emphasize that the result remains true when Hn is uniformly Lipschitz in
(y, z) and µ, σ, h satisfies assumptions (A4)-(A6). Indeed, since for every n it holds vn(t, x) := Y t,x,nt where Y
t,x,n
solves a BSDE with the convex generator Hn, continuity of vn follows by Proposition A.2 and Lemma 4.3 (applied to
the generatorHn).
We now prove that v is a viscosity solution of Equation (4.1). Since H is convex, proper and lower-semicontinuous,
it follows from Fenchel-Moreau theorem (see e.g. [56, Theorem 11.1, P. 474]) that Hn ↑ H pointwise. Thus, by
continuity of H , we conclude from Dini’s theorem that the sequence (Hn) converges to H uniformly on compacts
subsets of R+ × R
d. Next, we show that (vn) also converges to v locally uniformly. Using the arguments of the proof
of Proposition 3.7 (and the fact that Y t,x,n is deterministic) allows to show that Y t,x,n satisfies the dual representation
Y t,x,nt = sup
b,a
EQa
e∫ Tt bs dsh(Xt,xT )−
T∫
t
e
∫
u
t
bs dsHn,∗(u, bu, au) du

where the supremum is taken over Rd-valued progressively measurable processes a such that
∫
a dW is in BMO and b
a bounded adaped process, andHn,∗ is the convex conjugate ofHn given by
Hn,∗(t, b, a) := sup
y∈R,z∈Rd
(by + az −Hn(t, y, z)). (4.7)
SinceHn,∗ ↓ H∗, it follows that (Y t,x,nt )n is increasing and Y
t,x,n
t ≤ Y
t,x
t , where (Y
t,x, Zt,x) solves BSDE(h(Xt,x), H).
In particular, the sequence (Y t,x,nt )n converges. For any arbitrary admissible (b, a), and every n, we have
Y t,x,nt ≥ EQa
e∫ Tt bs dsh(Xt,xT )−
T∫
t
e
∫
u
t
bs dsHn,∗(u, bu, au) du

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so that by monotone convergence theorem and Proposition 3.7 we get limn→∞ Y
t,x,n
t ≥ Y
t,x
t . Thus,
lim
n→∞
vn(t, x) = lim
n→∞
Y t,x,nt = Y
t,x
t = v(t, x).
It follows again by Dini’s theorem and continuity of v (to get this, combine Lemma 4.3 and Proposition A.2) that the
convergence of (vn) to v holds uniformly on compacts. By the stability theorem for viscosity solutions, see e.g. [30,
Lemma II.6.2], we conclude that v is a viscosity solution of (4.1). 
4.2. The case of the canonical generator
|z|2
y
As pointed out in Proposition 1.1, in the special case where the generator is of the formH(y, z) := |z|2/y existence and
uniqueness can be obtained under weaker conditions. In the same vein, PDEs with nonlinearity of the form |∇v|2/v can
be treated with more general assumptions. Since such equations are of particular interest in applications (see e.g. [19]),
we dedicate this subsection to their analysis. Thus, we consider the equation
∂v
∂s
(s, x) + Lv(s, x) + |σ
′∇xv|
2
v (s, x) = 0, on [0, T )× R
d,
v(t, x) > 0 on [0, T )× Rd,
v(T, x) = h(x).
(4.8)
The following notions are well-known, they are recalled here for the reader’s convenience.
Definition 4.4. The SDE (4.2) admits a weak solution (X¯, W¯ ) if there is a filtered probability space (Ω¯, F¯ , (F¯t)t∈[0,T ], P¯)
on which W¯ is an adapted Brownian motion and X¯ is adapted and such that (X¯, W¯ ) satisfies (4.2).
There is weak uniqueness (or uniqueness in law) if given any two weak solutions (X¯, W¯ ) and (X˜, W˜ ), possibly on
different probability spaces, one has Law(X¯) = Law(X˜).
Consider the following conditions:
(A5’) The SDE (4.2) satisfies existence and uniqueness in law.
(A6’) The terminal condition h is continuous, of polynomial growth and satisfies h > 0.
Let (Xt,xs ,Ws)t≤s≤T be the unique (weak) solution to SDE (4.2) starting from (t, x) on the probability space
(Ω¯, F¯t, P¯). Let (Y
t,x
s , Z
t,x
s )t≤s≤T be the unique solution of BSDE(h(X
t,x
T ), |z|
2/y) on (Ω¯, F¯t, P¯).
Theorem 4.5. Assume that (A4), (A5’) and (A6’) hold. Then, v(t, x) := Y t,xt is a viscosity solution of PDE (4.8).
Remark 4.6. Theorem 4.5 is specific for quadratic PDEs with the nonlinearity |∇v|2/v. This restriction in the nonlin-
earity allows an important gain in the integrability of the terminal value as well as in the regularity to be imposed on the
coefficients, since we only assume existence and uniqueness in law. For instance by a well-known result of Stroock and
Varadhan [58] or [17, Proposition 1.14], Assumption (A5’) is already satisfied when µ and σ are bounded continuous
and such that |σ(t, x)λ| ≥ ε|λ| for every λ ∈ Rd and some constant ε > 0.
On the other hand, the literature dealing with singular PDEs of the form treated in this paper (which amount to initial
value problems by a change of time) often assume the initial condition (corresponding to h in our case) to be bounded
and bounded away from zero. See e.g. [19], where further restrictions are made on the coefficient σ.
The case v < 0 is treated symetrically, under the assumption h < 0. 
Proof. Let (Xt,x, W¯ ) be a solution of (4.2) on a probability space (Ω¯, F¯ , P¯). Let p > 0 be such that |h(x)| ≤ C(1+|x|p)
for some C ≥ 0. By Assumption (A4) it is easily checked that Xt,xT ∈ L
3p(P¯), thus h(Xt,xT ) ∈ L
3(P¯). Hence, by
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Proposition 1.1, there is (Y t,x, Zt,x) solving BSDE(h(Xt,xT ), |z|
2/y) driven by the Brownian motion W¯ on (Ω¯, F¯ , P¯).
Notice that the function v(t, x) := Y t,xt is well-defined and continuous (in particular, does not depend on the underlying
probability basis). Indeed, put u(y) := 13y
3, and let (Ŷ t,xs , Ẑ
t,x
s ) be the unique solution of BSDE(u(h(X
t,x
T )), 0) in
S2(R) ×M2(Rd). It satisfies Ŷ t,xs = EP¯[u(h(X
t,x
T ) | F¯s] = EP¯[u(h(X
t,x
T ) |X
t,x
s ] where the second equality follows
by the Markov property. Thus, Ŷ t,xt is deterministic. That is,
v(t, x) = Y t,xt = u
−1(Ŷ t,xt ) = u
−1(EP¯[u(h(X
t,x
T ))]) = u
−1
∫
Rd
u ◦ h(r)νt,x(dr)
 ,
where νt,x denotes the law of the solution Xt,xT which by (A5’) is unique. By (A5’), any other solution of (4.2)
has the same law, showing that v is well-defined. In particular, it does not depend on the probability basis on which
(Y t,xs , Z
t,x
s ) is defined. Furthermore, since u and h are continuous, it follows by Proposition A.3 (in Appendix) that if
(tn, xn)→ (t, x), then u◦h(Xt
n,xn
T )→ u◦h(X
t,x
T ) in law. Applying [53, Theorem 6.1] shows that Ŷ
tn,xn converges to
Ŷ t,x in law. Therefore, v(tn, xn) = u−1
(
Ŷ t
n,xn
t
)
→ u−1
(
Ŷ t,xt
)
= v(t, x). The rest of the proof follows exactly the
proof of Theorem 4.1, except that it is applied on the probability space (Ω¯, F¯ , P¯) with Brownian motion W¯ . Moreover,
since the function |z|2/y is convex (but not continuous) on R × Rd, we need to approximate it by a different sequence
of Lipschitz continuous functions as follows: Consider the approximating sequence
Hn(y, z) := inf
(y′,z)∈(0,∞)×Rd
(H(y′, z′) + n||(y, z)− (y′, z′)||).
SinceH is positive, it follows that for every n,Hn > −∞ and so, the functionHn is Lipschitz continuous, and we have
Hn ↑ H , see e.g. [56, Example 9.11] for details. By continuity of H on (0,∞)× Rd, we conclude that Hn converges
toH locally uniformly. 
4.3. Probabilistic formulas for singular parabolic PDEs with lateral Neumann boundary
conditions
In this section, O ⊆ Rd is an open, convex, connected and bounded subset of Rd. We assume that there is a function
Φ ∈ C2b (R
d) such that O = {Φ > 0}, ∂O = {Φ = 0}, Rd \ O = {Φ < 0} and |∇xΦ(x)| = 1 for all x ∈ ∂O. We
consider the following parabolic PDE with lateral Neumann boundary conditions:
∂v
∂t + Lv +H(t, v, σ
′∇v) = 0 for (t, x) ∈ [0, T ]×O
∂v
∂n = 0 for (t, x) ∈ [0, T ]× ∂O
v(T, x) = h(x) for x ∈ O,
(4.9)
with
∂
∂n
:=
d∑
i=1
∂Φ
∂xi
∂
∂xi
.
Consider the reflected SDE{
Xt,xs = x+
∫ s
t µ(u,X
t,x
u ) du+
∫ s
t σ(u,X
t,x
u ) dWu +
∫ s
t ∇xΦ(X
t,x
u ) dK
t,x
u
Kt,xs =
∫ s
t
1{Xt,xu ∈∂O} dK
t,x
u andK
t,x is nondecreasing,
(4.10)
with (s, x) ∈ [t, T ]×O.
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Definition 4.7. A strong solution to the reflected SDE (4.10) is a pair (Xt,xs ,K
t,x
s )s≥t of mathcalF
W–adapted pro-
cesses satisfying equation (4.10) and such that
T∫
t
|µ(s,Xt,xu )| du +
T∫
t
|σ(u,Xt,xu )|
2 du+
T∫
t
|∇xΦ(X
t,x
u )| dK
t,x
u <∞ P-a.s.
The solution (Xt,x,Kt,x) is said to be unique if it is indistinguishable to any other solution.
Let us consider the assumption
(A5”) The SDE (4.10) admits a unique strong solution.
We extend the solution process to [0, T ] by denoting
Xt,xs := x, K
t,x
s := 0, ∀s ∈ [0, t). (4.11)
It follows by the work of Lions and Sznitman [46] that if µ : [0, T ]×O → Rd and σ : [0, T ]×O are uniformly Lipschitz
continuous, that is, there is C ≥ 0 such that
|µ(t, x) − µ(t, y)|+ |σ(t, x)− σ(t, y)| ≤ C|x− y| for all x, y,
then there is a unique pair (Xt,xs ,K
t,x
s ) satisfying (4.10). Just as in the case of Equation (4.2), assumption (A5”) also
holds under much weaker conditions, see e.g. [63].
Let (Y t,x, Zt,x) satisfies
Y t,xs = h(X
t,x
T ) +
T∫
s
H(u, Y t,xu , Z
t,x
u ) du −
T∫
s
Zt,xu dWu, s ∈ [t, T ].
Then, we have
Theorem 4.8. Assume that H : [0, T ] × R × Rd → R is convex in (y, z) and that (A1), (A4), (A5”) and (A6) are
satisfied. Then, v(t, x) := Y t,xt is a viscosity solution of (4.9).
Proof. By Proposition A.1 Xt
k,xk
T → X
t,x
T in L
2 whenever (tk, xk) → (t, x). Thus, due to Lemma 4.3, the mapping
(t, x) 7→ v(t, x) := Y t,xt is continuous.
Let Hk be the truncated generator defined in (4.6). By [55], the function vk(t, x) := Y t,x,kt defines a viscosity
solution of the PDE
∂vk
∂t (t, x) + Lv
k(t, x) +Hk(t, vk(t, x), σ′(t, x)∇xv
k(t, x)) = 0, on [0, T )×O,
∂vk
∂n = 0 for (t, x) ∈ [0, T ]× ∂O
vk(T, x) = h(x),
where (Y t,x,k, Zt,x,k) is the unique solution of BSDE(h(Xt,xT ), H
k). Note that the result of [55] assumes Lipschitz
continuity of µ and σ to guarantee continuity of the function vk. In the present article, this is obtained as in the proof of
Theorem 4.1 when (A4), (A5”) and (A6) are satisfied. In fact, for every k, continuity of vk follows by Proposition A.2
and Lemma 4.3 (applied to the generatorHk).
As argued in the proof of Theorem 4.1, the sequence (Hk) converges toH locally uniformly, and (vk) converges to v
locally uniformly. Let us use a stability argument to show that v is a viscosity solution to equation (4.9). We only prove
the viscosity subsolution property. The viscosity supersolution property is proved similarly.
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Let φ ∈ C1,2b , (i.e. twice continuously differentiable with bounded derivatives) such that v−φ admits a local maximum
at (t0, x0). Without loss of generality, we can assume the maximum to be strict, see e.g. [30, Chap. 2, Lemma 6.1]. Let
Bε(t0, x0) be a (closed) ball of radium ε > 0 around (t0, x0) where the maximum is realized. Denote by (tk, xk) the
point at which vk − φ reaches its maximum in Bε(t0, x0). Let (t, x) = limk(tk, xk). Then, (t0, x0) = (t, x). In fact, by
uniform convergence of vk to v onBε(t0, x0), it holds (v−φ)(t0, x0) = limk(v
k−φ)(t0, x0) ≤ limk(v
k−φ)(tk, xk) =
(v − φ)(t, x), which implies that (t0, x0) = (t, x) because otherwise (t0, x0) is not the maximum. On the other hand,
since vk is a viscosity solution to the previous PDE, it holds
∂φ
∂t (tk, xk) + Lφ(tk, xk) +H
k(tk, φ(tk, xk), σ
′(tk, xk)∇xφ(tk, xk)) ≥ 0, if (tk, xk) ∈ [0, T )×O,
max
{(
∂φ
∂t + Lφ
)
(tk, xk) +H
k(tk, φ(tk, xk), σ
′∇xφ(tk, xk)),
∂φ
∂n (tk, xk)
}
≥ 0 if (tk, xk) ∈ [0, T ]× ∂O.
If x0 ∈ O, then ε > 0 can be chosen small enough so that xk ∈ O for k large enough. Thus,
∂φ
∂t
(tk, xk) + Lφ(tk, xk) +H
k(tk, φ(tk, xk), σ
′(tk, xk)∇xφ(tk, xk)) ≥ 0 for all n.
Since (Hk) converges uniformly on Bε(t0, x0), it follows that
∂φ
∂t
(t0, x0) + Lφ(t0, x0) +H(t0, v(t0, x0), σ
′(t0, x0)∇xφ(t0, x0)) ≥ 0.
If x0 ∈ ∂O, it cannot be guaranteed that xk ∈ ∂O even for k large enough. To overcome this difficulty, we will adapt
a stability argument put forth in [45] for the first order Hamilton Jacobi equations to the present singular second order
case. Let us assume by contradiction that there is δ > 0 such that
max
{(
∂φ
∂t
+ Lφ
)
(t0, x0) +H(t0, φ(t0, x0), σ
′∇xφ(t0, x0));
∂φ
∂n
(t0, x0)
}
= −δ < 0. (4.12)
Let Φ be the function introduced at the beginning of the section. For a fixed ε′ > 0, the function v− φ− ε′Φ has a strict
local maximum at (t0, x0), since for every (t, x) ∈ Bε(t0, x0), it holdsΦ(x0) ≤ Φ(x) and therefore (v−φ−ε
′Φ)(t, x) <
(v − φ− ε′Φ)(t0, x0). Thus, as proved in the first part, v
k − φ − ε′Φ admits a strict local maximum (tk, xk) such that
(tk, xk)→ (t0, x0) and since v
k is a viscosity subsolution, we then have
∂
∂t (φ+ ε
′Φ)(tk, xk) + L(φ + ε
′Φ)(tk, xk) +H
k(tk, φ+ ε
′Φ(tk, xk), σ
′(tk, xk)∇x(φ + ε
′Φ)(tk, xk)) ≥ 0,
if (tk, xk) ∈ [0, T )×O,
max
{(
∂φ+ε′Φ
∂t + L(φ + ε
′Φ)
)
(tk, xk) +H
k(tk, φ+ ε
′Φ(tk, xk), σ
′∇x(φ + ε
′Φ)(tk, xk)),
∂
∂n (φ+ ε
′Φ)(tk, xk)
}
≥ 0
if (tk, xk) ∈ [0, T ]× ∂O.
We claim that for k large enough and ε′ small enough, it holds
∂
∂t
(φ+ ε′Φ)(tk, xk) + L(φ+ ε
′Φ)(tk, xk) +H
k(tk, φ+ ε
′Φ(tk, xk), σ
′(tk, xk)∇x(φ+ ε
′Φ)(tk, xk)) ≥ 0. (4.13)
In fact, if xk ∈ O for every k, then (4.13) holds. If there is k such that xk ∈ ∂O, assume that
∂
∂n (φ+ ε
′Φ)(tk, xk) ≥ 0.
Then since ∂Φ∂n = 1 on ∂O, this implies
∂φ
∂n ≥ −ε
′. But by (4.12), we have ∂φ∂n (tk, xk) ≤ −δ (for k large enough). Thus,
choosing ε′ < δ yields a contradiction, which proves the claim. Taking the limit in (4.13) first as k goes to infinity and
then the limit as ε′ goes to 0+, we have(
∂φ
∂t
+ Lφ
)
(t0, x0) +H(t0, φ(t0, x0), σ
′∇xφ(t0, x0)) ≥ 0,
which contradicts (4.12) and concludes the proof. 
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Remark 4.9. In view of Theorem 4.5 and its proof, the PDE
∂v
∂t + Lu+
σ′|∇v|2
v = 0 for (t, x) ∈ [0, T ]×O
∂v
∂n = 0 for (t, x) ∈ [0, T ]× ∂O
v(T, x) = h(x) for x ∈ O,
(4.14)
can also be solved when h is continuous, has polynomial growth and h > 0 and when b and µ are two continuous
functions of linear growth such that the SDE (4.10) admits a unique solution in law. The arguments are similar to those
of Theorem 4.5. 
5. Applications to decision theory
In this final part we provide applications to decision theory in finance, including to expected utility maximization and to
the existence of stochastic differential utilities.
5.1. Utility maximization with multiplicative terminal endowment
We consider a market withm stocks available for trading (m ≤ d) and following the dynamics
dSt = St(bt dt+ σt dWt), S0 = s0 ∈ R
m
+
where b and σ are bounded predictable processes valued in Rm and Rm×d, respectively. We assume that the matrix σσ′
is of full rank and put θ := σ′(σσ′)b, the so-called market price of risk. Let us denote by π the trading strategy, i.e. πit
is the part of total wealth at time t invested in the stock Si. We denote byA the set of admissible trading strategies. It is
given by
A :=
π : [0, T ]× Ω→ Rm, progressive and
T∫
0
|πtσt|
2 dt <∞
 .
Let x > 0 be the initial wealth. For every π ∈ A, the wealth processXpi given by
Xpit = x+
T∫
0
d∑
i=1
Xpis π
i
s
Sis
dSis = x+
T∫
0
Xpis πsσs(θs ds+ dWs)
is well-defined and positive. To ease the notation, we put p := πσ and by abuse of notation we will write p ∈ A. It is
well-known that in the above setting, the market is free of arbitrage, see e.g. [20]. In particular,Xp is a local martingale
under the equivalent probability measure Qθ.
The aim of this section is to solve the utility maximization problem from the terminal wealth of an investor with
power or logarithmic utility functions and non-trivial terminal endowment ξ ∈ L0. More precisely, we consider the
utility maximization problem
V (x) = sup
p∈A
E[U(XpT ξ)] (5.1)
with U(x) = xδ/δ or U(x) = log(x). In (5.1), one can think of ξ as some random charge or tax that the investor is
required to pay (or receive) for holdingXpT . That is, the investor pays/receives a terminal endowment F in the form of
a (random) portion of the terminal wealth, i.e. F = XpT η. In this case, the terminal utility becomes U(X
p
T + F ) =
U(XpT (1 + η)), see e.g. [39].
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Proposition 5.1 (Power utility). Assume that U(x) = xδ/δ, δ ∈ (1/2, 3/4]. Further assume that ξ ∈ L∞ and ξ > c
for some c > 0. Then, the value function is given by V (x) = (xY0)
δ
δ , where Y0 is the initial value of a solution
(Y, Z) ∈ S2(R)×M2(Rd) of BSDE(ξ,H), with
H(t, ω, y, z) =
{
2δ−1
2(1−δ)
|z|2
y − δθtz +
θt(1−2θt)
2(1−δ) y if y > 0
+∞ else.
(5.2)
Moreover, there exists an optimal admissible trading strategy p∗ given by
p∗t =
1
1− δ
(
θt +
δZt
Yt
)
t ∈ [0, T ]
and such that
∫
p∗ dW is a BMO martingale.
Proof. The proof relies on application of the martingale optimality principle initiated by [37] and the existence theorems
for BSDEs derived above. Indeed, let us construct a family of processes Rp such that for all p ∈ A, RpT = U(X
p
T ξ);
Rp0 = R0 does not depend on p; R
p is a supermartingale for all p ∈ A and, there is p∗ ∈ A such thatRp
∗
is a martingale.
It can be checked that if such a family is constructed, then p∗ is the optimal strategy andR0 = V (x) is the value function.
See [37] for details.
PutRpt := U(X
p
t Yt)where (Y, Z) is a solution to BSDE(ξ, g) such that c ≤ Y ≤ C for two strictly positive constants
c, C and
∫
Z dW a BMOmartingale, for some function g : [0, T ]×Ω×R×Rd → R∪{+∞} to be determined. Applying
Itô’s formula, we obtain
dRpt =
(
U ′(Xpt Yt) {X
p
t g(t, Yt, Zt) + YtptX
p
t θt +X
p
t ptZt}+
1
2
U ′′(Xpt Yt)(X
p
t )
2|Zt + ptYt|
2
)
dt
+ U ′(Xpt Yt)X
p
t (Zt + Ytpt) dWt.
For all n ∈ N, define the stopping time
τn := inf
t > 0 :
t∫
0
(
U ′(XpsYs)X
p
s (Zs + Ysps)
)2
ds ≥ n
 ∧ T.
Since
∫ ·∧τn
0
U ′(XpsYs)X
p
s (Zs + Ysps) dWs is a martingale, it follows that if
g(t, Yt, Zt) ≤ −
{
1
2
U ′′(Xpt Yt)
U ′(Xpt Yt)
Xpt |Zt + ptYt|
2 + Ytptθt + ptZt
}
on {t ≤ τn}, (5.3)
then the process (Rpt∧τn)t∈[0,T ] is a supermartingale. Thus, it follows from Fatou’s lemma that R
p is a supermartingale,
since τn ↑ T and R
p has continuous paths. If U(x) = xδ/δ, then the condition (5.3) amongst to
g(t, Yt, Zt) ≤ −
{
1
2
δ − 1
Yt
|Zt + ptYt|
2 + Ytptθt + ptZt
}
.
We therefore put
g(t, Yt, Zt) := inf
p∈A
(
−
1
2
δ − 1
Yt
|Zt + ptYt|
2 − Ytptθt − ptZt
)
.
A formal minimization shows that the above infimum is attained by
p∗t =
1
1− δ
(
θt +
δZt
Yt
)
(5.4)
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and that g = H given by (5.2). Since Y ≥ c, the process
∫
p∗ dW is a BMOmartingale. In particular, the candidate p∗ is
admissible. Let us show thatRp
∗
is a martingale. By construction, the drift term of Rp
∗
is zero, so that (Rp
∗
t∧τn)t∈[0,T ] is
a Martingale. Thus, we can conclude by dominated convergence that Rp
∗
is a martingale if we show that the set {Rp
∗
τ :
τ stopping time in [0, T ]} is uniformly integrable. Since
∫
p∗ dW and
∫
θ dW are BMO martingales, it follows by [41,
Theorem 3.3] that
∫
p∗ dW δθ is a BMO martingale under the probability measure Qδθ , where W δθ := W −
∫
δθ ds
is a Brownian motion under Qδθ. Thus, by [41, Theorem 3.4], there is q > 1 such that Xp
∗
T = exp
( ∫ T
0
p∗t dW
δθ
t −
1
2
∫ T
0
|p∗t |
2 dt
)
∈ Lq(Qδθ). Since θ is bounded, we have E(−
∫ T
0
δθ dW ) ∈ Lp, with 1/p+ 1/q = 1. Thus, there is a
constant C ≥ 0 such that for every [0, T ]-valued stopping time τ , we have
E
[
(Rp
∗
τ )
1/δ
]
≤ CE
E
 T∫
0
δθ dW
 E
− T∫
0
δθ dW
Xp∗τ
 ≤ CEQδθ [(Xp∗τ )q]1/q E
E
− T∫
0
δθ dW
p1/p
≤ CEQδθ
[
(Xp
∗
T )
q
]1/q
E
E
− T∫
0
δθ dW
p1/p <∞,
where the second inequality follows by Hölder’s inequality and the third one by Doob’s maximal inequality. Therefore,
{Rp
∗
τ : τ stopping time in [0, T ]} is uniformly integrable.
It remains to show that BSDE(ξ,H) admits a solution (Y, Z) such that 0 < c ≤ Y ≤ C for some positive constants
c, C and
∫
Z dW is a BMO martingale. Note that since δ ≥ 1/2 it holds 2δ−12(1−δ) ≥ 0. Put βt :=
θt(1−2θt)
2(1−δ) . BSDE(ξ,H)
admits a solution if and only if the equation
Y¯t = e
∫
T
0
βu duξ +
T∫
t
2δ − 1
2(1− δ)
|Z¯u|
2
Y¯u
− δθuZ¯u du−
T∫
t
Z¯u dWu (5.5)
admits a solution. It follows by Theorem 2.2 that 5.5 admits a solution (Y¯, Z¯). By Proposition 3.6, Y¯ is bounded and∫
Z¯ dW in BMO. Since ξ ≥ c > 0, it holds Y¯ > c′ for some c′ > 0 and therefore Y > c. In particular, this shows
that the BSDE(ξ,H) admits the same solution as the BSDE with generator H ′(t, y, z) = 2δ−12(1−δ)
|z|2
y − δθtz + βty,
(y, z) ∈ R× Rd. 
Proposition 5.2 (log utility). Assume that U(x) = log(x). Further assume that ξ ∈ L2 and ξ > 0. Then, the value
function is given by V (x) = log(xY0), where Y0 is the initial value of a solution (Y, Z) of the BSDE(ξ,H), where
H(t, y, z) =
{
1
2
|z|2
y −
1
2θ
2
t y if y > 0
+∞ else,
with sup0≤t≤T E[|Yt|
2] <∞ and Z ∈ L2. Moreover, there exists an optimal admissible trading strategy p∗ given by
p∗t = θt t ∈ [0, T ].
Proof. The case of logarithmic utility follows exactly as in the proof of Proposition 5.1, except that here, (Y, Z) is only
assumed to be such that Y > 0, supt≤0≤T E[Y
3
t ] <∞ and Z ∈ L
2. When U(x) = log(x), the condition (5.3) amongst
to
g(t, Yt, Zt) ≤
1
2
1
Yt
|Zt + ptYt|
2 − Ytptθt − ptZt.
Therefore, we put
g(t, Yt, Zt) := inf
p∈A
(
1
2
1
Yt
|Zt + ptYt|
2 − Ytptθt − ptZt
)
.
23
Since Y > 0, the above infimum is attained by p∗ = θ and g(t, Yt, Zt) is given by
g(t, Yt, Zt) =
1
2
|Zt|
2
Yt
−
1
2
θ2tYt.
By Theorem 2.2, the BSDE(ξg) admits a solution (Y, Z) such that supt≤0≤T E[|Y |
2
t ] < ∞ and Z ∈ L
2, since Z is
given by Z = e−
∫
t
0
1
2
θ2u duZ¯ . By assumption, p∗ = θ is admissible. It remains to show that Rp
∗
is a martingale.
This follows exactly as in the proof of Proposition 5.1. In particular, we can use the same arguments to show that
supτ E[exp(R
p∗
τ )] <∞, so that {R
p∗
τ : τ stopping time in [0, T ]} is uniformly integrable. This concludes the proof. 
5.2. Stochastic differential utility
In economics and decision theory, Epstein-Zin preferences [27] refer to a class of (dynamic and) recursively defined
utility functions (or preference specifications) given by
Ut(c) := F
(
ct, f
−1
(
E[f(Ut+1(c)) | Ft]
))
.
Here, Ut(c) is the time-t utility of the consumption c = (ct, ct+1, . . . ), which is assumed to be an adapted sequence
of real-valued random variables, F : R2 → R+ is a given function and f : R → R is a utility function, i.e. a
strictly increasing and concave function. Epstein-Zin preferences are mostly important because they allow to disentangle
risk aversion (modeled by f ) and intertemporal substitution (modeled by F ). The continuous-time analogue (know as
stochastic differential utility) of Epstein-Zin preferences was developed by Duffie and Epstein [26] and defined as the
unique adapted solution (Ut)0≤t≤T (when it exits) of the integral equation
Ut(c) = E
[
−
T∫
t
g(cs, Us(c)) +
1
2
A(Us(c))σ
2
U (s) ds | Ft
]
. (5.6)
Here, c : Ω × [0, T ] → R is an adapted consumption process, σ2U is the “volatility” of the unknown process U ,
and A : R → R and g : R × R → R are given functions modeling risk aversion and intertemporal substitution,
respectively. When considering utility of a (terminal) position ξ in addition to that of a consumption process c, the
stochastic differential utility takes the form
Ut(ξ, c) = E
[
ξ −
T∫
t
g(cs, Us(ξ, c)) +
1
2
A(Us(ξ, c))σ
2
U (s) ds | Ft
]
. (5.7)
It was shown in [26] that when the functionA is continuous and integrable, the function g(c, u) is Lipschitz continuous
in u and of linear growth in c, the integral equation (5.6), which of course coincides with the BSDE
dYt = g(ct, Yt) +
1
2
A(Yt)|Zt|
2 dt− Zt dWt, YT = 0
admits a unique square integrable solution. We also refer to [8] for extensions of this result, for A integrable. Moreover,
this class utility functions are important in the context of asset pricing, (see Duffie and Epstein [25]) the case A(u) :=
1/u being of particular interest, as the continuous time analogue of the Kreps-Porteus utility.
A direct consequence of our main result is the following extension of the existence of a class of dynamic differential
utilities beyond the class of Lipschitz continuous intertemporal functions g.
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Proposition 5.3. Let ξ be strictly positive, and c : [0, T ]× Ω → R an adapted process. Assume that g : [0, T ]× Ω ×
R× R→ R is progressively measurable and satisfies
|g(t, ω, c, y)| ≤ αt(ω) + βt(ω)y
for two positive and progressively measurable processes α and β such that there is p > 1 such that
E
[
ξ3pep
∫
T
0
αu+βu du
]
<∞ and E
 T∫
0
e
1
2
∫
s
0
α+βu duαs ds
p <∞.
Then, there exists a stochastic differential utility U ∈ S3p(R) satisfying
Ut(ξ, c) = E
ξ − T∫
t
g(cs, Us(ξ, c)) +
1
Us(ξ, c)
σ2U (s) ds | Ft
 .
Moreover, if ξ and α are bounded, then U is bounded and unique.
Example 5.4. The continuous-time analogue of the Kreps-Porteus utility (see e.g. Duffie and Epstein [25] and Kreps
and Porteus [43] for the discrete-time case) is obtained by setting
A(u) :=
α− 1
u
and g(c, u) :=
β
ρ
cρ − uρ
uρ−1
,
where α, β and ρ are constants satisfying 0 < α ≤ 1, 0 ≤ β and 0 < ρ ≤ 1. Existence and uniqueness of such stochastic
differential utilities in continuous time follows as a consequence of Proposition 5.3. ♦
A. Continuity of SDE solutions w.r.t. initial parameters
In this section we present the main arguments of the proofs of continuity results of SDE solutions in their initial con-
ditions. The first two results concern strong solutions of SDE with and without reflection, their proofs are modest
extensions of the main result of [5]. The last result concerns a form of continuity for weak solutions. This result seems
to be new.
Proposition A.1. Assume that (A4) and (A5’) are satisfied, let (tn, xn) be a sequence in [0, T ] × O converging to
(t, x). If the pathwise uniqueness holds for Equation 4.10, then the sequence of processes (Xtn,xn ,Ktn,xn) converges
in S2(R) to (Xt,x,Kt,x) which is the unique solution of the SDE (4.10) starting at x at time t.
Proof. We follow the idea of the proofs given in [5, 40], we also use some computations from [6]. Assume that the
conclusion of Proposition A.1 is false. Then there exist a positive number δ and a sequence (tn, xn) converging to (t, x)
such that
inf
n
E
[
sup
t≤s≤T
||(Xtn,xns ,K
tn,xn
s )− (X
t,x
s ,K
t,x
s )||
2
]
≥ δ. (A.1)
Without loss of generality, we assume that tn ≥ t for each n. Arguing as in the proof of [6, Lemma 3.8, p. 12] and
using assumption (A4) and boundedness of the domainO, we show that the sequence (Xtn,xn ,Ktn,xn , Xt,x,Kt,x,W )
is tight in C([0, T ],Rd). Hence, according to Skorohod’s representation theorem, there exists a sequence of processes
(X¯n, K¯n, Y¯ n, K¯1,n, W¯n)n≥1 and a process (X¯, K¯, Y¯, K¯
1, W¯ ) defined on some probability space (Ω¯, F¯ , P¯) such that
for each n
Law(X¯n, K¯n, Y¯ n, K¯1,n, W¯n) = Law(Xtn,xn ,Ktn,xn , Xt,x,Kt,x,W ) (A.2)
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and there exists a subsequence still denoted (X¯n, K¯n, Y¯ n, K¯1,n, W¯n), such that
lim
n→∞
(X¯n, K¯n, Y¯ n, K¯1,n, W¯n) = (X¯, K¯, Y¯, K¯1, W¯ ) uniformly on every finite interval P¯-a.s. (A.3)
Let F¯nt (resp. F¯t) be the σ-algebra σ
(
X¯ns , Y¯
n
s , W¯
n
s ; s ≤ t
)
(resp. σ
(
X¯s, Y¯s, W¯s; s ≤ t
)
) completed with P¯ -null sets.
Hence
(
W¯ns , F¯
n
t
)
and
(
W¯t, F¯t
)
are P¯ Brownian motions and the processes X¯n, K¯n, Y¯ n, K¯1,n (resp. X¯, K¯, Y¯, K¯1) are
adapted to F¯nt and F¯t respectively.
From (A.2) and (4.10) we have
X¯ns = xn +
s∫
tn
µ(r, X¯nr )dr +
s∫
tn
σ(r, X¯nr )dW¯
n
r +
s∫
tn
∇xΦ(X¯
n
r ) dK¯
n
r P¯-a.s.
K¯ns =
∫ s
tn
1{X¯nu∈∂O} dK¯
n
u
(A.4)
and 
Y¯ ns = x+
s∫
tn
µ(r, Y¯ nr )dr +
s∫
tn
σ(r, Y¯ nr )dW¯
n
r +
s∫
tn
∇xΦ(Y¯
n
r ) dK¯
1,n
r P¯-a.s.
K¯1,ns =
∫ s
tn
1{Y¯ nu ∈∂O} dK¯
1,n
u ,
(A.5)
see [5] and [6] for details. Using (A.3), (A.4) and (A.5), we show that
X¯s = x+
s∫
t
µ(r, X¯r)dr +
s∫
t
σ(r, X¯r)dW¯r +
s∫
t
∇xΦ(X¯
n
r ) dK¯r P¯-a.s.
K¯s =
∫ s
t
1{X¯u∈∂O} dK¯u
(A.6)
and 
Y¯s = x+
s∫
t
µ(r, Y¯r)dr +
s∫
t
σ(r, Y¯r)dW¯r +
s∫
t
∇xΦ(Y¯r) dK¯
1
r P¯-a.s.
K¯1s =
∫ s
t 1{Y¯u∈∂O} dK¯
1
u.
(A.7)
Thus, (X¯, K¯) and (Y¯, K¯1) satisfy then the same SDE with the same Brownian motion and the same initial value.
Therefore the pathwise uniqueness property shows that (X¯, K¯) and (Y¯, K¯1) are indistinguishable. Returning back to
(A.1), we use (A.2), (A.3) and the uniform integrability to get
δ ≤ lim inf
n
E
[
sup
t≤s≤T
||(Xtn,xns ,K
tn,xn
s )− (X
t,x
s ,K
t,x
s )||
2
]
= lim inf
n
E¯
[
sup
t≤s≤T
||(X¯ns , K¯
n
s )− (Y¯
n
s , K¯
1,n
s )||
2
]
≤ E¯
[
sup
t≤s≤T
||(X¯s, K¯s)− (Y¯s, K¯
1
s )||
2
]
= 0
which is a contradiction. The proof is finished. 
Proposition A.2. Assume that (A3) and (A4) are satisfied, let (tn, xn) be a sequence in [0, T ]×Rd converging to (t, x).
Then the sequence of processes (Xtn,xn) converges in S2(R) to (Xt,x) which is the unique strong solution of the SDE
(4.2) starting at x at time t.
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The proof is similar (and simpler) than that of Proposition A.1.
Proposition A.3. Assume that (A4) is satisfied, let (tn, xn) be a sequence in [0, T ] × O converging to (t, x). If the
uniqueness in law holds for Equation (4.10), then the sequence of processes (Xtn,xn) converges in law toXt,x which is
the unique solution (in law) of the SDE (4.10) starting at x at time t.
Proof. Without loss of generality, we assume that tn ≥ t for each n. Using assumption (A4) , we show that the sequence
(Xtn,xn ,W ) is tight in C([0, T ],Rd). Hence, according to Skorohod’s representation theorem, there exists a sequence
of processes (X¯n, W¯n)n≥1 and a process (X¯, W¯ ) defined on some probability space (Ω¯, F¯ , P¯) such that for each n
Law(X¯n, W¯n) = Law(Xtn,xn ,W ) (A.8)
and there exists a subsequence still denoted (X¯n, W¯n), such that
lim
n→∞
(X¯n, W¯n) = (X¯, W¯ ) uniformly on every finite interval P¯-a.s. (A.9)
Let F¯nt (resp. F¯t) be the σ-algebra σ
(
X¯ns , W¯
n
s ; s ≤ t
)
(resp. σ
(
X¯s, W¯s; s ≤ t
)
) completed with P¯ -null sets. Hence(
W¯nt , F¯
n
t
)
and
(
W¯t, F¯t
)
are P¯ Brownianmotions and the processes X¯n (resp. X¯) are adapted to F¯nt and F¯t respectively.
From (A.8) and (4.2) we have
X¯ns = xn +
s∫
tn
µ(r, X¯nr )dr +
s∫
tn
σ(r, X¯nr )dW¯
n
r P¯-a.s. (A.10)
Using (A.8), (A.9) and (A.10) we show that
X¯s = x+
s∫
t
µ(r, X¯r)dr +
s∫
t
σ(r, X¯r)dW¯r P¯-a.s. (A.11)
The uniqueness in law shows that X¯ andXt,x have the same law and that the whole sequenceXtn,xn converges in law
toXt,x. 
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