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Abstract
We study the umbral ”classical” orthogonal polynomials with respect to a generalized derivative operator
D which acts on monomials as Dxn = µnx
n−1 with some coefficients µn. Let Pn(x) be a set of orthogonal
polynomials. Define the new polynomials Qn(x) = µ
−1
n+1DPn+1(x). We find necessary and sufficient condi-
tions when the polynomials Qn(x) will also be orthogonal. Apart from well known examples of the classical
orthogonal polynomials we present a new example of umbral classical polynomials expressed in terms of
elliptic functions.
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1. Introduction
Let Pn(x) = x
n +O(xn−1) be a set of monic orthogonal polynomials with respect to the linear functional σ
〈σ, Pn(x)Pm(x)〉 = hn δnm, n,m = 0, 1, 2, . . . (1.1)
where hn are nonzero normalization constants.
The linear functional σ acts on the space of polynomials. This action can be defined by the moments
〈σ, xn〉 = gn, (1.2)
where gn, n = 0, 1, 2, . . . is a sequence of complex numbers with the initial condition g0 = 1. We assume that
the linear functional σ is nondegenerate. This means that all the Hankel determinants
∆n = det |gi+k|
n−1
i,k=0 (1.3)
are nonzero ∆n 6= 0, n = 1, 2, . . . . There is the relation
hn =
∆n+1
∆n
(1.4)
from which it follows that the nondegenerate condition is equivalent to the condition hn 6= 0.
Moreover, the orthogonal polynomials Pn(x) satisfy the three-term recurrence relation [5]
Pn+1(x) + bnPn(x) + unPn−1(x) = xPn(x), (1.5)
where
un =
hn
hn−1
(1.6)
Clearly, the nondegenerate condition is equivalent to the condition un 6= 0, n = 1, 2, . . . .
The monic polynomials
Qn(x) =
P ′n+1(x)
n+ 1
= xn +O(xn−1) (1.7)
are in general, not orthogonal (here f ′(x) means the ordinary derivative). The set of polynomials Pn(x) is
called the classical polynomials if the polynomials Qn(x) are orthogonal polynomials with respect to another
nondegenerate linear functional τ
〈τ,Qn(x)Qm(x)〉 = h˜n δnm, (1.8)
where the linear functional τ is defined by the moments
g˜n = 〈τ, x
n〉 (1.9)
and h˜n are new normalization constants.
The Hahn theorem [1] gives a complete classification of all classical polynomials. There are essentially 4
distinct types of such polynomials: Jacobi, Laguerre, Hermite and Bessel polynomials.
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The ordinary derivative operator ∂x satisfies the property on monomials
∂xx
n = nxn−1 (1.10)
This is defining property of the derivative operator.
In the umbral calculus [19] the formal derivative operator D can be introduced. Its action on monomials is
defined by the formula
Dxn = µnx
n−1, n = 0, 1, 2, . . . (1.11)
where µn is an arbitrary sequence of complex numbers with the restrictions µ0 = 0 and µn 6= 0, n = 1, 2, . . . .
Clearly, the operator D decreases the degree of any polynomial by one. The obvious example of the formal
derivative operator is the ordinary derivative operator (in this case µn = n). Another simple example is the
q-derivative operator
Dqf(x) =
f(xq)− f(x)
x(q − 1)
. (1.12)
In this case µn = (q
n − 1)/(q − 1).
We say that the set of monic orthogonal polynomials Pn(x), n = 0, 1, 2, . . . satisfies the umbral classical
property if the new set of monic polynomials
Qn(x) =
DPn+1(x)
µn+1
, n = 0, 1, 2, . . . (1.13)
is another set of orthogonal polynomials (see e.g. [9] for further details). We will adopt notation τ for the linear
functional providing orthogonality of Qn(x) and g˜n for corresponding moments (1.9).
Hahn solved the problem of classification of the classical polynomials in cases of the operators ∂x and Dq
(see e.g. [1]).
The main purpose of the present paper is to find necessary and sufficient conditions for the polynomials
Pn(x) and for the sequence µn to satisfy the umbral classical property. We derive these conditions and analyze
them presenting several special cases. Apart from well known examples of orthogonal polynomials belonging to
the Hahn class (for both the ordinary and q-derivative operators) we present a new example of umbral claqssical
polynomials connected with elliptic functions.
The paper is organized as follows.
In Section 2, we introduce the reciprocal operator R which transforms polynomials Qn(x) to Pn(x). In
general, this operator is not unique. However, if the polynomials Pn(x) and Qn(x) are orthogonal then the op-
eratorR is completely determined. This allows to formulate a necessary and sufficient condition for polynomials
Qn(x) to be orthogonal. From this condition it is possible to derive the eigenvalue problems LPn(x) = λnPn(x)
and L˜Qn(x) = λn+1Qn(x) for polynomials Pn(x) and Qn(x), where L = RD, L˜ = DR. The operator R acts
on monomials as
Rxn =
n+1∑
s=0
Rnsx
s
with the condition Rn,n+1 6= 0.
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In section 3, we study the simplest case when the matrix Rns has only 2 nonzero diagonals Rn,n+1 and Rnn,
i.e. Rns = 0 when s < n. This leads to classical and q-classical polynomials (but not exhausts all classical
polynomials)
In Section 4, we consider more general case when the matrix Rns has only finite number of diagonals, i.e.
Rns = 0 when s < n − j with fixed j = 1, 2, . . . . The main result of this section is that this condition is
equivalent to the statement that µn satisfies a finite difference equation with constant coefficients.
In Section 5, we show that the polynomials Qn(x) and Pn(x) are connected by a chain of spectral (i.e.
Christoffel and Geronimus) transforms and then we obtain the reduced system of algebraic equations which is
much simpler than inital one.
In Section 6, we derive possible expression for the operators D and R in the case of local operator R. For
the simplest case when R contains only 3 diagonals we show that the reduced system of equations leads to well
known classical and q-classical polynomials.
Finally, in Section 7, we consider the case when the operator R is completely degenerate, i.e. λn = 1, n =
1, 2, . . . . This leads to a nontrivial new example of umbral classical polynomials expressed in terms of elliptic
functions. In a special case, when elliptic functions degenerate to rational functions, one obtains the Krall-Jacobi
polynomials which appear to be umbral classical polynomials.
2. Necessary and sufficient conditions
Let us introduce the new operator R which sends any polynomial of exact degree n to a polynomial of exact
degree n+ 1. Clearly, any such operator can be defined through it action on monomials
Rxn = νn+1x
n+1 +Rnnx
n +Rn,n−1x
n−1 + · · ·+Rn0 (2.1)
with some coefficients νn, Rnk. It is assumed that νn 6= 0, n = 1, 2, . . . (this is necessary for the condition
deg(Rxn) = n+ 1).
If orthogonal polynomials Pn(x) are given by their expansion coefficients
Pn(x) = x
n +
n−1∑
s=0
Ansx
s (2.2)
then the ”derived” polynomials Qn(x) are defined uniquely
Qn(x) = x
n +
n−1∑
s=0
µsAn+1,s
µn+1
xs. (2.3)
We can construct an operator R such that
RQn(x) = νn+1Pn+1(x). (2.4)
It is easily seen that there are infinitely many such operators. Indeed, the nonzero coefficients ν1, ν2, . . . can be
chosen arbitrarily while the coefficients Rnk are defined uniquely from condition (2.4).
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However, if the polynomials Qn(x) are orthogonal with respect to a nondegenerate functional τ then the
operator R is defined uniquely, i.e. the coefficients νk, k = 1, 2, . . . are completely determined. Specifically, we
have the
Proposition 1 If the polynomials Qn(x) are orthogonal with respect to the nondegenerate linear functional τ
then the relation
〈τ, g(x)Df(x)〉 = 〈σ, f(x)Rg(x)〉 (2.5)
holds for any pair of polynomials f(x), g(x). Moreover, the coefficients νn are determined uniquely by the relation
νn+1 =
µn+1h˜n
hn+1
, n = 0, 1, . . . (2.6)
Proof. It is sufficient to prove this proposition for g(x) = Qn(x), f(x) = Pm+1(x), n,m = 0, 1, . . . . We have by
orthogonality properties of the polynomials Qn(x) and Pn(x)
〈τ,Qn(x)DPm+1(x)〉 = µn+1〈τ,Qn(x)Qm(x)〉 = µn+1h˜n δnm (2.7)
and
〈σ, Pm+1(x)RQn(x)〉 = νn+1〈σ, Pm+1(x)Pn+1(x)〉 = νn+1hn+1 δnm (2.8)
Hence the relation
〈τ,Qn(x)DPm+1(x)〉 = 〈σ, Pm+1(x)RQn(x)〉 (2.9)
holds for all n,m = 0, 1, 2, . . . provided that condition (2.6) is fulfilled. By linearity, we obtain that relation (2.5)
holds for any pair of polynomials g(x), f(x) because we can expand g(x) and f(x) as finite linear combinations
of polynomials Qn(x) and Pn(x). This proves the proposition.
The inverse statement is also valid:
Proposition 2 Assume there exists a linear nondegenerate functional τ such that relation (2.5) holds for any
pair of polynomials g(x), f(x). Then the polynomials Qn(x) are orthogonal with respect to the functional τ and
the operator R is uniquely determined by this relation.
In order to proof this proposition we again choose g(x) = Qn(x), f(x) = Pm+1(x), n,m = 0, 1, . . . and then
(2.5) gives us the orthogonality property of the polynomials Qn(x)
〈τ,Qn(x), Qm(x)〉 = h˜n δnm (2.10)
We thus have that relation (2.5) is necessary and sufficient for polynomials Qn(x) to be orthogonal.
There is a simple but important consequence of these propositions.
Indeed, we have two relations between orthogonal polynomials Pn(x) and Qn(x):
DPn+1(x) = µn+1Qn(x) (2.11a)
RQn(x) = νn+1Pn+1(x) (2.11b)
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whence there are two eigenvalue problems
LPn(x) = λnPn(x), L˜Qn(x) = λn+1Qn(x), (2.12)
where
L = RD, L˜ = DR (2.13)
and λn = µnνn.
From basic relation (2.5) it follows that the operator L is symmetric with respect to the linear functional σ,
i.e. for arbitrary polynomials f(x), g(x) the relation
〈σ, f(x)Lg(x)〉 = 〈σ, g(x)Lf(x)〉, (2.14)
holds. Note that relation (2.14) is necessary and sufficient in order for eignenpolynomials Pn(x) to be orthogonal
[27]. Similarly the operator L˜ is symmetric with respect to the functional τ :
〈τ, f(x)L˜g(x)〉 = 〈τ, g(x)L˜f(x)〉. (2.15)
We thus have that ”classical” property of the orthogonal polynomials Pn(x) implies additional eigenvalues
problems (2.12). In case when D is a differential operator with polynomial coefficients this property was
established in [11] and developed in [13].
Additionally, one can assume the nondegenerate condition
λn 6= λm (2.16)
for all pairs of distinct n and m. In this case the eigenvalue problem LPn(x) = λnPn(x) defines all polynomials
Pn(x) uniquely (up to a common factor). However, in the last section we will consider the case with complete
degeneration of the operator L.
In order to obtain an effective algebraic criterion of the orthogonality of the polynomials Qn(x) let us choose
g(x) = xm, f(x) = xn in (2.5). Then we have the system of algebraic equations
µng˜n+m−1 = νm+1gn+m+1 +Rmmgn+m + . . . Rm0gn, m, n = 0, 1, 2, . . . (2.17)
But if relation (2.5) is valid for all monomials g(x) = xm, f(x) = xn, then this relation is valid for any pair of
polynomials f(x), g(x).
We thus have the
Proposition 3 System of algebraic equation (2.17) is necessary and sufficient condition for polynomials Qn(x)
to be orthogonal.
These equations contains many unknowns: the moments gn, the ”derived” moments g˜n, the coefficients µn
and νn and the matrix elements Rnk of the operator R. One can exclude some of these unknowns.
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Indeed, let us put m = 0. Then (2.17) becomes
µng˜n−1 = R00gn + ν1gn+1 (2.18)
and we can express the ”derived” moments in terms of initial moments:
g˜n =
R00gn+1 + ν1gn+2
µn+1
, n = 0, 1, 2, . . . (2.19)
Expressions (2.19) define g˜n uniquely because, by condition, µn 6= 0, n = 1, 2, . . . .
We can then present the remaining equations (2.17) in the form
µn(R00gn+m + ν1gn+m+1) = µn+m (νm+1gn+m+1 +Rmmgn+m + . . . Rm0gn) , m = 1, 2, . . . (2.20)
Moreover, putting n = 0 in (2.17) we get
νm+1gm+1 +Rmmgm + . . . Rm1g1 +Rm0 = 0 (2.21)
Equations (2.21) allow to determine the moments g1, g2, g3 step-by-step in terms of the coefficients Rns of the
operator R. For example,
g1 = −
R11
ν1
, g2 = −
R11g1 +R10
ν2
, . . . (2.22)
The remaining unknowns are the coefficients µn, νn, n = 1, 2, . . . and the matrix coefficients Rns of the operator
R.
However, general solution may appear to be rather complicated problem. Instead, we can assume some
additional conditions on parameters µn or on the structure of the matrix R. This simplifies the problem and
allows to find explicitly at least some of unknowns.
Before considering special cases, we note a simple
Proposition 4 Let µn, gn be a solution of the ”umbral” classical polynpomials (initial conditions µ0 = 0, g0 = 1
are asumed). Then αqnµn, p
ngn with arbitrary nonzero parameters α, q, p is also a solution with the same initial
conditions.
The proof of this proposition is almost obvious. Indeed, lets S(τ) be the dilation operator S(τ)Pn(x) =
τ−nPn(xτ). Clearly, the polynomials S(τ)Pn(x) remain monic orthogonal polynomials. Applying this operator
to the main condition
S(τ1)DS
−1(τ2)S(τ2)Pn(x) = µnS(τ1)Qn(x) (2.23)
we achieve the statement of the proposition.
Using this proposition we can combine all solutions into equivalence classes. For example a solution with
µn = κ
n
1 − κ
n
2 with two different parameters κ1, κ2 is equvalent to the solution µn = 1− q
n with q = κ2/κ1.
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3. Two-diagonal operator R
In this section we consider a simplest special case when the matrix of the operator R in the monomial basis has
only two diagonals, i.e. we assume that the operator R acts as
Rxn = νn+1x
n+1 + ρnx
n (3.1)
with some nonzero coefficients ρn.
Then we can present the system (2.17) in the form
µng˜n+m−1 = νm+1gn+m+1 + ρmgn+m (3.2)
Putting m = 0 we can eliminate g˜n from the system (3.2):
g˜n =
ν1gn+2
µn+1
+
ρ0gn+1
µn+1
(3.3)
Then system (3.2) reads
(
ν1µn
µn+m
− νm+1
)
gn+m+1 +
(
ρ0µn
µn+m
− ρm
)
gn+m = 0 (3.4)
For m = 0 system (3.4) is trivial: 0 = 0. The first nontrivial equations correspond to m = 1:
(
ν1µn
µn+1
− ν2
)
gn+2 +
(
ρ0µn
µn+1
− ρ1
)
gn+1 = 0 (3.5)
and to m = 2: (
ν1µn−1
µn+1
− ν3
)
gn+2 +
(
ρ0µn−1
µn+1
− ρ2
)
gn+1 = 0 (3.6)
One can consider equations (3.5)-(3.6) as a linear homogeneous system with respect to unknowns gn+1, gn+2.
Existence of nontrivial solution of such system is possible only if the determinant is equal to zero. This leads
to the equation
α1µn + α2µn+1 + α3µn+2 = 0 (3.7)
Up to transformations µn → αq
nµn, gn → p
ngn there are only two distinct solutions of equation (3.7):
µn =
1− qn
1− q
(3.8)
and
µn = n (3.9)
The first case corresponds to the ordinary derivative operator, i.e. D = ∂§. The second case corresponds to the
q-derivative operator D = D∐.
It is easily verified that expressions for νn and ρn are
νn = α1 + α2q
−n, ρn = α3 + α4q
−n (3.10)
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in the case of solution (3.8) and
νn = α1 + α2n, ρn = α3 + α4n (3.11)
in the case of solution (3.9). Here αi, i = 1, . . . , 4 are arbitrary parameters.
The operator L = RD has the abstract ”hypergeometric” form [27]
Lxn = λnx
n + τnx
n−1 (3.12)
with
λn = µnνn, τn = µnνn−1 (3.13)
This corresponds to solutions obtained in [27]. In more details, the case (3.8) corresponds to the little q-Jacobi
polynomials and their special and degenerate cases, while the case (3.9) corresponds to the Jacobi polynomials
and their degenerate cases - Laguerre and Bessel polynomials.
We thus see that the case of two-diagonal operator R corresponds to abstract ”hypergeometric” polynomials
classified in [27]. Note, nevertheless, that the class of solutions in [27] is wider: it includes so-called little -1
Jacobi polynomials. These polynomials do not appear in the case of two-diagonal operator R because for them
µn = n+ η(1− (−1)
n) (3.14)
with some parameter η. This expression for µn does not appear in the case of two-diagonal operator R.
4. The local operator R
Results of the previous section can be generalized to the case when the matrix R is finite-diagonal. This means
that there exists a positive integer j such that
Rxn = νn+1x
n+1 +K(0)n x
n +K(1)n x
n−1 + · · ·+K(j−1)n x
n−j+1 (4.1)
where
K(i)n = Rn,n−i (4.2)
There is an obvious truncation condition
K(k)n = 0, k > n (4.3)
preventing appearing of terms with negative degrees in rhs of (4.1)
The corresponding operators R can be called the local operators, because they contain only a finite number
of diagonals. Obvious examples of such operators are differential operators
AN (x)∂
N
x +AN−1(x)∂
N−1
x + · · ·+A0(x), (4.4)
where N is a fixed positive integer and where Ak(x) are polynomials in x such that deg(Ak(x)) = k + 1
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In the previous section we considered the simplest case of the local operator j = 1 when the matrix R is
two-diagonal.
We have the following
Proposition 5 If the operator R has j+1 diagonals in the monomial basis (4.1) then the parameters µn satisfy
the recurrence relation with constant coefficients
α0µn + α1µn−1 + · · ·+ αj+1µn−j−1 = 0, n > j + 1, (4.5)
where the coefficients αi, i = 0, 1, . . . , j + 1 do not depend on n.
Proof. From (4.1) and (2.17) we have the system of j + 2 homogeneous equations
µn−ig˜n+m−1 = νm+1+ign+m+1+K
(0)
m+ign+m+K
(1)
m+ign+m−1+ · · ·+K
(j−1)
m+i gn+m−j+1, i = 0, 1, . . . , j+1 (4.6)
for j + 2 unknowns g˜n+m, gn+m+1, gn+m, . . . , gn+m−j+1.
This system should have a nonzero solution (otherwise the linear functionals are degenerate). Hence the
determinant of this system should be equal to zero. This leads to the equation (4.5). Note that the operator R
with j+1 diagonals leads to the difference equation (4.5) of the same order j +1. For j = 1 we obtain the case
already considered in the previous section: two-diagonal operator R leads to second-order difference equation
(3.7) for µn.
There is an inverse statement with respect to above proposition:
Proposition 6 Assume that µn satisfies linear difference equation (4.5) of the order j + 1. Then the operator
R should have no more than j + 2 diagonals in the monomial basis:
Rxn = νn+1x
n+1 +K(0)n x
n +K(1)n x
n−1 + · · ·+K(j)n x
n−j (4.7)
Proof. Assume that the coefficients µn satisfy relation (4.5). We start with the basic conditions (2.17)
µng˜n+m−1 =
m+1∑
s=0
Rmsgn+s, (4.8)
where Rm,m+1 = νm+1. From (4.8) we can obtain
j+1∑
i=0
αiµn−ig˜n+m−1 =
j+1∑
i=0
m+1∑
s=0
αiRm+i,sgn+s−i (4.9)
By (4.5) the lhs of (4.9) vanishes and we have the conditions
j+1∑
i=0
m+1∑
s=0
αiRm+i,sgn+s−i = 0 (4.10)
which should be valid for all m = 0, 1, 2, . . . and for all n ≥ m+ 1.
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We can combine terms in front of moments:
m+1∑
s=0
j+1∑
i=0
αiRm+i,sgn+s−i =
αj+1Rm+j+1,0gn−j−1 + (αj+1Rm+j+1,1 + αjRm+j,0)gn−j +
(αj+1Rm+j+1,2 + αjRm+j,1 + αj−1Rm+j−1,0)gn−j+1 · · · = 0 (4.11)
The rhs of (4.11) is a linear combination of the moments gn with coefficients not depending on n. From the
nondegenerate condition it follows that all these coefficients should vanish:
αj+1Rm+j+1,0 = αj+1Rm+j+1,1 + αjRm+j,0 =
αj+1Rm+j+1,2 + αjRm+j,1αj−1Rm+j−1,0 = · · · = 0
whence
Rm0 = Rm−1,1 = · · · = Rm−i,i = 0, i = 0, 1, . . . , j + 1, m ≥ j + 1 (4.12)
But condition (4.12) means that the matrix R has only j + 2 nonzero diagonals and we arrive at relation (4.1).
Hence, when the coefficients µn satisfy linear difference equation (4.5) with constant coefficients, then basic
equations (2.17) can be presented in the form
µng˜n+m−1 = νm+1gn+m+1 +K
(0)
m gn+m + · · ·+K
(j)
m gn+m−j (4.13)
Note the apparent ”assymetry” between above Propositions. Indeed, if the operator R has j+1 diagonals then
the coefficients µn satisfy the recurrence relation of the order j + 1. However, if µn satisfies the recurrence
relation of the order j + 1 then the operator R has no more than j + 2 diagonals. This can be explained by
the observation that if the order of the recurrence relation for µn is j + 1 then the operator R may have lesser
diagonals than j + 2, e.g. it may have j + 1 diagonals.
5. Reduced system of equations for the case of local operator R
It is possible to eliminate terms g˜n+m−1 from equations (4.13) by using the following
Lemma 1 Assume that the coefficients µn satisfy recurrence relation (4.5) of order j + 1 and this order is
minimal, i.e. any linear relation of the form
M∑
i=0
α˜iµn−i = 0, M < j + 1
is possible if and only if α˜i = 0, i = 0, 1, . . . ,M .
Assume moreover, that the coefficients αi in (4.5) satisfy the condition
j+1∑
i=0
αi = 0 (5.1)
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Then there exist constants β0, β1, . . . , βj such that
j∑
i=0
βiµn−i = 1 (5.2)
Proof. Assume that condition (5.1) holds. Choose
β0 = γ α0, βi = γ
i∑
s=0
αi, i = 1, 2, . . . , j (5.3)
with some complex constant γ.
Let us consider the expression
Yn =
j∑
i=0
βiµn−i (5.4)
It is easily verified that Yn−1 = Yn and hence Yn is a constant not depending on n. This constant cannot be
zero, because otherwise j +1 is not the minimal order of equation (4.5). Hence by an appropriate choice of the
parameter γ one can achieve condition (5.2). This proves the Lemma.
The remaining question is: how to provide condition (5.1) which is necessary for the Lemma. This can be
achieved by the equivalence transformation µn → q
−nµn with some complex parameter q. Indeed, under this
transformation we have αi → q
iαi and we should verify the condition
j+1∑
i=0
αiq
i = 0 (5.5)
But (5.5) is an algebraic equation of order j + 1 with respect to the unknown q. It always has at least one
nonzero solution. This means that by an appropriate equivalence transformation one can always achieve the
desired condition (5.1).
In what follows we will assume that condition (5.5) holds. Then we have from (4.13)
j∑
i=0
βiµn−ig˜n+m−1 =
j∑
i=0
βi
j∑
s=−1
K
(s)
m+ign+m−s (5.6)
where K
(−1)
m = νm+1 Using (5.2) we can present (5.6) in the form
g˜n+m−1 =
j∑
s=−1
L(s)m gn+m−s, (5.7)
where
L(s)m =
j∑
i=0
βiK
(s)
m+i (5.8)
Putting m = 0 in (5.7) we obtain that the modified moments g˜n are expressed as a linear combination of the
moments gn
g˜n =
j∑
s=−1
L
(s)
0 gn+1−s, n ≥ j − 1 (5.9)
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Putting m = 1 we have similarly
g˜n =
j∑
s=−1
L
(s)
1 gn+1−s, n ≥ j − 1 (5.10)
Subtracting (5.9) and (5.10) we have
j∑
s=−1
(L
(s)
1 − L
(s)
0 )gn+1−s = 0
Due to nondegenerate condition we obtain that L
(s)
1 = L
(s)
0 . Putting m = 2, 3, . . . we have similarly that
L
(s)
0 = L
(s)
1 = · · · = L
(s)
j = εs, (5.11)
with some constants εs, i.e. that the coefficients L
(s)
i do not depend on i.
We thus have
g˜n+j−1 =
j∑
s=−1
εsgn+j−s, n = 0, 1, 2, . . . (5.12)
This relation has a simple interpretation. Indeed, we can present (5.12) in the equivalent form
xj−1τ = pij+1(x)σ, (5.13)
where
pij+1(x) =
j∑
s=−1
εsx
j−s (5.14)
is a polynomial of degree ≤ j+1. The product pi(x)σ of the linear functional σ by a polynomial pi(x) is defined
as
〈pi(x)σ, f(x)〉 = 〈σ, pi(x)f(x)〉 (5.15)
for any polynomial f(x). On the other hand, the functional pij+1(x)σ corresponds to j + 1 step Christoffel
transform of the functional σ [26]. Reciprocal to Christoffel is Geronimus transform [26]. We thus see that the
functionals σ and τ are related by sequences of Christoffel and Geronimus transforms (see [17], [26] for further
details).
Substituting (5.12) into (4.13) we obtain the reduced system of equations
j∑
s=−1
(K(s)m − µnεs)gn+m−s = 0, n,m = 0, 1, 2, . . . (5.16)
This system of algebraic equations is necessary and sufficient condition in order for polynomials Pn(x) be umbral
classical in case when the operator R is local.
We can further specify dependence of the coefficientsK
(s)
m , s = −1, 0, . . . , j onm. Indeed, system of algebraic
equations (5.16) is homogeneous in variables gn+m+1, gn+m, gn+m−1, . . . , gn+m−j . Hence the determinant of the
matrix (the rows are labelled by i, the columns are labelled by s)
W (n,m)is = K
(s)
m+i − εsµn−i, i = 0, 1, . . . , j + 1, s = −1, 0, . . . , j (5.17)
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should be zero
det(W (n,m)) = 0 (5.18)
for all admissible values of m,n. Let us multiply each i-th row of the matrix W (n,m) by αi and add them to
the last row. Then by (4.5) the last row of the resulting matrix W˜ (n,m) will be
W˜ (n,m) |i=j+1 =
j∑
k=0
αkK
(s)
m+k, s = −1, 0, 1, . . . , j (5.19)
Hence all entries in the last row of the matrix W˜ (n,m) depend on m only (but not on n) while entries of all
other rows depend on both variables n,m. The determinant should vanish det(W˜ (n,m)) = 0 for all n,m. This
is possible only if
j∑
k=0
αkK
(s)
m+k = 0, s = −1, 0, 1, . . . , j (5.20)
Equations (5.20) have simple meaning: all the coefficients K
(−1)
m = νm+1, K
(0)
m , . . . ,K
(j)
m are solutions of differ-
ence equation (5.20) with constant coefficients αk. This equation has the same order j + 1 as equation (5.16)
for µn but is ”reverse” with respect to (5.16). For example, for j = 1 we have equation for µn
α0µn + α1µn−1 + α2µn−2 = 0 (5.21)
and corresponding equation
α2K
(s)
n + α1K
(s)
n−1 + α0K
(s)
n−2 = 0, s = −1, 0, 1 (5.22)
for K
(s)
n .
This means that in the case of local operators R the matrix coefficients µn, K
(s)
n of the operators D and R
are solutions of difference equations of the same order with constant coefficients.
Return now to the reduced system (5.16) with fixed j. This system contains moments gn as main unknowns.
The coefficients µn and K
(s)
n can be explicitly presented as solutions of difference equations (4.5) and (5.20).
Solutions of such equations are well known (see e.g. [14]). In the non-degenerate case the generic solution is
µn = a1q
n
1 + a2q
n
2 + . . . aj+1q
n
j+1, (5.23)
where qi, i = 1, 2 . . . , j + 1 are distinct roots of the Euler characteristic equation
α0q
j+1 + α1q
j + · · ·+ αjq + αj+1 = 0 (5.24)
and where ak, k = 1, 2, . . . , j + 1 are arbitrary parameters with the restriction
a1 + a2 + · · ·+ aj+1 = 0
in order to satisfy the initial condition µ0 = 0.
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Similarly, for the coefficients K
(s)
n we have the expressions
K(s)n = r
(s)
1 q
−n
1 + r
(s)
2 q
−n
2 + · · ·+ r
(s)
j+1q
−n
j+1 (5.25)
with some constants r
(s)
k and with the same characteristic roots qk. Notice that in (5.25) we have linear
combination of negative degrees q−nk in contrast to expression (5.23). The reason is that characteristic equation
for the coefficients K
(s)
n is
αj+1q
j+1 + αjq
j + · · ·+ α1q + α0 = 0 (5.26)
and it is clear that equation (5.26) has the roots q−11 , q
−1
2 , . . . , q
−1
j+1 in case if equation (5.24) has the roots
q1, q2, . . . , qj+1.
Substituting these expressions into (5.16) we obtain a system of j+2 equations for the unknown moments gn.
Each equation of this system is a difference equation of order j +1 with respect to the same unknown sequence
gn. Compatibility conditions for these equations should give restrictions upon the parameters qi, ai, r
(s)
i , εs. For
j = 1 these restrictions are very simple and will be analyzed in the next section. However for j > 1 the detailed
analysis of these restrictions could be a nontrivial problem.
When some of the roots qi coincide with one another solution for µn can contain terms like n
k, k = 0, 1, . . .
together with terms qk. Analysis of this (degenerate) can be done in the same manner.
6. Explicit expressions for the operators D and R
What about possible expression of the operators D and R in the case of local operator R?
Using explicit expression (5.23) for µn in the nondegenerate case we see that the operator D can be presented
in the form
D = x−1 (a1T1 + a2T2 + . . . aj+1Tj+1) , (6.1)
where
Tkf(x) = f(qkx), k = 1, 2, . . . , j + 1 (6.2)
is the dilation operator. As a special case (when j = 1) we have the q-derivative operator Dq (in this case
q1 = q, q2 = 1).
Similarly, from solution (5.25) we arrive at expression of the operator R
R = x−j
(
V
(1)
j+1(x)T
−1
1 + V
(2)
j+1(x)T
−1
2 + · · ·+ V
(j+1)
j+1 (x)T
−1
j+1
)
, (6.3)
where V
(k)
j+1(x) are polynomials of degree j + 1 and where the operator T
−1
k is defined as
T−1k f(x) = f(q
−1
k x). (6.4)
In the degenerate case, when some of the rots qk coincide with one another, we obtain a combination of
q-difference and ordinary derivative operators. In a special case, when all qk = 1 we obtain the differential
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operator
D =
j−1∑
k=0
γkx
k∂k+1x (6.5)
with some constants γk.
A more interesting situation occurs when some of the characteristic roots degenerate to qk = −1. In this
case one can expect appearing of the Dunkl type operators which contain the reflection operator R defined as
Rf(x) = f(−x).
Consider e.g. the difference equation (4.5) for µn of the 3-rd order (i.e. j = 2)
µn − µn−1 − µn−2 + µn−3 = 0 (6.6)
Generic solution of (6.6) with the initial condition µ0 = 0 is
µn = κ (n+ η(1− (−1)
n)) , (6.7)
where κ, η are arbitrary parameters. The parameter κ is the common factor and it is sufficient to put κ = 1.
We then obtain expression (3.14) which corresponds to the Dunkl operator
D = ∂x + ηx
−1(1−R). (6.8)
In [24] it was shown that the little -1 Jacobi polynomials are umbral classical with respect to the Dunkl operator
(6.8).
We thus see that the case of the local operators R leads to the operators D which can be considered as a
natural generalization of the derivative or q-derivative operators.
Consider the simplest example when j = 1. We already know that in this case (to within equivalence
transforms) there are two essentially different solutions for µn: µn = n and µn = 1−q
n. In both cases condition
(5.1) holds, hence we can apply formulas (5.13) and (5.16).
Formula (5.13) reads
τ = pi2(x)σ (6.9)
Formula (6.9) means that the ”derived” functional τ is obtained from the initial functional σ by application of
at most two Christoffel transforms.
Formula (5.16) now reads
(νm+1 − ε−1µn)gn+m+1 + (K
(0)
m − ε0µn)gn+m + (K
(1)
m − ε1µn)gn+m−1 = 0 (6.10)
Consider first the case µn = n. This corresponds to the derivative operator D = ∂x. The difference equation of
minimal order for µn is
µn − 2µn−1 + µn−2 = 0 (6.11)
Equation for the coefficients K
(s)
n , s = −1, 0, 1 is the same
K(s)n − 2K
(s)
n−1 +K
(s)
n−2 = 0 (6.12)
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whence generic solution is
K(s)n = ξsn+ ηs, s = −1, 0, 1 (6.13)
with arbitrary constants ξs, ηs. From the boundary condition K
(1)
0 = 0 we have η1 = 0.
We thus have the equation
(ξ−1m+ η−1 − ε−1n)gn+m+1 + (ξ0m+ η0 − ε−1n)gn+m + (ξ1m− ε1n)gn+m−1 = 0 (6.14)
This equation should be valid for all admissible pairs m,n = 0, 1, 2, . . . . Clearly, this is possible only under the
restrictions
εs = −ξs, s = −1, 0, 1 (6.15)
Then equations (6.14) become
(ξ−1n+ η−1)gn+1 + (ξ0n+ η0)gn + ξ1ngn−1 = 0 (6.16)
with arbitrary parameters ξs, ηs. Equation (6.16) was first derived by Geronimus [6] in his studying of the Hahn
problem. This equation determines all classical orthogonal polynomials: Jacobi, Laguerre, Hermite and Bessel.
Another way to see this is to consider the operator L = RD. In our case D = ∂x and from (6.13) we can
reconstruct the operator R explicitly
R = (ξ−1x
2 + ξ0x+ ξ1)∂x + η−1x+ η0. (6.17)
The operator L coincides with generic hypergeometric operator
L = (ξ−1x
2 + ξ0x+ ξ1)∂
2
x + (η−1x+ η0)∂x. (6.18)
The corresponding eigenvalue problem
LPn(x) = λnPn(x) (6.19)
is known to generate all classical orthogonal polynomials [1], [18].
Consider the case µn = 1− q
n. The minimal difference equation (4.5) with the condition α0+α1+α2 = 0 is
µn − (q + 1)µn−1 + qµn−2 = 0 (6.20)
Corresponding equation for K
(s)
n , s = −1, 0, 1 is obtained from (6.20) by the change q → q−1:
K(s)n − (1 + q
−1)K
(s)
n−1 + q
−1K
(s)
n−2 = 0 (6.21)
Whence
K(s)n = ξsq
−n + ηs, (6.22)
From the boundary condition K
(1)
0 = 0 it follows that η1 = −ξ1.
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Equation (6.10) becomes
(ξ−1q
−m+η−1−ε−1(1−q
n))gn+m+1+(ξ0q
−m+η0−ε0(1−q
n))gn+m+(ξ1q
−m−ξ1−ε1(1−q
n))gn+m−1 = 0 (6.23)
Equations (6.23) should be compatible for all admissible n and m. This leads to the restrictions
εs = ηs, s = −1, 0, 1. (6.24)
Then we arrive at equation for the moments
(ξ−1 + η−1q
n)gn+1 + (ξ0 + η0q
n)gn + ξ1(1− q
n)gn−1 = 0, , n = 0, 1, 2, . . . (6.25)
with arbitrary parameters ξs, ηs. This equation determines uniquely all moments g1, g2, . . . starting with g0 = 1.
In order to find corresponding orthogonal polynomials Pn(x) let us consider the operator R. From (4.7) and
(6.22) we have
R = (ξ−1x+ ξ0 + ξ1x
−1)T−1q + η1x+ η0 − ξ1x
−1, (6.26)
where T−1q f(x) = f(x/q).
The operator D is
D = x−1(1− Tq). (6.27)
It is easily verified that the operator L = RD coincides with the operator which generates the difference equation
LPn(x) = λnPn(x) for the big q-Jacobi polynomials [10], [8]. For special choices of the parameters ξi, ηi we
obtain all ”q-classical” polynomials on the q-exponential grid xs = q
s [18] found by Hahn [7].
We thus demonstrated that the case j = 1 of the local operator R leads to all classical and q-classical
polynomials. Corresponding operators D are either ordinary derivative ∂x or q-derivative Dq operators.
An interesting open problem is finding nontrivial examples of umbral classical polynomials for j > 1. For
example, one can try to find all Dunkl classical polynomials with respect to the Dunkl operator (6.8). Such
problem was completely solved in [2] for the special case of symmetric polynomials, i.e. when Pn(−x) =
(−1)nPn(x). In [24] it was shown that the non-symmetric little -1 Jacobi polynomials are Dunkl classical.
However, the problem of describing all Dunkl classical polynomials is still open.
7. The degenerate case
There is another case when the problem of ”umbral” classical polynomials can be solved explicitly. This
corresponds to the full degeneration of the eigenvalue problems (2.12) when λ0 = 0 and λn = 1 for n = 1, 2, . . . .
In this case the operator L˜ is reduced to the identity operator on polynomials Qn(x)
L˜Qn(x) = Qn(x), n = 0, 1, 2, . . . (7.1)
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But the polynomials Qn(x) form a basis on the linear space of polynomials. Hence the operator L˜ is the identity
operator on all polynomials:
L˜xn = xn (7.2)
From condition (7.2) one can derive that
Rni = 0, i = 1, 2, 3, . . . , n, Rn,n+1 = νn+1 =
1
µn+1
(7.3)
This means that the operator R acts on monomials as
Rxn =
xn+1
µn+1
+Rn0, n = 0, 1, 2, . . . (7.4)
with some unknown coefficients Rn0. In order to relate these coefficients with moments gn of the functional σ
let us consider the operator L = RD. By (2.12) we have
LPn(x) =
{
0, n = 0
Pn(x), n = 1, 2, 3, . . .
(7.5)
From the orthogonality relation 〈σ, Pn(x)〉 = 0, n = 1, 2, . . . it follows that
〈σ, Lf(x)〉 = 0 (7.6)
for any polynomial f(x). In particular,
〈σ, Lxn〉 = 0, n = 0, 1, 2, . . . (7.7)
But the operator L acts on monomials as
Lxn = µnRx
n−1 =


0 if n = 0
xn + µnRn−1,0 if n ≥ 1
(7.8)
From (7.7) we find that
Rn0 = −
gn+1
µn+1
, n = 0, 1, 2, . . . (7.9)
Hence the action of the operator R on monomials is
Rxn =
1
µn+1
xn+1 −
gn+1
µn+1
(7.10)
Thus relations (2.17) for the degenerate case can be presented in the form
µnµm+1g˜n+m−1 = gn+m+1 − gm+1gn, n,m = 0, 1, 2, . . . (7.11)
Putting m = 0 in (7.11) we can eliminate g˜n:
g˜n =
gn+2 − g1gn+1
µ1µn+1
(7.12)
Then (7.11) reads
µnµm
µ1µn+m−1
=
gn+m − gmgn
gn+m − g1gn+m−1
, m, n = 1, 2, 3, . . . (7.13)
19
Note an obvious symmetry of (7.13) with respect to the permutation m↔ n. As expected, equations (7.13) are
invariant with respect to the equivalence transformations
µn → αq
nµn, gn → p
ngn (7.14)
with arbitrary nonzero parameters α, q, p.
In order to find solutions of equations (7.13) we observe that if µn and gn are analytic functions of their
arguments, i.e. µn = µ(n), gn = g(n) then (7.13) becomes the functional equation
g(n+m) = g(n)g(m) + µ(n)µ(m)ψ(n+m), (7.15)
where
ψ(n) =
g(n)− g(1)g(n− 1)
µ(1)µ(n− 1)
(7.16)
Remarkably, equation (7.15) belongs to a class of functional equations whose general solution can be expressed
in terms of the Weierstrass sigma functions [4], [3]. Up to transformations (7.14) we can present this solution
as
µn =
σ(wn)
σ(w(n + α))
, gn =
σ(wα)
σ(wβ)
σ(w(n + β))
σ(w(n + α))
, (7.17)
where w,α, β is an arbitrary nonzero parameters (β 6= α) and the Weierstrass sigma function σ(z) ≡ σ(z; g2, g3)
is defined by the standard way [25]. The elliptic parameters g2, g3 can be arbitrary; we omit them in notation
σ(z) for brevity.
For the modified moments one obtains
g˜n =
σ(wα)σ(w(β − α))σ(w(n + α+ β + 2))
σ2(wβ)σ(w(n + α+ 2))
(7.18)
One can check directly that (7.17) and (7.18) is a solution of equations (7.13) and (7.12) using well known
Riemann identity for sigma function [25]. It is clear from (7.17) that the initial conditions µ0 = 0, g0 = 1
are valid. However, g˜0 6= 1. This is not essential because all moments are defined up to a common factor:
transformation g˜n → κg˜n leads to the same orthogonal polynomials Qn(x).
From explicit expression (7.17) for the moment it is possible to identify the orthogonal polynomials Pn(x)
coincide with those considered in [22]. The latter can be obtained from elliptic solutions of the qd-algorithm.
They have the expression
Pn(x) = Bn 3E2
(
−n, α+ n, 1 + α− β − n(α+ n)
α, α− β − n(α+ n)
;x
)
(7.19)
Here 3E2(x) stands for the elliptic hypergeometric function. The coefficient Bn are chosen to satisfy the property
Pn(x) = x
n +O(xn−1).
The elliptic hypergeometric function is defined as [22]
3E2
(
−n, a1, a2
b1, b2
;x
)
=
n∑
k=0
[−n]k[a1]k[a2]k
[1]k[b1]k[b2]k
xk (7.20)
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and
[a]k = y(a)y(a+ 1) . . . y(a+ k − 1) (7.21)
is the elliptic Pochhammer symbol. Here we denote y(x) ≡ σ(wx) for brevity. Note that our definition of the
elliptic hypergeometric function is slightly different from the conventional one (see, e.g. [21]).
The polynomials Pn(x) satisfy the three-term recurrence relation
Pn+1(x) − (An + Cn)Pn(x) +An−1CnPn−1(x) = xPn(x), P0 = 1, P−1 = 0, (7.22)
where
An =
y2(n+ α)y(β + αn+ (n+ 1)2)y(β + α(n− 1) + n(n− 1))
y(2n+ α)y(2n+ α+ 1)y(β + α(n− 1) + n2)y(β + αn+ n(n+ 1))
(7.23)
and
Cn =
y2(n)y(β + α(n− 2) + (n− 1)2)y(β + αn+ n(n+ 1))
y(2n+ α)y(2n+ α− 1)y(β + α(n− 1) + n2)y(β + α(n− 1) + n(n− 1))
(7.24)
It is seen that for all possible values of the parameters α, β, w the coefficient un cannot be positive for all n. This
means that there is no positive orthogonality measure on the real line for the polynomials Pn(x). Nevertheless,
the polynomials Pn(x) are nondegenerate for generic choice of these parameters.
The derived polynomials Qn(x) differ from the polynomials Pn(x) by the change of the parameters α →
α+ 2, β → β + α+ 2. This means that the polynomials Qn(x) again satisfy the umbral classical property, and
this process can be continued infinitely.
When g2 = g3 = 0 the Weiersrtrass elliptic functions degenerate to the rational ones, in particular, σ(x) = x.
In this case the moments become
gn =
α
β
n+ β
n+ α
=
α
β
(
1 +
β − α
n+ α
)
(7.25)
It is clear from (7.25) that the moments admit the representation
gn =
α(β − α)
β
∫ 1
0
xnw(x)dx, (7.26)
where
w(x) = xα−1 +
1
β − α
δ(x− 1) (7.27)
and δ(x) is the Dirac delta-function. From (7.27) it is seen that the orthogonality measure contains absolute
continuous part xα−1 which corresponds to special Jacobi polynomials P
(α−1,0)(x)
n (orthognal on the interval
[0, 1]) and a concentrated mass at point x = 1. Orthogonal polynomials corresponding to the measure (7.27)
are known as the Krall-Jacobi polynomials [15]. They are remarkable because of their bispectrality property:
they are eigenfunctons of a linear fourth-order differential operator [16]. In this rational limit the elliptic
hypergeometric function in (7.19) becomes the ordinary hypergeometric function 3F2(x).
The recurrence relation for the Krall-Jacobi polynomials is (7.22), in expressions (7.23) and (7.24) one should
put y(n) = n which corresponds to the classical limit σ(x)→ x of the elliptic functions.
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Thus the case of complete degeneration of the operators L and L˜ leads to nontrivial examples of orthogonal
polynomials Pn(x) with the umbral classical property (1.13). Note that from (7.4) it follows that the operator
R is non-local in this case. In some sense this is the simplest example of the nonlocal operator R: apart from
the term νn+1x
n+1 there is only a constant term Rn0. An interesting open problem is to find other nontrivial
examples of umbral classical polynomials with nonlocal operators R.
8. Conclusions
The main result of the paper is the system of algebraic relations (2.17) which is necessary and sufficient condition
for umbral classical polynomials Pn(x). Solution of this system (i.e. finding explicit expressions for µn, νn, gn
etc) is rather nontrivial problem. A natural restriction upon the structure of the operator R - namely, the local
property - leads to much simpler reduced system of conditions (5.16). In turn, this local property is equivalent
to the simple difference equation (4.5) with constant coefficients for the unknowns µn. This leads to the explicit
form (6.1) of the operator D being a generalization of the q-derivative operator. In degenerate cases one can
obtain pure differential or Dunkl type operators.
Moreover, we have shown that for the case of local operators R the polynomials Pn(x) and Qn(x) are related
by a chain of Darboux transforms (5.13).
The solution depends on the number j + 2 of the diagonals of the matrix corresponding to the operator
R. Equivalently, j + 1 is the order of the finite difference equation (2.17). The simplest case j = 1 leads to
either classical (i.e. Jacobi, Laguerre, Hermite and Bessel) or q-classical polynomials on the q-exponential grid.
Already the next case j = 2 is far from being studied in details. We already know that the Dunkl classical
polynomials belong to the class j = 2. Classification of all orthogonal polynomials which possess the umbral
classical property for j = 2 would be an interesting open problem.
Moreover, we have shown that the local operators R do not exhaust all possible cases of umbral classical
polynomials. There is a nontrivial example of the nonlocal operator R leading to polynomials expressed in
terms of elliptic functions. One can expect existing of the more general solutions for the nonlocal operator R.
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