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Interpolation Macdonald polynomials and
Cauchy-type identities
GRIGORI OLSHANSKI
Abstract. Let Sym denote the algebra of symmetric functions and Pµ( · ; q, t)
and Qµ( · ; q, t) be the Macdonald symmetric functions (recall that they differ by
scalar factors only). The (q, t)-Cauchy identity∑
µ
Pµ(x1, x2, . . . ; q, t)Qµ(y1, y2, . . . ; q, t) =
∞∏
i,j=1
(xiyjt; q)∞
(xiyj ; q)∞
expresses the fact that the Pµ( · ; q, t)’s form an orthogonal basis in Sym with
respect to a special scalar product 〈 · , · 〉q,t. The present paper deals with the
inhomogeneous interpolation Macdonald symmetric functions
Iµ(x1, x2, . . . ; q, t) = Pµ(x1, x2, . . . ; q, t) + lower degree terms.
These functions come from the N -variate interpolation Macdonald polynomials,
extensively studied in the 90’s by Knop, Okounkov, and Sahi. The goal of the
paper is to construct symmetric functions Hµ( · ; q, t) with the biorthogonality
property
〈Iµ( · ; q, t), Hν( · ; q, t)〉q,t = δµν .
These new functions live in a natural completion Ŝym ⊃ Sym. As a corollary
one obtains a new Cauchy-type identity in which the interpolation Macdonald
polynomials are paired with certain multivariate rational symmetric functions.
The degeneration of this identity in the Jack limit (q, t) = (q, qk)→ (1, 1) is also
described.
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3.2. The algebra ŜymF and the dual functions Hµ( · ; q, t) 14
3.3. The Cauchy identity 14
3.4. Restriction to N variables 15
3.5. Modified dual functions 16
4. The case t = q 16
5. Combinatorial formula 21
5.1. Formulation of the theorem 21
5.2. A reformulation 22
5.3. Proof of Theorem 5.4: reduction to a Pieri-type formula 23
5.4. Proof of Theorem 5.4: computation of Pieri coefficients 24
6. Difference operators: special case t = q 29
7. Difference operators: general case 32
7.1. q-Difference equations for polynomials Iµ|N( · ; q, t) 32
7.2. q-Difference equations for modified dual functions H˜µ|N( · ; q, t) 35
8. The Jack limit 36
9. Specializations at t = 0 and q = 0 43
9.1. The case t = 0 43
9.2. The case q = 0 45
References 47
1. Introduction
1.1. Preface. One of the fundamental formulas in the theory of symmetric functions
is the Cauchy identity∑
µ∈Y
sµ(x1, x2, . . . )sµ(y1, y2, . . . ) =
∞∏
i=1
∞∏
j=1
1
1− xiyj
.
Here Y is the set of partitions and sµ( · ) denotes the Schur symmetric function with
index µ ∈ Y. The elements sµ( · ) form a distinguished orthonormal basis of the
algebra of symmetric functions with respect to the canonical scalar product 〈 · , · 〉,
and the right-hand side of the Cauchy identity is the reproducing kernel for this
scalar product.
Macdonald’s (q, t)-deformation of the Cauchy identity [14, Ch. VI, (4.13)] has the
form ∑
µ∈Y
Pµ(x1, x2, . . . ; q, t)Qµ(y1, y2, . . . ; q, t) =
∞∏
i=1
∞∏
j=1
(xiyjt; q)∞
(xiyj; q)∞
, (1.1)
3where the Pµ( · ; q, t) are the Macdonald symmetric functions with parameters (q, t),
Qµ( · ; q, t) differs from Pµ( · ; q, t) by a scalar factor, and
(z; q)∞ :=
∞∏
n=0
(1− zqn)
is the conventional notation for the q-Pochhammer symbol. The elements Pµ( · ; q, t)
form an orthogonal basis with respect to the (q, t)-deformed scalar product 〈 · , · 〉q,t
(see [14, Ch. VI, (1.5)]), and
Qµ( · ; q, t) =
Pµ( · ; q, t)
〈Pµ( · ; q, t), Pµ( · ; q, t)〉q,t
,
so that
〈Pµ( · ; q, t), Qν( · ; q, t)〉q,t = δµν .
The basis {Pµ( · ; q, t)}µ∈Y is homogeneous; associated to it is an inhomogeneous
basis whose elements
Iµ(x1, x2, . . . ; q, t) = Pµ(x1, x2 . . . ; q, t) + lower degree terms
are the (q, t)-interpolation symmetric functions. These functions are built from the
N -variate interpolation symmetric polynomials, which were studied in the works of
Knop [11], Okounkov [18], [19], [20], [21], and Sahi [29].
The purpose of the present paper is to study the dual functions
Hµ(y1, y2, . . . ; q, t) = Qµ(y1, y2, . . . ; q, t) + higher degree terms,
which form, together with the interpolation symmetric functions Iµ( · ; q, t), a biorthog-
onal system. That is,
〈Iµ( · ; q, t), Hν( · ; q, t)〉q,t = δµν .
The biorthogonality property is equivalent to the Cauchy-type identity∑
µ∈Y
Iµ(x1, x2, . . . ; q, t)Hµ(y1, y2, . . . ; q, t) =
∞∏
i=1
∞∏
j=1
(xiyjt; q)∞
(xiyj; q)∞
, (1.2)
with the same right-hand side as in (1.1).
The functions Hµ( · ; q, t) do not fit into the algebra of symmetric functions; they
lie in the completion of this algebra consisting of arbitrary symmetric formal power
series in y1, y2, . . . , not necessarily of bounded degree.
Sometimes it is convenient to work with the modified dual functions
H˜µ(u1, u2, . . . ; q, t) := Hµ(u
−1
1 , u
−1
2 , . . . ; q, t)
∞∏
j=1
(u−1j ; q)∞,
which are formal power series in u−11 , u
−1
2 , . . . . We also introduce the truncated
functions
H˜µ|N(u1, . . . , uN ; q, t) := H˜µ(u1, . . . , uN ,∞,∞, . . . ; q, t), µ ∈ Y(N).
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They turn out to be rational functions, and it was for this purpose that the extra
factors (u−1j ; q)∞ have been added.
The passage to power series in inverse powers of variables is rather a matter of
taste; we do it in order to follow the notation of [23] and [24].
1.2. The results. Here is a brief formulation of the main results.
(1) Theorem 5.1 gives an explicit combinatorial formula for the dual functions:
H˜µ(u1, u2, . . . ; q, t) is written as a weighted sum over the semistandard tableaux of
shape µ. As a corollary we obtain the fact mentioned above: the truncated functions
H˜µ|N(u1, . . . , uN ; q, t) are rational (Corollary 5.3).
(2) Theorem 7.1 shows that the truncated functions H˜µ|N (u1, . . . , uN ; q, t) satisfy
a system of q-difference equations. Namely, we exhibit a collection D1N(q, t), . . . ,
DNN (q, t) of commuting partial q-difference operators in variables u1, . . . , uN , such
that the H˜µ|N(u1, . . . , uN ; q, t) are their common eigenvectors:(
1 +
N∑
k=1
DkN (q, t)z
k
)
H˜µ|N(u1, . . . , uN ; q, t) =
N∏
i=1
(1+qµit1−iz)·H˜µ|N (u1, . . . , uN ; q, t).
This provides a characterization of the functions H˜µ|N(u1, . . . , uN ; q, t).
(3) Theorem 8.1 gives a Cauchy-type identity for the interpolation Jack polyno-
mials. At a heuristical level, this identity can be derived from (1.2) via a limit
transition as (q, t) → (1, 1) along the curve t = qk, where k is the Jack parameter.
However, the justification of this procedure presents difficulties and we give another
proof, based on difference equations.
1.3. Examples and comments. A simple consequence of the combinatorial for-
mula of Theorem 5.1 is an explicit expression for the functions H˜µ|N(u1, . . . , uN ; q, t)
in the particular case N = 1 (then we have µ = (m), where m = 1, 2, . . . ):
H˜(m)|1(u; q, t) =
(t; q)m
(q; q)m
1
(u− q−1) . . . (u− q−m)
.
As a particular case of the Cauchy identity (1.2) one obtains a generating function
for the one-row interpolation functions,
1 +
∞∑
m=1
(t; q)m
(q; q)m
I(m)(x1, x2, . . . ; q, t)
(u− q−1) . . . (u− q−m)
= (u−1; q)∞
∞∏
i=1
(xiu
−1t; q)∞
(xiu−1; q)∞
, (1.3)
which first appeared, in a different form, in Okounkov [18, (2.10)] (see also Propo-
sition 2.10 below). Its Jack analogue has the form
1 +
∞∑
m=1
Q∗(m)(x1, x2, . . . ;k)
u(u− 1) . . . (u−m+ 1)
=
∞∏
i=1
Γ(xi − u− ki)
Γ(xi − u− ki+ k)
Γ(−u− ki+ k)
Γ(−u− ki)
, (1.4)
5where Q∗(m)( · ;k) is the shifted interpolation analogue of the one-row Jack symmetric
function Q(m)( · ;k) (see [24, (2.10)]). In the case k = 1 the latter formula turns into
1 +
∞∑
m=1
h∗m(x1, x2, . . . )
u(u− 1) . . . (u−m+ 1)
=
∞∏
i=1
u+ i
u− xi + i
, (1.5)
where the h∗m are the one-row shifted Schur functions (see [23, Theorem 12.1]).
In [25], I derived an extension of formula (1.5) to the case of many variables
u1, u2, . . . providing a Cauchy-type identity (it was reproduced and exploited in
Borodin–Olshanski [4, Proposition 4.1]). Then much more general formulas, re-
ferring to multiparameter Schur polynomials, were independently found by Molev
[15]. These results have served as motivation for the present work: I would like
to understand what kind of non-polynomial symmetric functions may arise from
Cauchy-type identities with two Macdonald’s parameters (q, t).
A different family of rational symmetric functions earlier appeared in Borodin–
Olshanski [4] in the context of asymptotic theory of characters. Yet another family
was recently introduced by Borodin [3] in connection with integrable lattice models;
more general functions are presented in Borodin–Petrov [5], [6]. Borodin’s symmetric
functions are a rational deformation of the Hall–Littlewood polynomials and have a
number of nice properties including the existence of a dual set of rational functions
and a Cauchy-type identity.
However, it is not clear for me if all these examples can be united in the framework
of some general theory.
There are links between the present paper and the work of Cuenca [9]. The
main result of [9] is an explicit realization of an infinite family of commuting oper-
ators, which act on the algebra of symmetric functions and are diagonalized in the
basis {Iµ( · ; q, t)}. These operators are large-N limits of (slightly renormalized) q-
difference operators considered below in Section 7. They are analogues of Nazarov–
Sklyanin’s “Macdonald operators at infinity” [16], which are diagonalized in the
homogeneous basis {Pµ( · ; q, t)}. For the latter operators, Nazarov and Sklyanin
derived a nice expression in terms of the Hall-Littlewood symmetric functions. The
formula obtained by Cuenca has a similar structure, but it involves certain inhomo-
geneous versions of Hall–Littlewood functions. These inhomogeneous functions turn
out to be the limiting functions lim
q→0
Iλ( · ; q
−1, t−1) discussed in Section 9 below.
Finally, note that Cauchy identities related to Okounkov’s BC-type interpolation
polynomials [22] are derived in Rains [27, section 6]. However, in type BC the
picture is much more complicated than in type A.
1.4. Organization of the paper. In Section 2 we formulate a few necessary results
from the theory of N -variate interpolation polynomials with Macdonald’s parame-
ters (q, t), developed in the works of Knop [11], Okounkov [18], [19], [20], [21], and
6 GRIGORI OLSHANSKI
Sahi [29]. Then we explain how to extend these results to the case of infinitely many
variables.
In Section 3 we introduce the dual functions, and in Section 4 we discuss the
special case of equal parameters t = q when the Macdonald symmetric functions
reduce to the Schur functions.
In Section 5 we derive the combinatorial formula for the dual functions. The key
computation is based on an adaptation of an argument from Rains’ paper [27].
In Sections 6 and 7, we find analogues of Macdonald’s q-difference operators,
which are related to the dual functions. We examine first the special case t = q and
then pass to the general case using a trick from Macdonald’s book.
In Section 8 we deal with the Jack degeneration and prove Theorem 8.1 mentioned
above (a version of Cauchy identity for the interpolation Jack polynomials).
Section 9 is a complement: here we consider two degenerations which appear in
the limits t→ 0 (the q-Whittaker limit) and q → 0 (the Hall–Littlewood limit).
1.5. Acknowledgments. I am grateful to Alexei Borodin and Cesar Cuenca for
valuable comments.
2. Interpolation polynomials and functions
2.1. Preliminaries. Unless otherwise stated, we are working over the base field
F := Q(q, t), where q and t are treated as formal variables. Let us fix some notation.
• Sym is the algebra of symmetric functions over Q and SymF := Sym⊗QF.
• Y is the set of all partitions, which are identified with the corresponding Young
diagrams. The length of a partition µ ∈ Y (that is, the number of its nonzero parts)
is denoted by ℓ(µ). The subset Y(N) ⊂ Y consists of the partitions with ℓ( · ) ≤ N .
• Pµ(x1, x2, . . . ; q, t) is the Macdonald symmetric function with index µ ∈ Y. We
often suppress the arguments and write Pµ( · ; q, t).
• Sym(N) and SymF(N) are the algebras of symmetric polynomials in N variables
over Q and F, respectively.
• Pµ|N(x1, . . . , xN ; q, t) or Pµ|N ( · ; q, t) is the Macdonald symmetric polynomial;
here the index µ is assumed to be in Y(N), otherwise the polynomial is zero. With
this convention,
Pµ|N (x1, . . . , xN ; q, t) = Pµ(x1, . . . , xN , 0, 0, . . . ; q, t).
Remark 2.1. The infinite product
(z; q)∞ :=
∞∏
n=0
(1− zqn)
7is initially defined as a formal power series in two indeterminates z and q (Macdonald
[14, ch. VI, §2]). However, due to the identity
∞∏
n=0
(1− zqn) = exp
(
log
(
∞∏
n=0
(1− zqn)
))
= exp
(
−
∞∑
m=1
1
m
zm
1− qm
)
we may (and do!) treat (z; q)∞ as a power series in z with coefficients in Q(q).
This convention is used throughout the paper. In particular, one has the following
identity (which will be used in Section 9)
(z; q−1)∞ =
1
(zq; q)∞
. (2.1)
Indeed,
(z; q−1)∞ = exp
(
−
∞∑
m=1
1
m
zm
1− q−m
)
= exp
(
∞∑
m=1
1
m
(zq)m
1− qm
)
=
1
(zq; q)∞
.
2.2. Interpolation Macdonald polynomials. Here we rewrite in our notation a
number of results due to Knop, Okounkov, and Sahi.
Fix N ∈ {1, 2, . . . }. Given λ ∈ Y(N), we set
XN(λ) := (q
−λ1, q−λ2t, . . . , q−λN tN−1) ∈ FN ,
that is, the ith coordinate of XN(λ) equals q
−λiti−1. The vectors XN(λ) are regarded
as interpolation nodes.
Proposition 2.2. For every µ ∈ Y(N) there exists a unique, within a scalar factor,
element Iµ|N( · ; q, t) ∈ SymF(N) such that:
(1) deg Iµ|N ( · ; q, t) = |µ|,
(2) Iµ|N(XN (λ); q, t) = 0 for all λ 6= µ with |λ| ≤ |µ|,
(3) Iµ|N(XN (µ); q, t) 6= 0.
Proof. The set {XN(λ) : λ ∈ Y(N)} ⊂ F
N is a nondegenerate grid in the sense of
Definition 2.1 in Okounkov [20]. Then the desired claim follows from [20, Proposition
2.3]. (Note that the proof of that proposition follows the argument due to Sahi
[28].) 
Proposition 2.3. (i) The leading homogeneous component of Iµ|N( · ; q, t) is propor-
tional to Pµ|N( · ; q, t).
(ii) If a diagram λ ∈ Y(N) does not contain µ, then Iµ|N(XN(λ); q, t) = 0.
Proof. Claim (i) was proved in [11], [29], and [19]. Claim (ii) was proved in [11] and
[19]; it is called the extra vanishing property. 
In the sequel we specify the normalization of Iµ|N( · ; q, t) by requiring that
Iµ|N(x1, . . . , xN ; q, t) = Pµ|N(x1, . . . , xN ; q, t) + lower degree terms. (2.2)
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Because the choice of interpolation nodes varies from paper to paper, let us indi-
cate the correspondence of notations. Our polynomial Iµ|N(x1, . . . , xN ; q, t) is equal
to:
• Pµ(x1, . . . , xN) with parameters (1/q, 1/t), in the notation of Knop [11];
• P ∗µ(x1, x2t
−1, . . . , xN t
1−N ; 1/q, 1/t), in the notation of Okounkov [18], [19];
• t(N−1)|µ|Rµ(x1t
1−N , . . . , xN t
1−N ; q, t), in the notation of Sahi [29].
It follows from (2.2) that the interpolation polynomials form a basis of the algebra
SymF(N). This basis is inhomogeneous but consistent with the natural filtration by
degree.
Recall the combinatorial formula for the Macdonald polynomials:
Pµ|N(x1, . . . , xN ; q, t) =
∑
T∈Tab(µ,N)
ψT (q, t)
∏
(i,j)∈µ
xT (i,j), (2.3)
where Tab(µ,N) is the set of semistandard tableaux of shape µ and taking values
in {1, . . . , N}, and ψT (q, t) are some rational functions in (q, t), see [14, ch. VI, §7 ].
The next proposition is an analogue of (2.3) for the interpolation polynomials. It
is convenient to replace Tab(µ,N) by the set RTab(µ,N) of reverse semistandard
tableaux of shape µ with values in {1, . . . , N}: the difference from Tab(µ,N) is
that the conventional ordering of {1, . . . , N} is reversed, cf. [23]. That is, a tableau
T ∈ RTab(µ,N) is a filling of the boxes (i, j) ∈ µ with numbers T (i, j) ∈ {1, . . . , N}
in such a way that these numbers weakly decay along the rows and strictly decay
down the columns.
Proposition 2.4. We have
Iµ|N (x1, . . . , xN ; q, t) =
∑
T∈RTab(µ,N)
ψT (q, t)
∏
(i,j)∈µ
(xT (i,j) − q
1−jtT (i,j)+i−2). (2.4)
Proof. Okounkov’s combinatorial formula for the shifted symmetric polynomials
P ∗µ(x1, . . . , xN ; q, t) has the form [19, (1.4)]
P ∗µ(x1, . . . , xN ; q, t) =
∑
T∈RTab(µ,N)
ψT (q, t)
∏
(i,j)∈µ
t1−T (i,j)(xT (i,j) − q
j−1t1−i).
From this formula we obtain
Iµ|N(x1, . . . , xN ; q, t) = P
∗
µ(x1, x2t
−1, . . . , xN t
1−N ; 1/q, 1/t)
=
∑
T∈RTab(µ,N)
ψT (q
−1, t−1)
∏
(i,j)∈µ
(xT (i,j) − q
1−jtT (i,j)+i−2).
Next, the definition of ψT (q, t) (see [14, ch. VI, (6.24) (ii) and (7.11
′)]) implies that
ψT (q
−1, t−1) = ψT (q, t).
This yields the desired result. 
9Remark 2.5. As usual, the combinatorial formula (2.4) is equivalent to a branching
rule; in our situation it can be written as
Iµ|N(x1, . . . , xN ; q, t)
=
∑
ν≺µ
ψµ/ν(q, t)t
|ν|
∏
(i,j)∈µ/ν
(x1 − q
1−jti−1) · Iν|N−1(x2t
−1, . . . , xN t
−1; q, t), (2.5)
where ν ≺ µ means that ν ⊆ µ and µ/ν is a horizontal strip.
Note that in the special case t = q the interpolation polynomials can be given by
an explicit determinantal formula, see Section 4 below.
The following proposition describes the expansion of Macdonald polynomials in
the basis of interpolation polynomials.
Proposition 2.6. We have
Pµ|N( · ; q, t)
Pµ|N(1, t, . . . , tN−1; q, t)
=
∑
ν⊆µ
Iν|N(XN(µ); q, t)
Iν|N(XN(ν); q, t)
Iν|N( · ; q, t)
Pν|N(1, t, . . . , tN−1; q, t)
.
Proof. This is a simple reformulation of (a particular case of) Okounkov’s binomial
formula. See formula [18, (1.11)], which in turn is a particular case of a more general
result [18, p. 536]. Another approach is given in [21]. 
There exists also another version of binomial formula (see [18, (1.12)]), which
describes the inverse expansion of interpolation polynomials in Macdonald polyno-
mials.
Proposition 2.7. Let N ≥ 2 and µ ∈ Y(N), then
Iµ|N(x1, . . . , xN ; q, t)
∣∣
xN=tN−1
=
{
Iµ|N−1(x1, . . . , xN−1; q, t), µ ∈ Y(N − 1);
0, otherwise.
(2.6)
Proof. Let L = L(x1, . . . , xN−1) stand for the polynomial on the left. Clearly, it is
symmetric. Let λ ∈ Y(N − 1) be arbitrary.
Suppose first that µ ∈ Y(N − 1), so that µN = 0. Observe that the last co-
ordinate of XN(λ) is equal to t
N−1. Using this it is readily checked that L satis-
fies all the properties of the polynomial Iµ|N−1( · ; q, t) listed in Proposition 2.2 and
hence must be proportional to it. Next, in the expansion of both Iµ|N ( · ; q, t) and
Pµ|N( · ; q, t) on the monomials, the leading (in the lexicographic order) term is the
monomial xµ11 . . . x
µN−1
N−1 , which enters with coefficient 1. This term is not affected by
the specialization xN = t
N−1 and remains the leading term in L. This implies that
L = Iµ|N−1( · ; q, t).
Suppose now that µN > 0. Then µ is not contained in λ, hence (by virtue of
the extra vanishing property) Iµ|N (XN(λ)) = 0. This implies L(XN−1(λ)) = 0, and
since λ ∈ Y(N − 1) may be arbitrary we conclude that L = 0. 
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The property (2.6) of the interpolation polynomials will be referred to as quasi-
stability.
2.3. Interpolation symmetric functions. The quasi-stability property of inter-
polation polynomials makes it possible to lift them to the algebra SymF (cf. [26]).
Recall that the algebra of symmetric functions is isomorphic to the algebra of
polynomials in the power sums p1, p2, . . . . We define, for each N = 1, 2, . . . , an
algebra morphism φN : SymF → SymF(N) by
φN(pn) = x
n
1 + · · ·+ x
n
N +
tNn
1− tn
, n = 1, 2, . . . .
This definition is prompted by the fact that
tNn
1− tn
=
∑
i>N
(ti−1)n,
provided that t is thought of as a complex parameter with |t| < 1. Thus, informally,
φN might be be viewed as the specialization at xi = t
i−1 for i > N .
Proposition 2.8. For every partition µ there exists a unique symmetric function
Iµ( · ; q, t) ∈ SymF such that
φN(Iµ( · ; q, t)) = Iµ|N( · ; q, t), N ≥ ℓ(µ). (2.7)
Proof. We begin with a general construction. Fix an arbitrary infinite sequence
a1, a2, . . . of elements of the base field F. For N = 1, 2, . . . we define a homomor-
phism πN : SymF(N) → SymF(N − 1) as the specialization xN = aN (we assume
SymF(0) = F). Let Sym
′
F := lim←−
(SymF(N), πN ) be the projective limit taken in the
category of filtered algebras, with respect to the projections πN . Observe that the
associated graded algebra gr(Sym′F) is canonically isomorphic to SymF.
Suppose now that for any n = 1, 2, . . . , the infinite formal series an1 +a
n
2 + . . . can
be regularized in the sense that one can exhibit elements bN,n ∈ F such that
bN,n − bN+1,n = a
n
N , for all N, n = 1, 2, . . . . (2.8)
Then we define, for each N = 1, 2, . . . , an algebra morphism ψN : SymF → SymF(N)
by
ψN (pn) = x
n
1 + · · ·+ x
n
N + bN+1,n, n = 1, 2, . . . .
Observe that
πN ◦ ψN = ψN−1, N = 1, 2, . . . . (2.9)
Indeed, it suffices to check the equality πN(ψN (pn)) = πN−1(pn), but it reduces to
(2.8).
From (2.9) it follows that the projections ψN give rise to an algebra morphism
ψ : SymF → Sym
′
F, which preserves filtration. Passing to the associated graded
algebra we see that ψ is an isomorphism.
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It follows that whenever we have a sequence of elements {IN ∈ SymF(N)} of
bounded degree and such that
IN(x1, . . . , xN−1, aN) = IN−1(x1, . . . , xN−1) for all N large enough, (2.10)
then there exists a unique element I ∈ SymF such that
ψN (I) = IN for all N large enough.
Now we apply this general argument for the concrete sequence aN := t
N−1. Set
bN,n :=
t(N−1)n
1− tn
.
Then
bN,n − bN+1,n =
t(N−1)n
1− tn
−
tNn
1− tn
= t(N−1)n = anN ,
so that the relation (2.8) is satisfied. Take IN = Iµ|N ( · ; q, t). The relation (2.10)
holds by virtue of the quasi-stability property. Then we take ψN := φN and obtain
the desired result. 
We call the elements Iµ( · ; q, t) ∈ SymF the interpolation Macdonald symmetric
functions.
Remark 2.9. All the statements of Propositions 2.2, 2.3, and 2.6 can be extended
to these functions, with evident modifications. Namely, partitions µ and λ may
range over the whole set Y, the interpolation nodes are defined by
X(λ) := (q−λ1, q−λ2t, q−λ3t2, . . . ), λ ∈ Y,
the Macdonald polynomials are replaced by the Macdonald symmetric functions,
and the binomial formula takes the form
Pµ( · ; q, t)
Pµ(1, t, t2, . . . ; q, t)
=
∑
ν⊆µ
Iν(X(µ); q, t)
Iν(X(ν); q, t)
Iν( · ; q, t)
Pν(1, t, t2, . . . ; q, t)
.
Note that for any F ∈ SymF, the quantity F (X(λ)) ∈ F is well defined, with the
understanding that
F (x1, . . . , xN , t
N , tN+1, . . . ; q, t) := φN(F )(x1, . . . , xN ).
In particular, F (1, t, t2, . . . ) ∈ F is understood as the result of the specialization
SymF → F sending pn to (1− t
n)−1 for n = 1, 2, . . . .
The following result is a reformulation of [18, (2.10)]. Its proof is similar to [23,
second proof of Theorem 12.1].
Proposition 2.10 (Generating function for one-row interpolation functions). We
have
1 +
∞∑
m=1
(t; q)m
(q; q)m
I(m)(x1, x2, . . . ; q, t)
(u− q−1) . . . (u− q−m)
=
∞∏
i=1
(xiu
−1t; q)∞
(xiu−1; q)∞
(u−1ti−1; q)∞
(u−1ti; q)∞
, (2.11)
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where u is a formal variable and both sides are regarded as elements of SymF[[u
−1]].
Proof. First of all, observe that both sides are well defined as elements of the algebra
SymF[[u
−1]] (for the right-hand side we use Remark 2.1).
Proceeding to the proof, abbreviate X := (x1, x2, . . . ) and denote the right-hand
side by R(X, u). It is an element of SymF[[u
−1]] with constant term 1. It follows
that R(X, u) can be expanded, in a unique way, into a series of the form
1 +
∞∑
m=1
fm(X)
(u− q−1) . . . (u− q−m)
,
where fm ∈ SymF. We have to show that
fm(X) =
(t; q)m
(q; q)m
I(m)(X ; q, t), m = 1, 2, . . . .
To do this, it suffices to prove two claims:
1. deg fm ≤ m and (denoting by [fm(X)] its degree m homogeneous component)
one has
[fm(X)] =
(t; q)m
(q; q)m
P(m)(X ; q, t).
2. fm(X(λ)) = 0 if λ1 < m.
To check the first claim we multiply all xi’s and u by a scalar r and let r go to
infinity; then we obtain
1 +
∞∑
m=1
[fm(X)]
um
=
∞∏
i=1
(xiu
−1t; q)∞
(xiu−1; q)∞
.
Comparing this with formulas in Macdonald’s book (see [14, Chapter VI, (2.8), (5.5),
(4.12), and (6.20)] we see that
[fm(X)] = Q(m)(X ; q, t) = b(m)(q, t)P(m)(X ; q, t) =
(t; q)m
(q; q)m
P(m)(X ; q, t),
as desired.
The second claim can be rephrased as follows: let λ ∈ Y by arbitrary; then the
expansion of R(X(λ), u) terminates at most at m = λ1.
Let us prove this. We are going to show that
R(X(λ), u) =
F (u)
(u− q−1) . . . (u− q−λ1)
where F (u) is a monic polynomial of degree λ1. Any such fraction can be written
in the form
1 +
λ1∑
m=1
cm
(u− q−1) . . . (u− q−m)
,
which is just we need.
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Now we compute R(X(λ), u):
R(X(λ), u) =
N∏
i=1
(q−λitiu−1; q)∞
(tiu−1; q)∞
(ti−1u−1)∞
(q−λiti−1u−1; q)∞
=
∏N
i=1(u− q
−1ti) . . . (u− q−λiti)∏N
i=1(u− q
−1ti−1) . . . (u− q−λiti−1)
=:
∏N
i=1Ai(u)∏N
i=1Bi(u)
This expression is the ratio of two monic polynomials of the same degree equal to
|λ|. The polynomial B1(u) is exactly the denominator that we want. Next, for each
i = 2, . . . , N , we have λi ≤ λi−1, hence all the factors in Bi(u) are contained among
the factors of Ai−1(u), so that they are canceled out. It follows that R(X(λ), u) has
the desired form.
This completes the proof. 
3. Dual interpolation functions
3.1. Biorthogonal systems. We begin with a little formalism. Let V =
⊕∞
n=0 Vn
be a graded vector space over a field, and suppose that all components Vn are nonzero
and have finite dimension. The grading of V gives rise to two natural filtrations:
one is ascending, {V≤k}, and the other is descending, {V≥k}:
V≤k :=
k⊕
n=0
Vn, V≥k :=
∞⊕
n=k
Vn.
Denote by V̂ the completion of V with respect to the descending filtration. That
is, elements of V̂ are arbitrary formal infinite series
∑∞
n=0 fn, where fn ∈ Vn. Let
V̂≥k denote the completion of V≥k, that is,
V̂≥k =
{∑
n
fn : f0 = · · · = fk−1 = 0
}
⊂ V̂ .
The space V̂ is endowed with the topology in which the subspaces V̂≥k form
a fundamental system of neighborhoods of the zero. With this topology, V̂ is a
separable topological vector space.
Next, assume that V is endowed with a nondegenerate bilinear symmetric scalar
product 〈 · , · 〉 such that the components Vn are pairwise orthogonal. Such a scalar
product extends to a pairing between V and V̂ , which allows one to identify V̂ with
the dual space to V .
Let {vµ} be an arbitrary basis in V , not necessarily homogeneous, but consistent
with the ascending filtration (here µ runs through a countable set of indices). For
any set {aµ} of nonzero scalars there exists a unique family {v̂µ ∈ V̂ } such that
〈vµ, v̂ν〉 = 0 for any pair µ, ν of distinct indices and 〈vµ, v̂µ〉 = aµ. We say that {vµ}
and {v̂µ} form a biorthogonal system.
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For an arbitrary collection {cµ} of scalars, the infinite series
∑
µ cµv̂µ converges in
the topology of the space V̂ , and every element of V̂ is represented by such a series,
in a unique way. In this sense, {v̂µ} is a topological basis of V̂ .
Finally, note that if V is a graded algebra, then V̂ is also an algebra.
3.2. The algebra ŜymF and the dual functions Hµ( · ; q, t). We apply the above
formalism to V := SymF and denote the corresponding completion V̂ by ŜymF. The
algebra ŜymF is isomorphic to the F-algebra of symmetric formal power series in
countably many variables, with no restriction on the degree of monomials (whereas
the elements of the subalgebra SymF ⊂ ŜymF must have bounded degree). The
formal variables will be denoted as y1, y2, . . . .
We equip SymF with the Macdonald scalar product 〈 · , · 〉q,t, see [14, ch. VI, §2].
It determines a pairing between SymF and ŜymF. Thus, we may view ŜymF as the
algebraic dual space to SymF.
Definition 3.1. The elements Hµ( · ; q, t) ∈ ŜymF, where µ ∈ Y, are defined as the
dual family with respect to the basis {Iµ( · ; q, t)}. That is,
〈Iµ( · ; q, t), Hν( · ; q, t)〉q,t = δµν .
We call them the dual interpolation functions.
By the very definition,
Hµ(y1, y2, . . . ; q, t) = Qµ(y1, y2, . . . ; q, t) + higher degree terms in y1, y2, . . . .
According to the general formalism, the dual functions form a topological basis in
ŜymF.
3.3. The Cauchy identity.
Proposition 3.2. The interpolation functions and their duals are related by the
following analogue of the Cauchy identity:∑
µ∈Y
Iµ(x1, x2, . . . ; q, t)Hµ(y1, y2, . . . ; q, t) =
∞∏
i=1
∞∏
j=1
(xiyjt; q)∞
(xiyj; q)∞
, (3.1)
where both sides are regarded as formal power series in the indeterminates xi and
yj, with coefficients in the field F.
Proof. By the very definition of the dual functions,∑
µ∈Y
Iµ(x1, x2, . . . ; q, t)Hµ(y1, y2, . . . ; q, t) =
∑
µ∈Y
Pµ(x1, x2, . . . ; q, t)Qµ(y1, y2, . . . ; q, t).
By the definition of the scalar product 〈 · , · 〉q,t, the right-hand side is equal to the
double product in (3.1), see [14, ch. VI, §2]. 
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3.4. Restriction to N variables. Now we apply the same formalism to the alge-
bra SymF(N) (where N = 1, 2, . . . ) and denote by ŜymF(N) its completion. The
elements of ŜymF(N) are arbitrary symmetric formal power series in N variables
y1, . . . , yN . There is a natural homomorphism ŜymF → ŜymF(N), it is defined as
the specialization yN+1 = yN+2 = · · · = 0.
Let N be fixed. For every µ ∈ Y, let Hµ|N( · ; q, t) ∈ ŜymF(N) be defined as the
image of Hµ( · ; q, t) ∈ ŜymF under this homomorphism.
Obviously,
Hµ|N(y1, . . . , yN ; q, t) = Qµ|N (y1, . . . , yN ; q, t)+higher degree terms, ∀µ ∈ Y(N).
It follows that the elements Hµ|N(y1, . . . , yN ; q, t) with ℓ(µ) ≤ N form a topological
basis in ŜymF(N).
Lemma 3.3. If ℓ(µ) > N , then Hµ|N( · ; q, t) = 0.
Proof. Set X = (x1, x2, . . . ). The Cauchy identity (3.1) gives∑
µ∈Y
Iµ(X ; q, t)Hµ|N(y1, . . . , yN ; q, t) =
∞∏
i=1
N∏
j=1
(xiyjt; q)∞
(xiyj; q)∞
.
Hence Hµ|N(y1, . . . , yN ; q, t) coincides with the coefficient of Iµ(X ; q, t) in the expan-
sion of the right-hand side in the interpolation symmetric functions.
On the other hand, the right-hand side equals∑
λ∈Y(N)
Pλ(X ; q, t)Qλ|N(y1, . . . , yN ; q, t).
Next, for each λ ∈ Y(N), the expansion of Pλ(X ; q, t) in the interpolation functions
involves only elements Iµ(X ; q, t) with indices µ ∈ Y(N).
This completes the proof. 
Lemma 3.4. The following truncated version of Cauchy identity holds.∑
µ: ℓ(µ)≤min(N,K)
Iµ|N(x1, . . . , xN ; q, t)Hµ|K(y1, . . . , yK ; q, t)
=
N∏
i=1
K∏
j=1
(xiyjt; q)∞
(xiyj; q)∞
·
K∏
j=1
1
(yjtN ; q)∞
.
Proof. Consider the Cauchy identity (3.1) and specialize xi = t
i−1 for i > N and
yj = 0 for j > K. On the left we obtain the desired sum over µ ∈ Y(N) ∩ Y(K).
On the right we obtain
N∏
i=1
K∏
j=1
(xiyjt; q)∞
(xiyj ; q)∞
·
∞∏
i=N+1
K∏
j=1
(tiyj; q)∞
(ti−1yj ; q)∞
.
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Next,
∞∏
i=N+1
K∏
j=1
(tiyj; q)∞
(ti−1yj; q)∞
=
K∏
j=1
∞∏
i=N+1
(tiyj ; q)∞
(ti−1yj; q)∞
=
K∏
j=1
1
(yjtN ; q)∞
,
which completes the proof. 
3.5. Modified dual functions.
Definition 3.5. We slightly change Definition 3.1 and introduce the modified dual
interpolation functions by setting
H˜µ(u1, u2, . . . ; q, t) := Hµ(u
−1
1 , u
−1
2 , . . . ; q, t) ·
∞∏
j=1
(u−1j ; q)∞ ∈ F[[u
−1
1 , u
−1
2 , . . . ]],
and
H˜µ|N(u1, . . . , uN ; q, t) := Hµ|N(u
−1
1 , . . . , u
−1
N ; q, t) ·
N∏
j=1
(u−1j ; q)∞ ∈ F[[u
−1
1 , . . . , u
−1
N ]].
The advantage of this modification is that the H˜µ|N(u1, . . . , uN ; q, t) are rational
functions, see Corollary 5.3 below.
The Cauchy identity (3.1) is modified as follows:∑
µ∈Y
Iµ(x1, x2, . . . ; q, t)H˜µ(u1, u2, . . . ; q, t) =
∞∏
i,j=1
(xiu
−1
j t; q)∞
(xiu
−1
j ; q)∞
·
∞∏
j=1
(u−1j ; q)∞, (3.2)
and its truncated version takes the form∑
µ: ℓ(µ)≤min(N,K)
Iµ|N(x1, . . . , xN ; q, t)H˜µ|K(u1, . . . , uK ; q, t)
=
N∏
i=1
K∏
j=1
(xiu
−1
j t; q)∞
(xiu
−1
j ; q)∞
·
K∏
j=1
(u−1j ; q)∞
(u−1j t
N ; q)∞
. (3.3)
4. The case t = q
In the special case t = q the interpolation polynomials and the dual functions in
N variables admit explicit determinantal expressions. Here we present them. It is
convenient to introduce first a larger family of functions.
Definition 4.1 (Schur-type functions). Let f0(z) ≡ 1, f1(z), f2(z), . . . be an infinite
sequence of functions of a variable z. For a partition µ ∈ Y and N = 1, 2, . . . we
define a symmetric function of N variables z1, . . . , zN by
fµ|N (z1, . . . , zN) :=

det[fµi+N−i(zj)]
N
i,j=1
det[fN−i(zj)]Ni,j=1
, ℓ(µ) ≤ N,
0, otherwise.
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If fm is a monic polynomial of degree m for each m, then the denominator is equal
to the Vandermonde determinant
V (z1, . . . , zN) :=
∏
1≤i<j≤N
(zi − zj),
which implies that the corresponding N -variate functions are symmetric polynomi-
als. In particular, if fm(z) = z
m, then we obtain the ordinary Schur polynomials
sµ|N(z1, . . . , zN).
Example 4.2 (Multiparameter Schur polynomials, cf. Macdonald [13], Molev [15]).
Let (c0, c1, c2, . . . ) be an infinite sequence of parameters and
fm(x) = (x | c0, c1, . . . )
m := (x− c0) . . . (x− cm−1).
The corresponding Schur-type functions are denoted by sµ|N(x1, . . . , xN | c0, c1, . . . )
and we call them the multiparameter Schur polynomials :
sµ|N (x1, . . . , xN | c0, c1, . . . ) :=
det[(xj | c0, c1, . . . )
µi+N−i]
V (x1, . . . , xN)
,
If c0 = c1 = · · · = 0, they turn into the ordinary Schur polynomials, and in the
case ci = i they give the factorial Schur polynomials introduced by Biedenharn and
Louck [1], [2] and further studied in a number of works, see, e.g., Chen and Louck
[8], Goulden and Hamel [10], Macdonald [13]. (Note that in some recent works, the
polynomials sµ|N (x1, . . . , xN | c0, c1, . . . ) are also called “factorial Schur”, see, e.g.,
Bump, McNamara, and Nakasuji [7].)
The interpolation polynomials with t = q are a special case of multiparameter
Schur polynomials corresponding to the sequence cn := q
N−n−1, n = 0, 1, 2, . . . :
Proposition 4.3. One has
Iµ|N(x1, . . . , xN ; q, q) = sµ|N(x1, . . . , xN | q
N−1, qN−2, . . . )
=
det
[
(xj − q
N−1)(xj − q
N−2) . . . (xj − q
−µi+i)
]N
i,j=1
V (x1, . . . , xN)
. (4.1)
Proof. Let R = R(x1, . . . , xN) denote the polynomial on the right. It suffices to
check thatR possesses the same extra vanishing property as Iµ|N( · ; q, q) and that the
leading homogeneous component of R coincides with the Schur polynomial sµ|N( · ).
The latter claim is evident, let us prove the former one. To do this we use the same
simple argument as in [17, §2.4] and [23, Theorem 3.1].
Let λ ∈ Y(N). In the case t = q we have
XN(λ) = (q
−λ1 , q−λ2+1, . . . , q−λN+N−1).
Suppose that λ does not contain µ, which means that there exists an index k such
that λk < µk. Set (x1, . . . , xN ) = XN(λ), so that xj = q
−λj+j−1 for j = 1, . . . , N .
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Then the (i, j)th entry of the determinant in (4.1) vanishes for all pairs (i, j) such
that i ≤ k ≤ j. This in turn implies that the determinant itself equals 0. 
Note that in the notation of Molev [15],
Iµ|N(x1, . . . , xN ; q, q) = sµ(x1 . . . , xN‖a),
where
a = (an)n∈Z, an := q
n−1.
Example 4.4 (Dual multiparameter Schur functions). Set
fm(u) =
1
(u | c1, c2, . . . )m
(notice a shift in the indexation of the parameters). The corresponding N -variate
functions are denoted by σµ|N (u1, . . . , uN | c1, c2, . . . ):
σµ|N(u1, . . . , uN | c1, c2, . . . ) :=
det
[
1
(uj | c1, c2, . . . )µi+N−i
]N
i,j=1
det
[
1
(uj | c1, c2, . . . )N−i
]N
i,j=1
. (4.2)
We call them the (N -variate) dual Schur functions or σ-functions, for short (cf.
Molev [15]). If c1 = c2 = · · · = 0, they turn into the conventional Schur polynomials
in variables u−11 , . . . , u
−1
N .
Lemma 4.5. The σ-functions possess the following stability property:
σµ|N (u1, . . . , uN | c1, c2, . . . )
∣∣
uN=∞
= δµN ,0 σµ|N−1(u1, . . . , uN−1 | c2, c3, . . . ).
Proof. We use two obvious relations,
1
(u | c1, c2, . . . )m
∣∣∣∣∣
u=∞
=
{
0, m = 1, 2, . . . ,
1, m = 0,
and
(u | c1, c2, . . . )
m = (u− c1)(u | c2, c3, . . . )
m−1, m = 1, 2, . . . .
Consider the matrix in the numerator of (4.2), where we specialize uN =∞. The
first relation shows that Nth row has the form (0, . . . , 0) or (0, . . . , 0, 1) depending
on whether µN > 0 or µN = 0. In the former case the determinant vanishes, and in
the latter case it reduces to a determinant of size (N−1)×(N−1). The determinant
in the denominator also reduces to a determinant of size (N − 1)× (N − 1). Both
determinants produce the product (u1− c1) . . . (uN−1 − c1), which is canceled. This
finally gives the desired result. 
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Lemma 4.6. The σ-functions can also be written in the form
σµ|N (u1, . . . , uN | c1, c2, . . . ) = (−1)
N(N−1)/2
N∏
j=1
(uj − c1) . . . (uj − cN−1)
×
det
[
1
(uj | c1, c2, . . . )µi+N−i
]N
i,j=1
V (u1, . . . , uN)
. (4.3)
Proof. Let us show that
det
[
1
(uj | c1, c2, . . . )N−i
]N
i,j=1
= (−1)N(N−1)/2
V (u1, . . . , uN)∏N
j=1(uj − c1) . . . (uj − cN−1)
,
then the lemma will follow.
Write the left-hand side as det[A(i, j)]Ni,j=1 with
A(i, j) =
1
(uj | c1, c2, . . . )N−i
.
The product A(i, j)(uj − c1) . . . (uj − cN−1) is a monic polynomial in uj of degree
i− 1, hence
det[A(i, j)]
N∏
j=1
(uj − c1) . . . (uj − cN−1) = det[u
i−1
j ] = (−1)
N(N−1)/2V (u1, . . . , uN),
as desired. 
Lemma 4.7. The σ-functions in N variables form a topological basis in the algebra
of symmetric power series in variables u−11 , . . . , u
−1
N .
Proof. Indeed, we have
σµ|N(u1, . . . , uN | c1, c2, . . . ) = sµ|N(u
−1
1 , . . . , u
−1
N ) + . . . ,
where the dots denote higher degree terms in the variables yi := u
−1
i (equivalently,
lower degree terms in the variables ui). 
Proposition 4.8 (Cauchy identity). For N = 1, 2, . . . one has∑
µ∈Y(N)
sµ|N(x1, . . . , xN | c0, c1, . . . )σµ|N (u1, . . . , uN | c1, c2, . . . )
=
N∏
j=1
(uj − c0) . . . (uj − cN−1)
(uj − x1) . . . (uj − xN )
, (4.4)
where both sides are regarded as power series in variables x1, . . . , xN , u
−1
1 , . . . , u
−1
N .
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This is particular case of Theorem 3.1 in Molev [15]. However, matching defini-
tions and notation requires some effort, so we give a short direct proof.
Proof. Examine first the simplest case N = 1. Then the desired identity takes the
form
∞∑
m=0
(x | c0, c1, . . . )
m
(u | c1, c2, . . . )m
=
u− c0
u− x
. (4.5)
This is verified exactly as in Okounkov-Olshanski [23, Theorem 12.1, first proof].
Consider now the general case. We use the well-known general identity∑
µ∈Y(N)
det[fµr+N−r(xi)]
N
r,i=1 det[gµr+N−r(uj)]
N
r,j=1 = det[h(i, j)]
N
i,j=1, (4.6)
where
h(i, j) :=
∞∑
m=0
fm(xi)gm(uj).
Here it is assumed that the infinite series make sense, which holds true in the concrete
case that we need.
Now we set
fm(x) := (x | c0, c1, . . . )
m, gm(u) :=
1
(u | c1, c2, . . . )m
.
Using (4.3), one can write the left-hand side of (4.4) as
(−1)N(N−1)/2
∏N
j=1(uj − c1) . . . (uj − cN−1)
V (x1, . . . , xN )V (u1, . . . , uN)
×
∑
µ∈Y(N)
det[fµr+N−r(xi)]
N
r,i=1 det[gµr+N−r(uj)]
N
r,j=1.
By (4.6), this is equal to
(−1)N(N−1)/2
∏N
j=1(uj − c1) . . . (uj − cN−1)
V (x1, . . . , xN)V (u1, . . . , uN)
det[h(i, j)]Ni,j=1. (4.7)
On the other hand, by (4.5)
h(i, j) =
uj − c0
uj − xi
.
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Hence
det[h(i, j)] =
N∏
j=1
(uj − c0) · det
[
1
uj − xi
]
= (−1)N(N−1)/2
N∏
j=1
(uj − c0) ·
N∏
j=1
V (x1, . . . , xN )V (u1, . . . , uN)∏N
i,j=1(uj − xi)
(the Cauchy determinant formula).
Substituting this into (4.7) we obtain the right-hand side of (4.4). 
As a corollary, we obtain a determinantal formula for the N -variate dual functions
with with t = q:
Corollary 4.9. One has
H˜µ|N(u1, . . . , uN ; q, q) = σµ|N(u1, . . . , uN ; q
N−2, qN−3, qN−4, . . . ). (4.8)
Proof. In the case cn = q
N−n−1 the Cauchy identity (4.4) takes the form∑
µ∈Y(N)
Iµ|N(x1, . . . , xN ; q, q)σµ|N(u1, . . . , uN ; q
N−2, qN−3, qN−4, . . . )
=
N∏
j=1
(uj − q
N−1)(uj − q
N−2) . . . (uj − 1)
(uj − x1) . . . (uj − xN)
=
N∏
j=1
(u−1j ; q)N
(1− x1u
−1
j ) . . . (1− xNu
−1
j )
. (4.9)
Compare (4.9) with the Cauchy identity (3.3). When t = q, the right-hand side
of (3.3) coincides with the right-hand side of (4.9). This implies (4.8). 
5. Combinatorial formula
5.1. Formulation of the theorem. Recall that a horizontal strip is a skew Young
diagram µ/ν containing at most one box in each column. The equivalent condition
is that the coordinates of µ and ν interlace in the sense that µi ≥ νi ≥ µi+1 for
i = 1, 2, . . . . In this case we write µ ≻ ν or ν ≺ µ.
To each horizontal strip µ ≻ ν we attach a univariate rational function given by
Wµ/ν(u; q, t) := ϕµ/ν(q, t)
∏ℓ(µ)
i=1
∏νi−µi+1
j=1 (u− q
−νi+j−1ti)
(u− q−1) . . . (u− q−µ1)
, (5.1)
where the factor ϕµ/ν(q, t) is defined in Macdonald [14, Chapter VI, (6.24) and
Example 2(a)]. Note that the numerator is a monic polynomial of degree∑
i
(νi − µi+1) = |ν| − |µ|+ µ1,
so that the whole fraction has degree |ν| − |µ| ≤ 0 in u.
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Recall that by RTab(µ,N) we denote the set of reverse Young tableaux of a
given shape µ ∈ Y(N) with values in {1, . . . , N} (see their definition just before
Proposition 2.4). Equivalently, a tableau T ∈ RTab(µ,N) may be thought of as a
chain
T = (µ(0) = µ ≻ µ(1) ≻ µ(2) ≻ · · · ≻ µ(N) = ∅).
We also consider the set
RTab(µ) :=
∞⋃
N=1
RTab(µ,N),
whose elements may be regarded as infinite chains (µ(0) = µ ≻ µ(1) ≻ µ(2) ≻ . . . )
such that µ(k) = ∅ for all k large enough.
Theorem 5.1 (Combinatorial formula for modified dual functions). In the notation
introduced above we have
H˜µ(u1, u2, . . . ; q, t) =
∑
T∈RTab(µ)
∞∏
i=1
Wµ(i−1)/µ(i)(ui; q, t).
Here are immediate corollaries.
Corollary 5.2. For µ ∈ Y(N) we have
H˜µ|N(u1, . . . , uN ; q, t) =
∑
T∈RTab(µ,N)
N∏
i=1
Wµ(i−1)/µ(i)(ui; q, t). (5.2)
Corollary 5.3. The N-variate functions H˜µ|N(u1, . . . , uN ; q, t) are rational func-
tions.
5.2. A reformulation. We define the skew dual functions Hµ/ν( · ; q, t) in the stan-
dard way, by means of the relation
Hµ(Y
′ ∪ Y ; q, t) =
∑
ν∈Y
Hµ/ν(Y
′; q, t)Hν(Y ; q, t),
where Y and Y ′ are two collections of variables.
Usually skew functions are indexed by skew diagrams, but at this moment we do
not know yet whether ν must be contained in µ. This is indeed true, but not evident
from the definition.
In what follow we assume that Y ′ is reduced to a single variable y.
Recall that the univariate skew Q-functions have the form
Qµ/ν(y; q, t) =
{
ϕµ/ν(q, t)y
|µ|−|ν|, µ ≻ ν,
0, otherwise,
(5.3)
where explicit expressions for the factor ϕµ/ν(q, t) are given in Macdonald [14, Chap-
ter VI, (6.24) and Example 2(a)].
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Theorem 5.4. The univariate skew dual functions Hµ/ν(y; q, t) have the following
form:
(i) Hµ/ν(y; q, t) vanishes unless µ ≻ ν;
(ii) if µ ≻ ν, then
Hµ/ν(y; q, t) = ϕµ/ν(q, t)y
|µ|−|ν|
∞∏
i=1
(yq−νiti; q)∞
(yq−µiti−1; q)∞
The proof is given in the next two subsections.
Derivation of Theorem 5.1 from Theorem 5.4. By virtue of Theorem 5.4 and Defi-
nition 3.5, it suffices to check that if µ ≻ ν and Hµ/ν(y; q, t) is given by the formula
above, then
(u−1; q)∞Hµ/ν(u
−1; q, t) =Wµ/ν(u; q, t).
The left-hand side equals
ϕµ/ν(q, t)u
|ν|−|µ| (u
−1; q)∞
(u−1q−µ1 ; q)∞
∞∏
i=1
(u−1q−νiti; q)∞
(u−1q−µi+1ti; q)∞
= ϕµ/ν(q, t)
∞∏
i=1
(u−1q−νiti; q)νi−µi+1
u|µ|−|ν|(u−1q−µ1 ; q)µ1
=Wµ/ν(u; q, t).

5.3. Proof of Theorem 5.4: reduction to a Pieri-type formula. We proceed
to the proof of Theorem 5.4. The first step, given by the next lemma, is a standard
argument. It shows that, by duality, the problem reduces to finding a Pieri-type
formula for the interpolation functions.
Lemma 5.5. Hµ/ν(y; q, t) equals the coefficient c(ν, µ; y) in the expansion
Iν(X ; q, t) ·
∞∏
i=1
(xiyt; q)∞
(xiy; q)∞
=
∑
µ∈Y
c(ν, µ; y)Iµ(X ; q, t), (5.4)
where X = (x1, x2, . . . ) and both sides are viewed as elements of SymF[[y]].
Proof. Write the Cauchy identity (3.1) as∑
µ
Iµ(X ; q, t)Hµ(Y ; q, t) = Π(X ; Y ; q, t),
where Y is an arbitrary collection of variables and
Π(X ; Y ; q, t) :=
∞∏
i=1
∏
y∈Y
(xiyt; q)∞
(xiy; q)∞
.
Then we replace Y by Y ∪ y and transform the left-hand side in two ways.
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First, we may write∑
µ
Iµ(X ; q, t)Hµ(Y ∪ y; q, t) = Π(X, Y ∪ y; q, t) = Π(X ; Y ; q, t)Π(X ; y; q, t)
=
(∑
ν
Iν(X ; q, t)Hν(Y ; q, t)
)
Π(X ; y; q, t) =
∑
ν
(Iν(X ; q, t)Π(X ; y; q, t))Hν(Y ; q, t).
On the other hand, the same expression can be rewritten as∑
µ
Iµ(X ; q, t)Hµ(Y ∪ y; q, t) =
∑
µ
Iµ(X ; q, t)
∑
ν
Hν(Y ; q, t)Hµ/ν(y; q, t)
=
∑
ν
(∑
µ
Iµ(X ; q, t)Hµ/ν(y; q, t)
)
Hν(Y ; q, t).
Equating the coefficients of Hν(Y ; q, t) gives the desired equality. 
For ν, µ ∈ Y and N large enough (so that N ≥ max(ℓ(ν), ℓ(µ))) we denote by
cN(ν, µ; y) the coefficients in the expansion
Iν|N(x1, . . . , xN ; q, t) ·
N∏
i=1
(xiyt; q)∞
(xiy; q)∞
=
∑
µ∈Y(N)
cN(ν, µ; y)Iµ|N(x1, . . . , xN ; q, t). (5.5)
Setting xi = t
i−1 for i ≥ N + 1 in (5.4) we obtain the relation
c(ν, µ; y) =
cN(ν, µ; y)
(ytN ; q)∞
, N ≥ max{ℓ(ν), ℓ(µ)}.
Thus, the problem is reduced to computing the coefficients cN (ν, µ; y). This will
be achieved by adapting Rains’ argument in [27, Theorem 3.13]. Because Rains’
exposition is very condensed, I present a detailed proof.
5.4. Proof of Theorem 5.4: computation of Pieri coefficients. Let
f(x) := 1 + f1x+ f2x
2 + . . .
be an arbitrary formal power series with constant term 1. Denote by ηf the special-
ization of the algebra of symmetric functions defined by
ηf
(
1 +
∞∑
n=1
Q(n)( · ; q, t)x
n
)
= f(x),
that is,
ηf (Q(n)( · ; q, t)) = fn, n = 1, 2, . . . .
Lemma 5.6. In this notation, for any diagram ν ∈ Y one has
Pν(x1, x2, . . . ; q, t)
∞∏
i=1
f(xi) =
∑
µ:µ⊇ν
ηf(Qµ/ν( · ; q, t))Pµ(x1, x2, . . . ; q, t).
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Proof. Let X and Z be two collections of formal variables. A standard argument
(of the sort we have already used in the previous lemma) shows that
Pν(X ; q, t)Π(X ;Z; q, t) =
∑
µ:µ⊇ν
Qµ/ν(Z; q, t)Pµ(X ; q, t).
Apply ηf to the both sides, with respect to the variables Z:
Pν(X ; q, t)ηf(Π(X ; · ; q, t)) =
∑
µ:µ⊇ν
ηf (Qµ/ν( · ; q, t))Pµ(X ; q, t).
Observe that
Π(x;Z; q, t) = 1 +
∞∑
n=1
Q(n)(Z; q, t)x
n, Π(X ;Z; q, t) =
∏
x∈X
Π(x;Z; q, t).
It follows that
ηf(Π(X ; · ; q, t)) =
∏
x∈X
f(x),
which completes the proof. 
In the next lemma, ν ∈ Y(N), m is a natural number, and a is an indeterminate.
Next, we set η := ηf , where f(x) = (x; q)m. Finally, we denote by m
N + ν the
diagram
(ν1 +m, ν2 +m, . . . , νN +m) ∈ Y(N).
Lemma 5.7. In the expansion
Iν|N(x1, . . . , xN ; q, t)
N∏
i=1
(xia; q)m =
∑
µ∈Y(N)
cN,m(ν, µ; a)Iµ|N(x1, . . . , xN ; q, t), (5.6)
the coefficients cN,m(ν, µ; a) vanish unless ν ⊆ µ ⊆ m
N + ν, and if this condition is
satisfied, then
cN,m(ν, µ; a) = η(Qµ/ν( · ; q, t))a
|µ|−|ν|
∏
(i,j)∈(mN+ν)/µ
(1− qm−jti−1a). (5.7)
Proof. Step 1. Let us show that the coefficient cN,m(ν, µ; a) vanishes unless µ ⊇ ν.
Indeed, let λ ∈ Y(N) be a minimal (by inclusion) diagram such that cN,m(ν, λ; a) 6=
0, and evaluate both sides of (5.6) at XN(λ). Then the right-hand side does not
vanish, because it contains a single nonzero summand — that with µ = λ (this fol-
lows from the extra vanishing property of the interpolation polynomials). Therefore,
the left-hand side does not vanish, too, whence Iν|N(XN(λ); q, t) 6= 0, which implies
λ ⊇ ν.
Thus, we may assume that the sum in (5.6) is in fact taken over diagrams µ ⊇ ν,
in particular, |µ| ≥ |ν|.
Step 2. Since
∏N
i=1(xia; q)m is a polynomial in variable a of degree Nm, the
coefficient cN,m(ν, µ; a) is a polynomial in a of degree at most Nm.
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Let us replace each xi by xir and also replace a by a/r, where r is a numeric
parameter. Then we may write
r−|ν|Iν|N(x1r, . . . , xNr; q, t)
N∏
i=1
(xia; q)m
=
∑
µ∈Y(N)
r|µ|−|ν|cN,m(ν, µ; a/r)(r
−|µ|Iµ|N(x1r, . . . , xNr; q, t).
As r →∞, we have
r−|ν|Iν|N(x1r, . . . , xNr; q, t)→ Pν|N(x1, . . . , xN ; q, t)
and
r−|µ|Iµ|N(x1r, . . . , xNr; q, t)→ Pµ|N(x1, . . . , xN ; q, t),
so that in the limit, we obtain the expansion
Pν|N(x1, . . . , xN ; q, t)
N∏
i=1
(xia; q)m =
∑
µ∈Y(N)
(· · · )Pµ|N(x1, . . . , xN ; q, t)
with some coefficients. More precisely, by the previous lemma, the coefficient of
Pµ|N(x1, . . . , xN) is equal to η(Qµ/ν( · ; q, t))a
|µ|−|ν|. It follows that
lim
r→∞
r|µ|−|ν|cN,m(ν, µ; a/r) = η(Qµ/ν( · ; q, t))a
|µ|−|ν|.
Therefore, we can write
cN,m(ν, µ; a) = a
|µ|−|ν|c˜N,m(ν, µ; a),
where c˜N,m(ν, µ; a) is a polynomial in a of degree at most Nm − |µ| + |ν|, with
constant term η(Qµ/ν( · ; q, t)).
Step 3. We keep to the assumption that µ ∈ Y(N) and µ ⊇ ν. Set
dµ(a) :=
N∏
i=1
(xia; q)m
∣∣∣∣∣
(x1,...,xN )=XN (µ)
.
That is,
dµ(a) :=
N∏
i=1
(q−µiti−1a; q)m =
N∏
i=1
m−1∏
k=0
(1− q−µi+kti−1a).
Observe that the roots of this polynomial are pairwise distinct (recall that we are
working over F).
Let dνµ(a) denote the product of common factors of the polynomials dν(a) and
dµ(a). We claim that
dνµ(a) =
∏
(i,j)∈mN+ν, (i,j)/∈µ
(1− qm−jti−1a).
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Indeed, in dµ(a), for fixed index i, the exponent of q ranges over the set
{−µi, . . . ,−µi +m− 1} = {m− j : µi + 1 ≤ j ≤ µi +m}.
Likewise, in dν(a), the corresponding set is
{m− j : νi + 1 ≤ j ≤ νi +m}.
As νi ≤ µi, the intersection of these two sets is
{m− j : µi + 1 ≤ j ≤ νi +m},
which proves the claim.
Step 4. Let us prove that for each λ ∈ Y(N) with λ ⊇ ν, the polynomial
cN,m(ν, λ; a) defined by (5.6) is divisible by dνλ(a). We use induction on λ.
The base of induction is λ = ν. Let us substitute (x1, . . . , xN) = XN(ν) into (5.6).
On the right, Iµ|N (XN(ν); q, t) = 0 for all µ 6= ν, and we obtain
Iν|N(XN (ν); q, t)dν(a) = cN,m(ν, ν; a)Iν|N(XN(ν); q, t),
so that
cN,m(ν, ν; a) = dν(a) = dνν(a).
Next, by virtue of step 3, as λ gets larger, the polynomial dνλ(a) gets smaller in the
sense that it involves a smaller set of factors. Let us substitute (x1, . . . , xN) = XN (λ)
into (5.6). The left-hand side equals dλ(a) multiplied by a constant factor. Hence
the right-hand side must vanish at all roots of dλ(a). A fortiori, it must vanish at all
roots of dνλ(a). However, at these roots, all the polynomials dνµ(a) with µ ⊂ λ also
vanish. Therefore, by the induction assumption, all the polynomials cN,m(ν, µ; a)
with µ strictly contained in λ vanish at these roots, too.
On the other hand, we have Iµ|N (XN(λ); q, t) = 0 unless µ ⊆ λ. Thus, only µ = λ
contributes, so the right-hand side is reduced to cN,m(ν, λ; a)Iλ|N(XN(λ); q, t). We
conclude that cN,m(ν, λ; a) is divisible by dνλ(a).
Step 5. Let again µ ∈ Y(N), µ ⊇ ν. Recall that deg cN,m(ν, µ; a) ≤ Nm. On the
other hand,
deg dνµ(a) ≥ Nm− (|µ| − |ν|)
and the equality holds only when µ ⊆ mN + ν.
Since cN,m(ν, µ; a) is also divisible by a
|µ|−|ν|, we see that only diagrams µ con-
tained in mN + ν may contribute to (5.6), and for these µ’s, we have
cN,m(ν, µ) = const a
|µ|−|ν|dνµ(a).
As the constant term of dνµ(a) equals 1, we finally obtain the desired formula. 
The next lemma is a generalization of the previous one. Let a and b be formal
variables, and let η˜ : SymF → F[a, b] be the specialization ηf with
f(x) :=
(xa; q)∞
(xb; q)∞
.
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Lemma 5.8. In this notation, we have:
(i) The expansion
Iν|N(x1, . . . , xN ; q, t)
N∏
i=1
(xia; q)∞
(xib; q)∞
=
∑
µ∈Y(N)
cN(ν, µ; a, b)Iµ|N(x1, . . . , xN ; q, t) (5.8)
makes sense as an equality in SymF(N)[[a, b]].
(ii) In this expansion, the coefficients vanish unless µ ⊇ ν, and if this condition
is satisfied, then
cN(ν, µ; a, b) = η˜(Qµ/ν( · ; q, t))
N∏
i=1
(q−νiti−1a; q)∞
(q−µiti−1b; q)∞
. (5.9)
Proof. (i) This is obvious.
(ii) Observe that if F (a, b) is a formal power series in variables a an b, such that
F (a, aqm) = 0 for m = 1, 2, . . . , then F (a, b) = 0. Indeed, write
F (a, b) =
∞∑
k,ℓ=0
Fkℓa
kbℓ.
The condition on F means that for each n = 0, 1, 2, . . . one has∑
k+mℓ=n
Fkℓ = 0, m = 1, 2, . . . .
Taking m > n we see that Fn0 = 0 for all n. Then divide the series by b and repeat
the same argument, and so on. In this way we obtain that all coefficients vanish.
This argument shows that it suffices to check claim (ii) in the particular case
b = aqm. Let us show that then (ii) reduces to the claim of Lemma 5.7.
Indeed, if b = aqm, then
(xa; q)∞
(xb; q)∞
=
(xa; q)∞
(xam; q)∞
= (xa; q)m.
It follows that the left-hand side of (5.8) turns into the left-hand side of (5.6).
Next, recall that the specialization η in Lemma 5.7 corresponds to f(x) = (x; q)m.
Since the specialization η˜ with b = am corresponds to f(x) = (xa; q)m, it follows
that
η˜(Qµ/ν( · ; q, t)) = η(Qµ/ν( · ; q, t))a
|µ|−|ν|,
because Qµ/ν( · ; q, t) is homogeneous of degree |µ| − |ν|.
Next, observe that in the case b = aqm the product on the right-hand side of (5.9)
turns into the product on the right-hand side of (5.7). Therefore, (5.9) turns into
(5.7).
The final observation is that the quantity η˜(Qµ/ν( · ; q, t)) with b = aq
m automat-
ically vanishes unless µ ⊆ mN + ν. Indeed, from the proof of Lemma 5.6 and the
fact that the polynomial f(x) = (xa; q)m has degree m it is seen that η˜(Qµ/ν( · ; q, t))
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vanishes unless µ can be obtained from ν by appending a horizontal strip of length
at most m (here we also use the Pieri rule). Therefore, µi ≤ νi+m for all i, so that
µ ⊆ mN + ν.
Thus, in the case b = aqm the desired equality (5.8) coincides with (5.6), which
completes the proof. 
Now we are in a position to find the coefficients cN(ν, µ; y) of the expansion (5.5).
Lemma 5.9. Let ν, µ ∈ Y and N ≥ max{ℓ(ν), ℓ(µ)}.
(i) The coefficient cN(ν, µ; y) vanishes unless µ ≻ ν.
(ii) If this condition holds, then
cN(ν, µ; y) = ϕµ/ν(q, t)y
|µ|−|ν|
N∏
i=1
(yq−νiti; q)∞
(yq−µiti−1; q)∞
,
where the factors ϕµ/ν(q, t) are defined by (5.3).
Proof. The coefficients cN(ν, µ; y) are a particular case of the coefficients cN(ν, µ; a, b)
corresponding to a = yt, b = y. The previous lemma gives us an expression for the
coefficients cN(ν, µ; a, b). It involves the specialization η˜ depending on a and b. In
the case a = yt, b = y, this specialization takes the form defined by
Π(x; · ; q, t) = 1 +
∞∑
n=1
Q(n)( · ; q, t)x
n 7→
(xyt; q)∞
(xy; q)∞
.
This means that it is simply evaluation at the point (y, 0, 0, . . . ). By virtue of (5.3)
this immediately implies both claims. 
From the formula for cN (ν, µ; y) it is seen that the ratio cN(ν, µ; y)/(yt
N ; q)∞ does
not depend on N (as it should be) and is equal to
ϕµ/ν(q, t)y
|µ|−|ν|
∞∏
i=1
(yq−νiti; q)∞
(yq−µiti−1; q)∞
.
We have obtained the desired expression for c(ν, µ; y). This completes the proof of
Theorem 5.4.
6. Difference operators: special case t = q
The present section serves as a preparation to the next one. We fix a positive
integer N and assume t = q.
We use the standard notation Tq,x for the q-shift operator acting on a variable x
(see Macdonald [14, ch. VI, (3.1)]): for a test function f(x),
(Tq,xf)(x) = f(xq).
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Let z be an auxiliary variable and let Lx denote the following q-difference operator
acting on functions in x:
Lx := x
−1
(
(xq1−N − 1)zTq,x + x+ z
)
.
Note that Lx preserves the space of polynomials.
Next, we set
DN(z; q) =
1
V (x1, . . . , xN)
◦
N∏
j=1
Lxj ◦ V (x1, . . . , xN ).
That is, the operator on the right is the composition of three operators: multiplica-
tion by the Vandemonde
∏
i<j(xi−xj), the product of partial q-difference operators
Lxj , and division by the Vandermonde.
Recall (see Section 4) that
Iµ|N(x1, . . . , xN ; q, q) = sµ|N(x1, . . . , xN | q
N−1, qN−2, . . . )
=
det
[
(xj − q
N−1) . . . (xj − q
−µi+i)
]N
i=1
V (x1, . . . , xN)
.
Lemma 6.1. One has
DN(z; q)
(
Iµ|N(x1, . . . , xN ; q, q)
)
=
N∏
i=1
(1 + qµi+1−iz) · Iµ|N(x1, . . . , xN ; q, q).
Proof. Set
fm(x) =
{
(x− qN−1) . . . (x− q−m), m ∈ Z, m ≥ 1−N,
1, m = −N.
Then
Tq,xfm =
xqN+m − qN−1
x− qN−1
fm.
It follows that
Lxfm = (1 + q
m+1z)fm,
which in turn implies the desired result. 
Next, recall (see Corollary 4.9 and Lemma 4.6) that
H˜µ|N(u1, . . . , uN ; q, q) = σµ|N(u1, . . . , uN | q
N−2, qN−3, . . . )
= (−1)N(N−1)/2
det
[
(uj − q
N−2) . . . (uj − 1)
(uj − qN−2) . . . (uj − q−µi+i−1)
]N
i=1
V (u1, . . . , uN)
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Let us set
D̂N(z; q) :=
1
V (u1, . . . , uN)
◦
N∏
j=1
L̂uj ◦ V (u1, . . . , uN),
where
L̂u := u
−1
(
(u− 1)zT−1q,u + u+ z
)
.
The next lemma is similar to the previous one.
Lemma 6.2. One has
D̂N(z; q)
(
H˜µ|N(u1, . . . , uN ; q, q)
)
=
N∏
i=1
(1 + qµi+1−iz) · H˜µ|N(u1, . . . , uN ; q, q).
Proof. Set
f̂m(u) =

(u− qN−2) . . . (u− 1)
(u− qN−2) . . . (u− q−m−1)
, m ∈ Z, m ≥ 1−N,
1, m = −N.
Then
T−1q,u f̂m =
uqm+1 − 1
u− 1
f̂m.
It follows that
L̂uf̂m = (1 + q
m+1z)f̂m,
which in turn implies the desired result. 
Corollary 6.3. One has
DN(z, q)
(
N∏
j=1
(uj − 1) . . . (uj − q
N−2)
(uj − x1) . . . (uj − xN )
)
= D̂N(z, q)
(
N∏
j=1
(uj − 1) . . . (uj − q
N−2)
(uj − x1) . . . (uj − xN)
)
Proof. The Cauchy identity (4.4) can be written in our case as
∑
µ∈Y(N)
Iµ|N (x1, . . . , xN ; q, q)H˜µ|N(u1, . . . , uN ; q, q) =
N∏
j=1
(uj − 1) . . . (uj − q
N−2)
(uj − x1) . . . (uj − xN)
.
Combining this with Lemma 6.1 and Lemma 6.2 gives the desired equality. 
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Lemma 6.4. The operators DN(z; q) and D̂N(z, q) can be written in the following
form
DN(z, q) =
1
V (x1, . . . , xN)
det
[
x−1j
{
(xjq
1−N − 1)xN−ij q
N−izTq,xj + (xj + z)x
N−i
j
}]N
i,j=1
(6.1)
D̂N(z, q) =
1
V (u1, . . . , uN)
det
[
u−1j
{
(uj − 1)u
N−i
j q
i−NzT−1q,uj + (uj + z)u
N−i
j
}]N
i,j=1
.
(6.2)
Proof. Writing V (x1, . . . , xN) = det[x
N−i
j ] we obtain
DN(z, q) =
1
V (x1, . . . , xN)
det
[
Lxj ◦ x
N−i
j
]N
i,j=1
,
and then we use the relation Tq,x ◦x
m = xmqmTq,x. This gives the first formula. The
second formula is checked similarly, using the relation T−1q,u ◦ u
m = umq−mT−1q,u . 
7. Difference operators: general case
7.1. q-Difference equations for polynomials Iµ|N( · ; q, t). The following opera-
tor is obtained from the operator DN(z, q) (see (6.1)) be replacing q with t in the
coefficients; the q-shifts Tq,xj remain intact:
DN(z; q, t) =
1
V (x1, . . . , xN)
det
[
x−1j
{
(xjt
1−N−1)xN−ij t
N−izTq,xj+(xj+z)x
N−i
j
}]N
i,j=1
(7.1)
Theorem 7.1. Let µ ∈ Y(N). One has
DN(z; q, t)
(
Iµ|N(x1, . . . , xN ; q, t)
)
=
N∏
j=1
(1 + qµit1−iz) · Iµ|N (x1, . . . , xN ; q, t). (7.2)
This result is a reformulation of the theorem proved in Okounkov [18, §3]. That
theorem is a refinement of results from Knop [11] and Sahi [29], which in turn are
analogues of [12, Theorem 4.4].
We need a lemma.
Lemma 7.2. Let A range over the set of all subsets of {1, . . . , N} and Ac :=
{1, . . . , N} \ A. One has
DN (z; q, t) =
∑
A
CAz
|A|Tq,A,X
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where X denotes the N-tuple of variables x1, . . . , xN ,
Tq,A,X :=
∏
a∈A
Tq,xa ,
and
CA = CA(X ; t) := t
|A|(|A|−1)/2 ·
∏
a∈A
xat
1−N − 1
xa
·
∏
b∈Ac
xb + z
xb
·
∏
a∈A
∏
b∈Ac
xat− xb
xa − xb
.
Proof. Let SN denote the group of permutations of {1, . . . , N}. The determinant on
the right-hand side of (7.1) equals∑
σ∈SN
sgn(σ)
N∏
j=1
[
x−1j
{
(xjt
1−N − 1)x
N−σ(j)
j t
N−σ(j)zTq,xj + (xj + z)x
N−σ(j)
j
}]
=
∑
A
(∏
a∈A
xat
1−N − 1
xa
∏
b∈Ac
xb + z
xj
)(∑
σ∈SN
sgn(σ)
∏
a∈A
(xat)
N−σ(a)
∏
b∈Ac
x
N−σ(b)
b
)
z|A|Tq,A,X .
Given A, the sum over σ ∈ SN taken in the parentheses can be written as
V (x˜1, . . . , x˜N ), where
x˜j :=
{
xjt, j ∈ A,
xj , j ∈ A
c.
Next, observe that
V (x˜1, . . . , x˜N )
V (x1, . . . , xN )
= t|A|(|A|−1)/2
∏
a∈A
∏
b∈Ac
xat− xb
xa − xb
.
This completes the proof. 
Proof of Theorem 7.1. We will show that the functionDN(z, q, t)
(
Iµ|N(x1, . . . , xN ; q, t)
)
possesses the following properties:
(1) it is a symmetric polynomial of degree ≤ |µ|;
(2) it vanishes at XN(λ) for any λ ∈ Y(N) such that |λ| ≤ |µ| and λ 6= µ;
(3) its value at XN(µ) equals
∏N
i=1(1 + q
µit1−iz) · Iµ|N(XN(µ); q, t).
Once this is done, the theorem will follow from the characterization of the inter-
polation polynomials.
Proof of (1). This is obvious, because the operator DN(z; q, t) preserves the space
of symmetric polynomials and does not rise degree.
Proof of (2). Let |λ| ≤ |µ| and λ 6= µ. We will prove a stronger claim:
CATq,A,X
(
Iµ|N(X ; q, t)
)
vanishes at X = XN(λ) for every A.
Indeed, set
δ(A) := (δ1(A), . . . , δN(A)) ∈ {0, 1}
N , δi(A) :=
{
1, i ∈ A,
0, i ∈ Ac
.
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Then
CATq,A,X
(
Iµ|N (X ; q, t)
)∣∣
X=XN (λ)
= CA(XN(λ))Iµ|N(XN(λ− δ(A)); q, t),
where XN(λ− δ(A)) denotes the vector whose ith coordinate equals q
−λi+δi(A)ti−1,
i = 1, . . . , N .
If λ− δ(A) is a partition, then Iµ|N (XN(λ− δ(A)); q, t) = 0.
If λ− δ(A) is not a partition, then there are two possible cases:
• there exists an index i ∈ {1, . . . , N − 1} such i ∈ A, i+ 1 ∈ Ac, and λi = λi+1;
• there is no such index, but λN = 0 and N ∈ A.
In the first case, CA(XN (λ)) vanishes because it contains the factor xit−xi+1 that
vanishes under the substitution xi = q
−λiti−1, xi+1 = q
−λi+1ti as λi = λi+1.
In the second case, CA(XN (λ)) vanishes because it contains the factor xN t
1−N −1
that vanishes under the substitution xN = q
−λN tN−1 as λN = 0.
Proof of (3). The above argument also shows that CATq,A,X
(
Iµ|N(X ; q, t)
)
van-
ishes at X = XN(µ) for every A 6= ∅. It remains to investigate the case of A = ∅.
The operator T∅ is the identity operator, so we are left with the operator of multi-
plication by the function C∅, which is very simple:
C∅(X) =
N∏
j=1
xj + z
xj
=
N∏
j=1
(1 + x−1j z).
Its value atX = XN(µ) is equal to
∏N
j=1(1+q
µit1−iz), which completes the proof. 
We may write DN(z; q, t) as a polynomial in z of degree N , with operator coeffi-
cients and constant term 1:
DN (z; q, t) = 1 +
N∑
r=1
DrN (q, t)z
r.
Here DrN (q, t) is a q-difference operator of order r.
Example 7.3. We have
D1N(q, t) =
N∑
j=1
xjt
1−N − 1
xj
∏
k: k 6=j
xjt− xk
xj − xk
Tq,xj +
N∑
j=1
1
xj
.
Indeed, this is seen at once from Lemma 7.2.
The next result is a direct consequence of Theorem 7.1, cf. Macdonald [14, Ch.
VI, (4.16)].
Corollary 7.4. The difference operators D1N(q, t), . . . , D
N
N (q; t) commute with each
other.
35
7.2. q-Difference equations for modified dual functions H˜µ|N( · ; q, t). We de-
fine the q-difference operator D̂N(z; q, t) in the same way as we did for DN(z; q, t):
we take the expression for D̂N(z; q) and replace q with t in the coefficients:
D̂N(z; q, t) :=
1
V (u1, . . . , uN)
det
[
u−1j
{
(uj − 1)u
N−i
j t
i−NzT−1q,uj + (uj + z)u
N−i
j
}]N
i,j=1
.
Theorem 7.5. For N = 1, 2, . . . and µ ∈ Y(N),
D̂N(z; q, t)
(
H˜µ|N(u1, . . . , uN ; q, t)
)
=
N∏
i=1
(1 + qµit1−iz) · H˜µ|N(u1, . . . , uN ; q, t). (7.3)
Proof. We apply a trick from Macdonald’s book: see [14, Chapter VI, proof of
(3.12)]. Consider the Cauchy identity (see (3.3))
∑
µ∈Y(N)
Iµ|N(x1, . . . , xN ; q, t)H˜µ|N(u1, . . . , uN ; q, t) =
N∏
i,j=1
(xiu
−1
j t; q)∞
(xiu
−1
j ; q)∞
·
N∏
j=1
(u−1j ; q)∞
(u−1j t
N ; q)∞
and introduce a notation for the right-hand side:
Π˜( · ; q, t) = Π˜(x1, . . . , xN , u1, . . . , uN ; q, t) :=
N∏
i,j=1
(xiu
−1
j t; q)∞
(xiu
−1
j ; q)∞
·
N∏
j=1
(u−1j ; q)∞
(u−1j t
N ; q)∞
.
(7.4)
By virtue of Theorem 7.1, it suffices to prove the relation
DN(z; q, t)Π˜( · ; q, t) = D̂N(z; q, t)Π˜( · ; q, t). (7.5)
The key observation is that
Tq,xj
(
Π˜(x1, . . . , xN , u1, . . . , uN ; q, t)
)
= (· · · )Π˜(x1, . . . , xN , u1, . . . , uN ; q, t),
where (· · · ) is some factor that does not depend on q. It follows that
DN (z; q, t)
(
Π˜(x1, . . . , xN , u1, . . . , uN ; q, t)
)
= (· · · )Π˜(x1, . . . , xN , u1, . . . , uN ; q, t),
where (· · · ) is some expression that does not depend on q.
Likewise,
D̂N (z; q, t)
(
Π˜(x1, . . . , xN , u1, . . . , uN ; q, t)
)
= (· · · )Π˜(x1, . . . , xN , u1, . . . , uN ; q, t),
where (· · · ) is some expression that does not depend on q.
Therefore, it suffices to prove the desired relation (7.5) for q = t. But then it
coincides with the formula of Corollary 6.3, where one should replace q with t. 
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By analogy with the operators DrN(q, t) we introduce operators D̂
r
N(q, t) as the
coefficients in the expansion of D̂N(z; q, t) in powers of z:
D̂N (z; q, t) = 1 +
N∑
r=1
D̂rN (q, t)z
r.
Corollary 7.6. The operators D̂1N(q, t), . . . , D̂
N
N (q, t) commute with each other.
Example 7.7. We have
D̂1N (q, t) =
N∑
j=1
uj − 1
uj
∏
k 6=j
ujt
−1 − uk
uj − uk
T−1q,uj +
N∑
j=1
1
uj
.
Indeed, this is seen at once from the next lemma.
Lemma 7.8. Let, as before, A range over the set of all subsets of {1, . . . , N} and
Ac := {1, . . . , N} \ A. We have
D̂N(z; q, t) =
∑
A
ĈAz
|A|T−1q,A,U
where U denotes the N-tuple of variables u1, . . . , uN ,
T−1q,A,U :=
∏
a∈A
T−1q,ua,
and
ĈA = ĈA(U ; t) := t
−|A|(|A|−1)/2 ·
∏
a∈A
ua − 1
ua
·
∏
b∈Ac
ub + z
ub
·
∏
a∈A
∏
b∈Ac
uat
−1 − ub
ua − ub
.
Proof. The same argument as in Lemma 7.2. 
8. The Jack limit
In this section we are working over the base field Q(k), where k is a new formal
variable. Consider the symmetric Jack polynomials [14, ch. VI, §10]. We denote
them as Pµ|N (x1, . . . , xN ;k), where µ ∈ Y(N) as above. The connection with Mac-
donald’s notation is the following:
Pµ|N(x1, . . . , xN ;k) = P
(1/k)
µ (x1, . . . , xN), µ ∈ Y(N)
(that is, our k is inverse to Macdonald’s parameter α). Recall that
Pµ|N(x1, . . . , xN ;k) = lim
q→1
Pµ|N(x1, . . . , xN ; q, q
k); (8.1)
here and in what follows, whenever a limit transition q → 1 is considered, we
temporarily regard q and k as numeric parameters; but the final expression always
makes sense over Q(k).
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The combinatorial presentation of the Jack polynomials can be written as
Pµ|N(x1, . . . , xN ;k) =
∑
T∈RTab(µ,N)
ψT (k)
∏
(i,j)∈µ
xT (i,j),
where ψT (k) are certain rational functions of k; in Macdonald’s notation, ψT (k) =
ψ
(1/k)
T , see [14, ch. VI, (10.10), (10.11), and (10.12)]. Again, these quantities can be
obtained by a degeneration from ψT (q, t):
ψT (k) := lim
q→1
ψT (q, q
k).
Likewise, there are dual Jack polynomials
Qµ|N (x1, . . . , xN ;k) = Q
(1/k)
µ (x1, . . . , xN ), µ ∈ Y(N),
with the combinatorial presentation
Qµ|N (x1, . . . , xN ;k) =
∑
T∈RTab(µ,N)
ϕT (k)
∏
(i,j)∈µ
xT (i,j),
where ϕT (k) = ϕ
(1/k)
T are rational functions of k satisfying
ϕT (k) := lim
q→1
ϕT (q, q
k).
We also have
Qµ|N (x1, . . . , xN ;k) = lim
q→1
Qµ|N (x1, . . . , xN ; q, q
k); (8.2)
We define now the Jack analogues of the interpolation Macdonald polynomials
Iµ|N( · ; q, t) and of the rational functions H˜µ|N ( · ; q, t) by means of combinatorial
formulas:
Iµ|N(x1, . . . , xN ;k) =
∑
T∈RTab(µ,N)
ψT (k)
∏
(i,j)∈µ
(xT (i,j) − (j − 1) + (T (i, j) + i− 2)k),
H˜µ|N(u1, . . . , uN ;k) =
∑
T∈RTab(µ,N)
N∏
i=1
Wµ(i−1)/µ(i)(ui;k),
where µ = µ(0) ≻ µ(1) ≻ · · · ≻ µ(N) = ∅ represents T and, for a horizontal strip
λ/κ,
Wλ/κ(u;k) := ϕλ/κ(k)
∏ℓ(λ)
i=1
∏κi−λi+1
j=1 (u− (κi + j − 1) + ik)
(u− 1) . . . (u− λ1)
.
These formulas are obtained by degenerating the formulas (2.4), (5.2), and (5.1):
Iµ|N (x1, . . . , xN ;k) := lim
q→1
(1− q)−|µ|Iµ|N (q
−x1, . . . , q−xN ; q, qk), (8.3)
H˜µ|N(u1, . . . , uN ;k) := lim
q→1
(1− q)|µ|H˜µ|N(q
−u1, . . . , q−uN ; q, qk). (8.4)
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The polynomials Iµ|N (x1, . . . , xN ;k) coincide (up to notation) with the polynomi-
als introduced by Knop and Sahi in [12]. In the notation of Okounkov [19],
Iµ|N(x1, . . . , xN ;k) = P
∗
µ(x1, x2 + k, . . . , xN + (N − 1)k;k).
The rational functions H˜µ|N(u1, . . . , uN ;k) are alternately regarded as power se-
ries, that is, elements of Q(k)[[u−11 , . . . , u
−1
N ]].
Note that the degeneration in (8.3) and (8.4) is of different sort as compared with
(8.1) and (8.2). Nevertheless, we have
Iµ|N(x1, . . . , xN ;k) = Pµ|N(x1, . . . , xN ;k) + lower degree terms in xi’s, (8.5)
H˜µ|N (u1, . . . , uN ;k) = Qµ|N(u
−1
1 , . . . , u
−1
N ;k) + lower degree terms in ui’s. (8.6)
Set
F (x, u;k) := 1 +
∞∑
m=1
(k)m
m!
x(x− 1) . . . (x−m+ 1)
(u− 1) . . . (u−m)
. (8.7)
We regard this series as an element of Q(k)[[x, u−1]].
Theorem 8.1. The following Cauchy-type identity holds in the algebra of formal
power series Q(k)[[x1, . . . , xN , u
−1
1 , . . . , u
−1
N ]]:∑
µ∈Y(N)
Iµ|N(x1, . . . , xN ;k)H˜µ|N(u1, . . . , uN ;k) =
N∏
i=1
N∏
j=1
F (xi, uj;k)
F (−(i− 1)k, uj;k)
. (8.8)
Remark 8.2. There is an alternative expression for the right-hand side of (8.8):
N∏
i=1
N∏
j=1
F (xi, uj;k)
F (−(i− 1)k, uj;k)
=
N∏
i=1
N∏
j=1
F (xi + (i− 1)k, uj + (i− 1)k;k). (8.9)
Proof. Step 1: Application of difference operators. Our argument relies on Jack
analogues of the q-difference operators DN(z; q, t) and D̂N(z; q, t) from Section 7.
These are certain difference operators, denoted as DJackN (z;k) and D̂
Jack
N (z,k). Let
us describe their key properties (proofs will be given later) and explain how to use
them for the derivation of (8.8).
The operator DJackN (z;k) depends polynomially on parameter z, acts on the vari-
ables x1, . . . , xN , and one has (step 2 below)
DJackN (z;k)Iµ|N ( · ;k) =
N∏
i=1
(µi + (1− i)k+ z) · Iµ|N( · ;k), µ ∈ Y(N). (8.10)
Likewise, the operator D̂JackN (z;k) depends polynomially on parameter z, acts on
the variables u1, . . . , uN , and one has (step 3 below)
D̂JackN (z;k)H˜µ|N( · ;k) =
N∏
i=1
(µi + (1− i)k+ z) · H˜µ|N( · ;k), µ ∈ Y(N), (8.11)
39
with the same eigenvalues as in (8.10).
Next, introduce a notation for the right-hand side of (8.8):
Π˜Jack( · ;k) = Π˜Jack(x1, . . . , xN , u1, . . . , uN ;k) :=
N∏
i=1
N∏
j=1
F (xi, uj;k)
F (−(i− 1)k, uj;k)
.
(8.12)
The following equality holds (steps 4–5 below)
DJackN (z;k)Π˜
Jack( · ;k) = D̂JackN (z;k)Π˜
Jack( · ;k), (8.13)
cf. (7.5).
Now we show how to deduce (8.8) from (8.10), (8.11), and (8.13).
From the definition (8.7) it follows that Π˜Jack( · ;k) may be regarded as a symmet-
ric formal power series in u−11 , . . . , u
−1
N with coefficients in the algebra of symmetric
polynomials over Q(k). On the other hand, as is seen from (8.6), any symmetric
formal power series in u−11 , . . . , u
−1
N is uniquely written as a (generally, infinite) lin-
ear combination of the elements H˜µ|N( · ;k). Therefore, there exists a unique series
expansion
Π˜Jack(x1, . . . , xN , u1, . . . , uN ;k) =
∑
µ∈Y(N)
fµ(x1, . . . , xN)H˜µ|N(u1, . . . , uN ;k), (8.14)
where the coefficients fµ(x1, . . . , xN) are some symmetric polynomials over Q(k).
Applying to both sides of (8.14) the operator D̂JackN (z;k) and using (8.13) we
obtain that the polynomials fµ(x1, . . . , xN ) are eigenfunctions of D
Jack
N (z;k) with
the same eigenvalues as the polynomials Iµ|N(x1, . . . , xN ;k). Since the eigenvalues
(regarded as polynomials in z) are pairwise distinct, the two systems of polynomials
are the same, up to proportionality. Therefore, (8.14) can be written in the form
Π˜Jack(x1, . . . , xN , u1, . . . , uN ;k)
=
∑
µ∈Y(N)
cµIµ|N(x1, . . . , xN ;k)H˜µ|N(u1, . . . , uN ;k) (8.15)
with some coefficients cµ ∈ Q(k).
Now we are going to show that cµ = 1 for all µ. For this purpose, we multiply in
(8.15) all xi and uj by an extra parameter r. Observe that on the right-hand side
of (8.15) we have
Iµ|N(x1r, . . . , xNr;k)H˜µ|N(u1r, . . . , uNr;k)
= Pµ|N(x1, . . . , xN ;k)Qµ|N(u
−1
1 , . . . , u
−1
N ;k) +O(1/r), (8.16)
as it is seen from (8.5) and (8.6).
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Let us turn to the left-hand side of (8.15). From (8.7) it follows that
F (xr, ur;k) = 1 +
∞∑
m=1
(k)m
m!
(xu−1)m +O(1/r) =
1
(1− xu−1)k
+O(1/r).
Note also that
F (const, ur;k) = 1 +O(1/r).
This implies (see the definition (8.12))
Π˜Jack(x1r, . . . , xNr, u1r, . . . , uNr;k) =
N∏
i=1
N∏
j=1
1
(1− xiu
−1
j )
k
+O(1/r). (8.17)
On the other hand, the Jack version of the Cauchy identity [14, ch. VI, (10.4)]
tells us that∑
µ∈Y(N)
Pµ|N(x1, . . . , xN ;k)Qµ|N(y1, . . . , yN ;k) =
N∏
i=1
N∏
j=1
1
(1− xiyj)k
.
Comparing this with (8.16) and (8.17) we conclude that all coefficients cµ are equal
to 1.
To complete the proof we have to exhibit the difference operators with the desired
properties. This is done below.
Step 2: The difference operator DJackN (z;k). This operator is obtained from the
operator DN(z; q, t) by a scaling limit transition similar to that in (8.3). Namely,
we regard q and k as numeric parameters, replace each xi with q
−xi, replace z with
−qz, substitute t = qk, then divide the operator by (1− q)N , and let q go to 1. To
compute the limit it is convenient to deal not with the initial definition of DN(z; q, t)
given in (7.1) but with the alternate expression from Lemma 7.2. Then we readily
obtain
DJackN (z;k) =
∑
A
CJackA T
−1
A,X ,
where A ranges, as before, over subsets of {1, . . . , N},
CJackA = C
Jack
A (x1, . . . , xN ;k) :=
∏
a∈A
(xa+(N−1)k) ·
∏
b∈Ac
(xb+z) ·
∏
a∈A
∏
b∈Ac
xa − xb − k
xa − xb
,
and TA,X :=
∏
a∈A Txa , where the univariate operator Tx denotes the additive shift,
Txf(x) := f(x+ 1).
Next, from (8.3) and (7.2) we obtain the desired equality (8.10).
Step 3: The difference operator D̂JackN (z;k). This operator is obtained from the
operator D˜N(z; q, t) in exactly the same way. The only difference is that we are
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dealing with variables ui (which are replaced with q
−ui) and use Lemma 7.8 instead
of Lemma 7.2. The resulting operator has the form
D̂JackN (z;k) =
∑
A
ĈJackA TA,U
where
ĈJackA = Ĉ
Jack
A (u1, . . . , uN ;k) :=
∏
a∈A
ua ·
∏
b∈Ac
(ub + z) ·
∏
a∈A
∏
b∈Ac
ua − ub + k
ua − ub
,
and TA,U :=
∏
a∈A Tua . Next, from (8.4) and (7.3) we obtain the desired equality
(8.11).
Step 4: Proof of identity (8.13) (beginning). This identity can be written as∑
A
CJackA
T−1A,XΠ˜
Jack( · ;k)
Π˜Jack( · ;k)
=
∑
A
ĈJackA
TA,U Π˜
Jack( · ;k)
Π˜Jack( · ;k)
. (8.18)
We are going to derive (8.18) from the relation (7.5). We may rewrite (7.5) as∑
A
CA
Tq,A,XΠ˜( · ; q, t)
Π˜( · ; q, t)
=
∑
A
ĈA
T−1q,A,U Π˜( · ; q, t)
Π˜( · ; q, t)
, (8.19)
where Π˜( · ; q, t) is defined by (7.4). Observe that
Tq,A,XΠ˜( · ; q, t)
Π˜( · ; q, t)
=
∏
a∈A
N∏
j=1
1− xau
−1
j
1− xau
−1
j t
:= EA (8.20)
and
T−1q,A,UΠ˜( · ; q, t)
Π˜( · ; q, t)
=
N∏
i=1
∏
a∈A
1− xiu
−1
a
1− xiu−1a t
·
∏
a∈A
1− u−1a t
N
1− u−1a
:= ÊA. (8.21)
In this notation, (8.19) takes the form∑
A
CAEA =
∑
A
ĈAÊA, (8.22)
which is an identity of rational functions in variables xi’s, uj’s, z, and t.
We know that in our scaling limit regime, (1 − q)−NCA and (1 − q)
−N ĈA tend
to CJackA and Ĉ
Jack
A , respectively. Next, in the same limit regime, EA and ÊA are
transformed into∏
a∈A
N∏
j=1
uj − xa
uj − xa + k
and
N∏
i=1
∏
a∈A
ua − xi
ua − xi + k
·
∏
a∈A
ua +Nk
ua
,
respectively.
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Therefore, to complete the proof of (8.13) it suffices to check the following two
relations: for any A ⊆ {1, . . . , N}
T−1A,XΠ˜
Jack( · ;k)
Π˜Jack( · ;k)
=
∏
a∈A
N∏
j=1
uj − xa
uj − xa + k
(8.23)
and
TA,U Π˜
Jack( · ;k)
Π˜Jack( · ;k)
=
N∏
i=1
∏
a∈A
ua − xi
ua − xi + k
·
∏
a∈A
ua +Nk
ua
. (8.24)
Step 5: Proof of identity (8.13) (end). We proceed to the proof of (8.23) and
(8.24). Recall that Π˜Jack( · ;k) is defined by (8.12), so both (8.23) and (8.24) express
some properties of the series F (x, u;k). We claim that the following relations hold
T−1x F (x, u;k) =
u− x
u− x+ k
F (x, u;k), (8.25)
TuF (x, u;k) =
(u− x)(u+ k)
(u− x+ k)u
F (x, u;k). (8.26)
Observe that the desired relations (8.23) and (8.24) are readily deduced from (8.25),
(8.26), and the definition (8.12). Thus, it remains to check (8.25) and (8.26).
As is seen from the definition (8.7), the formal series F (x, u;k) is nothing else
than the Gauss hypergeometric series at the point 1:
F (x, u;k) = 2F1(k,−x;−u+ 1; 1).
We would like to apply the Gauss formula
2F1(k,−x;−u+ 1; 1) =
Γ(−u+ 1)Γ(x− u+ 1− k)
Γ(x− u+ 1)Γ(−u+ 1− k)
;
then the relations (8.25) and (8.26) would immediately follow from it and the func-
tional equation for the gamma function.
A subtle point is that our formal series in (k, x, u−1) absolutely converges in the
domain
{(k, x, u) : ℜu < ℜ(x− k+ 1), u /∈ Z≥1} ⊂ C
3,
which does not cover the set
{(k, x, u) : |k| < ε, |x| < ε, |u| > ε−1} ⊂ C3,
no matter how small ε is. This does not allow us to apply the Gauss formula directly.
However, one can overcome this obstacle in the following way. The series F (x, u;k)
lies in fact in the algebra (Q[x,k])[[u−1]] (formal series in u−1 with coefficients in the
polynomial algebra Q[x,k]). Consequently it suffices to prove the relations (8.25)
and (8.26) under assumption that x is specialized to 0, 1, 2, . . . . But then the series
terminates and represents a rational function, and then the use of Gauss’ formula
is justified.
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This completes the proof of the theorem. 
Remark 8.3. From the proof of Theorem 8.1 one can deduce the identity∑
µ∈Y(N)
Iµ|N(x1, . . . , xN ;k)H˜µ|N(u1, . . . , uN ;k)
=
N∏
i=1
N∏
j=1
Γ(xi − uj − k + 1)
Γ(xi − uj + 1)
·
N∏
j=1
Γ(−uj + 1)
Γ(−uj −Nk + 1)
, (8.27)
where, in contrast to Theorem 8.1, both sides are treated not as formal series but
as functions of complex variables, while k is supposed to be a positive real number;
the series on the left absolutely converges provided that maxj(ℜuj)≪ 0 (depending
on x1, . . . , xN ). Conversely, Theorem 8.1 can be deduced from this identity.
One can derive (8.27) from the (q, t) Cauchy identity (3.3) by a limit transition,
which gives an alternate proof of Theorem 8.1. The scheme of proof is the following.
1. We take q > 1 and t = qk with k > 0, and show that the series on the left-hand
side of (3.3) absolutely converges provided maxj |uj| ≪ 1 (depending on maxi |xi|).
2. On the right-hand side, we pass from ( · ; q)∞ to ( · ; q
−1)∞ according to (2.1).
Then we rewrite the whole expression in terms of the q−1-Gamma function Γq−1( · )
(recall that q > 1 so that 0 < q−1 < 1).
3. We make the change of variables as in (8.3) and (8.4), and we show that the
summands on the left are nonnegative provided that xi’s and uj’s are real and such
that uj ≪ xi ≪ 0 for all i and j. This enables us to pass to the limit as q → 1
+.
Here we use the fact that Γq(z) → Γ(z) as q → 1
−. This leads us to (8.27) for real
arguments subject to constraints uj ≪ xi ≪ 0.
4. We pass to complex values of arguments using analytic continuation.
However, an accurate exposition of this argument is a bit tedious and would
require no less space than the proof given above.
Finally, note that without the second product on the right-hand side of (3.3) the
limit transition would be impossible. Recall that this extra product arose thanks to
the passage to modified dual functions (see the end of Section 3).
9. Specializations at t = 0 and q = 0
9.1. The case t = 0. From the definition of the factors ψT (q, t) attached to semi-
standard tableaux it follows that these factors can be specialized at t = 0, so that
the quantities ψT (q, 0) ∈ Q(q) are well defined. This implies that the Macdonald
polynomials Pµ|N(x1, . . . , xN ; q, t) can be specialized at t = 0, too. The resulting
polynomials Pµ|N(x1, . . . , xN ; q, 0) over Q(q) are called the q-Whittaker polynomials.
The same holds for the interpolation Maconald polynomials, as is seen from the
combinatorial formula (2.4). We set
F
W
µ|N(x1, . . . , xN ; q) := Iµ|N(x1, . . . , xN ; q, 0), µ ∈ Y(N).
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Evidently,
FWµ|N(x1, . . . , xN ; q) = Pµ(x1, . . . , xN ; q, 0) + lower degree terms.
From (2.4) we obtain
F
W
µ|N(x1, . . . , xN ; q) =
∑
T∈RTab(µ,N)
ψT (q, 0)
∏
(i,j)∈µ
(xT (i,j) − q
1−jεT (i, j)),
where
εT (i, j) =
{
1, if i = 1 and T (1, j) = 1,
0, otherwise
.
Likewise, the combinatorial formula for the modified dual functions (Corollary
5.2) shows that these functions also can be specialized at t = 0. We set (below K is
a positive integer)
GWµ|K(u1, . . . , uK; q) := H˜µ|K(u1, . . . , uK ; q, 0), µ ∈ Y(K).
These are rational functions over Q(q). The formula of Corollary 5.2 specializes to
GWµ|K(u1, . . . , uK; q) =
∑
T∈RTab(µ,K)
K∏
i=1
Wµ(i−1)/µ(i)(ui; q),
where, for a horizontal strip λ/κ,
Wλ/κ(u; q) := ϕλ/κ(q, 0)
u|κ|−|λ|+λ1
(u− q−1) . . . (u− q−λ1)
.
Proposition 9.1. The following Cauchy-type identity holds∑
µ: ℓ(µ)≤min(N,K)
FWµ|N(x1, . . . , xN ; q)G
W
µ|K(u1, . . . , uK ; q)
=
N∏
i=1
K∏
j=1
1
(xiu
−1
j ; q)∞
·
K∏
j=1
(u−1j ; q)∞. (9.1)
Here both sides should be thought as elements of the Q(q)-algebra of formal power
series in x1, . . . , xN , u
−1
1 , . . . , u
−1
K .
Proof. This is as a direct consequence of (3.3). 
Note that the polynomials FWµ|N(x1, . . . , xN ; q) are stable in the conventional sense,
which makes it possible to define symmetric functions FWµ (x1, x2, . . . ; q) over the
base field Q(q). The identity (9.1) can be extended to the case of infinitely many
variables.
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9.2. The case q = 0.
Lemma 9.2. Let N be a positive integer and µ ∈ Y(N).
(i)The polynomials
FHLµ|N(x1, . . . , xN ; t) := Iµ|N (x1, . . . , xN ; q
−1, t−1)
∣∣
q=0
are well defined as elements of the algebra Sym(N)⊗Q Q(t).
(ii) The top degree homogeneous component of the polynomial FHLµ|N(x1, . . . , xN ; t)
is the Hall–Littlewood polynomial Pµ(x1, . . . , xN ; 0, t).
(iii) The following combinatorial formula holds:
FHLµ (x1, . . . , xN ; t) =
∑
T∈RTab(µ,N)
ψT (0, t)
∏
(i,j)∈µ
(xT (i,j) − t
2−T (i,j)−i1j=1),
where 1j=1 equals 1 if j = 1, and 0 otherwise.
Note that this formula is very close to the combinatorial formula for the Hall–
Littlewood polynomials, the only difference comes from the boxes of the first column
of the diagram µ.
Proof. As is well known, the Macdonald polynomials Pµ|N(x1, . . . , N ; q, t) are invari-
ant under the change (q, t)→ (q−1, t−1) (see [14, ch. VI, (4.14) (iv)]). This implies
that ψT (q
1, t−1) = ψT (q, t), which can also be deduced from the explicit formula [14,
ch. VI, (6.24) (ii)]. It follows, in particular, that
Pµ|N(x1, . . . , xN ; q
−1, t−1)
∣∣
q=0
= Pµ|N(x1, . . . , xN ; 0, t).
Using these facts and applying the combinatorial formula (2.4) one immediately
obtains all the claims of the lemma. 
Lemma 9.3. Let K be a positive integer and µ ∈ Y(K).
(i) The specialization
GHLµ|K(y1, . . . , yN ; t) := H˜µ|K(u1t
−1q, . . . , uKt
−1q; q−1, t−1)
∣∣
q=0
makes sense and gives symmetric rational functions over Q(t).
(ii) One has
GHLµ|K(u1, . . . , uN ; t) = Qµ|K(u
−1
1 , . . . , u
−1
K ; t) + higher degree terms in u
−1
1 , . . . , u
−1
K ,
where the rational function on the left is treated as an element of Q(t)[[u−11 , . . . , u
−1
K ]]
and Qµ|K( · ; t) is the dual Hall–Littlewood polynomial.
(iii) The rational functions GHLµ|K(y1, . . . , yN ; t) are given by the combinatorial for-
mula resulting from the branching rule
GHLµ|K(u1, . . . , uK; t) =
∑
ν: ν≺µ
Wµ/ν(u1; t)G
HL
ν|K−1(u2, . . . , uK ; t),
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where
Wµ/ν(u; t) :=

ϕµ/ν(0, t)
u|ν|−|µ|+1
u− t
, ℓ(ν) < ℓ(µ),
ϕµ/ν(0, t)
u− t1−ℓ
u− t
u|ν|−|µ|, ℓ(ν) = ℓ(µ) := ℓ.
Proof. All the claims follow from the examination of the combinatorial formula for
the functions H˜µ|K(u1, . . . , uK; q, t), see Corollary 5.2. By (5.1), the weight attached
to a horizontal strip µ/ν is
Wµ/ν(u; q, t) := ϕµ/ν(q, t)
ℓ(µ)∏
i=1
νi−µi+1∏
j=1
(u− q−νi+j−1ti)
(u− q−1) . . . (u− q−µ1)
= ϕµ/ν(q, t)
ℓ(µ)∏
i=1
νi∏
m=µi+1+1
(u− q−mti)
(u− q−1) . . . (u− q−µ1)
,
with the understanding that the interior product over m equals 1 if νi = µi+1.
Note that
ϕµ/ν(q
−1, t−1) =
(q
t
)|µ|−|ν|
ϕµ/ν(q, t),
as it seen from [14, ch. VI, (6.24) (i)]. Using this we obtain
Wµ/ν(uqt
−1; q−1, t−1) := ϕµ/ν(q, t)
ℓ(µ)∏
i=1
νi−1∏
m=µi+1
(u− qmt1−i)
(u− t)(u− tq) . . . (u− tqµ1−1)
.
Here we assume µ1 ≥ 1, otherwise there is nothing to prove.
Now it is clear that the resulting expression may be specialized at q = 0. The
denominator turns into (u − t)uµ1−1. In the numerator, after setting q = 0, each
factor becomes equal to u unless µi+1 = 0 and νi > µi+1. These two conditions
just mean that i = ℓ := ℓ(µ) and ℓ(ν) = ℓ, and then the only exceptional factor is
(u− t1−ℓ).
This gives the desired weight Wµ/ν(u; t) and completes the proof. 
Proposition 9.4. The following Cauchy–type identity holds∑
µ: ℓ(µ)≤min(N,K)
F
HL
µ|N(x1, . . . , xN ; t)G
HL
µ|K(u1, . . . , uK; t)
=
N∏
i=1
K∏
j=1
uj − xit
uj − xi
·
K∏
j=1
uj − t
1−N
uj − t
. (9.2)
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Proof. By virtue of (3.3) and (2.1)∑
µ: ℓ(µ)≤min(N,K)
Iµ|N(x1, . . . , xN ; q
−1, t−1)H˜µ|K(u1, . . . , uK; q
−1, t−1)
=
N∏
i=1
K∏
j=1
(xiu
−1
j t
−1; q−1)∞
(xiu
−1
j ; q
−1)∞
·
K∏
j=1
(u−1j ; q
−1)∞
(u−1j t
−N ; q−1)∞
=
N∏
i=1
K∏
j=1
(xiu
−1
j q; q)∞
(xiu
−1
j t
−1q; q)∞
·
K∏
j=1
(u−1j t
−Nq; q)∞
(u−1j q; q)∞
.
Next, replacing each uj with ujqt
−1 we obtain∑
µ: ℓ(µ)≤min(N,K)
Iµ|N(x1, . . . , xN ; q
−1, t−1)H˜µ|K(u1qt
−1, . . . , uKqt
−1; q−1, t−1)
=
N∏
i=1
K∏
j=1
(xiu
−1
j t; q)∞
(xiu
−1
j ; q)∞
·
K∏
j=1
(u−1j t
1−N ; q)∞
(u−1j t; q)∞
.
Finally, this identity may be specialized at q = 0. For the left-hand side we use
Lemmas 9.2 and 9.3, and this gives the left-hand side of (9.2). For the right-hand
side this directly gives the right-hand side of (9.2). 
Note that the GHL-functions are stable,
GHLµ|K(y1, . . . , yK−1, 0; t) = G
HL
µ|K−1(y1, . . . , yK−1; t),
while the FHL-polynomials are only quasi-stable in the sense that
FHLµ|N(x1, . . . , yN−1, t
1−N ; t) = FHLµ|N−1(x1, . . . , xN−1; t).
This agrees with the structure of (9.2). The quasi-stability reflects in the fact
that detaching one variable in the FHL-polynomial requires a shift of the remaining
variables:
FHLµ|N(x1, . . . , xN ; t) =
∑
ν: ν≺µ
(a weight in variable x1) · F
HL
ν|N−1(x2t
−1, . . . , xN t
−1; t).
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