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Nonparametric adaptive estimation for grouped data
C. Duval∗, J. Kappus†
Abstract
The aim of this paper is to estimate the density f of a random variable X when one has
access to independent observations of the sum of K ≥ 2 independent copies of X . We
provide a constructive estimator based on a suitable definition of the logarithm of the
empirical characteristic function. We propose a new strategy for the data driven choice
of the cut-off parameter. The adaptive estimator is proven to be minimax-optimal up
to some logarithmic loss. A numerical study illustrates the performances of the method.
Moreover, we discuss the fact that the definition of the estimator applies in a wider context
than the one considered here.
Keywords. Convolution. Inverse problem. Nonparametric adaptive estimation.
AMS Classification. 62G07, 62G20, 62G05.
1 Introduction
1.1 Model and motivation
In this article, we consider the problem of nonparametric density estimation from grouped
data observations. The model can be described as follows. Let X be some real-valued random
variable which has a square integrable Lebesgue density f . We aim at estimating f , but we
only have access to the aggregated data
Yj =
K∑
k=1
Xj,k, j = 1, . . . , n. (1.1)
The Xj,k, k = 1, . . . ,K; j = 1, . . . , n are independent copies of X and K is a known positive
integer.
This statistical framework is closely related to several other models. First, we have a con-
nection to decompounding problems (see e.g. Buchmann and Gru¨bel (2003) or van Es et al.
(2007)), where the jump distribution is estimated from a discretely observed trajectory. In
that latter example the law of each nonzero increment is an aggregation of several jumps.
Second, forK ≥ 2, (1.1) describes a particular deconvolution problem where the target density
is f and the error density is f∗K−1, which is unknown and depends on f itself. The classical
deconvolution model, where the error distribution and the target distribution are not related,
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has been extensively studied in the literature. Optimal rates of convergence and adaptive
procedures are well known. In the case where the density of the noise is known we can
mention Carroll and Hall (1988), Stefanski (1990), Stefanski and Carroll (1990), Fan (1991),
Butucea (2004), Butucea and Tsybakov (2008a,b), Pensky and Vidakovic (1999) or Comte et
al. (2007) for L2 loss functions or Lounici and Nickl (2011) for the L∞ loss. Deconvolution
with unknown error distribution has also been studied (see e.g. Neumann (1997), Delaigle et
al. (2008), Johannes (2009) or Meister (2009), if an additional error sample is available, or
Comte and Lacour (2011), Delattre et al. (2012), Johannes and Schwarz (2013), Kappus and
Mabon (2014) or Comte and Kappus (2015) under other sets of assumptions).
In the aforementioned literature, it is always assumed that the distribution of the noise is
known or can be estimated from an additional sample. In the present framework, one has
to exploit the particular structure of the observations and the dependence between the noise
and the target density, in order to identify the latter one. Surprisingly, we will show that the
optimal rates of convergence in the grouped data setting with skewed density are, in some
cases, slower than the optimal rates which are usually encountered in deconvolution problems
(see Theorem 2 below).
Recently, Delaigle and Zhou (2015) studied the nonparametric estimation of the probability
of contamination given a covariate X, when only aggregated observations of this covariate
are available. From an applied point of view, grouped data are encountered in many fields,
especially related to the study of infection diseases. For example, aggregated data are encoun-
tered when the cost of measurement is too high to allow individual measurements. Moreover,
to ensure confidentiality of the participants in a study, measurements of different individuals
can be grouped. Sometimes, when X represents the measurement of a substance that cannot
be detected below a certain detection limit, observations are grouped in order to make the
detection possible (see the references given in Delaigle and Zhou (2015)).
1.2 Main results of the paper
We have at our disposal n independent copies of the random variable Y , which has the
Lebesgue density f∗K , where ∗ denotes the convolution product. This implies that ϕY (u) =
ϕX(u)
K , where ϕX and ϕY denote the characteristic functions of X and Y respectively.
Consequently, f can be recovered, taking the K-th root of the characteristic function of ϕY
and applying the Fourier inversion formula. A first estimator based on this strategy is pro-
posed in Linton and Whang (2002) to estimate a regression function when only aggregated
observations are available. They studied the asymptotic pointwise behavior of their estimator.
If ϕX has no imaginary part and is nonnegative, the K-th root is uniquely defined and an
estimator of ϕX can hence be constructed, replacing ϕY by the absolute value of its empirical
counterpart and taking the K-th root. An estimator of f is then obtained applying a Fourier
inversion formula. Meister (2007) studied this case and provided the associated minimax
upper and lower bounds. Moreover, a cross-validation bandwidth selector is proposed in that
paper. However, theoretical optimality properties for the adaptive procedure have only been
shown under quite restrictive assumptions on the characteristic function.
Meister (2007) also proposed a generalization of the estimation procedure to the skewed case
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and a modified version of this estimator is used by Delaigle and Zhou (2015). However, this
estimator has the disadvantage that it is not given in a closed form, making the practical
calculation difficult to handle.
In the skewed case, the estimation procedure suffers from the fact that the definition of K-th
root is ambiguous. In the present paper we provide a definition of the K-th root, based on
a suitable definition of the logarithm (see Lemma 3 hereafter), of a characteristic function
that is not necessarily real. A closed form procedure to estimate f naturally follows. For
this estimator, we provide non asymptotic risk bounds and derive rates of convergence over
certain nonparametric function classes.
It is interesting to note that the smoothness classes considered in Meister (2007), which differ
from usual Sobolev and Ho¨lder classes, are not very general, since the characteristic functions
are bounded from above and below by functions which are of the same order. In the present
work, we provide rates of convergence over more general function classes. In the particular
cases which have been considered in Meister (2007), our rates of convergence agree with the
ones found in that paper.
However, surprisingly, in the general case our rates of convergence are different from the rates
which are known to be optimal in a classical deconvolution framework, where the noise density
is known or can be estimated from an additional sample. We prove that these unusual rates are
optimal in the grouped data framework (see Theorem 2). This reveals that the grouped data
setting has its own specificities and differ from the classical deconvolution framework. To the
best of our knowledge, this phenomenon is completely new in the literature on deconvolution.
Finally, we propose a new data driven selection strategy for the cut-off parameter. We show
that the resulting rates of convergence are, up to a logarithmic loss, adaptive minimax. Our
adaptive procedure is computationally simple and extremely fast, in comparison to usual
cross-validation techniques. Moreover, it applies in a wider setting than the one proposed in
Meister (2007).
1.3 Organization and some notation
The paper is organized as follows. Section 2 contains the construction of the estimator. Upper
and lower risk bounds are established and the corresponding minimax rates are derived. In
Section 3 a data driven bandwidth selector is introduced and it is shown that the resulting
rates are adaptive minimax. A discussion is proposed in Section 4 and a numerical study is
given in Section 5. Finally, the proofs are gathered in Section 6.
We close this section by introducing some notation which will be used throughout the rest of
the text. In the sequel, ∗ is understood to be the convolution product of integrable functions
and f∗K denotes the K-fold auto-convolution, f∗K = f ∗ . . . ∗ f . Given a random variable Z,
ϕZ(u) = E[e
iuZ ] denotes the characteristic function of Z. For Yj defined as in formula (1.1),
we will drop the subscript and write ϕ instead of ϕYj . For f ∈ L1(R), Ff(u) =
∫
eiuxf(x) dx
is understood to be the Fourier transform. Moreover, we denote by ‖ · ‖ the L2-norm of
functions, ‖f‖2 := ∫ |f(x)|2 dx. Given some function f ∈ L1(R)∩L2(R), we denote by fm the
uniquely defined function with Fourier transform Ffm = (Ff)1[−m,m].
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2 Risk bounds and rates of convergence
2.1 Construction of the estimator
In the sequel, we will always work under the assumption
∀u ∈ R, ϕX(u) 6= 0. (A0)
This assumption is standard in deconvolution problems and, for the present model, proven
necessary in Meister (2007). Therein, a counterexample is made explicit. When K is even
and (A0) is not satisfied, it is possible to build two densities f0 and f1 which differ on a set of
nonzero Lebesgue measure and for which f∗K0 (x) = f
∗K
1 (x), ∀x ∈ R. Hence it is not possible
to distinguish f0 from f1 in presence of the K aggregated observations.
Suppose, we are given n independent copies of the random variable Y =
∑K
k=1X1,k, which has
the Lebesgue density f∗K . In the Fourier domain, this implies ϕ(u) = ϕX(u)
K . Consequently,
f can be recovered, taking the K-th root of the characteristic function and using the fact that,
by the Fourier inversion formula,
f(x) =
1
2π
∫
R
e−iux
(
ϕ(u)
)1/K
du.
This formula makes immediate sense when ϕ has no imaginary part and is strictly positive.
Contrarily, if f is non symmetric and hence ϕ has a nonzero imaginary part, the definition
of z 7→ z1/K is not unique. In order to get a proper definition of the K-th root, one needs
to specify which branch of the logarithm is considered. The algorithm discussed in Meister
(2007) for the non symmetric case is not given in a closed form so the estimator is numerically
difficult to handle.
In order to get a closed-form estimator let us recall the concept of the distinguished logarithm.
Lemma 1. Let ϕ be a characteristic function which has no zeros. Then there exists a unique
continuous function ψ which satisfies
1. ψ(0) = 0
2. ∀u ∈ R : ϕ(u) = eψ(u).
The function ψ introduced in Lemma 1 is called the distinguished logarithm of ϕ and, hereafter,
denoted by Logϕ. Moreover, in the sequel, we let 1/K denote the distinguished K-th root,
that is, ϕ1/K := exp((Logϕ)/K). It is important to keep in mind that the distinguished
logarithm is usually not equal to the main branch of the logarithm. Moreover, the definition
of a distinguished logarithm, and consequently of a distinguished root, only makes sense with
respect to ϕ seen as a function rather than pointwise.
Lemma 2. For some integer K, let ϕ(u) = ϕX(u)
K . Then, both characteristic functions are
related as follows,
∀u ∈ R : ϕX(u) = exp((Logϕ(u))/K) =: ϕ(u) 1K .
The proof of Lemma 1 and Lemma 2 can be found, for example, in Sato (1999) (Lemma 7.6).
In order to obtain a constructive estimator for ϕX , we give the following result which makes
the definition of the distinguished logarithm explicit.
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Lemma 3. Let ϕ be a characteristic function without zeroes and assume that ϕ is differen-
tiable. Then, it follows that
Log (ϕ(u)) =
∫ u
0
ϕ′(z)
ϕ(z)
dz. (2.2)
The preceding lemmas suggest to exploit formula (2.2) in order to build a constructive es-
timator of the distinguished logarithm and hence of the characteristic function itself. The
characteristic function of Y and its derivative are replaced by their empirical counterparts,
ϕ̂(u) :=
1
n
n∑
j=1
eiuYj and ϕ̂′(u) =
1
n
n∑
j=1
iYje
iuYj .
Moreover, we define the quantities
ψ′(u) :=
ϕ′(u)
ϕ(u)
and ψ̂′(x) :=
ϕ̂′(u)
ϕ̂(u)
.
as well as
ψ(u) :=
∫ u
0
ψ′(x) dx and ψ̂(u) :=
∫ u
0
ψ̂′(x) dx.
It follows from Lemma 3 that ψ(u) = Log (ϕ(u)) and ψ̂(u) = Log (ϕ̂(u)). Lemma 2 suggests
to use
ϕ̂X(u) := exp(ψ̂(u)/K)
as an estimator of ϕX . Finally, we use a spectral cut-off and apply Fourier inversion to derive,
for arbitrary m > 0, the following estimator of f ,
f̂m(x) :=
1
2π
∫ m
−m
e−iuxϕ̂X(u) du. (2.3)
It is worth pointing out that for real-valued and strictly positive characteristic functions, our
estimator coincides with the estimator given in Meister (2007). In this case, the distinguished
K-th root equals the usual K-th root. This estimator resembles one of the estimators defined
in Comte et al. (2015), who consider the problem of estimating the jump density for mixed
compound Poisson processes. However, in Comte et al. (2015) the associated upper bound is
sub optimal and an adaptive bandwidth selector is not proposed.
2.2 Non asymptotic risk bounds
For ε, γ > 0, define
u(γ,ε)n := min{u ≥ 0 : |ϕ(u)| = (1 + ε)γ(n/ log n)−1/2}. (2.4)
The following bound is valid for the mean integrated squared error of f̂m.
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Theorem 1. Assume that X has a finite second moment. Let γ :=
√
1 + 2K + δ, for some
δ > 0. Then, for any m ≥ 1,
E[‖f− f̂m‖2] ≤ ‖f−fm‖2+ C1
nK2
m∫
−m
1
|ϕX(u)|2(K−1)
du+C2mn
− 1
K +
2
π
∫
{|u|∈Uγ,εn }
|ϕX(u)|2 du, (2.5)
where Uγ,εn = [u
(γ,ǫ)
n ,m], with the convention that if m ≤ u(γ,ǫ)n then Uγ,εn = ∅, and where
C1 = (1 + ε) log(1 + 1/ε) and C2 = (9 + 4‖ϕX‖2).
The first two terms appearing in the upper risk bound illustrate the structural similarity be-
tween this grouped data setting and a classical density deconvolution framework. The density
f of X plays the role of the density of interest and f∗(K−1) resembles the density of the error
term. The third summand corresponds to the usual variance term for density estimation
from grouped data when the density is symmetric (see Meister (2007)). Finally, the fourth
summand depends on the quantity u
(γ,ǫ)
n which appears naturally. We prove that on the
interval [−u(γ,ǫ)n , u(γ,ǫ)n ], the estimator ϕ̂ can be controlled uniformly. This allows to control
the deviation of the empirical distinguished logarithm and consequently the deviation of ϕ̂X
from ϕX .
It follows directly from the proof of Theorem 1 (see Section 6.2) that in the symmetric case
the upper bound simplifies, for any m > 0, to
E[‖f − f̂m‖2] ≤ ‖f − fm‖2 + Cmn−
1
K .
The second and fourth term appearing on the right hand side of formula (2.5) are particular
to the case where the density is skewed. Balancing those four terms, there will occur a
logarithmic loss, compared to the symmetric case. This phenomenon is a consequence of
the fact that the estimation problem in the non-symmetric case involves the distinguished
logarithm, which requires uniform rather than pointwise control of the empirical characteristic
function. Controlling suprema typically leads to the loss of a logarithmic factor. However, we
do not have a lower bound result that establishes whether this logarithmic loss is avoidable
or not.
2.3 Rates of convergence
Let us investigate the rates of convergence over certain nonparametric classes of densities. In
the sequel, for b ≥ β > 12 , we denote by F(β, b, C,C ′, CX , Cf ) the class of densities for which
the following holds
∀u ∈ R : (1 + C|u|)−b ≤ |ϕX(u)| ≤ (1 + C ′|u|)−β (2.6)
and, in addition,
E[X2] ≤ CX and ‖f‖ ≤ Cf . (2.7)
6
For ρ > 0, β > 12 , b ∈ R and c > 0, let H(β, ρ, b, c, C,C ′, CX , Cf ) be the class of densities for
which (2.7) holds and, in addition,
∀u ∈ R : (1 + C|u|)−b exp(−c|u|ρ) ≤ |ϕX(u)| ≤ (1 +C ′|u|)−β .
Finally, we denote by G(ρ, c, C,C ′, CX , Cf ) the class of densities for which (2.7) holds and, in
addition,
∀u ∈ R : (1 + C|u|)(ρ−1)/2 exp(−c|u|ρ) ≤ |ϕX(u)| ≤ (1 + C ′|u|)(ρ−1)/2 exp(−c|u|ρ). (2.8)
In what follows, for the sake of readability, we drop the dependence on C,C ′, CX and Cf when
there is no risk of confusion. We write, for example F(β, b) instead of F(β, b, C,C ′, CX , Cf ).
As it is usually employed in the literature, we say that a density is “ordinary smooth” if its
characteristic function decays polynomially as in (2.6) and that it is “super smooth” if its
characteristic function decays exponentially as in (2.8).
The classes of functions introduced above differ from the Sobolev or Ho¨lder classes which are
usually considered in density estimation. These types of function classes are characterized
by some bound from above on the decay of the characteristic function. But contrary to the
present model, bounds from below are not imposed. However, the statistical model under
consideration is a special case of a deconvolution problem, with target density f and noise
density f∗(K−1). In a deconvolution framework, rates of convergence over nonparametric
classes of target densities can only be established under additional assumptions on the decay
of the characteristic function of the noise. This explains why we consider classes of functions
that provide a control from above and below of the characteristic function. It permits to
render explicit the rates of convergence, and particular to be able to handle the second term
in (2.5) and the quantity uγ,εn defined in (2.4).
The following result is an immediate consequence of Theorem 1.
Proposition 1. For a > 0, set
u(a)n := min{u ≥ 0 : |ϕ(u)| = an−
1
2 }.
Fix a, ε, δ > 0 and let γ be defined as in Theorem 1. For every n ∈ N, let m∗ ∈ [u(γ,ǫ)n , u(a)n ].
Then, we have
(i) sup
f∈F(β,b)
E[‖f − f̂m∗‖2] = O
(
(n/ log n)−
(2β−1)
2Kb
)
.
(ii) sup
f∈H(β,ρ,b,c)
E[‖f − f̂m∗‖2] = O
(
(log n)
2β−1
ρ
)
.
(iii) sup
f∈G(ρ,c)
Ef [‖f − f̂m∗‖2] = O
(
n−
1
K (log n)
1
ρ
)
.
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If we consider the class F(β, β) (taking b = β) or the class G(ρ, c), the rates of convergence
summarized in Proposition 1 coincide with the rates which have been proven to be minimax
optimal (up to a logarithmic loss) in Meister (2007). Moreover, the rates of convergence
derived for H(β, ρ, b, c) coincide with the optimal rates of convergence encountered in a de-
convolution setting when the target density is ordinary smooth and the density of the noise
is super smooth, see e.g. Fan (1991).
The general class F(β, b), with b > β, has not been investigated in Meister (2007). It is
unexpected and noteworthy that the rate of convergence derived in Proposition 1 differs from
the optimal rate of convergence which is ”standard” in deconvolution problems.
Indeed, take the case where a random variable X is observed with an additional additive error
ǫ whose distribution is known. If |ϕX | is bounded from above by a function which decays
as |u|−β and |ϕǫ| is bounded from below by a function decaying as |u|−(K−1)b, the optimal
rate of convergence is n
− 2β−1
2β+2(K−1)b (see e.g. Meister (2009)). If the characteristic function of
ǫ is unknown, but can be estimated from an additional sample of size n of the pure noise,
the rate of convergence is the same as in the case of a known error distribution (see e.g.
Johannes (2009)).
In comparison to this, the rate of convergence derived in Proposition 1 equals, up to a loga-
rithmic factor n
2β−1
2bK , which is slower. It is shown in the next section that this slower rate of
convergence is not due to our estimator, but is, up to the logarithmic factor, optimal in the
grouped data framework.
We have not discussed the case where |ϕX | is bounded from above and below by exponentially
decaying functions with different orders. It is possible to derive rates of convergence in this
case. However, computations are cumbersome and the resulting rates are, in some particular
cases, not available in a closed form (see Lacour (2006)). For this reason, we omit this case.
2.4 Minimax lower bound
The following result shows that, if β > 1, the rates of convergence found for the class F(β, b)
are minimax optimal up to the loss of a logarithmic factor.
Theorem 2. Assume that β > 1. Then there exists some positive constant d such that
lim inf
n→∞
inf
f˜
sup
f∈F(β,b)
Ef [‖f − f˜‖2]n
2β−1
2bK ≥ d > 0.
The infimum is taken over all estimators f˜ of f , based on the observations Yj , j = 1, . . . , n.
Theorem 2 does not cover the cases where β ∈ (0.5, 1]. However, at the expense of some addi-
tional technicalities, it is possible to extend the result to this case. We neither formulate nor
prove lower bound results associated to the upper bounds of Proposition 1, part (ii) and (iii).
Indeed, part (ii) matches the optimal convergence rate for density deconvolution problems
with known error density and part (iii) has been proven optimal in Meister (2007).
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Gathering the results of Proposition 1 and Theorem 2 we have established that our estimation
procedure is rate optimal up to a logarithmic factor. It remains unclear if the logarithmic loss
is avoidable. However, we suspect that the rate cannot be improved as some uniform control
of the empirical characteristic function is required, which typically leads to a logarithmic loss.
3 Adaptive estimation
The cut-off m∗ is defined in terms of the characteristic function: the estimator of ϕ̂X is set to
zero as soon as ϕ(u) is below some critical threshold which is essentially of the order n−1/2.
This is intuitive, since a reasonable estimate of the characteristic function in the denominator
is no longer possible when this object is of smaller order than the standard deviation. It is
interesting to notice that this theoretical cut-off m∗, which may vary in a certain interval
and guarantees rate optimality of the estimator, has an empirically accessible counterpart.
This motivates the definition of the empirical cut-off in terms of the empirical characteristic
function. Once ϕ̂ is (up to an additional logarithmic term) below some critical threshold, ϕ̂X
is set to zero. For a numerical constant η > 1, to be chosen, we introduce the data driven
version of m∗,
m̂η := min
{
min{u : |ϕ̂(u)| ≤ (Kn)− 12 +
√
η/K(n/ log n)−
1
2}, n 1K
}
.
The corresponding estimator f̂m̂η adapts automatically to the unknown smoothness class, so
the convergence rate is simultaneously minimax over a collection of nonparametric classes.
Theorem 3. Let constants B,B > 12 , C,C
′ > 0, CX and Cf be given.
(i) Define
I := {(β, b) : B ≥ b ≥ β > B} × (0, C]× [C ′,∞)× (0, CX ]× (0, Cf ].
Then, there exists some positive real C such that
sup
(β,b,C,C′,CX ,Cf )∈I
(supf∈F(β,b,C,C′,CX ,Cf ) Ef [‖f − f̂m̂η‖2]
(n/ log n)−
(2β−1)
2Kb
)
≤ C.
(ii) Define
I := [B,∞)× (0, ρ]× (−∞, B]× (0, c]× (0, C ]× [C ′,∞)× (0, CX ]× (0, Cf ].
Then, there exists a positive real C such that
sup
(β,ρ,b,c,C,C′,CX ,Cf )∈I
(supf∈H(β,ρ,b,c,C,C′,CX ,Cf ) Ef [‖f − f̂m̂η‖2]
(log n)−
(2β−1)
ρ
)
≤ C.
(iii) Let
I = (0, ρ]× (0, c]× [C,C]× [C ′, C ′]× (0, CX ]× (0, Cf ].
Then, there exists some positive real C such that
sup
(ρ,c,C,C′,CX ,Cf )∈I
(supf∈G(ρ,c,C,C′,CX ,Cf ) Ef [‖f − f̂m̂η‖2]
n−
1
K (log n)
1
ρ
)
≤ C.
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In earlier works, the adaptive bandwidth selection has only been investigated for the par-
ticular case of symmetric densities and for polynomially decaying characteristic functions.
Moreover, the cross-validation strategy proposed in Meister (2007) cannot be extended to the
present framework, since it leads to the choice n−1/(2βK), which gives a sub-optimal rate of
convergence for b > β. Finally, in comparison to cross validation, our adaptive estimator
has the strong advantage of being computationally extremely simple and fast, since it only
requires the evaluation of the characteristic function.
The adaptive choice m̂η depends on the constant η that needs to be chosen. I is not unusual
when it comes to adaptation that an hyper parameter needs to be calibrated. The same holds
true in the context of wavelet adaptive estimation or when the spectral cut-off is obtained by
minimization of a penalty. Our simulation results indicate that the procedure works well if η
is chosen close to 1.
4 Discussion
In this article, we provided a fully constructive adaptive and optimal estimation procedure in
the context of grouped data observations, which covers both the non symmetric and symmetric
cases. The study of this framework revealed that it has its own specificities and differs from
what one would expect in a classical deconvolution framework.
It is also worth noticing that if K increases, the rates of convergence obtained deteriorate in
Theorem 3. If we let K →∞ then, (see Meister (2007) for the lower bound results)
inf
f̂
sup
f∈F
E
(‖f̂m − f‖2∣∣) > 0,
where F is a class of densities, for instance one of those defined in Section 2.3. This result is
intuitive. Assume that the density f has expectation µ and finite variance σ2. Then we have
(Yj − µ)√
K
−→
K→∞
N (0, σ2).
It means that for large K, each observation Yj is close in law to a Gaussian random variable
depending on two parameters only. The whole density f is then lost, only its expectation
and variance may be recovered from the observations. This phenomenon is also observed in
Duval (2014) in the case of a compound Poisson process observed at a sampling rate tending
to infinity.
Finally, we want to emphasize that the adaptive estimator we define in this paper applies for
a wider range of problems than grouped data. In fact, it can be used each time the quantity
of interest can be recovered through a closed form inverse of the characteristic function of the
observations.
Suppose that a Le´vy process Y is observed over [0, T ] at low frequency and denote by ∆ ≥ 1
the sampling rate. A vast literature is available on the estimation of the underlying parame-
ters, and in particular the estimation of the Le´vy measure (see among others Neumann and
Reiß (2009), Comte and Genon-Catalot (2010) or Kappus (2014)). However, one may also
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consider the case where the quantity of interest is the distributional density of Yt for some
t > 0 (without loss of generality set t = 1) rather than the jump density.
Suppose that Y1 has a square integrable Lebesgue density f . Let ϕ1 and ϕ∆ be the character-
istic functions of Y1 and Y∆, respectively. Then both characteristic functions are connected
as ϕ∆(u) = (ϕ1(u))
∆ or equivalently as ϕ1 = exp((Logϕ∆)/∆). The estimation procedure
proposed in this paper carries over immediately, leading to the estimator
f̂m(x) =
1
2π
∫ m
−m
e−iuxϕ̂1(u) du, with ϕ̂1(u) = exp
( 1
∆
∫ u
0
ϕ̂′∆(v)
ϕ̂∆(v)
dv
)
and the upper bound
E[‖f − f̂m‖2] ≤ ‖f − fm‖2 + C1
∆2n
∫ m
−m
|ϕ1(u)|2
|ϕ∆(u)|2 du+ C2
∫
[m,u
(γ,ǫ)
n ]
|ϕ1(u)|2 du+ C3n−
1
∆ .
Balancing the terms when ϕ1 is polynomially decreasing leads to the rate (T/ log T )
− 2β−1
2∆β . For
exponentially decaying characteristic functions, the convergence rate is, up to a logarithmic
term, n−
1
∆ . In a sense, the context of infinitely divisible distributions can be interpreted as
a ”grouped data model” with a non-integer group size ∆. The choice of m̂η proposed in the
present publication will lead to a minimax adaptive estimator.
5 Numerical results
In this section we illustrate the behavior of our adaptive procedure by computing L2 risks
for various density functions f , when n and K are varying. The upper bound of Theorem
1 states that these risks should decrease as n increases and should increase with K. As
points of comparison, we compute also the risks of two different procedures. First, the cross-
validation estimator proposed in Meister (2007), even though no theoretical justification has
been established that the cross-validation strategy works outside the particular case where f is
symmetric and the characteristic function decays polynomially. Second, an oracle ”estimator”.
More precisely the estimator f̂m⋆ , which is the estimator defined in (2.3) wherem
⋆ corresponds
to the following oracle bandwidth
m⋆ = argmin
m>0
‖f − f̂m‖2.
This oracle can be explicitly computed if f is known. We denote these different risks by
r, for the risk of our procedure, rcv for the cross-validation estimator and r
∗
or for the oracle
procedure. All three estimators are computed on the same samples.
The L2 risks are computed after 500 Monte-Carlo simulations of each estimator and averaging
the results. We consider the following group size K = 5, 10, 20 and 50 and the following
distributions:
(i) Normal distribution with mean value 2 and variance 1.
(ii) Gumbel distribution with mean 3 and scaling parameter 1.
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(iii) Gamma distribution with parameters 6 and 3.
(iv) Laplace distribution with mean 0.5 and scale parameter β = 3.
Moreover, we set η = 1.1 for the adaptive procedure. Numerical experiments indicate that
the procedure is sensitive to the choice of the numerical constant η and that this constant
should be chosen close to 1. The results are summarized in the tables below.
N (2, 1) Gumbel(3,1)
n K r∗or r rcv r
∗
or r rcv
1000
5 0.033 0.088 0.095 0.017 0.037 0.045
10 0.045 0.124 0.144 0.031 0.066 0.082
20 0.057 0.156 0.185 0.043 0.092 0.111
50 0.069 0.185 0.236 0.053 0.117 0.154
5000
5 0.031 0.074 0.073 0.012 0.027 0.035
10 0.039 0.114 0.123 0.027 0.056 0.062
20 0.053 0.147 0.168 0.040 0.083 0.101
50 0.066 0.183 0.227 0.052 0.110 0.143
10000
5 0.007 0.018 0.021 0.011 0.025 0.038
10 0.017 0.045 0.055 0.025 0.053 0.059
20 0.028 0.077 0.099 0.039 0.081 0.094
50 0.039 0.105 0.221 0.051 0.114 0.140
Γ(6, 3) Laplace(0.5,3)
n K r∗or r rcv r
∗
or r rcv
1000
5 0.021 0.050 0.060 0.070 0.152 0.149
10 0.039 0.089 0.110 0.114 0.239 0.260
20 0.054 0.125 0.158 0.150 0.312 0.367
50 0.067 0.162 0.212 0.180 0.372 0.468
5000
5 0.016 0.037 0.050 0.055 0.118 0.121
10 0.033 0.076 0.090 0.100 0.214 0.231
20 0.049 0.116 0.134 0.140 0.294 0.324
50 0.065 0.159 0.202 0.173 0.374 0.438
10000
5 0.013 0.032 0.040 0.047 0.103 0.098
10 0.030 0.071 0.090 0.094 0.197 0.208
20 0.047 0.111 0.131 0.134 0.287 0.319
50 0.064 0.153 0.197 0.170 0.350 0.439
From the above tables, we observe that all procedures performs well in all examples. As
expected, we observe that for all procedures, the associated risks decrease as n increases
and that increasing K deteriorates the risks. Moreover the adaptive strategy proposed in
the present article shows a slightly better outcome than the cross-validation techniques. It
is also numerically extremely efficient since it requires only one evaluation of the empirical
characteristic function.
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6 Proofs
6.1 Preliminary results
Lemma 4. Let Z be an integrable random variable with characteristic function ϕ. Then, for
any h > 0,
∀u ∈ R : |ϕ(u) − ϕ(u+ h)| ≤ hE[|Z|].
Proof. Using that for any x, y ∈ R, |eix − eiy| ≤ |x− y|, leads to the result
|ϕ(u)− ϕ(u+ h)| = |E[eiuZ − ei(u+h)Z ]| ≤ hE[|Z|].
For arbitrary c > 0, define the event
Ac :=
{∣∣∣ 1
n
n∑
j=1
(|Yj | − E[|Y |])∣∣∣ ≤ c}.
By the Markov inequality, we derive that
P(Acc) ≤
1
c2n
E
[
Y 2
]
.
Lemma 5. Let h > 0. Then we have on the event Ac the following inequality
∀u ∈ R : |ϕ̂(u)− ϕ̂(u+ h)| ≤ h(E[|Y |] + c).
Proof. The triangle inequality and the fact that x→ eiux is Lipschitz with constant 1, give
|ϕ̂(u)− ϕ̂(u+ h)∣∣ ≤ h
n
n∑
j=1
|Yj |.
The definition of Ac leads to
h
n
n∑
j=1
|Yj | = h
(
E[|Y |] + 1
n
n∑
j=1
(|Yj | − E[|Y |])
)
≤ h(E[|Y |] + c).
Lemma 6. Fix h > 0 and some u > 0. Define the grid points tk := kh, k ∈ {1, . . . ⌈uh⌉}.
Then the following holds true for arbitrary τ > 0.
P
(
∃k ∈ {1, . . . , ⌈uh⌉} : |ϕ̂(tk)− ϕ(tk)| > τ
( log n
n
) 1
2
)
≤ 2⌈uh⌉n−τ
2/2.
Proof. This is a consequence of the series of inequalities
P
(
∃k ≤ ⌈uh⌉ : |ϕ̂(tk)− ϕ(tk)| ≥ τ
( log n
n
) 1
2
)
≤
⌈u/h⌉∑
k=1
P
(
|ϕ̂(tk)− ϕ(tk)| ≥ τ
( log n
n
) 1
2
)
≤
⌈u/h⌉∑
k=1
P
( n∑
j=1
|eitkYj − E[eitkYj ]| ≥ τ(nlog n) 12) ≤ ⌈u/h⌉∑
k=1
2 exp(−τ2(log n)) = 2⌈u/h⌉n− τ
2
2 .
The last inequality follows from the Hoeffding inequality.
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Fix c, h and τ . For arbitrary u > 0, define the event
Bc,h,τ (u) := Ac ∩
{
∀k ≤ ⌈uh⌉ : |ϕ̂(tk)− ϕ(tk)| ≤ τ
( log n
n
)1/2}
.
Lemma 7. On the event Bc,h,τ(u), the following holds
sup
v∈[0,u]
|ϕ̂(v)− ϕ(v)| ≤ h(2E[|Y |] + c) + τ
( log n
n
)1/2
.
Proof. Consider the grid point tk defined in Lemma 6 and v ∈ [tk − h/2, tk + h/2] for some
k ≤ ⌈uh⌉. Then, applying Lemma 4 and Lemma 5, we have on the event Bc,h,τ(u)
|ϕ̂(v)− ϕ(v)| ≤|ϕ̂(v)− ϕ̂(tk)|+ |ϕ̂(tk)− ϕ(tk)|+ |ϕ(tk)− ϕ(v)|
≤h(2E[|Y |] + c) + τ
( log n
n
)1/2
.
This is the desired result.
The following Corollary 1 is a consequence of Lemma 7.
Corollary 1. Assume that h = o((log n/n)1/2). Then, for arbitrary τ < κ, there exists some
positive integer n0, that does not depend of u, such that for any n ≥ n0, on the event Bc,h,τ (u)
it holds that
∀v ∈ [0, u] : |ϕ̂n(v) − ϕ(v)| ≤ κ(log n/n)
1
2 .
Note that this integer n0 is monotonically increasing with respect to τ and E[|Y |] and mono-
tonically decreasing with respect to κ. Finally, for u > 0, define the event
Bκ(u)
c :=
{
∃v ∈ [0, u] : |ϕ̂(v) − ϕ(v)| > κ(log n/n)1/2
}
.
Lemma 8. Let κ >
√
1 + 2K . There exists some C > 0 which is monotonically increasing
with respect to E[Y 2] such that for any u ≥ 1 and n ∈ N,
P(Bκ(u)
c) ≤ Cun− 1K .
Proof. Fix c and κ > τ , assume that h = o((n/ log n)−1/2) > n−1/2. By Corollary 1, there
exists, for any τ < κ, some positive integer n0, depending on E[|Y |] and τ such that for
arbitrary n ≥ n0 we have Bc,h,τ(u) ⊂ Bκ(u). It follows that P(Bκ(u)c) ≤ P(Bc,h,τ (u)c). The
definition of Bc,h,τ (u) and Lemma 6 give, ∀n ≥ n0,
P(Bc,h,τ(u)
c) ≤ P(Acc) + 2⌈u/h⌉n−τ
2/2 ≤ 1
c2n
E[Y 2] + 2⌈u/h⌉n−τ2/2.
With the choice τ =
√
1 + 2K , the statement of the Lemma follows.
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6.2 Proof of Theorem 1
We have the decomposition
‖f̂m − f‖2 = ‖fm − f‖2 + ‖f̂m − fm‖2 = ‖fm − f‖2 + 1
2π
∫ m
−m
|ϕ̂X(u)− ϕX(u)|2 du.
The estimator ϕ̂X can be rewritten as follows
ϕ̂X(u) = e
1
K
ψ̂(u) = e
1
K
Re ψ̂(u)e
1
K
iIm ψ̂(u) = |ϕ̂(u)| 1K e 1K iIm ψ̂(u),
where Re and Im denote the real and imaginary part of a complex number. For nonnegative
real numbers, the K-th root is unique so that |ϕ(u)|1/K = |ϕX(u)|. It follows that
|ϕ̂X (u)− ϕX(u)|2 =
∣∣|ϕ̂(u)| 1K e iK Im ψ̂(u) − |ϕ(u)| 1K e iK Imψ(u)∣∣2
≤2∣∣|ϕ̂(u)| 1K − |ϕ(u)| 1K ∣∣2 + 2|ϕ(u)| 2K ∣∣e iK Im ψ̂(u) − e iK Imψ(u)∣∣2. (6.9)
Consider the first term of (6.9). Using that x→ x1/K is Ho¨lder continuous for x > 0 and the
triangle inequality, we derive∣∣|ϕ̂(u)| 1K − |ϕ(u)| 1K ∣∣2 ≤∣∣ϕ̂(u)− ϕ(u)∣∣2/K .
Integrating the former inequality in u, taking expectation and applying the Jensen inequality
lead to
E
[ ∫ m
−m
∣∣|ϕ̂(u)| 1K − |ϕ(u)| 1K ∣∣2 du] ≤ ∫ m
−m
(
E[|ϕ̂(u)− ϕ(u)|2])1/K du ≤ mn− 1K . (6.10)
In the skewed case, we need to consider the second term of (6.9) that is nonzero. We derive
that
∣∣e iIm ψ̂(u)K − e iImψ(u)K ∣∣2 ≤ 1
K2
∣∣Im ψ̂(u)− Imψ(u)∣∣2 ≤ 1
K2
∣∣∣∣
∫ u
0
ϕ̂′(v)
ϕ̂(v)
− ϕ
′(v)
ϕ(v)
dv
∣∣∣∣2.
Now, for arbitrary v ∈ R,
ϕ̂′(v)
ϕ̂(v)
− ϕ
′(v)
ϕ(v)
=
ϕ(v)ϕ̂′(v) − ϕ̂(v)ϕ′(v)
ϕ(v)ϕ̂(v)
=
ϕ(v)(ϕ̂′(v) − ϕ′(v)) − ϕ′(v)(ϕ̂(v)− ϕ(v))
ϕ(v)ϕ̂(v)
=
(ϕ̂′(v)− ϕ′(v))/ϕ(v) − (ϕ′(v)/ϕ(v)2)(ϕ̂(v)− ϕ(v))
ϕ̂(v)/ϕ(v)
=
(
− (ϕ̂(v)−ϕ(v))ϕ(v)
)′
(
1− (ϕ̂(v)−ϕ(v))ϕ(v)
) . (6.11)
First, we consider the case where m lies in [0, u
(γ,ǫ)
n ], where u
(γ,ǫ)
n is defined in (2.4). Set
κ = (1 + ε)γ, by Corollary 1 and by the definition of the event Bκ(m) and of u
(γ,ǫ)
n , we find
that on Bκ(m),
∀u ∈ [−m,m] : |ϕ̂(u)− ϕ(u)| ≤ κ
√
log nn−
1
2 ≤ 1/(1 + ε)|ϕ(u)|. (6.12)
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Then, on the event Bκ(m), a Neumann series expansion, along with formula (6.11) and formula
(6.12) gives for v ∈ [−m,m],
ϕ̂′(v)
ϕ̂(v)
− ϕ
′(v)
ϕ(v)
= −
∞∑
ℓ=0
( ϕ̂(v) − ϕ(v)
ϕ(v)
)′( ϕ̂(v) − ϕ(v)
ϕ(v)
)ℓ
.
The following representation holds( ϕ̂(v)− ϕ(v)
ϕ(v)
)′( ϕ̂(v)− ϕ(v)
ϕ(v)
)ℓ
=
1
ℓ+ 1
[( ϕ̂(v)− ϕ(v)
ϕ(v)
)ℓ+1]′
.
Moreover, we have ϕ̂(0) − ϕ(0) = 0 and get
1Bκ(m)
∣∣∣ ∫ u
0
( ϕ̂′(v)
ϕ̂(v)
− ϕ
′(v)
ϕ(v)
)
dv
∣∣∣ ≤ ∞∑
ℓ=0
1
ℓ+ 1
|ϕ̂(u)− ϕ(u)|ℓ+1
|ϕ(u)|ℓ+1
≤|ϕ̂(u)− ϕ(u)||ϕ(u)|
∞∑
ℓ=0
(1 + ε)−ℓ
ℓ+ 1
= (1 + ε) log(1 + 1/ε)
|ϕ̂(u)− ϕ(u)|
|ϕ(u)| .
Gathering all the terms together, we have shown that for m ∈ [0, u(γ,ǫ)n ],
E
[
1Bκ(m)
∫ m
−m
|ϕX(u)|2
∣∣e iK Im ψ̂(u) − e iKψ(u)∣∣2 du]
≤c(ε)
K2
∫ m
−m
|ϕX(u)|2
E
[|ϕ̂(u)− ϕ(u)|2]
|ϕ(u)|2 du ≤
c(ε)
K2
∫ m
−m
n−1
|ϕX(u)|2(K−1)
du, (6.13)
where c(ε) := (1 + ε) log(1 + 1/ε). On Bκ(m)
c, we use the majorant |eiImψ/K − eiIm Ψ̂/K | ≤ 2
and Lemma 8
E
[
1Bκ(m)c
∫ m
−m
|ϕX(u)|2
∣∣e iK Im ψ̂(u) − e iKψ(u)∣∣2 du] ≤4P(Bκ(m)c)∫ m
−m
|ϕX(u)|2 du
≤4‖ϕX‖2mn−
1
K . (6.14)
Secondly, we consider the case m ≥ u(γ,ǫ)n . The series of inequalities
|ϕ̂X(u)− ϕX(u)| ≤2|ϕX(u)| + ||ϕ̂X(u)| − |ϕX(u)||
=2|ϕX(u)| + ||ϕ̂(u)|
1
K − |ϕ(u)| 1K | ≤ 2|ϕX (u)|+ |ϕ̂(u)− ϕ(u)|
1
K , (6.15)
combined with the Jensen inequality, implies that∫
|u|∈[u
(γ,ǫ)
n ,m]
E
[
|ϕ̂X(u)− ϕX(u)|2
]
du ≤4
∫
|u|∈[u
(γ,ǫ)
n ,m]
|ϕX(u)|2 du+ 4
∫
|u|∈[u
(γ,ǫ)
n ,m]
E
[
|ϕ̂(u)− ϕ(u)|2
] 1
K
du
≤4
∫
|u|∈[u
(γ,ǫ)
n ,m]
|ϕX(u)|2 du+ 8n−
1
Km. (6.16)
Gathering equations (6.10), (6.13), (6.14) and (6.16) and defining C1 = c(ε) and C2 = (9 +
4‖ϕX‖2), completes the proof of of Theorem 1. 2
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6.3 Rates of convergence: Proof of Proposition 1.
Proposition 1 is a direct consequence of Theorem 1. To establish the result we bound inde-
pendently each term of the right hand side of (2.5).
(i) Fix β, b, C,C ′, γ and ε. There exist a constant C1 which depends on γ, ε and decreases
with respect to C and a constant C2 depending on a and decreasing with respect to C
′
such that for any f ∈ F(β, b, C,C ′, CX , Cf ) we have
u(γ,ε)n ≥ C1(n/ log n)
1
2bK and u(a)n ≤ C2n
1
2βK .
Using the fact that m∗ ≤ u(a)n and the definition of u(a)n , we can estimate the second
term in (2.5) as follows
1
n
∫ m∗
−m∗
1
|ϕX(u)|2(K−1)
du ≤2u
(a)
n
n
|ϕX(u(a)n )|−2(K−1) ≤ 2C2n
1
2βK
−1an
2(K−1)
2K
=2aC2n
− 2β−1
2βK ≤ 2aC2n−
2β−1
2bK .
The first and fourth term appearing in Theorem 1 can be controlled using that∫
{|u|≥u
(γ,ε)
n }
|ϕX(u)|2 du ≤ 2C
′
2β − 1
(
u(γ,ε)n
)−(2β−1) ≤ 2C ′
2β − 1
(
C1
n
log n
)− 2β−1
2bK
.
Finally, the third term in (2.5) is bounded by
n−
1
Km∗ ≤ C2n−
2β−1
2βK ≤ C2n−
2β−1
2bK .
We have thus shown that for a positive constant Cn which depends on the choice of κ
and ε, which increases with respect to C, CX and Cf and which decreases with respect
to β and C ′, we have that
E[‖f − f̂m∗‖2] ≤ Cn−
2β−1
2bK .
(ii) Fix β, ρ, b, c, C,C ′, γ and ε. Tere exists a constant C1 depending on γ, ε and decreasing
with C, c, b and a constant C2 depending on a decreasing with respect to C
′ such that
for any f ∈ H(β, ρ, b, c, C,C ′, CX , Cf ), we have
u(γ,ε)n ≥ C1(log n)
1
ρ and u(a)n ≤ C2n
1
2βK .
Again, we may use the definition of m∗ and the estimate for u
(a)
n to derive that
1
n
∫ m∗
−m∗
1
|ϕX(u)|2(K−1)
du ≤ 2aC2n−
2β−1
2βK = o
(
(log n)−
2β−1
ρ
)
.
Moreover, we have the upper bounds∫
{|u|≥u
(γ,ε)
n }
|ϕX(u)|2 du ≤ 2C
′
2β − 1(C1 log n)
− 2β−1
ρ
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and
m∗n−
1
K ≤ C2n−
2β−1
2βK = o
(
(log n)−
2β−1
ρ
)
.
Putting the above together, we find that
E[‖f − fm∗‖2] ≤ C(log n)−
2β−1
ρ ,
for some C ≥ 0 which is increasing with respect to C, c, b, CX , Cf and decreasing with
respect to β and C ′.
(iii) Fix ρ, c, C,C ′, γ and ε. There exists a constant C1 depending on γ and ε which is
decreasing with respect to c and C and a constant C2 depending on γ and ε which is
decreasing with respect to c and C ′ such that for any f ∈ G(ρ, c, C,C ′, CX , Cf ), we have
u(γ,ε)n ≥ C1(log n)
1
ρ and u(a)n ≤ C2(log n)
1
ρ .
In analogy with (i) and (ii), we have
1
n
∫ m∗
−m∗
1
|ϕX(u)|2(K−1)
du ≤ 2aC2n−
1
K (log n)
1
ρ .
On the other hand, for some constant d depending on c, C and C ′, we derive from (2.8)
that ∫
{|u|≥u
(γ,ε)
n }
|ϕX(u)|2 du ≤2C
′
c
exp(−2c(u(γ,ε)n )ρ) ≤ d(u(γ,ε)n )1−ρ∣∣ϕX(u(γ,ε)n )∣∣2
≤dC2(log n)
1
ρ
−1
( n
log n
)− 1
K ≤ dC2n−
1
K (log n)
1
ρ .
We also get that
n−
1
Km∗ ≤ C2n− 1K (log n)
1
ρ .
This implies for a constant C which depends on C,C ′ and c,
E[‖f − fm∗‖2] ≤ C(log n)−
2β−1
ρ ,
which completes the proof of Proposition 1. 2
Remark. The dependence of C is not easy to express in a closed form. However, C is
continuous in the constants involved.
6.4 Lower bound: Proof of Theorem 2
Following Theorem 2.7 in Tsybakov (2009), the lower bound is established by considering a
decision problem between an increasing number of competing densities f0, . . . , fMn contained
in F(β, b, C,C ′, CX , Cf ), for someMn ≥ 1, such that the following two conditions are satisfied
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(i) ‖fj − fk‖2 ≥ dn−
2β−1
2bK , ∀ 0 ≤ j < k ≤Mn for some positive constant d,
(ii) 1Mn
Mn∑
j=1
KL(P⊗nj,K ,P
⊗n
0,K) ≤ α logMn, ∀0 ≤ j ≤Mn and for some 0 < α < 1/8,
where Pj,K denotes the probability measure corresponding to the density f
∗K
j and KL is the
Kullback-Leibler divergence. In the sequel, when there is no risk of confusion, F stands for
the class F(β, b, C,C ′, CX , Cf ).
We start by constructing a density contained in F , with characteristic function ϕ, such that
lim inf
|u|→∞
|ϕ(u)||u|b <∞ and lim sup
|u|→∞
|ϕ(u)||u|β > 0. (6.17)
We start by considering the density
g0(x) =
3 sin4(x)
2πx4
.
The characteristic function ϕg,0 of g0 is, up to a multiplicative factor 3/2, the 4-fold auto-
convolution of the distribution U([−1, 1]) and hence supported on [−4, 4].
To ensure the second part of (6.17), we define for some positive constant c,
g(x) = g0(x) + c
∞∑
k=1
(1 + (8k))−β cos(12kx)g0(x).
Using the boundedness of the cosine-function, along with β > 1 and an appropriate choice of
c, g is nonnegative. Moreover, since g integrates to 1, g is a density. The multiplication with
cos(12kx) corresponds to a left and right shift in the Fourier domain, so the characteristic
function of g is
ϕg(u) = ϕg,0(u) +
c
2
∞∑
k=1
(1 + (8k))−β(ϕg,0(u+ 12k) + ϕg,0(u− 12k)). (6.18)
For g constructed as above, we can a priori not guarantee that (2.7) is valid. However, this
can be ensured with an appropriate rescaling.
So far, g is not contained in the class F , since the absolute value of ϕg is not bounded from
below, it does even have zeros. To ensure the lower bound on the characteristic function under
consideration, we proceed as follows. Let h be a symmetric density which decays, in the time
domain, as x−4 and whose characteristic function decays as |u|−b. For example, h can be
selected as the mixture of a density of the form c′(1 + x2)−2 and of a symmetric bilateral
Γ(b/2, λ) density.
Set
f0(x) = c1g(x) + c2h(x).
For a positive constants c1 to be chosen and c2 = 1− c1. Finally, by construction f0 belongs
to the class F .
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A collection of competing densities f0, . . . , fMn is obtained by considering perturbed versions
of the characteristic function ϕ0 of f0. Let ψ be a complex-valued function satisfying the
following properties:
• ψ is supported on [−8, 8].
• ψ(u) = 1− ei2π/K , ∀u ∈ [−4, 4].
• ψ has three continuous (complex) derivatives.
• |1− ψ(u)| ≥ 1/2 ∀u ∈ [−8, 8].
• |ψ(u)| ≤ 2 ∀u ∈ [−8, 8].
For n ∈ N, a family of perturbations is defined as follows. Let Ln = 12kn, with some kn ∈ N
to be specified. Let mn be a positive integer to be chosen. For 1 ≤ m ≤ mn define
ψm(u) = ψ(u− Ln − 12m) + ψ(u+ Ln + 12m).
Given any subset M⊆ {1, . . . ,mn}, a perturbed version of ϕ0 is defined by
ϕM(u) := ϕ0(u)−
∑
m∈M
ψm(u)ϕ0(u).
In the sequel, define the sets
In,m := [−Ln − 12m− 4,−Ln − 12m+ 4] ∪ [Ln + 12m− 4, Ln + 12m+ 4],
and
Jn,m :=
(
[−Ln − 12m− 8,−Ln − 12m+ 8] ∪ [Ln + 12m− 8, Ln + 12m+ 8]
) \ In,m,
which are disjoints for distinct values of m. Note that the following holds, for all m ∈ M.
The function ψm is compactly supported on the interval In,m ∪ Jn,m and if u ∈ In,m we have
ψm(u) = (1− ei2π/K).
Now, if we consider ϕg(u)−
∑
m∈M ψm(u)ϕg(u), by construction, this function is equal to the
function ϕge
i2π/K on any interval of the form In,m, m ∈ M and with ϕg elsewhere since on
the interval Jn,m, the function ϕg is zero. Using the same arguments as for formula (6.18), we
find that the inverse Fourier transform of this quantity is non negative and hence is a density.
Next, consider ϕh(u)−
∑
m∈M ψm(u)ϕh(u). By construction of ψ, the inverse Fourier trans-
form of ψm decays faster than h and the inverse Fourier transform of ψmϕh is bounded by
cL−bm |F−1ψm|. It follows that the inverse Fourier transform of ϕh(u)−
∑
m∈M ψm(u)ϕh(u) is
non-negative, provided that mn ≤ Lm/c. Finally, by the definition of ψ, ϕM has the same
asymptotic behavior as ϕ0 for any subset M. Finally, ϕM belongs to F .
We are now ready to check that (i) holds by bounding from below the L2-distance between
the competing densities. By definition of the ψm, given two sets of indices M1,M2 ⊆
{m1, . . . ,mn}, we have∣∣ϕM1(u)|In,m − ϕM2(u)|In,m ∣∣ =1M1△M2(m)|1− ei2π/K |∣∣ϕ0(u)|In,m∣∣
=1M1△M2(m)2| sin(π/K)|
∣∣ϕ0(u)|In,m ∣∣,
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with △ denoting the symmetric difference. Using this, along with formula (6.18), we derive
that there exists a positive constant C such that
‖ϕM1 − ϕM2‖2 ≥ C|M1△M2|(1 + |Lm + 12mn|)−2β
∫ 4
−4
|ϕg,0(u)|2 du. (6.19)
The Varshamov-Gilbert bound (see, e.g. Lemma 2.9 in Tsybakov (2009)) guarantees that for
mn ≥ 8, there exist a family {Mn,k : 0 ≤ k ≤Mn} of subsets of {1, . . . ,mn} such that
• Mn,0 = ∅,
• Mn ≥ 2mn/8 and
• |Mn,k△Mn,j| ≥ mn/8, ∀ 0 ≤ j < k ≤Mn.
Combining this with formula (6.19), we find that for n ∈ N large enough, there exist Mn =
2mn/8 densities f0, . . . , fMn belonging to F and for which
‖fj − fk‖2 ≥ Cmnm−2βn , j 6= k
holds, provided that Ln ≍ mn.
Let us now bound the Kullback-Leibler divergence to establish (ii). Using that the Kullback-
Leibler divergence is bounded by the χ2-distance, as well as the fact that
KL(P⊗n,Q⊗n) = nKL(P,Q),
it is enough to consider the χ2-distance between the competing densities f∗Kj , j = 0, . . . ,Mn,
χ2(Pj,K ,P0,K) =
∫ ∞
−∞
(f∗Kj (x)− f∗K0 (x))2
f∗K0 (x)
dx.
Since f∗K0 and f0 decay at the same rate x
−4, we have a some positive constant C,
χ2(Pj,K,P0,K) ≤C
∫ ∞
−∞
(1 + x4)(f∗Kj (x)− f∗K0 (x))2 dx
=C
∫ ∞
−∞
(f∗Kj (x)− f∗K0 (x))2 dx+ C
∫ ∞
−∞
(x2f∗Kj (x)− x2f∗K0 (x))2 dx.
The multiplication with xk corresponds, up to the factor i-k, to taking the k-th derivative in
the Fourier domain. The Plancherel formula gives
χ2(Pj,K,P0,K) ≤ C
2π
∫ ∞
−∞
|ϕKj (u)− ϕK0 (u)|2 du+
C
2π
∫ ∞
−∞
|(ϕKj )′′(u)− (ϕK0 )′′(u)|2 du.
By construction, on the intervals In,k, k ∈ Mn, ϕ0 is strictly positive, we have
ϕj(u) = ϕ0(u)e
i2π/K = |ϕ0(u)|ei2π/K .
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Consequently, ϕKj and ϕ
K
0 are equal on In,k. For u ∈ Jn,m, m ∈ Mn,
(ϕKj (u)− ϕK0 (u)) = ϕ0(x)K(1− (1− ψm)K(u)).
Now, on the intervals Jn,m, ϕ0 agrees with ϕh. As h is the mixture of a density in C(1 +
x2/c2)−2 and a bilateral gamma density, we can derive from the analysis given in Ku¨chler and
Tappe (2008) that |(ϕK0 )(ℓ)(u)| . |u|−Kb−ℓ, ℓ = 0, 1, 2. Along with the boundedness of the
derivatives of ψ(u), this implies that for u ∈ Jn,m,
|ϕKj (u)− ϕK0 |+ |(ϕKj )′′(u)− (ϕK0 )′′(u)|2 . |u|−2bK .
Finally, ϕKj = ϕ
K
0 on the complement of the set ∪m∈Mn(In,m ∪ Jn,m). It follows that
χ2(Pj,K ,P0,K) . mnL
−2bK
n ,
and
1
Mn
Mn∑
k=1
KL(P⊗nj,K,P
⊗n
0,K) . nmnL
−2bK
n ≤ (1/8 logMn)nL−2bKn .
The choice Ln ≍ mn ≍ n 12bK and Theorem 2.7 in Tsybakov (2009) imply the result. 2
6.5 Adaptive estimation: Proof of Theorem 3.
In the sequel, we write m̂ instead of m̂η. Recall that, for some η > 1,
m̂ = min
{
min{u > 0 : |ϕ̂(u)| = (nK)− 12 +
√
η
K
log nn−
1
2}, n 1K }.
In what follows, E stands for one of the function classes, namely, F(β, b, C,C ′, CX , Cf ),
H(β, ρ, b, c, C,C ′, CX , Cf ) or G(ρ, c, C,C ′, CX , Cf ). Depending on the class considered, let
rn = (n/ log n)
2β−1
2bK , rn = (log n)
2β−1
ρ or rn = (log n)
1
ρn−
1
K .
Let f be any density in E and define
m0 := min{u > 0 : |ϕ(u)| = (2
√
η/K + κ)(log(n)/n)1/2}
and
m1 := min{u > 0 : |ϕ(u)| = (nK)−
1
2}.
Firstly, using the definition of m0, along with Lemma 8 and the triangle inequality, we find
that
P
(
m̂ < m0
) ≤ P(∃u ∈ [0,m0] : |ϕ̂(u)− ϕ(u)| ≥ κ√log nn− 12 ) ≤ Cm0n− 1K , (6.20)
with some constant C depending on E[X2] < CX .
Secondly, by the Hoeffding inequality, the triangle inequality and by the continuity of the
empirical characteristic function,
P
(
m̂ > m1
) ≤P(|ϕ̂(m1)| > (nK)− 12 +√η log(n)/Kn− 12 )
≤P(|ϕ(m1)− ϕ̂(m1)| >√η log(n)/Kn− 12 ) ≤ n− ηK . (6.21)
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The proof of Theorem 1 implies that
E[‖f − f̂m̂‖21{m̂∈[m0,m1]}]
≤‖f − fm0‖2 +
C1
nK2
m1∫
−m1
1
|ϕX(u)|2(K−1)
du+C2m1n
− 1
K +
2
π
∫
[u
(κ,ǫ)
n ,m1]
|ϕX(u)|2 du, (6.22)
with a constant C1 depending on the definition of ε and with C2 depending on ‖f‖ < Cf and
on E[X2] < CX . We can now use the same arguments as in the proof of Proposition 2 to
derive from (6.22) that
E[‖f−f̂m̂‖21{m̂∈[m0,m1]}] ≤ C1rn (6.23)
for a positive constant C1 depending on I and on the choice of the parameters.
Consider now the exceptional set m̂ /∈ [m0,m1]. Applying the Plancherel formula and arguing
along the same lines as in the proof of Theorem 1, we derive that
E[‖f − f̂m̂‖21{m̂<m0}] ≤ P(m̂ < m0)‖f‖2 +
1
2π
∫ m0
−m0
E[|ϕ̂X(u)− ϕX(u)|2] du
≤P(m̂ < m0)‖f‖2 + C1
nK2
∫ m0
−m0
1
|ϕX (u)|2 du+ C2n
− 1
Km0 +
2
π
∫
[u
(γ,ǫ)
n ,m0]
|ϕX(u)|2 du. (6.24)
Finally, the fact that m̂ ≤ n 1K , along with the Plancherel formula and formula (6.15) leads to
E[‖f − f̂m̂‖21{m̂>m1}]
≤‖f − fm1‖2 + 4P(m̂ > m1)
∫ n 1K
−n
1
K
|ϕX(u)|2 du+
∫ n 1K
−n
1
K
E[1{m̂>m1}|ϕ̂(u)− ϕ(u)|
1
K ] du.
It follows, using successively the Ho¨lder, the Jensen and the Rosenthal inequalities, that for
some constant C and some C ′ depending on η,
E[‖f − f̂m̂‖21{m̂>m1}] ≤ ‖f − fm1‖2 + Cn−
1
K ‖ϕX‖2 + C ′P(m̂ > m1)
1
η
∫ n 1K
−n
1
K
n−
1
K du. (6.25)
Combining (6.24) and (6.25) together with (6.20) and (6.21) and plugging in m0 and m1, we
have shown that for a positive constant C2 depending again on I and the choice of ε, δ and η,
E[‖f−f̂m̂‖21m̂/∈[m0,m1]] ≤ C2rn. (6.26)
Putting (6.23) and (6.26) together, we have shown that there exists a constant C depending
on the choice of η, δ and ε and on I, such that for any f ∈ E ,
E[‖f − f̂m̂‖2]
rn
≤ C.
Taking the suprema gives the statement of the theorem. 2
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