Abstract. Texture measures offer a means of detecting targets in background clutter that has similar spectral characteristics. Our previous studies demonstrated that the ''fractal signature'' (a feature set based on the fractal surface area function) is very accurate and robust for grayscale texture classification. This paper introduces a new multichannel texture model that characterizes patterns as 2-D functions in a Besov space. The wavelet-based fractal signature generates an n-dimensional surface, which is used for classification. Results of some experimental studies are presented demonstrating the usefulness of this texture measure.
Introduction
The accurate detection and discrimination of texture remains one of the most fundamental problems in computer vision. Regardless of whether the application is target detection, object recognition, texture segmentation, or edge detection, we must be able to recognize and label homogeneous texture regions within an image and differentiate between distinct regions. We can safely state that scene segmentation is one of the most important and fundamental tasks of early vision. Moreover, the solution to many vision-related problems depend on an efficient image segmentation to arrive at correct solutions. Thus the development of accurate texture description models is crucial for the solution of these problems. The texture measure presented in this paper, which we call the wavelet-based fractal dimension, is a promising alternative to current texture measures and overcomes some of their limitations.
Background
The computational processing of textures can be divided into two main problem areas, segmentation and classification. Texture classification consists of taking whole images and grouping them into texture classes or categories, so as to be able to rapidly detect whether two texture samples are alike or dissimilar. Texture segmentation is, on the other hand, the process by which an image is partitioned into regions of homogeneous texture patterns. Segmentation is a more complex problem than classification since it involves discriminating textures and being able to tell them apart. But it also involves the optimal detection of boundaries between nonhomogeneous texture regions.
Texture Metrics
Two questions that arise from the previous definitions are what is meant by homogeneous or dissimilar texture regions and how this can be expressed quantitatively. The answer to the first question is obvious due to the fact that for humans it is natural and easy to classify textures or to segment textured images into homogeneous regions. Therefore this should be the standard that determines the homogeneity of two textures. The second question, on the other hand, does not have a straightforward answer. Computer vision researchers have for many years attempted to model the basic components of the human visual system to capture our visual abilities. As a result of these efforts, several models have risen to try and measure quantitatively the intrinsic and unique properties of texture patterns. Most of these models consist of mapping texture patterns to an n-dimensional feature space from which some labeling technique can be applied to determine which texture patterns can be categorized as similar or not similar.
Statistical modeling approaches for textures are quite popular. Stationary statistical models are used to calculate parameters that are unique to each texture's pixel value distribution. Typical models used are nonlinear Markov random fields 1 ͑MRFs͒ and Gauss MRFs. Probably the most popular approach to quantizing texture properties is currently the usage of Gabor filters to perform feature extraction. Gabor filters are modulated sinusoids of the form
where A is the frequency of the sinusoid and determines the width of the Gaussian envelope. These filters are known to have good discrimination capabilities for many types of textures. References 2 to 9 use Gabor filtering as their tex-ture metric of choice. The elements of the feature vectors created represent the energy of the texture at a particular frequency and orientation. Wavelets are very much related to Gabor filters in that they provide localized space-frequency information for a signal. In particular, 2-D wavelet transforms provide frequency and orientation content information for 2-D signals. Wavelets have to the advantage that they partition the frequency plane precisely, unlike Gabor filters. But, Gabor filters provide complete control over orientation unlike the more limited control offered by 2-D separable wavelet transforms. Wavelet-based methods for texture modeling and feature extraction have generally focused on the utilization of the packets or frames of the Wavelet transform and using these to obtain features with which to classify or segment a textured image. References 10 and 11 are good examples of these methods.
This paper introduces a novel texture metric that can be used for classification, segmentation, or target recognition based on the fractal dimension and the 2-D wavelet transform. The wavelet-based fractal dimension provides a fast feature extraction method that results in very good texture discrimination capabilities.
Wavelet-Based Fractal Dimension

Fractal Signature
Texture measures offer a means of detecting objects in background clutter that has similar spectral characteristics. The ''fractal signature'' ͑a feature set based on the fractal surface area function͒ was shown to be very accurate and robust in gray-scale texture classification. [12] [13] [14] The strength of applying fractal theory to texture analysis lies in the multiresolution nature of texture, which is the basis of fractals.
Peleg et al. 14 introduced a texture analysis method that measures the area of the gray-level surface at varying resolutions. For a pure fractal gray-level image, this is given by
where ⑀ is the resolution of the gray levels in the image, D is a fractal dimension, 15 and F is a constant. The change in measured area with the changing scale is used as the fractal signature of the texture. The gray-level surface area is measured by covering the surface in 3-D space with a blanket of thickness 2⑀, whose upper surface and lower surface are derived using local max and min functions applied to the image. The surface area can be computed from the volume occupied by the blanket. This will give a measure of the oscillations of the underlying surface for each value of ⑀, which is used to generate the fractal signature.
Argoul et al. 16 were the first to propose the use of the wavelet transform for fractal image description. They used the transform as a microscope to capture the scaling properties of fractals. Mallat has shown that texture analysis can be done with the wavelet representation using a fractal dimension derived from the power function spectra. 17 This type of analysis can be merged with the fractal signature approach. 12, 13 Although the fractal signature can be computed in parallel, there is a large computational overhead in the max and min functions that are the basis for the convex hull support of the image surface. An alternative and much more efficient approach lies in the computation of a fractal dimension within the ␥ wavelet coefficient spaces where a measure of texture directionality is also obtained. In addition, multichannel texture models can be built using the method found in Ref. 13 .
Definition of the Wavelet-Based Fractal Dimension
The fractal dimension of a compact set E is given by
where N (⑀,E) is the number of balls of radius ⑀ that cover the set E. This measure gives a rudimentary geometric description of a set and how complicated it looks. Thus it intuitively lends itself to consideration as an accurate texture metric. See Refs. 18 and 19 for more details on the mathematical properties of the fractal dimension. Humans cue to many features when segmenting a scene. One such feature is the degree of smoothness that a pattern demonstrates. Thus we can use this feature to try and measure a texture quantitatively. From the field of functional analysis it is known that functions can be categorized by their degrees of smoothness. Functions can be categorized into functional spaces according to their degrees of smoothness. Besov spaces offer one such way to classify functions by their mathematical smoothness, which is very close to our notion of visual smoothness.
Define to be the space of functions belonging to C ϱ that decay rapidly at ϱ. A Besov space B p ␣,q (R) is the collection of all functions f such that
where ␣R, 1рpрϱ and 1рqрϱ. Here ϭ2 (2 x) is a wavelet-like function that decays at infinity formed by dilations of the basic function , and ⌽ is a smooth scaling function. The Besov space norm measures how smooth a function is. If the norm of f is high, it indicates the presence of many high-frequency components in f and thus a non-smooth function. See Refs. 18 and 19 for more details on the mathematical properties of Besov spaces.
The results in Ref. 18 show that a fractal dimension of the graph of f B p ␣,q (R) can be expressed using its wavelet coefficients. In other words, the smoothness of a function is intrinsically connected to the geometric characteristic of the graph of that function and hence to its fractal dimension.
The dyadic wavelet transform of a function f L 2 (R) is given by* * See Ref. 20 for more a more complete introduction to the wavelets and multiresolution analysis.
where (x) is typically referred to in the literature as the mother wavelet and is a compactly supported function that decays rapidly to zero at infinity. This transform is useful in providing localized space-frequency information within certain frequency scales of a function and can also be interpreted as providing smoothness information:
where ͓W ( f )͔ I are the wavelet coefficients of the function f in the dyadic interval I, where ͉I͉ϭ2
2 →R, we must use the 2-D separable wavelet transform given by
The wavelet is one of the three possible mother wavelets that extract horizontal, diagonal,or vertical orientation information from the function f (x,y). Using this definition, we can extend the fractal dimension equation to 2-D functions f (x,y):
͑8͒
where denotes which of the horizontal, vertical, or diagonal channels of the 2-D wavelet transform the coefficients belong to, and A is analogous to I except that it is a 2-D patch of area ͉A͉ϭ2 Ϫ2 . Thus we can think of the 2-D wavelet-based fractal dimension for a function f :͓0,1͔
2 →R as a vector belonging to R 3 corresponding to the three different orientations of the wavelet transform.
Implementation of the Wavelet-Based Fractal Dimension
To use the fractal dimension as a feature metric, we must compute it for signals of finite length, i.e., digitized images. The fact that we are dealing with discrete signals means that we do not have infinite levels of resolution. This means we only have a finite number of values with which to try and approximate this limit. Thus we will use the sequence of values given by different values of and the different orientations as a feature vector for the image subregion for which we are trying to compute a fractal dimension. We evaluate and compute for each image pixel the following formula:
where N (p)R mϫm is the image subwindow surrounding pixel p representing the function for which we are computing a fractal dimension, and ͕0,...,log 2 m͖ are the levels of resolution of the discrete wavelet transform of the subimage. Figure 1 shows the basic steps of iterative filtering and downsampling involved in computing the discrete wavelet transform of a 2-D signal.
To visualize the discrimination properties of our proposed metric, we computed the wavelet-based fractal dimension for 40 patches of Brodatz-like texture samples and averaged them for each orientation channel. Figure 2 shows the results of the plot in HDV space † for the 40 Brodatzlike textures in Fig. 3 .
Experimental Results
We performed two basic types of experiments to test the applicability of our texture metric. We first used it to do simple image segmentation and compare our image results to the commonly used Gabor filter metrics. Then we proceeded to use them in targeting experiments from which we also show the resulting images. † Horizontal, diagonal, and vertical channels of the 2-D wavelet transform. 
Application to Segmentation
To test the discrimination ability of the wavelet-based fractal dimension, we decided to compare its feature extraction abilities to Gabor filters. For our experiments we used a test set of 256ϫ256 8-bit images composed of different texture patches taken from the work done in Refs. 3 and 4. For each image, we computed the wavelet-based fractal dimension feature vectors using either a 16ϫ16 or a 32ϫ32 window size and using the coefficients of up to the first three levels of the discrete wavelet transform decomposition. The number of levels of the wavelet transform used in the feature extraction depended on the window size used; that is, for smaller window sizes, a smaller number of levels of the transform were utilized due to the more limited resolution. It is important to note that these window sizes depend on the size of the textures being analyzed and they were determined manually. For all of our experiments we used the five-tap biorthogonal wavelet shown 21 in Table 1 . We also extracted features using Gabor filters for four different orientations and three different center frequencies followed by a pixelwise nonlinear transform and the local absolute averaging described in Ref. 22 . We proceeded to segment both feature sets using the simple and well-known k-means clustering technique, 23 using the feature vectors only and no spatial coordinate information. We observed in general that our feature metric differentiated better between visually close textures than the Gabor filters. This result is even more interesting when we take into account the fact that the dimensionality of our feature space was at most 9 while the Gabor metric was 12. So while the running times of the feature extraction procedures are about the same, the clustering algorithm module will undoubtedly take longer for a feature space of higher dimensionality. Figure 4 demonstrates that the fractal-signature-based method is able to differentiate better between the woolen cloth ͑center͒ and the water ͑far right͒. It is interesting to observe that the border between these two textures is not very clear and the fractal-based features are able to detect it. The Gabor filters also were too sensitive to the wood texture at the bottom and thus over segmented it. Figure 5 shows that our metric is better at distinguishing between the water and the pigskin texture. The borders of the perforated metal ͑center͒ are also much better localized. The speckles in our segmentation results show that our metric is quite sensitive to noise. But these limitations can be overcome through the use of more sophisticated clustering approaches like the ones in Refs. 1, 3, and 4.
The results in Fig. 6 show again that Gabor filters could not differentiate between two similar textures, the water in the center and the particle board at the bottom. It can be observed in this image that the border between these two textures is not readily discernible and our metric is also affected. The metal texture at the top is oversegmented by the Gabor filters, probably due to the overall change in brightness across the texture. Figure 7 shows some more speckle noise in the segmentation image of the waveletbased fractal signature. But the Gabor filter output creates large spots in several of the textures due to brightness changes in the textures.
The segmentation results in Fig. 8 shows almost identical output from both our metric and Gabor filters. The most obvious differences are the better circle edge localization and more speckle noise in our metric segmentation. Figure  9 shows a more clean segmentation using Gabor filters than our metric. The poor boundary detection between the woolen cloth ͑left͒ and the coarse sand ͑bottom͒ is most probably due to their very close proximity in HDV space ͑see Fig. 3͒ . Figure 10 shows the percentage of mislabeled pixels for each of the wavelet-based fractal dimension segmentations. Note again that we are not utilizing a sophisticated cluster- Espinal et al.: Wavelet-based fractal signature analysis . . .
Fig. 5 (a)
Test image 2, (b) segmentation result using wavelet-based fractal dimension features (using window size of 16ϫ16 and first two levels of wavelet transform decomposition), and (c) segmentation result using Gabor filter features with four orientations and three center frequencies. Fig. 6 (a) Test image 3, (b) segmentation result using wavelet-based fractal dimension features (using window size of 16ϫ16 and first two levels of wavelet transform decomposition), and (c) segmentation result using Gabor filter features with four orientations and three center frequencies. Fig. 7 (a) Test image 4, (b) segmentation result using wavelet-based fractal dimension features (using window size of 16ϫ16 and first two levels of wavelet transform decomposition), and (c) segmentation result using Gabor filter features with four orientations and three center frequencies. Fig. 4 (a) Test image 1, (b) segmentation result using wavelet-based fractal dimension features (using window size of 16ϫ16 and first two levels of wavelet transform decomposition), and (c) segmentation result using Gabor filter features with four orientations and three center frequencies. Fig. 8 (a) Test image 5, (b) segmentation result using wavelet-based fractal dimension features (using window size of 16ϫ16 and first two levels of wavelet transform decomposition), (c) segmentation result using Gabor filter features with four orientations and three center frequencies. Fig. 9 (a) Test image 6, (b) segmentation result using wavelet-based fractal dimension features (using window size of 32ϫ32 and first two levels of wavelet transform decomposition), and (c) segmentation result using Gabor filter features with four orientations and three center frequencies. 
Automatic Target Detection
Our studies with the texture mosaics revealed the link between the wavelet-based fractal signature and the smoothness of a texture. Man-made objects such as targets tend to be characterized by linear/angular features that show up well in the wavelet detail channels, thus leading to relatively high values for the signature at every scale. The fractal signature of the target will be mixed with that of the background clutter, but to the first order this will be a additive mixing of signatures. 24 All images had a spatial resolution of 512ϫ512 pixels and 8 bits of gray scale. Although targets are made up of a number of different textures, their combination should give a unique signature. Rather than deriving a signature for each pixel, as was done in the mosaic study, we derived signatures for larger windows that encompass the target.
In the first study, we used a series of registered images that were taken in the polarization, reflectance and thermal IR bands shown in Fig. 11 . The targets are small cylindrical objects that are partially embedded in the ground.
The total area of the targets with respect to the field of view ͑FOV͒ was 0.05%. In addition, their spectral signatures were extremely close to that of the vehicular tracks that were also present. An approach based on thresholding yielded a probability of false alarm P FA of 34% without further processing. Analysis of the thermal band using the fractal signature derived from the ␥ channels of the biorthogonal closed set wavelet transform with an image decomposition of 64 subimages gave a probability of detection P D of 83% for a P FA of 0%, and a P D of 100% with a P FA of 10%. Classification accuracy of the algorithm is slightly increased if the polarization and thermal images are fused using a possibilistic OR operation in the ␥ channels before texture analysis. This method produced a P D of 100% with a P FA of 7% and compares favorably with a previously reported neural-network-based technique. 25 In the second study, we used a series of images from the China Lake thermal IR database. These include both land and nautical examples. The target signatures are known within bandpass limits in the three detail channels. A fixed size window of size 4ϫ4 is used to scan the input image in the lowest level of the wavelet coefficient space using the texture measure previously defined in this paper. This is followed by a simple region-growing process, which gives rise to the bounding rectangle around the target.
The first series had land targets hidden in vegetation and a target without any cover. These are shown in Fig. 12,   Fig. 11 Polarization, reflectance, and thermal IR band image. where we have boxed the detected targets in each scene. Despite the high amount of clutter in each scene, the targets were successfully detected. The second series had a nautical target hidden in the ''hot'' horizon and a target without any cover. These are shown in Fig. 13 , where we have boxed the detected targets in each scene. The target in the left image was detected despite extremely low contrast between itself and the sky return.
Conclusions and Future Work
Clearly the wavelet-based fractal dimension offers a new and promising way to measure texture features. Its ability to distinguish boundaries between textures that even for humans are not clear indicates that it is able to cue into properties of textures that are hard for us to detect.
In all of our experiments, we empirically set the number of levels of the wavelet decomposition to use and the respective window sizes. This, of course, is not the most efficient approach. For most images a window size of 16 ϫ16 and information from the first two levels of the wavelet decomposition were used for feature extraction. But for larger sized textures, such as beans or woven thatch, a larger window size proved more effective. Thus an adaptive approach that determines the optimal value for these two parameters would be desirable.
