INTRODUCTION
The ultimate goal of algebraic geometry is to classify all algebraic varieties. This is a formidable task that will not be completed in the foreseeable future, but we can (and should) still work towards this goal.
In this paper I will sketch the main idea of the construction of moduli spaces of higher dimensional varieties. In order to make the length of the paper bearable and still touch on the main issues I will make a number of restrictions that are still rather general and hopefully the majority of the readership will consider them to be reasonable for the purposes of a survey.
The idea of the title is shamelessly taken from Miles Reid. His immortal Young person's guide [Rei87] is an essential read for a modern algebraic geometer especially for anyone interested in reading the present article. To some extent this is a sequel to that, although given how fundamental Miles Reid's YPG is there are many other topics that would allow for making that claim.
The point is that this article, just as the original YPG, was written with an uninitiated reader in mind. Nevertheless, as the reader progresses through the sections they might feel Supported in part by NSF Grant DMS-0554697 and the Craig McKibben and Sarah Merner Endowed Professorship in Mathematics. c 0000 (copyright holder) that more and more background is assumed. This is a necessity brought on by the above mentioned boundaries. Hopefully the article will still achieve the desired result and show a glimpse into this exciting, active and beautiful area of research.
The paper starts with reviewing the general philosophy of classification and how it leads to studying moduli problems. I should note that there are other areas of classification that are equally exciting, active and beautiful. In fact, recent results in the Minimal Model Program [Sho03, Sho04, HM06, HM07, BCHM06 ] have a great positive effect on the central problems of the present article even if I will not have the opportunity to do justice to them and explain their influence in detail.
There are many important results one should mention and I will try to list them all, however I fear that that is an impossible goal to live up to. Therefore, I sincerely apologize for any omission I might commit.
The structure of the paper is the following: After the general overview of classification and moduli theory as part of it, moduli problems are reviewed in more detail followed by a quick look at Hilbert schemes. Then the definition and the most important properties of moduli functors are discussed. Throughout it is kept in mind that each observation leads us to reconsider our objective and along the way we have to realize that we cannot escape working with singular varieties. Because of this, the particular type of singularities that one needs to be able to deal with are reviewed and then finally the moduli functors of higher dimensional canonically polarized varieties are defined in the form that is currently believed to be the "right" one.
Last but not least I should mention that this approach is not necessarily the only one producing the desired moduli space. In fact, Abramovich and Hassett recently have proposed a different construction. As their result has not yet appeared, it is not discussed here. However, the reader is urged to take a look at it as soon as possible as it might shed some new light onto the questions discussed here. DEFINITIONS AND NOTATION 1.1. Let k be an algebraically closed field of characteristic 0. Unless otherwise stated, all objects will be assumed to be defined over k. A scheme will refer to a scheme of finite type over k and unless stated otherwise, a point refers to a closed point.
For a morphism Y → S and another morphism T → S, the symbol Y T will denote Y × S T . In particular, for t ∈ S we write X t = f −1 (t). In addition, if T = Spec F , then Y T will also be denoted by Y F . Let X be a scheme and F an O X -module. The m th reflexive power of F is the double dual (or reflexive hull) of the m th tensor power of F :
A line bundle on X is an invertible O X -module. A Q-line bundle L on X is a reflexive O X -module of rank 1 one of whose reflexive power is a line bundle, i.e., there exists an m ∈ N + such that L [m] is a line bundle. The smallest such m is called the index of L .
For the advanced reader: whenever we mention Weil divisors, assume that X is S 2 and think of a Weil divisorial sheaf, that is, a rank 1 reflexive O X -module which is locally free in codimension 1. For flatness issues consult [Kol08, Theorem 2].
For the novice: whenever we mention Weil divisors, assume that X is normal and adopt the definition [Har77, p.130] . and made into a sheaf by the natural restriction maps. A Weil divisor D on X is a Cartier divisor, if its associated Weil divisorial sheaf, O X (D) is a line bundle. If the associated Weil divisorial sheaf, O X (D) is a Q-line bundle, then D is a Q-Cartier divisor. The latter is equivalent to the property that there exists an m ∈ N + such that mD is a Cartier divisor.
The symbol ∼ stands for linear and ≡ for numerical equivalence of divisors. Let L be a line bundle on a scheme X. It is said to be generated by global sections if for every point x ∈ X there exists a global section σ x ∈ H 0 (X, L ) such that the germ σ x generates the stalk L x as an O X -module. If L is generated by global sections, then the global sections define a morphism φ L : X → P N = P H 0 (X, L ) .
L is called semi-ample if L m is generated by global sections for m ≫ 0. L is called ample if it is semi-ample and φ L m is an embedding for m ≫ 0. A line bundle L on X is called big if the global sections of L m define a rational map φ L m : X P N such that X is birational to φ L m (X) for m ≫ 0. Note that in this case L m is not necessarily generated by global sections, so φ L m is not necessarily defined everywhere. I will leave it for the reader the make the obvious adaptation of these notions for the case of Q-line bundles.
The canonical divisor of a scheme X is denoted by K X and the canonical sheaf of X is denoted by ω X .
A smooth projective variety X is of general type if ω X is big. It is easy to see that this condition is invariant under birational equivalence between smooth projective varieties. An arbitrary projective variety is of general type if so is a desingularization of it.
A projective variety is canonically polarized if ω X is ample. Notice that if a smooth projective variety is canonically polarized, then it is of general type. ACKNOWLEDGEMENT. I would like to thank Christopher Hacon, Max Lieblich and Zsolt Patakfalvi for useful discussions and for pointing out errors and misprints in an early draft of this manuscript.
CLASSIFICATION

2.A. Q&A
As mentioned in the introduction, our ultimate goal is to classify all algebraic varieties.
We will approach the classification problem through birational geometry, that is, our plan for classification can be summarized as follows. PLAN 2.1.
(2.1.1) Choose a "nice" representative from every birational class.
(2.1.2) Give a well-defined way of obtaining this nice representative. (I.e., given an arbitrary variety, provide an algorithm to find this representative). (2.1.3) Classify the representatives.
As we try to execute this plan, we will face many questions that will guide our journey. The plan itself raises the first question. QUESTION 2.2. What should we consider "nice"? Before answering that, let us see how we might approach (2.1.3). First, one looks for discrete invariants, preferably such that are invariant under deformation. For instance, dimension, degree, genus, etc.
Once many discrete invariants are found, consider a class of varieties that share the same discrete invariants. One expects that these will be parametrized by continuous invariants, or as Riemann called them, moduli. EXAMPLE 2.3 Plane Curves. Let X ⊆ P 2 be a projective plane curve. The discrete invariant we need is the degree. Let us suppose that we fix that and we are only considering curves of degree d. It is easy to see that plane curves of degree d are parametrized by P d(d+3) 2
. The continuous parameters are the coefficients of the defining equation of the curve.
Still, before answering Question 2.2, let us ask another one: QUESTION 2.4. What discrete invariants should we consider?
The first one seems obvious: dimension. The next that comes to mind is perhaps degree, but this leads to another issue: Degree depends on the embedding and so do many other invariants. So the next question to answer is: QUESTION 2.5. Is there a natural way to embed our varieties?
Embeddings correspond to sets of generating global sections of very ample line bundles, or if we forget about automorphisms of the ambient space for a moment, then to very ample line bundles.
This brings up another question: QUESTION 2.6. How do we find ample line bundles on a variety?
The problem is that our variety may not be given with an embedding, or even if it is given as a subvariety of a projective space, that given embedding may not be the natural one (if there is such).
If a variety X, even if it is smooth, is given without additional information, it is really hard to find non-trivial ample line bundles, or for that matter, any non-trivial line bundles. There is practically only one that we can expect to find, the canonical line bundle 1 , i.e., ω X , the determinant of the cotangent bundle Ω X . (Of course there is also the determinant of the tangent bundle as well, but that is simply the inverse of the canonical bundle and so doesn't give an independent line bundle. Obviously, if we find one line bundle, we will have all of its powers, positive and negative included.) So we could ask ourselves: QUESTION 2.7. Is the canonical bundle ample?
Most likely the readers know the answer to this one: No, not necessarily. So perhaps the better question is, QUESTION 2.8. How likely is it that the canonical bundle is ample?
Let us consider the case of curves. In this case, the right answer (2.1.1) is very simple (not its proof however!): In each birational class there exists exactly one smooth projective curve. It is known and well documented how one obtains this representative (one possibility is explained in [Har77, §I.6]) so (2.1.2) is also covered.
With respect to (2.1.3) and more particularly Question 2.8, there are three different types of behavior:
• X any other smooth projective curve: ω X is ample.
This suggests that we may expect that most birational classes will contain a member with an ample canonical bundle.
Let us take a moment to examine the third case, that is, when X is a smooth projective curve and ω X is ample. In this case ω ⊗3 X is always very ample and thus X can be embedded by the global sections of that line bundle:
The obvious discrete invariant to consider now is the degree of this embedding, i.e., d = 3 deg ω X = 6χ(X, ω X ).
Using Kodaira vanishing, Riemann-Roch and Serre duality we can compute N :
. Therefore, we are interested in classifying smooth projective curves of degree 6χ in P 5χ−1 , where χ = χ(X, ω X ). In this case the discrete invariant we needed, that is, in addition to dim = 1, was the degree of the third pluricanonical embedding. However, in order to make this work in higher dimensions we will need more invariants to get a reasonable moduli space. The right invariant will be the Hilbert polynomial of ω X , which in the above example contains equivalent information as the dimension and the degree combined:
h X (m) := h 0 (X, ω ⊗m X ) = 2χm − χ. REMARK 2.9. The reader has probably noticed that I am going to great lengths to avoid using the genus of the curves involved. The reason behind this is that knowing the genus is equivalent to knowing χ(X, ω X ), or even h X (m), and the latter is the invariant that generalizes well to higher dimensions. So why not start getting used to it?
Now we can make our first attempt to decide what we would like to call "nice": DEFINITION 2.10. Let X be nice if X is smooth, projective and ω X is ample. ISSUE 2.11. This is not going to fulfill all of our requirements because there are varieties that are not birational to a nice variety as defined in (2.10). For instance, let X be a smooth minimal surface of general type that contains a (−2)-curve (a smooth proper rational curve with self-intersection (−2)). Then ω X is not ample. Since X is not rational or ruled, it is the only minimal surface in its birational class and hence cannot be birational to a surface with an ample canonical bundle. This is however not a huge setback. It only means that the above definition of "nice" is not the right one yet.
2.B. Curves
The first invariant we want to fix is the dimension and so let us start to get more serious by considering the case of dim = 1 systematically. We have seen that our second important invariant is the Hilbert polynomial of ω X . Fixing that is equivalent to fixing χ = χ(X, ω X ). We have the following cases for nice varieties of dimension 1 (cf. (2.10)): 2.12. TRICHOTOMY.
• χ < 0 : X ≃ P 1 , • χ = 0 : X is an elliptic curve, • χ > 0 : X is a curve with ω X ample.
In this case, we are able to answer our previous questions. The classes with χ ≤ 0 are reasonably understood from a classification point of view.
For χ < 0 we have only one smooth projective curve, while for χ = 0 we have the elliptic curves which are classified by their j-invariant. There are of course plenty of things to still understand about elliptic curves, but those belong to a different study.
For χ > 0 the definition of "nice" in (2.10) works well as there is a unique nice curve in each birational class. The moduli part of the classification was first accomplished by Mumford. There are many excellent sources on moduli of curves. Perhaps the two most frequently used ones are [MFK94] and [HMo98] .
To study higher dimensional varieties we need some preparations.
2.C. Fano varieties
ISSUES 2.13. In the cases of surfaces and higher dimensional varieties we encounter two new issues that we will have to deal with: (2.13.1) There will be a lot more varieties that are not birational to a "nice" variety according to the current definition of "nice". (2.13.2) There are smooth projective varieties that are birational to each other. EXAMPLE 2.14. As we have seen in the case of the projective line, we similarly have that for X = P n ω X is not ample and this is true for any X ′ birational to P n . EXAMPLE 2.15. More generally, we have the class of smooth Fano varieties, i.e., smooth projective varieties X with ω −1 X ample, that are not birational to nice varieties. EXAMPLE 2.16. Finally, in this series of examples, a variety X admitting a Fano fibration, i.e., a flat morphism X → T such that X t is a Fano variety for general t ∈ T , is also not birational to a nice variety. CONCLUSION 2.17. We will have to deal with Fano varieties differently. However, they, too, have a natural ample line bundle; namely ω −1 X , so all is not lost.
2.D. Kodaira dimension
In order to mirror the trichotomy of the curve case, we need to introduce another invariant. This is very similar and very close to χ in the curve case. Let X be a smooth projective variety and consider the rational map induced by a set of generators of H 0 (X, ω ⊗m
It is relatively easy to see that for m ≫ 0, the birational class of the image φ m (X) is independent of m. DEFINITION 2.18. The Kodaira dimension of X is denoted by κ(X) and defined as
In particular, if ω X is ample, then X is of general type. EXAMPLE 2.20. κ(P n ) = dim ∅ < 0. In fact, for any Fano variety X, κ(X) < 0. EXAMPLE 2.21. For curves we have (again) three cases:
EXAMPLE 2.22. Let X be a uniruled variety. Then X does not admit any global pluricanonical forms and hence κ(X) < 0. It is conjectured that this characterizes uniruled varieties.
For more on the classification of uniruled varieties see [Mor87, §11] and [Kol96] .
2.E. Fibrations
As in the case of curves Kodaira dimension gives us a powerful tool to separate varieties into classes with differently behaving canonical classes in arbitrary dimensions. In fact, we will see that even though there are more possibilities for the possible values of the Kodaira dimension as the actual dimension grows, there will still be only three important classes to consider.
Our next step is to adopt the following principle. PRINCIPLE 2.23. Let ϕ : X → Y be a fibration between smooth projective varieties, i.e., a dominant morphism with connected fibers. Motivated by our rough birational classification point of view, we will rest once we can classify Y and the general fiber of ϕ. Of course, this leaves many questions unanswered, but then again, I never promised to answer all questions. [KM98, §2] . Let X be a smooth projective variety such that κ(X) < 0. Then it is conjectured that there exists a birational model X ♮ for X and a fibration ϕ ♮ :
MORI FIBRATION
This is known for dim X ≤ 3 by [Mor88] (cf. [Mor82, Rei83, Kaw84, Kol84, Sho85]). In fact, here I am skipping the mentioning of the Minimal Model Program, which is a beautiful and very deep theory. In particular, one could (or perhaps should?) discuss extremal contractions and flips. However, since the focus of this article is on moduli theory I will leave this topic for the reader to discover. A good place to start is [Kol87] and the standard reference is [KM98] .
It follows that iterating (2.24) will exhibit X to be birational to a tower of Fano fibrations over a base that is either itself a Fano variety or has non-negative Kodaira dimension. In the latter case we appeal to (2.25) and in general apply Principle 2.23.
2.25. IITAKA FIBRATION [Iit82, §11.6], [Mor87, 2.4]. Let X be a smooth projective variety with κ(X) ≥ 0. Then there exists a birational model X ♭ for X and a fibration ϕ ♭ : X ♭ → Y ♭ such that Y ♭ is a smooth projective variety with dim Y ♭ = κ(X) and κ(F ♭ ) = 0, where F ♭ is the generic geometric fiber of ϕ ♭ . Furthermore, the birational class of Y ♭ is uniquely determined by these properties.
Appealing to Principle 2.23 we conclude that we may restrict our attention to three types of varieties (cf. (2.12)) that are the building blocks of all varieties: 2.26. TRICHOTOMY.
• Fano varieties. These include P n . (For dim X = 1 : χ < 0).
• Varieties with Kodaira dimension 0. These include Abelian and Calabi-Yau varieties.
(For dim X = 1 : χ = 0). • Varieties with maximal Kodaira dimension, i.e., varieties of general type. These include varieties with an ample canonical bundle. (For dim X = 1 : χ > 0).
In this article we will concentrate on the third case: varieties of general type. Similarly to the case of curves, this is indeed the "general" case.
It has been a long standing conjecture and only proven recently (cf. [HM06, HM07, BCHM06]) that every variety of general type is birational to a canonically polarized variety, its canonical model, i.e., a variety with an ample canonical bundle. The only trouble is that unfortunately this canonical model may be singular. On the other hand, in order to gain a good understanding of moduli, one needs to study degenerations as well, so we will be forced to consider singular varieties in our moduli problem anyway. Fortunately, the singularities forced by the canonical model are not worse than the ones we must allow in order to have a compact moduli space.
Now we are at a point that we can form a reasonable plan that was called for in (2.1). PLAN 2.27. The discrete invariant we need to fix is the Hilbert polynomial of the canonical bundle of the canonical model. Then we plan to do the following: (2.27.1) Let "nice" be defined (for now) as in Definition 2.10. We will later replace "smooth" with something else. (2.27.2) Starting with an arbitrary variety X, perform the following procedure to obtain a "nice" model.
• apply Nagata's Theorem [Nag62] to get a proper closure of X:X,
• apply Chow's Lemma [Har77, Ex.II.4.10] to obtain a projectivization ofX if necessary:X • apply Hironaka's Theorem [Hir64] to get a resolution of singularities ofX: X • apply the Minimal Model Program [KM98] and Mori fibrations (2.24) to restrict to the case κ(X) ≥ 0, • apply Iitaka fibrations (2.25) to restrict to the case κ(X) = dim X,
• form the canonical model: Proj (2.27.3) Classify the canonical models. Now the "only" thing left is the last step, classifying the canonical models. In other words, we need to construct a moduli space for them.
MODULI PROBLEMS
3.A. Representing functors
Let Sets denote the category of sets and Cat an arbitrary category. Further let
If such an M exists, it is called a universal object or a fine moduli space for F .
3.B. Moduli functors
NOTATION 3.1. Let f : X → B be a morphism and K and L two line bundles on X. Then K ∼ B L will mean that there exists a line bundle N on B such that K ≃ L ⊗ f * N .
REMARK 3.1.1. If B and X b for all b ∈ B are integral of finite type, f is flat and projective, then K ∼ B L is equivalent to the condition that Considering our current aim, we leave these worries behind for the rest of the article, but warn the reader that they should be addressed.
In any case, unfortunately, the functor MP is too big to handle, so we need to study some of its subfunctors that are more reasonable. In the context of the previous section, MP does not take into account any discrete invariants. If we follow our plan and start by fixing certain discrete invariants, then we are led to study natural subfunctors of MP . 
is actually a universal family.
be a non-trivial family, all of whose members are isomorphic. For an example of such a family see (3.9) below. Let F denote the variety to which the fibers of f are isomorphic, i.e., 
It is easy to see that the fibers of f are all isomorphic to C, but X ≃ B × C. Similar examples may be constructed as soon as there exists a non-trivial representation π 1 (B) → Aut C.
3.C. Coarse moduli spaces
Since we cannot expect our moduli functors to be representable, we have to make do with something weaker. 
is an isomorphism, and (3.10.2) given an arbitrary N ∈ Ob Sch k and a natural transformation
there exists a unique natural tranformation
If such an M exists, it is called a coarse moduli space for F .
Let us now reconsider the question and observations we made in (3.6) and (3.7) with regard to this new definition. 
Applying the functors M smooth h (__) and Hom sch k (__, M) to µ f leads to the following:
We have observed in (3.12.2) that there may not be a tautological family
that maps to id M h . However, even if such a family existed, we could not con-
, because the vertical arrows in Figure 3 .1 are not necessarily one-to-one. In other words, even if we find a tautological family, it is not necessarily a universal family. 
HILBERT SCHEMES
We saw in the previous section that moduli functors are usually not representable. In this section we will see an example for a representable functor.
Let g : Y → Z be a projective morphism, L a g-ample line bundle on Y and F a coherent g-flat sheaf on Y . Then for m ≫ 0 one has that g * (F ⊗ L ⊗m ) is locally free and R i g * (F ⊗ L ⊗m ) = 0 for i > 0. By the Riemann-Roch theorem there exists a polynomial h Y /Z,F ,L such that
We will call this the Hilbert polynomial of g with respect to F and L . If there is no danger of confusion then we will use the notation h L : = h Y /Z,OY ,L and will call h L the Hilbert polynomial of L .
Let S be a scheme and X ∈ Ob Sch S . We define the Hilbert functor, 
If L is a relatively ample line bundle on X/S and p ∈ Q[z], then we define
Notice that if Z is connected, then 
INTRODUCTION TO THE CONSTRUCTION OF THE MODULI SPACE
5.A. Boundedness
There are several properties a moduli functor needs to satisfy in order for it to admit a (coarse) moduli space. We will discuss some of these in more detail. The first one is boundedness.
DEFINITION 5.1. Let F be a subfunctor of MP . Then we say that F is bounded if there exists a scheme of finite type T and a family (π : U → T, L ) ∈ MP (T ) with the following property:
For any (σ : X → B, N ) ∈ F (B) there exists an étale cover ∪B i → B and morphisms
In this case we say that (π : In fact, in order to prove boundedness of M smooth h , it is enough to prove the following: Assume that we know that (5.3) holds. Then by the Kodaira Vanishing Theorem ω ⊗m X has no higher cohomology for all X ∈ M smooth h (Spec k), and so
is an embedding. Now let T = Hilb h (P N /k), U = Univ h (P N /k) and consider the two projections π 1 : P N ×Hilb h (P N /k) → P N and π 2 :
REMARK 5.5. We will see later that it is necessary to allow singular objects in our moduli functors. This will lead to many difficulties, among them the unfortunate fact that Matsusaka's Big Theorem will not be strong enough for our purposes.
5.B. Plan
The success of using the Hilbert scheme in order to obtain boundedness might make one believe that the Hilbert scheme itself might work as a moduli space. However, unfortunately this is not the case as the points of Hilb h (P N /k)(k) also parametrize subschemes that are not in the moduli functor M smooth h . For example, they maybe horribly singular and the polarizing line bundle is not necessarily the canonical bundle.
The next guess maybe taking the locus of Hilbert points that corresponds to such subvarieties of P N that are in M smooth h (Spec k), i.e., smooth with canonical polarization. This is a much better guess, but still not perfect. There are two fundamental problems. First, it is not at all clear that this locus is a subscheme of Hilb h (P N /k), or even if its support is a subscheme, then whether there is a natural scheme structure that is compatible with the functor M smooth h . This actually turns out to be a difficult technical problem referred to as local closedness and we will return to it later. The second problem is that a single object of M smooth h (Spec k) will appear several times in Hilb h (P N /k); any subscheme of P N appears as a potentially different subscheme after acting with an element of Aut(P N ), but in the moduli functor we only want a single copy of each isomorphism class.
The way to proceed is "obvious". Assume that we can solve the local closedness problem and indeed we can find a subscheme that consists of exactly the points that belong to M smooth h (Spec k). (Actually we need to worry about more than that, but let's not get all gloomy just yet). Then we get a natural action of Aut(P N ) on this subscheme and taking the quotient by Aut(P N ) should yield our desired moduli space. I should mention that taking this quotient is not entirely obvious, but fortunately possible [Vie91, Kol97a, KeM97].
5.C. Local closedness
We have already observed that in order to carry out the the plan laid out in 5.B we need to identify the set of Hilbert points corresponding to the moduli functor and find a (natural) scheme structure on this set. The technical condition to allow doing this is the following. ≃ ω m X b is locally closed on B. At this point these conditions are not too hard to satisfy. To prove (5.7.1) one observes that being smooth is open, being projective is assumed. The canonical bundle, ω X b being ample is open, but this we actually do not even need as it will follow from (5.7.2). The requirement on the Hilbert polynomial will also follow from (5.7.2). In turn, (5.7.2) follows from the following lemma. 
PROOF. By replacing L by L ⊗ K −1 we may assume that
is generated by a single section, then it gives an isomorphism
This is closed by semi-continuity [Har77, III.12.8]. So far this is only a subset and we need to define a (natural) scheme structure. However, that is a local problem, so we may assume that B is affine. By cohomology-and-base-change [Mum70, §5] there exists a bounded complex of locally free sheaves
. By definition, B ′′ red = supp ker δ 0 . Now define the ideal sheaf I ⊳ O B as follows:
Since we are not in the previous case, we must have r 1 ≥ r 0 . Now let I be generated by the r 0 × r 0 minors of
Let the scheme structure on B ′′ red be defined by this ideal sheaf, i.e., let B ′′ the scheme with support B ′′ red and structure sheaf 
It is easy to check that this B ′ satisfies the required condition.
5.D. Separatedness
Boundedness and local closedness allows us to identify a subscheme of an appropriate Hilbert scheme consisting of the Hilbert points of the schemes in our moduli problem. This subscheme has a group action induced by the automorphism group of the ambient projective space. This already allows the construction of the moduli space as an algebraic space by taking the quotient by this group action. However, in order to effectively use this moduli space we hope that it will satisfy certain basic properties. Perhaps the most basic one is separatedness.
DEFINITION 5.9. A subfunctor F ⊆ MP is separated if the following condition holds. Let R be a DVR and T = Spec R with general point t g ֒→ T and (X i → T, L i ) ∈ F (T ) two families for i = 1, 2. Then any isomorphism α g : ((X 1 ) tg , (L 1 ) tg ) → ((X 2 ) tg , (L 2 ) tg ) extends to an isomorphism α : X 1 /T → X 2 /T . Separatedness of a moduli functor is a non-trivial property. Without further restrictions it will not hold as shown by the following examples. EXAMPLE 5.10. Let Z = P 1 × A 1 with coordinates ([x : y], t). Let the projections to the factors be π 1 : Z → P 1 and π 2 : Z → A 1 . Further let L = π * 1 O P 1 (1), R = k[t] (t) (a DVR) and consider the base change to T = Spec R. With the notation f = (π 1 ) T , one has that (f : Z T → T, L T ) ∈ MP (T ). Now let α : Z T Z T be the map induced by ([x : y], t) → ([tx : y], t). This is an isomorphism over the general point of T , but is not even dominant over the special point. REMARK 5.10.1. The main problem here comes from the fact that Aut P 1 is not discrete. The good news is that by a theorem of Matsusaka and Mumford [MM64] this problem can only occur if the fiber over the closed point is ruled. EXAMPLE 5.11. Let Y be a smooth projective variety of dimension at least 2, Z = Y ×A 1 , π : Z → A 1 the projection to the second factor and C 1 , C 2 ⊆ Z two sections, i.e., curves in Z that are isomorphic to A 1 via π and such that C 1 and C 2 intersect in a single point, P , transversally. Assume for simplicity that π(P ) = 0 ∈ A 1 .
Let Z 1 be the variety obtained by first blowing up C 1 and then the proper transform of C 2 . Similarly, let Z 2 be the variety obtained by first blowing up C 2 and then the proper transform of C 1 .
Let U = {t ∈ A 1 | t = 0}. Then (Z 1 ) U and (Z 2 ) U may be identified, but the isomorphism between (Z 1 ) U and (Z 2 ) U induced by this identification does not extend over t = 0 ∈ A 1 .
To make this example more interesting, assume that A 1 admits an embedding into Aut Y , i.e., Y admits a one-parameter group of automorphisms. Denote these automorphisms by α t for t ∈ A 1 and assume that α 0 = id Y and (C 2 ) t = α t ((C 1 ) t ). In this case the automorphisms α t induce an isomorphism between Z 1 and Z 2 including the fiber over t = 0. Observe that the restriction of this isomorphism is the identity on the fiber over t = 0, but different from the identity over any t ∈ U .
In this example Z 1 and Z 2 are isomorphic, but not all isomorphisms over U extend to an isomorphism over the entire A 1 . EXAMPLE 5.12. This example is based on an example of Atiyah. Let ι : P 1 × P 1 ֒→ P n be an arbitrary embedding and Y ⊆ P n+1 the projectivized cone over ι(P 1 × P 1 ) ⊆ P n with vertex P . Let L ⊆ P n+1 be a general linear subspace of codimension 2. Notice that this implies that P ∈ L. Consider the projection from L to a line, P n+1 \ L → P 1 . After blowing up L this extends to a morphism π L : Bl L P n+1 → P 1 . Let Z be the proper transform of Y on Bl L P n+1 and π = π L Z . Then one has the following diagram:
where π is flat projective with connected fibers and smooth general fiber and σ is the blowing up of L ∩ Y ⊆ Y , hence birational and an isomorphism near P ∈ Y . Let P = σ −1 (P ). Next let C 1 and C 2 be the images via ι of two general lines corresponding to the two different rulings of P 1 × P 1 and S 1 and S 2 their respective preimages on Y . Note that by construction C 1 and C 2 are disjoint from L. For the rest of this example anywhere i appears, it is meant to apply for both i = 1, 2. Let S i = σ −1 S i ⊆ Z and σ i :
Si Z → Z the blow-up of Z along S i . Observe, that S i ⊆ Z is a divisor and since Z is smooth away from P , this implies that Z i is isomorphic to Z away from P , in particular (Z 1 ) P 1 \{Q} ≃ (Z 2 ) P 1 \{Q} where Q = π( P ) ∈ P 1 . On the other hand, it is easy to check that σ −1 i ( P ) ≃ P 1 is equal to the whole fiber of the blow-up Bl Si P n+1 → P n+1 . (Since P ∈ L, this computation can be done on Y ).
Next, we wish to determine the fiber Z Q = π −1 (Q). Let L P = L, P , the linear span of L and P . Observe that L P ≃ P n is a general hyperplane through P in P n+1 . Hence L P ∩ Y is the cone over a general hyperplane section of a smooth projective surface, i.e., over a smooth projective curve. We conclude that Z Q is the blow-up of this cone at its intersection with L which consists of finitely many points that are disjoint from P as well as from S 1 and S 2 . Therefore, (Z i ) Q is a further blow-up along the proper transform of S i .
Next suppose that ι is the standard quadratic embedding of P 1 × P 1 into P 3 . In this case, S i ≃ P 2 are linear subspaces of P 4 contained in Y , Z Q is the blow-up at finitely many smooth points of a quadric cone and (Z i ) Q is the blow-up of Z Q along one of the rays of the quadratic cone that miss the centers of the other blow-ups. Therefore (Z 1 ) Q ≃ (Z 2 ) Q , but this isomorphism does not extend to an isomorphism of Z 1 and Z 2 .
This leads to a moduli space that is non-separated in a quite peculiar way: the point corresponding to the class of (Z 1 ) Q ≃ (Z 2 ) Q completes the curve P 1 \ {Q} corresponding to the family (Z 1 ) P 1 \{Q} ≃ (Z 2 ) P 1 \{Q} in two different way.
The result is the following curve. Let Q ∈ P 1 a point. take two copies of this P 1 and glue them together along P 1 \ {Q}. Then glue the two copies of Q together but by a separate gluing. Therefore there are two separate ways to get to Q from the rest of the P 1 .
As we mentioned before, a result of Matsusaka and Mumford tells us that in our case these pathologies do not occur.
Theorem 5.13 [MM64, Theorem 1]. Let R be a DVR and T = Spec R with closed point t s ∈ T . Further let X 1 /T be a proper T -scheme and X 2 /T a reduced T -scheme of finite type such that (X 2 ) ts is not ruled. Assume that X 1 and X 2 are birational. Then so are (X 1 ) ts and (X 2 ) ts .
We may use this result to prove separatedness of M smooth h , but first we need an auxiliary theorem. Theorem 5.14. Let S be a scheme and f i : X i → S two proper S-schemes, L i relatively ample line bundles on X i /S and j i : U i ֒→ X i open immersions with complement Z i = X i \ U i for i = 1, 2. Assume that (5.14.1) there exists an S-isomorphism α : U 1 /S ≃ → U 2 /S such that α * L 2 ≃ L 1 , and (5.14.2) depth Zi X i ≥ 2 for i = 1, 2 (this is satisfied if for example X i is normal and codim(Z i , X i ) ≥ 2).
Then α extends to X 1 to give an isomorphism X 1 /S ≃ X 2 /S.
PROOF.
Once α has an extension to X 1 , it is unique, so the question is local on S and thus we may assume that it is affine. Let m be large enough that L m i is relatively very ample. First observe that (5.14.2) implies that
This implies that f i Ui * L m i Ui is coherent. Let A be an ample line bundle on S, then f i Ui * L m i Ui ⊗ A r is generated by global sections for r ≫ 0. As L m i is relatively very ample, this gives a surjection
which in turn induces an embedding φ i : X i ֒→ P r−1 S . As the isomorphism α in (5.14.1) gives an isomorphism between the sheaves
we may choose the generators defining the φ i to be compatible with this isomorphism and conclude that φ 1 U1 = φ 2 U2 • α.
Since U i is dense in X i , we obtain that φ i (X i ) is the Zariski closure of φ i (U i ) and hence we have
Clearly, this isomorphism restricted to U 1 coincides with α and so the statement is proved.
PROOF. Let R be a DVR and T = Spec R with general point t g ֒→ T . Further let
(T ) two families for i = 1, 2 and assume that there exists an isomorphism α g :
Let U i ⊆ X i be the largest open sets for i = 1, 2 such that there exists an extension of α g that gives an isomorphism α : U 1 → U 2 . Now observe that as α g induces a birational equivalence between X 1 and X 2 , by (5.13) it extends to a birational equivalence between (X 1 ) ts and (X 2 ) ts and hence these contain isomorphic open sets, which are then contained in U 1 and U 2 respectively. Therefore the conditions of (5.14) are satisfied and so α extends to an isomorphism X 1 /T ≃ X 2 /T . With this we have covered the most important properties of moduli functors, boundedness, local closedness, and separatedness. These properties, along with weak positivity and weak stability (see [Vie95, 7.16 ] for details), allows one to prove the following: At first sight it may seem that with the construction of this moduli scheme we have accomplished the plan laid down in (2.27). However, it is not entirely so. We should definitely consider this an answer if we only care about smooth canonically polarized varieties. After all, the moduli space does "classify" these objects. On the other hand, a canonical model produced by Plan 2.27 may not be smooth. So if we care about those cases, too, we have to work with singular varieties as well.
SINGULARITIES
In this section we will see that in order to accomplish our goal of classifying all canonical models (cf. (2.27)), we will have to allow our objects to have singularities.
There is another reason to do this. Even if we were only interested in smooth objects their degenerations provide important information. In other words, it is always useful to find complete moduli problems, i.e., extend our moduli functor so it would admit a complete (and preferably projective) coarse moduli space. This also leads to having to consider singular varieties.
However, we will have to be careful to limit the kind of singularities that we allow in order to be able to handle them. In other words, we have to revisit our definition of "nice" and we will change its definition according to our findings.
6.A. Canonical singularities
For an excellent introduction to this topic the reader is urged to take a thorough look at Miles Reid's original young person's guide [Rei87] . Here I will only touch on the subject.
Let X be a minimal surface of general type that contains a (−2)-curve (a smooth rational curve with self-intersection −2). For an example of such a surface consider the following. EXAMPLE 6.1. X = (x 5 + y 5 + z 5 + w 5 = 0) ⊆ P 3 with the Z 2 -action that interchanges x ↔ y and z ↔ w. This action has five fixed points, [1 : 1 : −ε i : −ε i ] for i = 1, . . . , 5
where ε is a primitive 5 th root of unity. Consequently the quotient X Z 2 has five singular points, each a simple double point of type A 1 . Let X → X Z 2 be the minimal resolution of singularities. Then X contains five (−2)-curves, the exceptional divisors over the singularities.
Let us return to the general case, that is, X is a minimal surface of general type that contains a (−2)-curve, C ⊆ X. As C ≃ P 1 , and X is smooth, the adjunction formula gives us that K X · C = 0. Therefore K X is not ample.
On the other hand, since X is a minimal surface of general type, it follows that K X is semi-ample, that is, some multiple of it is base-point free. In other words, there exists a morphism, |mK X | : X → X can ⊆ P(H 0 (X, O X (mK X ))).
This follows from various results, for example Bombieri's classification of pluri-canonical maps, but perhaps the simplest proof is provided by Miles Reid [Rei97, E.3].
It is then relatively easy to see that this morphism onto its image is independent of m. This constant image is called the canonical model of X, let us denote it by X can .
The good news is that the canonical divisor of X can is indeed ample, but the trouble with it is that it is singular. However, the singularity is not too bad, so we still have a good chance to do this. In fact, the singularities that can occur on the canonical model of a surface of general type belong to a much studied class. This class goes by several names; they are called du Val singularities, or rational double points, or Gorenstein, canonical singularities. For more on these singularities, refer to [Dur79] , [Rei87] .
6.B. Normal crossings
These singularities already appear in the construction of the moduli space of stable curves (or if the reader prefers, the construction of a compactificaton of the moduli space of smooth projective curves). As we want to understand degenerations of our preferred families, we have to allow normal crossings.
A normal crossing singularity is one that is locally analytically (or formally) isomorphic to the intersection of coordinate hyperplanes in a linear space. In other words, it is a singularity locally analytically defined as (x 1 x 2 · · · x r = 0) ⊆ A n for some r ≤ n. In particular, as opposed to the curve case, for surfaces it allows for triple intersections. However, triple intersections may be "resolved": Let X = (xyz = 0) ⊆ A 3 . Blow up the origin O ∈ A 3 , σ : Bl O A 3 → A 3 and consider the proper transform of X, σ : X → X.
Observe that X has only double normal crossings.
Another important point to remember about normal crossings is that they are not normal. In particular they do not belong to the previous category. For some interesting and perhaps surprising examples of surfaces with normal crossings see [Kol07] .
6.C. Pinch points
Another non-normal singularity that can occur as the limit of smooth varieties is the pinch point. It is locally analytically defined as (x 2 1 = x 2 x 2 3 ) ⊆ A n . This singularity is a double normal crossing away from the pinch point. Its normalization is smooth, but blowing up the pinch point does not make it any better. (Try it for yourself!)
6.D. Cones
Let C ⊆ P 2 be a curve of degree d and X ⊆ P 3 the projectivized cone over C. As X is a degree d hypersurface, it admits a smoothing. EXAMPLE 6.2. Let Ξ = (x d + y d + z d + tw d = 0) ⊆ P 3
x:y:z:w × A 1 t . The special fiber Ξ 0 is a cone over a smooth plane curve of degree d and the general fiber Ξ t , for t = 0, is a smooth surface of degree d in P 3 .
This, again, suggests that we should deal with some singularities. The question is, whether we can limit the type of singularities we must deal with. More particularly to this case, can we limit the type of cones we need to deal with?
First we need an auxiliary computation. EXAMPLE 6.3. Let W be a smooth variety and X = X 1 ∪ X 2 ⊆ W such that X 1 and X 2 are Cartier divisors in W . Then by the adjunction formula we have
Therefore (6.3.1) K X Xi = K Xi + X 3−i Xi for i = 1, 2, so we have that (6.3.2) K X is ample ⇔ K X Xi = K Xi + X 3−i Xi is ample for i = 1, 2.
Next, let X be a normal projective surface with K X ample and an isolated singular point P ∈ Sing X. Assume that X is isomorphic to a cone Ξ 0 ⊆ P 3 as in Example 6.2 locally analytically near P . Further assume that X is the special fiber of a smoothing family Ξ that itself is smooth. We would like to see whether we may resolve the singular point P ∈ X and still stay within our moduli problem, i.e., that K would remain ample. For this purpose we may assume that P is the only singular point of X.
Let Υ → Ξ be the blowing up of P ∈ Ξ and let X denote the proper transform of X. Then Υ 0 = X ∪ E where E ≃ P 2 is the exceptional divisor of the blow up. Clearly, σ : X → X is the blow up of P on X, so it is a smooth surface and X ∩ E is isomorphic to the degree d curve over which X is locally amalytically a cone.
We would like to determine the condition on d that ensures that the canonical divisor of Υ 0 is still ample. According to (6.3.2) this means that we need that K E + X E and K e X + E e X be ample. 3) . This is ample if and only if d > 3.
As this computation is local near P the only relevant issue about the ampleness of K e X + E e X is whether it is ample in a neighbourhood of E X : = E e X . By the next claim this is equivalent to asking when (K e X + E X ) · E X is positive. Claim. Let Z be a smooth projective surface with non-negative Kodaira dimension and Γ ⊂ Z an effective divisor. If (K Z + Γ) · C > 0 for every proper curve C ⊂ Z, then K Z + Γ is ample.
Proof. By the assumption on the Kodaira dimension there exists an m > 0 such that mK Z is effective, hence so is m(K Z + Γ). Then by the assumption on the intersection number, (K Z + Γ) 2 > 0, so the statement follows by the Nakai-Moishezon criterium. Now, observe that by the adjunction formula
as E X is isomorphic to a plane curve of degree d. Again, we obtain the same condition as above and thus conclude that K Υ0 maybe ample only if d > 3.
For our moduli funtor this means that we have to allow cone singularities over curves of degree d ≤ 3. The singularity we obtain for d = 2 is a rational double point, but the singularity for d = 3 is not even rational. This does not fit any of the earlier classes we discussed.
6.E. Log canonical singularities
Let us investigate the previous situation under more general assumptions. COMPUTATION 6.4. Let D = r i=0 λ i D i be a divisor with only normal crossing singularities (in some ambient variety) such that λ 0 = 1. Using the adjunction formula shows that in this situation (6.3.1) remains true even if the D i are not hypersurfaces in P n : (6.4.1)
Let f : Ξ → B a projective family with dim B = 1, Ξ smooth and K Ξ b ample for all b ∈ B. Further let X = Ξ b0 for some b 0 ∈ B a singular fiber and let σ : Υ → Ξ be an embedded resolution of X ⊆ Ξ. Finally let Y = σ * X = X + r i=1 λ i F i where X is the proper transform of X and F i are exceptional divisors for σ. We are interested in finding conditions that are necessary for K Y to remain ample.
Let E i : = F i e X be the exceptional divisors for σ : X → X and for the simplicity of computation, assume that the E i are irreducible. For K Y to be ample we need that K Y e X as well as K Y Fi for all i are all ample. Clearly, the important one of these for our purposes is K Y e X for which by (6.4.1) we have that
As usual, we may write K e X = σ * K X + r i=1 a i E i , so we are looking for conditions to guarantee that σ * K X + (a i + λ i )E i be ample. In particular, its restriction to any of the E i has to be ample. To further simplify our computation let us assume that dim X = 2. Then the condition that we want satisfied is that for all j,
Choose a j such that E j ⊆ supp E + . Then E − · E j ≥ 0 since E j ⊆ E − and (6.4.2) implies that (E + − E − ) · E j > 0. These together imply that E + · E j > 0 and then that E 2 + > 0. However, the E i are exceptional divisors of a birational morphism, so their intersection matrix, (E i · E j ) is negative definite.
The only way this can happen is if E + = 0. In other words, a i + λ i < 0 for all i. However, the λ i are positive integers, so this implies that K Y may remain ample only if a i < −1 for all i = 1, . . . , r.
The definition of a log canonical singularity is the exact opposite of this condition. It requires that X be normal and admit a resolution of singularities, say Y → X, such that all the a i ≥ −1. This means that the above argument shows that we may stand a fighting chance if we resolve singularities that are worse than log canonical, but have no hope to do so with log canonical singularities. In other words, this is another class of singularities that we have to allow. Actually, the class of singularities we obtained for the cones in the previous subsection belong to this class. In fact, all the normal singularities that we have considered so far belong to this class.
The good news is that by now we have covered pretty much all the ways that something can go wrong and found the class of singularities we must allow. Since we have already found that we have to deal with some non-normal singularities and in fact in this example we have not really needed that X be normal, we conclude that we will have to allow the non-normal cousins of log canonical singularities. These are called semi-log canonical singularities and the reader can find their definition in the next subsection.
6.F. Semi-log canonical singularities
As a warm-up, let us first define the normal and more traditional singularities that are relevant in the Minimal Model Program. DEFINITION 6.5. A normal variety X is called Q-Gorenstein if K X is Q-Cartier, i.e., some integer multiple of K X is a Cartier divisor. Let X be a Q-Gorenstein variety and f : X → X a good resolution of singularities with exceptional divisor E = ∪E i . Express the canonical divisor of X in terms of K X and the exceptional divisors: 
The corresponding definitions for non-normal varieties are somewhat more cumbersome. I include them here for completeness, but the reader should feel free to skip them and assume that for instance "semi-log canonical" means something that can be reasonably considered a non-normal version of log canonical. These definitions will not be used in this article. DEFINITION 6.6. Let X be a scheme of dimension n and x ∈ X a closed point. (6.6.1) x ∈ X is a double normal crossing if it is locally analytically (or formally) isomorphic to the singularity
(6.6.2) x ∈ X is a pinch point if it is locally analytically (or formally) isomorphic to the singularity 0 ∈ (x 2 0 = x 1 x 2 2 ) ⊆ 0 ∈ A n+1 . (6.6.3) X is semi-smooth if all closed points of X are either smooth, or a double normal crossing, or a pinch point. In this case, unless X is smooth, D X : = Sing X ⊆ X is a smooth (n − 1)-fold. If ν : X → X is its normalization, then X is smooth and D X : = ν −1 (D X ) → D X is a double cover ramified along the pinch locus.
is an isomorphism. Let E denote the exceptional divisor (i.e., the codimension 1 part of the exceptional set, not necessarily the whole exceptional set) of f . Then f is a good semiresolution if E ∪ D Y is a divisor with global normal crossings on Y . (6.6.5) X has semi-log canonical (resp. semi-log terminal) singularities if (a) X is reduced, (b) X is S 2 , (c) K X is Q-Cartier, and (d) there exist a good semi-resolution of singularities f : X → X with exceptional divisor E = ∪E i , and we write K e X ≡ f * K X + a i E i with a i ∈ Q, then a i ≥ −1 (resp. a i > −1) for all i. REMARK 6.6.6. Note that a semi-smooth scheme has at worst hypersurface singularities, so in particular it is Gorenstein. This implies that a semi-log canonical variety is Gorenstein in codimension 1. REMARK 6.6.7. In the definition of a semi-resolution, one could choose to require that the exceptional set be a divisor. This leads to slightly different notions and at the time of the writing of this article it has not been settled whether either of the definitions and the notions of singularities they lead to are unnecassary. For more on singularities related to semi-resolutions see [KSB88] and [Kol92] .
We are now ready to update our definition of "nice" to its final form cf. (2.10). DEFINITION 6.7. Let X be nice if X is semi-log canonical, projective and ω X is an ample Q-line bundle.
FAMILIES AND MODULI FUNCTORS
A very important issue in considering higher dimensional moduli problems is that, as opposed to the case of curves, when studying families of higher dimensional varieties one must put conditions on the admissible families that restrict the kind of families and not only the kind of fibers that are allowed. This is perhaps better understood through an example of bad behaviour.
7.A. An important example
SETUP:
• Let R ⊆ P 4 be a quartic rational normal curve, i.e., the image of the embedding of P 1 into P 4 by the global sections of O P 1 (4). For example take
• Let T ⊆ P 5 be a quartic rational scroll, i.e., the image of the embedding of P 1 × P 1 into P 5 by the global sections of O P 1 ×P 1 (1, 2). Let f 1 and f 2 denote the divisor classes of the two rulings on T . For example take
• Let C R ⊆ P 5 be the projectivized cone over R in P 5 and C T ⊆ P 6 the projectivized cone over T in P 6 . For the above choices, these are represented by
• Let V ⊆ P 5 be a Veronese surface, i.e., the image of the Veronese embedding; the embedding of P 2 into P 5 by the global sections of O P 2 (2). For example take
Another possible parametrization is obtained when the Veronese embedding is combined with the 4-to-1 endomorphism of P 2 , [u : v : w] → [u 2 : v 2 : w 2 ]:
• Let W ⊆ P 5 × P 1 be the following quasi-projective threefold:
OBSERVATIONS: • V is a smoothing of C R . Indeed, the second projection of P 5 × P 1 exhibits W as a family of surfaces W → P 1 . Both C R and V appear as members of this family. For λ = 0, 1 ∈ A 1 ; W 0 ≃ C R and W 1 ≃ V . • R is a hyperplane section of T . Indeed let H ⊆ P 5 be a general hyperplane. Then C : = H ∩ T is a smooth curve such that C ∼ T f 1 + 2f 2 . Then by the adjunction formula
. Therefore C is a quartic rational curve in H ≃ P 4 , and thus it may be identified with R. • T is also a smoothing of C R . Indeed, both T and C R are hyperplane sections of C T .
The latter statement follows from the previous observation.
ANALYSIS:
• It is relatively easy, and thus left to the reader, to compute that C R has log terminal singularities. In particular, this type of singularity is among those we have to be able to handle.
• The problem this example points to is that if we allow arbitrary families, then we may get unwanted results. For example, using the families derived from C T and W would mean that T ≃ P 1 × P 1 and V ≃ P 2 should be considered to have the same deformation type. However, there are obviously no smooth families that they both belong to, they are topologically very different. For instance, K 2 T = 8 while K 2 V = 9. • The crux of the matter is that C T is not Q-Gorenstein and consequently the family obtained from it is not a Q-Gorenstein family. This is actually an important point: the members of the family are Q-Gorenstein surfaces, but the relative canonical bundle of the family is not Q-Cartier. In particular, the canonical divisors of the members of the family are not consistent. • The family obtained from W is Q-Gorenstein and consequently ensures that the canonical divisors of the members of the family are similar to some extent. Among other things this implies that K 2 CR = 9. One may also use the parametrization of C R given above to verify this fact independently. It is interesting to note that K CR is Q-Cartier, but not Cartier even though its self-intersection number is an integer.
7.B. Q-Gorenstein families
We have seen that we have to extend the definition of the moduli functor (see (3.3)) to allow (some) singular varieties. WARNING. Here we are entering a somewhat uncharted territory. Some of the notions and conditions are still evolving. It has not crystallized yet what are the "right" or optimal conditions to assume. Accordingly, on occasion, we may assume too much or too little. This section is intended to give a peak into the forefront of the research that is conducted in this area.
The previous example shows that it is not enough to restrict the kind of members of the families we allow but we have to restrict the kind of families we allow as well. DEFINITION 7.1. Let k be an algebraically closed field of characteristic 0 and Sch k the category of k-schemes. We define M wst : Sch k → Sets, the moduli functor of weakly stable canonically polarized Q-Gorenstein varieties, the following way. REMARK 7.1.1. Note that it is not obvious from the definition that this is indeed a functor. However, this functor (if it is a functor) is actually not yet the one we are interested in. We will use this to define others. The fact that those others are indeed functors follows from Lemma 7.3.
As mentioned above, this functor is not yet the right one. There are two additional conditions to which we have to pay attention. The first is to keep track of the Hilbert polynomials of the polarizations. This is straightforward, although somewhat different from the smooth case in that now we have to also keep track of what power of the Q-line bundle we consider giving the polarization. This is done as follows. 
X/B and ω
[N ]
XT /T are reflexive, so since they are isomorphic on α −1 X U , they are isomorphic on X T .
However, this may not be enough to encode the main topological properties of the fibers. As a solution, Kollár suggests to require more. 
The important difference between this condition and the situation in the previous lemma is that this condition requires that the restriction of all reflexive powers commute with base change, not only those that are line bundles.
It is relatively easy to see using the same argument as in the proof of (7.3) that this condition is equivalent to the requirement that the restriction of all reflexive powers to the fibers be reflexive themselves. Now we are ready to define the "right" moduli functor. 
The difference between the moduli functors M wst,[N ]
h is very subtle. They parametrize the same objects and as long as one restricts to Gorenstein varieties, they allow the same families. This means that if one is only interested in the compactification of the coarse moduli space of M smooth h , then the difference between these two moduli functors does not matter as they lead to the same reduced scheme. The difference may only show up in their scheme structure. However, the usefulness of a moduli space is closely related to its "right" scheme structure, so it is important to find that.
A somewhat troubling point is that we do not actually know for a fact that these two moduli functors are really different in characteristic 0. In other words, we do not know an example of a family that belongs to M wst,[N ] h , but not to M [N ] h . The following example of Kollár shows that these functors are different in characteristic p > 0, but there is no similar example known in characteristic 0. EXAMPLE 7.6 : KOLLÁR'S EXAMPLE (UNPUBLISHED). Note that the first part of the discussion (7.6.1) works in arbitrary characteristic. It shows that a family with the required properties belongs to M wst,[N ] h , but not to M [N ] h . In the second part (7.6.2) it is shown that in characteristic p > 0 a family satisfying another set of properties also has the ones required in (7.6.1). Finally, it is easy to see that the example in § §7.A admits these later properties, so we do indeed have an explicit example for this behaviour.
(7.6.1) Suppose that g : Y → B is a family of canonically polarized Q-Gorenstein varieties (with only semi-log canonical singularities) and assume that B = Spec R with R = (R, m) a DVR. Let B n = Spec R n where R n : = R m n and consider the restriction of the family g over B n , g n : Y n = Y × B B n → B n . Finally assume that ω Yn/Bn is Q-Cartier of index r n for all n but r n → ∞ as n → ∞ (recall that the index means the smallest integer m such that the m th reflexive power is a line bundle). Note that by Lemma 7.3 this implies that ω Y /B cannot be Q-Cartier.
We claim that g n is a weakly stable family of canonically polarized Q-Gorenstein varieties of index r n (Definition 7.1), but it does not satisfy Kollár's condition (Definition 7.4) for all but possibly a finite number of n.
The first part of the claim is obvious from the assumptions. For the second part consider the following argument. If g n satisfied Kollár's condition, then for any m < n the restriction of ω
[rm]
Yn/Bn to Y m (hence to Y 1 ) would be a line bundle implying, via Nakayama's lemma, that ω
Yn/Bn itself is a line bundle. That however would further imply that r n ≤ r m , but since r n → ∞ as n → ∞, this can only happen for a finite number of n's.
(7.6.2) Next we will show (following Kollár) that a family such as in (7.6.1) does exist in characteristic p > 0. It is currently not known whether such an example exists in characteristic 0.
As above, let g : Y → B be a family of canonically polarized Q-Gorenstein varieties with only log canonical singularities, such that B = Spec R with R = (R, m) a DVR. Assume that g, Y , and B are defined above a field k of characteristic p > 0. Let B n = Spec R n where R n : = R m n and consider the restriction of the family g over B n , g n : Y n = Y × B B n → B n . For a concrete example one may consider the smoothing of C R to T via C T (reduced over k[x] (x) ) from the example in § §7.A.
Claim. ω Yn/Bn is Q-Cartier. Proof. The question is local on Y , so we may assume that Y n is a local scheme. In particular, we will assume that all line bundles on Y 1 are trivial. Let ι n : U n = (Y n \ Sing Y n ) ֒→ Y n .
By assumption, Y n is normal (R 1 and S 2 ) for all n, so
Yn/Bn ≃ (ι n ) * ω ⊗m Un/Bn for all m.
Next, consider the restriction maps to the special fiber of the family from all the infinitesimal thickenings:
̺ n : Pic U n → Pic U 1 .
The key observation is the following: the kernel of this map is a (p-power) torsion group (cf. [Har77, Ex.III.4.6]). In other words, any line bundle on U n whose restriction to U 1 is trivial extends to a Q-Cartier divisor on Y n . Recall that by assumption, ω Y1/B1 = ω Y1 is Q-Cartier (of index r 1 ), in particular ω
is trivial. Therefore, ̺ n (ω ⊗r1 Un/Bn ) = ω ⊗r1 Un/Bn U1 ≃ ω ⊗r1
U1/B1
is also trivial. Consequently, ω ⊗r1 Un/Bn ∈ ker ̺ n .
Recall that this a torsion group, so there exists an m n ∈ N such that ω ⊗r1
Un/Bn ⊗mn is trivial. That however, implies that then so is
Yn/Bn ≃ (ι n ) * ω
We conclude that ω Yn/Bn is indeed Q-Cartier.
It is left for the reader to prove that if ω Y /B is not Q-Cartier, then the index of ω Yn/Bn has to tend to infinity. It is easy to check that this happens in the case of C T considered as a non-Q-Gorenstein smoothing of C R as above. REMARK 7.7. The previous example also shows an important aspect of why Kollár's condition is useful. Let Z be a canonically polarized Q-Gorenstein variety of index m with only semi-log canonical singularities. If we want to find a moduli space where Z appears, we may choose the moduli functor M wst,[a·m] h for any a ∈ N (where h is the Hilbert polynomial of ω ). The previous example shows that the scheme structure of the corresponding moduli space will depend on which a we choose. As a grows, the moduli scheme gets thicker. Consequently, there is not a unique moduli scheme where Z would naturally belong to. This does not happen for the functor M [a·m] h because Kollár's condition makes sure that the choice of a makes no difference.
7.C. Projective moduli schemes
With the definition of M [N ] h we have reached the moduli functor that should be the right one. This functor accounts for all canonical models, even a little bit more, as well as all degenerations of smooth canonical models.
The natural next step would be to state the equivalent of Theorem 5.16 for M [N ] h . However, we can't quite do that exactly.
Boundedness was proven for moduli of surfaces (i.e., deg h = 2) in [Ale94] (cf. [AM04]) A more general result was obtained in [Kar00] assuming that certain conjectures from the Minimal Model Program were true. Fortunately these conjectures have been recently proven in [HM07, BCHM06] , so this piece of the puzzle is in place.
Separatedness follows from [KSB88] and [Kaw05] . Projectivity follows from [Kol90] . has not yet appeared in print and thus I will not formulate it as a theorem here.
7.D. Moduli of pairs and other generalizations
As it has become clear in higher dimensional geometry in recent years, the "right" formulation of (higher dimensional) problems deals with pairs, or log varieties (cf. [Kol97b] ). Accordingly, one would like to have a moduli theory of log varieties. In fact, one would like to go through this entire article and replace all objects with log varieties, canonical models with log canonical models, etc.
However, this is not as straightforward as it may appear at the first sight and the formulation of the moduli functor itself is not entirely obvious. Nonetheless, work is being done in this area and perhaps by the time these words appear in print, there will be concrete results to speak of about log varieties.
There are many related results I did not have the chance to mention in detail. Here is a somewhat random sample of those results: Valery Alexeev has been particularly prolific and the interested reader should take a look at his results, a good chunk of which is joint work with Michel Brion: [Ale96, Ale02, Ale01, AB04a, AB04b, AB05 ]. Paul Hacking solved the long standing problem of compactifying the moduli space of plane curves in a geometrically meaningful way [Hac04] . Hacking jointly with Keel and Tevelev has done the same for the moduli space of hyperplane arrangements [HKT06] and Del Pezzo surfaces [HKT07] .
