With the development of information technology, there exists a large amount of multi-media data in our lives; the data is heterogeneous with low-level features while consistent with semantic information. Traditional mono-media retrieval can't cross the heterogeneous gap of multi-media data, and cross-media retrieval is arousing many researchers' interests. In this paper, we propose a two-stage semantic matching for cross-media retrieval based on support vector machines (called TSMCR). Our approach uses a combination of testing images' predictive labels and testing texts' predictive labels as the next training labels. It makes full use of semantic information of both training samples and testing samples, and the experimental results on four state-of-the-art datasets show that the TSMCR algorithm is effective.
Introduction
With the development of science and technology, the network information has been explosively growing, and the new media forms emerge in an endless stream. In general, multimodal data is similar to expression but in the form of different modalities, different sources, and different backgrounds. Multimodal data usually have the characteristics of cross-modal, cross-source, and cross-space [5] . Cross-modal refers to the common expression of a concept or event by various types of organization of data, such as texts and images. For example, the symbiotic texts and images that exist on the same page carry similar semantic information in cross-media retrieval. Cross-source refers to the source of data is different, but the meaning of the expression is similar. For example, news reports that express a same event can come from two different portals from Sina and Sohu. Cross-space refers to the leap between the information space and the physical world. The picture of a tiger can be described with two different feature sets to form two isomeric feature spaces [11] .
There are a motley variety of approaches to achieve information, not only from the original newspapers, radio, television and other traditional media, but also from WeChat, micro-blog, blogs, news websites and other Internet media. In addition, the entity of information content has also changed a lot; it has gradually changed from single media to cross-media. When users browse the Internet web pages, they often notice that a news text is equipped with corresponding news photos or videos. That is to say, a variety of media forms complement each other to describe a common event or a goal. However, traditional media processing methods are no longer suitable for dealing with such complex information entities. New methods and new means need to be studied to cater to people's information retrieval needs. As a new way of media retrieval, cross-media retrieval [22] has attracted more and more researchers' attention.
Currently, the correlation modeling among multi-modal media data still faces some challenges. The research objects of cross-media retrieval are various types of organization of multimedia data. In low-level features, the data is heterogeneous. But in semantic, the date is related. The multimedia data have complex structures, so there are most changeful organizational forms and association structures between distinguished types of data. Multimedia data such as images and videos are semi-structured or unstructured. It is difficult for computer to understand high-level semantics accurately based on the underlying visual or auditory features.
In this paper, we propose a two-stage semantic matching for cross-media retrieval. This method is supported by support vector machines (called TSMCR), which integrates Semi-supervised [12, 23] , support vector machines (SVM) [2, 16] and semantic matching [17, 28] . Firstly, we use the training samples of texts and images with their labels to train two independent support vector machines. Then, we input the testing samples of texts and images to the two trained SVMs and obtain their predict labels and use the jointly representation of them as the labels of testing sample. Secondly, we use the testing samples of texts and images with their labels to train two new SVMs, and regard the outputs of the SVMs as the common semantic space of texts and images to conduct cross-media retrieval. What's more, our method greatly uses semantic information, and compared with other methods, it's effective.
The main works of our article are as follows: (1) We propose an efficient and concise cross-media retrieval algorithm called TSMCR, which utilizes a combination of testing images' predictive labels and testing texts' predictive labels as the next training labels, and greatly improves the accuracy of cross-media retrieval. (2) Our two-stage method: once the first training stage has trained the model, when a testing sample is arrived, it is only necessary to retrain the testing samples. The complexity of time is greatly reduced. (3) We carried out the experiments of TSMCR compared with some well-known methods on four frequently used datasets: Wikipedia dataset, Pascal-CNN dataset, NUS-WIDE dataset, Wikipedia-CNN dataset. The experimental results verify its effectiveness.
Related Work
Recently, cross-media retrieval has universally appeared in pattern recognition, image retrieval, and biological information and so on. Nowadays, a series of cross-media learning methods have been put forward by researchers at home and abroad to explore potential relationships between multimodal data, in order to increase the accuracy rate of cross media learning. According to whether training data have class labels, we divide existing cross-media methods into supervised, unsupervised and semi-supervised learning.
Supervised learning is the most classic method of cross-media retrieval and is widely used. It can effectively use the label information of training samples, thus greatly improving the accuracy of cross-media retrieval. However, most of the images and texts in real life do not have labeled information. The cost of manually tagging the semantics is too high. Supervised learning method cannot deal with these problems effectively. Rasiwasia et al. [13] proposed Semantic Correlation Matching (SCM), which combines Canonical Correlation Analysis (CCA) [20, 3, 18] and Semantic Matching(SM). It projects texts and images to a semantic space learned using CCA representation from their own natural spaces. Sharma et al. [14] propose Generalized Multiview Linear Discriminant Analysis (GMLDA), which is the extension of Linear Discriminant Analysis (LDA) [15] and Generalized Multiview Marginal Fisher Analysis (GMMFA), which is the development of Marginal Fisher Analysis (MFA) [21] .
Unsupervised learning uses unlabeled data and relatively has low accuracy. Hardoon et al. [9] presented a general method of using Kernel Canonical Correlation Analysis (KCCA) [27] to learn semantic description between the web pages and related text. Besides KCCA, Partial Least Squares (PLS) [10, 30] and Bilinear Model (BLM) [25, 8] , there are some other unsupervised methods for the cross-media problem.
In traditional machine learning area, there are two commonly used learning algorithms: supervised learning and unsupervised learning. Neither of them is suitable for dealing with the situation where there are few labeled data and a great number of unlabeled data. Semi-supervised learning algorithms, which consider both labeled and unlabeled data, can improve learning effectiveness significantly. Liang Zhang et al. [29] proposed Generalized Semi-supervised Structured Subspace Learning (GSS-SL), which firstly adds some relevant labels for unlabeled data, then takes advantage of the semantic information that the class labels reflect. Xiaohua Zhai et al. [26] proposed a semi-supervised learning algorithm called joint representation learning (JRL), which can consider not only the paired samples but also the semantic information.
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Support Vector Machines
Nowadays, the support vector machines method has made breakthroughs in their theoretical research and algorithm implementation, and are essentially different from the traditional methods. The performance of traditional statistical methods is guaranteed theoretically only when the number of samples tends to infinity. Support vector machine (SVM) is a small method of sample learning, which can achieve good generalization ability when training samples are small, especially for dealing with nonlinear classification and nonlinear regression problems. In addition, the amount of calculation of support vector method is almost independent of the dimension of the sample vector, which avoids the "dimension disaster" in some sense. For the classification of a small number of samples, the support vector machine has the advantages of less adjustment parameters and faster operation speed. It is not hard to see that the bigger the interval between the two supporting planes, the better the separation effect of the corresponding classification hyperplane. Based on the above idea, we can get the following linear separable SVM optimization model: 
Support vector machine can be divided into two algorithms: classification algorithms and regression algorithms. Traditional support vector machines also expose some shortcomings in practical applications such as large amount of computation, slow speed, strong parameter selection and experience, and cannot well solve multiple classification problems.
The speed problem restricts the application of SVM to a large extent, and becomes the bottleneck of the support vector machine approach into the large-scale practical stage. The main reason for the slow training of support vector machines is that a lot of quadratic programming calculations have been put forward during the training process. These calculations have high complexity and long time consuming. The main reason for the slow classification is that there is a lot of support vectors involved in the calculation in the classification process. In order to solve the problems of support vector machine, many experts and scholars have made a lot of improvements and creative works on support vector machine classification algorithms and regression algorithms through years of efforts. v -Support Vector Regression ( v -SVR) is a more effective support vector regression machine method. 
 -Support Vector
The dual is:
where ( , ) ( ) ( )
The approximate function is:
In this paper, we use a more advanced support vector regression algorithm: v -Support Vector Regression ( v -SVR).
The primal form is: 
and the dual is
In this paper, we consider / C C l  ; we can solve the dual problem, as shown below:
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The decision function can be gained:
A Two-Stage Cross-media Semantic Matching
Our algorithm is divided into 2 stages. first, train two independent support vector machines (SVM) with training texts, training images and their corresponding labels. Then, we input the testing samples of texts and images to the two trained SVMs and obtain their predict labels and use the jointly representation of them as the labels of testing sample. Second, train two new SVMs with testing texts, testing images and their corresponding labels, and regard the outputs of the SVMs as the common semantic space of texts and images to conduct cross-media retrieval. Our method gets the highest MAP scores for all the cross-media retrieval tasks. The reason is that the integration of the predictive labels for the testing images and testing texts can promote each other and thus effectively improve the retrieval accuracy. It makes full use of semantic information of both training samples and testing samples, it's simple but effective. Input Ty to trained SVM and obtain its predictive labels labelT. 3. labelte = labelT -labelI 4. Use Iy and labelte to retrain the SVM of images.
Input Iy to trained SVM and obtain its predictive labels SI. 5. Use Ty and labelte to retrain the SVM of texts.
Input Ty to trained SVM and obtain its predictive labels ST.
Experiments
We brought out a series of experiments of TSMCR and the compared methods to testify the availability of the TSMCR for the tasks of cross-media retrieval, including text query image task (T2I) and image query text task (I2T). We test all the methods on four datasets: Wikipedia dataset [13] , NUS-WIDE dataset [4] , Wikipedia dataset with CNN features [6] , and Pascal dataset with CNN features [7] .
Experimental Datasets
Wikipedia dataset: This dataset contains 2,173 training image-text pairs and 693 testing image-text image-text pairs belonging to 10 categories. In this dataset, Latent Dirichlet Allocation (LDA) method is used to extracted low-level features of texts while Scale Invariant Feature Transformation (SIFT) is used to extracted 128-dimensional features for images [15] .
NUS-WIDE dataset:
This dataset consists of 40834/27159 (training/testing) image-tag pairs. We conduct our experiments in 10 categories with maximum number of samples from all the 81 semantic categories. In this dataset, the lowlevel features of texts are 1000-dimensional tag feature vectors while images are 500-dimensional SIFT features.
Wikipedia-CNN dataset:
Similar to the first dataset, it has 2866 image-text pairs, and they are divided into 10 semantic classes. CNN extracts 4096 dimensional visual features and LDA extracts 100 dimensional textual features [15] .
Pascal-CNN dataset:
It has 600/400 (training/testing) image-text pairs and they are divided into 20 semantic classes. CNN extracts 4096 dimensional visual features and LDA extracts 100 dimensional textual features too [14] .
Compared Methods and Evaluation Metric
Our TSMCR algorithm is compared with six different well-known methods.
CCA (Canonical Correlation Analysis): CCA with the help of the concept of principal component analysis (PCA). It uses each set of variables as a whole research object rather than internal analysis of each group of variables. It is the most classic cross-media retrieval method. SCM (Semantic correlation matching): It is a simple combination of the CCA algorithm and the SM algorithm. First, SCM uses CCA algorithm to project the texts and images to the related subspace. Then, the related subspace is mapped to the same semantic subspace with the SM algorithm, and the subsequent processing is the same as the SM algorithm [13] .
CCA-3V (Three-view CCA) [7] : By introducing the third kind of high-level semantic information, texts and images with the same semantics have good aggregation in the isomorphic space.
GMLDA (Generalized Multiview Linear Discriminant Analysis) which is the extension of LDA (Linear Discriminant Analysis) and GMMFA (Generalized Multiview Marginal Fisher Analysis) which is the development of MFA (Marginal Fisher Analysis) [15] .
MDCR (Modality-dependent cross-media retrieval) [19] : It belongs to Task-specific Cross-modal Retrieval (TSCR). In other words, it uses different mapping mechanisms for different cross-media retrieval tasks.
There are multiple assessing criteria to measure the efficiency of cross-media retrieval. In this paper, the Mean Average Precision (MAP) and Precision-Recall (PR) are used to assess the efficiency of our method and other methods. The experimental results of I2T, T2I and their average retrieval scores on Wikipedia dataset and NUS-WIDE dataset are expressed in Table 1 . We can see clearly that TSMCR achieves superior performance. The reason why our method has the best results is that it utilizes a combination of testing images' predictive labels and testing texts' predictive labels as the next training labels, which makes the semantic information more accurate. Because CCA is an unsupervised learning method, it achieves the worst performance on Wikipedia dataset. GMLDA and GMMFA focus on the semantic information, so they get better results than CCA on Wikipedia dataset [15, 21] . The MAP value of our method is 6%, 1.6%, 3.9% higher than that of MDCR for text query image task, image query text task and average scores on Wikipedia respectively.
Experimental Results
Results on the Wikipedia dataset and NUS-WIDE dataset
On NUS-WIDE, the MAP value of our method is far higher compared with the previous and well-known methods. It is about 14.8%, 14.6%, 14.8% higher than that of MDCR for text query image task [19] , image query text task and average scores. The reason is that the integration of the predictive labels for the testing images and testing texts can promote each other. Our approach considers both labeled and unlabeled data, and can improve learning effectiveness significantly.
In addition, we can see that great majority methods get higher MAP value on the NUS-WIDE dataset than that of Wikipedia dataset. The reason is that the feature extraction method of the former is better than the latter, and it can effectively enhance the MAP value of cross-media retrieval. NUS-WIDE dataset is one of large-scale datasets that is used to measure the efficiency of cross-media retrieval; many other works also used this dataset to assess the efficiency of the methods.
Results on the Wikipedia-CNN dataset and pascal-CNN dataset
The PR curves for all of retrieval tasks on Wikipedia-CNN dataset and Pascal-CNN dataset can be found in Figure 1 . TSMCR method has the best results for I2T and T2I task on Wikipedia-CNN dataset. It also gets better results on Pascal-CNN dataset. Furthermore, the MAP for I2T, T2I and the average retrieving efficiency for every class on Wikipedia-CNN dataset is shown in Figure 2 and Pascal-CNN dataset is shown in Figure 3 . It can be found that our method has better performance compared with other methods in nearly the whole classes. In particular, it has obvious advantages over the fifth to seventh classes. Our method also achieves better results on Pascal-CNN dataset; it gains obvious advantages in the tenth, twelfth, thirteenth, and seventeenth class.
It shows the results of image retrieving text, and the top five images corresponding to texts are shown in the top of Figure 4 . For convenience, we use the images corresponding to the texts to represent the texts. The samples are selected from "biology" category. For the example of text query image, the query text is about singer from "music". All of retrieved images by TSMCR come from "music" category. It also shows that TSMCR has good results in all the cross-media retrieval tasks.
Conclusions
In this paper, we proposes a two-stage semantic matching algorithm called TSMCR, which utilizes a combination of testing images' predictive labels and testing texts' predictive labels as the next training labels, and greatly improves the accuracy of cross-media retrieval. It cleverly uses label information of semantic information of both training samples and testing samples. We measure the performance of our method on Wikipedia dataset, NUS-WIDE dataset, Wikipedia dataset with CNN features and Pascal dataset with CNN features. The experimental results validate its effectiveness compared with some well-known algorithms on the Mean Average Precision.
