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Abstract
It is shown that the problem of detecting a maximum embedded network in a linear program
is related to balancing of subgraphs of signed graphs. This approach leads to a simple e3cient
heuristic to extract an embedded network. The proposed heuristic also determines whether a
given linear program is a (re4ected) network itself. Some complexity results are obtained and
computational results are also reported.
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1. Introduction, terminology and notation
Large-scale linear programming (LP) models which arise in applications usually
have sparse coe3cient matrices with special structure. If a special structure can be
recognized, it can often be used to considerably speed up the process of solving the
LP problem. A well-known family of such special structures is networks; a number
of heuristics to extract (re4ected) networks in LP problems have been developed and
analyzed, see, e.g., [1,3,4,6,7,10,15] (a formal de?nition of a re4ected network is given
below). From the computational point of view, it is worthwhile extracting a re4ected
network only if the LP problem under consideration contains a relatively large re4ected
network.
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In this paper, we consider a new approach based on application of signed graphs
to detect re4ected networks. We show that the problem of detecting a re4ected net-
work structure in an LP problem can be transformed into the problem of ?nding an
independent set in some signed graph. This approach leads to a simple algorithm to
?nd re4ected networks embedded within LP problems that, unlike most known methods
utilizing only row re4ection, determines whether a given LP problem is a re4ected net-
work problem. (We are aware only of one other method having this important property:
the method in [15].) Our computational experiments show that our algorithm performs
well for many practical LP problems, which contain relatively large embedded re4ected
networks. The algorithm is time e3cient which is of importance as the extraction of
a re4ected network is only part of the whole costly process of solving a large-scale
LP problem. Our computational experiments show that the new method is a promis-
ing approach that deserves further computational investigation of itself as well as its
modi?cations.
We consider an LP problem in the standard form stated as
Minimize {pTx; subject to Ax = b; x¿ 0}:
LP problems have a number of equivalent, in a sense, forms that can be obtained from
each other by various operations. Often scaling operations, that is multiplications of
rows and columns of the matrix A of constraints by non-zero constants, are applied,
see, e.g., [1,4,7,10]. In the sequel, we assume that certain scaling operations on A have
been carried out and will not be applied again apart from row re4ections de?ned below.
A matrix B is a network (matrix) if B is a (0;±1)-matrix (that is, entries of B
belong to the set {1; 0;−1}) and every column of B has at most one entry equal to 1
and at most one entry equal to −1. The operation of re@ection of a row of a matrix
B changes the signs of all non-zero entries of this row. A matrix B is a re@ected
network (matrix) if there is a sequence of row re4ections that transforms B into a
network matrix. The problem of detecting a maximum embedded re@ected network
(DMERN) is to ?nd the maximum number of rows that form a submatrix B of A such
that B is a re4ected network. This number is denoted by (A). The DMERN problem
is known to be NP-hard [2].
In the rest of this paper, we assume, for simplicity, that A is a (0;±1)-matrix itself
(since all rows containing entries not from the set {−1; 0;+1} cannot be part of a
re4ected network). For a graph G=(V; E) and W ⊆ V , G[W ] stands for the subgraph
of G induced by W ; LW = V \W .
In this paper, graphs are allowed to have parallel edges, but no loops. A graph G=
(V; E) along with a function s :E → {−;+} is called a signed graph. We assume that
signed graphs have no parallel edges of the same sign. An edge is positive (negative) if
it is assigned plus (minus). Let G=(V; E; s) be a signed graph. For a non-empty subset
W of V , the W -switch of G is the signed graph GW obtained from G by changing the
signs of the edges between W and LW . For a subgraph H of G, (H) is the number
of negative edges of H .
Signed graphs have been studied by many researchers, see, e.g., [11–14,22,23]; some
of these papers implicitly considered connections between signed graphs and matrices,
see, e.g., [14]; a bibliography and glossary on signed graphs are provided in [20,21].
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2. Embedded networks and signed graphs
For a (0;±1)-matrix A = [aik ] with n rows, we construct a signed graph G(A) as
follows: the vertex set of G(A) is {1; 2; : : : ; n}; G(A) has a positive (negative) edge ij
if and only if aik =−ajk = 0 (aik =ajk = 0) for some k. G(A) may have parallel edges
of opposite signs. For a signed graph G = (V; E; s), G− (G+) denotes the subgraph of
G whose vertices are the same as in G and whose edges are the negative (positive)
edges in G. A set I of vertices of a graph H is independent if no two vertices in I
are adjacent; (H) denotes the cardinality of a maximum independent set of vertices
in H , the independence number of H .
The importance of the following parameter can be seen from Theorem 2.1. For a
signed graph G = (V; E; s), de?ne
˜(G) = max{((GW )−): W ⊆ V}:
Theorem 2.1. For a (0;±1)-matrix A, we have (A) = ˜(G(A)).
This theorem follows from the next two lemmas. A signed graph G = (V; E; s) is
balanced if there exists a subset W of V (W may coincide with V ) such that all edges
in the subgraphs of G induced by W and LW are positive and all edges between W and
LW are negative; observe that, in this case, (GW ) = 0. Let (G) be the largest order
of a balanced induced subgraph of G.
Lemma 2.2. For a signed graph G = (V; E; s), (G) = ˜(G).
Proof. Let H = (U; F) be a balanced induced subgraph of G of maximum order, i.e.
|U |= (G). Clearly,
(G) = |U |6max{((GW )−): W ⊆ V}= ˜(G):
Let W ′ be a subset of V and let N be a maximum independent set in (GW
′
)− such
that |N |= ˜(G). Clearly G[N ] is balanced, and, thus, (G)¿ ˜(G).
Lemma 2.3. For a (0;±1)-matrix A, we have (A) = (G(A)).
Proof. Let A be an n × m matrix and let B be a re4ected network submatrix of A
formed by the maximum number of rows, thus B is a (A)×m matrix. Let W be the
indices of rows in B whose re4ection transforms B into a network matrix. Observe
that (G(B)W ) = 0. Hence, G(B) is a balanced induced subgraph of G(A), and, thus,
(A)6 (G(A)).
Let G = G(A) and let G[X ] be a balanced induced subgraph of G of order (G).
This means that there exists W ⊆ X such that (G[X ]W ) = 0. Observe that, if we
apply re4ection to the rows with indices W , then the submatrix of A whose rows have
indices from X transforms into a network matrix. Hence, (A)¿ (G(A)).
Theorem 2.1 allows us to study ˜(G) for signed graphs G rather than (A) for
(0;±1)-matrices A. However, we cannot restrict ourselves to any special class of signed
graphs due to the following fact:
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Theorem 2.4. For a signed graph H , there exists a (0;±1)-matrix A such that G(A)
is isomorphic to H .
Proof. Let {1; 2; : : : ; n} and {e1; : : : ; em} be the vertex set and the edge set, respectively,
of H . Construct an n× 2m-matrix A as follows. For an index j∈{1; : : : ; m}: if ej = ik
has no parallel edge and is positive (negative), then columns 2j− 1 and 2j consist of
zero entries apart from ai;2j = 1, ak;2j =−1 (ai;2j = ak;2j = 1); if ej = ik has a parallel
edge, then columns 2j−1 and 2j consist of zero entries apart from ai;2j=1, ak;2j=−1,
ai;2j−1 = ak;2j−1 = 1. It is easy to check that H = G(A).
We give another proof that the DMERN problem is NP-hard. It is well known that
the problem of computing the independence number of a graph is NP-hard. The last
problem can be polynomially reduced to the DMERN problem as follows. Transform
a graph H into a signed graph H ′ by doubling its edges and assigning opposite signs
to parallel edges. Clearly, (H)= ˜(H ′) and it remains to apply Theorems 2.1 and 2.4
to complete the reduction.
Consider signed graphs G with no parallel edges. When all edges in G are positive,
the problem of computing ˜(G) becomes trivial; the case in which all edges are negative
is treated in the following theorem.
Theorem 2.5. The problem of computing ˜(G) for signed graphs G whose edges are
all negative is NP-hard.
Proof. Let H be a graph and H ′ be a vertex-disjoint copy of H . To obtain the graph
L=L(H) add to H ∪H ′, the disjoint union of H and H ′, all edges between H and H ′.
Assign minus to every edge of L. The theorem follows from the fact that ˜(L)=2(H),
which we now prove.
Let W be a set of vertices in G; let W0 =W ∩ V (H), W1 =W ∩ V (H ′). Observe
that no independent set of (LW )− can have two vertices from H [W0] and H ′[W1] or
from H −W0 and H ′ −W1, while any two vertices taken from G[W ] and G −W are
non-adjacent in (LW )−. Hence,
((LW )−) =max{(H [W0]); (H ′[W1])}
+max{(H −W0); (H ′ −W1)}6 2(H):
Thus, ˜(L)6 2(H). We have ˜(L)¿ 2(H) since ((LV (H))−) = 2(H).
In the construction in the proof of the last theorem, let us add positive edges between
the pairs of non-adjacent vertices in L. We have obtained a signed complete graph K .
Since K is a spanning supergraph of L, ˜(K)6 ˜(L). However, ((KV (H))−)=2(H).
Thus, ˜(K) = 2(H). We have derived the following:
Corollary 2.6. The problem of computing ˜(K) for signed complete graphs K is
NP-hard.
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Now we formulate characterizations of signed graphs H for which there exist re-
4ected network matrices A such that H =G(A). We call such graphs network graphs.
By Theorem 2.1, a signed graph H is a network graph if and only if there exists a
set W of vertices in H such that (HW ) = 0. Clearly, a network graph has no parallel
edges. Hence, in the rest of this section we consider only connected graphs with no
parallel edges. (Disconnected graphs can be treated by studying their components one
by one.)
Lemma 2.7 and Theorem 2.8 are not original results. Still, we provide their proofs
for the sake of completeness and to show some simple yet e3cient ideas used in the
theory of signed graphs; the proof of Lemma 2.7 is useful from an algorithmic point
of view and illustrates the standard proof by switching (e.g., implicit in [13]).
Lemma 2.7. Every signed tree T is a network graph.
Proof. We prove the lemma by induction on the number of edges in T . The lemma
is true when the number of edges is one. Let x be a vertex of T of degree one. By
the induction hypothesis, there is a set W ⊆ V (T )− x such that ((T − x)W ) = 0. In
TW the edge e incident to x is positive or negative. In the ?rst case, let W ′ =W and
the second case, let W ′ =W ∪ {x}. Then, (TW ′) = 0.
The equivalence of (b)–(d) in the following theorem is shown in [22].
Theorem 2.8. For a connected signed graph G with no parallel edges and a spanning
tree T of G, the following assertions are equivalent: (a) G is a network graph; (b) G
is a balanced graph; (c) G does not have a cycle with odd number of negative edges;
(d) if W ⊆ V (G) is such that (TW ) = 0, then (GW ) = 0.
Proof. The equivalence of (a) and (b) is obvious and follows from the de?nitions of
network graphs and balanced signed graphs. By the latter de?nition, (b) implies (c).
By considering the chords of T one by one, we see that (d) follows from (c). Clearly,
(d) and Lemma 2.7 imply (a).
3. Network extraction algorithm
Theorem 2.8 leads to the following algorithm that can be used to extract re4ected
networks embedded in linear programs with matrix A of constraints. As above, we
assume that A is a (0;±1)-matrix.
Algorithm (SGA). Step 1: Construct signed graph G = G(A) = (V; E; s).
Step 2: Find a spanning forest T in G;
Step 3: Using a recursive algorithm based on the proof of Lemma 2.7, compute
W ⊆ V such that (TW ) = 0.
Step 4: Using some algorithm, ?nd a maximal independent set I in the graph (GW )−.
The vertices of I correspond to rows of A that form a network.
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Clearly, if G is a network graph, our algorithm’s output will always be I = V . In
other cases, the output may well depend on the choice of T .
We implemented Step 1 of the algorithm using the following procedure. By s(jk)=0
we mean that G has double edges between j and k.
Step 1 Expanded
Arguments:
A= [aji]: n× m (0;±1)-matrix of constraints;
n: number of rows in A;
m: number of columns in A;
Result:
The signed graph G = (V; E; s).
begin
V := {1; : : : ; n}; E := ∅
for i := 1 to m do
for all pairs (j; k), such that 16 j¡k6 n and aji = 0 and aki = 0 do
if aji = aki then
w := −
else
w := +
end if
if jk ∈ E then
E := E ∪ {jk}; s(jk) := w
else if s(jk) = w then
s(jk) := 0
end if
end for
end for
end
4. Implementation details
Procedure for Step 1 of the algorithm that is described in the previous section is
based on column-wise scan of A. For every column, all pairs of non-zero elements of
the column are considered, and the corresponding edges of the graph are updated ac-
cordingly. The complexity of this procedure depends on the complexity of performing
the following three operations on the graph: insertion of an edge between two uncon-
nected vertices, checking whether there is an edge connecting two vertices j and k, and
adding the second edge between j and k. For e3ciency reasons, our implementation
of the column-wise scan procedure utilizes a single-data structure for representing both
the set of graph edges E and the sign function s as used by the algorithm. This data
structure is an adjacency matrix. It allows for each of the three required operations to
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be carried out in constant time. Clearly, the overall time complexity of our implemen-
tation of the column-wise scan procedure is therefore O(mn2). The adjacency matrix
requires O(n2) memory. Each element of the adjacency matrix can be in one of four
possible states (no edge, positive/negative edge, double edges), and therefore requires
only 2 bits of storage. It is also possible to use the fact that the adjacency matrix is
symmetric. In practical terms this means that, for example, an adjacency matrix repre-
senting a signed graph for a (0;±1)-matrix containing 20,000 constraints can be stored
in 50 megabytes, which is well within the reach of modern PCs.
An alternative procedure, based on row-wise scan of the matrix A, can be used in
place of the above column-wise scan. This procedure considers every pair of vertices
and scans the corresponding pair of rows of A in order to construct the necessary
edge(s) between the two vertices. This procedure requires n2m comparisons, and at most
2n2 edges are added to G. If G is represented by a suitable data structure that allows
e3cient edge insertions, the overall time complexity of the row-wise scan procedure
is O(n2m). Since every potential edge is considered only once, no intermediate data
structures are necessary in order to allow e3ciently ?nding or modifying existing edges.
For most real-world problems the constraint matrix A is sparse. In that case the
performance bounds from the previous two paragraphs may not give a good indication
of relative practical performance of e3cient sparsity-exploiting implementations of the
two algorithms. In practice sparse matrices are usually represented by special data
structures that allow e3cient enumeration of all non-zero elements of a row or a column
in time that is proportional to the number of such elements. Let us assume for simplicity
that every column of A has exactly kc non-zero entries, and that every row of A has
exactly kr non-zeros. Clearly, nkr = mkc = k, where k is the total number of non-zero
elements in A. A distinctive advantage of the column-wise scan procedure is that it is
capable of enumerating all pairs (aji; ali), where 1¡i¡m, 1¡j¡l¡n, such that
both aji and ali are non-zero. Column-wise scan can e3ciently avoid considering pairs
where at least one element is equal to zero (such pairs have no eRect on the resulting
signed graph). Now let us consider the row-wise scan, which needs to ?nd all columns
in which both elements of two given rows are non-zero. In order to perform this, in
the worst case a typical implementation of the row-wise scan may need to enumerate
all non-zeros in each of the two rows. This can amount for up to 2kr (potentially
unnecessary) operations per pair of rows. Thus, for the whole matrix A the number of
such operations can be n(n− 1)kr = (n− 1)k, while the number of edges in the graph
(double edges counted as one) can not exceed kc(kc−1)2 m=
1
2k(
k
m − 1). We have
1
2 k(
k
m − 1)
(n− 1)k 6
k
2m(n− 1) ;
which is typically within 0.005 for larger Netlib problems. (The Netlib problems [9]
form an often used testbed for computational experiments on the topic, see the next
section.) Thus, the column-wise scan procedure can avoid a large number of unnec-
essary operations that may need to be performed by the row-wise scan. The price for
this is the higher cost of the operations that need to be executed for every pair of
non-zero elements as well as the higher memory requirements of the column-wise scan
compared to the row-wise scan. We have implemented and tested both procedures. Our
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estimates show that column-wise scan is generally faster, and our computational tests
(which are not presented in this paper) con?rm this. All timing results presented in
the next section refer to the column-wise scan.
The row-wise scan procedure can be somewhat improved by terminating processing
of a pair of rows once double edges between the corresponding vertices have been
found. In our experience, however, the number of double edges is very small for
Netlib problems. Over 80% of the problems we have tested have no double edges in
the corresponding signed graphs, and for all the remaining problems not more than
0.1% of the row pairs have double edges between the corresponding vertices and thus
do not require full processing. We therefore regard the impact of this improvement as
negligible. We also do not rule out a possibility that a special data structure can be
constructed that will make ?nding pairs of non-zero elements of A by the row-wise
scan more e3cient. However, we consider this as an implementation issue beyond the
scope of this study.
SGA is a fast polynomial algorithm. Using breadth-?rst search or depth-?rst search
(see [8]), T in Step 2 can be readily computed in time O(|E|) for Step 2. The proof of
Lemma 2.7 implies an O(|E|)-time recursive algorithm. We implemented Step 4 using
the degree-greedy algorithm (see [18]): starting from empty S, append to S a vertex
of H =(GW )− of minimum degree, delete this vertex together with its neighbors from
H , and repeat the above procedure till H has no vertex. This algorithm has complexity
of O(|E|) [18].
5. Computational results
We investigated the computational performance of SGA for a number of benchmark
problemswhich are readily available to the scienti?c community. We chosemodels from
Netlib (the models can be downloaded from http://www.netlib.org/lp/data/)
and carried out computational experiments for most of the models. In total, computa-
tional performance was measured on 100 Netlib models of various sizes.
The characteristics of the test problems in terms of the number of constraints, vari-
ables and non-zero entries are summarized in Table 1.
Detailed computational results are also presented in Table 1. Due to limited space,
the table only contains detailed results for a representative sample of 44 models which
have at least 500 rows.
For each of the test models, we ?rst applied preprocessing as in [5] to reduce the
size of the coe3cient matrix and then a scaling procedure to increase the number of
rows consisting of only +1; 0 and −1 entries. The number of rows in the resulting
(0;±1)-matrix is displayed in Table 1 under the heading TMROW. Several (re4ected)
network detection algorithms were then applied to this matrix.
In order to assess the performance of SGA, we compared SGA with three other
algorithms. One of these algorithms, Row-Scanning Deletion (RSD), was introduced
by Brown et al. (see [4,7]) and the other two algorithms were published in [10].
The RSD algorithm works by performing a series of row operations that eliminate
row con4icts in the (0;±1)-matrix. Two rows are said to be in con@ict if they both
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Table 1
Characteristics of test problems and performance of the four tested algorithms
Model Problem statistics TMROW SGA RSD M-GUBMC M-INDSET
Rows Cols Non-zeros Rows NETR TIME NETR TIME IMPR (%) NETR TIME IMPR (%) NETR TIME IMPR (%)
25fv47 822 1571 11127 224 204 0.00 207 0.01 1.47 198 0.03 − 2:94 187 0.04 − 8:33
80bau3b 2263 9799 29063 1374 1336 0.17 1332 0.08 −0:30 1335 0.61 − 0:07 1308 0.01 − 2:10
agg2 517 302 4515 141 58 0.00 61 0.00 5.17 59 0.01 1.72 62 0.01 6.90
agg3 517 302 4531 141 58 0.02 61 0.02 5.17 59 0.00 1.72 62 0.00 6.90
bnl1 644 1175 6129 275 259 0.01 257 0.00 −0:77 260 0.02 0.39 255 0.00 − 1:54
bnl2 2325 3489 16124 1418 1322 0.11 1321 0.09 −0:08 1307 5.78 − 1:13 1262 0.01 − 4:54
cre-a 3517 4067 19054 1247 828 0.08 809 0.54 −2:29 825 0.45 − 0:36 799 0.03 − 3:50
cre-b 9649 72447 328542 3690 2699 0.64 2728 74.00 1.07 2731 20.99 1.19 2602 0.27 − 3:59
cre-c 3069 3678 16922 997 736 0.05 739 0.34 0.41 729 0.11 − 0:95 714 0.03 − 2:99
cre-d 8927 69980 312626 3040 2523 0.52 2648 23.28 4.95 2581 8.74 2.30 2544 0.17 0.83
cycle 1904 2857 21322 507 505 0.03 505 0.02 0.00 505 0.05 0.00 502 0.00 − 0:59
czprob 930 3523 14173 719 718 0.03 718 0.43 0.00 717 0.03 − 0:14 718 0.00 0.00
d2q06c 2172 5167 35674 844 788 0.04 795 0.07 0.89 757 0.24 − 3:93 711 0.01 − 9:77
degen3 1504 1818 26230 1503 707 0.27 777 4.09 9.90 565 0.14 −20:08 618 0.03 −12:59
d4001 6072 12230 41873 6019 3205 1.06 3584 45.94 11.83 3167 219.97 − 1:19 2752 1.16 −14:13
RRf800 525 854 6235 157 96 0.01 98 0.01 2.08 94 0.00 − 2:08 97 0.16 1.04
ganges 1310 1681 7021 631 517 0.01 522 0.01 0.97 515 0.22 − 0:39 501 0.18 − 3:09
gfrd-pnc 617 1092 3467 590 522 0.02 481 0.01 −7:85 469 0.08 −10:15 441 0.00 −15:52
greenbea 2393 5405 31499 915 876 0.03 880 0.11 0.46 877 0.08 0.11 858 0.01 − 2:05
greenbeb 2393 5405 31499 915 875 0.03 880 0.13 0.57 878 0.08 0.34 859 0.02 − 1:83
maros 847 1443 10006 305 300 0.02 295 0.00 −1:67 293 0.03 − 2:33 282 0.00 − 6:00
modszk1 688 1620 4158 148 127 0.02 118 0.01 −7:09 118 0.13 − 7:09 112 0.00 −11:81
nesm 663 2923 13988 190 190 0.00 190 0.00 0.00 188 0.06 − 1:05 178 0.00 − 6:32
osa-07 1119 23949 167643 1048 1043 0.11 1043 0.08 0.00 1043 0.50 0.00 1043 0.07 0.00
osa-14 2338 52460 367220 2267 2262 0.39 2262 0.17 0.00 2262 1.36 0.00 2262 0.04 0.00
osa-30 4351 100024 700160 4280 4280 0.72 4275 0.34 −0:12 4275 3.67 − 0:12 4275 0.11 − 0:12
perold 626 1376 6026 150 143 0.00 143 0.00 0.00 143 0.03 0.00 135 0.00 − 5:59
pilot.ja 941 1988 14706 205 198 0.02 194 0.00 −2:02 193 0.00 − 2:53 191 0.00 − 3:54
pilot 1442 3652 43220 276 249 0.02 249 0.05 0.00 253 0.02 1.61 253 0.02 1.61
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Table 1 (continued)
Model Problem statistics TMROW SGA RSD M-GUBMC M-INDSET
Rows Cols Non-zeros Rows NETR TIME NETR TIME IMPR (%) NETR TIME IMPR (%) NETR TIME IMPR (%)
pilot.we 723 2789 9218 202 202 0.00 202 0.00 0.00 201 0.01 − 0:50 201 0.02 −0:50
pilot87 2031 4883 73804 340 302 0.01 299 0.04 −0:99 302 0.02 0.00 303 0.01 0.33
pilotnov 976 2172 13129 209 203 0.00 199 0.00 −1:97 198 0.02 − 2:46 197 0.00 −2:96
scfxm2 661 914 5229 282 250 0.01 244 0.00 −2:40 237 0.00 − 5:20 206 0.01 −17:60
scfxm3 991 1371 7846 423 375 0.02 366 0.03 −2:40 355 0.01 − 5:33 309 0.02 −17:60
sctap2 1091 1880 8124 470 470 0.02 470 0.00 0.00 470 0.00 0.00 470 0.00 0.00
sctap3 1481 2480 10734 620 620 0.03 620 0.00 0.00 620 0.00 0.00 620 0.00 0.00
seba 516 1028 4874 402 134 0.27 138 0.23 2.99 135 0.03 0.75 134 0.02 0.00
shell 537 1775 4900 483 482 0.01 482 0.00 0.00 447 0.08 − 7:26 394 0.00 −18:26
ship12l 1152 5427 21597 828 732 0.12 732 0.28 0.00 732 0.54 0.00 732 0.16 0.00
ship12s 1152 2763 10941 456 312 0.03 360 0.12 15.38 360 0.13 15.38 360 0.00 15.38
sierra 1228 2036 9252 1155 762 0.06 790 0.23 3.67 672 0.05 −11:81 672 0.02 −11:81
stocfor2 2158 2031 9492 1262 1042 0.06 947 0.14 −9:12 947 0.09 − 9:12 901 0.01 −13:53
stocfor3 16676 15695 74004 9632 8054 5.77 7287 13.34 −9:52 7287 7.17 − 9:52 6915 0.69 −14:14
woodw 1099 8405 37478 301 301 0.01 301 0.00 0.00 301 0.01 0.00 301 0.00 0.00
TMROW: The number of rows in the (0;±1)-matrix; RSD: Row-Scanning Deletion Algorithm; M-GUBMC: Multi-Stage GUB with Merit Count Algorithm;
M-INDSET: Multi-Stage Independent Set Algorithm; SGA: Signed Graph Algorithm; NETR: The number of network rows detected by the algorithm; TIME:
Elapsed CPU time in seconds; IMPR: Number of network rows detected in excess of that of SGA, expressed as a percentage.
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have a +1 or both have a −1 in the same column. A network matrix has no con4icts.
In RSD, row penalties are computed for each row of the (0;±1)-matrix based on the
number of con4icts in which the row participates. During each step of the algorithm,
a row with the maximum penalty is chosen and is either re4ected or deleted. The row
penalties are updated after each re4ection and deletion. The procedure is repeated until
the matrix has no con4icts.
The algorithms from [10] are based on extracting a sequence of generalized upper
bound (GUB) structures from the matrix. A GUB structure for an LP constraint matrix
is a subset of rows such that each column has at most one non-zero entry within this
subset. If the algorithm terminates after extracting two such structures, it is called
two-stage; algorithms that extract sequences of more than two GUB structures are
called multi-stage. It has been shown in [10] that multi-stage algorithms dominate
their two-stage counterparts. Therefore in this study we only consider multi-stage GUB
algorithms.
Following [10], we tested GUB algorithms based on two diRerent methods for de-
tecting GUB structures. One method is based on a concept akin to Markowitz’s merit
count [17] and another is based on ?nding a maximum independent set in a graph that
corresponds to the coe3cient matrix. The multi-stage GUB algorithms that are based
on these two approaches are denoted by M-GUBMC and M-INDSET, respectively.
The reader is referred to [10] for further details on these algorithms.
We implemented SGA in C++ and the other algorithms in Fortran 77. Computational
experiments were carried out on an Intel Celeron 550 MHz computer with 384 MB of
RAM. The computational results are presented under the heading of each algorithm in
Table 1.
We used the number of detected network rows (NETR) to measure the eRectiveness
of algorithms. Since we are interested in measuring eRectiveness of SGA compared to
other algorithms, we take the number of network rows detected by SGA as the basis
for comparison. For a given model, we compute the following parameter (denoted by
IMPR) for each of the non-SGA algorithms:
IMPR(A) =
NETRA − NETRSGA
NETRSGA
× 100%;
where NETRA is the number of network rows detected by the algorithm A and
NETRSGA is the number of network rows obtained by SGA. This parameter shows
how many more network rows the algorithm has found compared to SGA. The value
is expressed as a percentage of the number of network rows detected by SGA. A
positive value means that the algorithm has performed better than SGA; a nega-
tive value means worse performance. The value of this parameter is presented in
Table 1 for M-GUBMC, M-INDSET and RSD under the respective “IMPR”
headings.
Table 2 summarizes the values of the IMPR parameter for each of the algorithms.
Each data value in the table shows on how many of the test models the value of the
parameter has fallen within a given range. While compiling this table, we eliminated
all models that have fewer than 100 rows in the (0;±1)-matrix. Such models are of
little practical interest from the point of view of re4ected network detection, and they
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Table 2
Distribution of relative performance of the algorithms compared to SGA on test problems with not fewer
than 100 rows in the (0;±1)-matrix
Improvement over SGA RSD M-GUBMC M-INDSET
−65 to −55% 0 1 1
−55 to −45% 0 0 0
−45 to −35% 0 0 0
−35 to −25% 1 1 1
−25 to −15% 0 3 7
−15 to −5% 7 13 16
−5–5% 51 47 38
5–15% 7 1 3
15–25% 1 1 1
Table 3
Distribution of running times of the tested algorithms on test problems with not fewer than 100 rows in the
(0;±1)-matrix
Running time (s) SGA RSD M-GUBMC M-INDSET
¡ 0:01 20 24 15 33
0.01–0.1 34 24 33 26
0.1–1 11 14 11 7
1–10 2 1 6 1
10–100 0 4 1 0
¿ 100 0 0 1 0
only distort the picture. This left us with 67 diRerent models, results for which are
represented in Table 2.
It can be seen from Table 2 that RSD and SGA perform very similarly in the sense
that RSD outperforms SGA about as frequently as the opposite happens. On the other
hand, M-GUBMC and M-INDSET are substantially less competitive. On our set of
test models they seldom outperform SGA, while frequently falling short of matching
SGA’s performance. We therefore conclude that SGA and RSD are clear winners in
terms of the number of network rows they detect.
We evaluated the e3ciency of algorithms by measuring the elapsed CPU time. The
results are presented in Table 1 under the heading TIME. These results include only
the time spent on detection of network structures. Time required to read the initial data
and to apply preprocessing and scaling procedures is excluded since it is the same for
all algorithms. Table 3 shows a histogram of algorithm running times on the same set
of instances that was used to compile Table 2.
Times taken by algorithms to complete the whole set of 100 models were as follows:
SGA: 11:33 s, RSD: 214:98 s, M-GUBMC: 669:26 s, M-INDSET: 3:61 s.
These times can be clearly divided into two groups, separated by at least one order
of magnitude. M-INDSET is the fastest, but unfortunately the quality of its results is
not as good as that of SGA or RSD. The other fast algorithm is SGA, which in our
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Table 4
The problem statistics and the number of network rows for supply chain models
MODELS ROWS COLS NZEROS TMROW RSD M-INDSET SGA
Model1 4740 36277 105875 4291 3509 3755 4139
Model2 4450 62366 204954 3690 3060 3306 3690
Model3 3692 59907 158650 3690 3060 3306 3690
tests was much faster than its main competitor, RSD, while still producing very similar
results.
We also tested the performance of these algorithms on a set of three instances of
a larger scale industrial model taken from the domain of supply chain planning [16].
These models are instances of a multi-stage multi-period production and distribution
model and are known to possess a large proportion of embedded network rows. The
models are available for download at http://www.cs.rhul.ac.uk/home/gutin/
models/. The problem statistics of these models as well as the numbers of network
rows detected by RSD, M-INDSET and SGA are displayed in Table 4. In these cases,
while time taken is between 1 and 3 s for M-INDSET, SGA takes between 2 and 5 s
per model. RSD is signi?cantly slower than these two algorithms. We see from the
results in Table 4 that SGA clearly outperforms the other two algorithms in terms of
the number of network rows detected. Moreover, only SGA terminates by concluding
that the (0;±1)-matrix is a re4ected network itself for models 2 and 3. (Before the
experiments, we were not aware of the fact that the matrices for models 2 and 3 are
re4ected networks.)
6. Conclusions
The eRectiveness and e3ciency results from the previous section show that SGA is
a fast algorithm that produces competitive results.
The quality of the solutions found by SGA can be further improved if one is ready
to spend more time on detecting an embedded re4ected network. Indeed, our com-
putational experiments show that the number of rows in the re4ected network found
depends (sometimes, signi?cantly) on the spanning forest built. To enhance the re-
sults, one can build several spanning forests rather than just one. We believe that this
approach is worthy of further study.
To obtain an independent set I we have used the degree-greedy algorithm. The set
I , in many cases, can be enlarged by using local search improvement algorithms (see
[19]). However, the improvement algorithms are normally time demanding.
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