Abstract-Tori connected Torus Network (TTN) is a 2D-torus network of multiple basic modules, where each basic module is a 2D-torus network that are hierarchically interconnected for higher-level networks. The static network performance and dynamic communication performance using wormhole (WH) flow control of TTN has already been studied earlier and shown to be good than that of other networks. In this paper, we evaluate the dynamic communication performance of TTN using the virtual cut-through (VCT) flow control under uniform and non-uniform traffic patterns; and also compare the result with the other networks as well as the wormhole flow control of TTN network. We found that VCT with the nonuniform traffic patterns for TTN yields much better performance than that of 2D Torus, 2D Mesh, TESH, STTN and even better than the WH flow of TTN network in terms of network throughput and latency.
INTRODUCTION
High computational demand has been increasing day by day and also the demand for next generation computers with peta-flops or even with exa-flops performance is enormous. Sequential computer fails to meet this demand and also already reached to saturation point due to the limited processing power of a single CPU core. So the need of parallel computers is increasing day by day. Massively Parallel Computer (MPC) systems with thousands of interconnected nodes have already been available and efforts to build MPC systems with millions of nodes for the petascale or even for the exa-scale performance have been made. To facilitate the millions of nodes, interconnection networks are the key elements [1] . Interconnection network acts as a path between one node to another. Considering millions of nodes, the large diameter of conventional interconnecting topologies is completely infeasible. Conventional network shows poor performance with the increase of the network size. As a remedy of this poor performance, Hierarchical interconnection networks (HIN) [2] have been proposed. HINs are cost-effective way to interconnect millions of nodes. Various kinds of HINs have been proposed, whose network performance has not been up to the mark due to its large physical links. Several k-ary n-cube based HIN: TESH [3] , H3DT [4] have also been proposed. However, the dynamic communication performance of these networks is still very low, in terms of network throughput and latency.
II. INTERCONNECTIONS OF TTN
Tori connected Torus Network (TTN) is a hierarchical interconnection network. Various levels of interconnections for TTN have already been studied earlier [6] . But for the better understanding of the TTN network at various levels, we have reconsidered the interconnection architecture for TTN network in this section. The lowest level of TTN is the Level-1 network defined as the basic module. Multiple basic modules (BM) are hierarchically interconnected to form a higher-level TTN network. A (2 m × 2 m ) BM consists of a 2D-torus network of 2 2m processing elements (PE) having 2 m rows and 2 m columns, where m is a positive integer. Fig. 1 (a) shows the BM for TTN with m = 2, which defines the size of BM as (4 × 4). Each BM has 2 m+2 free ports for the higherlevel interconnections. Ports of the interior nodes are used for intra-BM level and rest of the free-ports at the exterior nodes, either one or two, are used for inter-BM connections to form higher level networks.
A TTN (m, L, q) is constructed using 2 m × 2 m BMs, has L levels of hierarchy with the inter-level connectivity q. Higher level networks for TTN are built by the successive interconnection (2 2m ) of the immediate lower level subnetworks. In fig. 1 ) free links used for the horizontal interconnections. When q = 0 satisfies the minimal inter-level connectivity while q = m leads to maximum inter-level connectivity. A (4 × 4) BM will have 2 2+2 = 16 free ports. Considering q = 0, then 4(2 0 ) = 4 of the free ports and their associated links are used for each higher level interconnection, 2 for horizontal and 2 for vertical level of interconnection. Considering those 2 links, one is used for incoming link and another one is used for outgoing link. This confirms single link to be used for vertical_in, vertical_out, horizontal_in and horizontal_out connection. Increasing the inter-level connectivity (q), we can use more than one link for the vertical_in, vertical_out, horizontal_in and horizontal_out connection. In terms of increasing the inter-level connectivity, the level of hierarchy for TTN will be decreased. The total number of processing nodes in each level of networks having 2 m × 2 m BMs can be defined as N = 2 2mL . Therefore, in a Level-2 network with 64 BMs, the total number of nodes will be N = 2 2 . Considering the case of (2 2 2 2 ) BM with q = 0, a network consists over 1 million of nodes. In near future, massively parallel systems may need the performance up to peta-flops or even close to the exaflops level. Hence the need of thousands or millions of processing nodes is enormous.
III. VARIOUS LEVELS OF INTERCONNECTIONS FOR TTN
Increased scale of supercomputers can make the total cable length enormous e.g., up to thousands of kilometers. Recent high-radix switches with dozens of ports make switch layout and system packaging more complex [8] . The recent K-computer requires cable length near about one thousand kilometers. This section of the paper defines the required number of inter-links between the different layers of TTN network and also compares result with other networks.
Next generation interconnection network requires massive interconnection between the chips, nodes and even between the cabinet chassis. Even also interconnection networks have a high impact on the total power consumption of a single MPC system. Due to this reason increase of interlinks between different levels of networks will also increase the total power consumption. As an example-K-computer requires the highest total power consumption of any 2011 TOP500 supercomputer (9.89 MW -the equivalent of almost 10,000 suburban homes) with 80,000 (2.0GHz 8-core) SPARC64 VIIIfx processors contained in 864 cabinets, for a total of over 640,000 cores; [9] . On the other hand, hierarchical interconnection networks maintain a very small number of inter-links between the different layers of network. where level-1 network is defined as the chip layer, level-2 is the node layer, level-3 is the cabinet layer and so on for the higher levels. The various levels of interconnections for TTN network can be defined by the below equation-
Here, equation 1 defines the total number of required inter-connected links for level-1 TTN network is 32 (The number of BM for level-1 TTN is 1). Using this equation table 1 shows the interconnections for various levels of TTN network, where in cabinet layer the required number of links for TTN is about 72% less than the 2D-mesh and 2D-Torus network. Routing of messages in TTN is performed from Top to bottom. This means, message routing completes at the highest level first; after that the packet reaches its subdestination of the highest level, then routing continues within the sub-network to the next lower level sub-destination. This process repeats until the packet arrives at its final destination similar to STTN network [7] . Generated packet contains the information of the final destination node. Therefore if the packet's destination is the current BM, the routing is performed within the current BM only. But if the packet is destined to another BM, the source node sends the packet to the outlet node, which connects the BM to the BM of Level-L at which the routing is performed.
A. Dynamic Routing Algorithm for TTN
Dynamic routing algorithm for TTN network has been evaluated earlier [6] and also for this paper, we have considered the same routing algorithm for TTN network to find the dynamic performance using the VCT flow control. A simple deterministic, dimension-order routing (DOR) algorithm has been considered for TTN network to evaluate the dynamic performance using the VCT flow control. DOR routes a packet continuously in each dimension until the distance of that dimension is zero, then forwards to the next dimension. DOR sends the packets to the vertical direction first and then moves for the horizontal routing. To understand the routing path for TTN network using the TTN DOR routing algorithm we have considered fig. 3 , where the source node is (0,0),(0,0),(0,1) and the destination node is (2,2),(2,2),(2,2). At first routing will be done at Level-3 network, the source node will send the packet to the outlet node (0,0),(0,0),(3,0) of Level-3 network and will reach Level-3(1,0) from Level-3(0,0) network. Similarly, it will reach Level-3(2,2) network. Then, Level-2(0,0) routing will be started and will reach Level-2(2,2) network. After that in Level-1 network packet will reach the destination Node(2,2) from the destination BM Node(0,3).
B. Deadlock-free Routing with LIGERO router
This paper ensures the deadlock-free routing for TTN network through the LIGERO router [10] . It has already been studied earlier that TTN network requires four victual channels to become deadlock-free [6] . LIGERO router manages the deadlock avoidance mechanism based on the utilization, network condition and etc. though a deterministic escape path (ring) traversing every network router to reach destination. LIGERO also uses another connectivity for bypass router traversals, considering lower latencies under low load conditions. When a packet reaches the LIGERO router from the neighbor router initially it has been buffered at the reception stage. Once buffered, packet has to choose between three different alternatives; Consumption happens if it has reached the destination, bypass will occur if the packet is destined to the same dimension and direction and finally DFIFO will occur if the other two condition didn't met. In DFIFO, the packet moves continuously in an internal loop until reaching a profitable and available output port. If any packet loops for a certain number of time is marked for misrouting and will be able to leave the router through any port from that moment. When a packet has been marked for misrouting a certain amount of times it is then marked as "on escape", is forced to use the only escape path to reach destination. And finally packets must move to the ejection stage to leave the router.
The most common method for implementing separate buffering resources at each input port is known as virtual channels (VC). The hardware cost increases with the number of virtual channels increases. The unconstrained use of virtual channels is cost-prohibitive in parallel systems. Therefore, a deadlock-free routing with minimum number of virtual channels is expected. In TOPAZ [11] simulation system, LIGERO router has been implemented with the VCT flow control and developed as a SimpleRouter structure with 6 virtual channels. The main limitation for the LIGERO router is the flow control policy, which must be virtual cutthrough, limiting the minimal buffer size to the size of a network packet. And the current simulation environment only supports the bi-dimensional topologies, both mesh or tori networks. Hence we have considers only the two dimensional topologies as the comparable networks.
C. DOR using the Virtual Cut-Through Flow Control
Several researches had been performed earlier for comparing the performance of virtual cut-through and wormhole flow control, assuming the simplest configuration for each router: deterministic routing and no virtual channels [12] . With the same clock frequency the results show that both switching techniques achieve the same latency for same loads. As a comparison between those two polices, wormhole switching quickly saturates with the network load increases due to blocked packets remain in the network and keep the resources as previously reserved. On the other hand, virtual cut-through achieves a much higher throughput at the cost of increased buffer capacity [13] . However, using the virtual channels allows the wormhole router to pass blocked message, leading to better utilization of link bandwidth and increased throughput. But virtual channel arbitration and multiplexing also introduces additional delays. Therefore, it is recommended to use the small number of channels to obtain the dynamic performance. Here, we have considered only 6 VCs with exclusive buffering at each router port in a SimpleRouter configuration of TOPAZ simulator.
V. DYNAMIC COMMUNICATION PERFORMANCE
Dynamic communication performance of the communication network severely limits the speed and efficiency of the entire MPC system. In this section, we evaluate the dynamic communication performance of the TTN network, along with the several other networks as a comparing factor. Dynamic communication performance (DCP) of an interconnection network is evaluated against latency and throughput. Latency is defined as the time required for a packet to traverse the network from source to destination. It also refers to the time elapsed from the instant when the last flit of the message is received at the destination node. On the other hand, network throughput is the rate at which packets are delivered by the network for a specific traffic pattern. It also refers to the maximum amount of information delivered per unit of time through the network.
A. Simulation Environment
As a simulator for this research, we have considered the TOPAZ interconnection network simulator [11] . The simulation for this research has been made in two phases. In first phase, we show the dynamic performance of TTN network against the uniform traffic pattern and compare the results with the other networks having the same parameters. In the second phase, we show the dynamic performance of TTN with non-uniform traffics. In both the phases we use 6 virtual channels of the SimpleRouter configuration against each router port and 5 flits of packet size, having 16 bytes for each flit. Hence for each message we have considered 640 bits packet length. Even we had used the buffer size as 12 to fix the amount of buffering in flits at each router input-port and the LIGERO routing policy had been used for every packet traversing through the VCT switching. In the first phase, we have used the normalized applied load as 0.10 and flits are transmitted at 100,000 simulation cycles using the Virtual Cut-Through (VCT) flow control. In second phase, flits are transmitted at 20,000 cycles with normalized supply throughput and again with the VCT (using LIGERO router) or WH (using Network-on-Chip router) flow control policy, where simulations are carried out with the 4096 nodes of different networks under the uniform and non-uniform traffic patterns (such as bit reversal and matrix transpose) using dimension-order routing. The normalized supply throughput has been defined as the injected flits per simulation cycle per node. To evaluate the dominance of the non-uniform traffic over the uniform counterpart, we have considered uniform traffic with same parameters. And also for the phase-1 we evaluate the performance up to million of nodes to obtain the better understanding on TTN network.
B. Traffic Patterns
Influence of network load is very important over performance. In general, the average message transfer of a VCT switched network is more heavily affected by the network load than by any other design parameter. In order to evaluate the performance of TTN considering the VCT switching, we use the following non-uniform traffic patterns along with the uniform traffic pattern. Uniform-Here, every node sends message to every other node with equal probability, i.e., source and destination are randomly selected for each generated message. Matrix Transpose -Fixed source-destination pair for every message. The node with binary value a n-1 , a n-2 , ..., a 1 , a 0 communicates with the node a (n-1)/2 ,..., a 0 , a n-1 , ..., a n/2 . Bit-Reversal-Fixed source-destination pair for every message. The node with binary value a n-1 , a n-2 ,..., a 1 , a 0 communicates with the node a 0 , a 1 ,..., a n-2 , a n-1 .
To stress a topology or routing algorithm, commonly used traffic pattern is Matrix Transpose, in which each source sends all of its traffic to a single destination node. Bitreversal traffic pattern selects its destination by selectively complementing the bits of the source address. As example for four bits source address {s 3 , s 2 , s 1 , s 0 }, the destination address for bit-reversed traffic pattern is {s 0 , s 1 , s 2 , s 3 } and for perfect-shuffle will be {s 2 , s 1 , s 0 , s 3 }.
C. DCP Evaluation for TTN
We have evaluated the dynamic communication performance of TTN and along with the other networks under the various traffic patterns. Phase-1 considers only the uniform traffic pattern, whereas phase-2 evaluates the dynamic performance of non-uniform traffic patterns.
Phase 1:
The dynamic communication performance of TTN under uniform traffic and with low inter-level connectivity (q = 0) is better than the other conventional networks for short messages. Fig. 4 shows the dynamic performance of TTN network under the uniform traffic pattern, is better than other conventional and hierarchical interconnection networks like-2D mesh (2DM), 2D torus (2DT) and TESH. Considering, the same load (0.10), same simulation cycle (100,000), the virtual cut-through switching and 6 VCs for each router port, the total message latency for TTN is lower than other networks like-2D mesh, 2D Torus and TESH up to maximum level with million of nodes. fig. 5(a) . Here, CT is defined as the VCT switching and similarly WH is the wormhole switching. The maximum supply throughput of the TTN-CT network is higher than the 2D mesh, TESH, STTN [14] , TTN-WH network and slightly lower than 2D Torus network. Even VCT switching for TTN outperforms the WH switching of TTN network through the zero load latency. Hence, TTN-CT achieves better dynamic communication performance than the mesh networks, TESH, STTN, TTN-WH networks and worse performance than that of 2D Torus network. According to phase-1 dynamic performance with uniform traffic pattern, TTN performs better than 2D Torus network. Hence if we consider more than 4096 nodes as the number of evaluating nodes, then the TTN-CT may also perform better than the 2D Torus network. Here, TTN-CT shows better dynamic performance than any other networks due to its low latency, maximum supply throughput and even with the zero load latency. TTN-CT is far lower than that of 2D mesh, 2D torus, TESH and STTN. The simulation of matrix transpose traffic pattern has been shown in fig. 5(b) . Though STTN also shows better performance in terms of maximum supply throughput, TTN-CT takes less amount of time to transmit the same number of messages to the destination nodes. Considering the result for TTN-WH flow we could find that TTN-WH gets saturated for over 0.08 flits/cycle/node, whereas TTN-CT flow can received more than 0.12 flits/cycle/node.
Bit-Reversal Traffic pattern: Fig. 5(c) portrays the simulation result for bit-reversal traffic pattern, where TTN-CT is again performed better than other networks, with zero load latency, maximum supply throughput and even with network tolerance than the others. Here, TTN-CT always takes lower latency than 2D mesh, 2D torus, TESH and STTN for 20,000 simulation cycle of messages. Though the latency for TTN-WH is lower after 0.08 flits/cycle/node, then increasing the network load up to 0.09 flits/cycle/node the TTN-WH flow gets saturated immediately. Fig. 5(d) shows the average transfer time of the messages with respect to network normalized supply throughput for TTN under various traffic patterns. This figure illustrates that with the zero load latency all the traffic patterns take the same transfer time with 6 VCs, VCT flow control and minimum inter-connectivity, q = 0.
Comparison of dynamic communication performance of TTN under various traffic patterns:
The maximum supply throughput of TTN under all nonuniform traffic patterns, such as matrix transpose and bitreversal, is higher than uniform traffic pattern. Among all the traffic patterns, matrix transpose takes the less amount of time to transmit the message from one node to other, which also explains that the traffic load balance of TTN is uniformed among its nodes with the 6 VCs and virtual cutthrough switching.
VI. CONCLUSION
In this paper, we have evaluated the dynamic communication performance of TTN along with the several other networks using the virtual cut-through switching and also compared the wormhole switching performance for the TTN network against the VCT switching. The zero load latency for TTN VCT switching is far better than that of conventional mesh, torus, TESH, STTN network and also than the TTN WH switching. Maximum supply throughput is also higher than those other networks. This explains that the TTN network outperforms the mesh, torus, TESH, STTN and TTN WH switching network with the low latency and high throughput. Considering the simulation for uniform and also for the non-uniform traffic patterns, TTN shows better performance even with the minimum inter-connectivity (q = 0), 6 virtual channels and VCT flow control. Therefore, TTN is a good choice for next generation MPC systems.
Issues for future work may include the 3D NoC implementation of TTN network.
