Abstract: In this paper the practical stability issue of a switching system is discussed in terms of solving a containability problem and an attraction problem. A novel computational procedure based on nonlinear programming is presented to compute a containable region, in which each trajectory from inside cannot move out under a given single-step-lookahead control policy. How to decide whether the obtained containable region is finitely reachable from a point outside the region is then examined. The proposed approach is demonstrated on a two-tank system.
Introduction
This paper considers a practical stability problem for a class of multimode nonlinear systems. Let I be a finite index set. Suppose R n is partitioned into a finite collection of disjoint nonempty sets fX i R n ji 2 Ig; where each set X i is called a local mode and defined as the solution set of a collection of known inequalities f ij ðxÞ 0 or f ij ðxÞ < 0 with 1 j m i ; where each f ij ðxÞ is differentiable in x (for the latter nonlinear optimisation purpose). For example, if each f ij is an affine map then X i is a polyhedron. Each X i is associated with a discrete-time dynamic model xðk þ 1Þ ¼ f i ðxðkÞ; uðkÞÞ ð1Þ
where xðkÞ 2 X i ; xðk þ 1Þ 2 R n ; uðkÞ 2 U i & R m and f i is differentiable in x for each fixed u 2 U i : Each control action set U i ði 2 IÞ is finite and does not necessarily share elements with some other control action set U j ði 6 ¼ jÞ: A multimode system belongs to the class of switched systems [1 -3] , where each control input of [ i2I U i corresponds to a potential transition between two modes. Equation (1) can be described as an impulse-driven dynamic behaviour. At each state xðkÞ 2 R n ; if xðkÞ 2 X i for some i 2 I then we can apply 'impulsive force' (i.e. u(k)) on it, where the impulse force only exists at the time instant k. The resulting state xðk þ 1Þ may still be in X i or may not. Such an 'impulse-driven' interpretation makes it easy for us to describe the dynamic behaviour, that crosses boundary of different modes X i and X j ði 6 ¼ jÞ; as simply an autonomous mode change.
In a switching system we consider a safety control problem which is stated as follows. Given a safe state x s 2 R n and a set of initial states X o R n ; design a controller that can drive the system from any state in X o to a small neighbourhood of x s in a finite number of time steps using switching actions from a finite set [ i2I U i ; and keep the system's trajectory within that small neighbourhood. The control strategy proposed in this paper is conceptually similar to the model predictive control [4 -7] in which a limited time forecast of the process behaviour at each state is optimised according to a given criterion over the set of inputs. Also related to our work is the online limited lookahead supervision of discrete event systems (DES) [8] . More precisely, the selection of the control action at a specific state is based on a distance map that defines how close the next state is to the safe state x s : A control action that can take the system to a state closest to the safe state x s will be chosen. To guarantee that such an online control strategy works, two questions need to be answered: (1) Does there exist a neighbourhood of x s such that any trajectory inside it cannot move out under the given control policy? (2) Does there exist a set of initial states from which a trajectory can move into the neighbourhood mentioned in (1) within a finite number of steps?
The first question is closely related to the containability problem, e.g. [9, 10] , and the problem of invariant sets, e.g. [11 -14] . The containability problem is a practical stability problem, which states that given a perturbation at the origin, the trajectory will be confined in a small neighbourhood of the origin. It is different from the classic Lyapunov stability in that the small neighbourhood may not become arbitrarily small even though the perturbation can be arbitrarily small, considering that there are only finite number of control actions to stabilise the system. To solve the practical stability problem, a Lyapunov-like approach [10] is adopted in the literature. Nevertheless, it is well known that there is no general way to construct an appropriate Lyapunov-like function. In the problem of invariant sets, a set S is (positively) invariant [13] if and only if a trajectory starting from an arbitrary state in S remains in S. To achieve such an invariant set, a fixed-point algorithm is provided in the literature, e.g. in [12, 14] . But the algorithm may not always terminate. Therefore, for practical applications, 'invariance' is usually associated with a predefined finite horizon [11] . For example, given a constraint set C, use backtracking to find a set S C such that a trajectory from any state in S will remain in C within n steps, where n is predefined. Finite horizon has a computation advantage, at least we do not need to worry about the finite convergence issue. But as pointed out in [14] , the model predictive control based on the finitehorizon search may lead to a situation that control in the next step is infeasible due to the improper choice of control action in the current step. In this paper, we propose a new method in which the containability problem is converted into a nonlinear programming problem. Although we still use a finite-horizon control policy, the containable set that we compute is invariant with respect to infinite horizon. The proposed approach works because each control set U i ði 2 IÞ is finite. The main advantage of this approach is its computation efficiency, namely given any nonlinear system, where the dynamics fiðx; uÞ ði 2 IÞ is differentiable in x (so that nonlinear programming can be applied), we can simply supply f i ðx; uÞ to the proposed computational procedure to compute a special containable region. On the other hand, nonlinear programming cannot always guarantee global optimality. But this can be compensated by choosing as many seeds during computation as possible.
The second question is closely related to the attraction problem, e.g. [15 -18] , and the reachability problem, e.g. [11, 19] . A standard attraction problem can be described as follows: given a locally exponentially stable fixed point x Ã 2 R n ; find the set of points which are attracted to x Ã : References [16, 18] require the numerical solution of several Hamilton-Jacobi-Bellman equations, which can be very computationally demanding; [17] needs just one such solution, but requires some knowledge about the local behaviour around x Ã to avoid discontinuities in the optimal value functions causing numerical problems. Reference [15] utilises the traditional Lyapunov approach. Nevertheless, the finite reachability issue is not explicitly addressed, instead they deal with asymptotic stability. Of course, if indeed such asymptotic stability is achievable then a small neighbourhood of x Ã is finitely reachable. But in this paper, due to a finite number of control actions, asymptotic stability does not exist in the discrete-time system described by (1) . The reachability problem concerns about how to move a trajectory into a desired set S, while each step in the trajectory satisfies the predefined constraints. In [11, 19] the number of steps n that are required for the trajectory to reach the desired set is predefined. Then a proper initial set E is computed such that a trajectory from any state in E can reach S within n steps. In this paper we consider the problem similar to the finite reachability problem but without a predefined number of steps n. More explicitly, given a containable region computed in the containability problem mentioned above, we want to know whether such a containable region is finitely reachable from any state outside the region. We propose a simple sufficient condition to determine the finite reachability of the containable region.
Practical stability problem in a single-mode system
Suppose the index set I is a singleton. Then (1) describes the dynamics of a single-mode system xðk þ 1Þ ¼ f ðxðkÞ; uðkÞÞ where xðkÞ 2 R n ; uðkÞ 2 U ¼ fu 1 ; Á Á Á ; u p g & R m for some p 2 N þ and f : R n Â U ! R n is differentiable in x for each fixed u 2 U: Without loss of generality, suppose the origin is the desirable state. For each initial state x 0 2 R n it is desirable to move the trajectory to a small open neighbourhood D & R n of the origin, which is called a desired region, after a finite number of transitions, then keep the trajectory inside D forever. To this end, in a one-step-lookahead approach the online control policy is defined as follows: for each x 2 R n pick u Ã 2 U such that
where k Á k means 2-norm. To discuss the effectiveness of the above control policy the following questions are addressed. In [9] the authors proposed a similar concept of containability. But their problem is about feedback control with finite communication bandwidth and a linear continuous time system is under consideration. The practical attraction problem has also been mentioned in the literature about practical stability [10] . Both the containability problem and the attraction problem may be solved by using the indirect Lyapunov method, namely to construct a discrete-time Lyapunov function and determine the stability region for the containability problem and the asymptotical stability region for the attraction problem. Nevertheless, it is well known that there is no general way to construct a Lyapunov function. In this paper an alternatively method is proposed to solve the containability problem and the practical attraction problem by using nonlinear programming.
Containable region
For each control action u i 2 U; let
That is, W i is the set of states at which the control action u i can bring the system closer to the origin. Let
Intuitively, Q is the set of states where there exists a control action that can bring the system closer to the origin. Let R þ be the set of all nonnegative real numbers. For an r 2 R þ write B(r) for the closed ball in R n centered at the origin with the radius r, and @BðrÞ for the boundary of B(r), namely
The state set of a practical system is usually compact due to either the safety reason or the saturation of physical components. Therefore, we will limit our analysis to a compact continuous state set X & R n ; which is called the working set. Assume X is defined as the solution set of a collection of known inequalities c i ðxÞ 0ði ¼ 1; 2; Á Á Á ; mÞ; where each c i is differentiable in x. Let Q Q be the complement of Q with respect to X, i.e.
Q Q :¼ X À Q: Since Q is open and X is compact, we get Q Q is compact. Let
Since Q Q X is compact, f is differentiable (thus continuous) in x for each fixed u 2 U and U is finite, we have that r Ã is finite. By the definition of Q Q;
But Bðr Ã Þ may not be necessarily a subset of X. We have the following result. 
In both cases, f ðx; u Ã Þ 2 Bðr Ã Þ: So Bðr Ã Þ is a containable region. Suppose there is another closed ball BðrÞ which is a containable region with Q Q inside. Then by the definition of containable region,
Thus,
Computing r Ã is a max-min problem, which can be converted to the following nonlinear programming problem [20] ,
. . . ; l ðto define XÞ As mentioned in the introduction, each c i is differentiable in x. For each fixed u 2 U; f (x, u) is differentiable in x, so is k f ðx; uÞk 2 (but k f ðx; uÞk may not be). Thus the above nonlinear programming problem is well defined [21] 
Then Bðr Ã Þ & D if and only if dðBðr Ã Þ; R n À DÞ 6 ¼ 0: It is obvious that Bðr Ã Þ & D is only a sufficient condition for the existence of a containable region in D, which has a similar role as a Lyapunov-like function in standard stability theory. Nevertheless, finding Bðr Ã Þ is much easier than finding an appropriate Lyapunov function, as indicated above. However, nonlinear programming is not guaranteed to converge to the globally optimal solution unless it is a convex optimisation. Nevertheless, in practical applications we can select as many initial seeds as possible during iteration to increase our confidence in the correctness of r Ã : Furthermore, it is well known that the dual problem of the above primal optimisation problem is a convex problem [20] and the dual optimal solution is an upper bound of the optimal solution of the primal problem. So after the practical computation of the primal problem converges, which may not necessarily be the global optimal solution, we can compute the dual optimal solution and determine the duality gap. If the gap is small then we know the solution we have obtained for the primal problem is a good estimate of the unknown global optimal solution. But if the gap is large, then for the conservativeness reason we may have to take the dual optimal solution as the radius of the containable region, which may significantly reduce the information that Bðr Ã Þ can provide. Therefore, from application point of view, this approach is suitable for control systems that can result in a small duality gap between r Ã and the dual solution. Next, we discuss the finite reachability issue.
Finite reachability of containable regions
Let N be the set of natural numbers. A closed ball BðrÞ R n is finitely reachable from X under the given control policy if for each initial state x 0 2 X; ½ð8k 2 NÞxðkÞ 2 X ) ð9Nðx 0 ; rÞ 2 NÞxðNðx 0 ; rÞÞ 2 BðrÞ ð5Þ where x(k) and xðNðx 0 ; rÞÞ are the states at time instant k and Nðx 0 ; rÞ respectively under the given control policy with the initial state x 0 : Condition (5) says that if the trajectory is entirely contained in X (i.e. ð8k 2 NÞxðkÞ 2 X), then there exists a time instant Nðx 0 ; rÞ at which the trajectory moves into B(r). Given a desired region D & X; we want to know whether a containable region in D is finitely reachable from any state in X. We have the following results.
Lemma 2.1: Let g : R n ! R be a function such that
Then g is a continuous function.
Proof: By definition of g we have
Since f (x, u) is differentiable in x when u is fixed, we get that hðx; uÞ :¼ kxk À k f ðx; uÞk is continuous in x given u. Since U is finite, we get that g(x) is the maximum envelope of a finite number of continuous functions. 
Example
As an illustration, consider a two-tank system shown in Fig. 1 . There are two valves in the system, each of which can be either open or closed. The total height of each tank is 1.0 meter. a 1 denotes the flow rate at v 1 ; a 2 the leakage rate in the right tank and b the flow rate (weighted by the difference of water levels in two tanks) at v 12 : The simplified one-mode dynamics is described as follows:
xðk
The working set is
and the desired region is
The desired state is x s ¼ ð0:6; 0:1Þ; namely we want to move the trajectory as close to the state (0.6, 0.1) as possible. Although the desired state is not the origin, we can use the simple translation x 0 ðkÞ :¼ xðkÞ À x s to obtain the containability problem and the finite reachability problem about the origin. Then apply the results described in previous sections. We compute r Ã andr r by using nonlinear programming with the control set U ¼ fu 1 ¼ ð0; 0Þ; u 2 ¼ ð0; 1Þ; u 3 ¼ ð1; 0Þ; u 4 ¼ ð1; 1Þg
To computer r ¼ max x2 Q Q kx À x s k we do the following nonlinear programming
We perform two tests with the same working set X, the desired region D and the desired state x s :
Case 1: Set a 1 ¼ 0:03; a 2 ¼ 0:001 and b ¼ 0:005: Since this is a two-dimensional problem, it can be solved geometrically. The symbolic solver in MATLAB is used to depicts the region of Q Q by computing the boundaries, Each boundary is a hyper surface which divides the space R n into two part. From Fig. 2 one can see that in the working set ½0:3; 1:0 Â ½0; 0:3; Q Q is the smallest triangle that contains x s ; which is surrounded by the attraction region Q Q : Figure 3 is an amplified picture for the region Q Q; which clearly shows that x s 2 Q Q: Since Q Q is bounded, it is possible to compute r Ã andr r by using the nonlinear programming toolbox in MATLAB. The initial pick is x ¼ ð0:55; 0:09Þ for the iteration in nonlinear programming. It turns out that r Ã ¼ 0:0253: The dual optimal solution indicates that r Ã ¼ 0:0253 is indeed the global optimal solution of the primal problem because no duality gap exists. We use Bðr Ã ; x s Þ to mean the closed ball centered at x s with radius r Ã : Since Bðr Ã ; x s Þ 2 X; by Proposition 2.1 we know that Bðr Ã ; x s Þ is a containable region. It is easy to check that Bðr Ã ; x s Þ is not entirely contained in the desired region D. So it is not possible to confirm whether there is a containable region in D. 
Containable region for a multimode system
In this Section we will extend our theory to a multimode system. Suppose the system dynamics is described in (1) . The working set is still X as described in Section 2. Suppose the origin is the desired state. Then the one-step lookahead control policy is defined as follows. Let : R n ! I be an index map such that
Since fX i ji 2 Ig is a partition of R n ; is well defined. For each state x 2 R n ; pick u Ã 2 U ðxÞ such that To this end, we follow the procedure used in previous sections. For each i 2 I and u 2 U i let W u :¼ fx 2 X i j k f i ðx; uÞk < kxkg and
So Q i is the set of all states in X i where there is a control action u 2 U i that can bring the system's trajectory closer to the desired state -the origin. Let
As before, Q Q :¼ X À Q: LetX X i :¼ X i [ @X i be the closure of X i ; where @X i is the boundary.
Since Q Q X is compact, each f À i i 2 IÞ is differentiable (thus continuous) in x for each fixed u 2 U i and U i is finite, we have that r Ã is finite. Clearly, Q Q Bðr Ã Þ:
In both cases we have f i ðx;u Ã Þ2Bðr Ã Þ; as required. A
To compute r Ã we first determine the set
so that later when we propose a nonlinear programming approach to compute r Ã ; each local optimization problem has admissible solutions. Based on the definition of Q Q we can see that
We know that If the above optimisation problem is not convex, then we need to solve its dual problem to decide the duality gap and obtain a conservative solution of r Ã ; e.g. when there is a duality gap exists, we can pick the dual optimal solution as the value of r Ã which is larger than the primal optimal solution.
To achieve a finite reachable containable region, we follow a similar procedure as described in Section 2.2. For each i 2 I let
By Lemma 2.1 we know that g i is continuous onX
Notice that X i itself may not be necessarily closed.
The system, whose dynamics is described in (1), is r-boundary active in X if ð8i 2 IÞ Â ð9E
The r-boundary activity can be verified through the following minmax problem 
by Bolzano-Weierstrass Theorem, there exists a convergence sequence As an illustration, let us revisit the two-tank system depicted in Fig. 1 . The working set is
The desired state as x s ¼ ð0:6; 0:3Þ and the desired region is D :¼ fðx 1 ; x 2 Þ 2 R 2 j0:59 < x 1 < 0:61 & 0:29 < x 2 < 0:31g
By analyzing the dynamics of the two-tank system, it turns out that in modes 1, 2 and 4 each state can be moved closer to the desired state by using the given control policy, namely for i ¼ 1; 2; 4 the maximization above has no admissible solution. In mode 3 the maximisation yields z Therefore, indeed the two-tank system is ðr Ã þ EÞ-boundary active in X. By Proposition 3.2 the containable region Bðr Ã þ E; x s Þ is finitely reachable. So finally we conclude that if we pick a 1 ¼ 0:006; a 2 ¼ 0:0002 and b ¼ 0:001; then the desired region D contains a finitely reachable containable region. Our simulations, although not exhaustive, show that the system's trajectory moves to the containable region within a finite number of time units (Figs. 8-11 ).
Conclusions
In this paper a novel computational procedure has been proposed to determine whether there is a finitely reachable containable set within a desired region. This approach first searches for a special containable set, namely to compute Bðr Ã Þ; then decide whether such a set is finitely reachable by merely using nonlinear programming. One issue concerning this approach is that nonlinear programming may not always achieve the globally optimal solution, which may make Bðr Ã Þ smaller than the true containable region. However, by choosing sufficient number of seeds during nonlinear programming and solving the dual problem to achieve the upper bound of the primal optimal solution, we can increase confidence in the correctness of r Ã as the globally optimal solution. Another issue arises from the fact that a containable region is defined as a closed ball, which in reality may be unnecessarily large when Q Q is 'long' and 'narrow' in a geometric sense. But our experience on several practical systems indicates that the resulting estimates are quite helpful as a guidance to evaluate the system's performance. For example, in that two-tank system, the results indicate that small values of a 1 ; a 2 and b leads to a substantially small containable region. So we should increase the sampling rate to achieve sufficiently small values of those parameters. The analysis also indicates that in order to achieve fast transient behavior, we can deliberately introduce a set of large values of a 1 ; a 2 and b so that the system's trajectory can move quickly to the neighbourhood of Q Q; then those parameters are switched to small values so that a trajectory can move into a sufficiently small containable region. All these results are quite useful for a system designer to choose a system configuration, e.g. the values of parameters and the control set U.
In future work we will focus on developing efficient algorithms based on the proposed approach for specific classes of nonlinear systems, and provide a less restrictive geometrical form, e.g. ellipsoid, for a containable region instead of a closed ball. 
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