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Abstract
In this paper, a set of boundary integrals are derived based on a radial integration technique to accurately evaluate
two dimensional (2D) and three dimensional (3D), regular and singular domain integrals. A self-contained Fortran
code is listed and described for numerical implementation of these boundary integrals. The main feature of the
theory is that only the boundary of the integration domain needs to be discretized into elements. This feature can
not only save considerable efforts in discretizing the integration domain into internal cells (as in the conventional
method), but also make computational results for singular domain integrals more accurate since the integrals have
been regularized. Some examples are provided to verify the correctness of the presented formulations and the
included code.
© 2004 Elsevier B.V. All rights reserved.
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1. Classiﬁcation of 2D and 3D domain integrals
Consider a general real function f (xp, x) with x representing the Cartesian coordinates (x, y) for two-
dimensional problems (D= 2) and (x, y, z) for three-dimensional problems (D= 3) and xp denoting the
value of x at point p. In the boundary element method (BEM), xp is referred to as the ‘source point’ [1–5].
The following domain integral is dealt with in this paper:
I (xp)=
∫

f (xp, x) d(x)=
{∫∫
S
f (xp, yp, x, y) dx dy for 2D∫∫∫
V
f (xp, yp, zp, x, y, z) dx dy dz for 3D
(1)
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where  is the domain of the problem under consideration, and S and V are the surface and volume of 
in 2D and 3D, respectively. For convenience, the coordinates (x, y, z) may be denoted as (x1, x2, x3).
If f (xp, x) is bounded everywhere in  for the variable x, the integral in Eq. (1) is regular. On the
other hand, if f (xp, x) becomes inﬁnite at some points, it is singular. In this paper, the following singular
integral is considered
I (xp)=
∫

f¯ (xp, x)
r(xp, x)
d(x) (2)
where f¯ (xp, x) is bounded everywhere and r(xp, x) is the distance between points xp and x, i.e.,
r(xp, x)= ‖ x− xp ‖ =√(x− xp) · (x− xp). (3)
The level of singularity of domain integrals in equation (2) can be deﬁned as

= 0 regular
0< <D weakly singular
=D strongly singular
=D + 1 hypersingular
=D + 2 supersingular
(4)
For a ﬁnite integration domain , the regular and weakly singular domain integrals always exist (i.e.
are ﬁnite) [2]. However, for strongly, hyper and super singular domain integrals, integrals only exist under
some conditions, depending heavily on the characteristics of the function f¯ (xp, x). This will be described
in detail in the following sections.
2. Evaluation of regular and weakly singular domain integrals
Based on the polar coordinate system (r,) for 2D problems [1] and the spherical coordinate system
(r, ,) for 3D problems [2] with origin at point xp, the differential domain d can be written as
d(x)= rD−1(xp, x) dr(x) d(x), (5)
where
d(x)=
{
d for 2D (D = 2)
sin  d d for 3D (D = 3) (6a)
in which 0 and 02.
From Eq. (6a) we can see that d(x) is a differential element of either the circular arc in 2D or the
spherical surface in 3D with a radius of unity.
On the boundary, the following relationship can be written [1–3]
d(xq)= 1
rD−1(xp, xq)
r
n
d(xq), (6b)
where  is the boundary of the domain , n is the outward normal to  with the components (n1, n2, n3)
and xq denotes the coordinates at boundary point q.
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Eqs. (5) and (6) play important roles in the transformation of domain integrals into boundary integrals
and in the removal and reduction of integral singularities. This will be seen in this section and also in the
following section.
Using Eqs. (5) and (6), the domain integral (1) can be transformed into an equivalent boundary integral
as follows:
I (xp)=
∫

f (xp, x) d(x)=
∫

F(xp, xq)
rD−1(xp, xq)
r
n
d(xq), (7)
where
F(xp, xq)=
∫ r(xp,xq)
0
f (xp, x)rD−1 dr. (8)
The quantities included in the above equations can be determined using
r
n
= rˆ · n, (9)
rˆ= r
xq
= x
q − xp
r(xp, xq)
, (10)
x= xp + rˆr. (11)
The following relationship is also useful when substituting Eq. (11) into Eq. (8)
rˆ · rˆ= 1. (12)
It is important to note that the quantity rˆ appearing in Eq. (11) and determined by Eq. (10) is a constant
vector for the radial integral (8), even though it is a function of xq for the boundary integral (7). For the
simple function f (xp, x), Eq. (8) can be analytically integrated. For complicated functions, numerical
integration techniques, such as Gaussian quadrature, may be used to evaluate this integral for every point
q. To use the Gaussian quadrature, the following variable transformation is required:
r = r(x
p, xq)
2
(1+ ) (−11), (13)
where r and  are integration variables and r(xp, xq) is the distance between points xp and xq . Using Eqs.
(13) and (11), integral (8) can be expressed as
F(xp, xq)=
(
r(xp, xq)
2
)D ∫ +1
−1
f (xp, x())(1+ )D−1 d
=
(
r(xp, xq)
2
)D Nr∑
l=1
f (xp, x(l))(1+ l)D−1wl, (14)
where Nr is the number of Gaussian points, l is the Gaussian coordinate, wl is the associated weight
and x(l) is determined by substituting Eq. (13) into Eq. (11). Although six Gauss points are used in the
code listed in this paper, experience shows that four Gauss points are sufﬁcient to get an accurate result.
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The following notes are made for the formulations presented above:
• Any regular and weakly singular domain integrals can be evaluated using only boundary information.
In other words, in numerical computation, only the boundary of the domain needs to be discretized
into elements to evaluate the boundary integral (7). The radial integrals (8) and (14) do not require
additional discretization in geometry. This is very convenient in engineering computation dealing with
complicated geometries, such as in thermoelasticity problems [3] and nonlinear mechanics problems
[1].
• For the weakly singular integrals (<D) in Eq. (2), the order of singularity can be reduced by one
after using Eq. (8). Therefore, more accurate results can be obtained using the above formulations
than directly evaluating the original domain integrals.
• The source point xp, also called the “collocation point” in BEM, can be located inside or on the
boundary of the integration domain.
• These formulations are applicable to both single and multi-connected regions.
3. Evaluation of strongly, hyper and super singular domain integrals
For a general domain integral as shown in Eq. (2), when D, the integral may not exist. However,
for some kernel functions f¯ (xp, x) satisfying certain conditions (which will be described in this section),
the domain integral does exist. Since the integrand is inﬁnite when x= xp, integrals are considered in the
Cauchy principal value sense. That is
I (xp)=
∫

f¯ (xp, x)
r(xp, x)
d(x)= lim
	→0
∫
−	
f¯ (xp, x)
r(xp, x)
d(x), (15)
where 	 is a small circular domain for 2D problems or a small spherical domain for 3D problems and is
centered at point xp. Except for ﬁnite values everywhere in , the kernel function f¯ (xp, x) is assumed to
be a function of rˆ only, i.e., independent of the radial direction variable r appearing in Eqs. (5) and (11).
This condition may be referred to as the annular function condition. Fortunately, most kernel functions
from physical problems satisfy this condition. If this is not the case, a singular kernel may be expressed
as a few parts as shown in Example 4 in Section 6—the less singularity parts and a part which has
the singularity of 1/r but whose corresponding f¯ (xp, x) term satisﬁes the annular function condition.
Therefore, the formulation derived in this section can be used for the latter part.
3.1. Strongly singular domain integrals (=D)
Using Eq. (5), integral (15) can be manipulated as follows
I (xp)=
∫

f¯ (xp, xq)
{
lim
	→0
∫ r(xp,xq)
	
rD−1
rD
dr
}
d(xq)
=
∫

f¯ (xp, xq) ln r(xp, xq) d(xq)− lim
	→0 ln 	
∫

f¯ (xp, xq) d(xq). (16)
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In order to make I (xp) ﬁnite, the following condition should be satisﬁed∫

f¯ (xp, xq) d(xq)= 0. (17)
Substituting Eq. (6b) into the ﬁrst integral on the right-hand side of Eqs. (16) and (17) into the last integral,
it follows that
I (xp)=
∫

f¯ (xp, xq)
ln r(xp, xq)
rD−1(xp, xq)
r
n
d(xq). (18)
Now the strongly singular domain integral has been transformed into a boundary integral. As a result, no
singularity exists for internal points xp (located inside the ). However, for boundary points, singularity
still exists and more treatment should be carried out. Since the treatment is related to the Logarithmic
Gaussian Quadrature which is quite different from the integration strategy used in this paper, it will be
described in another paper.
3.2. Hyper and super singular domain integrals (>D)
Similar to the above process, when >D, integral (15) can be rewritten as
I (xp)=
∫

f¯ (xp, xq)
{
lim
	→0
∫ r(xp,xq)
	
rD−1
r
dr
}
d(xq)
= − 1
−D
{∫

f¯ (xp, xq)
r−D(xp, xq)
d(xq)− lim
	→0
1
	−D
∫

f¯ (xp, xq) d(xq)
}
. (19)
To make the value of I (xp) ﬁnite, the following equation should hold∫

f¯ (xp, xq) d(xq)= 0 (17)
and this results in
I (xp)=− 1
−D
∫

f¯ (xp, xq)
r−1(xp, xq)
r
n
d(xq). (20)
Similar to Eq. (18), Eq. (20) has no singularity for internal points and can be evaluated accurately.
3.3. Useful formulation for veriﬁcation of integrable condition (17)
Eq. (17) is a condition to determine whether a strongly, hyper or super singular domain integral is
integrable or not. Since the function f¯ (xp, x) is assumed to be a function of rˆ only, the integration range
in Eq. (17) can be regarded as a circle in 2D or a spherical surface in 3D with a radius of unity. Following
this idea, the following expressions which are useful to verify Eq. (17) can be easily integrated using
Eq. (6a) [5].
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For 2D problems:∫

1 d(xq)= 2, (21a)
∫

r,ir,j d(xq)= 
ij , (21b)∫

r,ir,j r,kr,l d(xq)= 4 (
ij
kl + 
ik
j l + 
il
jk), (21c)∫

r,i d(xq)=
∫

r,ir,j r,k d(xq)= 0. (21d)
For 3D problems:∫

1 d(xq)= 4, (22a)
∫

r,ir,j d(xq)= 43 
ij , (22b)∫

r,ir,j r,kr,l d(xq)= 415 (
ij
kl + 
ik
j l + 
il
jk), (22c)∫

r,i d(xq)=
∫

r,ir,j r,k d(xq)= 0, (22d)
where 
ij is the Kronecker delta and r,i is the ith component of rˆ, i.e.,
r,i = rxi =
x
q
i − xpi
r(xp, xq)
(23)
Usually, f¯ (xp, xq), which satisﬁes the annular function condition, consists of the polynomial of r,i .
Therefore, Eqs. (21a)–(22d) can be applied to verify the integrable condition (17).
4. Numerical evaluation of boundary integrals
In order to evaluate the boundary integrals appearing in Eqs. (7), (18) and (20) for complicated
geometries, a numerical integration strategy should be performed. To do this, the boundary  of the
region  is discretized into a sufﬁcient number of elements (Figs. 1 and 2) as is done in the ﬁnite and
boundary element methods [5].
For a 2D boundary, two-noded (linear) and three-noded (quadratic) line elements are used, while for
a 3D boundary, four-noded (linear) and eight-noded (quadratic) quadrilateral elements are adopted. In
each element, the global coordinate xq is interpolated between the coordinates x of the element nodes
through interpolation functions. Thus
xq(, )=
M∑
=1
N(, )x
, (24)
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2-noded line element
Fig. 1. Line elements for a 2D boundary (curve).
8-noded quadrilateral
element
Fig. 2. Quadrilateral elements for a 3D boundary (surface).
where M is number of element nodes,  and  are intrinsic coordinates both taking a value between −1
to +1, and N are the interpolation functions and are commonly referred to as ‘shape functions’ which
can be expressed [5] as
Line elements for 2D boundary:
N1(, )= (1− )/2
N2(, )= (1+ )/2 (linear) (25)
N1(, )= (− 1)/2
N2(, )= (1+ )/2
N3(, )= 1− 2
(quadratic) (26)
Quadrilateral elements for 3D boundary:
N(, )= 14 (1+ )(1+ ), = 1− 4 (linear) (27)
272 X.-W. Gao / Journal of Computational and Applied Mathematics 175 (2005) 265–290
1
(-1)
2
(+1)
1
(-1) ξ 
ξ 2
(+1)
3
(0)
(b)(a)
Fig. 3. Nodes over a line element: (a) linear and (b) quadratic.
4 3
1 2
(-1,-1) (1,-1)
(1,1)(-1,1)
 ξ
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η
η
4 37
6
1 5 2
8
(-1,-1)
(0,1)
(0,-1)
(1,0)
(1,-1)
(1,1)(-1,1)
(-1,0)
 
 
(a) (b)
Fig. 4. Nodes over a quadrilateral element: (a) linear and (b) quadratic.
N(, )= (1+ )(1+ )(−1+ + )/4, = 1− 4
N(, )= (1+ + ){1− ()2 − ()2}/2, = 5− 8 (quadratic) (28)
where  and  are nodal values of  and  (see Fig. 3 for line elements and Fig. 4 for quadrilateral
elements).
After discretizing the boundary into Nelem elements, Eq. (7) can be written (e.g., for 3D problems) as
I (xp)=
Nelem∑
e=1
∫
e
F (xp, xq)
rD−1(xp, xq)
r
n
d(xq)
=
Nelem∑
e=1
∫ 1
−1
∫ 1
−1
F(xp, xq(, ))
rD−1(xp, xq(, ))
r
n
|Je| d d (29)
wheree is the region of the eth element and |Je| is the transformation Jacobian from the global coordinates
to the intrinsic coordinates. The formulations for computing |Je| and the outward normal n can be found
in Ref. [5] and may also be identiﬁed in the attached subroutine DSHAPE.
As in the numerical evaluation of the radial integral (8) using Eq. (14), Gaussian quadrature is also
used to evaluate the integrals in Eq. (29). This results in
I (xp)=
Nelem∑
e=1
N∑
m=1
N∑
n=1
F(xp, xq(n, m))
rD−1(xp, xq(n, m))
r
n
|Je|wnwm (30)
whereN andN are the numbers of Gaussian points along the  and  directions, respectively. Gaussian
coordinate n and the associatedweightwn for six Gaussian points can be found in the attached subroutine
GAUSSV.
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Although Eq. (30) is for 3D problems, it is straightforward to write one for 2D case by simply dropping
the  part. In order to improve the computational accuracy in the evaluation of 3D weakly singular
domain integrals, when point xp is located at one of the element nodes, the element is divided into two
or three sub-elements to make |Je| → 0 as xq → xp over each sub-element. The details of the element
sub-division technique can be found in [4,5] or may be identiﬁed in the attached subroutine RIM_1E.
The numerical formulations for Eqs. (18) and (20) can also be written in a similar manner to Eq.
(30). It should be noted that in the extreme case that the internal source point xp is very close to the
boundary, the integrals are ‘near-singular’. For this case, an adaptive integration technique as described
in [5] is helpful to improve the computational accuracy. However, this technique is not coded for in the
current paper.
5. Outline of the Fortran code and the input and output ﬁles
This section gives a brief description of a self-contained computer code—RIM_DOM.F90 (Radial
Integration Method for evaluation of DOMain integrals) developed using the formulations described
in preceding sections. The code is written in Fortran90 (although keeping Fortran77 style as much as
possible to make it easy to understand) and consists of the main program and eight subroutines. This
code can evaluate any regular or weakly singular domain integral for boundary and internal points and
also strongly, hyper and super singular domain integrals with the function f¯ (xp, x) satisfying the annular
function condition and Eq. (17) for internal points. The code has the ability to treat 2D and 3D problems
using either linear or quadratic boundary elements. For a speciﬁc problem, users only need to modify
subroutine F_XPXQ or FUNC to deﬁne the function F(xp, xq), f¯ (xp, x) or f (xp, x). The full source
code is listed in Appendix B and a detailed description of all subroutines can be found in Appendix A.
The Main program RIM_DOM inputs all nodal coordinates and boundary element connectivity from
an input ﬁle named RIM_DOM.DAT and outputs the integration results to an output ﬁle named
RIM_DOM.OUT.
Input ﬁle (RIM_DOM.DAT):
Card Set 1 (one card)
NDIM: D, the dimension of the problem (=2 for 2D and =3 for 3D problems)
NODE: Number of element nodes; =2 or 3 for 2D and =4 or 8 for 3D
NTP: Total number of boundary and internal nodes
NBE: Total number of boundary elements
NF: Number of components of the function f (xp, x) or f¯ (xp, xq). This variable is
designed for simultaneous computation of several domain integrals.
NXP: Total number of source points xp.
ITYPE: =−1 for regular andweakly singulardomain integralswhereF(xp, xq) is computed
numerically using Eq. (14); the function f (xp, x) is provided in routine FUNC;
=1 for regular and weakly singular domain integrals; analytical expression of
F(xp, xq) is provided in routine F_XPXQ;
=D (i.e., =2 for 2D and =3 for 3D) for strongly singular domain integrals;
f¯ (xp, xq) is provided in routine F_XPXQ; and
= for hyper and super singular domain integrals; f¯ (xp, xq) is provided in routine
F_XPXQ.
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Card Set 2 (NTP cards—one for each node)
NP: Global node number
CD(1, NP): x-coordinate of node NP
CD(2, NP): y-coordinate of node NP
CD(3, NP): z-coordinate of node NP (omit in 2D)
Card Set 3∗ (NBE cards—one for each element)
NE: Element number
LNDB(1, NE): Global node number for the 1st node of element NE
. . .
LNDB(NODE, NE): Global node number for the last node of element NE
Card set 4∗∗ (one card, which can be written in multiple rows)
KXP(1): Global node number for the 1st point xp
. . .
KXP(NXP): Global node number for the last point xp
Output ﬁle (RIM_DOM.OUT):
KXP: Global point number xp
VINT: Values of the integrals for the point KXP
∗Note: In Card set 3, the sequence of the element nodes should be as shown as in Figs. 3
and 4 and the nodes should be numbered in the counterclockwise direction when
viewed from the outside of the domain.
∗∗Note: If a number speciﬁed in Card set 4 is on the boundary which is limited to regular
and weakly singular domain integrals, the number should be one of the boundary
element nodes speciﬁed by the variable LNDB.
6. Numerical examples
In order to verify and demonstrate how to use the included computer code, some 2D and 3D domain
integrals are analyzed in this section.
Example 1. 2D regular and weakly singular domain integrals.
The ﬁrst example is aimed at demonstrating how to use the code to solve a 2D domain integral by
giving complete input and output ﬁles. The following domain integrals are analyzed.
I1(x
p)=
∫ ∫
S
dx dy,
I2(x
p)=
∫∫
S
1
r(xp, x)
dx dy, (31)
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20 17
18
19
Fig. 5. Boundary elements over an elliptic domain.
I3(x
p)=
∫∫
S
x
r(xp, x)
dx dy,
I4(x
p)=
∫∫
S
sin 
r(xp, x)
dx dy,
where
r(xp, x)=
√
(x − xp)2 + (y − yp)2,
sin = (y − yp)/r(xp, xq). (32)
Apparently, the ﬁrst integral is a regular one and others are weakly singular ones. The integration domain
S considered is an ellipse with semi-axes of a = 5 and b = 3 as shown in Fig. 5.
It is reminded that sin =r/x is constant in the radial integral (8), analytical expressions ofF(xp, xq)
for these functions can be easily obtained from Eq. (8) (here D = 2) as
F1(xp, xq)= r2(xp, xq)/2,
F2(xp, xq)= r(xp, xq),
F3(xp, xq)= (xp + x)r(xp, xq)/2,
F4(xp, xq)= sin r(xp, xq).
(33)
These expressions have been coded in the subroutine F_XPXQ (see Appendix B).
The boundary of the ellipse is discretized into 8 three-noded quadratic line elements with 16 boundary
nodes (Fig. 5). Seven points for xp are computed, consisting of three boundary points (1, 3, 5) and four
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internal points (17 to 20). The following is the input data included in the ﬁle RIM_DOM.DAT.
2 3 20 8 4 7 1
1 5.0 0.0
2 4.619397662556 1.148050297095
3 3.535533905933 2.121320343560
4 1.913417161825 2.771638597534
5 0.0 3.0
6 −1.913417161825 2.771638597534
7 −3.535533905933 2.121320343560
8 −4.619397662556 1.148050297095
9 −5.0 0.0
10 −4.619397662556 −1.148050297095
11 −3.535533905933 −2.121320343560
12 −1.913417161825 −2.771638597534
13 0. −3.0
14 1.913417161825 −2.771638597534
15 3.535533905933 −2.121320343560
16 4.619397662556 −1.148050297095
17 3.0 0.0
18 2.0 1.5
19 0.0 1.0
20 0.0 0.0
1 1 3 2
2 3 5 4
3 5 7 6
4 7 9 8
5 9 11 10
6 11 13 12
7 13 15 14
8 15 1 16
1 3 5 17 18 19 20
The output results in ﬁle RIM_DOM.OUT are as follows
XP I1 I2 I3 I4
1 4.708721E+01 1.388591E+01 2.611811E+01 −1.110223E−16
3 4.708721E+01 1.527171E+01 2.185733E+01 −8.326540E+00
5 4.708721E+01 1.646269E+01 1.776357E−15 −1.177728E+01
17 4.708721E+01 2.130246E+01 3.419443E+01 −2.220446E−16
18 4.708721E+01 2.132692E+01 2.267445E+01 −5.889728E+00
19 4.708721E+01 2.334055E+01 0.000000E+00 −3.927057E+00
20 4.708721E+01 2.393431E+01 −8.881784E−16 4.440892E −16
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Fig. 6. Computational model of a square.
From the last number, which is 1, in the ﬁrst row of the above input ﬁle, it can be seen that the analytical
expressions (33) were used for the above output results. To test the numerical evaluation of F(xp, xq),
the integrands in Eq. (31) have been coded in the subroutine FUNC (seeAppendix B). If the user changes
the value of ITYPE (the last number of the ﬁrst row in the above input ﬁle) from 1 into −1, then this
evaluation will be activated. Since the same results as in the above output ﬁle can be obtained, they are
not listed here.
Since the value of the ﬁrst integral I1(xp) should be the area of the ellipse which is S=ab=47.12389,
it can be used to verify the correctness of the code. Comparing this number with the second column of
the above output results reveals that the relative error is 0.08%, which is acceptable for general purposes.
If users need more accurate results, ﬁner boundary elements should be used.
Example 2. 2D strongly and hypersingular domain integrals over a square region.
The second example is the evaluation of the following strongly singular domain integral over a square
region with side length of 10 (Fig. 6).
I (xp)=
∫∫
S
r/y
r(xp, x)
dx dy (34)
where r is determined by Eq. (32) and r/y = (y − yp)/r(xp, xq).
In Eq. (34), the integrable condition (17) is satisﬁed in terms of Eq. (21d) since f¯ (xp, xq)=r/y=r,2.
To use the computer code attached inAppendix B, the boundary of the square is discretized into 16 equally
spaced linear line elements with 16 boundary nodes (Fig. 6). Nine source points xp (located at nodes
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Table 1
Results for domain integral (34) when = 2
Point x Y Analytic Code
17 2.5 2.5 1.490996 1.490996E + 00
18 5.0 2.5 1.636981 1.636981E + 00
19 7.5 2.5 1.490996 1.490996E + 00
20 2.5 5.0 0.000000 5.551115E − 17
21 5.0 5.0 0.000000 −5.551115E − 17
22 7.5 5.0 0.000000 −6.106227E − 16
23 2.5 7.5 −1.490996 −1.490996E + 00
24 5.0 7.5 −1.636981 −1.636981E + 00
25 7.5 7.5 −1.490996 −1.490996E + 00
17–25 in Fig. 6) are considered. The following subroutine is used to replace the corresponding one
in Appendix B.
SUBROUTINE F_XPXQ(NDIM,XP,XQ,RQ,DRDX,NF,FQ)
IMPLICIT REAL*8(A−H,O−Z)
DIMENSION XP(*),XQ(*),DRDX(*),FQ(NF)
COMMON/RIM_COEF/PI,DLT(3,3),CNU,CONST
FQ(1)=drdx(2)
END
Strongly singular case (= 2):
When  = 2, an analytical result can be obtained from Eq. (34). The indeﬁnite integral can be
integrated as
I (xp)=
∫ ∫
r/y
r2(xp, x)
dx dy =− ln |2(x − xp + r)/(y − yp)|. (35)
Applying the bound [0, 10] to x and y in this expression, one can get the analytical result for every internal
point (xp, yp). Table 1 lists the analytical and computed results. No difference can be identiﬁed from the
two sets of results.
Hypersingular case (= 3):
When = 3, the indeﬁnite integral can be integrated from Eq. (34) as
I (xp)=
∫∫
r/y
r3(xp, x)
dx dy =−Arc tan[(x − xp)/(y − yp)]/[2(y − yp)]. (36)
Table 2lists the analytical results and the computed results. The two sets of results are very close.
Example 3. 3D regular domain integrals over a cube.
This example is used to verify and show how to use the described code to solve a 3D
domain integral by giving complete input and output ﬁles. The following two domain integrals
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Table 2
Results for domain integral (34) when = 3
Point x Y Analytic Code
17 2.5 2.5 0.333079 3.330788E − 01
18 5.0 2.5 0.364459 3.644591E − 01
19 7.5 2.5 0.333079 3.330788E − 01
20 2.5 5.0 0.000000 0.000000E + 00
21 5.0 5.0 0.000000 1.387779E − 17
22 7.5 5.0 0.000000 3.816392E − 17
23 2.5 7.5 −0.333079 −3.330788E − 01
24 5.0 7.5 −0.364459 −3.644591E − 01
25 7.5 7.5 −0.333079 −3.330788E − 01
are considered:
I1 =
∫∫∫
V
xy2z3 dx dy dz,
I2 =
∫∫∫
V
xy2 sin(3z/L) dx dy dz. (37)
Apparently, the two integrals are with respect to the point xp = 0. The integration domain V is a cube
with the dimensions of L× L× L (here L= 10). The analytical results can be written as
I1 =
∫ L
0
x dx
∫ L
0
y2 dy
∫ L
0
z3 dz= 1
24
L9 = 4.16666667× 107,
I2 =
∫ L
0
x dx
∫ L
0
y2 dy
∫ L
0
sin(3z/L) dz= 3.5367765× 104. (38)
To run the code to evaluate these two integrals, the six surfaces of the cube are discretized into six
eight-noded quadratic elements, one element per surface, with a total of twenty boundary nodes (Fig. 7).
The following subroutine should be used in the code listed in the Appendix B.
SUBROUTINE FUNC(X,R,DRDX,XP,NDIM,NF,F)
IMPLICIT REAL*8(A−H,O−Z)
DIMENSION X(NDIM),DRDX(NDIM),XP(NDIM),F(NF)
COMMON/RIM_COEF/PI,DLT(3,3),CNU,CONST
F(1)= X(1)*X(2)**2*X(3)**3
F(2)= X(1)*X(2)**2*SIN(X(3)/10.*3.*PI)
END
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Fig. 7. Boundary nodes over a cube.
And the input ﬁle (RIM_DOM.DAT) is as follows
3 8 20 6 2 1 −1
1 0. 0. 0.
2 0. 5. 0.
3 0. 10. 0.
4 5. 0. 0.
5 5. 10. 0.
6 10. 0. 0.
7 10. 5. 0.
8 10. 10. 0.
9 0. 0. 5.
10 10. 0. 5.
11 0. 0. 10.
12 5. 0. 10.
13 10. 0. 10.
14 0. 5. 10.
15 10. 5. 10.
16 0. 10. 10.
17 5. 10. 10.
18 10. 10. 10.
19 0. 10. 5.
20 10. 10. 5.
1 1 3 8 6 2 5 7 4
2 1 6 13 11 4 10 12 9
3 11 13 18 6 12 15 17 14
4 16 18 8 3 17 20 5 19
5 6 8 18 13 7 20 15 10
6 11 16 3 1 14 19 2 9
1
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The output ﬁle (RIM_DOM.OUT) is:
XP I1 I2
1 4.166667E+07 3.538891E+04
Comparing these results with the analytical ones in Eq. (38) reveals that the ﬁrst result (I1) is in excellent
agreement. However, the second result (I2) has a big discrepancy. This is due to the use of insufﬁcient
elements for the highly nonlinear term sin(3z/L). Tests show that four elements per surface can result
in an excellent result for I2 as well.
Example 4. Strongly singular domain integrals in elastoplastic mechanics.
This example demonstrates how to use the current theory and code to solve a domain integral that does
not satisfy the annular function condition. The domain integral is taken from a boundary integral equation
for the evaluation of the internal stresses in elastoplastic mechanics [4,5], which can be expressed as
J (xp)=
∫

Eijkl(x
p, x)kl(x)
rD(xp, x)
d(x) (39)
where
Eijkl(x
p, x)= 1
4(D − 1)(1− ) {(1− 2)(
ik
lj + 
jk
li − 
ij
kl +D
ij r,kr,l)
+D(
lir,j r,k + 
jkr,lr,i + 
ikr,lr,j + 
j lr,ir,k)
+D
klr,ir,j −D(D + 2)r,ir,j r,kr,l} (40)
in which, subscripts i, j, k, l = 1, 2 are for 2D and 1,2,3 are for 3D problems,  is the Poisson ratio (here
assumed to be = 0.3), kl(x) is initial stresses, and r,i is determined by Eq. (23).
Since kl(x) is an unknown function, one cannot verify if the integrand in Eq. (39) satisfy the annular
function condition. Therefore, the included code cannot be directly used to evaluate this domain integral.
However, Eq. (39) can be written as
J (xp)=
∫

Eijkl(x
p, x)[kl(x)− kl(xp)]
rD(xp, x)
d(x)+ kl(xp)Iijkl(xp) (41)
where
Iijkl(x
p)=
∫

Eijkl(x
p, x)
rD(xp, x)
d(x) (42)
Now, the ﬁrst domain integral in Eq. (41) is weakly regular and can be accurately evaluated by the cell
sub-division technique [4] or by a transformed equivalent boundary integral [1]. What we are concerned
about here is the strongly singular domain integral shown in Eq. (42). Substituting Eq. (40) into Eq. (17)
and using relationships (21a)–(22d), it can be proved that∫

Eijkl(x
p, x) d(x)= 0. (43)
Therefore, the strongly singular domain integral in Eq. (42) can be evaluated using the code included
in this paper. To do this, the following routines should be used to replace the routine F_XPXQ in
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SUBROUTINE F_XPXQ(NDIM,XP,XQ,RQ,DRDX,NF,FQ)
IMPLICIT REAL*8(A−H,O−Z)
DIMENSION XP(*),XQ(*),DRDX(*),FQ(NF)
COMMON/RIM_COEF/PI,DLT(3,3),CNU
D= DBLE(NDIM); GAM= DBLE(NDIM)+2.D0
CONST= 1./(4.*(D-1)*PI*(1.-CNU))
FQ(1)= CONST*PKERNEL(1,1,1,1,D,GAM,DRDX)
FQ(2)= CONST*PKERNEL(1,1,2,2,D,GAM,DRDX)
FQ(3)= CONST*PKERNEL(2,1,2,1,D,GAM,DRDX)
END
DOUBLE PRECISION FUNCTION PKERNEL(I,J,K,L,D,GAM,Z)
IMPLICIT REAL*8(A-H,O-Z)
COMMON/RIM_COEF/PI,DLT(3,3),CNU
DIMENSION Z(*)
PKERNEL= (1.-2.*CNU)*(DLT(I,K)*DLT(J,L)+DLT(I,L)*DLT(J,K) &
−DLT(I,J)*DLT(K,L)+D*DLT(I,J)*Z(K)*Z(L)) &
+D*DLT(K,L)*Z(I)*Z(J)+D*CNU*(DLT(I,K)*Z(J)*Z(L) &
+DLT(J,K)*Z(I)*Z(L)+DLT(I,L)*Z(J)*Z(K) &
+DLT(J,L)*Z(I)*Z(K))-D*GAM*Z(I)*Z(J)*Z(K)*Z(L)
END
Here only I1111, I1122 and I2121 are coded in the subroutine F_XPXQ. One can obtain others, if desired,
in a similar manner. The parameters  (CNU) and 
ij (DLT) are deﬁned in the main program.
Integration over an ellipse (2D problem): The computational model used in Example 1 (Fig. 5) is
adopted to evaluate the domain integral (42). The input ﬁle is the same as in Example 1, but the ﬁrst row
should be changed into the following:
2 3 20 8 3 4 2
and the last row should be replaced by
17 18 19 20
so that only these four internal points are computed. The output ﬁle is as follows:
XP I1 I2 I3
17 −1.361140E−01 6.467655E−02 1.109847E−02
18 −1.358914E−01 6.438767E−02 1.075987E−02
19 −1.361661E−01 6.472483E−02 1.114386E−02
20 −1.361408E−01 6.470814E−02 1.113362E−02
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Integration over a cube (3D problem): The model used in Example 3 (Fig. 7) is adopted here. The
following three internal points are evaluated.
21 2.5 2.5 2.5
22 5.0 5.0 5.0
23 6.0 6.5 7.0
The input ﬁle in Example 3 should bemodiﬁed as follows: ﬁrstly, the above three point coordinates should
be inserted in the coordinate part and then the ﬁrst row is changed into
3 8 23 6 3 3 3
and the last row should be replaced by
21 22 23
After computation, the output ﬁle is as follows:
XP I1 I2 I3
21 8.164691E−02 −4.082346E−02 −4.082346E−02
22 7.824625E−02 −3.912312E−02 −3.912312E−02
23 1.992645E−03 −1.370556E−02 −2.311525E−02
7. Concluding remarks
An efﬁcient and robust method has been presented for the evaluation of regular and singular domain
integrals using transformed boundary integrals. Any regular or weakly singular domain integral can be
accurately evaluated using only boundary discretization. The computation point can be located inside
or on the boundary of the integration domain. For strongly, hyper and super singular domain integrals,
the kernel function f¯ (xp, x) in Eq. (2) should satisfy both the “annular function” condition and Eq.
(17), and should be limited to internal points only. It should be pointed out that the formulations and
program for the hyper and super singular domain integrals are also suitable for evaluating higher singu-
lar domain integrals under the same integrable conditions, although it is not described explicitly in this
paper.
The well-known Gauss’ integral theorem (divergence theorem) can transform a volume integral into a
surface integral and Stokes’ theorem can convert an area integral into a line integral. However, their
theorems are only applicable to some functions subjected to differential operators. The theory and
computer code presented in this paper have a much wider range of application than the Gauss’ the-
orem and Stokes’ theorem and treat 2D and 3D domain integrals in a uniﬁed manner. On the other
hand, Gauss’ theorem and Stokes’ theorem are more convenient for some domain integrals which are
subjected to differential operators. Therefore, the theory presented in this paper serves as their
complement.
The theory and program presented in this paper are applicable to domain integrals consisting of any
known functions. For integrands including unknown variables, the unknown variables should be ﬁrst
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expressed in terms of some basis functions, e.g., the radial basis functions [2], and then the current theory
and program can be applied to evaluate the domain integrals formed by these basis functions [1].
Appendix A. Description of the Fortran subroutines
Subroutine RIM_ELEMS: This subroutine sets up data used for Gaussian quadrature and drives the
computation of boundary integrals element by element for a given point xp. The parameters and used
variables are:
NGXI, NGET and NGR: Numbers of Gauss points, N, N and Nr used in Eqs. (14) and (30). Here
six Gauss points are used for all three variables. Users can change these numbers, but must remember to
change the values of GP and GW in subroutine GAUSSV.
CDL: Contains the nodal values of intrinsic coordinates (see Fig. 4).
GPXI, GPET, GPR: Gaussian coordinates n, m and l used in Eqs. (14) and (30).
GWXI, GWET, GWR: Weight wn, wm and wl used in Eqs. (14) and (30).
NODEF: Nodes over a side of an element (see Fig. 4(b)).
NDSID: Number of nodes over a side of an element.
NSP: Nodal number of an element which coincides with point xp.
NSUB: Number of sub-elements.
CK: Global coordinates of all nodes of an element.
V1E: Integrated results over an element.
Subroutine GAUSSV: This subroutine deﬁnes Gaussian coordinates and associated weights, in which
NGAUS, GP, GW are the number of Gaussian points, Gaussian coordinates, and associated weights,
respectively. Six Gaussian points are used here. Users can change this subroutine if different Gaussian
points, NGXI, NGET and NGR, are employed in routine RIM_ELEMS.
Subroutine RIM_1E: This routine evaluates the boundary integrals appearing in Eqs. (7), (18) and
(20) over an element. For 3D weakly singular domain integrals, when xp is located at one of the element
nodes, the element is divided into two or three sub-elements. The detailed formulations of the sub-division
technique can be found in ce:cross-refs[4,5].
CSUB: Intrinsic coordinates of sub-element nodes
COSN: The outward normal, ni
RI and DRDX: xq − xp and rˆ= r/xq in Eq. (10)
XI(1) and XI(2): Intrinsic coordinates  and 
FQ: F(xp, xq)
RQ: r(xp, xq)
DRDN: r/n
FJCBS: Jacobian of a sub-element [5]
FJCB: Jacobian |Je|
Subroutine SHAPEF: This routine computes the shape function N deﬁned in Eqs. (25)–(28).
C: Nodal values of intrinsic coordinates,  and 
X(1) and X(2): The intrinsic coordinates  and 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SP: The shape function N
RQ2: r2(xp, xq)
RI: xq − xp
Subroutine DSHAPE: This routine computes derivatives of shape functions with respect to the intrinsic
coordinates, outward normal and the Jacobian. Detailed formulations can be found in reference [5].
Additional variables to those deﬁned in subroutine SHAPEF are
DN: N(, )/ and N(, )/
FJCB: The Jacobian |Je|
COSN: Outward normal n
Subroutine INT_F: This routine evaluates F(xp, xq) numerically using equation (14). Variables used
are the same as those used in subroutine F_XPXQ.
Subroutine FUNC: This routine deﬁnes the function f (xp, x), which is used to numerically evaluate
F(xp, xq) in Eq. (14). The routine is only used when ITYPE<0. Necessary constants used in computation
can be communicated between the main program and this routine by the variables in the statement headed
with COMMON/RIM_COEF/.
Imported variables:
NDIM: Value of D (=2 for 2D and =3 for 3D problems)
NF: Number of components of the function f (xp, x)
PI:  (deﬁned in the main program)
DLT: The Kronecker delta 
ij (deﬁned in the main program)
XP: The coordinates of point xp
DRDX: rˆ= r/xq = (xq − xp)/r(xp, xq) in Eq. (10). Its component
is also denoted by r,i in Eqs. (21a)–(23).
X: The coordinates x(l) in Eq. (14)
R: The integration variable r in Eqs. (8) and (11)
Export variable:
F: Contains the value of f (xp, x)
Subroutine F_XPXQ: This routine deﬁnes the analytical expression F(xp, xq) in Eq. (7), which is inte-
grated using Eq. (8), for regular and weakly singular domain integrals (when IT YPE= 1), or f¯ (xp, xq)
for strongly singular (when IT YPE =D) and hyper/super singular (when IT YPE >D) domain inte-
grals. As in the previous routine, the constants used in computation can be passed over by the COMMON
statement namedRIM_COEF.The imported variables are the ﬁrst six described in the previous subroutine
and the following two
RQ: The value of r(xp, xq)
XQ: Coordinates of point xq
The exported values are:
FQ: F(xp, xq)
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Appendix B. Source code
PROGRAM RIM_DOM
IMPLICIT REAL*8(A−H,O−Z)
COMMON/RIM_COEF/PI,DLT(3,3),CNU
ALLOCATABLE CD(:,:),LNDB(:,:),KXP(:),XP(:),VINT(:)
OPEN(5,FILE= ‘RIM_DOM.DAT’, STATUS= ‘OLD’)
OPEN(7,FILE= ‘RIM_DOM.OUT’, STATUS = ‘UNKNOWN’)
READ(5,*)NDIM,NODE,NTP,NBE,NF,NXP,ITYPE ! Card set 1
ALLOCATE(CD(NDIM,NTP),LNDB(NODE,NBE),KXP(NXP),XP(NDIM), &
VINT(NF))
! Assign values to COMMON BLOCK variables
DLT= RESHAPE((/1.,0.,0.,0.,1.,0.,0.,0.,1./),(/3,3/))
PI= 4.D0*DATAN(1.D0); CNU= 0.3
! Input nodal coordinates and element connectivity
DO 10 IP= 1,NTP
10 READ(5,*)NP,(CD(I,NP),I= 1,NDIM) !Card set 2
DO 20 IE= 1,NBE
20 READ(5,*)NE,(LNDB(ID,NE),ID= 1,NODE) !Card set 3
READ(5,*)(KXP(IP),IP= 1,NXP) !Card set 4
! Evaluate domain integrals for every point XP
WRITE(7,‘(“XP”,6(9X,“I”,I1,3X))’)(I,I= 1,NF)
DO 30 IXP= 1,NXP; XP(:)= CD(:,IABS(KXP(IXP)))
CALL RIM_ELEMS(NDIM,NODE,ITYPE,KXP(IXP),XP,CD,LNDB,NBE, &
NF,VINT)
30 WRITE(7,‘(I6,1P6E14.6)’)KXP(IXP),(VINT(I),I= 1,NF)
STOP
END
SUBROUTINE RIM_ELEMS(NDIM,NODE,ITYPE,IXP,XP,CD,LNDB,NBE, &
NF,VINT)
IMPLICIT REAL*8(A−H,O−Z)
PARAMETER (NGXI= 6, NGET= 6, NGR= 6)
DIMENSION XP(NDIM),CD(NDIM,*),LNDB(NODE,*),VINT(NF), &
CDL(16),GPXI(NGXI),GWXI(NGXI),GPET(NGET), &
GWET(NGET),GPR(NGR),GWR(NGR),CK(NDIM*NODE), &
NODEF(12),V1E(NF)
DATA CDL/−1.,−1.,1.,−1.,1.,1.,−1.,1.,0.,−1.,1.,0.,0.,1.,−1.,0./
DATA NODEF/1,2,5, 2,3,6, 3,4,7, 4,1,8/
CALL GAUSSV(NGXI,GPXI,GWXI); CALL GAUSSV(NGR,GPR,GWR)
IF(NDIM.EQ.3) CALL GAUSSV(NGET,GPET,GWET)
NGETW= NGET; IF(NDIM.EQ.2) NGETW= 1
NDSID= 2+NODE/8; VINT= 0.D00
DO 20 IE= 1,NBE; NSP= 0; NSUB= 1
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DO 10 ID= 1,NODE; IF(NDIM.EQ.2) GOTO 10
IF(IABS(IXP).EQ.LNDB(ID,IE)) THEN; NSP= ID; NSUB= 4; ENDIF
10 CK(NDIM*(ID−1)+1:NDIM*ID)= CD(1:NDIM,LNDB(ID,IE))
CALL RIM_1E(NDIM,NODE,ITYPE,XP,CK,CDL,NGXI,NGETW,NGR,GPXI, &
GWXI,GPET,GWET,GPR,GWR,NODEF,NSUB,NDSID,NSP,NF,V1E)
20 VINT= VINT+V1E
END
SUBROUTINE GAUSSV(NGAUS,GP,GW)
IMPLICIT REAL*8(A−H,O−Z)
DIMENSION GP(NGAUS),GW(NGAUS) ! Data of 6 Gaussian points
GP(1)=−0.9324695142031520278123
GP(2)=−0.6612093864662645136614
GP(3)=−0.2386191860831969086305
GW(1)= 0.1713244923791703450403
GW(2)= 0.3607615730481386075698
GW(3)= 0.4679139345726910473899
KGAS= NGAUS/2; DO IGASH= 1,KGAS; JGASH= NGAUS+1−IGASH
GP(JGASH)=−GP(IGASH); GW(JGASH)= GW(IGASH); ENDDO
END
SUBROUTINE RIM_1E(NDIM,NODE,ITYPE,XP,CK,CDL,NGXI,NGET,NGR, &
GPXI,GWXI,GPET,GWET,GPR,GWR,NODEF,NSUB,NDSID,NSP,NF,V1E)
IMPLICIT REAL*8(A−H,O−Z)
DIMENSION XP(NDIM),CK(*),CDL(*),GPXI(*),GWXI(*),GPET(*), &
GWET(*),GPR(*),GWR(*),NODEF(*),XQ(NDIM),V1E(*),CP0(2), &
COSN(NDIM),RI(NDIM),DRDX(NDIM),XI(2),FQ(NF),CSUB(2,4), &
TERM(NF)
NDM1= NDIM−1; FJCBS= 1.; CP0= 0.D0; V1E(1:NF)= 0.D0
DO 90 ISID= 1,NSUB
IF(NSUB.EQ.1.OR.NSP.EQ.0) GOTO 50
DO 10 IND= 1,NDSID
10 IF(NODEF(3*(ISID−1)+IND).EQ.NSP) GO TO 90
! Set up a sub-element from side ISID and the singular point NSP
DO 20 ID= 1,4; CSUB (1:2,ID)= CDL(2*NSP−1:2*NSP)
20 IF(NODEF(3*ISID−2).EQ.ID.OR.NODEF(3*ISID−1).EQ.ID) &
CSUB(1:2,ID)= CDL(2*ID−1:2*ID)
50 DO 80 IGET= 1,NGET; DO 80 IGXI= 1,NGXI
XI(1)= GPXI(IGXI); IF(NDIM.EQ.3) XI(2)= GPET(IGET)
IF(NSUB.EQ.1.OR.NSP.EQ.0) GOTO 60
! Calculate local Jacobian FJCBS for the current sub-element
CALL DSHAPE(2,2,4,XI,CSUB,COSN,FJCBS,CDL)
! Evaluate global intrinsic coordinates XI for Gauss point IG
CALL SHAPEF(2,4,XI,CSUB,CP0,XI,RQ2,CDL)
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60 CALL SHAPEF(NDIM,NODE,XI,CK,XP,RI,RQ2,CDL)
CALL DSHAPE(NDIM,NDM1,NODE,XI,CK,COSN,FJCB,CDL)
RQ= DSQRT(RQ2); XQ= XP+RI
DRDX(1:NDIM)= RI(1:NDIM)/RQ
DRDN= DOT_PRODUCT(COSN(1:NDIM),DRDX(1:NDIM))
IF(ITYPE.LT.0) CALL INT_F(NDIM,XP,RQ,DRDX,NGR,GPR,GWR,NF,FQ)
IF(ITYPE.GE.0) CALL F_XPXQ(NDIM,XP,XQ,RQ,DRDX,NF,FQ)
COMT= FJCBS*FJCB*GWXI(IGXI);IF(NDIM.EQ.3)COMT= COMT*GWET(IGET)
IF(ITYPE.LE.NDIM) THEN ! Strong singularity or lower case
TERM(1:NF)= COMT*DRDN*FQ(1:NF)/RQ**NDM1
IF(ITYPE.EQ.NDIM) TERM(1:NF)= TERM(1:NF)*DLOG(RQ)
ELSE ! Hypersingular case
TERM(1:NF)= COMT*DRDN*FQ(1:NF)/RQ**(ITYPE−1)/(NDIM−ITYPE)
ENDIF
80 V1E(1:NF)= V1E(1:NF)+TERM(1:NF)
90 CONTINUE
END
SUBROUTINE SHAPEF(NDIM,NODE,X,CK,XP,RI,RQ2,C)
IMPLICIT REAL*8(A−H,O−Z)
DIMENSION SP(NODE),CK(NDIM,*),XP(*),RI(*),C(*),X(*)
IF(NODE.GT.3) GOTO 4
! 2-noded line element
SP(1)= 0.5*(1.−X(1)); SP(2)= 0.5*(1.+X(1))
IF(NODE.EQ.2) GOTO 50
! 3-noded line element
SP(1)=−X(1)*SP(1); SP(2)= X(1)*SP(2); SP(3)= 1.−X(1)*X(1)
GOTO 50
! 4-noded quadrilateral element
4 DO I= 1,4
SP(I)= 0.25*(1.+C(2*I−1)*X(1))*(1.+C(2*I)*X(2))
ENDDO
IF(NODE.EQ.4) GOTO 50
! 8-noded quadrilateral element
DO 20 I= 1,4; L= 2*I−1; SP(I)= SP(I)*(C(L)*X(1)+C(L+1)*X(2)−1.)
WL= C(L+8)*X(1)+C(L+9)*X(2)
20 SP(I+4)= 0.5*(WL+1.)*(1.−(C(L+8)*X(2))**2−(C(L+9)*X(1))**2)
! Calculate r and its vector components
50 RQ2= 0.; DO 70 I= 1,NDIM; RI(I)=−XP(I)
DO ID= 1,NODE; RI(I)= RI(I)+SP(ID)*CK(I,ID); ENDDO
70 RQ2= RQ2+RI(I)*RI(I)
END
SUBROUTINE DSHAPE(NDIM,NBDM,NODE,X,CK,COSN,FJCB,C)
IMPLICIT REAL*8(A−H,O−Z)
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DIMENSION X(*),CK(NDIM,*),DN(2,NODE),GD(3,3),COSN(*),C(*),GR(3)
IF(NODE.GT.3) GOTO 5
DN(1,1)=−0.5; DN(1,2)= 0.5 !2-noded line element
IF(NODE.EQ.2) GOTO 30
DN(1,1)=−0.5*(1.−2.*X(1)) !3-noded line element
DN(1,2)= 0.5*(1.+2.*X(1));
DN(1,3)=−2.*X(1); GOTO 30
5 DO 10 I= 1,4; I0= 2*(I−1) !4-noded quadr.element
DN(1,I)= 0.25*C(I0+1)*(1.+C(I0+2)*X(2))
10 DN(2,I)= 0.25*C(I0+2)*(1.+C(I0+1)*X(1))
IF(NODE.EQ.4) GOTO 30
DO 20 I= 1,4; L= 2*I−1; S= C(L)*X(1)+C(L+1)*X(2)−1.
DN(1,I)= DN(1,I)*S+0.25*(1.+C(L)*X(1))*(1.+C(L+1)*X(2))*C(L)
DN(2,I)= DN(2,I)*S+0.25*(1.+C(L)*X(1))*(1.+C(L+1)*X(2))*C(L+1)
S= 1.+C(L+8)*X(1)+C(L+9)*X(2) !8-noded quadr.element
T= 1.−(C(L+8)*X(2))**2−(C(L+9)*X(1))**2
DN(1,I+4)= 0.5*C(L+8)*T−C(L+9)*C(L+9)*X(1)*S
20 DN(2,I+4)= 0.5*C(L+9)*T−C(L+8)*C(L+8)*X(2)*S
30 DO 50 I= 1,NDIM; DO 50 J= 1,NBDM; GD(I,J)= 0.; DO 50 ID= 1,NODE
50 GD(I,J)= GD(I,J)+DN(J,ID)*CK(I,ID)
IF(NDIM.EQ.NBDM) THEN !Find sub-element Jacobian
FJCB= GD(1,1)*GD(2,2)−GD(1,2)*GD(2,1); RETURN; ENDIF
IF(NODE.GT.3) GOTO 60
GR(1)= GD(2,1); GR(2)=−GD(1,1) !For 2D normals
FJCB= DSQRT(GR(1)*GR(1)+GR(2)*GR(2)) !2D JACOBIAN
GOTO 70
60 GR(1)= GD(2,1)*GD(3,2)−GD(3,1)*GD(2,2) !For 3D normals
GR(2)= GD(3,1)*GD(1,2)−GD(1,1)*GD(3,2)
GR(3)= GD(1,1)*GD(2,2)−GD(2,1)*GD(1,2)
FJCB= DSQRT(GR(1)*GR(1)+GR(2)*GR(2)+GR(3)*GR(3)) !3D JACOBIAN
70 COSN(1:NDIM)= GR(1:NDIM)/FJCB !2D and 3D Normal
END
SUBROUTINE INT_F(NDIM,XP,RQ,DRDX,NGR,GPR,GWR,NF,FQ)
IMPLICIT REAL*8(A−H,O−Z)
DIMENSION XP(*),DRDX(*),GPR(*),GWR(*),X(NDIM),FQ(NF),F(NF)
FQ= 0.D00; NDM1= NDIM−1
DO 50 IGR= 1,NGR
R= RQ/2.*(GPR(IGR)+1.) !Eq.(13)
X(1:NDIM)= XP(1:NDIM)+R*DRDX(1:NDIM) !Eq.(11)
CALL FUNC(X,R,DRDX,XP,NDIM,NF,F) !Find F
50 FQ= FQ+(1.+GPR(IGR))**NDM1*GWR(IGR)*F !Eq.(14)
FQ= FQ*(RQ/2.)**NDIM
END
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SUBROUTINE FUNC(X,R,DRDX,XP,NDIM,NF,F)
IMPLICIT REAL*8(A−H,O−Z)
DIMENSION XP(NDIM),X(NDIM),DRDX(NDIM),F(NF)
COMMON/RIM_COEF/PI,DLT(3,3),CNU
F(1)= 1.; F(2)= 1./R !Integrands in
F(3)= X(1)/R; F(4)= DRDX(2)/R !Eq.(31)
END
SUBROUTINE F_XPXQ(NDIM,XP,XQ,RQ,DRDX,NF,FQ)
IMPLICIT REAL*8(A−H,O−Z)
DIMENSION XP(*),XQ(*),DRDX(*),FQ(NF)
COMMON/RIM_COEF/PI,DLT(3,3),CNU
FQ(1)= 0.5*RQ*RQ; FQ(2)= RQ !Eq.(33)
FQ(3)= 0.5*(XP(1)+XQ(1))*RQ; FQ(4)= DRDX(2)*RQ
END
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