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Weakening and shift of the Arctic stratospheric polar vortex:
Internal variability or forced response?
William J. M. Seviour1
1Department of Earth and Planetary Sciences, Johns Hopkins University, Baltimore, Maryland, USA
Abstract Recent studies have proposed that the Arctic stratospheric polar vortex has weakened and
shifted away from the North Pole during the past three decades. Some of these studies suggest that this
trend has been driven by a decline in Arctic sea ice leading to enhanced zonal wave number 1 waves
propagating into the stratosphere and that it has in turn contributed to a recent wintertime surface cooling
over North America and some parts of Eurasia. Here trends in several measures of the location and strength
of the stratospheric polar vortex from 1980 to 2016 are examined in two reanalysis products. All measures
show weakening and equatorward shift trends, but only one measure, the vortex centroid latitude, has a
trend which is statistically signiﬁcant at the 95% level in both reanalyses. By comparing large ensembles of
historical simulations with preindustrial control simulations for two coupled climate models, the ensemble
mean response of the vortex is found to be small relative to internal variability. There is also no relationship
between sea ice decline and trends in either vortex location or strength. Despite this, individual ensemble
members are found to have vortex trends similar to those observed, indicating that these trends may be
primarily a result of natural internally generated climate variability.
Plain Language Summary The Arctic stratospheric polar vortex is a region of strong winds
between about 10 and 50 km in altitude encircling the North Pole during winter. Changes in the strength
and location of the vortex can aﬀect the weather below. Several recent studies have proposed that the
vortex has shifted away from the pole and weakened from 1980 to 2016 as a result of declining sea ice in
the Arctic. This study ﬁrst looks at diﬀerent measures for vortex changes using two observationally based
data sets. Only one measure, the centroid latitude, has a trend which is statistically signiﬁcant. Next it is
investigated whether these trends can be attributed to anthropogenic changes (such as sea ice decline)
or natural climate variability by using a large number of climate model simulations. Some of these
simulations have increasing greenhouse gases, and others are ﬁxed at preindustrial conditions. Despite
large diﬀerences in sea ice between the two sets of simulations, there is not a large diﬀerence in the
likelihood of vortex trends. This suggests that the weakening and shift of the vortex is primarily a result of
natural internal climate variability.
1. Introduction
The wintertime extratropical stratosphere is dominated by a region of strong westerly winds, known as the
stratospheric polar vortex. Substantial evidence has now been gathered, from both modeling and obser-
vational studies, that the strength and location of this vortex can signiﬁcantly inﬂuence surface weather
and climate [Gerber et al., 2012; Kidston et al., 2015]. This inﬂuence is clearest following the dramatic mid-
winter breakup of the vortex in sudden stratospheric warming (SSW) events [Baldwin and Dunkerton, 2001;
Mitchell et al., 2013], which have been shown to increase the likelihood of cold-air outbreaks [Kolstad et al.,
2010; Tomassini et al., 2012] and tropospheric blocking weather patterns [Woollings et al., 2010]. However,
smaller-scale changes in the strength or location of the stratospheric polar vortex can also induce anomalies
in the tropospheric circulation below [AmbaumandHoskins, 2002; Black, 2002], and long-term changes in the
vortex may contribute toward trends in tropospheric climate [Scaife et al., 2005; Kim et al., 2014].
Several recent studies have proposed that declining in Arctic sea ice has driven long-term persistent trends in
the stratospheric polar vortex. Observational evidence for this link has been suggested from studies of reanal-
ysis data which have found that enhanced upward propagation of wave number 1 and 2 planetary waves,
leading to aweakened vortex, occurs at the same time as a decline in sea ice [Jaiser et al., 2013; Kimet al., 2014;
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Yangetal., 2016]. Idealizedmodeling experiments, inwhich sea ice is perturbed independent of other variables,
have also shown a weakened vortex to be associated with low sea ice extent [Kim et al., 2014; Nakamura et al.,
2015;Wuand Smith, 2016]. However, in a similarmodeling study, Sun et al. [2015] found the eﬀects sea ice loss
in the Atlantic and Paciﬁc sectors to cancel, leading to little change in the stratosphere. In addition to these
trends in the strength of the vortex, Zhang et al. [2016, hereafter Z16] showed that there has been a trend in
the vortex location, consisting of a shift away from the North Pole and toward the Eurasian continent, which
they also linked to the decline in Arctic sea ice.
It has been proposed that this shift and weakening of the stratospheric polar vortex has contributed toward
trends in surface climate [Kim et al., 2014; Nakamura et al., 2015; Z16], in particular, favoring the cold Eurasian
winter surface temperatures [McCusker et al., 2016] which have contrasted with the observed warming over
much of the rest of the Northern Hemisphere in recent decades [Hansen et al., 2010]. Since Arctic sea ice
decline is thought to be signiﬁcantly driven by anthropogenic emissions [Bindoﬀ et al., 2013] and projected
to continue into the future [Stroeve et al., 2012], it is important to understand whether it is in fact a driver of
stratospheric changes. If sea ice decline is a driver, thenwemay expect the vortex to continue to be displaced
and weakened in future, with consequent impacts on surface climate. However, if these stratospheric trends
are simply a result of internally generated variability, they may be unlikely to persist into the future.
Here trends are ﬁrst examined in the strength and location of the Arctic stratospheric polar vortex in two
contemporary reanalysis products. Whether anthropogenic emissions and sea ice decline have played a role
in driving theseobserved trends is then investigatedby comparingpreindustrial control simulations and large
ensembles of historical simulations of two coupled climate models. Such large ensembles are necessary in
order to determine the role of anthropogenic forcing in the presence of large internal climate variability [Deser
et al., 2012]. The following section describes the vortex diagnostics used as well as the reanalysis data and
climate models. Section 3 describes the results, and the conclusions are presented in section 4.
2. Data and Methods
2.1. Measures of Polar Vortex Location and Strength
Several diﬀerent measures of the location of the stratospheric polar vortex have been used by previous
studies. In order to test the robustness of observed trends, three such measures are compared here. The ﬁrst,
chosen for direct comparisonwith Z16, is the fractional area of the Eurasian region (50–70∘N, 0–135∘E) which
is covered by the stratospheric polar vortex. This requires calculating the edge of the polar vortex which, fol-
lowing the method of Nash et al. [1996], is determined as the location of the maximum meridional gradient
in potential vorticity (PV), after mapping to “equivalent latitude” coordinates [Butchart and Remsberg, 1986]
in which the highest PV isolines are centered around the pole, and PV decreases monotonically toward the
equator. Unlike Nash et al. [1996] and Z16, the additional requirement that the vortex edge be close to a peak
in the zonal wind is not included; this is needed to remove the eﬀect of thin ﬁlaments of PV seen in daily
data but not present in the monthly mean data analyzed here. Figure S1 (supporting information) shows the
location of the vortex edge calculated from PV averaged from December to February (DJF) on the 475 K isen-
tropic surface from 1979 to 2016. It can be seen that the vortex position and shape is highly variable and that
the vortex edge calculated by this method accurately captures the location of themaximum PV gradient. The
second method used to determine the stratospheric polar vortex location, also shown by Z16, is simply the
latitude of the maximum value of PV in the northern extratropics, again calculated frommonthly mean data.
The third measure of the vortex location is the vortex centroid latitude, calculated by the method of
two-dimensionalmoment (or elliptical) diagnostics [WaughandRandel, 1999;Mitchell et al., 2011]. In Cartesian
(x, y) coordinates, the vortex centroid (x̄, ȳ) is deﬁned as
(x̄, ȳ) =
(
M10
M00
,
M01
M00
)
, (1)
where
Mnm = ∫ ∫S x
nymq(x, y)dxdy . (2)
Here q is the PV distribution at a particular level and S is the region of the stratospheric polar vortex bounded
by the vortex edge which is calculated by the method described above. By transforming back from Cartesian
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to spherical coordinates (using a polar stereographic transformation), the centroid latitude can be deter-
mined. An advantage of the centroid latitude diagnostic is that it can be adjusted to use geopotential height,
rather than PV [Seviour et al., 2013], and so can be easily applied to climatemodel output [Seviour et al., 2016],
whichoftendoes not includePV.When the centroid latitude is calculated fromgeopotential height, the vortex
edge is deﬁned as the climatological value of zonal mean geopotential height at 60∘N (and the appropriate
level). Note that these second and third measures of vortex location do not determine the direction of the
vortex shift and so represent less strict constraints than the ﬁrst measure.
Finally, the strength of the stratospheric polar vortex is determined through the polar cap (60∘–90∘N) area-
weighted average of geopotential height at 50 hPa. A positive trend in the geopotential height represents a
weakening of the vortex and a negative trend a strengthening. This metric is very highly correlated with the
northern annularmode index [Baldwin andThompson, 2009] andwas used by Kimet al. [2014] in their analysis
of the eﬀects of changing sea ice on the stratospheric polar vortex.
2.2. Reanalyses and Models
Historical trends are compared in two contemporary reanalysis data sets: the European Centre for Medium-
Range Weather Forecasts Interim Reanalysis (ERA-Interim) [Dee et al., 2011] and the Japan Meteorological
Agency 55 year Reanalysis (JRA-55) [Haradaetal., 2016]. Both reanalyses use four-dimensional variational data
assimilation (4-D var) and have been shown to have a relatively consistent representation of extratropical
middle-lower stratospheric dynamics [Martineau et al., 2016] and a near-identical climatology of SSW events
[Butler et al., 2016]. We limit the analysis to the period 1980–2016, which is common to both reanalysis and
therefore allows comparison between them.
In order to attribute the role of anthropogenic forcing in observed trends of the stratospheric polar vortex,
preindustrial control simulations are comparedwith large ensembles of historical simulations for two coupled
climate models. The ﬁrst is the Community Earth SystemModel version 1 (CESM1) Large Ensemble [Kay et al.,
2015], which uses the Community Atmosphere Model version 5 with a horizontal resolution of 0.9∘ lati-
tude by 1.25∘ longitude and 30 vertical levels with an uppermost level at 50 km. The model also features
fully interactive ocean, sea ice, and land surface components. A 1000 year-long preindustrial control simula-
tion which uses 1850 greenhouse gas concentrations is used to quantify internal variability. The 35-member
ensemble of historical simulations is initialized with slightly diﬀerent initial conditions around 1920, each
using identical observed historical greenhouse gas concentrations, aerosols, volcanic eruptions, and other
climate forcings until 2005 and following the RCP8.5 scenario [van Vuuren et al., 2011] from 2006 to 2016. For
comparison with the reanalysis data, trends are calculated over the 37 year period from 1980 to 2016.
The second set of simulations come from the Canadian Earth SystemModel version 2 (CanESM2) [Arora et al.,
2011], which has an atmospheric component with a spectral horizontal resolution of T63 (∼2.81∘), 35 vertical
levels, and an uppermost level near 48 km. It also features interactive ocean, sea ice, and land surface compo-
nents. A 995 year-long preindustrial control run with 1850 greenhouse gas concentrations is compared to an
ensemble of 50 historical simulations including changes in greenhouse gases, aerosols, land use, and other
climate forcings [Sigmond and Fyfe, 2016], using observed values from 1980 to 2005 and also following the
RCP8.5 scenario from 2006 to 2016. Similar to the CESM1 ensemble, these are initialized with slightly varying
initial conditions at 1950.
3. Results
The three measures of stratospheric polar vortex location are calculated independently on each isentropic
level between 430 and 600 K (levels at 430 K, 475 K, 530 K, and 600 K) and averaged to produce the time
series shown in Figures 1a–1c for ERA-Interim. Consistent with Z16, there is a positive trend in the fraction
of the Eurasian region covered by the stratospheric polar vortex from 1980 to 2016. Trends are shown both
for the December–February (DJF) average and for February alone, since Z16 found that statistically signiﬁ-
cant trends existed only in February. Both DJF and February trends are of the same sign, and approximately
similar magnitude, though interannual variability is signiﬁcantly larger for February. There is also signiﬁcant
interannual correlation of all three location measures, which is strongest for the correlation of the latitude of
the PV maximum and the centroid latitude (r = 0.7 for DJF). The greatest signal-to-noise ratio is seen for the
centroid latitude, for which the ratio of the trend to (detrended) standard deviation is 0.37 decade−1 for DJF
(for the latitude of PV maximum this is 0.26 decade−1 and 0.30 decade−1 for the fractional area of Eurasia).
Figure 1d also shows the strength of the vortex, as measured by the 50 hPa polar cap geopotential height.
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Figure 1. (a–c) Three measures of stratospheric polar vortex location and (d) vortex strength derived from the
ERA-Interim reanalysis, calculated from PV on isentropic levels from 430 to 600 K, for February (orange lines) and the
December–January (DJF) average (blue lines). Dashed lines show the linear trend from 1980 to 2016, and the gray line
in Figure 1c shows the DJF centroid latitude derived from geopotential height. Crosses indicate winters in which an
SSW occurred; they are orange if the SSW occurred from 15 January to 15 February and blue if the SSW occurred from
1 December to 15 January.
The positive trends here indicate a weakening of the vortex, and there is an apparent negative correlation
between vortex strength and location (r = −0.82 with the DJF centroid latitude).
Years in which SSW events occurred between 1 December and 15 February (as given by dates in Butler et al.
[2016]) are shown in Figure 1. Anomalously high displacement of the vortex toward Eurasia and away from
the pole, as well as a weakening of the vortex, can be seen tomore often occur in these years in which an SSW
occurs. This also highlights the relative dearth of SSW events during the 1990s, a period of a consistently pole-
ward centroid latitude and strong vortex, followed by the high frequency of SSWs in the 2000s. It is apparent,
therefore, that these trends in vortex location are to some extent related to the change in SSW frequency.
The trends in stratospheric polar vortex location and strength are shown in Figure 2 for both ERA-Interim
and JRA-55 reanalyses. Overall, there is seen to be close agreement between the two reanalyses for trends
in all four measures. The only vortex location trends which are found in both reanalyses to be statistically
signiﬁcantly diﬀerent from zero at the 95% level, according to a Student’s t test, are the DJF trends in centroid
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Figure 2. Linear trends from 1980 to 2016 in (a–c) three measures of stratospheric polar vortex location and (d) vortex
strength calculated from ERA-Interim and JRA-55 reanalyses using PV on isentropic levels from 430 to 600 K. Trends for
both DJF (squares) and February (triangles) are shown. Vertical bars show the 95% uncertainty interval from a Student’s
t distribution.
latitude for both ERA-Interim (p= 0.03) and JRA-55 (p= 0.02). The February trend in the fractional area over
Eurasia is also statistically signiﬁcant but only in JRA-55. Years in which SSWs occur are not excluded from this
trend analysis, as Z16 did, since these events formpart of a continuumof stratospheric polar vortex variability,
and several events which are not classiﬁed as SSWs also lead to large disturbances in the vortex strength and
location [Mitchell etal., 2013; Seviouretal., 2013]. Furthermore, excludingallwinters inwhichanySSWoccurred
from the DJF averages leaves only 23 years, and none of the trends are then statistically signiﬁcant. Z16 found
the trend in the February fractional area of Eurasia covered by the vortex to be statistically signiﬁcant at the
95% level in ERA-Interim. Here, however, this trend is not found to be statistically signiﬁcantly diﬀerent from
zero (p = 0.07). If, for more direct comparison with Z16, the same SSW years (1987, 2006, 2009, and 2013) are
excluded from the analysis, this trend remains marginally insigniﬁcant (p = 0.051). This diﬀerence with Z16
may result fromthe slightmethodological diﬀerences in calculating thevortex edgenotedabove. Both reanal-
yses show positive trends in polar cap geopotential height in both DJF and February, indicating a weakening
of the vortex, but these trends are not statistically signiﬁcant.
Since the DJF trend in centroid latitude is the only statistically signiﬁcant vortex location trend found in both
reanalyses, this, along with polar cap geopotential height, will be the focus of the analysis of climate model
simulations. Themodels analyzed here do not output PV so the centroid latitude is calculated fromgeopoten-
tial height at 50 and 70 hPa (similar to the 430–600 K isentropic levels used for PV). Figure 1c shows the DJF
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Figure 3. Histograms of 37 year trends in DJF centroid latitude averaged between 50 and 70 hPa (top row) and polar
cap 50 hPa geopotential height (bottom row) in the preindustrial control simulation of (a, e) CESM1 and (c, g) CanESM2.
A Gaussian ﬁt is also shown. Vertical bars show the magnitude of the 1980–2016 trend in ERA-Interim. Also shown are
trends from 1980 to 2016 in (b, f ) 35 CESM1 historical simulations and (d, h) 50 CanESM2 historical simulations. Red lines
show the mean, the box shows the interquartile range, and the whiskers show the 95% range. Black circles show
ensemble members outside this range.
centroid latitude calculated from geopotential height in ERA-Interim (gray line). It can be seen to be highly
correlated interannually with the PV-derived centroid latitude (r = 0.96), and the 1980–2016 trends in the
PV-derived centroid latitude (1.27∘/decade) andgeopotential height-derived centroid latitude (1.30∘/decade)
are very similar.
The probability density functions of 37 year trends from the CESM1 and CanESM2 preindustrial control sim-
ulations are shown in Figures 3a and 3c (centroid latitude) and 3e and 3g (polar cap geopotential height).
These are overlapping trends, calculated by taking values from a 37 year window, moving 1 year at a time.
A Gaussian probability distribution provides a good ﬁt in all cases and shows a small probability for a 37 year
centroid latitude trend of magnitude at least as large as ERA-Interim (1.0% for CESM1 and 1.2% for CanESM2).
For geopotential height these probabilities are larger: 15.6% for CESM1 and 8.6% for CanESM2. It is possible
to correct for a bias in model representation of interannual variability by searching for trends with an equal
signal-to-noise ratio (i.e., ratio of 37 year trend to (detrended) standarddeviation) as inobservations (Figure S2,
supporting information). The CESM1 centroid latitude has interannual variability which is approximately two
thirds of ERA-Interim, and the probability of ﬁnding a trend with the same (or larger) signal-to-noise ratio
as ERA-Interim is 8.6%. On the other hand, the interannual variability for CanESM2 is slightly larger than
ERA-Interim, so the probability of a trend with equal or larger signal-to-noise is just 1.1%. Both CESM1 and
CanESM2 have slightly less interannual variability in polar cap geopotential height than ERA-Interim, and the
probability of trends with equal or larger signal-to-noise ratio is 21.6% for CESM1 and 13.0% for CanESM2.
Figures 3b, 3d, 3f, and 3h show the distribution of trends in the 35 CESM1 and 50 CanESM2 historical simula-
tions. In the case of CanESM2, the mean of both distributions is near zero, indicating that anthropogenic or
other climate forcings have not increased the likelihood of a trend toward a weaker or more displaced strato-
spheric polar vortex. Indeed, the distributions of CanESM2 control and historical centroid latitude trends are
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Figure 4. Trends in September–February sea ice extent in the Barents-Kara Sea against (a and b) DJF centroid latitude
trends and (c and d) DJF polar cap geopotential height trends from 1980 to 2016 in the CESM1 (Figures 4a and 4c)
and CanESM2 (Figures 4b and 4d) historical simulations (gray circles). The black square shows the ensemble average,
and the red square shows the observed trend from 1980 to 2016 using HadISST and ERA-Interim data. The correlation
coeﬃcient and p value, testing the null hypothesis that the correlation is zero, are shown in the lower left of each panel.
not statistically signiﬁcantly diﬀerent according to a Kolmogorov-Smirnov test (p=0.42 for centroid latitude
and p = 0.051 for geopotential height). In contrast, the CESM1 historical simulations show a greater shift
toward a more displaced and weaker vortex, such that the historical ensemble is statistically signiﬁcantly dif-
ferent from the control (p = 0.01 for both centroid latitude and geopotential height). It is important to note,
however, that the CESM1 ensemble mean is much less than the observed trend for both metrics, and several
individual ensemble members display trends of opposite sign to those observed. As noted in the discussion
of reanalysis data, vortex location and strength are highly correlated, and there is also a strong relationship
between their trends in individual ensemble members (Figure S3).
It is next examined whether declining sea ice is a cause for a vortex shift or weakening in individual ensem-
ble members, as suggested by previous studies. Figure 4 shows the relationship between 37 year trends
in September–February sea ice extent over the Barents-Kara Sea (65–85∘N, 30–90∘E) and trends in DJF
centroid latitude in each of the historical ensemble members. The observed trends are also shown, using sea
ice concentrations from theMetOﬃceHadley Centre Sea Ice and Sea Surface Temperature Data Set (HadISST)
[Rayner et al., 2003]. Here sea ice extent is deﬁned as the total area with sea ice concentration greater than
15%. Both models show a clear decline in sea ice extent, with CESM1 having a slightly lower ensemble mean
decline than observed and CanESM2 having a slightly greater decline. Bothmodels also capture the observed
zonal asymmetry in sea ice changes, with large losses near the Siberian coast but relatively little change near
the Canadian and Greenland coasts (Figure S4). Overall, the CESM1 ensemble mean shows sea ice trends
which are closer to observations, although the observed trends lie within the ensemble spread of both mod-
els. Since CESM1 also shows the largest average stratospheric polar vortex trends, it could be proposed that
this is related to its sea ice trends. However, neither model shows any signiﬁcant correlation between trends
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in the polar vortex location or strength and trends in sea ice (this is also true for sea ice trends over the entire
Arctic), indicating that these trends are not related.
4. Conclusions and Discussion
In this study trends in the stratospheric polar vortex strength and location have been analyzed in two reanal-
ysis data sets; these show a weakening and equatorward shift of the vortex from 1980 to 2016. However,
trends in only one measure of location, the vortex centroid latitude, were found to be statistically signiﬁ-
cant in both reanalyses. Trends as great as those observed are quite unlikely (about 1% probability for vortex
location and 12% for vortex strength) in preindustrial control simulations of two coupled climate models,
CESM1 and CanESM2. When considering historical simulations, which include increases in greenhouse gas
concentrations, these probabilities increase by a small but signiﬁcant amount in CESM1 but not in CanESM2.
This indicates that anthropogenic emissions may have contributed toward the observed trends, but this
contribution is small relative to internal variability. In contrast to recent studies, there is no relationship
between trends in vortex strength or location and trends in Arctic sea ice. Therefore, it is proposed that the
weakening and shift of the stratospheric polar vortex from 1980 to 2016 may be primarily a result of internal
climate variability.
Figures 3 and 4 demonstrate the wide range of trends which can be simulated in climate model ensembles
with identical model physics and only varying by their initial conditions. When using small ensemble sizes
(such as the 10 year, six-member ensemble of Z16), sampling error may therefore lead to the appearance
of a forced response when no such response exists. However, due to the highly nonlinear dynamics of the
stratospheric polar vortex, these results do not exclude the possibility of anthropogenically forced changes
to the vortex location in future, as suggested by Mitchell et al. [2012]. Indeed, analyzing changes in strato-
spheric polar vortex location and strength in similar ensembles of future climate simulations would be a
valuable exercise.
It may be possible that both CESM1 and CanESM2 models fail to simulate realistic coupling between sea
ice and the stratospheric circulation, in which case the lack of correlation between the two trends would
be expected. However, even if we assume this to be true, the fact that several ensemble members capture
stratospheric polar vortex trends similar to those observed would mean that sea ice changes are not a neces-
sary condition to simulate such trends. It should also be noted that both models have uppermost levels near
50 km, which is higher thanmany “low-top” models, though not as high as many fully stratosphere-resolving
(“high-top”) models. Since there is a known lack of dynamical stratospheric variability in low-top models
[Charlton-Perezetal., 2013], it is possible that these results arebiased relative to the stratosphere-resolving sim-
ulations usedbyZ16. However, CanESM2actually has a slightly higher frequency of SSWevents thanobserved
[Seviour et al., 2016], and the analysis presented here focuses on the middle-lower stratosphere where any
biases are smaller. Nonetheless, it will be important to test the robustness of these results in large ensembles
of simulations using a fully stratosphere-resolving model.
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