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Abstract 
This paper is primarily oriented towards discrete mathematics and emphasizes the 
occurrence of combinatorial problems in the area of artificial neural networks. The focus 
is on feedforward networks of binary units and their use as associative memories. Exact 
and heuristic algorithms for designing networks with single or multiple layers are discussed 
and complexity results related to the learning problems are reviewed. Several methods do 
only vary the parameters of networks whose topology has been chosen a priori while 
others build the networks during the training process. Valiant’s learning from examples 
model which formalizes the problem of generalization is presented and open questions are 
mentioned. 
Key words: Feedforward neural networks; Associative memory; Learning process; Combina- 
torial optimization; Heuristics 
1. Introduction 
During the last decade there has been an increasing interest in the multidisciplinary 
field of neural networks; several specialized journals have been created and, as 
a consequence, have attracted most of the research contributions in this expanding 
area. 
The purpose of this paper is not to exhaustively review the various results on 
artificial neural networks (ANNs), but rather to give an idea of some of the problems 
in this field which can be formulated as combinatorial problems. The text intends 
to address discrete mathematicians rather than specialists of ANNs and to give 
them some motivation for tackling some of the research problems which arise in this 
area. 
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It should be pointed out that the ANNs are to be considered as models of 
computation where parallelism is introduced in a natural way. As specified in almost 
all papers in the area, there is no direct connection with a (human) brain-as far as we 
know what are its structure and its operating rules, For this reason we shall investi- 
gate some areas of ANNs which may appear to be far from real problems of learning 
and storing information in the nervous system. Discrete mathematical properties and 
results will guide our investigations; we shall concentrate on such problems without 
insisting on some others which may be important with respect to potentialities but 
have no immediate relation with discrete optimization and combinatorics. 
We will be concerned with the design of ANNs for associative memory (pattern 
recognition, error correction, classification . . .). This area seems promising from 
a practical point of view and there are many applications related to that use of ANNs. 
In our framework, a set of input patterns paired with the desired output are 
presented to a network. The problem of learning is to store into the net (by adjusting 
its parameters) all input-output pairs presented during the training phase so that in 
a subsequent testing phase the system will be able to produce the required output to 
any input it has already seen, in other words it will make the desired associations. 
The scope is to use combinatorial optimization for designing efficient ANNs. 
A different viewpoint would be the use of ANNs for solving combinatorial optimiza- 
tion problems. Several attempts have been carried out by various authors in this 
direction (see for instance [42, 1,46, 621). Among others the famous travelling 
salesman problem has been formulated in a way which can be mapped onto an ANN 
[42,8]; these experiments have set the basis for new approaches to difficult combina- 
torial problems [29,64]. But for the moment they do not seem to beat more classical 
techniques (as for example the tabu search heuristic [36,30]). One should however 
recognize that the emergence of ANNs has certainly contributed to draw the attention 
of optimizers to parallel computation techniques; this has suggested fruitful ways of 
parallelizing previous sequential techniques as it happens for instance with the 
embedding of simulated annealing in Boltzman machines [l]. 
In the next section neural networks are briefly presented. Section 3 is devoted to the 
description of several training algorithms for single computing units. In Section 4 this 
problem is examined for feedforward networks and complexity results related to 
learning problems are discussed. Section 5 describes a plausible framework for tack- 
ling the generalization issue. Some open questions are mentioned throughout the text 
with emphasis on discrete optimization and combinatorics. All graph-theoretical 
terms not defined here can be found in [19]. The complexity-theoretical concepts and 
terminology related to MY-completeness are thoroughly explained in [35]. 
2. The model 
The ANN model considered here is a discrete-time system composed of (many) 
simple computational elements that interact through some pattern of connections. An 
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ANN can be viewed as an oriented graph G = (X, U) where the node set X consists of 
the computing units and the arc set U represents the connections between some pairs 
of nodes. The nodes with predecessors (I’ E X) contribute to the overall computation 
by taking signals from their entering arcs and by calculating an output signal, whereas 
those without predecessors are simple interface units used to supply input to the 
network. Formally, each node in V’ computes some function si of its inputs either 
given by each predecessor j if j E X - V or computed by the function fj associated to 
predecessor j if j E I’. The fi assigned to each node i E V is chosen among the members 
of a given family 9 of functions. 
Although F may consist of continuous functions, in this paper the main focus is on 
Boolean functions 
fi: @(i)l -_) B, (1) 
where 1EB = { - 1, ljl and Z’(i) is the set of predecessors of node i in G. Typical Boolean 
functions used in neural networks are linear threshold Boolean functions (LTB 
functions). A Boolean function fi is an LTB function if there exist w E @‘@)I and w,, E R 
such that 
IPW 
C WjXj 3 Wg iff fi(x) = 1. (2) 
j= 1 
In other words, there exists a hyperplane Hi = {x~lF’~(~)‘~ Cpl;” WjXj = wo} which 
separates the vectors x E lEIpci)l with fi(X) = 1 from those with fi(X) = - 1. This kind of 
computing elements has been proposed by McCulloch and Pitts in their pioneering 
work on neural modeling [57]. Thus, a formal neuron computes a weighted sum of its 
inputs, subtracts a threshold wO and passes the result u through the nonlinearity 
sgn(u) = 
1 if u 3 0, 
- 1 otherwise. (3) 
If LTBF(n) denotes the set of linear threshold Boolean functions of n variables, then 
the usual choice is F = LTBF = u,,,LTBF(IP(i)I). Obviously, the family F con- 
tains functions j”i defined on all possible cardinalities of sets P(i) of predecessors 
occurring in G. 9 may also consist of real-valued functions fi defined on RIpci)l, 
typical continuous nonlinear functions are the sigmoids used in back-propagation 
nets (see Section 4.2 and [66]). Following [45] an architecture is defined by the graph 
G and the set 9 of all possible node functions; it is denoted by s$ = (G, 9). 
We shall consider assignments F of some node function fi in 9 to each computing 
node ie V, such an assignment will be called a conjiguration. So an ANN should be 
specified by a pair (G, F), where G is the underlying oriented graph and F the choice of 
a function fi for each node i in V. 
‘The bipolar representation is extensively used in the literature instead of (0, 1) because it leads to some 
useful simplifications. 
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To complete the description of the model, its dynamic behavior has to be defined. In 
,feedback networks, G = (X, U) is a connected graph which contains at least one 
oriented circuit. The behavior of such networks depends on the order in which the 
units compute their output (parallel or sequential mode). If the graph G is circuit-free, 
the network is called a feedforward network. Only this second class of networks will be 
considered here. Feedback nets are extensively studied in [41,49,7, 371. 
In a feedforward network, the set I = X - V of input nodes consists of all nodes 
without predecessors (first layer) and the set 0 s Vof output nodes is the set of nodes 
without successors in G (last layer). All nodes i, except those in I, are assigned some 
function fi. This kind of networks operates like combinatorial circuits where the 
information is processed layer by layer. An input a E B I” is imposed to the nodes of the 
first layer, and the nodes within the same layer evaluate their functions in parallel, 
from the second layer to the last one. The state b E EE lo1 of the nodes in 0 is taken to be 
the output of the net. From now on we will set m = )I) and n = 10). 
The type of associative problem considered here is to memorize into a feedforward 
ANN a set of p input-output pairs (ak, bk) E B” x l5” with 1 < k < p; each pair is called 
an association. The task T is the set of associations that the network has to learn. 
Generally, every input vector in T is assigned to at most one output vector, so the task 
can be considered as a function which is partially defined on B” and takes its values in 
5”. We shall say that an ANN performs a tusk T if it produces the output bk for each 
input uk (1 < k < p). Whenever ak = bk, for all k, we have an auto-association problem 
(as in pattern recognition or content addressable memory), otherwise a hetero- 
association problem (as in classification or mapping approximation). 
3. Threshold units 
Let us consider a task T = ((ak, bk)} 1 c k Q ~ E B” x B and a single unit with m inputs 
which computes an LTB function (i.e. 9 = LTBF(m)). This linear threshold unit 
performs the task Tif and only if the assigned LTB(m) function f is an extension of the 
partial Boolean function associated to T(i.e. f(ak) = bk for 1 d k ,< p). In other words, 
all points uk with h” = 1 lie in the first of the two half spaces defined by f, and those 
with bk = - 1 lie in the other one. Training a threshold unit is finding a node function 
f E LTBF(m) which performs the given task. T is said to be linearly separable if such 
a unit can realize all p associations. In the following subsection we shall present some 
basic results related to linear separability. 
3.1. Linear separabilit~~ 
The number of linear separable tasks T c El” x E8 of size p = 1 TI is extremely small, 
for large m, compared to the total number 22m of possible ones. To date no exact 
expression has been given for N(m), the total number of LTB functions with m vari- 
ables. The tighter lower bound known for N(m) is 2 m(m-1)/2+32 [60]. To find an upper 
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Fig. 1. The fraction of linear dichotomies of p points in R” is plotted against the ratio p/(m + 1) for different 
values of m. 
bound, one considers the problem of partitioning p points in R”. The p points are said 
to be in general position if there is no (k - 2)-dimensional hyperplane containing k of 
them, for k = 2, . . . . m + 1. A linear dichotomy of p points in R” is a partition of the 
points in two classes induced by the two open half spaces defined by a (m - l)- 
dimensional hyperplane. The number of different linear dichotomies of p points in 
general position in I&!“, denoted N(p, m), is given by [26] 
N(P, 4 = 2 
mi”y-lyP; 1). 
(4) 
Fig. 1 plots the fraction N(p, ~r)/2~“’ against the ratio p/(m + 1) for a few values of 
m (see [28]). 
Note that infinitesimal moves of some points in a set S of points which are not in 
general position, may only increase the number of possible linear dichotomies of S. 
Thus N(p, m) is an upper bound on the number of linear dichotomies of p points and 
the bound is reached when the points are in general position. Since p points in lEI” are 
not necessarily in general position, N(p, m) is an upper bound on the number of 
linearly separable tasks of size p and since N(2”, m) d 2”’ for m > 1,2”’ is an upper 
bound on the cardinality of LTBF(m) [4]. 
Clearly, N(p, m) = 2p when p d m + 1, and therefore m + 1 is the largest number 
p such that every task of p associations whose input vectors are in general position, is 
linearly separable. This quantity m + 1 is frequently referred to as the capacity of 
LTBF(m). Note that m + 1 is the number of parameters determining an (m - l)- 
dimensional hyperplane H = {x E R" ( xTw = w,,} which defines an LTB(m)-function. 
If the class LTBF(m) is restricted to the LTB functions which can be defined by an 
(m - 1)-dimensional hyperplane containing the origin of R” (i.e. with w0 = 0), we get 
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a new class denoted by L7’BFo(m). Note that for any function f in LTBF(m) there 
exists at least one (m - 1)-dimensional hyperplane associated to f, containing no 
points of B”. This property is still true for an LT&, function f if and only if f is 
self-dual (i.e. f(u) = -f(-a) for every UE IEE”‘). It is easy to show that there is 
a bijection between the set of self-dual functions of LTBF,(m) and LTBF(m - 1). Then 
m is the maximum integer such that any task of this size which satisfies the two 
following conditions: 
(i) the input vectors of T are in general position, 
(ii) there is no antipodal input vectors uk = -a’ with bk = b’ for 1 < k, 1~ p, 
can be computed by an LTBF, function. 
The concept of LTB functions can be extended to general threshold Boolean 
functions (TB functions) by considering general (m - 1)-dimensional discriminant 
manifolds instead of hyperplanes. In other words, a function f~ TB(m) is an LTB 
function in a new space E8 h, usually of higher dimension, so that f can be expressed as 
g 0 e, where e is an application from B” to lEKh called the structure of f; and g is in 
LTBF,(k). If TB(m, k, e) denotes the set of TB functions for a fixed structure e, we can 
write LTBF,,(m) = TBF(m, m, id,,,) and id, is the identity of the hyper-cube D”‘; and 
LTBF(m) = TBF(m, m + 1, (id,,,, - 1)). Clearly, h is the maximum value such that any 
task of size k can be performed by a TB(m, k, e) function, if e is such that the task 
{(e(ak), bk)) 1 skGpE,, G B h x B satisfies the above conditions (i) and (ii). 
A usual extension of the class LTBF(m) consists of the d-order threshold 
boolean functions which are TB(m, k, e) functions, where k is the number of com- 
binations of 1 to d inputs and each ei is the product of the associated inputs. 
This subclass of TB functions was investigated, among others, by Venkatesh and 
Baldi [77]. Another interesting subclass of TB functions was proposed in [24] 
and contains every TB(m, k, e) functions, without restrictions on the ei, but where 
k is bounded by a polynomial in m. Bruck showed that even if this class of polynomial 
threshold functions is wide, it is properly contained in the set of boolean functions 
which can be performed by a two-layer network whose set of node functions F is 
simply LTB. 
In what follows, a linear threshold Boolean function will be a function in LTBo(m). 
This simplifies the notations without loss of generality. Indeed, all the results pres- 
ented in this section can be generalized to any class of TB(m, k, e) functions for a fixed 
structure e. In Section 4.4, some results related to TB functions with adaptive struc- 
ture will be presented. 
From the computational point of view, training a single threshold unit is not easier 
than answering the following question known as Linear Separability: 
Is a given task T G Em x B of size p linearly separable? 
The learning problem is equivalent to that of solving the system of linear inequalities 
irv > 0, (5) 
where the kth row of the p x m matrix k is iik’ = bkukT. So, an adequate linear 
programming algorithm (e.g. [47]) can solve Linear Separability in polynomial time in 
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p and m. Since large tasks have virtually no chance to be linearly separable, we are 
interested in a weight vector w that provides the right output for the largest fraction of 
input vectors in the task. Unfortunately, it is .&Y-complete to decide whether 
a threshold unit can perform correctly at least K associations of T, when 1 < K < p 
[ 11-j. In Section 4, we will see that a natural extension of Linear Separability becomes 
.&Y-complete for general TB(m) functions with adaptive structure e. 
In the next subsection, we shall describe alternative algorithms for finding a vector 
w that satisfies (5) as well as possible. These methods are thoroughly studied in the 
literature (see for instance [28,49,59, 12,621). 
3.2. Training threshold units 
The problem of finding an LTB function that performs a given task T can be 
formulated as that of minimizing a criterion function. The iterative process proposed 
by Rosenblatt [65], referred to as perceptron rule, minimizes the criterion: 
where M is the set of the indices of the associations misclassified by w, and iik = bkak. 
The perceptron criterion is proportional to the sum of the distances from the 
misclassified input vectors to the hyperplane defined by w. One step of this gradient 
descent is given by 
w(t + 1) = w(t) + v/f c -iik, 
ksMt 
where M, = {kE{l,..., p} 1 sgn(akTw(t)) # bk} and Q is the convergence parameter. It 
was proved [65] that, if a solution exists, this process converges in a finite number of 
steps even with a constant convergence parameter Q = g. Unfortunately, the percep- 
tron rule cannot be used to decide whether a task T is linearly separable because the 
time needed for convergence may increase exponentially with p [59]. Nevertheless, if 
an integer solution w* E Z” exists, this procedure is guaranteed to find a solution in at 
most (n + 1) /I w* I/’ steps [33]. 
Another reasonable criterion is the minimization of the sum-of-squared-error: 
i (ck - akTw)2, 
- (9) 
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By definition of At, the Moore-Penrose pseudo-inverse of A [S], the solution that 
minimizes (9) is 
w = A+c. (10) 
At can be computed by the Greville algorithm in O(min{m’p, mp’}). But w = A+c 
can also be determined using the gradient descent process proposed by Widrow and 
Hoff [Sl], and known as adaline or delta rule: 
w(t + 1) = w(t) + qyP(c - Aw(t)). (11) 
It is worth noting that several variants of the above algorithms have been extensive- 
ly studied in the framework of relaxation methods for solving large systems of linear 
inequalities [25, 711. 
When a threshold unit is used as a content addressable memory, one is mainly 
interested in its error correction ability. Given the Boolean function f it performs, one 
defines, for each association (ak, bk) in the task T such that f(ak) = bk, the error- 
correcting power pk as the maximum radius of the Hamming2 ball Bk E If!” centered 
on uk and such that the function f gives the output bk for all points in Bk (i.e. 
pk=max{rEFV/D( ak, a) d r * f(a) = bk}). If f(u”) = bk for every k, then the overall 
error-correcting power of the unit is defined as p = min, <ksppk. For an LTB function 
f associated to a separating hyperplane H = {x E iw” 1 xTw = 0}, it is easily verified 
that when f(u”) = bk, pk increases with the distance iikTw/ 11 w11 between uk and H. 
Therefore, iikTw/ // w II is called the stability of the association k. This quantity is clearly 
negative whenever f(u”) # bk. 
To find an LTB function that maximizes the stability p, Krauth and Mezard [50] 
suggested to bound II w 11 by constraining each Wj in a fixed interval C-W, W] and to 
. 
maximize A = mm 1 Qk bp iikTw. This leads to the following linear program: 
max A 
subjectto iw>A, --W<wj<W Vj=l,..., m, (12) 
where A is the p-dimensional vector whose components are equal to A. Let A* denote 
the optimal solution of (12). If A* > 0, then the task T is realized and the threshold 
unit corrects at least p 3 r A*/2W 1 - 1 errors because flipping an input u$ c -u$ 
increments or decrements iikTw by at most 2%. This polynomial algorithm gives an 
optimal solution for the error-correction criterion. 
Note that in this section, the perceptron (7), the pseudo-inverse (lo), the delta (11) 
and the maximization of the stability (12) algorithms are presented for LTB functions. 
However, the first three procedures can easily be generalized to the class of linear 
threshold real functions (LTR functions) defined on [w” and taking binary values. For 
LTR functions, the stability degree is taken as iikT w//I uk Ij 11 w11 . Thus, if the inputs of 
‘The Hamming distance between two vectors x, y E B” is denoted by D(x, y) and is equal to the number of 
different components. 
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Fig. 2. The stability A for a random task is plotted against the ratio p/m for m = 81. The curves represent 
the optimal value of A in the case of real parameters and the best solutions obtained for the two- and 
three-value discretization with tabu search and simulated annealing. All values are averages on 20 random 
tasks. 
the task are normalized (-a < ur < + 71 Vk), the maximization of A can once more 
be formulated as a linear program. 
Since quantization of the parameters is a central problem of ANNs hardware 
implementation using numerical technology, several studies deal with restricted LTBo 
functions where the parameters of the corresponding hyperplane H can only take 
values in a discrete finite subset U E R: 
H= {xE[W~~X~W=O, WEV"}. 
For instance, a few algorithms have been proposed for training linear threshold units 
with binary weights U = { - 1, + l} [76,63,31]. 
In the discrete case, the maximization of the stability can be formulated as an 
integer linear program. Two heuristic methods, simulated annealing [48] and tabu 
search [36], are compared for U = { - 1, + l> in [lo]; while in [56] tabu search is 
applied to the case U = { - 1, 0, + l} and the results are compared with those 
obtained for WE R”. Typical curves are reported in Fig. 2. The stability is plotted 
against the ratio p/m with m = 81, for random associations with independent and 
equiprobable + 1 and - 1 components. The first curve represents A* obtained by 
linear programming when the parameters of the hyperplane are continuous. The 
second one is the best value of the stability A produced by tabu search when 
U = { - LO, + l}. The two last curves show the best values of A obtained, respective- 
ly, with tabu search and simulated annealing in the case where U = { - 1, + l}. All 
values are averages on 20 tasks of p random associations. The value of p for which 
A = 0 corresponds to the maximum number of random vectors that can be stored in 
the network simultaneously. Tabu search provides better results than simulated 
annealing for the two-level discretization and, as expected, the stability increases with 
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the number of discretization levels. It is worth noting that the storage capacity 
estimate given by tabu search is in agreement with those obtained subsequently by 
exact enumeration for m d 25 [52] and by analytical derivation using statistical 
mechanics techniques [S 11. 
The above algorithms can also be used for training feedback networks like the 
Hopfield model where all units are totally connected [41]. An adaptation of tabu 
search to the design of this kind of networks is described in [9, SO]. 
4. Feedforward architectures 
4.1. Multi-layer networks 
As pointed out in Section 3, a linear programming algorithm can determine, in 
polynomial time, a linear separator for any linearly separable task. Unfortunately, the 
class of LTB functions is too small in practice. Since less than 2”’ of the 2’” possible 
Boolean functions are linearly separable, large real-world problems have virtually no 
chance to be learnable by 2-layer networks with F = LTBF(m). The same kind of 
limitations apply to other nonlinear node functions, as sigmoids, whose (m - l)- 
dimensional discriminant manifolds are not restricted to be linear. 
A way to improve the computational power of the system is to add “hidden” nodes 
that are neither input nor output nodes. This is equivalent to extending the set of 
variables of the system by defining new dependent variables that are LTB functions of 
the independent variables associated to the input nodes and of previously defined 
dependent variables. 
In the case of binary inputs, a single hidden layer (with at most 2”-’ nodes) is 
clearly sufficient to implement any Boolean function of m variables. For continuous 
inputs, it is known [54] that 4-layer networks whose linear threshold units have real 
inputs can simulate any function from [w” to B. Recently, a similar result has also been 
established for continuous sigmoidal node functions. It was shown in [27] that 3-layer 
networks with sigmoidal functions are able to approximate any Bore1 measurable 
function from one finite dimensional space to another with an arbitrary degree of 
accuracy, provided sufficiently many hidden nodes are available. 
Notice that the capabilities of multi-layer nets stem from the node nonlinearities. If 
the computing nodes were performing linear functions, a 2-layer network with an 
appropriate configuration F could duplicate the computation carried out by any 
multi-layer net. 
A feedforward architecture & = (G, 9) and a configuration F: V+ % define 
a mapping from the input to the output space 
(#$: @II -_) BiO1, 
which fully characterizes the behavior of the network. As mentioned above, a task 
T = {(Uk, bk)) 1 <kcp C [Eg”’ X B”’ can be considered as a partially defined function 
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from Bl’l to Viol. T is a set of constraints on the mapping that the network has to 
perform: 
~$$(a“) = bk for 1 d k d p, 
Thus, 4$ may be any extension of the partial function corresponding to the task. The 
learning problem can then be defined as follows: 
Given a feedforward architecture & = (G, 9) and a task T, find a configuration 
F for -02, i.e. an assignment of a response function fi to each computing node i E V, 
such that the derived mapping c$$ includes the task T. 
Before discussing the main results related to the complexity of the learning problem, 
we shall briefly mention two well-known methods for training multi-layer networks. 
4.2. Learning algorithms 
Although feedforward networks with hidden layers overcome many limitations of 
2-layer nets, it is not straightforward to train such architectures because there is no 
direct way to know whether the output of a hidden node is correct for a particular 
input vector in the task. This problem is known as “credit assignment”. The famous 
back-propagation algorithm [79, 661 circumvents the “credit assignment” problem by 
requiring continuous differentiable node functions defined on Rpp(‘). Typical functions 
used are sigmoids applied to the weighted sum of the inputs, i.e. 
fi (4 = 
1 
1 + exp(wO - Cy>j’ WijXj) ’ 
The back-propagation procedure is a gradient method for minimizing an error 
function, which is equal to the mean squared difference between the desired and the 
actual outputs, in the space of the weights wij and thresholds wO. It is in fact 
a generalization of the delta rule (11) to feedforward networks with hidden layers and 
differentiable node functions. Although this algorithm is not guaranteed to converge 
towards a global minimum of the error, it has been successful on a variety of test 
problems like recognizing symmetries [66] as well as on some real world problems 
[69,53]. However, the procedure turns out to be very time-consuming even for 
medium size tasks and the computational burden is still very high when more efficient 
optimization techniques are used to minimize the mean squared error [40]. 
A different algorithm has been proposed [39] for training multi-layer networks 
composed of linear threshold units. For the sake of simplicity, we consider 3-layer 
networks with a single output node (I 0 1 = 1) and P = LTBF. The task is a set of 
p associations (ak, bk) E LE!“’ x EI with 1 d k < p. For a given configuration F of the net, 
each input uk triggers a set of outputs for the internal nodes denoted by the vector 
Ek E [EBh, where h is the size of the hidden layer (h = JXJ - m - 1). CZk is called the 
internal representation of ak. Whereas back-propagation minimizes the mean squared 
error only with respect to the weights, this method considers also the internal 
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representations associated to the inputs in the task as the variables of the training 
procedure. 
The approach is based on the observation that for any given set of internal 
representations (fik} 1 dkGp the linear threshold Boolean functions assigned to the 
hidden and output nodes can be determined (if they exist) by the perceptron rule. 
Indeed, the ith hidden node should perform the subtask {(ak, sf)}i <kGp and the 
output node should realize the subtask {(ak, bk)} 1 <kGp. 
The learning problem is expressed here as the search for proper internal representa- 
tions, but it can also be viewed as the minimization of an error function which depends 
on the weights as well as on the internal representations [67]. 
The algorithm of choice of hidden internal representations (CHIR) works as follows: 
(1) Choose an initial configuration FO: I’+ LTBF of the network. 
(2) Determine the set of internal representations (&“} 1 4ksp. 
(3) Try to find with the perceptron procedure a function f0 E LTBF(h) for the 
output node that performs the subtask { (Gk, bk)} 1 dksp. If such a function is obtained 
in less than nbmax steps, CHIR stops. Otherwise the perceptron procedure is interrup- 
ted and the current configuration F, misclassifies a number 
E = I{kIh(~k) Z bk)l 
of input vectors uk in the task. 
(4) Determine a new set of internal representations which gives E = 0 for the 
current output function fO. The new set is obtained by looking sequentially to the 
p current internal representations and by flipping the components of ik that lead to 
the largest decrease in the error E. This is repeated until E vanishes. 
(5) For each hidden node i E V - 0, try to find with the perceptron rule a function 
AELTBF(/I() that performs the subtask {(~~,d~)}i~~,~. If a set of appropriate 
functions is obtained in less than nbmax steps, CHIR stops. Otherwise the perceptron 
procedure is interrupted and one goes back to 2. 
As for back-propagation, there is no guarantee of convergence and the overall 
process is iterated a maximum number of times. The CHIR algorithm is, however, 
more efficient and much faster than back-propagation for some standard classifica- 
tion problems as symmetry (bk = 1 iff uf = a:+ 1 _i Vi = 1, . . . , m), l-contiguity (bk = 1 
iff 3i such that a! = a:,, = ..+ = a;+l_l = 1) and purity (bk = 1 iff the number of 
u: = 1 is odd) on which both procedures have been tested. If has also been generalized 
to networks with multiple outputs and multiple hidden layers [38]. 
We pointed out in Section 3 the relative effectiveness of linear programming and of 
the perceptron rule for learning linearly separable tasks in feedforward networks with 
a single layer of computing nodes. Unfortunately, there are no such guarantees for the 
learning procedures applicable to nets with more than one layer of computing nodes. 
Moreover, it is widely acknowledged that the amount of time required to store a task 
into a given multilayer network grows prohibitively fast with the size of the architec- 
ture (see for instance [72]). This scaling-up issue is one of the essential problems in 
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Fig. 3. Simple feedforward net with m input nodes, 2 hidden nodes i and j connected to all inputs and one 
output node o receiving its inputs only from the hidden layer. 
neural network research, it addresses the fundamental questions related to the 
existence of efficient algorithms for learning in large feedforward networks. The study 
of the roots of intractibility should also suggest design constraints that any architec- 
ture must satisfy in order to be trainable in polynomial time. 
4.3. Complexity of learning 
To investigate the computational complexity of learning in multi-layer networks, 
one assumes that the architecture d = (G, 9) and the task Tare given a priori. Thus 
training the network is finding a configuration which provides the right output for all 
input vectors in T. 
Let us consider the simple 3-layer network which consists of m input nodes, two 
hidden nodes i and j, and one output node o. As shown in Fig. 3, the nodes i and j are 
connected to all inputs and the output node o is connected to both hidden nodes. Each 
computing node performs a linear threshold Boolean function, that is 9 = LTBF, 
and the task T is a given set of O(m) associations (ak, bk)~ fB” x B, 1 d k d p. 
In this particular case, the decision version of the learning problem becomes: 
Given such an architecture d = (G, LTBF) and such a task T, is there an assign- 
ment of LTB functions to the 3 computing nodes that produces outputs consistent 
with T? 
This problem has a simple geometrical interpretation. The input vectors uk E B” can 
be viewed as points in R”, labeled bk = + 1 or - 1, and the linear threshold Boolean 
functions associated to the hidden nodes i and j as (m - 1)-dimensional hyperplanes in 
R”. The hyperplanes Hi and Hj divide the space into at most 4 quadrants that 
correspond to the 4 possible pairs of output for nodes i and j. Obviously, if Hi and Hj 
are parallel they form only 2 or 3 different regions. Since the output node o can 
distinguish only points lying in different quadrants, the answer to the above question 
is true if and only if either of the following condition is satisfied: 
l a single plane (Hi or Hj) separates the + 1 points from the - 1 ones, 
l Hi and Hj are such that either one quadrant contains all + 1 points and only 
those or one quadrant contains all - 1 points and only those. 
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So, the considered decision problem is equivalent to the 2-Linear Separability ques- 
tion: 
Can two sets of O(m) Boolean vectors in m-dimensional space be linearly separated 
by two hyperplanes? 
Blum and Rivest proved [20] by reduction from set splitting (hypergraph 2-colorabi- 
lity) [35]: 
Proposition 4.1. 2-Linear Separability is MY-complete. 
This result shows that linear separability, which is in 9’ for a single hyperplane, 
becomes intractable as soon as 2 hyperplanes are available. Moreover, it is good 
evidence that one cannot circumvent the inherent complexity of the learning problem 
by considering only very simple and regular architectures. Some interesting conse- 
quences related to other simple networks are presented in [21]. 
The proof is valid only for linear threshold Boolean functions, i.e. in the case where 
9 = LTBF. Open questions are whether the learning problem is easier for richer sets 
of node functions as sigmoids or for networks with h 3 3 hidden units. Another 
feature of the approach is the scaling up of the number of associations in the task and 
of the size of the input /I I. What happens when the size of the architecture grows while 
he size of the task remains constant? 
The first NY-completeness proof of the learning problem was given by Judd [43] in 
a more general framework which led to a coherent set of results [44,45]. The end of 
this subsection is devoted to the most relevant ones. 
The decision version of the learning problem is the Performability question (Per&, TJ: 
Given a feedforward architecture & = (G, 9) and a task T, is there a configuration 
F for & such that the derived mapping 4$ includes the task T? 
The following theorem is due to Judd [43]. 
Theorem 4.2. Per&, Tj is J&“-complete when F consists only of AND and OR 
functions. 
The proof is by reduction from 3SAT [35] and it is valid for any richer set F of 
Boolean functions as, for instance, LTBF. When 9 contains properly the LTB 
functions, the polynomial-time reduction holds but the problem is no longer in X9, 
hence it is NY-hard. The result is also true for any set of bounded and monotonic 
continuous node functions applied to a linear combination of the inputs [43,45]. In 
particular, it holds for the sigmoidal functions used in back-propagation. This is good 
evidence that the difficulty of Performability and of the learning problem is indepen- 
dent of the type of node functions and derives from the connectivity pattern of the 
network. 
The proof scales up the size of the architecture but keeps the number of associations 
in the task and the size of the input 1 Z 1 constant. Indeed, Per-,,., is .KP-complete 
even when 1 T 1 = 3 and II) = 2. It is worth noting that the problem remains 
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_&?-complete if one relaxes the criterion of success, i.e. if one requires only that 
strictly more than two-thirds of the associations in the task are realized. Performability 
is still intractable when all these restrictions are imposed simultaneously. 
We shall now discuss some architectural constraints that yield subcases solvable in 
polynomial time. One might also try to identify tractable problems by placing some 
restrictions on the task. Since Per&., Tj is MP?-complete even when restricted to 3-layer 
architectures where each node has at most 3 predecessors, we focus on nets with 
bounded depth and unbounded width. In order to introduce the concept of shallow 
networks, we need a few definitions. 
Definition 4.3. Consider an architecture d = (G, y). 
l The support cone of a computing node in V is the set of nodes Jo V that can 
influence its output, i.e. the set of computing nodes j for which there is in G a path 
from j to i. It is denoted by SC(~). 
l A partial configuration for a node in V is an assignment of functions in 9 to 
every node in SC(~). 
l The support cone configuration space (sees) for an output node o E 0 is the set of 
all possible partial configurations for SC(O). Note that the size of a sees is finite 
when F consists of Boolean functions. 
A family of architectures is shallow if the largest size of a support cone configuration 
space of any architecture is bounded by a constant. This is a way to bound simultan- 
eously the depth of the net, the maximum number of predecessors for each node and 
the number of functions in P. It ensures that all sccss can be searched exhaustively in 
constant time. 
Unfortunately, limiting the size of the sccss is not sufficient to find tractable 
cases. Indeed, the proof of Theorem 4.2 shows, by default, that Perf;, Tl is 
.X9”-complete for shallow architectures. Some locality constraints are needkd to 
prevent that the support cones of the output nodes have too intricate intersection 
patterns. 
Let us consider, for any architecture d = (G, 9)) a support cone interaction graph 
(Y,E) (SCIgraph) that represents the interactions between the support cones of the 
output nodes in G. A node yi E Y is associated with each output node ie 0 and 
[yi, Yj] E E iff SC(~) n SC(~) # 8. An example of a feedforward architecture together 
with its SCIgraph is given in Fig. 4. 
There is a constraint on the SCIgraph which leads to feasible problems. It involves 
the notion of k-tree which is a generalization of a tree. 
Definition 4.4. A graph G is a k-tree if it satisfies either of the following conditions: 
(i) G is the complete graph, &; 
(ii) G has a vertex v of degree k whose neighbors form a clique, and the induced 
graph obtained by removing v from G is also a k-tree. 
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SCZ- graph(G) 
Fig. 4. Three-layer feedforward architecture with 11 input nodes and 5 output nodes together with its SC1 
graph. The support cone of the second output node (ol) as well as the corresponding node (yz) in the SC1 
graph are depicted in black. 
Fig. 5. Example of a 3-tree. Note that every node belongs to a clique of cardinality 4. 
A l-tree is a classical tree and a 3-tree is shown in Fig. 5. A graph G is a partial k-tree 
if it can be transformed into a k-tree by introducing a few edges in G. Thus, complete 
graphs K, are not partial k-trees for any k < n - 1 because there exists no k < n - 1 
such that K, can be embedded in a k-tree. Also grid-graphs G,, X,,Z, which have a very 
simple and regular local topology but which expand in 2 dimensions, are not partial 
k-trees for any k < min{n,, n2}. 
The next theorem summarizes the known tractable cases [45]. 
Theorem 4.5. Per&, Tj restricted to shallow architectures ~2 whose SCIgraph are 
partial k-trees can be solved in polynomial time, provided an embedding of the SCIgraph 
in a k-tree is given. 
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In fact, there is a dynamic programming algorithm which determines in O(nk) steps 
if the architecture can perform the task, where n = )X 1 is the size of the architecture. 
This algorithm is only for purposes of demonstrating the polynomial time complexity 
of the problem: it searches exhaustively the set of all possible partial configurations. 
The result holds even if one relaxes the definition of shallow architectures by allowing 
the largest sees size to be polynomial in ~1. It remains also true if k = O(log n) instead 
of being constant. 
The theorem given in [45], which assumes that the SCIgraphs of the architectures 
have a limited tree-width, is equivalent to Theorem 4.5 because the tree-width of 
a graph is by definition the smallest integer k such that the graph is a partial k-tree. 
A weaker result is established in [44] by bounding the bandwidth of the SCIgraph. The 
bandwidth of a graph G = (X, E) is the smallest integer k for which there exists 
a numbering n:X+ (1, . . . . 1x1) of the nodes such that for any edge [i, j] E E, 
In(i) - n(j)\ 6 k. It turns out that the bandwidth of a graph is greater or equal to its 
tree-width. 
Performability is thus an additional example of .&Y-complete or J&‘-hard problem 
that is solvable in polynomial time when restricted to partial k-trees and when an 
embedding in a k-tree is given [14]. Note that the restriction is here on the auxiliary 
SCIgraph rather than on the graph G representing the topology of the architecture. 
The embedding is required a priori because the problem of finding the smallest 
number k such that a given graph is a partial graph of a k-tree (i.e. finding its 
tree-width) is &Y-complete [13]. 
Abu-Mostafa has investigated the complexity of the learning problem [3] 
in some other interesting particular cases [3]. Training feedforward networks 
of threshold units turns out to be &Y-complete even if the signs of the weights 
are given and one only needs to find their magnitude or if the absolute value 
of the weights are fixed and one only has to select their signs. The first hypo- 
thesis is biologically motivated because some synapses are predisposed to be 
excitatory and others inhibitory. The proofs are by simple reduction from Perform- 
ability. 
Since all these results are based on a worst-case analysis, they provide helpful 
guidelines for further investigations into the average-case complexity of the learning 
problem and they motivate the development of heuristic learning algorithms. The 
study of polynomially solvable cases should provide a substantial help in the design of 
heuristics for the general case. 
4.4. Constructive training algorithms 
The previous results show it is extremely unlikely that any procedure which only 
modifies the configuration of a given feedforward architecture can learn in time 
polynomial in the size of the task and of the architecture. However, a new family of 
learning algorithms has recently been proposed [SS, 16,32, 551 which can change the 
topology of the architecture as well as modify its configuration. In other words, the 
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Fig. 6. L-layer feedforward architecture generated by the growth algorithm. There are m input nodes in the 
first layer and a single node in the other L - 1 layers. The Ith computing node (I > 2) is connected to the 
preceding (I - l)th node as well as to the input nodes. 
architecture has not to be guessed in advance, it is an output of the training procedure 
as well as its configuration. 
In this framework, the learning problem becomes: 
Given a task T, find a feedforward architecture & = (G, 9) and a configuration 
F for d such that +$ includes the task T. 
These methods construct the network incrementally by adding units as they are 
needed. The upstart method [32] starts from an architecture with only the input and 
output layers and adds units in a single hidden layer as long as the network does not 
realize correctly all associations of the task. The tiling algorithm introduced in [SS] 
builds the architecture node by node and layer by layer until convergence, i.e. until the 
given Boolean task T = {(d, bk)} I skGp c B” x B is performed. Thus the number of 
layers as well as the number of units are not fixed in advance. Unlike the back- 
propagation and the CHIR algorithms, convergence of these two methods is guaran- 
teed by a simple argument. 
For the sake of simplicity, we shall describe a basic variant of the tiling algorithm 
which creates only one node in each hidden layer [61,34]. Although it has been 
devised for Boolean tasks with a single output, it can be adapted to tasks with 
real-valued inputs. 
We consider special L-layer feedforward architectures with m input nodes in the 
first layer and with a single node in the other L - 1 layers. The Ith computing node 
(13 2) is connected not only to the preceding (1- 1)th node but also to the input 
nodes (see Fig. 6); it performs a LTB function. 
Suppose that the lth node has been generated and that its function has 
been selected. The current configuration of the I-layer architecture produces 
the desired output for all except el of the p inputs ak in the task T. If the number 
of errors er of the Ith computing node is greater than 0, there is at least one LTB 
function for the new (I + 1)th node such that el+ r < e, - 1. Such a function 
fi+ 1 E LTBF(m + 1) can be determined easily. Let (uko, bko) be one of the el associ- 
ations which are not performed correctly by the I-layer network, then a possible 
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fi+ 1 is defined by 
w. = bkoaTo J for 0 < j < m 
and w = m, where w is the weight connecting the lth hidden node to the (1 + 1)th node. 
The (1 + l)-layer network realizes the k,th association, because the (I + 1)th node 
gives the output 
( 
m 
sgn - mbko + bko c .) a:oat” = bko 
j=O 
for the input vector uko, and the p - e, associations which were performed by the 
l-layer net, because the (1 + 1)th node gives the output 
sgn mbk + bko 5 aToaF = bk 
j=O ) 
for the p - el corresponding input vectors uk with k # ko. Thus, an algorithm that 
minimizes the error function el by adding such computing nodes will build at most 
p layers before obtaining a network with zero error. 
To generate as few hidden layers as possible, one searches for a function fi + 1 which 
yields the smallest number of errors. Therefore, a simple variant of the perceptron 
procedure (see Section 3.2) is used [34]. The pocket algorithm works like the percep- 
tron rule but it keeps in memory (in the pocket) the weight vector which has produced 
the smallest number of errors. Gallant proved that these weights minimize the number 
of errors with a probability converging to 1 when the number of iterations tends to 
infinity. If the pocket procedure starts from one of the functions defined above, the 
constructive algorithm creates at most p units. 
Given a Boolean task T = { (ak, bk)} ldkdp E Em x B, the growth algorithm proceeds 
as follows: 
(1) Build the initial 2-layer architecture with m input nodes in the first layer and 
a single node in the second layer. Set 1 = 2 and T2 = T. 
(2) Try to find with the pocket algorithm a function fi E LTBF(m + 1) for the Ith 
node that performs the task Tl. If such a function is obtained in less than nbmax steps, 
the growth algorithm stops; otherwise, the pocket procedure is interrupted. 
(3) Create the lth layer with a single node connected to the (1 - 1)th node and to the 
m input nodes. This new node should perform the task 
where gk is the output given by the (1 - 1)th node for the input vector uk. Return to 2. 
This growth algorithm adds new computing nodes and layers until the desired task 
is performed. The process is tantamount to embed the initial m-dimensional problem 
in a space of higher dimension (m + 1 rather than m) by defining new dependent 
variables (corresponding to the new nodes) that are LTB functions of the independent 
variables associated to the m inputs and of a previously defined dependent variable. 
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This simple algorithm generates a larger number of nodes than the tiling method, 
but it suffices to establish the following result concerning the decision version of the 
learning problem (Storer): 
Given a task T, is there a feedforward architecture JZZ = (G, 9) and a configuration 
F for ~4 such that 4$ is an extension of T? 
Theorem 4.6. StoreT can be solved in linear time for any Boolean task T c IEI” x B”. 
Since the growth algorithm builds at most p = 1 T 1 layers with a single node and 
since a similar chain of hidden nodes can be constructed for each output of the task, 
the algorithm is linear in p, m and IZ. Thus by Boolean task is learnable in feasible time 
if one considers procedures that have the freedom to change the topology of the 
architecture as well as to modify its configuration. 
Actually, Baum has shown [ 15, 161 that any deterministic Turing machine (DTM) 
[35] of size CJ which converges in time r can be simulated by a feedforward network of 
size polynomial in cs and r. This means that feedforward architectures with 
9 = LTBF are capable of learning in polynomial time any task which can be 
represented as a DTM of polynomial size in m, n and p. In fact, this is true for any node 
function set from which one can build AND, OR and NOT functions for all possible 
cardinalities of predecessors. 
The results obtained with the tiling and upstart methods for some standard 
classification problems are promising, but these algorithms are not efficient enough, in 
terms of the size of the networks they construct, to be used in real-world problems. In 
particular, effective extensions to multiple outputs networks are needed. 
5. The generalization issue 
So far we considered learning in ANN as the mere memorization of a given set of 
associations in a feedforward or a feedback architecture. For feedforward architec- 
tures this problem turns out to be hard if the architecture is fixed in advance and can 
be solved in linear time if the learning algorithm is allowed to vary the topology of the 
network. However, we shall now see why as small as possible networks are needed. 
Since an arbitrary task can be stored in linear time on any sequential machine, one 
would hesitate to use ANNs just for distributed memorization and parallel retrieval. 
With these models we are in fact trying to achieve more than information storage. 
Usually, the p associations in the task T c B”’ x El are examples of an underlying 
Boolean function h* : B” -+ B, i.e. T = {(x”, h*(xk))} 1 Qksp, and the goal of learning is 
to find a feedforward network with m input nodes and one output node defining 
a mapping h : B” + B including the task T and which is a good approximation of h* 
on all B”. In other words, we look for a network that not only performs the task but 
also generalizes it in a sense to be precised. This problem is referred to in the literature 
as learning from examples. 
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Let us consider learning algorithms that can only modify the configuration F of 
a given architecture d. If H denotes the set of all Boolean functions h : B” + B which 
can be implemented by ~2, a learning procedure selects a function h E H that agrees as 
well as possible with h* on the training set, i.e. on the input vectors in the task T. The 
question is to know whether such a function h is also consistent with h* for the input 
vectors which are not in T. Notice that when we choose the architecture ~2 we are 
guessing that the set H associated to ~2 contains at least one function h which is 
a good approximation of the target function h*. Frequently, it is even assumed that h* 
belongs to H. 
In general, the performances of a feedforward network during the testing phase are 
not closely related to its performances on the task. Indeed, the overall mapping 
performed by the net can be any extension of the task T. The behavior of the system 
for input vectors which do not occur in T, depends on how well the task represents the 
target function h* and on how the testing examples are chosen. 
Valiant has recently proposed a probabilistic definition of learning from examples 
which formalizes generalization as prediction [73]. This provides a sensible frame- 
work to consider generalization in feedforward neural networks. 
Let us assume that a probability distribution P is defined on the input space lE%” and 
that the associations in the task as well as the testing input vectors are drawn 
according to the same fixed but unknown distribution. This plausible assumption 
guarantees that, with high probability, the task T consists of typical examples of h*. 
The probability that h does not agree with h* for input vectors which are randomly 
selected according to the distribution P, i.e. 
P(xe[EB”‘Ih(x) f h*(x)), 
is a natural measure of the accuracy to which h approximates the target function h*. If 
this probability of error is at most E with 0 d E < 1, we say that h is an a-approxi- 
mation of h*. 
A confidence parameter 6, 0 d 6 < 1, is introduced in order to cope with the 
(unlikely) cases where the task is not a representative set of random examples of h*. 
The learning algorithm is then allowed to produce a poor approximation of h* with 
probability at most 6. 
A probably approximately correct (PAC) learning algorithm is a procedure which 
produces, for any given accuracy and confidence parameters E and 6, an c-approxima- 
tion h of h* with probability greater than 1 - 6. Note that it is a distribution- 
independent definition of learning from examples, because h must be an s-approxima- 
tion of f for any distribution P. 
We are clearly interested in PAC algorithms that (i) need a small number of 
examples p = 1 T 1, (ii) are computationally efficient and (iii) work for all h* in a given 
set H* of Boolean functions. In particular, we would like PAC learning algorithms 
whose running time is polynomial in l/6, l/c, m and p for any h* in H*. When 6 and 
E are small, this type of procedure determines with high probability a configuration 
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F for the given architecture which accurately approximates any function h* E H * in 
polynomial time in the size of h*. 
Baum and Haussler [18] have recently derived upper and lower bounds on the size 
p of the task that a feedforward network must perform correctly in order to have some 
confidence that it will provide the correct output for future input vectors drawn from 
the same distribution P. These results involve the notion of Vupnikkcheruonenkis (VC) 
dimension which is a generalization of the capacity of LTB functions discussed in 
Section 3. 
Let Z be a set of Boolean-valued functions defined on some space S-for instance 
R”’ or B”. A subset Y G S is said to be shuttered by Z if each of the 2”’ possible 
dichotomies of Y is consistent with at least one Boolean-valued function ZGZ. 
Definition 5.1. The VC dimension of a set of Boolean-valued functions Z is the 
cardinality of the largest subset Y G S which is shattered by Z; it is denoted by 
VCdim(Z). 
Since the empty set is shattered by any set Z, the VC dimension is well defined. It 
depends on the combinatorial characteristics of the Boolean-valued functions in 
Z and therefore of the subsets z - 1 (1) G S with z E Z. In fact, the VC dimension of Z is 
equivalent to the density of the subsets z- ‘(1) G S mentioned in [68]. Note that only 
one subset Y of cardinality of VCdim(Z) needs to be shattered by Z; in this sense 
VCdim(Z) is a best case parameter of Z. Since a subset Y requires at least 2”’ distinct 
Boolean-valued functions to be shattered, VCdim(Z) < log( lZ1). If Z consists of 
Boolean functions, we have VCdim(Z) d 2”. Obviously, VCdim(Z) = 2” when Z is 
the set of all Boolean functions. According to Eq. (5) of Section 3, N(p, m) = 2” for any 
p < m + 1. Therefore, VCdim(LTBF(m)) = VCdim(LTRF(m)) = m + 1. The VC di- 
mension for other sets Z can be found in [7X]. 
The work of Vapnik and Chervonenkis on the uniform convergence of empirical 
probability estimates and its applications to pattern recognition [74,75], is relevant 
to the PAC learning model suggested by Valiant [2]. Blumer et al. have shown that 
the VC dimension is a useful parameter for studying distribution-independent learn- 
ing. They derived the following general result (Theorem A3.1 in [22]): 
Theorem 5.2. Let Z be a set of well-behaved3 Boolean-valued functions, 0 < E, 6 < 1 
and 0 < y < 1 be a slack parameter. Suppose that p training examples with 
p 2 max (13) 
are generated according to a$xed unknown probability P on S. Then with probability at 
least 1 - 6 every function in Z that disagrees with at most a fraction (1 - y)s of the 
3Some measurability conditions are assumed, see 1221 
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P training examples will provide, with probability at least 1 - E, the correct output for 
any input vector drawn according to the same distribution P. 
Note that by setting the slack parameter y = 1 one considers only functions in 
2 that agree with all the training examples. In this particular case, Theorem 5.2 holds 
even if 
. (14) 
Thus the class of Boolean functions H* = LTBF(m) is PAC learnable. It suffices to 
draw p examples of the given target function h* E H* (with p equal the lower bound 
(14)) and to find an LTB function h that performs this task using a polynomial-time 
algorithm for linear programming. It is worth noting that if 6 = 0.1 and if we want to 
have confidence that h will provide the correct output for 90% of future examples (i.e. 
E = O.l), we should use a task T with at most p = 562(m + 1) associations out of the 2” 
possible ones. This is especially interesting for large sizes m of the input. If m = 100 
one needs to store, for instance, at most 57 324 associations instead of 2ioo. Clearly, 
the class of all linear threshold real functions of m variables (LTRF(m)) is also PAC 
learnable. 
To apply Theorem 5.2 to the problem of learning from examples in feedforward 
ANNs [2], we need an upper bound on the VC dimension of multi-layer architectures. 
Baum and Haussler have shown in [18] the following result. 
Proposition 5.3. If H is the set of all Boolean functions which can be implemented by 
a feedforward architecture ~2 = (G, LTBF) with the underlying graph G = (X, U) 
where 1x1 > 2 and with W= IUI + 1x1 p arameters (i.e. total number of weights and 
thresholds), then 
VCdim(H) d 2Wlog(eIXI), 
where e is the base of the natural logarithm. 
This large upper bound on the VC dimension of a given feedforward architecture 
can be used in (14). It guarantees that any feedforward network which memorizes 
correctly a set of 
16W 
Pb E log(elX() log v 
0 
associations can be expected to produce the desired output for future inputs with 
probability at least 1 - 6. Note that this lower bound on p grows linearly with the size 
of the network given by W (see [18] for a tighter one). If one requires that at least 
a fraction 1 - f, 0 < E < i, of the p associations in the task are realized (i.e. y = 0.5) 
134 E. Amaldi et al. / Discrete Applied Mathematics 52 (1994J Ill- 138 
and 0 < E < $, it suffices to consider tasks of size 
to have confidence at least 1 - 8e- ’ sw that the network will correctly classify all but 
a fraction E of future inputs. Recall that this does not depend on the probability 
distribution used to select the task T and the testing examples. 
Although we have considered only feedforward networks with a single output unit, 
the PAC learning theory has been recently extended to multiple outputs architectures 
c701. 
Valiant’s distribution-independent and complexity-based model of learning from 
examples provides a rigorous framework to tackle the problem of generalization in 
feedforward ANNs. However, one should be aware that any result, which makes no 
assumption on the probability distribution P defined on the input space, takes into 
account only the worst-case distribution. The distribution-independent condition is 
too restrictive from several points of view [17]. In particular, Theorem 5.2 and the 
related results established in [22] imply that one cannot expect that a class of 
Boolean-valued functions on El” or 1w” with exponential VC dimension in m is PAC 
learnable. This accounts for the fact that very few nontrivial classes are known to be 
PAC learnable. Moreover, some classes with infinite VC dimension can be learned in 
polynomial time if one restricts the set of possible distributions [ 171. For example, the 
class of all Boolean-valued functions on LQ” such that h ’ (1) is convex can be learned 
polynomially for a uniform distribution P. 
Important research areas would consist in refining these results by making 
some assumptions on the distribution P and in devising some modifications of the 
PAC learning model that lead to better bounds on the size of the task (see for instance 
[23]). One should also determine tighter bounds on the VC dimension of some 
specific architectures and investigate alternative measures of the capabilities of feed- 
forward architectures that should not be based on a best-case analysis like the VC 
dimension. 
6. Concluding remarks 
Most of the problems discussed in this paper have a combinatorial flavor. Some 
of the learning problems were formulated as optimization problems. The high 
complexity encountered for the simplest networks compels us to identify collections of 
solvable cases as the partial k-tree situation. Knowledge of such cases may be a first 
step towards the development of efficient heuristic procedures for more general 
situations. 
From a practical point of view, it would be very interesting to investigate the 
average-case complexity of the learning problem when instances from specific classes 
are drawn from some reasonable probability distribution. To our knowledge, no such 
results have been derived so far. 
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We saw that the complexity of the learning problem in feedforward architectures 
can be circumvented by considering more powerful learning algorithms which are 
allowed to change the topology of the network. However, efficient procedures con- 
structing as small as possible networks are needed to ensure reliable generalization; 
those proposed to date are quite simple and not sufficiently effective to be applied to 
real-world problems requiring multiple outputs. 
The model proposed by Valiant provides some insights into the information issue of 
learning from examples. It leads to bounds on the number of associations that must be 
learnt correctly in order to guarantee valid generalization. Nevertheless, the complexity 
issue is still open. It is not clear when, given enough examples, learning can be 
achieved in polynomial time in the size of the problem. 
Instead of learning solely from examples, it may be useful to incorporate some 
available additional information concerning the task (hints) into the training proced- 
ure in order to try to reduce the complexity of the learning problem or at least to 
speed-up the training process. Hints may either be known precisely as, for instance, 
the signs of the weights [3] or be inferred from the task as it has been shown recently 
in [6]. 
Motivated by a huge variety of applications in fields like image recognition, pattern 
classification, error correction, etc., mathematicians will undoubtedly find in ANNs 
an unlimited source of interesting combinatorial and discrete optimization problems. 
Most important is the extension of joint work between mathematicians, algorith- 
micians and ANN scientists. 
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