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We investigate stohasti extintion in an epidemi model and the impat of random vainations
in large populations formulated in terms of an optimal esape path. We nd that dierent random
vaination strategies an have widely dierent results in dereasing expeted time till extintion,
for the same total amount of vaines used. Vaination strategies are onsidered in terms of two
parameters: average frequeny of vainations, given by γ, and the amplitude of the vainations,
ǫ, where ǫ ≪ 1 refers to the proportion of the population being vainated at some partiular
instant. It is found that while the average number of individuals vainated per unit time, γǫ,
is kept onstant, the partiular values of γ and ǫ an play a highly signiant role in inreasing
the hane of epidemi extintion. The ndings suggest that expeted time till extintion an be
signiantly shortened if less frequent vainations our in larger groups, orresponding to low γ,
high ǫ strategy.
PACS numbers: 02.50.-r, 87.19.Xx, 89.65.-s, 05.40.-a, 02.50.Ey
While deterministi and network models have sug-
gested ertain strategies for epidemi ontrol and pre-
vention [1, 2℄, stohasti models are needed to aount
for many of the important features of epidemis, not the
least of whih is stohasti extintion [3, 4, 5℄. From the
general theory of nite Markov hains [6℄, it was shown
that in stohasti models the probability of extintion is
equal to one in the asymptoti time limit. Numerial
[7, 8, 9℄ and analyti [10, 11℄ omparisons of stohasti
and deterministi models have been performed and on-
rmed that extintion was inevitable in the presene of
stohasti eets. The numerial results hold for very
small amplitude noise as well as real nite noise. This
is in ontrast to deterministi SIS or SIR models whih
result in equilibrium endemi presene of infetives [1℄
for an appropriate hoie of parameters. It is lear that
stohasti eets may result in very dierent dynamis
from deterministi models, partiularly when extintions
our. Sine time delivery of vaines into populations
is often not a synhronized proess, it is important to
take stohasti eets into aount when onsidering dif-
ferent vaination strategies and their impat on extin-
tion [4, 12, 13℄. Some numerial omparisons exist on
the impat of pulsed versus random vaination strate-
gies in inreasing the probability of stohasti extintion
[4℄. However, analyti omparisons of the role of various
random vaination strategies in stohasti extintion in
large populations have not been previously arried out.
Here we use a deterministi SIS model, with small stan-
dard deviation Gaussian noise added to model the eet
of stohasti utuations on the dynamis of a large pop-
ulation. We then onsider the eet of dierent random
vaination strategies on the probability of extintion in
large populations. Our approah diers from the previ-
ously used Markov models of stohasti epidemis. These
models have used asymptoti approximations to obtain
mean extintion times and quasi-stationary distributions
[11, 14, 15, 16℄. Our method is based on nding the
optimal esape path that ours whenever a system ex-
perienes a large and rare stohasti utuation from its
equilibrium state [17, 18, 19℄. In this ase, the proba-
bility densities of dierent trajetories during extintion
are very dierent, with highest probability of extintion
ourring along the optimal esape path. The problem
of a large utuation for stohasti Markov hains was
treated in [19℄, where an optimizing ation funtional is
used to nd the optimal esape path for a partile in a
well. Here we apply the path integral approah to nd the
optimal esape trajetory that orresponds to stohasti
extintion of an SIS epidemi when the additive noise is
suiently small. The additive noise, while being less re-
alisti than multipliative noise that is sometimes used in
disease models, allows for a more tratable model, while
retaining the same qualitative results, with regards to op-
timal vaination strategies. In our model, we obtain a
losed form solution for the stohasti utuation needed
to push the system along the esape trajetory, thereby
omputing the probability of extintion [18℄. The opti-
mal esape approah simplies the analysis by allowing
one to onstrut a partiular deterministi trajetory, or
optimal esape path, of infetives in the ases that ex-
tintion ours. We then use the optimal esape path to
estimate further the eet that vainations have on the
probability of extintion from a fully endemi state.
While spatial inhomogeneities may inrease stohas-
ti utuations leading to faster extintions [3℄, in gen-
eral the size of the population is key in determining the
expeted time to extintion [4℄. For suiently large
populations, normalized utuations approah a Gaus-
sian distribution and sale as one over the square root of
the population size [20℄. We therefore fous on the SIS
model where the population size, N , is large, so that the
stohasti utuations are relatively small. We model
these stohasti eets by adding a small standard devi-
2ation Gaussian noise term, f(t), to the SIS model,
dS
dt
= µ− βIS + δI − µS + f(t) (1)
dI
dt
= βIS − δI − µI − f(t) (2)
where S and I are suseptible and infetive populations,
respetively, δ is a reovery rate, β ontat rate, and µ is
the birth/death rate.
All the variables in Eqns. (1) and (2) have been
saled by the total population size, N , so that S + I =
1. For β > δ + µ, the equilibrium solution, Ieq =
(β − (δ + µ)) /β orresponds to a stable endemi state
and Iex = 0 is the unstable disease free equilibrium
(DFE) orresponding to extintion. For smaller values
of β, the epidemi dies out even in the absene of any
stohasti eets, sine the DFE is asymptotially stable.
The term, f(t), denotes random stohasti utuations
between the suseptibles and the infetives, suh that
the total population size is onserved. It is assumed to
be unorrelated with zero mean and standard deviation
D.
The Langevin formulation, orresponding to Eqns. (1)
and (2), most losely agrees with numerial simulation
when the disease parameters are near threshold, where
the equilibrium number of infetives, Ieq , is signiantly
smaller than suseptibles. Numerial results, however,
show good agreement with the Langevin or the Fokker-
Plank approahes when the equilibrium level of infe-
tives is as large as one third of the total population (or-
responding to Λ ≡ 1/(1 − Ieq) = 1.5) [5℄. The analysis
in the present paper does not impose any restrition on
the parameters that determine the equilibrium levels of
infetives. There is however a onstraint on the size of
stohasti utuations, whih should be suiently small
for the optimal esape analysis to be appliable. Beause
the size of stohasti utuations is determined by the
size of the total population, the present results should
also apply for ases that are lose to the threshold, pro-
vided the total population size is suiently large.
Sine the stohasti utuations are small, the solu-
tion will spend most of its time lose to the equilibrium
state, Ieq. However, given a suient amount of time,
stohasti utuations will build up in suh a way that
the number of infetives will go to Iex = 0, leading to
disease extintion. In large populations, this is a highly
improbable event, where the length of time to extintion
has an exponential dependene on the size of the pop-
ulation [11, 14℄. We are interested in how a string of
vainations inreases the probability of extintion of an
epidemi due to stohasti eets. In this ase, vaina-
tions an also stand for various preventative strategies,
suh as wearing fae masks, or avoiding all ontat with
the infetives. Suppose at any interval of time, △t, there
is a probability, γ△t, of an ourrene of a vaination,
whereby some proportion of the population, ǫ ≪ 1 is
vainated. The string of vainations is then given by
a sequene of Poisson distributed pulses of amplitude ǫ
and average number of vainations per unit time is γǫ.
Suppose that at some time, t = tj , a number, Nj , of
individuals are vainated, so that Nj/N = ǫ at t = tj ,
and N is the total number of people in the population.
If eah individual ats independently of everybody else,
than the vaination proess is Poisson distributed with
ǫ = 1/N . However, it often happens that individuals are
vainated in groups. One example would be when ol-
leges oer vainations to all of the students over some
short period of time, usually involving a few days. In
this ase, dierent vaination ites an at as indepen-
dent agents making a deision on when to oer group
vainations, so that the vaination proess has a Pois-
son distribution with ǫ = Nj/N , where Nj is the size of
the group that a partiular ite hooses to vainate at
time tj . For simpliity we assume that the size of the
group being vainated is the same at all times (so that
ǫ is a onstant), however the results an be generalized
to variable group sizes.
Sine vainations onfer immunity, the number of
these immune individuals will only hange due to death,
µ. The time-evolution of immune individuals is then
given by,
ζ(t) =
n∑
j=1
Nj(t)/N =
n∑
j=1
ǫe−µ(t−tj), (3)
where ζ(t) is Poisson distributed, orresponding to a
string of random vainations ourring at various times,
{t1, t2, ...tn}, with tn < t. Sine the total population
stays onstant, I(t) + S(t) + ζ(t) = 1, we substitute for
S in Eqn. (2), to get
dI
dt
= aI − βI2 + f(t)− βIζ(t), (4)
where a = β− δ−µ. Negleting the last term, the above
equation orresponds to a noisy logisti model, used in a
variety of ontexts, suh as hemial reations, transmis-
sion of rumors, and population growth [16℄. Equation (4)
also orresponds to the Langevin equation of a partile
trapped in an over-damped potential well entered at Ieq
with a potential maxima at Iex.
In the absene of vainations, ζ = 0, the Gaussian
noise term, f(t) auses utuations about the equilibrium
state. Given enough time, random noise utuations will
ombine in suh a way as to drive the partile towards Iex,
resulting in extintion. For small standard deviation, D,
of the noise term, f(t), this extintion will our along an
optimal esape path [18, 21℄. For unorrellated Gaussian
noise: < f(t)f(t′) >= δ(t−t′), the probability of optimal
3esape is then given by,
P [Iesc]
(0) = exp[−
1
2D
∫
∞
−∞
fopt(t)
2dt] ≡ exp[−R(0)/D],
(5)
where fopt denotes the stohasti utuations that our
when the trajetory moves along the optimal esape path
[17℄, for whih R(0) is minimized. It an be seen that for
suiently small standard deviation of noise, fopt ≫ D,
the probability of extintion along any other non-optimal
trajetory beomes negligible. The supersript on the
P [Iesc]
(0)
and R(0) terms in Eqn. (5) indiates that that
this expression is a solution for the probability of an op-
timal esape path in the absene of any vainations.
Sine any vainations should inrease the probabil-
ity of epidemi extintions, using perturbation theory we
will obtain an additional orretion term, R(1), that is
a diret result of a series of random vainations. The
optimal noise, fopt(t), and the resultant optimal esape
path is found by minimizing the Gaussian noise over the
esape trajetory,
R =
1
2
∫
∞
−∞
f(t)2dt =
1
2
∫
∞
−∞
L(I, I˙)dt. (6)
This is equivalent to minimizing ation over a trajetory
in an Euler-Lagrange system, where the Lagrangian is
given by L(I, I˙) =
(
I˙ − aI + βI2
)2
. The optimal es-
ape path then orresponds to the deterministi traje-
tory given by the Euler-Lagrange equations, ∂L/∂I =
d
(
∂L/∂I˙
)
/dt. The optimal esape path is a hetero-
lini orbit onneting Ieq to Iex. The steady states
,Ieq and Iex, are both saddles in the onservative Euler-
Lagrangian system given by Eqn. (6). The integral
in Eqns. (5) and (6) is taken for t from −∞ to ∞,
whih orresponds to the motion along the heterolini
orbit of the system onneting the saddle points. Us-
ing Euler-Lagrange equations of motion, and onserva-
tion of energy, we solve for the optimal esape path,
{Iesc(t), I˙esc(t)}, in the absene of vainations. After
solving for I˙esc and integrating, we get the trajetory of
infetives as a funtion of time for the most probable path
of extintion,
Iesc(t) =
a
β
[
exp
(
a2t
)
1 + exp (a2t)
]
. (7)
Using Eqn. (7) and fopt(t) = I˙esc(t) − aIesc + βI
2
esc, we
solve for the optimal noise:
fopt(t) =
2a2
β
[
exp
(
a2t
)
(1 + exp (a2t))
2
]
. (8)
Th optimal path is perturbed in the presene of vai-
nations, ζ(t). For small ζ (ζ ≪ fopt), however, the per-
turbation is small and the eet of vainations on the
probability of extintion an be obtained as a rst order
orretion to R(0) in Eqn. (5) [18℄,
R(1)[ζ] = −
∫
∞
−∞
βIesc(t)fopt(t)ζ(t)dt. (9)
The above equation gives a orretion to R that an
be integrated over the Poisson probability distribution,
Pζ [ζ(t)], of vainations to nd the inrease in hane
extintions. The orretion term, R(1) in the above equa-
tion is small ompared to R(0). However, it an still be
large ompared to the standard deviation of noise, D
(see Eqn. (5)), so that vainations an signiantly in-
rease hane extintions. Intuitively, vainations in-
rease the probability of extintion by dereasing the
amount of stohasti utuations needed to push the in-
fetives along the optimal esape path.
To nd the inrease in probability of extintion due to a
probabilisti sequene of vaination pulses, we evaluate
R1[ζ] with respet to dierent realizations of ζ(t). The
probability of epidemi extintion along the optimal path
in the presene of vainations is then given by [18℄,
P [Iesc] = P0
∫
∞
−∞
exp
(
−R(1)/D
)
Pζ [ζ(t)]Dζ(t), (10)
where P0 = P [Iesc]
(0)
. We are interested in a sequene
of vainations given by a Poisson distribution, with a
spei realization given by Eqn. (3). For a Poisson dis-
tribution, the probability density, Pζ [ζ(t)]Dζ(t), of any
spei realization of n random vainations over the ex-
tintion interval, 2T , is given by: dt1/2T...dtn/2T . Using
Eqns. (3) and (7)- (10), and resaling time as t→ a2t, we
get the inrease in the hane of extintion, onditional
on n vainations of amplitude ǫ,
P [Iesc|n]
P0
=
∫ T˜
−T˜
exp

µ˜x∫ φ(t) n∑
j=1
e−µ˜(t−tj)dt

 dt1
2T˜
...
dtn
2T˜
(11)
where µ˜ = µ/a2, T˜ = a2T , x is a funtion of parameters,
x ≡
2a3
β2
(
ǫβ
µD
)
=
2ǫ
D
(
(β − δ − µ)
3
µβ
)
(12)
and φ(t) is the saled Iesc(t)fopt(t) variable obtained from
Eqns. (7) and (8),
φ (t) =
exp (2t)
(1 + exp (t))3
. (13)
Sine the ourrene of any of the pulses over the interval
is independent of the other pulses, Eqn. (11) an be
rewritten as [21℄,
P [Iesc|n]
P0
=
(∫ T˜
−T˜
exp
(
µ˜x
∫
φ(t)e−µ˜(t−s)dt
)
ds
2T˜
)n
.
(14)
4The above equation gives the probability of esape when
the number of pulses during the esape interval is n. Us-
ing a Poisson probability distribution, and summing over
all possible n, the total esape probability is then given
by,
P [Iesc]
P0
=
∑
n
An
n¯n
n!
e−n¯, (15)
where An is given by the right hand side of Eqn. (14). If
the average number of pulses per unit time is γ, then n¯ =
2γT in the above equation. The sum in Eqn. (15) is an
expansion of the exponential funtion, exp [− (1−A) n¯].
Taking the log on both sides and saling by a2/δ, the
LHS is: Ξ ≡ a
2
γ
ln
(
P [Iesc]
P0
)
; and the RHS side beomes:
Ξ = −
∫
∞
−∞
(
1− exp
[
µ˜x
∫
∞
s
φ(t)e−µ˜(t−s)dt
])
ds (16)
In the above equation, the limits of integration, ±T˜ have
been extended to innity, sine the optimal esape tra-
jetory is along the heterolini orbit. Figure 1 plots the
saled logarithmi inrease in esape probability, Ξ as a
funtion of x for µ˜ = 0.7, 1, and 2, given by urves (b)-
(d). As µ˜ inreases, Ξ asymptotes fast to the upper limit
given by urve (e) in the same gure [22℄. Letting µ˜→∞
Figure 1: Saled Logarithmi inrease in extintion probabil-
ity, Ξ, as a funtion of x. (a) Approximation for low x, given
by Eqn. (18), (b) µ˜ = 0.7, () µ˜ = 1, (d) µ˜ = 2, (e) Limit of
large µ˜, given by Eqn. (17), (f) Asymptotis valid for large µ˜
and large x, given by Eqn. (20).
in Eqn. (16), the expression orresponding to urve (e)
in Fig. 1 is,
Ξ = −
∫
∞
−∞
(1− exp [xφ(s)]) ds (17)
φ(s) is a bounded funtion with a global maxima at s0 =
ln 2, and asymptotially approahing zero as s → ±∞.
For small x, Eqn. (17) an be approximated as
Ξ ∼
∫
∞
−∞
φ(s)ds ≈
x
2
; x→ 0 (18)
This line, Ξ = x/2, is plotted in Fig. 1, urve (a) and
provides a good approximation for all values of µ˜, while
x is suiently small. Sine x has a linear dependene on
the vaination amplitude, ǫ, and Ξ ≡ a
2
γ
ln
(
P [Iesc]
P0
)
is
saled by the average vaination frequeny, γ, we have,
using Eqns. (12), and (18),
ln
(
P [Iesc(t)]
P0
)
∝ ǫγ; x→ 0 (19)
From Eqn. (19), it is lear that inrease in extintion
probability has an exponential dependene on the av-
erage number of vainations per unit time, given by
ǫγ. However, this is only true in the range of smaller
x, whereby the linear approximation plotted in Fig. 1,
urve (a) is valid. At higher x, Ξ has a nonlinear depen-
dene on x (see Fig. 1), suggesting that inreasing ǫ will
be more eetive in inreasing the extintion probability
than inreasing γ. In this range, it is therefore not just
the average vainations per unit time, ǫγ, but the am-
plitude of these vainations, or the degree of utuation
about the average, that is important in dereasing time
till extintion.
For large x, we an use Laplae's method [23℄ to derive
an asymptoti approximation for Eqn. (17),
Ξ ∼
√
2π
−xφ′′(t0)
exφ(t0)×
[
1 +
1
x
((
d4φ/dt4
)
(t0)
8 [φ′′(t0)]
2 −
5 [φ′′′(t0)]
2
24 [φ′′(t0)]
3
)]
, x→∞
(20)
where φ(t0) and its various derivatives are evaluated us-
ing Eqn. (13) with t0 = ln 2.
The urve given by Eqn. (20) is plotted in Fig. 1,
urve (f). As an be seen from the gure, Eqn. (20)
gives an upper limit on the inrease in extintion prob-
ability due to vainations. From Eqn. (20), at higher
x, ln (P [Iesc(t)]/P0) has an exponential dependene on
ǫ and only a linear dependene on γ. It therefore fol-
lows that in this range of parameters, keeping the average
number of vainations per unit time xed, the strategy
of delivering high amplitude lower frequeny vainations
is muh more eetive in inreasing the probability of
stohasti extintions in a fully blown epidemi. This
perhaps makes sense in the ontext of stohasti extin-
tions, when one onsiders that in the absene of any va-
inations, the time till extintion depends on the size of
stohasti utuations relative to the size of the popula-
tion. Random vainations an themselves be onsidered
as a soure of positive stohasti utuations, adding to
the stohasti utuations in disease transmission. Sine
less frequent, higher amplitude vainations orrespond
to a greater standard deviation of vainations, they add
more to the stohasti utuations of the whole popula-
tion. This results in lesser expeted time till extintion,
ompared to other random vaination strategies that use
the same number of vaines.
5The analysis in this paper suggests that depending on
parameters (given by birth, reovery and ontat rates),
it an be far more eetive to vainate individuals in
groups, rather than allowing eah individual to make an
isolated deision. This an be understood as follows: if
eah person vainates independently of everybody else
than ǫ takes the smallest possible value of 1/N , orre-
sponding to the amplitude of an individual vaination.
However, if a group of size Nj vainates at approxi-
mately the same time, then the amplitude, ǫ is given by
Nj/N . It follows that even if γǫ or the average num-
ber of individuals vainating per unit time is the same
in both ases, the expteted time till extintion may be
signiantly shortened.
We gratefully aknowledge support from ONR,
AFMIC and ARO. ASL is urrently a National Researh
Counil post dotoral fellow.
[1℄ R. M. Anderson and R. M. May, Infetious Diseases of
Humans. (Oxford University Press, 1991).
[2℄ Y. Moreno, R. Pastor-Satorras, and A. Vespignani, The
European Physial Journal B 26(4), 521 (2002).
[3℄ J. Verdasa and et al, J. Theor. Bio. 233(4), 553 (2005).
[4℄ M. J. Keeling, Eology, Genetis, and Evolution. (Else-
vier, New York, 2004).
[5℄ C. Doering and et al, Multisale Model. Simul., SIAM
3(2), 283 (2005).
[6℄ M. S. Bartlett, J.R. Statist. So. B 11, 211 (1949).
[7℄ R. W. West and J. R. Thompson, Math. Biosi. 141, 29
(1997).
[8℄ L. Billings and I. B. Shwartz, Phys. Lett. A 297, 261
(2002).
[9℄ D. A. Cummings and et al., Pro Natl Aad Si U S A
102(42), 15259 (2005).
[10℄ J. A. Jaquez and C. P. Simon, Math. Biosi. 117(1-2),
77 (1993).
[11℄ L. Allen and A. M. Burgin, Math. Biosi. 163(1), 1
(2000).
[12℄ I. B. Shwartz, L. Billings, and E. M. Bollt, Physial
Review E 70(4) (2004).
[13℄ Z. Agur, L. Cojoaru, G. Mazor, R. Anderson, and
Y. Danon, PNAS 90(24), 11698 (1993).
[14℄ R. J. Krysio and C. Lefevre, J. Appl. Prob. 27, 685
(1989).
[15℄ I. Nasell, Adv. Appl. Prob. 28, 895 (1996).
[16℄ R. H. Norden, Adv. Appl. Prob. 14, 687 (1982).
[17℄ M. I. Dykman and M. Krivoglaz, Sov. Phys. JETP 50(1),
30 (1979).
[18℄ M. I. Dykman, P.V. E. MClintok, V. N. Smelyanski,
N. D. Stein, and N. G. Stoks, Phys. Rev. Lett. 68(18),
2718 (1992).
[19℄ A. Wentzell, Theory Prob. Its Appl. 21, 227 (1976).
[20℄ N. T. J. Bailey, The Mathematial Theory of Infetious
Diseases (Charles Grin, London, 1975).
[21℄ R. P. Feynman and A. R. Hibbs, Quantum Mehanis
and Path Integrals. (MGraw-Hill, New York, 1965).
[22℄ µ˜ may be large when the epidemi rate of growth is om-
parable or smaller than the immigration or birth term.
[23℄ C. M. Bender and S. A. Orszag, Advaned Mathematial
Methods for Sientists and Engineers. (Springer-Verlag,
New York, 1999).
