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Summary
The title of this thesis is “Polynomial Endomorphisms and Kernels
of Derivations” and, as it should be with titles, this is the shortest
description of the subject of this thesis. So actually, there are two
main subjects: “Polynomial Endomorphisms” on one side and “Ker-
nels of Derivations” on the other. Let us start to talk about the latter.
Derivations itself are quite important in the theory of polynomial
mappings. Many problems and conjectures can be stated in some
way using derivations. For example the Cancellation Conjecture, the
Linearisation Conjecture, and the infamous Jacobian Conjecture can
all be reformulated in terms of derivations.
Often it is the kernel of a locally nilpotent derivation which is the
object of interest. However, given a certain locally nilpotent deriva-
tion D on k[X1, , . . . , Xn] (k is a ﬁeld) it is hard to calculate the kernel.
The kernel is rather simple and easy to ﬁnd if such a derivation has
a slice, i.e. an element s such that D(s) = 1. Such derivations are
very well understood, and the calculation of their kernel is a piece of
cake. Obviously, one is interested if a derivation has a slice. One of
the requirements is that the ideal (D(X1), . . . , D(Xn)) equals (1). In
dimension 2 this is a necessary and suﬃcient condition; in [BEM01]
J.Berson, A. van den Essen and the author generalise this result to
polynomial rings over arbitrary Q-algebras. The result is very, very
vii
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general, as one can see in section 3.3.2: If R is just any Q-algebra, D
a locally nilpotent derivation on R[X, Y ], and (D(X), D(Y )) = (1),
then D has a slice S and ker(D) = R[P ] for some P .
But, life is more diﬃcult than that any locally nilpotent derivation
has a slice ! What to do if there is no slice, or one doesn’t ﬁnd one?
Luckily, there exists an algorithm, the Essen-algorithm, which is able
to calculate the kernel of any such locally nilpotent derivation. If such
a derivation is ﬁnitely generated, then this algorithm gives generators
of the kernel within ﬁnite time. Unfortunately, this “ﬁnite time” in
practice turns out to be “impossibly long” if the derivation is not too
easy, mainly due to the use of Gro¨bner bases. But, for a long time
this was the only alternative to calculating a kernel.
In paragraph 3.2.2 and further another algorithm is presented (pub-
lished in [Mau00b]), the homogeneous kernel algorithm. In some sense
it is more general, since one doesn’t need “locally nilpotent”, only
“derivation” (and even that can be weakened). At ﬁrst there seems
to be an oﬀset in the fact that the algorithm can only be used on
“homogeneous” derivations, but with a trick described in section 3.2.4
one is able to calculate kernels of general derivations (again locally
nilpotent is not needed). Then, a big oﬀset is that this algorithm is
unable to decide whether one has calculated generators of the entire
kernel or only a part of it. But, the nice thing is that a segment of
the Essen-algorithm can be used for this.
There are two big advantages to the homogeneous algorithm. The
ﬁrst one is a practical one: calculations of generators tend to be much,
much faster. A striking example of this is given in 3.2.5. The second
one is that the algorithm, applied to a homogeneous derivation, cal-
culates a minimal number of generators for the kernel. To explain the
importance of such a thing, if one would be able to do the same for any
(nonhomogeneous) locally nilpotent derivation, this would have strong
consequences for the cancellation conjecture, very probably solving it
ix
!
There is one thing both algorithms cannot help us with much: a
derivation having inﬁnitely generated kernel. Both algorithms can-
not spew out an inﬁnite list within a ﬁnite timeframe. Therefore
these derivations are notorious objects, and a lot of work has gone
in discerning in which dimensions they can occur. (Also since such
derivations give negative answers to Hilbert’s fourteenth problem.) It
is known that derivations in dimension three and below always have
ﬁnitely generated kernel. Examples in dimension ﬁve and higher ex-
ist of derivations having an inﬁnitely generated kernel. All examples
found ﬁrst are of a rather simple form, they are triangular and mono-
mial (sending monomials to monomials). The weird thing is that in
the dimension four case no examples can be found which have this
very simple form. In section 3.4.2 it is shown that their kernels have
no more than four generators (published in [Mau00a]). The dimension
four case is at the moment of writing still open.
Another very important use for locally nilpotent derivations is in
distinguishing algebraic surfaces. To distinguish some algebraic sub-
sets of some Cn, say V and W , one has to determine whether the rings
C[X1, . . . , Xn]/I(V ) and C[X1, . . . , Xn]/I(W ) are not isomorphic. In
order to do this, one can deﬁne the ML invariant of a C-algebra R as
the intersection of all kernels of all nonzero locally nilpotent deriva-
tions, and the HD invariant as the smallest algebra containing the
kernels of all nonzero locally nilpotent derivations. In formula:
ML(R) :=
⋂
D∈LND(R),D =0
ker(D), HD(R) := C[
⋃
D∈LND(R),D =0
ker(D)].
These invariants have succesfully been used to prove that certain
surfaces are not isomorphic to some Cn, as for example the surface
X21X2 + X1 + X
2
3 + X
3
4 which is not isomorphic to C
3.
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Maybe at ﬁrst sight it seems that the ML and HD invariant are
equally strong, in the sense that both invariants are able to discern of
the same surfaces whether they are isomorphic to some Cn. Somewhat
surprising (for the author) this is not the case: in section 3.7 joint work
of T. Crachiola and the author shows that both invariants are diﬀerent:
sometimes the ML invariant is better, sometimes the HD invariant.
Ofcourse there are cases where both the ML and HD invariants are
not strong enough, for example the ring C[X, Y, Z, T ]/(XY +ZT − 1)
(or surface XY +ZT−1) has trivial ML as well as HD invariant. The
search for stronger invariants is still on, but as one can easily make up
a new invariant, it is often very diﬃcult to calculate them.
An other approach to discern surfaces using derivations can be
through the use of commuting locally nilpotent derivations. The ﬁrst
time the author heard from this idea was in a conversation with pro-
fessor Makar-Limanov. In [Mau] and here in section 3.5 a conjecture
is introduced, the Commuting Derivations Conjecture, short CD(n):
Let D1, . . . , Dn−1 be locally nilpotent derivations which are linearly
independent over C[X1, . . . , Xn] and which commute each other, then
n−1⋂
i=1
ker(Di) = C[f ]
where f is a coordinate in C[X1, . . . , Xn]. This conjecture is proved
for n = 3 in section 3.5. To stress the usefulness of this result, one can
see that XY +ZT −1 is not isomorphic to C3, where the ML and HD
invariants are unable to help you here. (A short proofsketch: suppose
R := C[X, Y, Z, T ]/(XY + ZT − 1) is isomorphic to C[X1, X2, X3].
Now X∂Y −Z∂T and X∂Y −T∂Z are two commuting, locally nilpotent
derivations, linearly independent over R, and the intersection of their
kernel is C[X], and by CD(3) we have that X is a coordinate in R,
therefore C[Y, Z, T ]/(ZT−1) = R/(X) ∼= C[X1, X2], a contradiction.)
Also, CD(3) is used in section 3.5.3 to show that p(X)Y+q(X,Z, T )
xi
is a coordinate if and only if q(a, Z, T ) is a coordinate for every a such
that P (a) = 0. This result and the research involving it lead the au-
thor to the following notion: if P (X)Y + q(X,Z, T ) is a coordinate,
this is almost something like saying that “q(X,Z, T ) is a coordinate
modulo P (X)”. In general, could one deﬁne the notion of “coordi-
nate” for quotient rings C[X1, . . . , Xn]/I where I is some ideal? More
on this interesting question is in section 3.6.
That on the ﬁrst subject of the thesis, kernels of derivations. Let us
proceed with the subject of polynomial endomorphisms. The simplest
polynomial endomorphisms are linear maps, and they are the greatest
inspiration for the theory of polynomial maps. Many mathematicians
have wondered if lots of theorems which are true for linear maps are
true for polynomial maps. Sometimes they cannot be generalized,
sometimes they can, and sometimes it’s unclear. For example, if we
consider the coeﬃcients of a linear map, then we can determine if the
linear map is invertible by looking at a polynomial in the coeﬃcients:
the determinant of a linear map. If one attempts to generalize this
result to general polynomial endomorphisms, one notices that it is
exactly the Jacobian Conjecture.
A similar thing: for linear maps we have the Cayley-Hamilton
theorem. We have a formula which has as input 1) the size of the
linear map 2) the coeﬃcients of the linear map, and then we get a
polynomial P (T ) and if we put our map L “into” the polynomial we
get P (L) = 0. Just as the determinant, Cayley-Hamilton is a magic
formula. The author wondered if one can generalize this to (some)
polynomial endomorphisms. So, if one has a polynomial map F ∈
EndC(C[X1, . . . , Xn] satisfying F (0) = 0, can we ﬁnd a polynomial
P (T ) such that P (F ) = 0?
For many polynomial maps we cannot ﬁnd such a P (T ). If we
can, we call them dynamically trivial, they are the subject of section
4.3. The results in this section are joint work of J.P.Furter and the
xii SUMMARY
author. Dynamically trivial polynomial maps are reasonably “under-
standable”, as the fact that the Jacobian Conjecture holds for these
maps indicates. All two-dimensional dynamically trivial maps are clas-
siﬁed in section 4.3.7, and apparently they all are conjugate to a tri-
angular map. In this two-dimensional case, an actual generalisation
of Cayley-Hamilton is given: Let F ∈ EndC be a dynamically trivial
map. This fact alone gives us a formula for a polynomial PF (T ) such
that PF (F ) = 0 (See theorem 4.3.22). Surprisingly, the formula only
involves the linear part L of F , and its degree d:
PF (T ) :=
∏
0 ≤ k ≤ d− 1
0 ≤ m ≤ d
(k,m) = (0, 0)
(
T 2 − (detLk)(TrLm)T + det(L2k+m)).
Dynamically trivial maps in higher dimensions are not completely
classiﬁed, though section 4.3.4 gives us some holds, linking exponents
of locally ﬁnite derivations to invertible dynamically trivial maps.
A diﬀerent topic is the group of automorphisms. Most of the time
the group AutCC[X1, . . . , Xn] is considered, and most of the time peo-
ple want to see answers to questions about this group. However, in
order to solve problems over C, it is a good idea to look at more gen-
eral Q-algebras R and their automorphism groups AutRR[X1, . . . , Xn].
Why? If one is interested in a certain statements on the automorphism
group over C, it is often the case that this statement is true for low
dimensions, but not true for general dimensions. So, ﬁnding a coun-
terexample might be diﬃcult. But, looking at low dimensional cases
over more general rings R, can give a clue: ﬁrst, ﬁnd a counterexample
for an unreduced Q-algebra. If this works, see if you can generalize this
to unreduced Q-algebras. If that works, can you do it for a domain.
And then, can you generalize to a ﬁeld, like C?
xiii
All in all, this motivates to consider problems over unreduced rings.
So, one could attempt to consider the Linearisation Conjecture and
the Cancellation Conjecture over unreduced rings. However, in section
4.1.1 and 4.1.2 it is shown that for both these conjectures one shouldn’t
bother to look at unreduced rings, as the statements are equivalent.
One other reason to look at unreduced rings, is an equivalent
formulation of the Jacobian Conjecture in terms of the ring Rm :=
C[T ]/(Tm). If one could understand the automorphism group of the
ring Rm[X1, . . . , Xn] well enough, the Jacobian Conjecture would be
solved as a conesquence. Well, that big goal wasn’t achieved, but a step
was taken, showing that the automorphism group of Rm[X1, . . . , Xn]
is generated by the union of the three sets:
1) AutC(C[X1, . . . , Xn]) (a true subset of AutRmRm[X1, . . . , Xn]),
2) the set { (X1 + cT¯X1, X2, . . . , Xn) | c ∈ C },
3) the set { (X1 + T¯Xd, X2, . . . , Xn) | d ∈ N }.
(The result is a bit more general on the third set.) This result is given
in section 4.1.3 and was published in [Mau02a].
Finally we will discuss the only paragraph that “doesn’t contain
Q”: paragraph 4.2. In this we look at the automorphism group
AutFF[X1, . . . , Xn] for n ≥ 2 where F is a ﬁnite ﬁeld. This group may
actually have some applications in the Real World, as one may be able
to encrypt data using such polynomial maps. We are interested in the
bijections Fn −→ Fn induced by these polynomial maps, like, do all bi-
jections occur as a polynomial automorphism? In case char(F) = 2 we
can answer this question: yes, all bijections can occur as a polynomial
automorphism, even as a tame map. In char(F) = 2 we consider all
bijections occuring as a tame polynomial automorphism. Surprisingly,
we can only get half of the bijections: only the even ones. Note, this
result is only for tame automorphisms. It is unclear if a polynomial
automorphism in this char(F) = 2 case is also always even, but no
xiv SUMMARY
odd1 examples have been found up yet. But- there could be some very
weird polynomial automorphism which could induce an odd bijection.
If such a map would be found, this would give an extremely easy way
to prove that this map is a counterexample to the Tame Generators
Conjecture over a ﬁnite ﬁeld.
1“Odd” has a double meaning here. Even mathematicians can be poets some-
times.
Samenvatting
De titel van dit proefschrift is “Polynomial Endomorphisms and Ker-
nels of Derivations” (vertaald “Polynomiale Endomorﬁsmen en Kernen
van Derivaties”), en, zoals het hoort bij titels, is dit de kortste beschri-
jving van de inhoud van het proefschrift. Dus, er zijn twee onderw-
erpen: “Polynomiale Endomorﬁsmen” en “Kernen van Derivaties”.
Laten we beginnen met het laatste.
Derivaties zijn erg belangrijk binnen het onderwerp Veeltermaf-
beeldingen. Veel problemen en vermoedens kunnen op de een of andere
manier vertaald worden in “iets met derivaties2”. Bijvoorbeeld, het
Cancellation Vermoeden, het Linearisatie Vermoeden, en het beruchte
Jacobi Vermoeden kunnen allemaal herformuleerd worden in termen
van derivaties.
Vaak is de kern van een derivatie het onderwerp van interesse.
Maar, gegeven een derivatie D op k[X1, , . . . , Xn] (k een lichaam), is
het in het algemeen moelijk om de kern uit te rekenen. In het geval
dat de derivatie een slice heeft (i.e. een element s zodat D(s) = 1)
valt het allemaal erg mee. Dus, het is duidelijk dat men geinteresseerd
is of een derivatie een slice heeft. Een van de eisen hiervoor is dat het
ideaal (D(X1), . . . , D(Xn)) gelijk is aan (1). In 2 variabelen is dit een
nodig en voldoende eigenschap; in [BEM01] J.Berson, A. van den Es-
sen en de schrijver veralgemeniseren dit resultaat naar veeltermringen
2In het algemeen heeft men het over locaal nilpotente derivaties.
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over een willekeurige Q-algebra. Dit resultaat is erg algemeen, zoals
men kan zien in sectie 3.3.2: Als R een willekeurige Q-algebra is, D
een locaal nilpotente derivatie op R[X, Y ], en (D(X), D(Y )) = (1),
dan heeft D een slice S en ker(D) = R[P ] voor een zekere P .
Maar- het leven is moeilijker: niet elke locaal nilpotente derivatie
heeft een slice. Wat als er geen slice is (of als je er geen vindt)?
Gelukkig, er bestaat een algorithme, het Essen-algorithme, dat de kern
van elke locaal nilpotente derivatie kan uitrekenen. Als een derivatie
eindig veel voortbrengers heeft, dan geeft het Essen-algorithme voort-
brengers van de kern binnen “Eindige Tijd”. Echter, deze “Eindige
Tijd” is in de praktijk nogal eens “Ongelooﬂijk Lang” als het een
niet te eenvoudige derivatie is, vooral doordat het algorithme Gro¨bner
bases in zijn berekeningen betrekt. Maar, voor een lange tijd was dit
practisch de enige mogelijkheid om de kern uit te rekenen.
In paragraaf 3.2.2 en verder wordt een ander algorithme geintro-
duceerd (gepubliceerd in [Mau00b]), het homogene kern algorithme.
In zeker zin is dit algorithme algemener, omdat men niet “locaal
nilpotent” eist, alleen “derivatie” (en zelfs dat laatste kan verzwakt
worden). Op het eerste gezicht lijkt er een behoorlijk nadeel te zijn
omdat dit algorithme alleen homogene derivaties aankan, maar met
een truuk beschreven in 3.2.4 kan men algemene derivaties aanpakken
(wederom, locaal nilpotent is niet nodig). Nog een nadeel is dat het
homogene algorithme niet kan beslissen of alle voortbrengers van een
kern zijn gevonden. Maar, het mooie is dat een segment van het
Essen-algorithme dit probleem kan verhelpen.
Er zijn twee grote voordelen van het homogene algorithme. Het
eerste is een practisch voordeel: berekeningen zijn meestal veel, veel
sneller. Een treﬀend voorbeeld is beschreven in 3.2.5. Het tweede is
dat het algorithme, toegepast op homogene derivaties, als zij-eﬀect een
minimaal aantal voortbrengers van de kern berekent. Om het belang
van zulks te benadrukken, als je zulks zou kunnen doen voor elke (niet-
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homogene) locaal nilpotente derivatie, dan zou dit sterke consequenties
voor het Cancellation Probleem hebben, en het hoogstwaarschijnlijk
oplossen.
Er is een ding waar beide algorithmes redelijk machteloos zijn: een
derivatie met een oneindig voortgebrachte kern. Beide algorithmes
kunnen niet een oneindige lijst binnen een eindig tijdsbestek uitspu-
gen. Daarom zijn deze derivaties beruchte objecten, en een boel werk is
eraan besteed om te bepalen in welke dimensies ze kunnen voorkomen.
(Ook, omdat zulke derivaties tegenvoorbeelden tegen Hilbert’s 14e
probleem geven.) Het is bekend dat derivaties in dimensie drie en
lager altijd eindig voortgebrachte kern hebben. Voorbeelden van lo-
caal nilpotente derivaties in dimensies vijf en hoger met oneindig voort-
gebrachte kern bestaan. Alle gevonden voorbeelden hebben een vrij
simpele vorm, ze zijn namelijk op driehoeksvorm, en monomiaal (ze
sturen monomen naar monomen). Het vreemde is dat in dimensie vier
er niet zulke eenvoudige tegenvoorbeelden kunnen bestaan: in sectie
3.4.2 word bewezen dat de kernen van zulke derivaties niet meer dan
vier voortbrengers kunnen hebben (gepubliceerd in [Mau00a]). Het
algemene vierdimensionale geval is op het moment van schrijven nog
steeds open.
Nog een onderwerp waar locaal nilpotente derivaties nuttig zijn is
in het van elkaar onderscheiden van algebraische oppervlakten. Om
twee algebraische oppervlakken in Cn, zeg V en W , van elkaar te on-
derscheiden, moet men bepalen of de ringen C[X1, . . . , Xn]/I(V ) en
C[X1, . . . , Xn]/I(W ) isomorf zijn. Om dit voor elkaar te krijgen, kan
men de ML invariant van een C-algebra R deﬁnieren als de doorsni-
jding van alle kernen van alle locaal nilpotente derivaties op R, en
de HD invariant van een C-algebra R als de kleinste deelalgebra die
alle kernen van locaal nilpotente derivaties (ongelijk aan 0) bevat. In
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formules:
ML(R) :=
⋂
D∈LND(R),D =0
ker(D), HD(R) := C[
⋃
D∈LND(R),D =0
ker(D)].
De invarianten waren succesvol in het bewijzen dat bepaalde opper-
vlakken niet isomorf waren met een Cn, zoals bijvoorbeeld het opper-
vlak X21X2 + X1 + X
2
3 + X
3
4 hetgeen niet gelijk is aan C
3.
Misschien zou je op het eerste gezicht denken dat de ML invariant
en de HD invariant even sterk zijn, in de zin dat ze van dezelfde
oppervlakken zouden kunnen bepalen of ze gelijk zijn of niet. Maar
enigszins verassend (voor de auteur) was dit niet het geval: in sectie
3.7 liet gemeenschappelijk werk van T. Crachiola en de auteur zien
dat de invarianten verschillen: soms is de ML invariant beter, soms
de HD invariant.
Natuurlijk zijn er gevallen waar de ML invariant en de HD invari-
ant niet sterk genoeg zijn, bijvoorbeeld de ring C[X, Y, Z, T ]/(XY +
ZT − 1) (of oppervlak XY + ZT − 1) heeft een triviale ML en HD
invariant. De zoektocht naar sterkere invarianten is nog steeds aan de
gang. Het is vaak eenvoudig om een nieuwe invariant te verzinnen,
maar het is erg lastig deze in practische gevallen uit te rekenen.
Een andere aanpak om oppervlaktes te onderscheiden door het ge-
bruik van derivaties kan door het gebruik van commuterende locaal
nilpotente derivaties. De eerste keer dat de auteur hiervan hoorde was
in een gesprek met professor Makar-Limanov. In [Mau], en hier in sec-
tie 3.5 een vermoeden is geintroduceerd, het Commuterende Derivaties
Vermoeden, kort CD(n): Zij D1, . . . , Dn−1locaal nilpotente derivaties
die lineair onafhankelijk zijn over C[X1, . . . , Xn] en die met elkaar
commuteren. Dan
n−1⋂
i=1
ker(Di) = C[f ]
waar f een coordinaat is in C[X1, . . . , Xn]. Dit vermoeden is bewezen
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voor n = 3 in sectie 3.5. Om het nut van dit resultaat aan te to-
nen, men kan zien dat XY + ZT − 1 niet isomorf is met C3, waar
de ML en HD invariant tekort schieten. (Een korte bewijsschets:
stel R := C[X, Y, Z, T ]/(XY + ZT − 1) is isomorf met C[X1, X2, X3].
Nu, X∂Y −Z∂T en X∂Y −T∂Z zijn twee commuterende, locaal nilpo-
tente derivaties, lineair onafhankelijk over R, en de intersectie van hun
kernen zijn C[X]. Gebruik makend van CD(3) zien we dat X een co-
ordinaat is in R, waardoor C[Y, Z, T ]/(ZT−1) = R/(X) ∼= C[X1, X2],
tegenspraak.)
Daarnaast, CD(3) word gebruikt in sectie 3.5.3 om te laten zien
dat p(X)Y + q(X,Z, T ) een coordinaat is d.e.s.d.a. q(a, Z, T ) is een
coordinaat voor elke a die voldoet aan P (a) = 0. Dit resultaat, en het
onderzoek dat eraan vooraf ging, leidde de auteur naar de volgende
opmerking: als p(X)Y + q(X,Z, T ) een coordinaat is, dan is dat zoi-
ets als zeggen dat “q(X,Z, T ) is een coordinaat modulo p(X)”. In het
algemeen, zou men een betekenis aan het begrip “coordinaat” voor
quotient ringen C[X1, . . . , Xn]/I waar I een ideaal is maken? Meer
over deze interessante vraag in sectie 3.6.
Dat over het eerste onderwerp van het proefschrift, kernen van
derivaties. Laten we ons nu bezig houden met het onderwerp van
veeltermafbeeldingen. De simpelste veeltermafbeeldingen zijn lineaire
afbeeldingen (matrices), en deze zijn de grootste inspiratie voor het
onderwerp veeltermafbeeldingen. Veel wiskundigen hebben zich van
stellingen over lineaire afbeeldingen afgevraagd of ze op de een of an-
dere wijze kunnen worden veralgemeniseerd voor veeltermafbeeldin-
gen. Soms kan dat niet, soms wel, en soms is het niet duidelijk. Bi-
jvoorbeeld, als je de coeﬃcienten van een lineaire afbeelding bekijkt
dan kun je de inverteerbaarheid van zo’n afbeelding bepalen door een
bepaald polynoom in deze coeﬃcienten uit te rekenen: de determinant
van een lineaire afbeelding. Als iemand dit resultaat veralgemeniseert
voor veeltermafbeeldingen, dan kom je bij het Jacobi Vermoeden uit.
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Nog zoiets: voor lineaire afbeeldingen heb je de Cayley-Hamilton
stelling. Dat is een formule met als invoer 1) de grootte van de lineaire
afbeelding en 2) de coeﬃcienten van de afbeelding. Dan is de uitvoer
een polynoom P (T ) en als je je lineaire afbeelding daar “in” stopt,
dan komt er 0 uit. Net zoals de determinant, Cayley-Hamilton is een
magische formule. De auteur vroeg zich hiervan af of je dit kunt gen-
eraliseren voor (sommige) veeltermafbeeldingen. Dus, als iemand een
veeltermafbeelding F ∈ EndC(C[X1, . . . , Xn] met F (0) = 0, kunnen
we een polynoom P (T ) vinden zodat P (F ) = 0?
Voor veel veeltermafbeeldingen kan dat niet. Als dat wel kan, noe-
men we ze dynamisch triviaal, en ze zijn het onderwerp van studie
in sectie 4.3. Het resultaat van deze sectie is werk van J.P.Furter
en de auteur . Dynamisch triviale veeltermafbeeldingen zijn redelijk
“begrijpelijk”, zoals het feit dat het Jacobi Vermoeden waar is voor
deze afbeeldingen beaccentueert. Alle tweedimensionale dynamisch
triviale veeltermafbeeldingen zijn geclassiﬁceerd in sectie 4.3.7, en bli-
jkbaar zijn ze allen geconjugeerd aan een driehoeksafbeelding. In dit
tweedimensionale geval word ook een echte generalisatie van Cayley-
Hamilton gegeven: Zij F ∈ EndC een dynamisch triviale afbeelding.
Dit feit alleen al geeft ons een formule voor een polynoom PF (T ) zo-
dat PF (F ) = 0 (zie stelling 4.3.22). Verassenderwijs bevat de formule
alleen de graad d van F en het lineaire deel L:
PF (T ) :=
∏
0 ≤ k ≤ d− 1
0 ≤ m ≤ d
(k,m) = (0, 0)
(
T 2 − (detLk)(TrLm)T + det(L2k+m)).
Dynamisch triviale afbeeldingen in hogere dimensies zijn niet geheel
geklassiﬁceerd, maar sectie 4.3.4 geeft wat aanknopingspunten: er wor-
den links gelegd met exponenten van derivaties.
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Een ander onderwerp is de automorﬁsmen groep van een veel-
termring. Meestal bekijkt men AutCC[X1, . . . , Xn], en het is hierin
dat men ook het meest in is geinteresseerd. Maar, om problemen voor
deze automorﬁsmengroep over C op te lossen, is het vaak een goed idee
om naar meer algemene Q-algebra’s R en hun automorﬁsmengroep
AutRR[X1, . . . , Xn] te kijken. Waarom? Als iemand geinteresseerd
is in een bepaalde eigenschap van de automorﬁsmen groep over C,
dan is het vaak het geval dat de groep deze eigenschap heeft in lagere
dimensies, maar niet in hogere. Vaak is het dan ook moeilijk een
tegenvoorbeeld te vinden. Maar, het bekijken van deze eigenschap in
lage dimensies over algemenere ringen kan een idee geven: allereerst,
vind een tegenvoorbeeld voor deze eigenschap over een ongereduceerde
Q-algebra. Als dat lukt, kijk of je dat naar een ongereduceerde Q-
algebra kunt terugbrengen. Als ook dat werkt, kun je het doen voor
een domein misschien. En dan, generaliseer naar een lichaam, bv. C.
Alles bijelkaar genomen motiveert dit om naar problemen over on-
gereduceerde ringen te kijken. Bijvoorbeeld zou je het Linearisatie
Vermoeden en het Cancellatie Vermoeden over ongereduceerde ringen
kunnen bekijken. Maar, in secties 4.1.1 en 4.1.2 word bewezen dat het
in verband met deze twee problemen niet nodig is naar ongereduceerde
ringen te kijken, want de betreﬀende beweringen zijn equivalent met
de gereduceerde problemen.
Een andere reden om naar ongereduceerde ringen te kijken is een
equivalente formulering van het Jacobi Vermoeden in termen van de
ring Rm := C[T ]/(T
m). Als je de automorﬁsmen groep van de ring
Rm[X1, . . . , Xn] goed genoeg begrijpt, dan zou als gevolg het Jacobi
Vermoeden opgelost kunnen worden. Welnu, dat doel was niet bereikt,
maar een stap in de goede richting was gezet, door te laten zien dat
de automorﬁsme groep van Rm[X1, . . . , Xn] voortgebracht word door
de vereniging van de drie verzamelingen:
1) AutC(C[X1, . . . , Xn]) (een deelverzameling van de automorﬁsmen-
groep van Rm[X1, . . . , Xn]),
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2) de verzameling { (X1 + cT¯X1, X2, . . . , Xn) | c ∈ C },
3) de verzameling{ (X1 + T¯Xd, X2, . . . , Xn) | d ∈ N }.
(Het eigenlijke resultaat is iets meer algemeen, de derde verzameling
mag anders zijn). Dit resultaat is beschreven in sectie 4.1.3 en is
gepubliceerd in [Mau02a].
Als laatste behandelen we de enige sectie die “niet Q bevat”: sectie
4.2. In deze bekijken we de automorﬁsmen groep AutFF[X1, . . . , Xn]
waar n ≥ 2 en F een eindig lichaam is. Deze groep zou toepassingen
kunnen hebben in de Echte Wereld, daar zulke afbeeldingen gebruikt
zouden kunnen worden om data te versleutelen. We zijn geinteresseerd
in de bijecties Fn −→ Fn die door zulke afbeeldingen geinduceerd wor-
den. Kunnen alle bijecties eigenlijk voorkomen? In het geval dat
kar(F) = 2 kunnen we dit beantwoorden: ja, ze kunnen allen gemaakt
worden, zelfs als tamme afbeelding. In kar(F) = 2 bekijken we alle
bijecties geinduceerd door tamme afbeeldingen. Verassenderwijs kun-
nen we nu slechts de helft van de bijecties maken: alleen de even
bijecties. Merk op dat dit resultaat slechts voor tamme afbeeldingen
geldt. Het is niet duidelijk of een willekeurige inverteerbare veelter-
mafbeelding in deze kar(F) = 2 altijd een even bijectie is, maar geen
oneven voorbeelden zijn gevonden op het moment van schrijven. Zo’n
automorﬁsme zou ook erg vreemde eigenschappen hebben, het zou
een eenvoudig tegenvoorbeeld geven voor het Tamme Voortbrengers
Vermoeden over een eindig lichaam.
Chapter 1
Preliminaries
We assume that the reader has some aﬃnity with commutative alge-
bra. Deﬁnitions will be given in bold text.
1.1 Notations and deﬁnitions
In this thesis we will, unless stated otherwise, use the following nota-
tions:
R will be a commutative Q-algebra. A will be an R-algebra. If we
say that A is an R-domain, then we mean it to be an R-algebra
which is a domain. k will often be used for a ﬁeld. R[n] is an
abbreviation of R[X1, . . . , Xn]; in this thesis it will be generally a
real abbreviation of this, i.e. R[3] ∼= R[Y1, Y2, Y3] but not R[3] =
R[Y1, Y2, Y3]. However, sometimes we will write down R
[2] for R[X, Y ]
and R[3] for R[X, Y, Z]. We will use the notation ∂X , ∂Y , . . . etc.
for the maps f −→ ∂f
∂X
, f −→ ∂f
∂Y
, . . . In particular, we will also
write ∂i for ∂Xi . Also, we will write X for X1, . . . , Xn, and Xˆi as
X1, . . . , Xi−1, Xi+1, . . . , Xn, i.e. the list without Xi. Sometimes we
will write small letters for big letters modulo something: if i is some
1
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ideal of k[U, V ], then k[u, v] := k[U, V ]/i and u := U + i, v := V + i.
When α ∈ Nn (or Zn) then X α = Xα11 Xα22 · · ·Xαnn . Elements of the
form rX α for some r ∈ R are called monomials.The elements of
R[n] of the form Xα are called terms, but often they will be named
monomials.
We will use the gothic letters p, q etc. for ideals of some ring.
Moreover, we will denote the nilradical of a ring R (i.e. the set of all
nilpotent elements of a ring R ) by n(R) or just n.
A ring A ⊂ B is called factorially closed in B if for any b1, b2 ∈ B
satisfying b1b2 ∈ A{0} we have b1 ∈ A as well as b2 ∈ A.
If A is an R-algebra domain, K the fraction ﬁeld of R, then
trdegR(A) is deﬁned as trdegK(Q(A)).
1.2 Graded rings
Let k be a ﬁeld, and A a k-algebra. A graded k-algebra A is a decom-
position of A of the form A = ⊕n∈ZAn such that each An is a k-vector
space and AnAm ⊆ An+m. If An = {0} for each n < 0, we say that
A is positively graded. On such a graded ring we have a degree
function, deg , which sends each non-zero a ∈ A to the unique integer
d such that a ∈ ⊕di=0Ai but a ∈ ⊕d−1i=0Ai. Sometimes d will be called
the weight of a.
Similarly, we can deﬁne a multi-graded ring as a k-algebra A which
has a decomposition of the form A = ⊕α∈ZqAα where q is some positive
integer. If we want to emphasise the integer q, then we can say A is
a q-graded ring, or q-multi-graded ring. I.e. a 1-graded ring is just a
“classical” graded ring. A positively multi-graded ring is a multi-
graded ring A such that Aα = 0 for all α ∈ Nq. In case a ∈ Aα for
some α ∈ Zq then we say that a is homogeneous of (multi-)degree
α. We deﬁne the function grad, which is only deﬁned on homogeneous
components, as the mapping sending a ∈ Aα to α. In case q = 1 (i.e.
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a normal grading) the function grad coincides with the function deg
restricted to homogeneous elements.
Notice that if a ring A has two (diﬀerent) gradings A = ⊕Ai and
A = ⊕Aj , then we can deﬁne a multi-grading on A by deﬁning A(i,j) :=
Ai∩Aj . Similarly, one can join up several gradings to a multi-grading,
or even several multi-gradings to a new multi-grading. And, of course,
given a certain multi-grading on a ring, we can decompose it into
several gradings on that ring.
In case β ∈ Nq, we say α ≤ β if αi ≤ βi for every i ∈ {1, . . . , q}.
We deﬁne α < β ⇐⇒ α ≤ β and α = β; i.e. it does NOT mean
“αi < βi for all i ∈ {1, . . . , 1}”.
Assuming that we have a multi-graded ring A :=
∑
α∈Nq , and
β ∈ Zq, we deﬁne the following notations:
A≤β :=
∑
α≤β Aα,
A<β :=
∑
α<β Aα.
Example 1.2.1. If k is a ﬁeld, then one can assign a grading to
the ring k[n] by giving Xi weight di ∈ Z; each monomial X α then is
homogeneous of degree α1d1 + . . .+αndn (and this ﬁxes the grading).
Joining up several such gradings one gets a multi-grading which is
ﬁxed by the multi-degrees of the Xi. Here we also have that each
monomial X α is homogeneous.
The case that all Xi have weight 1 we call the standard grading
on R[n]. ; if we talk about an unspeciﬁed grading on R[n], we mean
the standard grading.
We say that a (multi-)grading on k[n] is a monomial grading if
each X α is homogeneous.
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1.3 Polynomial mappings
Let F := (F1, F2, . . . , Fm) ∈ R[n]m. We call such an element in R[n]m
a polynomial morphism or polynomial mapping. . Such an
element F ∈ End(n) can also be seen as a mapping Rn −→ Rm given
by (r1, . . . , rn) −→ (F1(r1, . . . , rn), . . . , Fm(r1, . . . , rn)). This mapping
is also denoted by F , which may cause problems if F = G in the ﬁrst
meaning, and F = G in the second meaning. ( For example (X, Y )
and (Xp, Y p) ∈ Fp[X, Y ]2. ) Another mapping, denoted by F ∗, is the
mapping R[n] −→ R[m] sending p(X1, . . . , Xn) to p(F1, . . . , Fm).
In the literature the map “F ∗” is often denoted by “F” too; in this
theses we will occasionally make the same abuse of notation. However,
caution is needed, since we actually have three maps, all denoted by
F !
In case n = m we can say polynomial endomorphism; the
collection of polynomial endomorphisms we will denote by EndR(R
[n]),
EndR(n) or End(n) if there is no confusion about R. Notice thus that
we identify (R[n])n with End(n).
If F ∈ R[n]n is such that there exists G ∈ R[n]n which satisﬁes
F ◦ G is the identity mapping, we say that F is a polynomial au-
tomorphism. The set of these mappings is denoted by AutR(R
[n]),
or short, Aut(n) if there is no confusion about R. An F1 ∈ R[n]
is called a coordinate if there exist F2, . . . , Fn ∈ R[n] such that
F := (F1, . . . , Fn) ∈ AutR(R[n]). Not everything is a coordinate, for
example X21 is not.
Furthermore, Aﬀ R(R
[n]m) is the set of aﬃne maps in R[n]
m
, i.e.
maps of the form L+ r where L is a linear map Rn −→ Rn and r is a
vector in Rn.
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1.4 The great conjectures
This section gives a few famous, or sometimes notorious, conjectures.
1.4.1 The jacobian conjecture
The jacobian conjecture is the most famous conjecture in the theory
of polynomial mappings, and it is very very notorious in the sense
that on a regular basis wrong proofs appear, some with obvious ﬂaws,
but some ingenious with a small error, but still wrong. In some sense
it is the Big, Hulking Monster which lures Knights from everywhere
to the Land of Polynomial Mappings, in an attempt to achieve fame
and fortune by trying to defeat it. Well- with no further delay, we
introduce:
The jacobian conjecture: Let F ∈ C[n]. Suppose det(jac(F )) ∈ C∗.
Then F is invertible.
We will denote the jacobian conjecture in dimension n by JC(n) .
Thus the jacobian conjecture, if aﬃrmatively answered, would give a
rather easy test for a polynomial mapping if it is invertible or not.
More on the jacobian conjecture can be found in the book [Ess00] and
[BCW82] There are loads of equivalent formulations of the jacobian
conjecture. One of them we will give now, taken from [Ess98] (or see
[Ess00] corollary 2.3.8). Deﬁne Rm := C[t] = C[T ]/(T
m), and denote
T + (Tm) by t.
Theorem 1.4.1. There is equivalence between:
1. JC(n) is true.
2. For any d ∈ N there exists a bound C(d) such that for any m ∈ N
and any F ∈ AutRmRm[X] satisfying deg(F ) = d, det(JF ) = 1
we have deg(F−1) ≤ C(d).
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3. For any d, e ∈ N there exists a bound C(d, e) such that for
any m ∈ N and any F ∈ AutRmR[n]m satisfying deg(F ) = d,
det(JF ) = 1 + N and N e = 0 we have deg(F−1) ≤ C(d, e).
4. For any d ∈ N there exists a bound C(d) such that for any Rm-
derivation D ∈ nDerRmR[n]m satisfying div(D) = 0 and deg(exp(D)) ≤
d we have deg(exp(−D)) ≤ C(d).
For the deﬁnition of DerRR
[n], div(D), and the term “derivation”,
we refer to the beginning of the next chapter.
1.4.2 The linearisation conjecture
The linearisation conjecture is the following:
The linearisation conjecture: (LC(n)) Let F ∈ C[n] such that
Fm = I for some m. Then there exists some ϕ ∈ Aut(C[n]) such that
ϕFϕ−1 is a linear map.
The linearisation conjecture has been aﬃrmatively answered for
n=2 (an easy consequence of the Jung-van der Kulk-theorem) but
n ≥ 3 is still open. For more information, see [Kra95] or [Ess00]
chapter 9.
1.4.3 The Cancellation Conjecture
The cancellation conjecture, more oftenly referred to as “the cancella-
tion problem”, is the following:
The cancellation conjecture (algebraic formulation): (CC(n))
Let R be a ring such that R[T ] ∼= C[n] some n. Then R ∼= C[n−1].
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Another formulation is the following, which involves derivations.
The cancellation conjecture (derivation formulation): Let D ∈
LND(R[n]) having a slice. Then there exists ϕ ∈ AutR(R[n]) and
f ∈ R∗ such that ϕDϕ−1 = f∂1.
For more information on this conjecture, see [Ess00] or [Miy85].
1.5 Linear recurrent sequences
Let V be a C-vectorspace. Let U := {uk}k∈N be a sequence of elements
uk ∈ V . We say that U := {uk}k∈N is a linear recurrent sequence
(of V ), short l.r.s. , if there exists n ∈ N∗, and a0, . . . an−1 ∈ C, such
that for all k ∈ N
uk+n = an−1uk+n−1 + . . .+ a1uk+1 + a0uk.
With this in hand, one can deﬁne a characteristic polynomial1 with
respect to this l.r.s. :
P (T ) := T n − an−1T n−1 − . . .− a1T − a0.
Notice that a characteristic polynomial in should be monic, and that
it doesn’t has to be unique for a certain l.r.s. : if ak+1 = ak for all
k ∈ N then also ak+2 = −2ak−1 + 3ak, therefore T − 1 as well as
T 2 + 2T − 3 are characteristic polynomials. The following lemma is
well-known (see [CMP87] for details):
Lemma 1.5.1. Let P (T ) := T n−an−1T n−1−. . .−a1T−a0 be a monic
polynomial in C[T ] and let P (T ) := Πmi=1(T−ωi)ri be the decomposition
into irreducible factors. If U := {ui}i∈N is a l.r.s. then the following
assertions are equivalent:
1sometimes called “associated polynomial”
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(i) P (T ) is a characteristic polynomial for U ,
(ii) The sequence U is an element of the vectorspace spanned by the n
l.r.s. {kjωki }k∈N where i ∈ {0, 1, . . . , m} and j ∈ {0, 1, . . . , ri −
1}.
In particular, if P (T ) has only single roots, {uk}k∈N is a C-linear
combination of the sequences {ωki }k∈N.
Deﬁne the term semi-characteristic polynomial S(T ) as a poly-
nomial which is aC-multiple of a characteristic polynomial, i.e. S(T ) =
λP (T ) for some λ ∈ C and some characteristic polynomial P (T ). (i.e.
“semi-characteristic” means “non-monic characteristic”). There are a
few easy things which can be said about these (semi-)characteristic
polynomials:
Lemma 1.5.2. Let U be a l.r.s.
(i) If P (T ) is a (semi-)characteristic polynomial of U , and Q(T ) any
polynomial, then P (T )Q(T ) is also a semi-characteristic polyno-
mial.
(ii) If P (T ) and Q(T ) are both (semi-)characteristic polynomials, then
gcd(P (T ), Q(T )) is also a (semi-)characteristic polynomial for
U .
A corollary of lemma 1.5.2 is:
Corollary 1.5.3. If U is a l.r.s. , then the set of semi-characteristic
polynomials for U form an ideal in C[T ].
A short proofsketch of the above: Take (one of) the lowest degree
characteristic polynomial in this set of semi-characteristic polynomials,
call it PU . By 1.5.2 part (ii) taking the g.c.d. of PU with any other
(semi-)characteristic polynomial will have the same number of roots
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(counting multiplicity) as PU has, by the minimality of PU . In the same
way one can see that PU is unique, and divides any semi-characteristic
polynomial, and therefore it’s an ideal.
A corollary of 1.5.3 is that there is a unique minimal characteristic
polynomial.
Deﬁnition 1.5.4. Write PU(T ) for the minimal characteristic poly-
nomial.
Now let us restrict ourselves to the case where we have a charac-
teristic polynomial having no double roots.
Deﬁnition 1.5.5. We will say that U := {uk}k∈N is a l.r.s. of type
Ω = {ω1, . . . , ωm} if there exist λ1, . . . , λm ∈ V such that
uk =
m∑
i=1
λiω
k
i .
If U := {uk}k∈N and V := {vk}k∈N are l.r.s, deﬁne U + V := {uk +
vk}k∈N and UV := {ukvk}k∈N. If Ω,Σ are two sets of elements in C,
deﬁne ΩΣ := {ωσ | ω ∈ Ω, σ ∈ Σ}. The following result is obvious.
Lemma 1.5.6. If U := {uk}k∈N (resp. V := {vk}k∈N) is a l.r.s. over
C of type Ω = {ω1, . . . , ωm} (resp. Σ = {σ1, . . . , σd}) then U+V (resp.
UV) is a l.r.s. of type Ω ∪ Σ (resp. ΩΣ). In particular, if U1, . . . ,Ur
are of type Ω, then U1U2 · · · Ur is of type Ωr.
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Chapter 2
Derivations
The aim of this chapter is threefold:
First, it is meant as a preparation for chapter 3.
Second, it contains some new results of its own.
Thirdly, it is meant as a (by no means complete) collection of interest-
ing facts, known theorems, and entertaining things about derivations,
especially locally nilpotent derivations.
Derivations are for a polynomial mappings researcher as a tennis-
racket for a tennisplayer. It is very diﬃcult to score without them.
2.1 General derivations
2.1.1 Notations and preliminaries
A derivation on a ring A is an additive map D : A −→ A satisfying
the Leibniz rule: D(ab) = aD(b) + bD(a) for all a, b ∈ A. If A is an
R-algebra then an R-derivation on A is a derivation on A satisfying
11
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D(R) = 0.
A derivation is called locally nilpotent if for all a ∈ A there exists
some n ∈ N such that Dn(a) = 0. A derivation is called locally ﬁnite
if
∑
i∈ND
i(a)R is a ﬁnite R-algebra module for each a ∈ A. (i.e. in
case R is a ﬁeld,
∑
i∈ND
i(a)R is a ﬁnite dimensional R-vectorspace.)
An element s ∈ R is called a slice of a derivation D if D(s) = 1.
The standard example of a locally nilpotent derivation having a slice
is ∂Xi := ∂i on R
[n].
We will denote the set of all derivations on A by DER(A), and
denote the set of R-derivations on A by DERR(A). Similarly, we
will deﬁne LND(A), SLND(A) as the set of all locally nilpotent
derivations resp. all locally nilpotent derivations having a slice.
It is not very diﬃcult to see that an R-derivation on R[n] can
be written in the form
∑n
i=0 ai∂i where ai = D(Xi). In case ai ∈
R[Xi+1, . . . , Xn] for all i ∈ {1, . . . , n} we say that the derivation is a
triangular derivation.
Notice that it is very easy to extend a derivation on A to a polyno-
mial ring over A, for example A[X, Y ], by deﬁning D(X) = D(Y ) = 0.
We deﬁne the divergence of a derivation D ∈ DERR(R[n]), de-
noted div(D), as
div(D) :=
n∑
i=1
∂D(Xi)
∂Xi
.
.
2.1.2 The expTD map
Let D ∈ DERR(A) for some R-algebra A. Deﬁne the map exp TD :
A[[T ]] −→ A[[T ]] as the map sending a to ∑∞n=0 1n!Dn(a)T n.
Proposition 2.1.1.
1. exp TD is a ring automorphism of A[[T ]] having inverse expT (−D).
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2. If D is locally nilpotent, then exp TD induces a ring automor-
phism of A[T ] having inverse exp T (−D).
Proof. For a proof of (1) we refer to [Ess00] prop. 1.2.14. To prove
case (2), notice that exp TD is a ring homomorphism, since for every
a ∈ A∑∞n=0 1n!Dn(a)T n is a ﬁnite sum since Dn(a) = 0 for high enough
n. The same holds for exp T (−D), which is the inverse of exp TD on
A[[T ]], but hence also on A[T ]. Thus exp TD is invertible, hence an
automorphism.
2.1.3 Properties of Dpq derived from Dp and Dq
Let p be an ideal in R. We introduce some notations: the element
a + Ap in A/Ap will be denoted by ap and the induced derivation on
A/Ap by Dp.
Lemma 2.1.2. Let D be an R-derivation on A. Let p, q ⊂ R be ideals
of R and suppose Dp has a slice and Dq is surjective. Then Dpq has a
slice.
Proof. There exists s ∈ A such that Dp(sp) = 1 and hence D(s) = 1+f
for some f ∈ pA. Write f = ∑ fiai, where fi ∈ p and ai ∈ A. Since
Dq is surjective there exists Fi ∈ A such that D(Fi) = ai + hi, where
hi ∈ qA. Denote S := s−
∑
fiFi.Then
D(S) = D(s−∑ fiFi)
= D(s)−∑ fiD(Fi)
= 1 + f −∑(fiai + fihi)
= 1−∑ fihi,
and since fihi ∈ pqA we have Dpq(Spq) = 1.
Lemma 2.1.3. Let Dpi be surjective for the ideals p1, . . . , pn ⊂ R.
Then Dp1p2···pn is also surjective.
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Proof. It is enough to show that if Dp, Dq are surjective then Dpq is
too. Let a ∈ A be arbitrary. There exists b ∈ A such that Dp(bp) = ap,
hence D(b) = a+ i where i ∈ pA. Write i =∑ ikck where ik ∈ p, ck ∈
A. Then for every ck there exists some dk such that D(dk) = ck+jk for
some jk ∈ qA since Dq is surjective. Now D(b−
∑
ikdk) = a−
∑
ikjk.
Since
∑
ikjk ∈ pqA we are done.
Lemma 2.1.4. Let D be a locally nilpotent R-derivation on A. If
p1, p2, . . .pn ⊂ R are ideals of R and Dpi has a slice for all i, then
Dp1p2···pn has a slice too.
Proof. It is enough to show that if Dp, Dq both have a slice then Dpq
has one too. By corollary 2.2.5, Dp and Dq are surjective. By lemma
2.1.4 Dpq is surjective. In particular, Dpq has a slice.
Lemma 2.1.5. If p1, p2, . . . , pn ⊂ R are ideals of R and Dpi is locally
nilpotent for all i, then Dp1p2···pn is locally nilpotent too.
Proof. It is enough to show that if Dp, Dq are locally nilpotent, then
Dpq is locally nilpotent. Let a ∈ A. One knows there exists N ∈ N such
that DNp (ap) = 0, hence D
N(a) =
∑
ikbk where ik ∈ p, bk ∈ A. Now
there exists Mk ∈ N such that DMk(bk) ∈ qA. Let M := maxk(Mk).
Then DN+M(a) = DM(
∑
ikbk) =
∑
ikD
M(bk) ∈ pqA.
Lemma 2.1.6. Let p ⊂ R be an ideal of R and D ∈ DERR(R[n]). Sup-
pose that D is surjective and that r ∈ R[n] is such that Dp(r mod p) =
0. Then there exists a˜ such that a˜ ≡ a mod p and D(a˜) = 0.
Proof. There exists pi ∈ p and ri ∈ R[n] such that D(a) =
∑
piri.
Since D is surjective, we ﬁnd some hi ∈ R[n] such that D(hi) = ri. We
can now take a˜ := a−∑ pihi.
In the lemma below write η for the nilradical of some ring R, and
D¯, p¯ etc. as abbreviations of D mod ηR[n], p mod ηR[n].
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Lemma 2.1.7. Let R be a noetherian ring, and D ∈ DERR(R[n]).
Suppose that D is surjective, and that p ∈ R such that D¯(p¯) = 0.
Then there exists p˜ ∈ R such that ¯˜p = p¯ and D(p˜) = 0.
Proof. An easy corollary of the previous lemma.
2.1.4 Derivations on graded rings
Let D be an R-derivation on a graded R-algebra A. A derivation is
called a homogeneous derivation of degree d if D(An) ⊆ An+d for
all n ∈ Z. If A is multi-graded, D is homogeneous if it is homogeneous
on every grading derived from the multi-grading. On the other hand,
if one starts with a derivation D on an R-algebra A, one may try to
ﬁnd a grading on A such that D is homogeneous. Such a grading is
called a D-grading and we can split them into three cases:
• A D-invariant grading satisﬁes D(An) ⊆ An. For example
X∂X on R[X].
• A D-decreasing grading satisﬁes D(An) ⊆ An−m for some
positive integer m. For example ∂X on R[X] with the standard
grading.
• A D-increasing grading satisﬁes D(An) ⊆ An+m for some pos-
itive integer m. For example X2∂X on R[X] with the standard
grading.
2.2 Locally nilpotent derivations
2.2.1 Locally ﬁnite derivations
Let k be a ﬁeld, and A := k[n]. Let D ∈ DER(A). Deﬁne Va as the
k-vectorspace spanned by a,D(a), D2(a), . . .. As we already deﬁned,
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D is a locally ﬁnite derivation if and only if Va is a ﬁnite k-vectorspace
for all a ∈ A.
Example 2.2.1. D := (X + f(Y, Z))∂X + (Y + g(Z))∂Y + Z∂Z is a
locally ﬁnite derivation on k[X, Y, Z] for any f ∈ k[Y, Z], g ∈ k[Z].
A locally ﬁnite derivation is rather handable, for one can always
restrict the derivation to the ﬁnite dimensional vectorspaces Va. For
example, the map exp(D) : A −→ A is well-deﬁned:
Lemma 2.2.2. Let D be a locally ﬁnite derivation. Then exp(D) :
A −→ A is an invertible polynomial map.
Proof. Let a ∈ A. Then D is a linear map on the ﬁnite vectorspace Va;
denote the restriction of D to Va by Da. Then exp(Da) is a well-deﬁned
map on Va. Hence exp(D) is a well-deﬁned map on A. The same holds
for exp(−D). Notice that exp TD is an automorphism of A[[T ]] having
inverse exp−TD. Substituting T = 1 in exp TD and expT (−D) gives
the well-deﬁned maps exp(D) and exp(−D). Furthermore, 2.1.1 tells
us that exp TD ◦ exp T (−D) is the identity on A[[T ]]. Now since the
homomorphism A[[T ]] −→ A sending T −→ 1 commutes with expTD
and exp T (−D), it is easy to see that
exp TD|T=1 ◦ exp T (−D)|T=1 =
(
expTD ◦ exp T (−D))|T=1,
which shows the desired statement.
Notice that a locally nilpotent derivation is a locally ﬁnite deriva-
tion. Just to mention here, there is another special type of locally
ﬁnite derivation, the semisimple derivation, which is also often stud-
ied. We will refrain from giving a precise deﬁnition, and just give the
typical example: λ1X1∂1 + . . . + λnXn∂n on k
[n], where λi ∈ k. Any
locally ﬁnite derivation D can be uniquely written as a sum of a locally
nilpotent derivation and a semisimple derivation.
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2.2.2 Kernels of locally nilpotent derivations
An important object connected with derivations, especially locally
nilpotent derivations, is the kernel of a derivation, the set of all
elements mapped to zero. It is denoted by AD, or occasionally by
ker(D). If one has a set of derivations D := {D1, . . . , Dm}, then we
denote ker(D) = AD := AD1 ∩ . . . ∩ADm .
Lemma 2.2.3. Let A be a k-algebra where k is a ﬁeld.
1. If D is a locally nilpotent k-derivation, then AD is factorially
closed in A.
2. If D is a ﬁnite set of locally nilpotent k-derivations on A then
AD is factorially closed in A.
Proof. Part (1) can be found in [Ess00] 1.3.32.3. Part (2) follows from
the following remark: if A1, A2 ⊂ B are two rings factorially closed
in B then A1 ∩ A2 is also factorially closed in B , since if b1, b2 ∈ B
satisfying b1b2 ∈ A1 ∩ A2 implies b1b2 ∈ A1 as well as b1b2 ∈ A2, thus
implies b1, b2 ∈ A1 as well as b1, b2 ∈ A2, thus b1, b2 ∈ A1 ∩A2.
2.2.3 Locally nilpotent derivations having a slice
Some simple examples of locally nilpotent derivations are ∂X on R[X]
and Y ∂X on R[X, Y ]. A large class of locally nilpotent derivations is
the set of triangular derivations.
For locally nilpotent derivations, the property of having a slice is
a very nice property, as the following proposition suggests.
Proposition 2.2.4. Let D be a locally nilpotent R-derivation on A
having a slice s ∈ A. Then A = AD[s], a polynomial ring in s over
AD and D = ∂/∂s on AD[s].
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For a proof we refer to [GN67], [Wri81] or to [Ess00], proposition
1.3.21.
Corollary 2.2.5. Let D be a locally nilpotent R-derivation on A.
Then D has a slice in A if and only if D is surjective.
Proof. Follows immediately from Proposition 2.2.4 since ∂/∂s onAD[s]
is surjective.
By the way, notice that not all locally nilpotent derivations have a
slice: the derivation Y ∂X on k[X, Y ], for one, doesn’t have a slice since
Im(D) ⊂ Y k[X, Y ] and thus is not surjective, misses 1 in its image,
or one of your own favorite reasons. But, even if a derivation doesn’t
have a slice, one can use properties of derivations having a slice. Let
A be some R-algebra and let D be a derivation on A. Suppose p ∈ A
such that q := D(p) is no zero divisor and D(q) = D2(p) = 0. Then p
is called a preslice of D. A very appropriate name, considering we
can “do something simple” to ﬁnd a slice:
Lemma 2.2.6. Suppose D is a locally nilpotent derivation on an R-
algebra A having a preslice p. Let q := D(p). Let A˜ := A[q−1]. Then
D can be extended to A˜ and A˜D[p] = A˜ and D = q∂/∂p.
Proof. Since D(q) = 0 and q is no zero divisor it is easy to extend the
derivation to A˜. Let s := q−1p. Now s is a slice for D on A˜, namely
D(q−1p) = q−1D(p) = q−1q = 1. Thus we can use proposition 2.2.4
and we have A˜D[s] = A˜ and D = ∂/∂s. Now notice that A˜D[p] = A˜D[s]
and ∂/∂s = q∂/∂p.
2.2.4 Locally nilpotent derivations on domains
Notice that a nonzero locally nilpotent R-derivation on an R-domain
A always has a preslice; since D = 0 we have AD = A, and thus there
exists an element a ∈ A\AD. Now D(a) = 0, but since D is locally
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nilpotent, Dn(a) = 0 for some n ≥ 2. Thus Dn−2(a) is a preslice
(since Dn−1(a) is never a zero-divisor). Thus, for a locally nilpotent
derivation on a domain we can always use the trick described in lemma
2.2.6.
Lemma 2.2.7. Let D be a locally nilpotent derivation on an R-domain
A containing Q.
1. If D(a) = λa for some λ, a ∈ A then either a = 0 or λ = 0.
2. If D(ab) = 0 then D(a) = D(b) = 0.
3. If a, b ∈ A and m,n ∈ N, n,m ≥ 2, such that c1an + c2bm ∈
AD\{0} for some ci ∈ AD. Then a ∈ AD as well as b ∈ AD.
4. If D is some derivation and a ∈ A. Then aD is locally nilpotent
if and only if D is locally nilpotent and D(a) = 0.
Proof. Part 1 and 2 are proven in [Ess00] proposition 1.3.32. Notice
that part 2 is the same as saying AD is factorially closed. Part 4 is
proven in [Ess00] corollary 1.3.34. Part 3: We can ﬁnd a preslice p.
Let q := D(p) and deﬁne A˜ := A[q−1], s := p/q. Then D = ∂/∂s,
and a = f(s), b = g(s) for some polynomials f(T ), g(T ) ∈ A˜D[T ]. We
may assume that both degrees are ≥ 1. We also may assume that
f and g have no common factor (for this common factor must be in
AD by part 2 and thus may be divided out). Now we need to reach a
contradiction. Since
0 = D(c1a
n + c2b
m)
= ∂
∂s
(c1f(s)
n + c2g(s)
m)
= c1nf
′(s)f(s)n−1 + c2mg′(s)g(s)m−1
we thus ﬁnd that f(s)n−1 divides g′(s) and g(s)m−1 divides f ′(s).
Therefore deg(g′) ≥ (n− 1)deg(f) and deg(f ′) ≥ (m− 1)deg(g). But
now deg(f) = deg(f ′)+1 ≥ (m−1)deg(g)+1 ≥ (m−1)((n−1)deg(f)+
1) + 1 = (m− 1)(n− 1)deg(f) + m, which gives a contradiction.
20 CHAPTER 2. DERIVATIONS
Proposition 2.2.8. (Vasconcelos) Let A ⊂ B be an integral exten-
sion where B is a domain and Q ⊂ A. If D is a derivation on B such
that DA ⊂ A and the restriction D|A of D to A is locally nilpotent,
then D is locally nilpotent on B.
For the proof we refer to [Ess00], proposition 1.3.37.
2.2.5 Locally nilpotent derivations on k[n]
The k[2] case:
Theorem 2.2.9. (Rentschler’s theorem) Let D be a non-zero lo-
cally nilpotent derivation on k[X, Y ] (k some ﬁeld of characteristic 0).
Then
1. there exists some ϕ ∈ Autkk[X, Y ] such that ϕ−1Dϕ = f(Y )∂X
where f(Y ) ∈ k[Y ],
2. k[X, Y ]D = k[P ] for some P ∈ k[X, Y ].
For the proof, see [Ess00] theorem 1.3.48. Now, the k[3] case:
Theorem 2.2.10. (Miyanishi) Let k be a ﬁeld of characteristic 0.
Let D be a non-zero locally nilpotent derivation on k[3]. Then ker(D) =
k[f, g] for some f, g ∈ k[3] which are algebraically independent over k.
See [Miy85] for a proof. Such theorems do not exist in k[4] and up,
as the following example shows:
2.2.6 Equivalent derivations
We say that two derivations D1, D2 are equivalent if their kernels
are equal: AD1 = AD2 . We will denote D1 ∼ D2.
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Question 2.2.11. When are two locally nilpotent derivations equiv-
alent?
Let us deﬁne a derivation D on a ring A to be an irreducible
derivation if there exists no derivation D1 and a ∈ A, a ∈ A∗, such
that D = aD1. Now it is clear that:
Corollary 2.2.12. Suppose D is a locally nilpotent derivation on a
domain A. If there exists a ∈ A,D1 ∈ DER(A) such that D = aD1
then D ∼ D1 (and D1 is locally nilpotent).
The above corollary may imply that it is possible to ﬁnd some
irreducible D1 such that D ∼ D1. However, we do need the proper-
ties “noetherian” and “domain”, as the following two examples show
(without going into much detail):
Example 2.2.13.
1. (domain necessary) Let R := C[e]/(e2 − e) (a noetherian ring) and
D = e∂X on R[X]. Then D is reducible, but one can prove that there
is no irreducible equivalent derivation.
2. (noetherian necessary) Let S := C[Y, Z,X1, X2, . . .], and let
R := S
[ YX1 , YX1X2 , YX1X2X3 , . . .
Z
X1
, Z
X1X2
, Z
X1X2X3
, . . .
]
⊆ Q(S)
(a domain) and consider D := Y ∂W1 +Z∂W2 on R[W1,W2]. Then D is
reducible, but there is no irreducible derivation D˜ such that D = rD˜
for some r ∈ R.
Lemma 2.2.14. If A is a noetherian domain and D ∈ LND(A) then
there exists some irreducible locally nilpotent derivation D1 such that
D ∼ D1.
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Proof. If D is not irreducible itself, then we can ﬁnd some a ∈ A,
a ∈ A∗, such that D(A) ⊂ aA. Now it is possible that D = aD1 where
D1 is reducible. Then D1 = bD2 and we could have started with ab in
stead of a. So, in some sense, we want to take a “as large as possible”.
Deﬁne V := {aA | D(A) ⊂ aA} a collection of principal ideals. Now
following a strictly descending path as low down as possible in this
collection gives a chain of ideals a1A ⊃ a2A ⊃ . . .. Using the following
lemma 2.2.15 we see that the intersection of these ideals is a principal
ideal, say aA. Now there exists no b ∈ A such that both aA ⊃ bA
as well as D(A) ⊆ bA hold. Now deﬁne a map D1 : A −→ Q(A) by
deﬁning D1(f) = a
−1D(f). Since D(f) ∈ aA for all f ∈ A we even
have D1 : A −→ A. We leave it to the reader to check that D1 is a
derivation. By corollary 2.2.12 we know D1 ∼ D and D1 is locally
nilpotent. D1 is irreducible, for if D1(A) ⊂ bA for some b ∈ A then
aA ⊃ abA and D(A) ⊂ abA.
Lemma 2.2.15. Let A be a noetherian domain and (a1) ⊃ (a2) ⊃
(a3) ⊃ . . . a descending chain of principal ideals. Then the intersection
of these ideals is a principal ideal.
Proof. Take some element x = 0 in the intersection of the ideals (which
we may assume to be nonzero). Write x = bnan for some bn ∈ A.
Notice (b1, b2, . . . , bn) = (bn). Now consider the chain of ideals (b1) ⊆
(b2) ⊆ (b3) ⊆ . . .. Since A is noetherian this chain becomes stable i.e.
there is some n ∈ N such that for all m ∈ N we ﬁnd cm ∈ A∗ such that
bn = cmbn+m. Thus x = anbn = an+mbn+m gives an+m = ancm which
tells us that the chain becomes stable.
Remark 2.2.16. The above lemma does not hold for non-noetherian
rings, in example 2.2.13.2 the ring R has a descending chain (X1) ⊃
(X1X2) ⊃ . . . and one can show that its intersection is (Y, Z).
A nice way to make (general) derivations on k[n] is by taking n− 1
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arbitrary elements f1, . . . , fn−1, and then deﬁne the Jacobian deriva-
tion s the map sending g ∈ k[n] to J(f1, . . . , fn−1, g) where
J(a1, . . . , an) := det
(
Jac(a1, . . . , an)
)
= det
(
(∂jai)
)
.
We leave it to the reader to check that such a map indeed is a deriva-
tion. In general, such a derivation is not locally nilpotent, as the
example J(XY,−) = −X∂X + Y ∂Y on k[X, Y ] shows. The following
theorem shows that there is always an equivalent Jacobian derivation
if you consider k[n]. See [ML98] for a proof.
Theorem 2.2.17. (Makar-Limanov) Let D be any non-zero locally
nilpotent derivation on k[n] where k is a ﬁeld of characteristic 0. Let
f1 . . . , fn−1 be n− 1 algebraically independent elements of ker(D) and
D1 the jacobian derivation deﬁned by
D1(h) := J(f1, . . . , fn−1, h) for all h ∈ k[n].
Then there exist non-zero elements a, b ∈ ker(D) such that aD = bD1.
In particular D1 is locally nilpotent and D ∼ D1.
2.3 Trdeg of kernels of sets of derivations
In this section we will assume A to be an R-domain. As said before, if
A is an R-algebra domain, K the fraction ﬁeld of R, then trdegR(A) is
deﬁned as trdegK(Q(A)). If no confusion is possible, we write trdeg(A).
The letter D will mean a ﬁnite list of derivations.
In case D = 0, locally nilpotent, and A is a k-domain over a ﬁeld k
of characteristic 0, it is well-known that trdegk(A
D)) = trdegk(A)− 1.
(see 1.3.32 in [Ess00] )
Question 2.3.1. Let D be a set of m locally nilpotent derivations.
Under what assumptions onD can we predict anything about trdeg(AD)?
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Let’s just look at some examples.
Example 2.3.2. Let R be a domain, and K its quotient ﬁeld.
1. Let 1 ≤ m ≤ n and D := {∂1, ∂2, . . . , ∂m} ⊂ LND(A) where
A := R[n]. Then trdeg(AD) = trdeg(R[Xm+1, . . . , Xn]) = n−m.
2. Let D := {D1, D2} ⊂ LND(A) where D1 := X∂Y − ∂Z , D2 :=
∂X , A := R[X, Y, Z]. Then
AD = AD1 ∩AD2
= R[X, Y + XZ] ∩ R[Y, Z]
= R
and thus trdeg(AD) = 0.
3. Let D := {D1, D2, D3} ⊂ LND(A) where D1 := ∂1, D2 :=
∂2, D3 := ∂1−∂2, A := R[n]. Then trdeg(AD) = trdeg(R[X3, . . . , Xn])
= n− 2.
These examples show that there is a priori no connection between
n − #D and trdeg(AD). Example 2 is an example where n − #D >
trdeg(AD) can occur, and example 3 shows that n−#D < trdeg(AD)
can occur as well. However, in case trdeg(AD) > n−#D then we can
simplify the set D:
Lemma 2.3.3. Suppose trdeg(AD) > n − #D. Then there exists a
subset D˜ ⊂ D such that AD˜ = AD and trdeg(AD˜) = n−#D˜.
Proof. Suppose trdeg(AD˜) > n−#D˜. It suﬃces to ﬁnd a strict subset
D′ of D which satisﬁes AD = AD′ . Consider the chain A ⊇ AD1 ⊇
AD1,D2 ⊇ . . . ⊇ AD. The transcendence degree can only decrease
by an integer or stay equal each step. Since trdeg(AD) > n − #D
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we must have equality of transcendence degrees somewhere in this
chain. In other words, for some i we must have trdeg(B) = trdeg(B′)
where B = AD1,...,Di−1 and B′ = B ∩ ADi . Now let b ∈ B. Since
B ⊇ B′ is algebraic, we know that there exist some relation P (b) :=
cnb
n + cn−1bn−1 + . . . + c0 = 0 where ci ∈ B′ and n ∈ N∗ as small as
possible. Now
0 = Di(0) = Di(P (b))
= Di(cnb
n + cn−1bn−1 + . . . + c1b) + Di(c0)
= Di(b(cnb
n−1 + cn−1bn−2 + . . .+ c1))
and by lemma 2.2.7.2 we know that Di(b) = 0 (for cnb
n−1+. . .+c1 = 0,
n was chosen to be as low as possible), in other words, b ∈ ADi . We
had assumed b ∈ B, concluded that b ∈ ADi, thus b ∈ B ∩ ADi = B′,
which means B = B′. Thus AD = AD
′
where D′ = D\{Di}
Deﬁnition 2.3.4. D ⊂ LND(A) is of maximal rank if for each strict
subset D′ ⊂ D we have AD′ = AD.
Using this deﬁnition we can use lemma 2.3.3 to prove the following
corollary:
Corollary 2.3.5. If D ⊂ LND(A) is of maximal rank then trdeg(AD) ≤
n−#D.
So we have a property, the maximality of rank, which ensures
trdeg(AD) ≤ n −#D. But we still have cases (like example 2) where
trdeg(AD) < n − #D can occur. Apparently, the property that the
derivations in D may commute is interesting:
Lemma 2.3.6. Let D ⊂ LND(A) and suppose that DD′ = D′D for
each D,D′ ∈ D. Then trdeg(AD) ≥ n−#D.
Proof. We will show this by induction to n = #D. In case n = 1
we have only one derivation so there’s nothing to prove. So suppose
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n > 1 and we know the answer for sets of n − 1 derivations. Let
D ∈ D and deﬁne D′ := D\{D}. Now trdeg(AD′) ≥ n − #D′ =
n − #D + 1. Since D commutes with all derivations on D′, we have
D(AD
′
) ⊆ AD′. Therefore, D is a well-deﬁned LND if restricted to
AD
′
. Thus trdeg((AD
′
)D) ≥ trdeg(AD′)− 1, in other words
trdeg(AD) ≥ trdeg(AD′)− 1 ≥ (n−#D + 1)− 1 = n−#D.
Corollary 2.3.7. Suppose that D ⊂ LND(A) is of maximal rank, and
all derivations in D commute. Then AD = n−#D.
Remark 2.3.8. “D ⊆ LND(C[n]) is of maximal rank and all elements
of D commute” is the same as “all elements of D ⊆ LND(C[n]) com-
mute and are linearly independent over C[n]”.
2.4 The ML and HD invariants
In this section, R denotes a commutative ﬁnitely generated C-algebra
and N the non-negative integers.
Deﬁnition 2.4.1.
(i). ML(R) := ∩D∈LND(R)RD, the Makar-Limanov invariant of R. 1
(ii). HD(R) is the C-algebra generated by ∪D∈LND∗(R)RD. 2
1The original notation introduced by Makar-Limanov himself was AK(R), “ab-
solute kernel” and this notation is sometimes used too.
2This invariant is often denoted by “D(R)” but since D is a very common
notation for a derivation, the notation “HD” (for Harm Derksen) got into fashion.
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The Makar-Limanov invariant was introduced by Makar-Limanov
in [ML96] to prove that the variety in C4 given by the equation X2Y +
X + Z2 + T 3 is not isomorphic to C3. Later on, Derksen gave an
alternative proof in [Der97] by introducing a diﬀerent invariant.
Example 2.4.2. If R = C[X1, . . . , Xn] then ML(R) = C, and in case
n ≥ 2 HD(R) = R. In case n = 1, HD(R) = C (a small exception).
Corollary 2.4.3. If ML(R) = C (i.e. ML(R) is larger than C) then
R is not a polynomial ring. If dim(R) ≥ 2 and HD(R) = R then R
is not a polynomial ring.
The above corollary was exactly what Makar-Limanov used to
prove that X2Y +X+Z2+T 3 is not isomorphic to C3, for if that would
be the case, then C[X, Y, Z, T ]/(X2Y +X+Z2+T 3) would be isomor-
phic to C[3], but since ML(C[X, Y, Z, T ]/(X2Y + X + Z2 + T 3)) = C
(it is equal to C[X] ) this is not the case.
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Chapter 3
Kernels of derivations
3.1 How to compute the kernel of a deriva-
tion
3.1.1 Introduction
This chapter will deal with kernels of derivations, and we will consider
several questions on them. First of all, how does one compute such
a kernel? We will discuss algorithms for this problem in this section.
Any known algorithms produce a list of generators for the kernel al-
gebra. They are only able to provide ﬁnite lists, so these algorithms
obviously will never work on a derivation whose kernel is not ﬁnitely
generated. So the obvious second question is, can kernels be inﬁnitely
generated, and when can this occur? This will be studied in section
3.3.
This section gives methods on how to ﬁnd generators of kernels
of derivations. It describes two diﬀerent methods, the Essen kernel
algorithm and the homogeneous kernel algorithm.
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3.1.2 The Essen kernel algorithm
In this section we will describe the Essen kernel algorithm. It will be
explained quite brieﬂy, giving the algorithm without too much detail
to proof. The basis of the algorithm is the following lemma.
Deﬁnition 3.1.1. Deﬁne expf(D) := exp(TD)|T=f .
Lemma 3.1.2. Let A = k[x1, . . . , xn] be a ﬁnitely generated k-algebra
where k is a ﬁeld containing Q, and D a locally nilpotent derivation on
A having a slice s ∈ A. Then AD = k[exp−s(D)(x1), . . . , exp−s(D)(xn)].
Proof. Write ϕ−s for the homomorphism f −→ exp−s(D)(f). It is
not very diﬃcult to check that D(ϕ−s(f)) = 0 for all f , which proves
“⊇”. Conversely, if a ∈ AD, then ϕ−s(a) = a. Thus AD ⊆ ϕ−s(A) =
k[ϕ−s(x1), . . . , ϕ−s(xn)].
The Essen kernel algorithm will in this thesis be only used on
ﬁnitely generated k-domains where k is a ﬁeld containing Q. 1 So let
us assume:
1. A := k[x1, . . . , xn] := k[X1, . . . , Xn]/I where I is some prime
ideal, is a ﬁnitely generated k-domain,
2. D is a nonzero locally nilpotent derivation on A,
3. p ∈ A is a preslice for D (i.e. D(p) = 0, D2(p) = 0).
Actually, we only need to assume the ﬁrst two points for then by 2
there exists some a ∈ A\AD. Consequently since D is locally nilpotent,
we have some n ∈ N such that Dn(a) = 0. Then take p := Dn−2(a),
and you have the third requirement. Write q := D(p) and deﬁne A˜ :=
1The algorithm can be partially generalized to finitely generated R-algebras, if
one restricts oneself to derivations D having a preslice p such that D(p) is not a
zero divisor.
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A[q−1]. D extends naturally to the ring A˜, and it has a slice s := q−1p.
Thus we can compute A˜D = k[exp−s(D)(x1), . . . , exp−s(D)xn, q
−1].
Now we know that AD = A˜D ∩ A, therefore we only need to com-
pute A˜D ∩ A. We will give this part of the algorithm in some kind of
pseudo-code:
ESSEN-KERNEL-ALGORITHM;
Input: A := k[X1, . . . , Xn]/I a domain, D ∈ LND(A) nonzero, p a
preslice of D.
Output: f1, . . . , fm ∈ A which generate the kernel.
1. q := D(p).
2. Find ni ∈ N such that qni exp−s(D)(xi) ∈ A, qni−1 exp−s(D)(xi) ∈
A.
3. Deﬁne m:=n, and deﬁne for all 1 ≤ i ≤ m: yi := qni exp−s(D)(xi).
4. Find generators P1, . . . , Pr for the ideal
J := {P ∈ k[m] | P (y1, . . . , ym) ∈ qA} (by using for example
Gro¨bner bases).
5. SET M:=m
FOR i=1 to r DO
IF q−1Pi(y1, . . . , ym) ∈ k[y1, . . . , ym]
THEN M:=M+1; yM := q
−1Pi(y1, . . . , ym).
FI;
OD;
IF M = m THEN we are done, and y1, . . . , yM generate the
kernel. END.
FI
IF M = m THEN SET m := M .
FI
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6. GOTO 4.
We will not prove the correctness of the algorithm here; we refer
the interested reader to [Ess93] or to [Ess00] pages 37-39.
Remark 3.1.3. It is very well possible that the algorithm never stops;
if AD is not ﬁnitely generated as a k-algebra then the algorithm will
keep on calculating generators forever.
On the other hand, the algorithm will stop if suﬃcient generators
are found.
One of the great strengths of the algorithm is to be able to deter-
mine if one has suﬃcient generators. The algorithm can be modiﬁed
to suit only this purpose:
KERNEL-CHECK-ALGORITHM;
Input A := k[X1, . . . , Xn]/I a domain, D ∈ LND(A) nonzero, p a
preslice of D, and f1, . . . , fm ∈ AD.
Output: YES if f1, . . . , fm generate the kernel, NO otherwise.
1. q := D(p).
2. Find generators P1, . . . , Pr for the ideal
J := {P ∈ k[m] | P (f1, . . . , fm) ∈ qI} (by using for example
Gro¨bner bases).
3. FOR i=1 to r DO
IF q−1Pi(f1, . . . , fm) ∈ k[f1, . . . , fm]
THEN output NO; END.
FI;
OD;
4. Output YES; END.
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3.1.3 The homogeneous kernel algorithm
The algorithm described in this section is more general, in the sense
that the mapping doesn’t have to be a derivation. This algorithm
calculates generators of the kernel of a homogeneous derivation up
to a certain predetermined degree. In fact, the algorithm works for
non-locally nilpotent derivations as well, and even for some mappings
slightly more general than derivations.
In some sense the algorithm is less general, for the derivation has
to be homogeneous. But there’s a way around that, see section 3.1.5.
Assumptions: Let k be some ﬁeld, and let A := ⊕Aα be a posi-
tively multi-graded algebra domain such that Aα is a ﬁnite dimensional
k-vectorspace for all α ∈ Nq, and that A0 := A(0,...,0) := k. We as-
sume that we have an additive mapping E : A −→ A which has the
property “E(a) = E(b) = 0 ⇒ E(ab) = 0”, i.e. the property that the
kernel of the mapping E is an algebra. We assume that there exists
an injective function f : Nq −→ Nq satisfying E(Aα) ⊂ Af(α). In
other words: E is a homogeneous mapping (sending homogeneous el-
ements to homogeneous elements), which does not send homogeneous
elements of diﬀerent degree to the same degree. We will denote Eα as
the restriction of E to Aα.
We will assume E = 0. In case E is a derivation we only need to
assume that it is homogeneous with respect to the multi-grading. We
will also use notations for E which we, if we would be precise, have
only deﬁned for derivations, like AE and such. Also, note that we use
the injectivity of f in the following lemma:
Lemma 3.1.4. Let F ∈ A such that E(F ) = 0. Split F :=⊕Fβ into
homogeneous components. Then E(Fβ) = 0.
Proof. Let G :=
⊕
Gβ ∈ A be a decomposition of some G into ho-
mogeneous components. Because of additivity of E we know that
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E(
⊕
Gβ) =
∑
E(Gβ). But since each E(Gβ) is homogeneous of a dif-
ferent degree f(β), we know that we may replace “
∑
” in the previous
formula by “
⊕
”, and therefore
E(
⊕
Gβ) =
⊕
E(Gβ).
Thus 0 = E(F ) =
⊕
E(Fβ), and therefore E(Fβ) = 0.
Remark 3.1.5. AEαα = A
E ∩ Aα.
Deﬁnition 3.1.6. We call F = {F1, . . . , Fs} ⊂ A≤α a “good set for
(α,E)” when
1. Each Fi ∈ Aβ for some β ≤ α,
2. k[F ] ∩ A≤α = AE ∩ A≤α,
3. For every i one has Fi ∈ k[Fˆi].
We also deﬁne F = {F1, . . . , Fs} ⊂ A≤α a “good set for (< α,E)”
when
1. Each Fi ∈ Aβ for some β < α,
2. k[F ] ∩ A<α = AE ∩ A<α,
3. For every i one has Fi ∈ k[Fˆi].
How does the algorithm work? Given a certain predetermined
bound α, the algorithm calculates ﬁnite sets Fβ ⊂ Aβ such that their
union gives a good set for (α,E). The main tool is an induction step
3.1.7, which, given a good set F for (< α,E), calculates a set Fα ⊂ Aα
such that Fα∪F is a good set for (α,E). Notice that this “good set”-
thing is what we’re looking for: generators up to a certain degree.
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Lemma 3.1.7. Let α ∈ Nq. Suppose we have ﬁnite sets Fβ ⊂ Aβ for
all β < α such that
⋃
β<αFβ is a good set for (< α,E). Then we can
construct a ﬁnite set Fα ⊂ Aα such that
⋃
β≤α Fβ is a good set for α.
Before we prove this lemma we will show that it indeed is suﬃcient
to prove this lemma.
Lemma 3.1.8. Let α ∈ Nq. Suppose we have ﬁnite sets Fγ ⊂ Aγ for
all γ < α such that for all β < α:
⋃
γ≤β Fγ is a good set for β. Then⋃
β<αFβ is a good set for < α.
Proof. Write F := ⋃β<α Fβ. We need to prove:
1. k[F ] ∩A<α = AE ∩A<α,
2. If Fi ∈ F then Fi ∈ k[Fˆi].
Part 1: “⊆” is trivial. “⊇”: Let G ∈ AE ∩ A<α. Split G into
homogeneous parts: G :=
∑
Gβ. By lemma 3.1.4 we know E(Gβ) =
0. Now by assumption Gβ ∈ k[
⋃
γ≤β Fγ] ∩ AE which is a subset of
k[F ] ∩AE .
Part 2: Let Fi ∈ F . Then Fi ∈ Aβ for some β < α. Write
F := ⋃γ≤β Fγ. Suppose Fi ∈ k[Fˆi]. Since Fi ∈ A≤β we have Fi ∈
k[Fˆi]∩A≤β ⊆ k[Fˆ ]∩A≤β , which is a contradiction with the assumption.
Therefore Fi ∈ k[Fˆi].
By these last two lemmas we can calculate good sets for any vector
α if we have a good set for 0 := (0, . . . , 0) ∈ Nq. But, since A0 = k by
assumption, this is easy:
Remark 3.1.9. A good set for 0 is the empty set.
So we only need to prove lemma 3.1.7.
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Proof. (of lemma 3.1.7) Write F = {F1, . . . , Fs} :=
⋃
β<α Fβ. Deﬁne
I := {v ∈ Ns | F v ∈ Aα}
(i.e.
∑s
i=1 vigrad(Fi) = α). k[F ] ∩ Aα is a ﬁnite dimensional k-
vectorspace. We know
k[F ] ∩ Aα =
∑
v∈I
k · F v.
Notice that we did write “
∑
”, not “⊕”, since we do not know that
∪v∈IF v is an independent set. However, we can take (and calculate!)
a subset J of I such that
k[F ] ∩Aα =
⊕
v∈J
k · F v.
Hence dim(k[F ] ∩ Aα) = #J . Now we compute AEαα . (This can be
easily done since it is a linear k-map from a ﬁnite dimensional k-
vector space Aα to a ﬁnite dimensional k-vector space Af(α).) Since
k[F ] ∩ Av ⊆ AE we have by lemma 3.1.5
k[F ] ∩ Aα ⊆ AE ∩ Aα = AEαα .
Hence ⊕v∈Jk·F v ⊆ AEαα . Thus {F v | v ∈ J} are k-linearly independent
elements in AEαα . Now choose a ﬁnite set Fα ⊂ AEαα for which Fα ∪
{F v; v ∈ J} forms a k-linear basis of AEαα . Now we claim: F ∪Fα is a
good set for α. For this we need two (in fact three) things to be true:
1. AE ∩ A≤α = k[F ∪ Fα] ∩A≤α,
2. (a) Fα,i ∈ k[F , Fˆα,i] and (b) Fi ∈ k[Fˆi, Fα],
where Fˆα,i is F minus the i-th element Fα,i. Proof of (1): “⊇”
is O.K. “⊆”: Take G ∈ AE ∩ A≤α. Decompose G into homogeneous
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components and let G := G1 + G2 where G1 ∈ Aα, G2 ∈ A<α. Then
0 = E(G) = E(G1) +E(G2) hence by lemma 3.1.4 E(G1) = E(G2) =
0. By hypothesis G2 ∈ k[F ] ∩A<α ⊆ k[F ,Fα] ∩ A≤α. Furthermore
G1 ∈ AE ∩ Aα =
(
k[F ] ∩ Aα
)⊕ (k[Fα] ∩ Aα) = k[F ,Fα] ∩Aα
hence G1 + G2 ∈ k[F ,Fα] ∩ A≤α.
Proof of (2)(a): We know that
k[F ,Fα] ∩ A≤α =
(⊕
v∈J
k · F v)⊕ ( ⊕
f∈Fα
k · f).
So Fα,i is independent of the other terms and hence
Fα,i ∈
(⊕
v∈J
k · F v)⊕ ( ⊕
Fα,i =f∈Fα
k · f)
which equals k[F ] ∩Aα ⊕ k[Fˆα,i] ∩Aα = k[F , Fˆα,i] ∩Aα. Since Fα,i ∈
k[F , Fˆα,i] ∩ Aα we have Fˆα,i ∈ k[F , Fˆα,i].
Proof of (2)(b): Suppose Fα,i ∈ k[Fˆi,Fα]. Then there is a poly-
nomial P (Fˆi,Fα) which equals Fi. Let β = grad(Fi). Then β < α.
Comparing degrees in the equation Fi = P (Fˆi,Fα) shows that P is in
fact a polynomial in the Fˆi since the Fα are of too high degree. But
by hypothesis Fi ∈ k[Fˆi]. Contradiction, hence Fi ∈ k[Fˆi,Fα].
So now (1),(2a),(2b) all hold. These are the requirements of F∪Fα
to be a good set for (α,E), which was what we needed to prove.
3.1.4 Minimality of the generators calculated by
the homogeneous algorithm for a LND
Assume that we have F := {F1, . . . , Fp} given by the algorithm in
section 3.1.3 as generators of ker(E). (So we have used the algorithm
and concluded in some way that they generate the complete kernel,
for example by the technique described in section 3.1.7.
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Theorem 3.1.10. The algorithm given in section 3.1.3 gives a mini-
mal set of generators in the sense that if k[F1, . . . , Fp] = k[G1, . . . , Gq]
for some Gi then we must have q ≥ p.
Proof. We may assume that G1(0) = . . . = Gq(0) = 0 (i.e. each Gi ∈
(X1, X2, . . . , Xn)) by replacing ‘Gi(X)’ by ‘Gi(X)−Gi(0)’ if necessary.
Let m := (F1, . . . , Fp). k[F1, . . . , Fp]/m is isomorphic to the ﬁeld k, and
the Fi are homogeneous; hence m is a homogeneous maximal ideal.
Since Gi ∈ k[F1, . . . , Fp] we have Gi = P (F1, . . . , Fp) + c for some
c ∈ k and some polynomial P (T ) ∈ k[T1, . . . , Tp] having no constant
term. But since Fj(0) = 0 all j and Gi(0) = 0 we have c = 0. Hence
Gi ∈ m, so m ⊃ (G1, . . . , Gq). In the same way we can also prove
(G1, . . . , Gq) ⊃ m hence m = (G1, . . . , Gq).
Now consider m/m2. This is a k-vector space. It is generated by the
F¯i := Fi mod m
2; namely if g ∈ m, then
g = P (F1, . . . , Fp) = λ1F1 + . . . + λpFp +
∑
|β|≥2
λβF
β. λi, λβ ∈ k
Since each F β with |β| ≥ 2 belongs to m2 we get g¯ =∑λiF¯i.
Now we claim that these generators F¯i also form a basis; suppose
F¯i = λ1F¯1 + . . . + λi−1 ¯Fi−1 + λi+1 ¯Fi+1 + . . . + λpF¯p.
Then
Fi = λ1F1 + . . .+ λi−1Fi−1 + λi+1Fi+1 + . . . + λpFp +
∑
λβF
β.
Let us take the homogeneous part of grad(Fi) in this equation. Since
all Fj are homogeneous of nonzero degree themselves we get an expres-
sion of Fi in the other Fj ’s which satisfy grad(Fj) ≤ grad(Fi). But
this is in contradiction with the assumption that the Fi’s are found by
the algorithm ,which means that they should satisfy the properties of a
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“good set”. Hence the F¯i form a basis for m/m
2; thus dim(m/m2) = p.
Now since (G1, . . . , Gq) = m the G¯i generate the vector space m/m
2.
Since dim(m/m2) = p we need at least p generators. Hence q should
be larger or equal to p.
3.1.5 Applying the homogeneous algorithm to non-
homogeneous derivations
Let A := kn be a polynomial ring. The algorithm in the previous sec-
tion can only be directly used for homogeneous derivations, admitting
a grading on the ring A. However, very often a derivation does not
admit such a grading. We still want to be able to ﬁnd generators for
the kernel of any derivation by making it homogeneous.
Let D =
∑p
i=1 ai∂i be a derivation on A. Introduce one new vari-
able Z and extend D to the Laurent polynomial ring A[Z,Z−1] by
deﬁning D(Z) = 0. Let ϕ : A −→ A[Z,Z−1] be the homogenization
map sending f(X1, . . . , Xp) ∈ A to f(X1/Z, . . . , Xp/Z). By π we de-
note the substitution homomorphism A[Z,Z−1] −→ A sending Z to
1. On A we consider the “usual” grading “deg” deﬁned by deg(Xα) =
α1 + . . . + αp. For 0 = g ∈ A we put g∗ := Zdeg(g)ϕ(g) ∈ A[Z].
Obviously π(g∗) = g. Furthermore one easily veriﬁes that
(∗) ∂i(ϕ(g)) = 1
Z
ϕ(∂ig) for all g ∈ A.
On A[Z] we deﬁne the homogenization D˜ of D by D˜ :=
∑p
i=1 Z
dϕ(ai)∂i
where d = max(deg(a1), . . . , deg(ap)).
Lemma 3.1.11. π(ker(D˜)) = ker(D)
Proof. (⊇:) Let g ∈ ker(D). Then ∑ ai∂i(g) = 0, so by (∗):∑
ϕ(ai)Z∂i(ϕ(g)) = 0 i.e. D˜(ϕ(g)) = 0. So D˜(g
∗) = 0. Since g =
π(g∗) we get g ∈ π(ker(D˜)). So π(ker(D˜)) ⊇ ker(D).
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(⊆:) Let h ∈ ker(D˜). Then Zd∑ϕ(ai)∂i(h) = 0. Applying π gives∑
ai∂i(π(h)) = 0 i.e. π(h) ∈ ker(D). So π(ker(D˜)) ⊆ ker(D).
Now one can easily verify that D˜ matches the requirements of the
algorithm, using the “usual” grading grad := deg on A[Z] as the
needed “combined grading”. Hence we can ﬁnd generators for ker(D)
by calculating generators for ker(D˜).
Remark 1: Perhaps a ﬂaw in this extension is that the algorithm
can not compute a minimal set of generators. Under some conditions
ker(D˜) might not be ﬁnitely generated while ker(D) is: an example
of this is the derivation D := ∂S + SW
2∂T + TW
2∂U + W∂V . Since
this derivation has a slice it is ﬁnitely generated. In this situation,
D˜ := Z3∂S + SW
2∂T + TW
2∂U + Z
2W∂V . This derivation cannot
have ﬁnitely generated kernel: for if it has, then the derivation Z3∂S +
S∂T +T∂U+Z
2∂V (substituting W = 1) has a ﬁnitely generated kernel
too, but as we see in 3.3.2 this is not the case.
Remark 2: A diﬀerent approach could be the following: suppose one
has a derivation on a k-algebra A which sends B := {f ∈ A | deg(f) ≤
n} into some describable, ﬁnite dimensional k vectorspace C ⊂ A.
(For example, C can be {f ∈ A | deg(f) ≤ m} for some integer m. )
Then one could calculate generators of the kernel up to degree n by
restricting D to the k-vectorspace of polynomials of degree smaller or
equal to n. You then gain a linear map D|B : B −→ C, and you can
calculate its kernel, obtaining BD|B . Then
BD|B = AD ∩B.
However, the ‘homogenization’ method described above in this section
turned out to be more eﬃcient, probably due to the fact that the size of
the k-vectorspaces used in calculations are much smaller. Also, in the
“homogeneous” case, if one has done calculations for degree n, then
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calculating generators up to degree n + 1 uses the known generators.
By the other method one has to calculate the kernel of D restricted to
the k-vectorspace of polynomials of degree smaller or equal to n + 1,
doing a lot of double work.
3.1.6 Example and eﬃciency of the homogeneous
algorithm.
Let us consider the derivation on An := k[X1, . . . , Xn] given by
Dn := Xn−1∂Xn + Xn−2∂Xn−1 + . . . + X1∂X2 .
We can easily construct a Dn-invariant and a Dn-decreasing grading
on An and combine them in a grading grad deﬁned by
grad(Xα) = (< p, α >,< q, α >)
where p = (1, . . . , 1) and q = (0, 1, . . . , n− 2, n− 1) (and <,> denotes
the standard inproduct). We are going to consider this derivation for
n = 5 and write A := A5 for notational reasons. Also we denote Aα as
the collection of all polynomials of grad(F ) = α , and Fα means the set
of generators of degree equal to α. Also F<α is the set of generators of
degree smaller than α. Easy to check is that A(n,m) is ﬁnite dimensional
over k for all n,m, hence the algorithm will work on this derivation
with this grading. Suppose we already know that F(1,0) = {X1} and
that F(0,0) = F(2,0) = F(0,1) = F(1,1) = F(2,1) = F(0,2) = F(1,2) = {}.
(This is easily deduced.) Now we want to ﬁnd a good set for the vec-
tor (2, 2) using the technique described in the proof of lemma 3.1.7.
Easy to see is that A(2,2) = kX3X1 + kX
2
2 , A(2,1) = kX3. Furthermore
Dα(A(2,2)) ⊆ A(2,1) so the linear map Dα : A(2,2) −→ A(2,1) needs to
be considered. The kernel of this map is, as one easily sees, a linear
space L generated by X3X1 − 12X22 . The generating set for < (2, 2)
is F<(2,2) = {X1}. So we need to check if there are elements of L
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in k[F<(2,2)], hence we need to check if there are elements of L in
k[F<(2,2)] ∩ A(2,2) = {0}. Hence we get dim(L) − dim({0}) = 1 new
generator(s). So F(2,2) = {X3X1 − 12X22}.
Now about eﬃciency. All calculations are done on a sun Enter-
prise 4000 (Ultrasparc 170 MHz) using the magma computer algebra
system. The algorithm calculates within 22 seconds the generators up
to grad (10,10). These are all generators, as can be checked by the
method described in the following section 3.1.7 within 2 seconds. If
one solely uses the Essen-algorithm then one has to wait for 3902 sec-
onds (65 minutes ) until the answer is given.
3.1.7 The best of both worlds: joining both algo-
rithms
The major drawback of the Essen algorithm is that in practice it is not
very fast for most locally nilpotent derivations. The major drawback
of the homogeneous algorithm is that it cannot answer the question
if found generators are suﬃcient. However, if we use the homoge-
neous algorithm to compute generators, and then use the kernel-check-
algorithm described in the section “The Essen kernel algorithm”, to
decide if these actually generate the whole kernel, then generally this
is a fast way. The example in the previous section uses exactly this
method.
3.2 Derivations on R[X, Y ]
The two-variable case is a rather surveyable case, and that is why we
are going to consider it for general rings.
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3.2.1 Kernels of derivations on R[X, Y ]
It is well-known that a locally nilpotent derivation on k[2] has a kernel
generated by one element (i.e. Rentschler’s theorem). But what’s the
case for R[2] where R is some ring? If we don’t assume anything on
our ring or derivation, we can have locally nilpotent derivations with
kernel an inﬁnitely generated R-algebra, as the following example on
R[1] shows:
Example 3.2.1. Let R := R[t] = k[T ]/(T 2) and let D := t∂X on
R[X]. Then R[X]D = R[tX, tX2, tX3, . . .] is an inﬁnitely generated
R-algebra.
Proof. Notice R[X] = k[X] ⊕ tk[X]. So write a generic element c in
R[X] as c := a(X) + tb(X) ∈ R[X] for some a(X), b(X) ∈ k[X]. Now
0 = D(c) = D(a(X)+tb(X)) = t∂X(a(X)) if and only if a(X) ∈ k, i.e.
R[X]D = k+ tk[X] = R[tX, tX2, tX3, . . .]. This is inﬁnitely generated
as an R-algebra, since you need all of the given generators tXn (just
restrict yourself to polynomials of degX ≤ n).
So we should at least assume our ring to be reduced. But, that is
not enough:
Example 3.2.2. Let R := k[u, v] := k[U, V ]/(UV ) and consider D :=
v∂X on R[X]. Then R[X]
D = R[uX, uX2, . . .] is an inﬁnitely generated
R-algebra.
Proof. Notice R[X] = k[v,X]⊕uk[u,X]. So write a generic element c
in R[X] as c := a(v,X) + ub(u,X) ∈ R[X] for some a(v,X), b(u,X).
Now 0 = D(c) = D(a(v,X) + ub(u,X)) = v∂X(a(v,X)) if and only
if a(v,X) ∈ k[v], i.e. R[X]D = k[v] + uk[u,X] = R[uX, uX2, . . .]
which is inﬁnitely generated as an R-algebra since you need all uXn-
generators.
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So we even need to assume that R is a domain. Any locally nilpo-
tent derivation on R[X] where R is a domain has a ﬁnitely generated
kernel (in fact, R[X]D = R or R[X]). But, in two variables, we still
have a counterexample:
Example 3.2.3. Let R := k[T 2, T 3], and D := T 2∂X + T
3∂Y . Then
R[X, Y ]D is not ﬁnitely generated.
Proof. The derivation can be extended to k[T ][X, Y ]; on this ring we
have k[T ][X, Y ]D = k[T, TX−Y ], and thus R[X, Y ]D = k[T ][X, Y ]D∩
R[X, Y ] = k[T, TX − Y ] ∩ R[X, Y ] which equals R[LT 2, L2T 2, . . .]
where L := TX − Y . This is an inﬁnitely generated kernel since you
need all generators LnT 2.
So even “domain” is not enough. But, if one assumes R to be
a UFD, we have the following theorem, which is an extension of
Rentschler’s theorem:
Theorem 3.2.4. (Berson) Let R be a UFD containing Q, and let D
be a locally nilpotent derivation on R[X, Y ]. Then
1. there exists some ϕ ∈ AutRR[X, Y ] such that ϕ−1Dϕ = f(Y )∂X
where f(Y ) ∈ R[Y ].
2. R[X, Y ]D = R[P ] for some P ∈ R[X, Y ].
For the proof, see [Ber99].
But now, what should we assume of a locally nilpotent derivation
D on R[X, Y ] where R is a general ring, to make sure that R[X, Y ]D
is ﬁnitely generated? The following section shows that a suﬃcient
assumption is 1 ∈ (D(X), D(Y )).
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3.2.2 Derivations on R[X, Y ] satisfying
(D(X), D(Y )) = (1)
The results in this section are joint work of J.Berson, A. van den Essen,
and the author, and is published in [BEM01].
In this subsection we use the following notations: A := R[X, Y ].
(D(X), D(Y )) = D(X)R[X, Y ]+D(Y )R[X, Y ] is the ideal in R[X, Y ]
generated by D(X) and D(Y ). We will write ∂X(P ), ∂Y (P ) as PX , PY .
Deﬁnition 3.2.5. Let R be some ring. We deﬁne B(R) as the state-
ment:
“Any D ∈ LNDR(A) satisfying 1 ∈ (D(X), D(Y )) has a slice S and
AD = R[P ].”
The main aim is to show that B(R) holds for any Q-algebra R
(Theorem 3.2.13).
Lemma 3.2.6. If R is a domain and D ∈ LNDR(R[n]), then div(D) =
0.
See [Ess00] prop. 1.3.51 for a proof.
Corollary 3.2.7. If R is a reduced ring and D ∈ LNDR(R[n]), then
div(D) = 0.
Proof. If p is some prime ideal in R then D mod p is a well-deﬁned
locally nilpotent derivation over R/p, thus div(D mod p) = 0. Thus
div(D) = 0 mod p for all prime ideals p, thus div(D) = 0 mod n
where n is the intersection of all prime ideals. Since R is reduced,
n = 0.
The following remark follows directly from the deﬁnition of diver-
gence.
Remark 3.2.8. Let R be a Q-algebra and let D ∈ DERR(A) which
satisﬁes div(D) = 0, then D = PY ∂X − PX∂Y for some P ∈ A.
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To show B(R) for any Q-algebra, we ﬁrst reduce to the case that
R is Noetherian. Therefore let R′ be the Q-subalgebra of R generated
by the coeﬃcients of the polynomials D(X), D(Y ), a and b where a, b
are such that 1 = aD(X) + bD(Y ). Notice that R′ is noetherian,
regardless of R. Write A′ = R′[X, Y ], D′ the restriction of D to A′.
Lemma 3.2.9. If D′ has a slice and A′D
′
= R′[P ] then D has a slice
and AD = R[P ].
Proof. Let S ∈ A′ such that D′(S) = 1. Then since A′ ⊆ A we have
S ∈ A and D(S) = D′(S) = 1. So let A′D′ = R′[P ]. Since w have
a slice we have R′[X, Y ] = A′ = A′D
′
[S] = R′[P, S]. So there exist
F,G ∈ R′[X, Y ] such that F (P, S) = X and G(P, S) = Y . But since
all is contained in R[X, Y ] we have
R[X, Y ] = R[F (P, S), G(P, S)] ⊆ R[P, S] ⊆ R[X, Y ].
Hence AD = R[P, S]D = R[P ].
To prove B(R) for Noetherian domains containing Q , we ﬁrst need
a lemma from [DF98]
Lemma 3.2.10. (Daigle) Let R be a domain containing Q and P ∈
R[X, Y ] such that 1 ∈ (PX , PY ). Then K[P ]∩R[X, Y ] = R[P ], where
K = Q(R), its ﬁeld of fractions.
Proof. If K[P ] ∩ R[X, Y ] ⊆ R[P ], then there exists an F ∈ K[T ] \
R[T ] with F (P ) ∈ R[X, Y ]. Choose one of minimal degree. Observe
that F (P ) ∈ R[X, Y ] implies that F ′(P )FX and F ′(P )FY belong to
R[X, Y ].
Since there are g, h ∈ R[X, Y ] with PXg+PY h = 1, we deduce F ′(P ) =
F ′(P )PXg + F ′(P )PY h ∈ R[X, Y ]. So F ′(T ) ∈ K[T ] and F ′(P ) ∈
R[X, Y ], thus by minimality of the degree of F we must conclude,
that F ′ ∈ R[T ]. Now write F = ∑di=0 fiT i, then F ′ ∈ R[T ] implies
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(since R is a Q-algebra) that fi ∈ R for all i ≥ 1, thus yielding f0 =
F (P )−∑di=1 fiP i ∈ R[X, Y ]∩K = R, contradicting the assumption,
that F ∈ R[T ].
Now we can prove the next theorem :
Theorem 3.2.11. Let R be a Noetherian domain containing Q, K =
Q(R), and let D be a locally nilpotent derivation on R[X, Y ] with
1 ∈ (D(X), D(Y )).
Then R[X, Y ]D = R[P ] for some P ∈ R[X, Y ] and D has a slice
t ∈ R[X, Y ].
Proof. Extend D to K[X, Y ] the natural way. We know by theorem
1.2.25 in citeEssenBoek that there is a Q ∈ K[X, Y ] with K[X, Y ]D =
K[Q]. Because D is locally nilpotent, we know that div(D) = 0, so
there is a P ∈ R[X, Y ] with D(X) = PY and D(Y ) = −PX . This
means that D(P ) = 0, and, as a consequence, P ∈ K[X, Y ]D = K[Q].
So write P = g(Q) with g ∈ K[T ]. We now have PX = g′(Q)QX
and PY = g
′(Q)QY . Notice that (PY , PX) = (D(X), D(Y )) = (1)
(also in K[X, Y ]), which means that g′(Q) ∈ K∗. Then there are
λ, µ ∈ K, λ = 0 satisfying P = g(Q) = λQ+µ, yielding K[P ] = K[Q].
By the previous lemma, R[X, Y ]D = K[X, Y ]D ∩ R[X, Y ] = K[P ] ∩
R[X, Y ] = R[P ].
Hence we proved our ﬁrst claim. Now we can use Theorem 4.7 in
[BD97] to conclude that
R[X, Y ] = R[P ][s] for some s ∈ R[X, Y ] (3.1)
This means that f : R[X, Y ] −→ R[X, Y ] deﬁned by f(X) = P (X, Y )
and f(Y ) = s(X, Y ) satisﬁes f ∈ AutRR[X, Y ]. A well-known conse-
quence is that
det JF (X) ∈ R[X, Y ]∗ = R∗ (3.2)
But this determinant is equal to −PY sX +PXsY = −D(s). So D(s) ∈
R∗, whence t := s/D(s) satisﬁes D(t) = 1 and we are done.
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Combining lemma 3.2.9 and theorem 3.2.11 we have
Theorem 3.2.12. Let R be any domain containing Q. Then B(R)
holds.
Now we are able to prove the main theorem of this section:
Theorem 3.2.13. Let R be any Q-algebra. Then B(R) holds.
Proof. Let D = a(X, Y )∂X − b(X, Y )∂Y be an arbitrary locally nilpo-
tent derivation satisfying 1 ∈ (a(X, Y ), b(X, Y )). We have to prove
that D has a slice and that AD = R[P ]. By lemma 3.2.9 we may
assume R to be noetherian. Thus the nilradical n of R can be written
as n = p1∩ . . .∩pr, where the pi run through all minimal prime ideals
of R and ne = 0 for some e ≥ 1.
(i) First we show that D has a slice in A. Therefore observe that
by theorem 3.2.12 , Dpi has a slice in R/pi[X, Y ] for all i. So by lemma
2.1.4, Dn has a slice in R/n[X, Y ]. Then again by lemma 2.1.4, Dne
has a slice in R/ne[X, Y ]. Since ne = (0), this means that D has a
slice, say s in R[X, Y ] = A.
(ii) Write D¯ := D mod nR[X, Y ] on R¯[X, Y ]. Since R¯ is reduced
and D is locally nilpotent, we know that D¯ = P¯Y ∂X − P¯X∂Y for some
P¯ ∈ R¯. Also note D¯(P¯ ) = 0. By lemma 2.1.7 we may even assume
D(P ) = 0. We claim: R[P, s] = R[X, Y ], which upon using D(s) = 1
and D(P ) = 0 implies that R[X, Y ]D = R[P ] as desired. Use notations
Ppi := P mod pi etc. To see the claim it suﬃces by [Ros01] theorem
3.5.3 to see that each Fpi is invertible over Rpi, where F = (P, s).
However, by theorem 3.2.12 we know that R/pi[X, Y ]
Dpi = R/pi[Ppi]
and obviously, Dpi(spi) = 1. So we get R/pi[X, Y ] = R/pi[Ppi, spi], i.e.
Fpi is invertible over Rpi .
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3.3 The number of generators of kernels
3.3.1 Inﬁnitely generated kernels on R[n]
Since we are interested in knowing kernels of derivations, it is an im-
portant question whether it is possible at all to “know” a kernel. It
might be quite diﬃcult to “know” a kernel in case it is not ﬁnitely
generated. So, one has the question:
Question 3.3.1. When is AD ﬁnitely generated, and when not?
This is closely related to Hilbert’s 14th problem:
Hilbert 14 in n variables Does every derivation on k[n] have a
ﬁnitely generated kernel?
The answer is NO.
Theorem 3.3.2. (Daigle-Freudenberg) Let
D1 = X
2
4∂1 + (X4X1 + X5)∂2 + X2∂3
D2 = X
3
5∂1 + X1∂2 + X2∂3 + X
2
5∂4
on k[5]. Then k[n]
D1
as well as k[n]
D2
are not ﬁnitely generated.
We refer to theorem 3.3 in [DF99] as proof.
We will list for various R the known facts for which dimensions n
there exist locally nilpotent derivations on R[n] such that their kernels
are ﬁnitely generated.
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Properties of R Finitely gene- Inﬁnitely gene-
rated up and rated examples
including exist in
dimension: dimension:
R = k, a ﬁeld 3 5 (Theorem 3.3.2)
R a domain 1 2 (Example 3.2.3)
R a reduced ring 0 1 (Example 3.2.2)
So from this table, only the k[4] case is still open. For several years
the k[5] and k[6] cases were open too, only the k[7]-case was settled
by Robert’s example. Only recently the k[6]-case, and quickly after
that, the k[5]-case were settled by Daigle and Freudenburg in [Fre00]
and [DF99]. There are some results in dimension 4, again by Daigle
and Freudenburg, as for example the papers [DF01a] and [DF01b]
which show that any triangular locally nilpotent derivation on k[4] has
a ﬁnitely generated kernel. This implies that if derivations having
not ﬁnitely generated kernels exist, then they must have a much more
complicated form than the not ﬁnitely generated kernel-derivations in
dimension 5 and 6 found by Daigle and Freudenburg.
In subsection 3.3.2 we will prove a special case of this, i.e. the
fact that the kernel of a triangular monomial derivation is ﬁnitely
generated (by simply calculating the kernel). This is interesting too,
for the examples of Daigle and Freudenburg in dimension 5 and 6 are
of this form (as well as Robert’s example in dimension 7).
The main idea in all the examples of Daigle-Freudenburg is using
the following lemma (lemma 1 on page 1013 in [Fre01], or see [DF99]
).
Lemma 3.3.3. Let A := ⊕i∈NAi be a graded k-domain such that
A0 = k, and let D be a homogeneous locally nilpotent k-derivation
of A. Let a ∈ AD, a ∈ Im(A). Deﬁne D˜ : A[T ] −→ A[T ] sending
T −→ a. Suppose φn is a sequence of non-zero elements of A[T ]D˜
having leading T -coeﬃcients bn ∈ A. If degbn is bounded, but degT (φn)
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is not bounded, then A[T ]D˜ is not ﬁnitely generated over k.
3.3.2 A 4-dimensional case
The results in this section have been published in [Mau00a].
In this section we will consider triangular monomial derivations
on k[4], i.e. derivations having the following form up to a permutation
of X1, X2, X3, X4:
D := λ1X
a
2X
b
3X
c
4∂X1 + λ2X
d
3X
e
4∂X2 + λ3X
f
4 ∂X3 + λX4∂4
where a, b, c, d, e, f ∈ N and λi ∈ k.
The main result will be the following corollary (of theorem 3.3.5).
Corollary 3.3.4. A triangular monomial derivation on k[4] has a ker-
nel generated by at most four elements.
In the theorem below we use the following notations: D is as above,
a “general” triangular monomial k-derivation. Furthermore we write
r1 := X
F
4 (X1 −
∑a
i=0 µiX
a−i
2 X
b+1+i(d+1)
3 X
i(e−f)+c−f
4 )
r2 := X
G
4 (X2 − 1d+1 λ2λ3X
e−f
4 X
d+1
3 )
r5 := X
−l
4 (
1
d+1
λ2
λ3
rα1 − µarβ2 )
where
• G = max{0, f − e}, F = max{0, fa + f − ae− c}
• µi =
∏i
j=1
(
( a−j+1
b+1+j(d+1)
)(−λ2
λ3
)i
)
λ1
(b+1)λ3
• α := 1
E
(b+1+ a(d+1)), β = 1
E
(d+1) in which E = gcd(b+1+
a(d + 1), d+ 1)
• l is some integer.
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Theorem 3.3.5. Let A := k[X1, X2, X3, X4] and let D be a monomial
triangular k-derivation on A.
1. If λ4 = 0 then ker(D) =
k[exp(−sD)(X1), exp(−sD)(X2), exp(−sD)(X3)] where s = λ−14 X4;
2. If λ4 = 0 and λ1λ2λ3 = 0 then ker(D) = k[F1, F2, F3] for some
Fi;
3. If λ4 = 0 ,λ1λ2λ3 = 0, ae + c− fa− f < 0 and e− f < 0, then
ker(D) = k[X4, r1, r2, r5] where ri as above;
4. If λ4 = 0 ,λ1λ2λ3 = 0, ae + c− fa− f ≥ 0 or e− f ≥ 0 then
ker(D) = k[X4, r1, r2] where ri as above.
Proof. (1): We use the ESSEN-algorithm described in section 3.1.2.
If λ4 = 0 then take p = X4, q = λ4 (and l = 1) and s = λ−1q. Now
R0 = k[exp(−sD)(X1), exp(−sD)(X2), exp(−sD)(X3), q].
But since q is invertible in k[X1, X2, X3, X4] any new step won’t intro-
duce any new elements. Hence R0 is the complete kernel as stated.
(2): For this result we refer to [DF98].
(3): We will apply the algorithm described in section 3.1.2 again. Note
D(X3) = λ3X
f
4 and deﬁne q = X4 and s = X3/D(X3). Now when we
want to calculate
ri := q
ei exp(−sD)(Xi).
We know ae + c− fa− f < 0 and e− f < 0.
Claim: In this case one has
r1 = X
fa+f−ae−c
4 X1 −
∑a
i=1 µiX
a−i
2 X
b+1+i(d+1)
3 X
(a−i)(f−e)
4 .
r2 = X
f−e
4 X2 − 1d+1 λ2λ3Xd+13
r3 = 0
r4 = X4
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where µi is as in the theorem. The only thing which needs to be proved
of this claim is that the formula for r1 is correct. By the lemma follow-
ing this proof we are done. Let R0 := k[r1, r2, r3, r4] = k[r1, r2, X4]. We
want to calculate any new generators. For such a generator g we must
have X l4g = G(r1, r2) for some G(U1, U2) ∈ k[U1, U2], l ≥ 1. Hence
G(r1, r2) = 0(mod X4). So G(r1(mod X4), r2(mod X4)) = 0. Hence
G(µaX
b+1+a(d+1)
3 ,
1
d+1
λ2
λ3
Xd+13 ) = 0. If G is taken of minimal degree
then it must be of the form (c1U1)
α− (c2U2)β where α = 1E (d+1), β =
1
E
(b + 1 + a(d + 1)) in which E = gcd(b + 1 + a(d + 1), d + 1) and
c1 =
1
µa
, c2 = (d+1)
λ3
λ2
. Hence we can take a maximal l ∈ N such that
X−l4 G(r1, r2) ∈ A. Say r5 := X−l4 G(r1, r2) = X−l4 (c1rα1 − c2rβ2 ). Since l
is taken as large as possible we have r5(mod X4) = 0. We now leave
it to the reader to verify that r5 mod (X4) depends on X2 (a real de-
tailed proof would be very tedious: as a hint, notice that r5 mod (X4)
is the lowest degree term with respect to X4 of G(r1, r2)). It is easy to
see that for any G˜ ∈ k[U1, U2] satisfying G˜(r1(mod X4), r2(mod X4)) =
0 G divides G˜. Hence R1 = k[X4, r1, r2, r5] is a subset of k
[4]D. Now
let us attempt to construct another generator. Suppose we have
H ∈ k[U1, U2, U3] such that H(r1, r2, r5) = X4 · (something). Then
H(r1(mod X4), r2(mod X4), r5(mod X4)) = 0. But since r5(mod X4)
depends on X2 this means that H is independent of U3 and that we
have a polynomial from our previous step. Hence we ﬁnd no more new
generators and thus ker(D) = R1 = k[X4, r3, r4, r5].
(4): This case (in fact: these 3 cases) can be handled with similar
arguments as in (3). For example, e− f ≥ 0 and ae+ c− fa− f ≥ 0
brings up the problem of ﬁnding a polynomial G such that G(r1, r2) =
X4 · (something) which means 0 = G(r1(mod X4), r2(mod X4)). But
in this case r1 depends on X1 while r2 doesn’t. Hence in this case one
has no new generators. In fact, in all remaining cases one has no new
generators.
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Lemma 3.3.6.
Xfa+f−ae−c4 exp(−sD)(X1) =
Xfa+f−ae−c4 X1 −
∑a
i=1 µiX
a−i
2 X
b+1+i(d+1)
3 X
(a−i)(f−e)
4
where µi =
∏i
j=1
(
( a−j+1
b+1+j(d+1)
)(λ2
λ3
)i
)
λ1
(b+1)λ3
.
Proof. One can of course compute that the formula is correct, but that
is not so easy. However, we can use some grading-tricks: deﬁne two
degree functions on A by means of
deg1(X
t1
1 X
t2
2 X
t3
3 X
t4
4 ) = t3 + (d + 1)t2 + (a(d + 1) + b + 1)t1
deg2(X
t1
1 X
t2
2 X
t3
3 X
t4
4 ) = t4 + ft3 + (df + e)t2 + (adf + ae + bf + c)t1.
and deﬁne a multidegree grad := (deg1, deg2) on A. So if we deﬁne
An,m as the linear k-span of the monomials M satisfying grad(M) =
(n,m) then A :=
⊕
(n,m)∈N2 An,m. Furthermore, a nice property of
this grading is that D(An,m) ⊆ An−1,m, which can be easily checked.
Using these properties it is an easy exercise to prove that for every
monomial M occuring in Xfa+f−ae−c4 exp(sD)(X1) we have grad(M) =
grad(Xfa+f−ae−c4 X1). Now if we restrict our map D to the linear space
An,m where grad(X
fa+f−ae−c
4 X1) = (n,m) then D induces a linear map
l from An,m to An−1,m. Then since X
fa+f−ae−c
4 exp(−sD)(X1) ∈ An,m
we have ADn,m = ker(l). The matrix of l with respect to the basis
{X1Xfa+f−ae−c4 , Xa2Xb+13 Xa(f−e)4 , Xa−12 Xb+1+(d+1)3 X(a−1)(f−e)4 , . . .
. . . , X
b+1+a(d+1)
3 }
of An,m and the basis
{Xa2Xb3Xa(f−e)4 , Xa−12 Xb+d+13 X(a−1)(f−e)4 , . . . , Xb+a(d+1)3 }
of An−1,m we denote byM. It has entries m1,1 = λ1, mi,i = (a+1−i)λ2
for i ≥ 2, mi,i+1 = (b + 1 + (i − 1)(d + 1))λ3 for i ≥ 1 and ze-
ros elsewhere. It has dimension (a + 2) × (a + 1). The matrix has
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corank 1 and is of maximal rank. Hence the kernel is one dimensional.
Some calculation proves that the kernel is spanned by e1−
∑a
i=0 µiei+2
where e1, . . . , ea+2 is the standard basis and µi is exactly as previ-
ously described. Hence ADn,m is one dimensional and generated by
Xfa+f−ae−c4 X1 −
∑a
i=1 µiX
a−i
2 X
b+1+i(d+1)
3 X
(a−i)(f−e)
4 . We know that
Xfa+f−ae−c4 exp(−sD)(X1) is in An,m and also in ker(D). Hence
Xfa+f−ae−c4 exp(−sD)(X1) =
Xfa+f−ae−c4 X1 −
∑a
i=1 µiX
a−i
2 X
b+1+i(d+1)
3 X
(a−i)(f−e)
4 .
3.4 The commuting derivations conjecture
3.4.1 Useful things about commuting derivations
As we saw in section 2.3 corollary 2.3.7 it is natural to look at sets
D of locally nilpotent derivations which commute and are of maximal
rank. We are especially interested in the case that trdeg(AD) equals
1. For this case the following conjecture can be posed (using remark
2.3.8):
Commuting Derivations Conjecture (CD(n)) :
If D1, . . . , Dn−1 ∈ LND(C[n]) linearly independent over C[n] such that
[Di, Dj] = 0 for all 1 ≤ i, j ≤ n− 1 (i.e. they all commute) then
n−1⋂
i=1
ker(Di) = C[f ]
where f is a coordinate in C[n].
We will prove this conjecture for n = 3. The following lemma we
will need later on.
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Lemma 3.4.1. Let R be a domain, and r ∈ R such that rR is a prime
ideal. Then r is irreducible in R.
Proof. Let I := rR. Suppose r is reducible, i.e. r = ab for some
a, b ∈ R not invertible. Since ab ∈ I, a prime ideal, we have a or b
in I. We may assume a ∈ I, thus a = rs for some s ∈ R, and thus
rsb = ab = r and since R is a domain we get sb = 1, which means b is
invertible, a contradiction. Hence r must be irreducible.
The following theorem is a special case of the main theorem in
[Kal01].
Theorem 3.4.2. Let f ∈ C[X, Y, Z] such that C[X, Y, Z]/(f − λ) ∼=
C[2] for all but ﬁnitely many λ ∈ C. Then f is a coordinate.
Proof. In the main theorem in [Kal01] take X ′ = C3,
U := {λ | C[X, Y, Z]/(f − λ) ∼= C[2]}, Z := f−1(U), p = f . Then this
theorem states p is a coordinate.
The following follows from theorem 7 in [EV99]. η(R) is the nil-
radical of some ring R.
Theorem 3.4.3. Let A be a ring and let p ∈ A∗. Let a ∈ A,G, F ∈
A[X] such that F is a coordinate in A[X], a mod (pA) invertible, and
G(X) mod (pA) ∈ η((A/pA)[X]) . Then aF (X) + G(X) + pY is a
coordinate in A[X, Y ].
In the following lemma, the derivation δi (the restriction of Di
to ADn) is well-deﬁned: for all a ∈ ADn we have 0 = Di(Dn(a)) =
Dn(Di(a)), hence Di(A
Dn) ⊆ ADn . We say that a C-domain is a
C-algebra which is a domain.
Lemma 3.4.4. Let A be a C-domain and D1, . . . , Dn be commuting
locally nilpotent derivations which are linearly independent over A. Let
δi := Di|ADn . Then δ1, . . . , δn−1 are linearly independent over ADn.
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Proof. Suppose that
∑
aiδi = 0 for some ai ∈ ADn. Since Dn is
nonzero there exists a preslice p ∈ A for Dn, i.e. an element p which
satisﬁes d := Dn(p) = 0 and D2n(p) = 0 (i.e. d ∈ ADn). Let s :=
pd−1 ∈ A[d−1]. Then Dn(s) = 1. Furthermore, by [Ess00] pages 27-
28, A[d−1] = ADn [d−1][s]. Let a :=
∑
aiDi(s) ∈ A[d−1], say a˜ :=
dma ∈ A. So
(
n−1∑
i=1
aid
mDi)(s) = d
ma = a˜ = a˜Dn(s).
Also by our hypothesis
n−1∑
i=1
aid
mDi − a˜Dn = 0
on ADn . Since A ⊂ ADn [d−1][s] it follows that∑ aidmDi = a˜Dn. From
the linear independence of the Di over A we deduce that d
mai = 0 for
all i, whence ai = 0 for all i.
Proposition 3.4.5. Let A be a C-domain with trdegCQ(A) = n(≥
1). Let D1, . . . , Dn be commuting locally nilpotent C-derivations on A
which are linearly independent over A. Then
(i). There exist si in A such that Disj = δij for all i, j and
(ii). A = C[s1, . . . , sn] a polynomial ring in s1, . . . , sn over C.
Proof. We use induction on n. The case n = 1 is well-known (cor.
1.3.33 [Ess00]). So let n ≥ 2. trdegC(ADn) = n − 1 and according to
lemma 3.4.4 the derivations δi := Di|ADn 1 ≤ i ≤ n − 1 satisfy the
hypothesis of the proposition. So by induction there exist si ∈ ADn
such that δisj = δij and A
Dn = C[s1, . . . , sn−1]. So the ﬁrst n − 1
derivations have a slice in A. Similarly Dn has a slice sn in A
D1 ⊂ A.
Then from A = ADn [sn] the result follows.
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3.4.2 Proof of CD(3)
This proof will appear in [Mau].
Proposition 3.4.6. Let A be an aﬃne C-domain such that trdegCQ(A) =
n and A∗ = C∗. If A is a ufd and D1, . . . , Dn−1 are commuting locally
nilpotent C-derivations on A which are linearly independent over A,
then ∩ADi = C[g] for some g ∈ A which satisﬁes g − c is irreducible
in A for all c ∈ C.
Proof. Put B := ∩ADi . By lemma 2.3.7 we have trdegCB = n− (n−
1) = 1. Also B is a ufd (see [Ess00] cor. 1.3.36) and B = A ∩Q(B).
Since trdegCQ(B) = 1 it follows from special case of Hilbert 14 (using
B is normal since it is a ufd) that B is a ﬁnitely generated C-algebra.
So B is an aﬃne domain of krull dimension one. It is a well-known
result that if B∗ = C∗, B is a UFD and B is an aﬃne domain of krull
dimension one, that B = C[g] ∼=C C[1]. (See for example [Mya78].)
Since g − c is irreducible in C[g] for all c ∈ C and B is factorially
closed in A it follows that g − c is also irreducible in A (see [Ess00]
exercise 6, 1.3).
The following proposition the author proved together with A. van
den Essen and P.van Rossum.
Proposition 3.4.7. Let D1, D2 be two linearly independent (over
C[X, Y, Z]) commuting locally nilpotent C-derivations. Then there ex-
ists g ∈ C[X, Y, Z]\C such that
(i). C[X, Y, Z]D1,D2 = C[g]
(ii). C[X, Y, Z]b(g) = C[f, g, p]b(g) for some f, p ∈ C[X, Y, Z] and
b(g) ∈ C[g]\{0}
(iii). C[X, Y, Z]/(g − λ) ∼=C C[2] for all λ ∈ C with b(λ) = 0.
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Proof. (i)C[X, Y, Z]D1 = C[f, g] and C[X, Y, Z]D2 = C[p, q] by [Mya78].
Since D1, D2 commute we have D2(C[f, g]) ⊆ C[f, g]. Write d2 :=
D2|C[f,g]. By lemma 3.4.4 it follows that d2 = 0 on C[f, g]. So by
Rentschler’s theorem we may assume that d2 = a(g)
∂
∂f
i.e. D2(g) = 0
and D2(f) = a(g) = 0. So C[X, Y, Z]D1,D2 = C[f, g]d2 = C[g] i.e.
C[X, Y, Z]D1,D2 = C[g]. (3.3)
Similarly we get D1(C[p, q]) ⊂ C[p, q] and putting d1 := D1|C[p,q] this
gives by Rentschler that we may assume d1 = b(q)
∂
∂p
for some b(q) = 0.
So
C[X, Y, Z]D1,D2 = C[p, q]d1 = C[q]. (3.4)
From (3.3) and (3.4) we deduce that C[g] = C[q], whence g = λq + µ
for some λ ∈ C∗ and µ ∈ C. Replacing q by g (and hence b(q) =
b(λ−1(g − µ) = b˜(g) by b˜(g) we get that we may assume the following
C[X, Y, Z]D1 = C[f, g], D1f = D1g = 0, D1p = b(g) = 0
C[X, Y, Z]D2 = C[p, g], D2f = a(g) = 0, D2g = D2p = 0.
(ii) Also C[f, g, p] ∼=C C[3] (for if p depends on C[f, g] then D1p = 0,
contradiction). Observe that D1p = b(g) = 0 and D21p = D1b(g) = 0,
so s := p/b(g) ∈ C[X, Y, Z]b(g) satisﬁes D1s = 1, whence C[X, Y, Z]b(g) =
C[f, g]b(g)[s] = C[f, g, p]b(g).
(iii) Given C[X, Y, Z]b(g) = C[f, g, p]b(g), we have(
C[X, Y, Z]b(g)
)
/(g − λ) = (C[f, g, p]b(g))/(g − λ).
If b(λ) ∈ C∗ we have C[X, Y, Z]/(g − λ) = C[f, g, p]/(g − λ). Now f
mod (g − λ), p mod (g − λ) are generators of this algebra. Since it is
of transcendence degree 2 they are algebraically independent and thus
C[X, Y, Z]/(g − λ) is isomorphic to C[2].
Theorem 3.4.8. CD(3) is true, i.e. let D1, D2 be two linearly inde-
pendent (over C[X, Y, Z]) commuting locally nilpotent C-derivations,
then AD1,D2 = C[g] and g is a coordinate in C[X, Y, Z].
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Proof. Combining 3.4.7 and 3.4.2 gives exactly this result.
3.4.3 Coordinates p(X)Y + q(X,Z1, . . . , Zn−1)
Theorem 3.4.9. Assume AS(n-1), CD(n) and CC(n-1). Let F :=
p(X)Y + q(X,Z1, . . . , Zn−1) where p(X) = 0. Then equivalent are:
(i). F is a coordinate in C[X, Y, Z1, . . . , Zn−1]
(ii). C[X, Y, Z1, . . . , Zn−1]/(F ) ∼=C C[n]
(iii). q(a, Z1, . . . , Zn−1) is a coordinate in C[Z1, . . . , Zn−1] for every
zero a of p(X).
(iv). F is a coordinate over C[X] in C[X, Y, Z1, . . . , Zn−1]
Proof. (of theorem 3.4.9)
From 3.4.13 we have (iii)=⇒(iv). (iv)=⇒(i) and (i)=⇒(ii) follow
since they are weaker statements in general. (ii)=⇒(iii) follows from
3.4.15.
From the fact that AS(2), CC(2) and CD(3) (see 3.4.8) are true,
we can deduce the following corollaries:
Corollary 3.4.10. The above equivalences hold for F = p(X)Y +
q(X,Z1, Z2).
Corollary 3.4.11. AS(4) is true if restricted to polynomials of the
form p(X)Y + q(X,Z, T ).
Lemma 3.4.12. Let q(Z1, . . . , Zn−1) ∈ C[Z1, . . . , Zn−1]. Suppose
AS(n-1) and CC(n-1) are true. If C[Z1, . . . , Zn−1, Y ]/(q) ∼=C C[n−1]
then q is a coordinate in C[n−1].
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Proof. C[Z1, . . . , Zn−1]/(q)[Y ] ∼=C C[n−1] so by CC(n-1) we have
C[Z1, . . . , Zn−1]/(q) ∼=C C[n−2] and by AS(n-1) we have q is a coordi-
nate in C[n−1].
Write
p(X) = Πri=1(X − αi)ei
for some ei ∈ N, and F := p(X)Y + q(X,Z1, . . . , Zn−1) for some
q ∈ C[X,Z1, . . . , Zn−1].
Theorem 3.4.13. Let q(X,Z1, . . . , Zn−1) be such that q(αi, Z1, . . . , Zn−1)
is a coordinate in C[Z1, . . . , Zn−1] for every 1 ≤ i ≤ r. Then F :=
p(X)Y + q(X,Z1, . . . , Zn−1) is a coordinate in C[X, Y, Z1, . . . , Zn−1]
over C[X].
Proof. Using theorems 2.1.1 part 4 and 3.7.11 from [Ros01], we see
that it suﬃces to prove that F is a coordinate in C[X]m[Y, Z1, . . . , Zn−1]
over C[X]m for every maximal ideal m ⊂ C[X]. Let m = (X − α) for
some α ∈ C. Notice that if a(X) ∈ C[X] we have a ∈ C[X]∗m if and
only if a(α) = 0. In case α = αi we have p(α) = 0 and hence F is a co-
ordinate in C[X]m[Y, Z1, . . . , Zn−1]. Left to prove the case α = α1 (α =
αi has the same proof). Let q1(Z1, . . . , Zn−1) := q(α, Z1, . . . , Zn−1)
(hence a coordinate in C[n−1]), and deﬁne
p˜ := Πri=2(X − αi)ei = p(X)(X − α)−e1.
Now
F = (X − α)e1 p˜(X)Y + q1 + (X − α)h(X,Z1, . . . , Zn−1)
for some h. Notice p˜ ∈ C[X]∗m. But now, using 3.4.3 we have F is a
coordinate in C[X]m[Y, Z1, . . . , Zn−1].
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Lemma 3.4.14. Let F = p(X)Y + q(X,Z1, . . . , Zn−1) be irreducible.
Then there exists λ ∈ C such that X − λ mod (F ) is irreducible in
C[X, Y, Z1, . . . , Zn−1]/(F ).
Proof. Take λ such that p(λ) = 0. Then
C[X, Y, Z1, . . . , Zn−1]/(F,X − λ) =
C[Y, Z1, . . . , Zn−1]/(p(λ)Y + q(λ, Z1, . . . , Zn−1)) ∼=C C[n−1]
which is a domain: hence (X−λ, F ) is prime, and thus X−λ mod F
is irreducible by lemma 3.4.1.
Lemma 3.4.15. Assume CD(n), CC(n-1) and AS(n-1). Let F :=
p(X)Y + q(X,Z1, . . . , Zn−1) and assume C[n+1]/(F ) ∼=C C[n]. Then
q(a, Z1, . . . , Zn−1) is a coordinate in C[Z1, . . . , Zn−1] for all zeros a of
p(X).
Proof. Ofcourse we assume that all Zi occur in q for otherwise we are
dealing with a lower dimensional case. Let
Di :=
∂q
∂Zi
∂
∂Y
− p ∂
∂Zi
be derivations on C[n+1] for all 1 ≤ i ≤ n − 1. These derivations are
triangular derivations since
D(Y ) ∈ C[Z1, . . . , Zn, X],
D(Zi) ∈ C[Zi+1, . . . , Zn, X]
and D(X) ∈ C
and it is not diﬃcult to see that a triangular derivation is locally
nilpotent (see for example [Ess00], corollary 1.3.17). It is clear that
[Di, Dj ] = 0, and that the Di are linearly independent over
C[X, Y, Z1, . . . , Zn−1]. Now we know
C[n+1]/(F ) ∼=C C[n].
3.5. AN EXTENSION OF THE CONCEPT OF COORDINATE 63
Furthermore Di(F ) ⊂ (F ), so the derivations D¯i := Di mod (F ) are
well-deﬁned on C[n+1]/(F ) ∼= C[n]. Also they are independent over
C[n+1]/(F ). Since we assumed CD(n) we have
n−1⋂
i=1
ker(D¯i) = C[g]
for some coordinate g. Since ker(D¯i) ⊃ C[X¯] we see C[g] ⊃ C[X¯].
By lemma 3.4.14 we see that X − a is irreducible in C[n+1]/(F ) for
some a ∈ C. Now X − a = Q(g) for some polynomial Q(T ) ∈ C[T ].
Decomposing Q(T ) into linear factors T −λi and observing that g−λi
is irreducible in C[n+1]/(F ) (since g is a coordinate in it), it follows
that g − λi divides the irreducible element X − a. So X − a = bg + c
for some b ∈ C∗, c ∈ C. Thus C[g] = C[X], and X − α is a coordinate
in C[n+1]/(F ) ∼=C C[n] for every α ∈ C. So
C[n−1] ∼=C C[n+1]/(F,X − α) for all α ∈ C.
In case p(α) = 0 we have
C[n−1] ∼=C C[Y, Z1, . . . , Zn−1]/(q(α, Z1, . . . , Zn−1)
and thus by CC(n-1) and AS(n-1) and lemma 3.4.12 we have
q(α, Z1, . . . , Zn−1) is a coordinate in C[Z1, . . . , Zn−1].
3.5 An extension of the concept of coor-
dinate
This section deals with a lot of conjectures, and an attempt to gener-
alise the concept of stable coordinate for elements in a quotient ring
of a polynomial ring.
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Deﬁnition 3.5.1. Let I = (f1, . . . , fm) be an ideal in C[X1, . . . , Xn] =
C[n]. Let r ∈ C[n]. Deﬁne r + (I) ∈ C[n]/I is a generalised coordinate
in C[n]/I if f1Y1 + . . . + fmYm + r ∈ C[n+m] is a stable coordinate.
The deﬁnition does not depend on the generators of I as can be
seen from
Lemma 3.5.2. Let I = (f1, . . . , fm) = (g1, . . . , gl) be an ideal in
C[X1, . . . , Xn] = C
[n]. Let r ∈ C[n]. Then f1Y1 + . . . + fmYm + r ∈
C[n+m] can be mapped to g1Z1 + . . .+ glZl + r by an automorphism of
C[X, Y, Z] = C[n+m+l].
Proof. Let F := f1Y1 + . . .+ fmYm + r and G := g1Z1 + . . .+ glZl + r.
We will show that there is an automorphism of C[X, Y, Z] sending F
to G. Since (g1, . . . , gl) = (f1, . . . , fm) in C[X] we have gi = ai1f1 +
. . . + aimfm for some aij ∈ C[X]. Let Lj := a1jZ1 + . . . + aljZl for
1 ≤ j ≤ m. Notice that
G = f1L1 + . . . + fmLm + r.
Now let ϕ be the elementary automorphism sending Yj to Yj + Lj for
each j and leaving other variables invariant. Then
ϕ(F ) = f1ϕ(Y1) + . . . + fmϕ(Ym) + r
= f1(Y1 + L1) + . . . + fm(Ym + Lm) + r
= F + f1L1 + . . . + fmLm
= F + G− r
In the same way we can make an automorphism τ sending G to G +
F − r, so F can be mapped to G by τ−1ϕ.
Conjecture 3.5.3. “Generalised coordinate” is an extension of the
concept of “stable coordinate”. In other words, if I is an ideal inC[n+m]
and if r ∈ C[n+m]/I is a generalised coordinate, and C[n+m]/I ∼=C C[n]
then r is a stable coordinate.
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Trying to decide if polynomials of the form P (X1, . . . , Xn)Y +
Q(X1, . . . , Xn) are coordinates might be a good idea in combination
with the next question to give an algorithm to decide whether a poly-
nomial is a coordinate:
Question: Is there an algorithm which decides of (lots of) F ∈
C[X1, . . . , Xn] if there exists a ring automorphism ϕ such that ϕ(F )
is linear in Xn ? (
For if for some F such a ϕ doesn’t exist then it is no coordinate,
and if it does it is of the above shape.
Another possible diﬀerent approach of extending the concept of
(stable) coordinate to a more general ring is looking for (stable) slices
in such a ring:
Deﬁnition 3.5.4.
(i). Let R be a ﬁnitely generated C-algebra. Say s ∈ R is a slice in
R if there exists a locally nilpotent C-derivation on R such that
D(s) = 1.
(ii). Let R be a ﬁnitely generated C-algebra. Say s ∈ R is a stable
slice in R if there exists some n ∈ N and a locally nilpotent
C-derivation on R[T1, . . . , Tn] such that D(s) = 1.
“Slice” and “stable slice” are extensions of the concept of coordi-
nate, since every coordinate over a polynomial ring induces a locally
nilpotent derivation having the coordinate as slice. So we can ask the
same question for “stable slice” as we did for “generalised coordinate”
(conjecture 3.5.3):
Conjecture 3.5.5. “Stable slice” is an extension of the concept of
“stable coordinate”. In other words: let (f1, . . . , fm) = I ⊂ C[n] be an
ideal. Let s ∈ C[n]. Then s is a stable slice in C[n]/I if and only if
s + f1T1 + . . . + fmTm is a stable coordinate in C
[n+m].
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Independently of the conjectures 3.5.3 and 3.5.5 one can make the
following (two) conjecture(s):
Conjecture 3.5.6. Let s ∈ C[X1, . . . , Xn]. Then
(i). s is a stable slice =⇒ s is a generalised coordinate.
(ii). s is a generalised coordinate =⇒ s is a stable slice.
3.6 The Derksen and Makar-Limanov in-
variants
In this section we will compare the ML invariant and the HD in-
variant. The results are joint work of T.Crachiola and the author.
[CM]
3.6.1 Makar-Limanov invariant trivial, Derksen in-
variant not
n this section we will give a ring whose Makar-Limanov invariant is
trivial but its Derksen invariant is not.
Deﬁnition 3.6.1. Deﬁne the ideal I := (X, Y ) ⊂ C[X, Y ], and let
R := C[X2, X3, Y 3, Y 4, Y 5, X1+iY 1+j | i, j ∈ N]
= C[X2, X3, Y 3, Y 4, Y 5, XY,X2Y,XY 2, XY 3]
(i.e. R = C⊕CX2 ⊕ CXY ⊕ I3).
Notice that R is ﬁnitely generated, noetherian, and a domain.
Lemma 3.6.2. ML(R) = C.
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Proof. Let D1 := Y
3∂X and D2 := X
2∂Y . These are locally nilpo-
tent derivations on R, as can be easily checked. Then RD1 = R ∩
C[X, Y ]D1 ⊆ C[X, Y ]D1 = C[Y ]. Also RD2 = R ∩ C[X, Y ]D2 ⊆
C[X, Y ]D2 = C[X]. Thus C ⊆ ML(C) ⊆ RD1 ∩ RD2 ⊆ C[X, Y ]D1 ∩
C[X, Y ]D2 = C[Y ] ∩C[X] = C.
In order to calculate HD(R) we ﬁrst show that every locally nilpo-
tent derivation on R actually comes from a locally nilpotent derivation
on C[X, Y ]
Lemma 3.6.3. (i). The integral closure of R in C[X, Y ] is C[X, Y ].
(ii). The integral closure of R in Q(R) (the fraction ﬁeld of R) is
C[X, Y ].
Proof. (i) is easy, since the integral closure of the smaller ring C[X2, Y 3]
in C[X, Y ] already is C[X, Y ]. (ii) Q(R) = C(X, Y ). Let a ∈ Q(R) be
integral over R. Then surely a is integral over C[X, Y ]. But C[X, Y ] is
a UFD and thus integrally closed in its fraction ﬁeld i.e. a ∈ C[X, Y ]
already. Thus the integral closure of R in Q(R) is a subset of C[X, Y ].
Finally, since Q(R) = C(X, Y ) and by part (i) we are done.
Notice that if D is a derivation (not necessarily locally nilpotent)
on a domain A, then it extends uniquely to a derivation on the fraction
ﬁeld Q(A) of A, by just forcing D(a−1b) = a−2(aD(b)−D(a)b) for all
a ∈ A, b ∈ A\{0}.
Theorem 3.6.4. (Seidenberg) Let A be a noetherian domain con-
taining Q, K its quotient ﬁeld and A˜ the integral closure of A in K.
Let D be a derivation on A and D˜ its unique extension to K. Then
D˜(A˜) ⊆ A˜.
This is quoted literally from [Ess00] prop. 1.2.15 page 17, but it is
originally from [Sei66].
68 CHAPTER 3. KERNELS OF DERIVATIONS
Lemma 3.6.5. If D is a locally nilpotent derivation on R then it ex-
tends uniquely to a locally nilpotent derivation on C[X, Y ] −→ C[X, Y ].
Proof. The integral closure of R in Q(R) is C[X, Y ] (by 3.6.3). So by
the above theorem of Seidenberg D extends uniquely to C[X, Y ]. By
theorem 2.2.8 we see that D is locally nilpotent.
Lemma 3.6.6. If f ∈ C[X, Y ] is a coordinate, p(T ) ∈ C[T ] and
p(f) ∈ R then XY does not appear as a monomial in p(f).
Proof. f = f0 + f1 = f0 + aX + bY + cX
2 + dXY + eY 2 + g for some
g ∈ I3 and a = 0 or b = 0. Now p(f) = q(f1) for some q(T ) ∈ C[T ].
q(f1) = λ0 + λ1f1 + λ2f
2
1 + . . .+ λnf
n
1
= λ0 + λ1(aX + bY + cX
2 + dXY + eY 2)+
λ2(aX + bY + cX
2 + dXY + eY 2)2 + g′ g′ ∈ I3
and since a = 0 or b = 0 and q(f) ∈ R we must have λ1 = 0. Thus
q(f) = λ0 + λ2(aX + bY + cX
2 + dXY + eY 2)2 + g′ g′ ∈ I3
= λ0 + λ2(a
2X2 + 2abXY + b2Y 2) + g′′ g′′ ∈ I3
but since in no element of R appears the monomial Y 2 and q(f) ∈ R we
must have λ2b
2 = 0 which implies 2λ2ab = 0, which is the coeﬃcient
of XY .
Lemma 3.6.7. Let D ∈ LND(R). Suppose there exists g ∈ RD such
that the coeﬃcient of XY of g is nonzero (XY appears in g). Then
D = 0.
Proof. We know by 3.6.5 that D can be extended as a locally nilpo-
tent derivation to C[X, Y ]. Suppose D = 0. Thus C[X, Y ]D = C[f ]
for some coordinate f by Rentschler’s theorem. Hence g = p(f) ∈ RD.
But now by lemma 3.6.6, the coeﬃcent of XY must be zero, a contra-
diction. Hence our assumption that D was nonzero was wrong, thus
D = 0.
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Lemma 3.6.8. HD(R) = R.
Proof. If we show that XY ∈ HD(R) then we are done. Suppose
g1, . . . , gn ∈ R are elements of kernels of nonzero locally nilpotent
derivations such that XY = p(g1, . . . , gn) for some p ∈ C[T1, . . . , Tn].
Then since gi ∈ R we have that gi = ci + aiX2 + biXY + hi for
some ai, bi, ci ∈ C, hi ∈ (X3, X2Y,XY 2, Y 3). We may assume that
ci = 0. Furthermore by lemma 3.6.7 bi = 0. Let p
′ be the part
of p which is linear. Now XY = p′(a1X2, . . . , anX2) + h′ for some
h′ ∈ (X3, X2Y,XY 2, Y 3). This gives a contradiction.
3.6.2 Derksen invariant trivial, Makar-Limanov in-
variant not
In this section we will give a class of rings with trivial Derksen invari-
ant but non-trivial Makar-Limanov invariant. Let A be a commutative
domain over C with transcendence degree 1 such that A is not isomor-
phic to C[X]. For example, take A to be the coordinate ring of a
curve which is not isomorphic to the line. We will examine the ring
R := A[X1, . . . , Xn] for n ≥ 2.
Lemma 3.6.9. HD(R) = R.
Proof. The kernels of the partial derivatives generate R.
Of course, the same observation shows that a polynomial ring with
at least two variables over any algebra always has trivial Derksen in-
variant. Lemma 3.6.9 and Example 2.4.2 are special cases. To show
that ML(R) = C, we will use the following
Theorem 3.6.10. (Makar-Limanov) Suppose A is a commutative do-
main over C with transcendence degree 1. Then ML(A[X1, . . . , Xn]) =
ML(A) for each n ≥ 1.
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This theorem provides an alternate proof of the Abhyankar-Eakin-
Heinzer cancellation theorem for curves [AEH72], in the characteristic
zero case. For a proof of Theorem 3.6.10, see [ML02] or [ML98].
Lemma 3.6.11. ML(R) = A.
Proof. By Theorem 3.6.10, ML(R) = ML(A). Suppose ML(A) = A,
so that there exists a non-zero locally nilpotent derivation D on A.
But now trdeg(AD) = trdeg(A) − 1 = 0 and thus AD = C. Take
a ∈ A such that D(a) = λ = 0, then s := λ−1a is a slice and thus
A = AD[s] = C[s]. This contradicts our original assumption on A,
thus ML(A) = A and we are done.
Notice that trdeg(R) > 2 for the class of rings R in this section.
This is a necessary condition for an example of our type. Using the
fact that the kernel of a locally nilpotent derivation is algebraically
closed, one can show that if trdeg(R) = 1 or 2 and HD(R) = R, then
ML(R) = C.
3.6.3 Derksen and Makar-Limanov invariants equal
Finally, in this section we will give a class of rings whose Derksen and
Makar-Limanov invariants are both non-trivial. Let R be the ring over
C given by the equation xny = P (z), where n > 1 and deg(P ) > 1.
Danielewski used surfaces of this type to give a negative answer to the
generalized Zariski cancellation question [Dan89]. We make use of the
following
Theorem 3.6.12. LND(R) = xnC[x] ∂
∂z
, where R is viewed as a sub-
ring of C[x, x−1, z].
For the proof, see [ML01]. In particular, the kernel of every locally
nilpotent derivation on R is C[x]. As a result, we have
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Lemma 3.6.13. HD(R) = ML(R) = C[x].
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Chapter 4
Polynomial mappings
4.1 Problems over reduced rings
4.1.1 The linearisation conjecture over reduced
rings
Introduction
The results of this section have been published in [Mau02b].
We introduce some notations. As always, R is a Q-algebra, A =
R[X1, . . . , Xn], n the nilradical of R, R¯ = R/n, A¯ = A/nA =
R¯[X1, . . . , Xn]. Write I = (X1, . . . , Xn). If F ∈ An write F¯ = F
mod(n). s will be some integer. If we write F = L+H we mean that
L is linear and H contains no linear monomials (all monomials are of
degree at least 2).
Deﬁnition 4.1.1. We say that F ∈ An is linearisable in R if there
exists an R-automorphism ϕ ∈ An such that ϕ−1Fϕ = L where L is
a linear map.
Theorem 4.1.2. Let F s = I. Then the following are equivalent:
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1. F is linearisable over R.
2. F¯ is linearisable over R¯.
1−→ 2 is clear. The following lemma’s are dedicated to the proof
of 2 −→ 1.
Lemma 4.1.3. Suppose theorem 4.1.2 has been proved for maps F
satisfying
1. F s = I,
2. F = L + H where H ∈ iAn and i is an ideal in R satisfying
i2 = (0).
Then theorem 4.1.2 is true in general.
Proof. Suppose F¯ is linearisable. That is, one may assume F to be
of a form such that F s = I and F = L + H and H ∈ nAn. Now
we have to prove that F is linearisable. First we show that we may
assume R to be noetherian. Write F = (F1, . . . , Fn), Fi =
∑
cα,iX α.
Deﬁne R′ := Q[cα,i] ⊆ R. This ring is ﬁnitely generated over Q hence
noetherian. We are going to show that there exists ϕ ∈ R′[X1, . . . , Xn]
such that ϕ−1Fϕ is linear. So replacing R by R′ we may assume R
to be noetherian. Now H ∈ nAn and nN = 0 for some integer N ≥ 1
(since R is noetherian). Calculating modulo n2 we have F = L + H
where H ∈ n¯An/n2An, n¯2 = 0¯. Hence there exists (by assumption) an
invertible polynomial map ϕ¯ ∈ An/n2An such that ϕ−1Fϕ is linear.
So there exists ϕ ∈ An such that F˜ := ϕ−1Fϕ = L˜+ H˜ where H˜ ∈ n2.
Now calculating modulo (n2)2 we ﬁnd in the same way H ′ ∈ n4, and
after a ﬁnite number of permutations we get H ′′ ∈ nNAn = 0An =
0.
Hence this lemma says that we only need to prove theorem 4.1.2
for maps F s = I, F = L + H where H ∈ iAn and i is an ideal in R
satisfying i2 = (0).
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Lemma 4.1.4. Let F = L+H where L linear and H ∈ iAn such that
i2 = (0). Then are equivalent:
1. F s = I for some integer s
2. Ls = I and
∑s−1
i=0 L
s−1−iHLi = 0
Proof. By induction we will prove I = F s = Ls +
∑s−1
i=0 L
s−1−iHLi.
Comparing degrees gives the theorem. So suppose F k−1 = Lk−1 +∑k−2
i=0 L
k−2−iHLi Then
F k = F ◦ F k−1 = (L + H)(Lk−1 +∑k−2i=0 Lk−2−iHLi)
= (Lk +
∑k−2
i=0 L
k−1−iHLi + H(Lk−1 +
∑k−2
i=0 L
k−2−iHLi))
(∗) = (Lk +∑k−2i=0 Lk−1−iHLi + H(Lk−1))
= (Lk +
∑k−1
i=0 L
k−1−iHLi)
where (∗) holds since H(Lk−1+∑k−2i=0 Lk−2HLi) = H(Lk−1) since H ∈
iAn where i2 = (0).
Deﬁnition 4.1.5. Let F ∈ An. Deﬁne σF : An −→ An by σF (G) =
[G,F ] = GF − FG. Deﬁne τF : An −→ An by τF (G) =
−1
s
∑s−1
i=0 iF
iGF s−1−i.
Remark 4.1.6. If H,H ′ ∈ iAn where i2 = (0), then for any G ∈ An
we have H(G + H ′) = HG.
Lemma 4.1.7. Let L ∈ An linear, and G ∈ An arbitrary.
1. σL and τL are R-linear maps on A
n.
2. LkσL(G)L
l = σL(L
kGLl)
LkτL(G)L
l = τL(L
kGLl).
3. σ2L(L
kGLl) = σL(L
kGLl+1)− σL(Lk+1GLl).
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4.
∑s−1
i=0 σL(L
iGLs−i) = 0.
Proof. Straightforward.
Lemma 4.1.8. Let N = Im(σL) for some L ∈ An satisfying Ls = I.
Then σLτL = 1N .
Proof. Let H ∈ N . Then H = σL(G) for some G. Now
σLτL(H) = σLτLσL(G)
= σL(
−1
s
∑s−1
i=0 iL
iσL(G)L
s−1−i)
(4.1.7.2) = σL(
−1
s
∑s−1
i=0 iσL(L
iGLs−1−i))
= −1
s
∑s−1
i=0 iσ
2
L(L
iGLs−1−i)
(4.1.7.3) = −1
s
∑s−1
i=0 iσL(L
iGLs−i) + 1
s
∑s−1
i=0 iσL(L
i+1GLs−1−i)
= 1
s
(−∑s−1i=1 iσL(LiGLs−i) +∑si=1(i− 1)σL(LiGLs−i))
= 1
s
(−∑s−1i=1 σL(LiGLs−i)) + s−1s (σL(G))
(4.1.7.4) = 1
s
(σL(G)) +
s−1
s
(σL(G))
= σL(G) = H
Lemma 4.1.9. An = ker(σL) ⊕ Im(σL) for any L ∈ An satisfying
Ls = I.
Proof. Let K = ker(σL), N = Im(σL). Then 0 −→ K Id.−→ An σL−→
N −→ 0 is an exact sequence of R-modules. It is well-known that if
there exists some map f : N −→ An such that σLf = 1N that An =
K ⊕N . By lemma 4.1.8 such a map f does exist (take f = τL).
Now we can ﬁnish the
Proof. (of theorem 4.1.2, 2−→1): By lemma 4.1.3 we may assume that
we have a map F satisfying F s = I and F = L +H where L is linear
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and H ∈ iAn and i2 = (0). Write τ := τL, σ := σL. Let ϕ := I+τ(H).
Then
(I − τ(H))(I + τ(H)) = (I + τ(H)− τ(H(I + τ(H))))
= (I − τ(H)− τ(H))
= I.
So ϕ−1 = (I − τ(H)). Deﬁne L + H˜ := F˜ := ϕ−1Fϕ.
F˜ = L + H˜
= ϕ−1Fϕ
= (I − τ(H))(L + H)(I + τ(H))
= (I − τ(H))(L + Lτ(H) + H(I + τ(H))
= (I − τ(H))(L + τ(LH) + H(I))
= (L + τ(LH) + H − τ(H(L + τ(LH) + H)))
= (L + τ(LH) + H − τ(HL))
= L + τ(LH −HL) + H
= L− τσ(H) + H.
Now σ(H−τσ(H)) = σ(H)−στσ(H) = ( lemma 4.1.8) σ(H)−σ(H) =
0. So H˜ := H − τσ(H) ∈ ker(σ). So 0 = σ(H˜) = H˜L − LH˜
hence H˜L = LH˜ . By lemma 4.1.4 we have 0 =
∑s−1
i=0 L
s−1−iH˜Li =∑s−1
i=0 H˜L
s−1 = (s − 1)H˜Ls−1 hence 0 = 0 · L = (s − 1)H˜Ls−1L =
(s − 1)H˜Ls = (s − 1)H˜. So H˜ = 0 and hence F˜ = L linear. So F is
linearisable.
4.1.2 The cancellation conjecture over reduced rings
In this section we will prove that the cancellation problem holds for-
some Q-algebra R if and only if the cancellation problem holds for R¯,
the reduced ring (R modulo its nilradical η).
Theorem 4.1.10. The cancellation problem for a Q-algebra R is
equivalent to the cancellation problem over R¯, where R¯ is the reduced
ring of R.
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This result follows from the proposition below and the formulation
at the end of section 1.4.3.
Proposition 4.1.11. Let R be a Q-algebra. Let D be a locally nilpo-
tent R-derivation having a slice on A := R[n]. Then the following are
equivalent:
1. There exists ϕ ∈ AutR(A), F ∈ R∗ such that ϕ−1Dϕ = f∂1;
2. There exists ϕ0 ∈ Aut R¯A¯, f¯ ∈ R¯ such that ϕ−10 D¯ϕ0 = f¯∂1.
Proof. (1⇒2) is trivial: just calculate modulo the nilradical and take
ϕ0 := ϕ¯. (2⇒1) Let ϕ¯ be a map such that ϕ¯−1D¯ϕ¯ = f¯∂X1 for some
f ∈ R. Then D˜ := ϕ−1Dϕ = f∂X1 + ∂ where ∂ ∈ ηDerRA. D has a
slice and hence D˜ must have one too. Now write ∂ = g1∂X1+. . .+gn∂Xn
where each gi must be nilpotent. Now since D˜ is locally nilpotent and
has a slice there exist elements Gi such that D˜(Gi) = gi. (See the
remarks about derivations towards the end of section 2.) Notice that
these Gi are nilpotent too. Hence the map ϕ := (X1−G1, . . . , Xn−Gn)
deﬁnes an R-automorphism of A sending P ∈ A to P ◦ ϕ. Thus
(ϕ−1D˜ϕ)(Xi) = ϕ−1D˜(Xi −Gi)
= ϕ−1(D˜(Xi)− D˜(Gi))
= ϕ−1(δ1if + gi − gi)
= ϕ−1(δ1if)
= δ1if
where δ1i equals 1 if i = 1 and zero if i ≥ 2. Hence ϕ−1D˜ϕ = f∂X1 .
Finally, since ϕ−1Dϕ has a slice, it follows that f ∈ R∗.
4.1.3 The ring (C[T ]/(Tm))[n] and its automorphisms
The results in this section have been published in [Mau02a]
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Introduction
This section is about the automorphism group over
C[T ]/(Tm)[X1, . . . , Xn]. Why this interest in this automorphism group?
This is mainly motivated by several equivalent formulations of the fa-
mous Jacobian Conjecture in terms of the rings Rm := C[T ]/(T
m),
see 1.4.1 or [Ess98]. From this point of view, knowing more about
the automorphisms in Rm[X1, . . . , Xn] could be interesting. The main
theorem in this section, theorem 4.1.14, is ﬁnding a suﬃcent set of
generators for this automorphism group.
Rm := C[T ]/(T
m). We will denote T¯ by . A := Rm[X1, . . . , Xn],
Bm := Rm[X1, . . . , Xn]. ERm(Rm[X1, . . . , Xn]) ⊂ AutRm(A) is the col-
lection of automorphisms of the form (X1, . . . , Xi−1, Xi+f,Xi+1, . . . , Xn)
where f ∈ Rm[X1, . . . , Xi−1, Xi+1, . . . , Xn]. Pi,j is the map interchang-
ing Xi and Xj.
The automorphism group of Rm[X]
First, let us consider the case n = 2. In the ﬁeld case we have T (C, n)
which is called the tame automorphism group of C[X, Y ]. It is gener-
ated by elementary maps EC(C[X1, X2]) and aﬃne maps Aﬀ (C). Due
to the Jung - van der Kulk theorem ([Jun42],[Kul53]) we know that
AutCC[X, Y ] is the amalgamated free product of Aﬀ (C) and E(C)
over their intersection.
For Rm in stead of C one could hope to extend this result. How-
ever, if we deﬁne T (Rm, 2) in the same way we cannot hope to have
AutRmRm[X, Y ] = T (Rm, 2) since (X + X
2, Y ) is an automorphism
in Rm but not in T (Rm, 2) for det(JF ) ∈ R∗m. However, if we allow
maps of the form (X + H, Y ) and (X, Y + H) (let us denote the set
of these maps by N(Rm)) to be tame we easily have:
Lemma 4.1.12. AutRmRm[X, Y ] = T (Rm, 2), where T (Rm, 2) is the
group generated by Aﬀ (C),E(C) and N(Rm).
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Proof. “⊇” is easy. “⊆”: let F ∈ AutRmRm[X, Y ]. By the Jung-van
der Kulk theorem we may assume that F = (F1, F2) = (X, Y ) +
i(H1, H2) for some i ∈ N. Now let ϕi = (X − iH1, Y ), σi =
(X, Y − iH2) then ϕiσiF = (X, Y ) + i+1(G1, G2) for some Gi. Do-
ing this several times, we get ϕm−1σm−1 · · ·ϕiσiF = (X, Y ), hence
F ∈ T (Rm, 2).
There is no mentioning of an amalgamated free product over their
intersection, however. We cannot hope to extend this part, as the
following example indicates:
Example 4.1.13. Let R = R2. Then
(X + X2, Y )(X, Y + X)(X − X2, Y )(X, Y −X) = (X, Y − X2),
(Y,X)(X − Y 2, Y )(Y,X) = (X, Y − X2).
However, one might try to ﬁnd a “more unique” set of generators
for the automorphism group, by not allowing all maps (X1, . . . , Xi +
Hi, . . . , Xn). The following theorem does this:
Theorem 4.1.14. Let n ≥ 1. AutRmBm is generated by the union of
the following sets:
1. AutC(A);
2. the maps (X1 + cX1, X2, . . . , Xn) all c ∈ C;
3. the maps (X1 + X
d
1 , X2, . . . , Xn), (X1 + X
d+1
1 , X2, . . . , Xn), . . .
where d is some positive integer.
Here we view AutC(A) as a subset of AutRm(Bm); notice that C ⊂ Rm.
One can prove that the maps 2) of the above theorem together with
Aﬀ C(A) generate Aﬀ Rm(Bm); the lemma’s 4.1.18 and 4.1.19 indicate
this. These remarks give
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Corollary 4.1.15. AutRmRm[X, Y ] is generated by Aﬀ RmRm[X, Y ],
ERmRm[X, Y ] and the maps (X + X
d, Y ), (X + Xd+1, Y ), . . . where
d is some positive integer.
In this subsection we will prove the following theorem (which is
stronger than theorem 4.1.14):
Theorem 4.1.16. AutRmBm is generated by the union of the follow-
ing sets:
1. AutC(A);
2. the maps (X1 + cX1, X2, . . . , Xn) all c ∈ C;
3. some maps
(X1 + F1(X1), X2, . . . , Xn), (X1 + F2(X1), X2, . . . , Xn), . . .
where lim
i→∞
deg(Fi mod ) =∞.
Deﬁnition 4.1.17. Denote by Cm the monoid generated by 1),2) and
3) from the above theorem 4.1.16.
We want to prove that Cm = AutRmBm. The proof of theorem
4.1.16 will go by the use of several lemmas.
Lemma 4.1.18. Let α ∈ R∗m. Then (αX1, X2, . . . , Xn) ∈ Cm.
Proof. Let α = c(1+a1+a2
2+ . . .+am−1m−1) for some nonzero c ∈
C. Let β1, . . . , βm−1 be the zeros of the polynomial Y m−1 + a1Y m−2 +
a2Y
m−3 + . . .+ am−2Y + am−1. Then (αX1) = (cX1) ◦ (X1 − β1X1) ◦
. . .◦(X1−βm−1X1) since for any λ1, λ2 ∈ Rm one has (λ1X)◦(λ2X) =
(λ1λ2X). This calculation works in n variables too so we’re done.
Lemma 4.1.19. (αX1+β,X2, . . . , Xn) ∈ Cm for all α ∈ R∗m, β ∈ Rm.
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Proof. Let α−1β = γ + δ where γ, δ ∈ R∗m. Then
(γX1)(X1+1)(γ
−1X1)(δX1)(X1+1)(δ−1X1) = (X1+γ+δ) = (X1+α−1β).
Since (αX1)(X1 + α
−1β) = (αX1 + β) it follows that αX1 + β ∈ Cm.
This calculaton works in n variables too, so we’re done.
Lemma 4.1.20. Let F1, . . . , Fn ∈ Rm[X1, . . . , Xn] be such that
C[F¯1, . . . , F¯n] = C[X1, . . . , Xn] then Rm[F1, . . . , Fn] = Rm[X1, . . . , Xn].
Proof. Well-known (see [Ess00] lemma 1.1.9).
Lemma 4.1.21.
1. Let H,G ∈ (Bm)n and k ≥ 1 then (X + kH) ◦ (X + kG) =
X + k(H + G) mod k+1.
2. Let H,G ∈ Bm and k ≥ 1 then (X1 + kH,X2, . . . , Xn) ◦ (X1 +
kG,X2, . . . , Xn) = (X1 + 
k(H + G) + k+1(. . .), X2, . . . , Xn)
Proof. Easy since kH(X + (. . .)) = kH(X) + k+1(. . .).
Lemma 4.1.22. If X + H ∈ Cm for all H ∈ (Bm)n then Cm =
AutRmA.
Proof. Let F ∈ AutRmBm. Then F¯ ∈ AutCA. Since F¯−1F = X + H
for some H ∈ Rm[X1, . . . , Xn]n we have F = F¯ ◦ (X + H). Hence
F ∈ Cm.
Lemma 4.1.23. If (X1 + H,X2, . . . , Xn) ∈ Cm for all H ∈ Bm then
Cm = AutRmBm.
Proof. First notice that P1,i(X+H,X2, . . . , Xn)P1,i = (X1, . . . , Xi−1, Xi+
H(P1,i),
Xi+1, . . . , Xn) so (X1, . . . , Xi−1, Xi + H,Xi+1, . . . , Xn) ∈ Cm for all
H ∈ Bm. We are going to proceed by induction.
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Suppose (X1 + H1, . . . , Xi + Hi, Xi+1, . . . , Xn) ∈ Cm for all
Hi ∈ Rm[X1, . . . , Xn]. Now choose some Hi+1 ∈ Rm[X1, . . . , Xn].
Let H˜ := (X1 + H1, . . . , Xi + Hi, Xi+1, . . . , Xn). Then Rm[H˜] =
Bm by lemma 4.1.20, so there exists Gi+1 ∈ Bm such that Hi+1 =
Gi+1(H˜). Hence (X1, . . . , Xi, Xi+1+ Gi+1, Xi+2, . . . , Xn)◦ H˜ = (X1+
H1, . . . , Xi+1 + Hi+1, Xi+2, . . . , Xn). By induction and lemma 4.1.22
we are done.
Lemma 4.1.24. Suppose for all k ≥ 1 and any arbitrary monomial
M (= cXα for some c ∈ C) we have that there exists some map
Ek,M ∈ Cm such that Ek,M = (X1 + kM + k+1H,X2, . . . , Xn) for
some H ∈ Bm then Cm = AutRmBm.
Proof. by lemma 4.1.23 we only have to prove that (X1+H,X2, . . . , Xn) ∈
Cm for all H ∈ Rm[X1, . . . , Xn]. We will proceed by induction on k.
Suppose that for any map F := (X1 + H,X2, . . . , Xn) we can con-
struct some map F ′ = (X1+H ′, X2, . . . , Xn) ∈ Cm such that F−F ′ =
(kH ′′, 0, . . . , 0) some H ′′ ∈ Rm[X1, . . . , Xn]. Let H ′′ =
∑s
j=1Mj + G
where G ∈ Bm and Mj are monomials. Now we are going to compose
several maps which are the identity in all variables except the ﬁrst one;
therefore we write down only the ﬁrst variable. Using lemma 4.1.21.2
a few times we get
F ′′1 := F
′
1 ◦ (Ek,M1)1 ◦ . . . ◦ (Ek,Ms)1 mod k+1
= (F1 − (k
∑s
j=1Mj)) ◦ (X1 + k
∑s
j=1Mj) mod 
k+1
= F1 mod 
k+1.
Hence we can construct F ′′ which is equal to F + (k+1H˜, 0, . . . , 0)
some H˜ ∈ Bm. By induction we are done since m = 0.
Lemma 4.1.25. If for any d ≥ 2 and k ≥ 1 there exist G ∈ Cm such
that G mod k+1 = (X1 + 
kXd1 , X2, . . . , Xn), then Cm = AutRmBm.
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Proof. By lemma 4.1.24 we only have to prove that for any monomial
M we can construct maps Ek,M of the form (X1+
kM+k+1H,X2, . . . , Xn)
for some H ∈ Rm[X1, . . . , Xn]. Now notice that if c′ ∈ C such that
c′d−1 = c then
(c′−1X1, X2, . . . , Xn)(X1 + kXd1 , X2, . . . , Xn)(c
′X1, X2, . . . , Xn) =
(X1 + c
kXd1 , X2, . . . , Xn).
Furthermore deﬁning L := (X1 + a2X2 + . . . + anXn, X2, . . . , Xn) we
have
(∗) L−1(X1 + ckXd1 , X2, . . . , Xn)L
(X1 + c
k(X1 + a2X2 + . . . + anXn)
d, X2, . . . , Xn).
So maps of the form (X1 + c
k(X1 + a2X2 + . . .+ anXn)
d, X2, . . . , Xn)
mod k+1 can be constructed (where only the ﬁrst coordinate is not
Xi). By lemma 4.1.21.2 we can make maps of the form (X1 + c
kH +
k+1(. . .), X2, . . . , Xn) where H is any linear combination of polynomi-
als of the form (X1 + a2X2 + . . . + anXn)
d. Since these polynomials
generate the k-vectorspace of homogeneous polynomials in n variables
of degree d we can ﬁnd a map Ek,M as stated for any monomial of
degree d. Since d is arbitrary ≥ 2 we are done.
Now we will give some technical statements for the case that n = 1
( Bm = Rm[X], one variable). These will be used in the proof of lemma
4.1.27 which will be the last step in the proof of theorem 4.1.16. This
is the only lemma in which one has to do a lot of (dirty) calculations;
one cannot avoid some hard work in some places. (At least, I cannot.)
Lemma 4.1.26.
1. If there exists some map Ek,d ∈ Cm where d ≥ 2 such that Ek,d
mod k+1 = (X + kXd) then there exists a map F ∈ Cm such
that
F mod k+2 = (X + k+1
s∑
i=0
hiX
i)
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and hd = 1.
2. If there exists a map F ∈ Cm with
F mod k+1 = (X + k
s∑
i=1
hiX
i)
where s > d, hd = 1 (d ≥ 2) then there exists some F˜ ∈ Cm
satisfying
F˜ mod k+1 = (X + k
s∑
i=1
h˜iX
i)
where h˜d = 1, h˜s = 0 (and if hi = 0 then h˜i = 0).
Proof.
1. Choose some c ∈ C. Let a ∈ C be such that ad−1 = c. Then
(a−1X)Ek,d(aX) = (X + ckXd) mod k+1.
So we have Ek,d,c ∈ Cm such that Ek,d,c mod k+1 = (X+ckXd)
for any c ∈ C. Now choose α ∈ Rm such that α = 1 + c
for some c ∈ C. Notice that αd mod 2 = 1 + cd and α−d
mod 2 = 1 − cd (in fact, “analytically speaking” d could be
any real number). So now we have some F ∈ Cm such that
F mod k+2
= Ek,d,−1(α−1X)Ek,d,1(αX)
= (X − kXd − k+1G)(α−1X)(X + kXd + k+1H)(αX)
where G,H are certain polynomials ∈ C[X] and c ∈ C arbitrarily
chosen. But writing out the last equation we get:
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F mod k+2
= (X − kXd − k+1G(X))(α−1X)
(X + kXd + k+1H(X))(αX)
= (α−1X − kα−dXd − k+1G(α−1X))
(αX + kαdXd + k+1H(αX))
= (α−1X − k(1− cd)Xd − k+1G(X))
(αX + k(1 + cd)Xd + k+1H(X))
= (α−1X − kXd + k+1(cdXd −G(X)))
(αX + kXd + k+1(cdXd + H(X)))
= (X + α−1kXd + α−1k+1(cdXd + H(X)))+
−k(αX + kXd)d + k+1(cd(αX)d −G(αX)))
= (X + (1− c)kXd + k+1(cdXd + H(X)))+
−k((1 + c)X + kXd)d + ek+1(cdXd −G(X)))
= (X + kXd + k+1((cd− c)Xd + H(X))+
−k(X + cX + kXd)d + k+1(cdXd −G(X)).
Now we have to diﬀerentiate between k = 1 and k > 1 since in
the latter case k(X+cX+kXd)d = kXd+dck+1Xd mod k+2
and in the case k = 1 one has k(X + cX + kXd)d = (X +
c(X + Xd))d = (Xd + dXd−1(X + Xd)) mod 2 = Xd +
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2(dXd + dX2d−1). Let us do the case k > 1:
F mod k+2
= (X + kXd + k+1((cd− c)Xd + H(X))+
−k(X + cX + kXd)d + k+1(cdXd −G(X))
= (X + kXd + k+1((cd− c)Xd + H(X))+
−(kXd + dck+1Xd) + k+1(cdXd −G(X))
= (X + k+1((−c)Xd + H(X)) + k+1(cdXd −G(X))
= (X + k+1((−c + cd)Xd + H(X)−G(X)).
Since c is completely free (and G,H are ﬁxed) we can obtain the
desired result. The case k = 1 is not really diﬀerent: replace
“H(X)−G(X)” by “H(X)−G(X)−dX2d−1” and observe that
the coeﬃcient of Xd equals 2(2cd− c− d).
2. Choose some c ∈ C such that cs−1 = −1 and cd−1 = −1. Now
let F ′ := (c−1X)F (cX)F . Then
F ′ mod k+1
= (c−1X)(X + k
∑s
i=1 hiX
i)(cX)(X + k
∑s
i=1 hiX
i)
= (X + k
∑s
i=1 giX
i)(X + k
∑s
i=1 hiX
i)
= (X + k
∑s
i=1 giX
i + k
∑s
i=1 hiX
i)
where gi := c
i−1hi. Deﬁne h′i := gi + hi for all i. Then h
′
s =
gs + hs = c
s−1hs + hs = −hs + hs = 0. Also if hi = 0 then gi = 0
and hence h′i = 0. Furthermore h
′
d = gd + hd = c
d−1hd + hd =
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(cd−1 + 1) = 0. Choose a ∈ C such that ad−1 = (cd−1 + 1)−1.
Now deﬁne F˜ := (a−1X)F ′(aX). Then
F˜ mod k+1
= (a−1X)(X + k
∑s−1
i=1 h
′
iX
i)(aX)
= (X + k
∑s−1
i=1 a
i−1h′iX
i)
= X + k
∑s−1
i=1 h˜iX
i
where h˜i := a
i−1h′i. Hence h˜d = 1, and if h
′
i = 0 then h˜i = 0.
Lemma 4.1.27. For the case n = 1 ( Bm = Rm[X], one variable)
we have for any k, d ∈ N that there exists some Ek,d ∈ Cm such that
Ek,d = (X + 
kXd) mod k+1.
Proof. Notice that for d = 0, 1 we can refer to lemma 4.1.19. So let
d > 1. This lemma will be done by induction.
Suppose for any k′ < k we have maps Ek′,d as in the theorem.
Suppose for any d′ < d we have maps Ek,d′ as in the theorem.
We have to prove that we can construct a map Ek,d. By induction we
have some map Ek−1,d. So by lemma 4.1.26.1 we get some map F of
the form
F mod k+1 = X + k
s∑
i=0
hiX
i
where hd = 1. Now by applying lemma 4.1.26.2 several times we have
constructed a map F ′ which looks like
F ′ mod k+1 = X + k
d∑
i=0
hiX
i.
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By induction we have maps Ek,d−1, . . . , Ek,1, Ek,0. Now deﬁne for any
c ∈ C the maps Ek,d,c := (X + ckXd) mod k+1 = (a−1X)Ek,d(aX)
where a ∈ C such that ad−1 = c. Now using lemma 4.1.21 a few times
we have
F ◦ Ek,d−1,−hd−1 ◦ Ek,d−2,−hd−2 ◦ · · ·
· · · ◦ Ek,2,−h2 ◦ (X − h1kX) ◦ (X − h0k) mod k+1 = (X + kXd)
and hence we are done by induction.
Proof. (of theorem 2) Lemma 4.1.27 gives us the ability to construct
maps as required in lemma 4.1.25. (The fact that lemma 4.1.27 is in
one dimension is of no consequence, that was just to make notations
easier.) Since the requirements of lemma 4.1.25 are fulﬁlled, we are
done.
4.2 Endomorphisms over ﬁnite ﬁelds
The results in this section have been published in [Mau01].
4.2.1 Introduction
Though many Theorems about polynomial maps are true for an arbi-
trary ﬁeld, or an arbitrary algebraically closed ﬁeld, these Theorems
are mostly used for the characteristic zero case, or more speciﬁcally,
the complex numbers. However, it might be interesting to study poly-
nomial maps over characteristic p > 0, or even over ﬁnite ﬁelds. Some
research in this direction has been done, see for example [Nou81],
[Adj95], [ADE92], [Ess00] (chapter 10 paragraph 3). The case that we
are considering, the automorphism group, or the tame automorphism
group, over a ﬁnite ﬁeld might be very useful, as can be seen in the
paper [Moh99]. In fact, it might be one of the few useful applications
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of polynomial mappings in the “real” world of “money, economics and
data travel” : in [Moh99] a method is given on how to encrypt data
using the tame automorphism group over a ﬁnite ﬁeld. Therefore, a
theoretical approach of the automorphism group or tame automor-
phism group over a ﬁnite ﬁeld can give a good foundation for similar
applications. Also it might induce some ideas on already standing
conjectures over the complex numbers, like the tame generators con-
jecture. The last conjecture has recently been solved by Shestakov
and Unirbaer ([SU02a], [SU02b]).
4.2.2 Bijections induced by automorphisms over
Fpn
Deﬁnition 4.2.1. Let k be a ﬁeld, A := k[X1, . . . , Xn].
P(kn) is the set of all maps kn −→ kn.
B(kn) ⊂ P(kn) is the set of all bijections kn −→ kn.
E : Endk(A) −→ P(kn) is the map sending F ∈ Endk(A) (F =
(F1, . . . , Fn) ∈ An) to the map E(F ) : kn −→ kn deﬁned by
E(F )(α1, . . . , αn) := (F1(α1, . . . , αn), . . . , Fn(α1, . . . , αn)).
Aut(k, n) := {F ∈ Endk(A) | E(F ) ∈ B(kn)}.
Autk(A) := the group of automorphisms ofA (i.e. Autk(A) ⊂ Endk(A)).
T (k, n) is the tame automorphism subgroup of Autk(A). As usual,
“#S” will denote the number of elements in a ﬁnite set S.
Remark: Aut(k, n) is in general larger than Autk(A): in case k
is a ﬁnite ﬁeld of pn elements, let ϕ := (Xp
n
1 , X2, . . . , Xn). Then the
map E((Xpn1 , X2, . . . , Xn)) is a bijection kn −→ kn but ϕ is not an
invertible element of Endk(A).
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In this article we will try to answer the question whether E(Autk(A)) =
B(kn). The case that k is inﬁnite is easy:
Lemma 4.2.2. If k is not a ﬁnite ﬁeld then E(Aut(k, n)) (and hence
E(Autk(A))) is smaller than B(kn).
Proof. Suppose F = (F1, . . . , Fn) is a polynomial map k
n −→ kn inter-
changing (0, . . . , 0) and A := (1, 0, . . . , 0), and the identity anywhere
else. Then Fi −Xi is a polynomial map kn −→ k which is zero every-
where in case i ≥ 2 or zero almost everywhere in case i = 1; over an
inﬁnite ﬁeld this implies Fi − Xi = 0, thus F = I, contradiction for
F (0, . . . , 0) = (0, . . . , 0).
The case that k is a ﬁnite ﬁeld has a surprising result:
Theorem 4.2.3. Let k be a ﬁnite ﬁeld.
(i). #E(T (k, 1)) = #B(k)/(#k − 2)!, so only if k = F2,F3 then
E(T (k, 1)) = B(k).
(ii). If n ≥ 2 and Char(k) = 2 or k = F2 then E(T (k, n)) = B(kn).
(iii). If n ≥ 2 and k = F2m where m ≥ 2 then #E(T (k, n)) =
#B(kn)/2. In fact, E(T (k, n)) is the alternating subgroup Al
of the symmetric group Sl ∼= B(kn) where l = #kn.
The proof will go in several steps. First observe that B(kn), with as
operation composition of maps, is isomorphic to the symmetic group
Sl where l = (#k
n), since every bijection σ ∈ B(kn) can be seen as a
permutation of elements in kn. This enables us to use a Theorem of
Jordan:
Deﬁnition 4.2.4. Let G be a transitive subgroup of Sn. G is called a
primitive subgroup if there exist no two elements i, j ∈ {1, . . . , n} such
that for any g ∈ G we have either {g(i), g(j)} = {i, j} or {g(i), g(j)}∩
{i, j} = ∅.
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Theorem 4.2.5. Let G be a primitive subgroup of Sn. Suppose G
contains a 3-cycle. Then G contains the alternating subgroup An.
For a proof, see [IZ95].
Deﬁnition 4.2.6. Let k be a ﬁnite ﬁeld, and let α = (α1, . . . , αn) ∈
kn, b ∈ k. Let
fi :=
∏
a ∈ k
a = αi
(Xi − a) ∈ k[Xi].
Let λ := f1(α1) · · · fn(αn). Then deﬁne
f(α,b) := bλ
−1
n∏
i=1
fi(Xi).
Notice f(α,b)(α) = b and f(α,b)(β) = 0 for all β ∈ kn\{α}.
Deﬁnition 4.2.7. Let k be a ﬁnite ﬁeld.
(i). Let α ∈ kn−1, b ∈ k. Then deﬁne
σ(α,b) :=
(
X1 + f(α,b)(X2, . . . , Xn), X2, . . . , Xn
)
.
(ii). Let i ∈ {2, . . . , n}. Deﬁne
σi :=
(
Xi, X2, . . . , Xi−1, X1, Xi+1, . . . , Xn
)
,
the map interchanging Xi and X1.
(iii). Choose some a ∈ k∗ such that {1, a, a2, . . .} = k∗. Deﬁne
τ := (aX1, X2, . . . , Xn).
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(iv). Let G be the subgroup of T (k, n) generated by the σ(α,b), the σi,
and τ .
Lemma 4.2.8. E(G) = E(T (k, n)).
Proof. We need to show that (1) for any f ∈ k[X2, . . . , Xn] we have
σ ∈ G such that E(σ) = E(X1 + f,X2, . . . , Xn), and that (2) for each
linear map L we have some σ ∈ G such that E(σ) = E(L).
Part (1): Let ζ := (X1 + f,X2, . . . , Xn) for some f ∈ k[X2, . . . , Xn].
Notice that σ(α′,b′)σ(α′′,b′′) = σ(α′′,b′′)σ(α′,b′) = (X1+g,X2, . . . , Xn) where
g ∈ k[X2, . . . , Xn] satisﬁes (in case α′ = α′′) g(α′) = b′, g(α′′) = b′′.
In the same way we see that if we deﬁne σ to be the composition of
all σ(α,f(α)), where α runs through k
n−1 then σ = (X1+ g,X2, . . . , Xn)
and g(α) = f(α) for all α ∈ kn−1. Thus E(σ) = E(ζ).
Part (2): Since σiτ
mσi = (X1, . . . , Xi−1, amXi, Xi+1, . . . , Xn) and
{1, a, a2, . . .} = k∗ we can get any map Li,λ :=
(X1, . . . , Xi−1, λXi, Xi+1, . . . , Xn) where λ ∈ k∗ is arbitrary. It is well-
known that these maps, together with the maps σγ := (X1 + γ2X2 +
. . . + γnXn, X2, . . . , Xn) where γ := (γ2, . . . , γn) ∈ kn−1, generate the
linear maps. By part (1) there exists for each γ ∈ kn−1 a map µγ ∈ G
such that Eσγ = Eµγ, and that suﬃces to prove (2).
Lemma 4.2.9. Let k be a ﬁnite ﬁeld. Let G be as in Deﬁnition
4.2.7(iv). Then
(i). E(G) is a primitive group,
(ii). E(G) contains a 3-cycle.
Proof.
(i): The fact that E(G) is transitive follows from the fact that G
contains all linear bijections kn −→ kn. So it suﬃces to show that
for arbitrary r = (r1, . . . , rn), s = (s1, . . . , sn) ∈ kn, r = s there exists
some σ ∈ G such that σ(r) = r, σ(s) = s. Let i ∈ {1, . . . , n} such
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that ri = si. If i ≥ 2 then we take the map σ(α,1) where α ∈ kn−1 is
the n− 1-tuple of the last n− 1 coordinates of r = (r1, α) ∈ kn. Then
σ(α,1)(r) = (r1 + 1, α) and σ(α,1)(s) = s. In case i = 1 we can take
σ2σ(α,s)σ2 for some other appropriate r, s.
(ii): Let o:= (0, . . . , 0) ∈ kn−1 and let
σ := σ(o,1) =
(
X1 + f(o,1)(X2, . . . , Xn), X2, . . . , Xn
)
,
µ := σ2σσ2 =
(
X1, X2 + f(o,1)(X1, X3, . . . , Xn), X3, . . . , Xn
)
.
Then σ is the identity outside the set V1 := {(a, 0, . . . , 0) | a ∈ k} and
µ is the identity outside the set V2 := {(0, a, 0, . . . , 0) | a ∈ k}. Both σ
and µ are cyclic of order Char(k) on V1 resp. V2. Let ζ := σ
−1µ−1σµ.
Then ζ acts trivially on kn\(V1∪V2) and nontrivially only on a subset
of V1 ∪ V2. Now if α ∈ V2, σ(α) ∈ V2 then one can easily check (using
the fact that µ only works on elements of V2) that ζ(α) = α. Also
if α ∈ V1, µ(α) ∈ V1 then one can easily check (using the fact that σ
only works on elements of V1) that ζ(α) = α. Thus the only cases left
are:
1) α ∈ V2, σ(α) ∈ V2 ( then α equals the element A := (−1, 0, . . . , 0)),
2) α ∈ V1, µ(α) ∈ V1 (then α equals the element B := (0,−1, 0, . . . , 0)),
3) α ∈ V1, α ∈ V2 (then α equals the element O := 0).
Notice σ(A) = O, σ(B) = B, µ(B) = O, µ(A) = A, σ(O) ∈ V2, µ(O) ∈
V1. Using this we see that ζ(A) = B, ζ(B) = O, ζ(O) = A, hence ζ is
a 3-cycle.
Now we are ready for the proof of the main result:
Proof. (of Theorem 4.2.3) We will use notations as in Deﬁnition 4.2.7.
We will view B(kn) as a subgroup of Sqn where q = #k. By Theorem
4.2.5, Lemma 4.2.8 and Lemma 4.2.9 we see that Aqn is a subgroup of
E(G) = E(T (k, n)).
(i) Case n = 1: T (k, 1) consists only of the linear maps x −→ bx + c
where b ∈ k∗, c ∈ k. These maps are all diﬀerent bijections, so these
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are #k∗ × #k = (q − 1)q diﬀerent maps. Since #B(k) = (#k)! the
result follows.
(ii) Case n ≥ 2, Char(k) = 2: If we can ﬁnd σ ∈ G such that
E(σ) ∈ Aqn , then E(G) = Sqn ; in other words, ﬁnd σ ∈ G such that
the sign of E(σ) is -1. Our claim is: τ is such an element. τ (or E(τ))
has order q − 1 and consists of a number of separate (q − 1)-cycles:
for each α ∈ kn−1 a separate cycle in the set Vα := {(b, α) | b ∈ k∗}.
Hence qn−1 cycles of order q − 1. Now a cycle of order q − 1 has sign
−1 since q − 1 is even. Since q is odd, qn−1 is odd too, hence the sign
of τ is -1.
Case n ≥ 2, k = F2: In this case we can ﬁnd another element of sign
-1, namely σ(o,1) where o= (0, . . . , 0) ∈ kn−1. This map acts nontriv-
ially only on (0, . . . , 0) and (1, 0, . . . , 0); it interchanges them. Hence
the sign is -1. The rest is the same as the previous case.
(iii) Case n ≥ 2, k = Fq = F2r , r ≥ 2: We will show that every
generator of G has sign 1, so E(G) = Aqn.
1) σ2(α,b) = (X1 + 2f(α,b), X2, . . . , Xn) = Id, (since 2 ≡ 0 mod (2)).
Hence σ(α,b) consists only of 2-cycles. If we count the number of el-
ements which stay invariant, then we know how many 2-cycles. The
set of non-invariant elements is V := {(a, α) | a ∈ k}, hence we have
#V/2 = 2r/2 = 2r−1 2-cycles. Since 2r−1 is even ( for r ≥ 2), the sign
of σ(α,b)is 1.
2) σ2i = Id, hence σi consists of only 2-cycles too. Let us look at σ2.
This map leaves V := {(a, a, α) | a ∈ k, α ∈ kn−2} invariant. Hence we
have (#kn −#V )/2 = ((2r)n − (2r)n−1)/2 = 2rn−r−1(2r − 1) 2-cycles.
This number is also even (since rn− r− 1 ≥ 2 for n, r ≥ 2) hence the
sign is 1.
3) τ has order 2r−1 and consists of a number of (2r−1)-cycles. These
cycles have sign 1, hence τ has sign 1.
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4.2.3 Conclusions
Using Theorem 4.2.3 we can also completely deﬁne all zero sets of coor-
dinates over ﬁnite ﬁelds. Z(F ) will be the zero set of F , and k a ﬁnite
ﬁeld of q elements. A coordinate is an element F ∈ k[X1, . . . , Xn] such
that there exist F2, . . . , Fn ∈ k[X1, . . . , Xn] satisfying k[F, F2, . . . , Fn] =
k[X1, . . . , Xn].
Corollary 4.2.10. A set S ⊆ kn is a zero set of a coordinate F ∈
k[X1, . . . , Xn] if and only if #S = q
n−1.
Proof. The case n = 1 is trivial, since every coordinate is of the form
aX1 + b where a ∈ k∗. So let n ≥ 2 and deﬁne V0 := {(0, α) | α ∈
kn−1}. S being the zero set of a coordinate is equivalent to having
an automorphism ϕ satisfying ϕ(S) = V0 (the ﬁrst component of ϕ
will be the coordinate). The “only if”-part of corollary 4.2.10 follows
from the fact that ϕ induces a bijection kn −→ kn, and thus #S =
#ϕ(S) = #V0. Conversely we need to ﬁnd an invertible polynomial
map ϕ satisfying ϕ(S) = V0. In other words, we need to ﬁnd a bijection
B which sends S to V0 and is induced by an invertible polynomial map
ϕ (i.e. B := E(ϕ)). Using Theorem 4.2.3, in case q = 2 or q = pr
where p > 2 we can ﬁnd such a bijection B. In case q = 2r, r ≥ 2
we show that there exists an even bijection which sends S to V0. We
can achieve this by taking two elements a, b ∈ kn\(S ∪ V0), a = b
(this is possible since q > 2, n > 1) and then taking a bijection B
sending S to V0 and the identity on k
n\(S ∪ V0 ∪ {a, b}) and then
either interchanging a and b or sending a to a and b to b.
Notice that the ﬁrst two results of Theorem 4.2.3 are also true if
we replace T (k, n) by Autk(A); the third one is unclear, however: if
that one is not true, it would give an easy counterexample against the
-former- Tame Generators Conjecture, which stated that for any ﬁeld
k and any positive integer n, Autk(A) = T (k, n):
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Corollary 4.2.11. (of Theorem4.2.3) Suppose k = F2r where r ≥ 2
and F ∈ Autk(A) such that E(F ) ∈ Sl\Al, l = #k. Then Autk(A) =
T (k, n):
Such a counterexample over F2r might even induce a counterexam-
ple over C, but that’s not clear.
4.3 Dynamically trivial maps
The results in this section are joint work of J-Ph. Furter and the
author.
4.3.1 Introduction
The Linearisation Conjecture asserts that if F ∈ AutC(C[n]) and F s =
I (s ∈ N∗), then F is linear up to conjugation (i.e. there exists some
ϕ ∈ AutC(C[n]) such that ϕFϕ−1 is linear).
One could also consider similar cases, like what polynomial endo-
morphisms satisfy F s = 0 for some s ∈ N∗, or F s = F . In the case
that F s = I one may say that “F is a zero of the polynomial T s− 1”.
The other two cases, F s = F and F s = 0 can also be seen as F being
the zero of a polynomial Q(T ) ∈ C[T ]. Comparing things from linear
algebra, if A is a linear map, then there exists a minimum polynomial
mA ∈ C[T ] such that mA(A) = 0. From this polynomial all kinds of
information about the map A can be deduced, for example, the in-
vertibility of the map A. It is an interesting question to classify all
endomorphisms which are zero of some polynomial, and also to clas-
sify which polynomials can occur as “minimum polynomial” of some
endomorphism.
The minimum polynomials of such endomorphisms may be even
useful in the Jacobian Conjecture, as we can conclude that an endo-
morphism is non-invertible if and only if T does divide the minimum
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polynomial Q(T ). In this context it is useful to ask that if F is no zero
of some polynomial, does there exist a ( tame) base change (i.e. some
(tame) automorphism ϕ) such that ϕF is a zero of a polynomial?
Dynamically, such endomorphisms are trivial, since their iterates
are contained in a ﬁnite dimensional vectorspace. So a good name for
such endomorphisms from the dynamical systems point of view can be
“dynamically trivial”, a name which we uphold (though purely alge-
braically they might be called “locally ﬁnite polynomial mappings”).
This section is an attempt at tackling some of the problems occur-
ing near the above questions.
4.3.2 Deﬁnitions and the ideal IF
Deﬁnition 4.3.1. (i). We say that F ∈ End(n) is a zero of m(T ) =
adT
d + . . .+ a1T + a0 ∈ C[T ] if adF d + . . .+ a1F + a0I = 0. We
will write adF
d + . . .+ a1F + a0I = m(F ) = m(T )|T=F .
(ii). If F satisﬁes such a relation adF
d+. . .+a1F+a0I = 0 where not
all ai are zero, we say F is a dynamically trivial polynomial
mapping.
Deﬁnition 4.3.2. If F ∈ (C[n])n then we will write IF := {m(T ) ∈
C[T ] | m(F ) = 0}.
Theorem 4.3.3. IF is an ideal of C[T ].
Proof. We need to show (1) that if m1,m2 ∈ IF then m1 + m2 ∈ IF
(follows from lemma 4.3.4.2) and (2) if m ∈ IF , P ∈ C[T ] then Pm ∈
IF . Write P =
∑k
i=0 aiT
i. We know by lemma 4.3.4.1 that aiT
im ∈ IF .
4.3.4.2 then tells us that
∑k
i=0 aiT
im ∈ IF , hence Pm ∈ IF .
Lemma 4.3.4.
(i). If F is a zero of m(T ) then F is a zero of T sm(T ) where s ∈ N.
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(ii). If F is a zero of m1(T ) and m2(T ) then F is a zero of (m1 +
m2)(T ).
Proof. i) Take m(F ) = 0. Then 0 = (m(F )) ◦F s = (T sm(T ))|T=F . ii)
Easy.
Since IF is an ideal in C[T ], it is generated by one element, let’s
call it mF (T ). If one chooses the element to be monomial (highest
coeﬃcient equals 1), then it is unique. We can give it a nice name:
Deﬁnition 4.3.5. mF is the minimum polynomial for F , if it exists.
Deﬁne mF = 0 in case IF = {0}.
Lemma 4.3.6. Let ϕ ∈ Aut(n). Then
(i). F ∈ C[n] dynamically trivial ⇐⇒ ϕ−1Fϕ dynamically trivial ,
(ii). if ϕ is linear, then mF = mϕ−1Fϕ.
Proof. (ii) is easy, and (i) will follow from the equivalence of (a) and
(a’) in theorem 4.3.11.
4.3.3 det(JF ) and mF (0) of dynamically trivial maps
Lemma 4.3.7. If F ∈ End(n) is a dynamically trivial mapping then
the following are equivalent:
(i). F is invertible
(ii). mF (0) ∈ C∗
Proof. If F is invertible and m(F ) = 0 for some m = 0 satisfy-
ing m(0) = 0, then (T−1m(T ))|T=F = m(F ) ◦ F−1 = 0 hence the
polynomial mF must satisfy mF (0) = 0 for otherwise it would not
be of lowest degree. The other way around, if mF (0) = 0 then
F−1 = (mF (0)T )−1(mF (0)−mF (T ))|T=F .
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Write JF for the Jacobian matrix of F .
Lemma 4.3.8. If F is dynamically trivial and not invertible then
det(JF ) = 0.
Proof. We ﬁnd mF (T ) of lowest degree such that mF (F ) = 0. By
lemma 4.3.7 we know that mF (0) = 0. Thus T divides mF (T ). Write
Q(T ) := T−1mF (T ). Then we know 0 = mF (F ) = Q(F )◦F . Since mF
is the minimum polynomial, Q(F ) = 0. This means that (writing F =
(F1, F2, . . . , Fn)) that F1, . . . , Fn are algebraically dependent. This last
statement is well-known to be equivalent to det(JF ) = 0.
Corollary 4.3.9. If F ∈ End(n) is dynamically trivial then det(JF ) ∈
C.
Corollary 4.3.10. The Jacobian Conjecture is true for dynamically
trivial F ∈ End(n).
4.3.4 Equivalent formulations
Theorem 4.3.11. Let F ∈ End(n) be a polynomial map. Then the
following are equivalent:
(a) F is a dynamically trivial map (mF = 0),
(a’) The sequence {deg(F k)}k∈N is bounded,
(a”) The map F is a locally ﬁnite map on the C-vectorspace (C[n])n,
(a”’) The map EF := (F
∗ − I∗) ∈ End(n) sending g −→ g(F )− g is
a locally ﬁnite map on the C-vectorspace (C[n])n,
Proof. (a)←→(a’): Assuming (a), we can deduce that F n =∑n−1i=0 ciF i
for some n ∈ N, ci ∈ C. But now for any m ∈ N, F n+m can be ex-
pressed as a C-linear combination of F n−1, . . . , F, I, which means that
the sequence {deg(F k)}k∈N is bounded. On the other hand, if the se-
quence {deg(F k)}k∈N is bounded, then there must be some n ∈ N such
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that there is a C-linear dependence between F n, F n−1, . . . , F, F 0.
(a’)−→(a”): we need to prove that for any g ∈ C[n] the vectorspace
Vg := span{g, g(F ), g(F 2), . . .} is ﬁnite dimensional. But since
{deg(F k)}k∈N is a bounded sequence, this is the case.
(a”)−→(a’): VXi := span{Xi, Fi, Fi(F ), Fi(F 2), . . .} is a ﬁnite dimen-
sional vectorspace, so {deg(Fi(F k))}k∈N is a bounded sequence. Thus
{F k} is a bounded sequence.
(a”)←→(a”’): Wg := span{g, EF (g), E2F (g), . . .} = span{g, g−g(F ), g−
2g(F )+ g(F 2), . . .}. One can see that Wg = Vg for any g ∈ C[n]. Since
Wg = Vg we have equivalence of F
∗ locally ﬁnite if and only if EF is
locally ﬁnite.
The following concerns a missing link:
Conjecture 4.3.12. Let F ∈ End(n) be a polynomial map. Then
the following are equivalent:
(b) F is dynamically trivial and invertible,
(b’) F = exp(D) where D is some locally ﬁnite derivation D (and
hence F is invertible with inverse exp(−D)).
Notice that (b′) −→ (b) is true: if D is locally ﬁnite and Vg :=
span{g,D(g), D2(g), . . .} then exp(λD)(g) ∈ Vg for any λ ∈ C. There-
fore, exp(kD) is a locally ﬁnite map on C[n] for any k ∈ N, and by
4.3.11 (a”) we have F is dynamically trivial. F is invertible since
exp(−D) is the inverse.
Lemma 4.3.13. The following are equivalent:
(c) The map EF is locally nilpotent,
(c’) The map D :=
∞∑
i=1
(−1)i+1
i
EiF is well-deﬁned and is locally nilpo-
tent,
(c”) F ∗ = exp(D) of some locally nilpotent derivation D.
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Proof. Equivalence of (c),(c’), and (c”) is shown in [Ess00] pages 44-45,
in particular proposition 2.1.3 .
Remark 4.3.14. (c′′) −→ (b′) −→ (a) and the ﬁrst and last arrow
cannot be reversed.
Proof. It is clear that (c”) implies (b’), but (b’) does not imply (c”).
Assuming (b’) we also have (b), which implies (a). Now F = (X +
XY, 0) satisﬁes (a’) but not (b) or (b’) since F is not invertible.
4.3.5 Nilpotent maps
Lemma 4.3.15. If F ∈ (C[n])n satisﬁes Fm = 0 for some m ∈ N,
then F n = 0.
Proof. Let us endow Cn with the Zariski topology. If k ≥ 0, let us set
Vk := F k(Cn), the Zariski closure of F
k(Cn). Since F is a continuous
map, F (Cn) is irreducible, by [Spr81] lemma 1.2.3 (ii). Thus Vk is
irreducible and closed. We also have
Vk+1 = F (Vk) ⊆ F k(F (Cn)) ⊆ F k(Cn) = Vk,
so we have a chain Cn = V0 ⊇ V1 ⊇ V2 ⊇ . . . ⊇ Vm = 0. Suppose that
dim(Vk) = dim(Vk+1) ≥ 1 for some k ∈ N. Since Vk as well as Vk+1
are irreducible, Vk = Vk+1. Then Vk+2 = F (Vk+1) = F (Vk) = Vk+1 and
thus the chain becomes stationary; which is a contradiction with the
fact that Vm = 0. Therefore, the dimension of the Vk must decrease
each step, which implies that dim(Vn) = 0. Thus F
n = 0.
4.3.6 Dynamically trivial maps and l.r.s.
Dynamically trivial endomorphisms are closely linked with linear re-
currence sequences. Actually, if F is dynamically trivial, then {F k}k∈N
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is a l.r.s. ! Furthermore, the language of linear recurrence sequences
(l.r.s. for short) will be a very useful tool to handle some computations
to come.
Let F be an endomorphism of Cn. We can deﬁne complex se-
quences Fi,α for
1 ≤ i ≤ n and α = (α1, . . . , αn) ∈ Nn, by the following equality
(for each non negative integer k) :
F k =
(∑
α∈Nn
F1,α(k)X
α, . . . ,
∑
α∈Nn
Fn,α(k)X
α
)
,
where we set Xα := Xα11 . . .X
αn
n if α = (α1, . . . , αn).
In other words, Fi,α(k) is the coeﬃcient of X
α of the i-th coordinate
of F k.
The following theorem is straightforward.
Theorem 4.3.16. Let F be an endomorphism of Cn and let P (T ) be
a monic polynomial of C[T ], then the three following assertions are
equivalent :
(i). P (F ) = 0 ;
(ii). the sequence {F k}k∈N of End(n) is a l.r.s. with characteristic
polynomial P ;
(iii). for each i ∈ {1, . . . , n}, α ∈ Nn, the sequence {Fi,α(k)}k∈N is a
complex l.r.s. with characteristic polynomial P .
Lemma 4.3.17. Let {Fk}k∈N be a l.r.s. of endomorphisms Fk ∈
End(n) of type Ω. Let ϕ ∈ End(n) and d := deg(ϕ). Then {Fkϕ}k∈N
is a l.r.s. of type Ω and {ϕFk}k∈N is a l.r.s. of type Σ := Ω ∪ Ω2 ∪
. . . ∪ Ωd.
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Proof. By deﬁnition we ﬁnd k ∈ N and a0, . . . , an−1 ∈ C such that
Fm+k = am−1Fm+k−1 + . . . + a0Fm for all m ∈ N. Thus Fm+kϕ =
am−1Fm+k−1ϕ + . . . + a0Fmϕ for all m ∈ N, so {Fkϕ}k∈N is a l.r.s. of
type Ω.
For the {ϕFk}k∈N sequence: let
ϕ =
(∑
λ1,αX
α, . . . ,
∑
λn,αX
α
)
.
Write F αk for (Fk)
α1
1 (Fk)
α2
2 · · · (Fk)αnn . Then for each i ∈ {1, . . . , n}, α ∈
Nn, {λi,α(Fk)α}k∈N is a l.r.s of type Ω#α by lemma 1.5.6. Sums of these
l.r.s. are hence of type Ω ∪ Ω2 ∪ . . . ∪ Ωd. Therefore, {ϕFk}k∈N is a
l.r.s. of the above type.
4.3.7 The n=2 case
In this section we will assume that any polynomial map F which
we consider will satisfy F (0) = 0. Also, if we say in this section
that something is an automorphism, we mean it to be an element of
AutC(C[X, Y ]). We will try to classify all dynamically trivial F ∈
(C[X, Y ])2 satisfying F (0) = 0 and give formulas for polynomials of
which they are zeroes.
For the case n = 2, we can give another equivalent formulation for
F to be an invertible dynamically trivial map:
Lemma 4.3.18. In case F ∈ Aut(C[X, Y ]) then F is a dynamically
trivial map if and only if deg(F 2) ≤ deg(F ).
Proof. In [Fur99] the quotient τ := deg(F 2)/deg(F ) is studied, and
it is shown that τ ≤ 1 if and only if {deg(F k)}k∈N is a bounded
sequence.
The Jung- van der Kulk theorem in connection with the above
theorem gives the following corollary:
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Corollary 4.3.19. If F is invertible and dynamically trivial, and
F (0) = 0, then F is triangularisable.
Proof. This is a consequence of proposition 5 in [Fur99], part (ii) −→
(i): it is shown that if deg(F 2) ≤ deg(F ) then F is conjugate to
an aﬃne map or an elementary one, and both are (conjugate to) a
triangular map (since F (0) = 0).
Main results
In this subsection we will just give the main results. For proofs we
refer to the following two subsections, “The invertible case” and “The
noninvertible case”.
Theorem 4.3.20. Let F be dynamically trivial. Then
(i). if F is invertible, there exists ϕ ∈ Aut(2) such that ϕFϕ−1 =
(aX + f(Y ), bY )
(ii). if F is not invertible, then there exists ϕ ∈ Aut(2) such that
ϕFϕ−1 = (aX + Y f(X, Y ), 0)
Proof. Combine corollary 4.3.19 (for (i) ) and lemma 4.3.29 (for (ii)
).
Theorem 4.3.21. If F is dynamically trivial and F (0) = 0, then
deg(mF (T )) ≤ deg(F ) + 1 and this bound is sharp.
Proof. Notice that remark 4.3.26 tells us that this bound is attained.
We split up in the case F invertible and F not invertible.
F invertible: In case F := (aX+f(Y ), bY ) for some F we see by lemma
4.3.25 that deg(mF ) ≤ d+ 1. If F is a linear conjugate of such a map
we use lemma 4.3.6 part (ii). In the other cases we use corollary 4.3.19
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and lemma 4.3.27 and using 4.3.24 we may assume d1 ≥ 2, d = d21d2
for some d1, d2 ∈ N, and deg(mf) ≤ #{(i, j) ∈ N2 | d2i+j ≤ d1d2}−1.
Now
−d21d2
2
− d1(d22 − 1)− 1 ≤ 0⇐⇒
d1(d2d1 + 1)− d2d1(d1+1)2 − 1− d21d2 ≤ 0⇐⇒(∑d1
i=0 d2(d1 − i) + 1
)− 1− d21d2 ≤ 0 ⇐⇒∑d1
i=0{j ∈ N | 0 ≤ j ≤ (d1d2 − d2i)} − 1− d21d2 ≤ 0 ⇐⇒
#{(i, j) ∈ N2 | d2i + j ≤ d1d2} − 1 ≤ d
and thus we are done for this case.
F not invertible: This is a direct consequence of lemma 4.3.29 and
lemma 4.3.31.
Theorem 4.3.22. (extension of Cayley-Hamilton for dynamically triv-
ial polynomial maps) Let F be dynamically trivial and F (0) = 0. Let
d := deg(F ) and let L be the linear part of F . Then F is a zero of
PF (T ) where
PF (T ) :=
∏
0 ≤ k ≤ d− 1
0 ≤ m ≤ d
(k,m) = (0, 0)
(
T 2 − (detLk)(TrLm)T + det(L2k+m)).
Proof. PF (T ) is of degree 2(d
2 + d− 1). Let a, b be the eigenvalues of
L. Then
T 2 − (detLk)(TrLm)T + det(L2k+m)
= T 2 − (akbk)(am + bm)T + a2k+mb2k+m
= (T − ak+mbk)(T − akbk+m).
We split up in the case F invertible and F not invertible.
F invertible: Looking at lemma 4.3.27 we see that PF (T ) divides the
polynomial MF (T ) shown there. Notice that these a, b in lemma 4.3.27
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really are the eigenvalues of the linear part of F .
F not invertible: Looking at lemma 4.3.31 we see that that PF (T )
divides the polynomial MF (T ) shown there. Notice that a and 0 are
the only eigenvalues of the linear part of F .
Remark 4.3.23. Notice that for d = 1 the above theorem indeed
gives the 2-dimensional case of the Cayley-Hamilton theorem.
The invertible case
Lemma 4.3.24. If F is invertible and triangularisable, then F =
ϕGϕ−1 for some triangular G and an automorphism ϕ, in such a way
that deg(F ) = deg(ϕ)2deg(G).
Proof. Using the well-known Jung-van der Kulk- theorem we can write
F = λ0τ1λ1 · · · τlλl where λi ∈ Aff(C, 2) (the aﬃne automorphism
group) and τi ∈ J(C, 2) (the de Jonquie`re group, or set of upper
triangular automorphisms), and deg(F ) =
∏
i deg(τi). Since F is tri-
angularisable, it must be that λ0 = λ
−1
l , τ1 = τ
−1
l , λ1 = λ
−1
l−1 etc. up to
the middle part, which is λl/2 in case l is even or τl/2+1/2 in case l is odd.
In the case that l is odd, take ϕ := λ0τ1λ1 · · ·λl/2−1/2, G := τl/2+1/2.
In case l is even, let L be a linear map such that Lλl/2L
−1 is upper
triangular, and take ϕ := λ0τ1λ1 · · · τl/2L−1, G := Lλl/2L−1 In both
cases the result follows easily from the fact that deg(ϕ−1) = deg(ϕ) =∑l/2−1 or l/2
i deg(τi).
Lemma 4.3.25. Let Fa,b := (aX + f(Y ), bY ) for some a, b ∈ C∗ and
f(Y ) ∈ C[Y ]. Let d := deg(f). Then Fa,b is a zero of (T − a)(T −
b)(T − b2) · · · (T − bd).
Proof. Let us consider F := (AX + f(Y ), BY ) where A,B are vari-
ables, and f(Y ) :=
∑d
i=1 CiY
i where the Ci are variables as well. De-
ﬁne Q(T ) := (T −A)(T −B)(T −B2) · · · (T −Bd). We ﬁrst show that
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((F n)1)n∈N and ((F n)2)n∈N are linear recurrent sequences satisfying
Q(T ). In other words, we have to show that for i = 1, 2 and each α ∈
N2 the sequences ((F n)i,α)n∈N are l.r.s of type ω := {A,B,B2, . . . , Bd}.
Or more precisely, deﬁning R := C(A,B,C1, . . . , Cd), we must have
for i = 1, 2 and each α ∈ N2 that
{(F n)i,α}n∈N ∈ R ·
({An}n∈N)+ d∑
j=1
R · ({Bjn}n∈N).
By induction it is not diﬃcult to prove that F n := (AnX+f(Bn−1Y )+
Af(Bn−2Y ) + . . . An−1f(Y ), BnY ). Rewriting we get
F n :=
(
AnX +
∑n−1
i=0 A
if(Bn−1−iY ) , BnY
)
=
(
AnX +
∑n−1
i=0 A
i
∑d
j=1
(
Cj(B
n−1−iY )j
)
, BnY
)
=
(
AnX +
∑d
j=1CjY
j
∑n−1
i=0
(
Ai(Bj)n−1−i
)
, BnY
)
=
(
AnX +
∑d
j=1CjY
j (A
n−Bnj )
A−Bj , B
nY
)
= X
(
An, 0) +∑d
j=1
CjY j
A−Bj
(
An, 0
)
+∑d
j=1
CjY
j
A−Bj
(
(Bj)n, 0
)
+
Y (0, Bn).
So we are done in the case that we assume that A,B,C1, . . . , Cd are
variables. But now one can just specialise by substituting values; the
lemma is proven for any specialisation a, b, c1, . . . , cd ofA,B,C1, . . . , Cd
which has no relation a = bk for some k ∈ N. Since this proves the
lemma for a dense set of (a, b, c1, . . . , cd) ∈ C2+d the lemma follows
for all (a, b, c1, . . . , cd) ∈ C2+d. (If one appreciates it, one may also
assume A = Bk for some k ∈ N and recalculate the above formula for
F n.)
Remark 4.3.26. For some a, b ∈ C the above F has mF (T ) = (T −
a)(T − b)(T − b2) · · · (T − bd), i.e. deg(mF ) = deg(F )+ 1 (for example
a = 2, b = 3).
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Lemma 4.3.27. Let F = ϕGϕ−1 where G = (aX + f(Y ), bY ) for
some a, b ∈ C, f(Y ) ∈ C[Y ] and ϕ ∈ Aut(C[X, Y ]) with ϕ(0) = 0. Let
d2 := deg(G), d1 := deg(ϕ). Then F is a zero of
MF (T ) :=
∏
i, j ∈ N
(i, j) = (0, 0)
d2i + j ≤ d1d2
(T − aibj).
Proof. Let us begin with the case where a and the (bi)1≤i≤d2 are d2+1
distinct complex numbers. Therefore, by lemma 4.3.25, {Gk}k∈N is
a l.r.s. of type Ω := {a} ∪ {bi, 1 ≤ i ≤ d2}. By lemma 4.3.17
{ϕGkϕ−1}k∈N is a l.r.s. of type Σ = Ω ∪ Ω2 ∪ . . . ∪ Ωd1 . We ﬁnd that
Σ = {aibj , d2i + j ≤ d1d2, (i, j) = (0, 0)}, so that MF (F ) = 0.
In the general case, we use a density argument. Let f(Y ) ∈ C[Y ]
and ϕ ∈ C[X, Y ]2 be ﬁxed and let us call Fa,b (resp. Ma,b) what we
called before F (resp. MF ), to stress on the fact that a and b will
be parameters. We have already proven that if (a, b) ∈ C2 does not
belong to the hypersurface∏
1≤i≤d2
(A− Bi)×
∏
1≤i<j<d2
(Bi −Bj) = 0,
then Ma,b(Fa,b) = 0. Therefore, by density, this equality remains
true for any (a, b) ∈ C2.
Note. The underlying topology expressed by the word density is the
Zariski topology. However, the argument is unchanged if one takes
the transcendental topology. It essentially means that if a polynomial
R(a, b) satisﬁes R(a, b) ≡ 0 when (a, b) is outside a given hypersurface
of C2, then we have R(a, b) ≡ 0 on C2.
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The noninvertible case
Lemma 4.3.28. Let F ∈ C[X, Y ]2 such that F (0) = 0, F is dynami-
cally trivial , and F is not invertible. Then F = (p(u), q(u)) for some
u(X, Y ) ∈ C[X, Y ] and p(S), q(S) ∈ C[S] satisfying u(p, q) = λS some
λ ∈ C.
Proof. Assume F = (0, 0). Let mF (T ) be the minimum polynomial
such that mF (F ) = 0. By lemma 4.3.7 we have mF (0) = 0. Let
Q(T ) := T−1mF (T ). Since degT (Q) < degT (mF ) we have Q(F ) = 0.
But Q(F ) ◦ F = 0, and that implies we have a polynomial relation
between F1 and F2 (where F = (F1, F2)). Since F1, F2 ∈ C[X, Y ] it fol-
lows from Gordon’s lemma (see [Gor87]) that F1 = p(u), F2 = q(u) for
some u ∈ C[X, Y ] and p(S), q(S) ∈ C[S]. Since F (0) = 0 we may as-
sume u(0, 0) = p(0) = q(0) = 0. It follows that u ∈ C (since F (0, 0) =
0). Deﬁne L(S) := u(p(S), q(S)). Notice u(F ) = u(p(u), q(u)) =
L(u), and thus u(F i) = L(u(F i−1)) = L2(u(F i−2)) = . . . = Li(u).
And this means F i = (p(u), q(u)) ◦ F i−1 = (p(Li−1(u)), q(Li−1(u))).
Let mF (T ) := T
m+am−1Tm−1+. . .+a1T . (m ≥ 2 since F = (0, 0))
Let us look at the ﬁrst component of mF (F ):
0 = p(u(Fm−1)) + am−1p(u(Fm−2)) + . . . + a1p(u)
= p(Lm−1(u)) + am−1p(Lm−2(u)) + . . . + a1p(u) hence
(∗) 0 = p(Lm−1(S)) + am−1p(Lm−2(S)) + . . .+ a1p(S).
Looking at the second component of mF (F ) yields the equation 0 =
q(Lm−1(S)) + am−1q(Lm−2(S)) + . . .+ a1q(S). Observe that not both
p and q are constant (for then F = 0). Say deg(p) ≥ 1. Then (*) gives
deg(L(S)) ≤ 1. Since L(0) = u(p(0), q(0)) = u(0, 0) = 0 we see that
L(S) = λS for some λ ∈ C in all cases.
Lemma 4.3.29. If F ∈ C[X, Y ]2 such that F (0) = 0, F is dynami-
cally trivial , and F is not invertible then there exists an automorphism
ϕ and G := (aX + Y f(X, Y ), 0) such that F = ϕGϕ−1.
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Proof. We may assume that F = (0, 0). By lemma 4.3.28 we know
that F = (p(u), q(u)) and u(p, q) = λS, (with λ = 0 since F =
(0, 0)) as stated there. Thus the Abhyankar-Moh theorem tells us
there exists some automorphism ϕ such that ϕ(p(S), q(S)) = (S, 0).
Thus ϕFϕ−1 = ϕ(p(u), q(u))ϕ−1 = (u, 0)ϕ−1 = (u(ϕ−1), 0). Deﬁne
G := (r(X) + Y f(X, Y ), 0) := (u(ϕ−1), 0). By lemma 4.3.11 we know
that (deg(Gi))i∈N must be bounded. Since one can easily see that Gn =
(rn(X) + Y (. . .), 0) we must have r(X) of degree ≤ 1, i.e. r(X) = aX
for some a ∈ C (since F (0) = 0). Thus we are done.
Lemma 4.3.30. G := (aX + Y f(X, Y ), 0) is zero of T 2 − aT .
Proof. It is easy to see that G2 = aG.
Lemma 4.3.31. Let F := ϕGϕ−1 where G := (aX + Y f(X, Y ), 0).
Then F is a zero of MF (T ) := T (T − a)(T − a2) · · · (T − ad) where
d = deg(F ).
Proof. By lemma 4.3.28 we have F = (p(u), q(u)) where u(p, q) = aT .
Notice F n = (p(anu), q(anu)) for all n ≥ 1. Deﬁne Q := T (T −
a)(T − a2) · · · (T − ae) where e := max(deg(p(S)), deg(q(S))). Write
Q(T ) =
∑
ciT
i. Let pk(S) be the homogeneous part of degree k of
p(S) (i.e. pk(S) = λkS
k, qk(S) = µkS
k, some λk, µk ∈ C). Then
Q(ak) = 0∀k ∈ {1, . . . , e}
⇐⇒ ∑ ci(ak)i = 0∀k ∈ {1, . . . , e}
⇒ ∑ ciSk(ak)i(λk, µk) = 0∀k ∈ {1, . . . , e}
⇐⇒ ∑ ciSkaik(λk, µk)∀k ∈ {1, . . . , e}
⇐⇒ ∑ ci(pk(aiS), qk(aiS))∀k ∈ {1, . . . , e}
⇐⇒ ∑ ci(p(aiS), q(aiS)) = 0
⇐⇒ ∑ ci(p(aiu), q(aiu)) = 0
Q(F ) = 0.
Notice that e ≤ d.
112 CHAPTER 4. POLYNOMIAL MAPPINGS
Remark: In this case it is actually possible to calculate the mini-
mum polynomial (which we will not prove here). Deﬁne supp(
∑
λiS
i) :=
{i | λi = 0}, and deﬁne U := supp(p(S)) ∪ supp(q(S)). Remember
u(p(S), q(S)) = aT . Then
mF (T ) := T
∏
i∈U
(T − ai).
4.3.8 Questions and conjectures
Other generalisations in two variables
Of course, an interesting question could be if it would be possible to
ﬁnd some kind of “Cayley-Hamilton” for generic polynomial maps,
for example in two variables. Probably an extension should involve
a “nice” set S ⊂ C[X, Y ]2 such that for every F ∈ C[X, Y ]2 we ﬁnd
ϕi ∈ S such that
∑
i ϕi(F
i) = 0. What would one want as “nice”
properties for this set S?
Notice that the useful thing of Cayley-Hamilton for linear maps (
in which case, S = C · I) is the fact that the characteristic polyno-
mial describes when a map is invertible by its constant part. A nice
property!
Notice that if
∑
i ϕiF
i = 0 and ϕ0 is an automorphism, then F is
an automorphism having inverse (−ϕ0)−1
∑n
i=1 ϕiF
i−1. And if ϕ0 = 0
then either F is not invertible or
∑
i ϕiF
i−1 = 0. Aha, maybe we
could let S have the property (*) that if ϕ ∈ S then either ϕ is an
automorphism or ϕ = 0 !
Too bad, this doesn’t work. The largest possible set satisfying (*)
would be S1 := {0} ∪ Aut(C[X, Y ]), but it is not very diﬃcult to see
that, if F := (X2, Y 2) and ϕi ∈ S1 such that
∑
i ϕiF
i = 0 then ϕi = 0
for all i. So if we would ﬁnd a formula, it will not extend the property
(*). But, we still can pose:
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Question 4.3.32. Is there an “understandable” set S ⊂ C[X, Y ]2 and
a “magic formula” assigning to F ∈ C[X, Y ]2 a “formal” polynomial
PF (T ) :=
∑
i ϕiT
i for some ϕi ∈ S, such that
∑
i ϕi(F
i) = 0 and ϕ0
is invertible if and only if F is?
“Understandable” would mean, among other things, that we can
easily decide for polynomials in this set whether they are invertible or
not. (For example, the Jacobian Conjecture should hold for this set.)
The “magic formula” should only require the object ‘F ’ and not any
properties of F , just as in Cayley-Hamilton for linear maps.
Dimension 3 and up
In dimension 2 we have actually classiﬁed all dynamically trivial map-
pings: they are conjugates of linear maps or of triangular maps. (The-
orem 4.3.20). In higher dimensions we apparently ﬁnd more mappings:
if D is a locally ﬁnite derivation, then exp(D) is also a dynamically
trivial map (See Theorem 4.3.11 part (b’) ), and may not be triangu-
larisable (see [Bas84]). So a question we may ask is:
Question 4.3.33. What are the conjugacy classes of dynamically triv-
ial maps in C[X, Y, Z]3?
Also, we don’t have an extension of lemma 4.3.18. If F := (X +
Y 2, Y + Z2, Z) then deg(F 2) = 4 > deg(F ) = 2 but deg(F i) ≤ 4 all i,
hence F is dynamically trivial .
On this we can ask :
Question 4.3.34. If F ∈ Aut(Cn) is dynamically trivial , and d :=
deg(F ), does there exist a bound C(d) such that deg(Fm) ≤ C(d) all
m? Is C(d) := dn−1 a good guess?
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Chapter 5
Unsolved problems
It is a rare occasion that research solves more questions than arise
from it. Maybe inherent to research is asking so many questions that
it is inevitable that in the end one has more unanswered questions
than answered ones.
Mathematicians sometimes tend to be much more interested in
questions and conjectures than in theorems and lemmas. Therefore
this chapter sums up many questions and conjectures scattered through
the other chapters (and a few new ones).
The diﬃculty of the conjectures and problems is hard to say; many
of them are quite new, so an easy solution is very well possible. On
the other hand, some of them could be very hard.
Problem 1. Is the kernel of the derivation Y 2∂X +Z∂Y +T∂Z +W∂T
ﬁnitely generated?
Conjecture 2. Let D1, . . . , Dn−1 ∈ LND(C[n]) be linearly independent
over C[n]. such that for each 1 ≤ i < j ≤ n− 1 [Di, Dj] = 0 (i.e. they
commute). Then (C [n])D1,...,Dn−1 = C[f ] where f is a coordinate.
For the following conjecture, we must make some deﬁnitions. Let
I = (f1, . . . , fm) be an ideal in C
[n]. Let r ∈ C[n], deﬁne r¯ := r + I ∈
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C[n] and R := r + f1Y1 + . . . + fmYm ∈ C[n][Y1, . . . , Ym]. Then r¯ is a
generalized coordinate if R is a stable coordinate. We say r¯ is a
generalized slice if there exist p ∈ N such that R is a slice for some
derivation on C[n][Y1, . . . , Ym+p].
Conjecture 3. If C[n]/I ∼= C[d] some d then r¯ is a generalised co-
ordinate if and only if r¯ is a stable coordinate. Furthermore, r¯ is a
generalized slice if and only if r¯ is a generalized coordinate.
Conjecture 4. Let F be a ﬁnite ﬁeld of characteristic 2. Then every
F ∈ Aut(F[n]) is an even permutation of the set Fn.
Conjecture 5. All invertible dynamically trivial maps are of the form
exp(D) where D is a locally ﬁnite derivation.
Problem 6. What are the conjugacy classes of dynamically trivial
maps in dimensions 3 and up?
Problem 7. Describe the polynomial maps F ∈ End(C[n]) for which
we ﬁnd no ϕ ∈ Aut(C[n]) such that ϕF is dynamically trivial.
Problem 8. Find a set S ⊂ End(C[n]) for which the Jacobian Con-
jecture holds, and for each F ∈ End(C[n]) we have a polynomial∑m
i=0 ϕiT
i where ϕi ∈ S such that
∑m
i=0 ϕiF
i = 0 and ϕ0 is invertible
if and only if F is invertible.
Conjecture 9. If F ∈ Aut(C[n]) is dynamically trivial, and d :=
deg(F ), then deg(Fm) ≤ dn−1 for all m ∈ N.
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List of notations
α < β, 3
AD, 17
A<β, 3
A≤β, 3
AutR(R
[n]), 4
D1 ∼ D2, 20
D1D˜2, 20
F ∗, 4
HD(R), 26
IF , 98
J(f1, . . . , fn−1,−), 23
JC(n), 5
ML(R), 26
PU , 9
D, 23
DER(A), 12
DERR(A), 12
LND(A), 12
SLND(A), 12
U , 7
α ≤ β, 3
deg , 2
expf(D), exp−s(D), 30
grad , 2
mF , 99
trdegR(A), 2, 23
div(D), 12
CC(n), 6
LC(n), 6
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