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Abstract
An orbifold is a singular space which is locally modeled on the quotient of a smooth manifold
by a smooth action of a finite group. It appears naturally in geometry and topology when group
actions on manifolds are involved and the stabilizer of each fixed point is finite. The concept
of an orbifold was first introduced by Satake under the name “V -manifold” in a paper where
he also extended the basic differential geometry to his newly defined singular spaces (cf. [32]).
The local structure of an orbifold – being the quotient of a smooth manifold by a finite group
action – was merely used as some “generalized smooth structure”. A different aspect of the
local structure was later recognized by Thurston, who gave the name “orbifold” and introduced
an important concept – the fundamental group of an orbifold (cf. [37]).
In 1985, physicists Dixon, Harvey, Vafa and Witten studied string theories on Calabi-Yau
orbifolds (cf. [14]). An interesting discovery in their paper was the prediction that a certain
physicist’s Euler number of the orbifold must be equal to the Euler number of any of its crepant
resolutions. This was soon related to the so called McKay correspondence in mathematics
(cf. [25]). Later developments include orbifold or stringy Hodge numbers (cf. [38, 40, 2]),
mirror symmetry of Calabi-Yau orbifolds (cf. [29]), and most recently the Gromov-Witten
invariants of symplectic orbifolds (cf. [11, 12]). One common feature of these studies is that
certain contributions from singularities, which are called “twisted sectors” in physics, have to
be properly incorporated. This is called the “stringy aspect” of an orbifold (cf. [30]).
This paper makes an effort to understand the stringy aspect of orbifolds in the realm of
“traditional mathematics”. Surprisingly, we were led to a refinement of Thurston’s discovery!
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1 Introduction
The purpose of this paper is to formally introduce the category of orbispaces, and to con-
struct a homotopy theory, to which the basic aspects of the (ordinary) homotopy theory of
topological spaces such as relative homotopy groups and the associated exact sequence, the
covering theory, the fibration theory, etc. are extended. The category of orbispaces may be
regarded as a natural extension of the equivariant category (i.e. the category of G-spaces where
morphisms are equivariant maps), and so does the corresponding homotopy theory. More pre-
cisely, each (locally connected) G-space canonically determines an orbispace whose underlying
topological space is the orbit space of the given G-space, and the constructed homotopy groups
of the orbispace are naturally isomorphic to the corresponding homotopy groups of the Borel
space (cf. [7]) of the G-space. In general, an orbispace is just a (locally connected) topological
space equipped with a compatible system of local G-space structures, and a morphism between
two orbispaces is just an equivalence class of compatible systems of local equivariant maps. The
notion of an orbispace is not new. For example, there were relevant definitions by Haefliger
(cf. [17]) and Kontsevich (cf. [22]), where the orbispace structure was described by an (e´tale)
topological groupoid. The definition of orbispaces in this paper is formulated along the lines of
the definition of V -manifolds (or orbifolds in Thurston’s terminology) given by Satake (cf. [32]).
In particular, an orbifold is naturally an orbispace in the sense of this paper. Our definition of
orbispaces is slightly more general than those by Haefliger or Kontsevich in the sense that the
local group actions in our definition need not to be discrete. We shall call an orbispace e´tale if
all of the local group actions are discrete.
The homotopic-homological invariants of a topological groupoid were usually defined as the
ordinary invariants of the corresponding classifying space of the topological groupoid. For
example, the equivariant (co)homology of a G-space is defined as the ordinary (co)homology of
the associated Borel space, and the homotopy groups and (co)homology groups of an orbifold
were defined by Haefliger as the corresponding ordinary groups of the classifying space of the
topological groupoid associated to the orbifold (cf. [16]). (It is shown that our definition of
homotopy groups of orbifolds is equivalent to Haefliger’s.) The novelty of this paper is the
introduction of the notion of morphisms between orbispaces with which they form a category,
and to propose to construct algebraic-topological invariants of the category of orbispaces from
the spaces of morphisms, rather than from the classifying spaces of the topological groupoids.
The homotopy theory of orbispaces constructed in this paper is obtained by extending the usual
construction on the based loop spaces of a topological space to the based loop spaces of an
orbispace (i.e. the space of based morphisms from S1 into the orbispace). Another interesting
point of this paper is the introduction of the notion of free loop space of an orbifold, which
is the space of all smooth morphisms (in the sense of orbispaces) from S1 into the orbifold.
The free loop space of an orbifold has a natural pre-Hilbert orbifold structure, and generalizes
the notion of twisted loop spaces introduced by physicists in the study of string theories on
Calabi-Yau orbifolds, where the orbifolds are quotients of smooth manifolds by finite (or more
general discrete) groups.
String theories on orbifolds were first introduced by Dixon, Harvey, Vafa and Witten in
[14], in which the physicists analyzed string propagation on a compact Calabi-Yau manifold
Y equipped with a finite group action of G preserving the Calabi-Yau structure of Y (more
general Y can be non-compact and G be discrete with the quotient X = Y/G being a compact
orbifold). For the purpose of symmetry breaking, it was necessary to not only consider strings
y(t) satisfying periodic boundary conditions but also boundary conditions periodic up to the
action of G:
(1.1) y(t+ 2π) = g · y(t), for some g ∈ G.
These more general boundary conditions are the so-called “twisted boundary conditions”. One
consistent framework proposed in [14] for analyzing propagation of such strings on Y is to
consider the (closed) string theory on the quotient orbifold X = Y/G.
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In string theories on a smooth manifoldM , the Euler characteristic χ(M) ofM is interpreted
as twice of the “number of generations” in the physical theory. In calculating the number of
generations in the orbifold case, the modular invariance of closed string theories also requires the
inclusion of contributions from the string sectors with twisted boundary conditions. Using path
integral method, the physicists obtained the following formula for the “Euler characteristic” of
the orbifold X = Y/G as twice of the number of generations in the physical theory on X :
(1.2) χorb(X) =
1
|G|
∑
gh=hg
χ(g, h),
where χ(g, h) is the Euler characteristic of the common fixed-point set of g and h in Y . This
was later reformulated by Hirzebruch and Ho¨fer (cf. [19]) as
(1.3) χorb(X) = χ(X) +
∑
(g),g 6=1
χ(Y g/C(g)),
where Y g is the fixed-point set of g in Y , (g) stands for the conjugacy class of g in G and C(g)
is the centralizer of g in G.
One of the advantages of introducing string theories on orbifolds is that string propagation on
an orbifold may be regarded as an arbitrarily good approximation to string propagation on any of
the smooth resolutions of the orbifold. This relation has the following remarkable consequence:
the Euler characteristic of a Calabi-Yau orbifold X as defined in (1.2) or equivalently in (1.3)
must be equal to the Euler characteristic of any smooth crepant resolution X̂ of X
(1.4) χorb(X) = χ(X̂).
The physicists’ prediction (1.4) was soon related to the so-called “McKay correspondence”
in mathematics (cf. [25]). A weak version of McKay correspondence may be stated as follows:
Let G ⊂ SL(n,C) be a finite subgroup, and π : Y → X = Cn/G be a crepant resolution. There
exist “natural” bijections between conjugacy classes of G and basis of H∗(Y,Z) (cf. [28]).
There have been subsequent developments since [14], both in mathematics and physics. Very
recently, the Gromov-Witten invariants of symplectic or projective orbifolds were constructed
in [11, 12], where certain cohomologies from the singular set of the orbifold were involved in a
very essential way. More concretely, one can associate each orbifold X a space
(1.5) X˜ := {(p, (g)Gp)|p ∈ X, g ∈ Gp},
where Gp is the “stabilizer” group at p and (g)Gp is the conjugacy class of an element g of
Gp. The space X˜ was first introduced by Kawasaki in [21] in the study of index theory over
V -manifolds. In the case when X = Y/G,
(1.6) X˜ = ⊔(g)Y
g/C(g) = X ⊔ ⊔{(g),g 6=1}Y
g/C(g),
which appears in the formulation of the physicist’s Euler characteristic of the orbifold X in (1.3).
The main results of [11, 12] can be summarized as follows: with suitable degree shifting on the
cohomology groups of the components of X˜ coming from singularity of the orbifold X , there
is a new cup product on the total cohomology of the space X˜ , and the quantum cohomology
of X is a (quantum) deformation of the new cohomology ring (which is the total cohomology
of X˜ with suitable degree shifting, rather than the total ordinary cohomology ring of X). The
components of X˜ coming from singularity of X are called “twisted sectors” in [11, 12].
The new mathematics of orbifolds, in which the space X˜ instead of the orbifold X itself
seems to be a more natural object to study, is given a name as the “stringy aspect” of orbifolds,
reflecting its origin from string theory (cf. [30]). Despite its rich structures and great influence
on mathematics, string theory still remains mysterious and uncertain to most of mathematicians.
The question of how much of the “stringy aspect” of orbifolds can be understood in the realm
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of classical mathematics without going into the “quantum level” is the main motivation of this
article. With the formulation of the category of orbispaces and by regarding an orbifold as an
orbispace, we introduced the free loop space of an orbifold, which is defined as the space of all
morphisms (in the sense of orbispaces) from S1 into the orbifold. The free loop space of an
orbifold has the following features:
1). It generalizes the space of strings satisfying twisted boundary conditions (1.1) when the
orbifold is a quotient Y/G.
2). The space X˜ defined in (1.5) embeds in the free loop space of the orbifold X as the fixed-
point set of the canonical S1-action on the free loop space defined by rotating the domain of
each loop.
3). It has a nice geometric structure, being a pre-Hilbert orbifold.
The first two features of the free loop space seem to provide some evidence that the category
of orbispaces might serve as an appropriate mathematical framework for the string theories on
orbifolds in physics. On the other hand, if one regards the category of orbispaces as a natural
extension of the equivariant category, it is very tempting to see the appearance of the “twisted
sector” components of the space X˜ defined in (1.5) as a result of some kind of generalizations
of the localization theorems in the equivariant category (cf. [33, 31]). This is consistent with
the result of Atiyah and Segal (cf. [1, 3]) which interpreted the Euler characteristic χorb(X)
defined by (1.2) as the Euler characteristic of the equivariant K-theory of the G-space Y when
the orbifold X is a global quotient Y/G. Therefore, it seems to be a very interesting problem to
develop a general framework for cohomology theories of orbispaces, of which certain localization
theorems still hold. In particular, it would be interesting to work out the localization theorem
(if there is any) for the K-theory of orbispaces. This viewpoint would provide an appropriate
interpretation of the so-called “contributions from singularities”, and the physicist’s prediction
(1.4) for a general Calabi-Yau orbifold would still be consistent with the general philosophy of
McKay correspondence — relating “representation theory” to “resolution of singularities”.
The pre-Hilbert orbifold structure on the free loop space of an orbifold makes it possible to
extend some geometrical-analytical constructions on the free loop space of a smooth manifold
to the free loop space of an orbifold. Especially what we have in mind is Witten’s interpretation
of elliptic genera and the proof of rigidity (cf. [39, 8, 36]). If an analogous construction can be
carried out in the orbifold case, we would have a general definition of “orbifold elliptic genera”
and some kind of rigidity property of orbifold elliptic genera2. One may even ask if there is a
corresponding elliptic cohomology theory for the category of orbispaces (cf. [34, 13]). Of course,
this would first require to establish a general framework for (co)homology theories of orbispaces.
Next we turn to a particular viewpoint of the paper [14] of Dixon, Harvey, Vafa and Witten,
which seems to deserve more attention. Recall that the physicists were trying to analyze string
propagation in an equivariant setting, i.e., the propagation of strings on a Calabi-Yau manifold
equipped with a compatible action of a finite group. The strings are required to satisfy the
twisted boundary conditions (1.1). As a general framework for analyzing such string propaga-
tion, the physicists proposed to consider it as a closed string theory on the quotient orbifold. The
remarkable prediction (1.4) on the Euler characteristics is a natural by-product of this setup.
Similar ideas have also appeared in combinatorial group theory. The classical Bass-Serre theory
recovers group actions on graphs from the so-called “graphs of groups”. For group actions on
simplicial complexes, the corresponding notion is “complex of groups”. Haefliger associated to
each complex of groups a more geometric but equivalent object, an orbihedron (cf. [17]). We will
show that an orbihedron is naturally an orbispace in the sense of this paper, and a homomor-
phism between two complexes of groups corresponds to a morphism between the corresponding
orbihedra (regarded as orbispaces in the sense of this paper). The formulation of the category of
orbispaces would provide a general setting for adopting similar ideas to other problems involving
group actions. For example, it seems to be an interesting problem to examine the Baum-Connes
theory of discrete groups (cf. [3, 4, 5]) from this point of view.
Complexes of groups not only provide a natural class of examples of orbispaces in the sense
2relevant work has been done recently, cf. [23]
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of this paper, but may also play a fundamental role in the theory of orbispaces. In order to
explain this aspect, let us preview some notations in this paper. The orbispace structure of an
orbispace X is given by a collection U of connected open subsets satisfying a set of axioms (cf.
Definition 2.1.2). Each open subset in U is called a “basic open set” of X . Given any cover
{Ui} of X by basic open sets, there is an associated complex of groups, denoted by G({Ui}).
(Here we assume X is e´tale, in general we need to slightly modify the definition of complex
of groups given in [17].) The cover {Ui} determines a small category C({Ui}) as follows. The
objects of C({Ui}) are the set of connected components of intersections of non-ordered n-tuples
(Ui1 , Ui2 , · · ·Uin) of distinct elements of {Ui}, n = 1, 2, · · ·, such that Ui1 ∩ Ui2 ∩ · · · ∩ Uin 6= ∅.
The morphism between two objects is the natural inclusion. It is easily seen that C({Ui}) is
indeed a small category without loop. The barycentric subdivision of the simplicial complex on
which G({Ui}) is defined is the simplicial complex canonically associated to the small category
C({Ui}). Such a complex of groups seems to serve as the “structure group” of the orbispace
X . For example, the cohomology of the complex of groups G({Ui}) (cf. [18]) may serve as the
coefficient ring in the cohomology theory of X (cf. Example 2.1.3 c).
Now we summarize the main results in this paper, followed by a brief description of the
organization of this paper. The reader is referred to the corresponding sections for the more
precise statement and detailed proof of each result.
Theorem A:
1. For each integer k ≥ 1, there is a functor πk of k-th homotopy group from the category of
orbispaces with a base-point structure to the category of groups (abelian groups when k ≥ 2),
which is homotopy invariant (in a sense to be defined in this paper). When the orbispace
is e´tale, an element of the k-th homotopy group may be represented by a morphism from
Sk into the orbispace. Moreover, for each orbispace X, there is a natural homomorphism
ΠX : πk(X, ∗)→ πk(Xtop, ∗), where Xtop stands for the underlying topological space of the
orbispace X.
2. Any based pseudo-embedding of orbispaces i˜ : (Y, q) → (X, p) is associated with a set of
relative homotopy groups πk(X,Y, i˜), k ≥ 1, and an exact homotopy sequence:
(1.7) · · · → πk+1(X,Y, i˜)
∂
→ πk(Y, q)
i#
→ πk(X, p)
j#
→ πk(X,Y, i˜)→ · · · .
3. A notion of orbispace covering is formulated, generalizing the usual notion in the topological
category, and all the basic results in the topological covering theory are extended to the
orbispace category. Specializing at the case of orbifolds, our notion of orbispace covering is
equivalent to Thurston’s version of orbifold covering. In particular, the fundamental group
of an orbifold defined here coincides with Thurston’s orbifold fundamental group (cf. [37]).
4. A notion of orbispace fibration is formulated, generalizing the usual notion of fibration,
and an analogous Serre’s long exact sequence of homotopy groups is derived.
5. The Seifert-Van Kampen Theorem is extended to the category of orbispaces.
6. When the orbispace X is canonically defined from a G-space (Y,G), there is a natural
isomorphism
(1.8) θk : πk(X, ∗)→ πk(YG, ∗)
for each k ≥ 1, where YG = EG×G Y is the Borel space of (Y,G).
7. The definition of homotopy groups of orbifolds given in this paper is equivalent to Hae-
fliger’s definition in [16].
8. For any complex of groups, the fundamental group of its associated orbihedron (viewed as
an orbispace in the sense of this paper) is isomorphic to the fundamental group of the
complex of groups as defined by Haefliger in [17].
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Theorem B: The free loop space of an orbifold X, defined as the space of smooth morphisms
from S1 into X, is naturally a pre-Hilbert orbifold. It admits a canonical S1 action defined by
rotating the domain of each loop, and the space X˜ as defined in (1.5) is naturally embedded in
the free loop space as the fixed-point set of the canonical S1 action.
The paper is organized as follows.
The definition of orbispaces is given in section 2.1, followed by a discussion on three pri-
mary classes of orbispaces, i.e., the orbispaces canonically defined from G-spaces, orbifolds,
and complexes of groups and the associated orbihedra. A collection of remarks is given after
these examples to further explain various aspects of the definition of orbispaces. Section 2.1 is
concluded with a pathological example.
The definition of morphisms between orbispaces is introduced in section 2.2. This section is
concluded with a theorem stating that orbispaces together with the so-defined morphisms form
a category.
Section 2.3 introduces the notion of base-point structure of an orbispace. The based version
of the category of orbispaces is formulated, which will be used in the construction of homotopy
theory of orbispaces. Section 2.3 also introduces the notions of sub-orbispaces, orbispace em-
bedding, pseudo-embedding, Cartesian product, etc. The notion of pseudo-embedding will be
needed in the formulation of relative homotopy groups in section 3.3.
The based loop space of an orbispace with a base-point structure is introduced in section
3.1. A natural “compact-open” topology was given to the based loop space, and a canonical
neighborhood of a based loop was described. This description is technically useful in many
proofs. A homotopy associative multiplication and a homotopy inverse were defined using
composition and inversion of based loops and the based loop space was shown to be an H-group
under these operations. Section 3.1 is concluded by observing that the based loop space defines
a functor Ω from the category of based orbispaces to the category of H-groups.
Section 3.2 starts with the definition of homotopy groups of a based orbispace. (The k-
homotopy group of a based orbispace is defined to be the (k − 1)-th homotopy group of the
based loop space.) Then a homotopy equivalence was introduced amongst based morphisms
as being path-connected in the space of based morphisms equipped with the “compact-open”
topology. The homotopy groups were shown to be homotopy invariant. Path-connectedness of
orbispaces was defined and homotopy groups with path-connected base points were shown to be
canonically isomorphic. The section is concluded with a theorem stating that the fundamental
group of a complex of groups G(X) defined in [17] is isomorphic to π1(X) where X is the
orbihedron associated to G(X), viewed canonically as an orbispace in the sense of this paper.
The relative homotopy theory was developed in section 3.3. The notion of based relative loop
space was introduced, associated to any given pseudo-embedding between two based orbispaces.
The k-th relative homotopy group was defined to be the (k − 1)-th homotopy group of the
based relative loop space. The bulk of section 3.3 was devoted to the proof of the corresponding
homotopy exact sequence (1.7) relating the relative homotopy groups associated to a pseudo-
embedding with the homotopy groups of each orbispace.
In section 3.4 we show that the homotopy groups of an orbispace which is canonically defined
from a G-space are isomorphic to the (ordinary) homotopy groups of the Borel space of the G-
space, and the isomorphism is natural with respect to equivariant maps between the G-spaces.
In section 3.5 we introduce the free loop space of an orbispace, in particular the free loop
space of an orbifold. We identify the free loop space of an orbispace defined from a G-space
with the so-called twisted loop spaces in physics literature. There is a canonical S1 action on
the free loop space defined by rotating the domain of each loop. In the case of orbifolds, it is
shown that the free loop space has a natural pre-Hilbert orbifold structure, and the space X˜
defined by (1.5) is embedded in the free loop space as the fixed point set of the canonical S1
action. The section is ended with some remarks on further exploiting the pre-Hilbert orbifold
structure on the free loop space of an orbifold.
The orbispace covering theory was developed in section 4.1. After introducing the notion of
orbispace covering morphism, its based-path lifting property was established. As an immediate
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consequence, we showed that a covering morphism induces isomorphisms on πk with k ≥ 2 and
a monomorphism on π1. We also showed that a based morphism can be lifted uniquely to a
covering space if and only if the image of π1 under the said based morphism is contained in
the image of the π1 of the covering space (under the so-called locally strongly path-connected
condition). We then introduce the notion of universal orbispace covering, which is any orbispace
covering space with trivial π1. Under an additional condition of semilocally 1-connectedness, we
established the existence of orbispace covering associated to any given subgroup of the π1 of a
connected orbispace, in particular, the universal covering of the orbispace. Finally, the notion of
deck transformations was given, and a short exact sequence was established, relating the group
of deck transformations with the normalizer of the image of the π1 of the covering space. As
an application, we showed that the definition of π1 of an orbifold in this paper is equivalent to
Thurston’s definition in [37]. The section was ended with a criterion for an orbispace to have a
universal covering with trivial orbispace structure. This criterion recovers Haefliger’s criterion
for the developability of a complex of groups in [17].
Section 4.2 concerns the theory of orbispace fibrations. An orbispace fibration is a morphism
of which each local equivariant map is a fibration (in the ordinary sense) and the homomorphism
between the corresponding topological groups is a surjective fibration. For each given orbispace
fibration, we constructed the “fiber” of the fibration over a given base-point structure of the base
space. The “fiber” will not be a sub-orbispace of the total space in general, but an orbispace
with a canonical pseudo-embedding into the total space. Associated to each orbispace fibration,
there is an analogous Serre’s exact sequence of homotopy groups, which is derived from the
long exact sequence (1.7) associated to the pseudo-embedding of the “fiber” into the total
space. As an application, we show that the homotopy groups of orbifolds defined in this paper
are isomorphic to those defined by Haefliger in [16]. The section ends with some examples of
orbispace fibrations such as orbispace fiber bundles, Seifert fibrations, and a canonical fibration
from a normal orbispace onto its canonical reduction.
The classical Seifert-Van Kampen Theorem was generalized to the orbispace category in
section 4.3.
This is a substantial revision of an early version of the paper where Haefliger’s work, which
is very relevant to the discussion here, was not properly mentioned. This revision owes its
existence to Eugene Lerman who had pointed out Haefliger’s paper [16] to the author shortly
after the early version was posted in the e-print archive. After further searching on Haefliger’s
work, the author found [17, 18]. Thanks also go to Charles Boyer for explaining the results of
Haefliger in [16] which is written in French. Finally, the author is indebted to Dennis Sullivan
for an enlightening conversation after a preliminary version of this paper was completed.
2 Category of Orbispaces
This section is devoted to the foundation of category of orbispaces. An orbispace is locally
modeled on spaces with group actions. Recall that given a topological group G, a space Y is
called a G-space if there is a continuous action G × Y → Y , written (g, y) 7→ g · y, satisfying
g · (g′ · y) = (gg′) · y and 1G · y = y. In this paper, we will not confine ourselves to actions by
a fixed group. Hence in order to simplify the exposition, we shall call any space with a group
action a G-space by abusing the notation.
2.1 Orbispaces
Throughout this paper, we shall generally assume that the topological spaces under consid-
eration are locally connected. Recall that a space X is locally connected if for any point p ∈ X ,
and any neighborhood V of p in X , there is a connected neighborhood U of p such that U ⊂ V .
It is easily seen that any open subspace of a locally connected space is locally connected. The
practical reason for which we assume locally-connectedness is that a locally connected space
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can be decomposed into a disjoint union of open connected subspaces, each of which is called a
connected component of the space.
Locally-connectedness is preserved by the orbit space of a G-space. More precisely, let Y
be a locally connected space with a continuous action of a topological group G, then the space
of orbits X := Y/G, given with the quotient topology, is also locally connected. In fact, for
any open subset U ⊂ X , consider the inverse image π−1(U) ⊂ Y , where π : Y → X is the
natural projection. As an open subset of a locally connected space, π−1(U) is decomposed into
a disjoint union of connected components. The action of G on Y gives rise to an action on the
set of these connected components. The image of each component under π is the same within an
orbit, hence U is decomposed into a disjoint union of open connected subsets. This particularly
implies that the orbit space X is locally connected.
Let U be a connected, locally connected topological space. By a G-structure on U we mean
a triple (Û , GU , πU ) where (Û , GU ) is a connected, locally connected G-space and πU : Û → U
is a continuous map inducing a homeomorphism between the orbit space Û/GU and U . An
isomorphism between two G-structures on U , (Ûi, Gi,U , πi,U ) for i = 1, 2, is a pair (φ, λ) where
λ : G1,U → G2,U is an isomorphism and φ : Û1 → Û2 is a λ-equivariant homeomorphism such
that π2,U ◦ φ = π1,U . By the domain (resp. range) of an isomorphism (φ, λ) of G-structures we
mean the domain (resp. range) of φ and λ. Note that each g ∈ GU induces an automorphism
(φg , λg) on (Û , GU , πU ), defined by setting φg(x) = g · x, ∀x ∈ Û and λg(h) = ghg−1, ∀h ∈ GU .
However, it might not be true that every automorphism arises in this way. We shall only
take into consideration the automorphisms (φg , λg), g ∈ GU . More precisely, we define the
automorphism group of the G-structure (Û , GU , πU ) to be GU via the induced isomorphisms
(φg , λg) on it. We would like to point out that since the action of GU on Û is not required to
be effective, two different automorphisms of the G-structure could have the same induced map.
Given a G-structure (Û , GU , πU ) on U , we consider the inverse image π
−1
U (W ) in Û , where
W is a connected open subset of U . Denote by Ŵ one of the connected components of π−1U (W ),
by GW the subgroup of GU consisting of elements g ∈ GU such that g · Ŵ = Ŵ , and let
πW = (πU )|Ŵ .
Lemma 2.1.1: The triple (Ŵ ,GW , πW ) defines a G-structure on W . Moreover, the action
of GU on Û induces a transitive action on the set of all such G-structures on W for which
the following holds: Let (Ŵi, GW,i, πW,i), i = 1, 2, be two such G-structures, and Ŵ2 = g · Ŵ1
for some g ∈ GU , then GW,2 = gGW,1g−1 in GU . The stabilizer of the action at G-structure
(Ŵ ,GW , πW ) is precisely the subgroup GW in GU .
Proof: The action of GU on the set of connected components of π
−1
U (W ) is transitive because
W is connected. This implies that for any connected component Ŵ , the map πW := πU |Ŵ :
Ŵ → W is surjective. On the other hand, if πW (x) = πW (y) for some x, y ∈ Ŵ , then there is
a g ∈ GU such that g · x = y. Clearly g preserves Ŵ , hence g lies in GW . It follows easily now
that πW : Ŵ → W induces a homeomorphism between the orbit space Ŵ/GW and W , hence
(Ŵ ,GW , πW ) defines a G-structure on W .
The rest of the lemma is straightforward, and we leave the details to the readers.
✷
We will say that (Ŵ ,GW , πW ) is induced from the G-structure (Û , GU , πU ). Note that the
subgroup GW is both closed and open in GU . In fact, the space of cosets GU/GW = {gGW |g ∈
GU} inherits a discrete topology from GU .
With these preparations, we are ready to define orbispace as in the following
Definition 2.1.2: Let X be a locally connected topological space. An orbispace structure on X
is a collection U of open subsets of X satisfying the following conditions:
1. Each element U of U is connected and U is a base of X.
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2. Each element U of U is assigned with a G-structure (Û , GU , πU ) satisfying the following
conditions:
a) For any Uα, Uβ ∈ U such that Uα ∩Uβ 6= ∅, there is a non-empty set Tran(Uα, Uβ) =
{(φ, λ)}, where each (φ, λ) is an isomorphism from a G-structure of a connected com-
ponent of Uα ∩Uβ induced from the G-structure of Uα to a G-structure induced from
the G-structure of Uβ. Each (φ, λ) will be called a transition map.
b) For any transition maps (φi, λi) ∈ Tran(Uα, Uβ), i = 1, 2, which are isomorphisms
between induced G-structures of the same connected component of Uα ∩Uβ, there are
gα ∈ GUα , gβ ∈ GUβ such that (φ2, λ2) = g
−1
β ◦ (φ1, λ1) ◦ gα. Here gα, gβ are regarded
as elements of the automorphism group of the G-structures of Uα and Uβ respectively.
Moreover, for any (φ, λ) ∈ Tran(Uα, Uβ), gα ∈ GUα , gβ ∈ GUβ , the composition
g−1β ◦ (φ, λ) ◦ gα is in Tran(Uα, Uβ), and g
−1
β ◦ (φ, λ) ◦ gα, (φ, λ) are regarded as the
same element in Tran(Uα, Uβ) if and only if λ(gα) = gβ (in particular, gα is in the
domain of λ).
c) The identity map Id : (Û , GU , πU )→ (Û , GU , πU ) is contained in Tran(U,U) for any
U ∈ U . Hence by virture of b), Tran(U,U) is naturally identified with GU as the
automorphism group of the G-structure (Û , GU , πU ).
d) Let Uα, Uβ, Uγ ∈ U be any three elements such that Uα ∩ Uβ ∩ Uβ 6= ∅. For any
(φγβ , λγβ) ∈ Tran(Uβ, Uγ) and (φβα, λβα) ∈ Tran(Uα, Uβ), if the domain of (φβα, λβα)
intersects the range of (φγβ , λγβ), then there is a transition map in Tran(Uα, Uγ),
which will be called the composition of (φβα, λβα) with (φγβ , λγβ) and denoted by
(φγβ , λγβ)◦(φβα, λβα), such that the restriction of (φγβ , λγβ)◦(φβα, λβα) to π
−1
Uα
(Uα∩
Uβ ∩ Uγ) is equal to the composition of (φβα, λβα) with (φγβ , λγβ) as maps. Further-
more, the operation of composition of transition maps is associative. When α = β
(resp. β = γ), the composition (φγβ , λγβ) ◦ (φβα, λβα) coincides with the usual com-
position as understood in b) where (φβα, λβα) (resp. (φγβ , λγβ)) is understood as an
element of GUα (resp. GUγ ) by c).
The topological space X equipped with the orbispace structure U is called an orbispace, and
will be denoted by (X,U) in general.
✷
Each element U of U is called a basic open set of X . For any point p ∈ X , which is contained
in a basic open set U , pick a x ∈ Û in the inverse image π−1U (p). We define the isotropy group of
p to be the stabilizer Gx of x in GU (i.e. Gx = {g ∈ GU |g ·x = x}), and denote it by Gp. Clearly
different choices of x result in the same conjugacy class in GU , and different choices of U give
rise to isomorphic groups because of the existence of transition maps. An orbispace structure
U is called trivial if GU is trivial for each U ∈ U . (Every locally connected topological space is
canonically an orbispace with a trivial orbispace structure.) An orbispace (X,U) is called e´tale
if GU is discrete for each U ∈ U . As a notational convention, we very often only write X for an
orbispace (X,U), and write Xtop for the underlying topological space X for simplicity.
A collection of remarks will be given to further explain the various aspects of Definition
2.1.2. But we shall first look at the following three primary classes of examples of orbispaces.
Example 2.1.3 a: For any locally connected G-space (Y,G), the orbit space Y/G canonically
inherits an orbispace structure, of which U is taken to be the set of all connected open subsets
of the orbit space Y/G. The G-structure assigned to each element of U is a fixed choice of the
G-structures induced from the God-given G-structure (Y,G) on the orbit space Y/G. Each set
of transition maps is obtained by restricting G to the corresponding induced G-structures. The
verification of Definition 2.1.2 for this case is straightforward. An orbispace will be called global
if it arises as the orbit space of a G-space equipped with the canonical orbispace structure as
discussed in this example.
✷
Example 2.1.3 b: Any orbifold is naturally an orbispace. The set U is taken to be the set of all
convex geodesic neighborhoods (assuming a Riemannian metric is given). A G-structure is just a
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uniformizing system, and transition maps are to be derived from injections between uniformizing
systems. Recall that for any inclusion U ⊂W of geodesic neighborhoods, an injection from the
uniformizing system (Û , GU , πU ) of U into the uniformizing system (Ŵ ,GW , πW ) of W is just
an isomorphism onto one of the uniformizing systems of U induced from (Ŵ ,GW , πW ). The set
of injections for each inclusion U ⊂W is a GW -homogeneous space over a point.
For any two elements Uα, Uβ in U such that Uα ∩ Uβ 6= ∅, the set of transition maps
Tran(Uα, Uβ) is defined as follows: Set Uαβ = Uα ∩ Uβ, we define Tran(Uα, Uβ) to be the set
of all (b, ib) ◦ (a, ia)−1 where (a, ia) (resp. (b, ib)) is an injection from (Ûαβ , GUαβ , πUαβ ) into
(Ûα, GUα , πUα) (resp. (Ûβ, GUβ , πUβ )). One is ready to verify that two (b, ib) ◦ (a, ia)
−1 and
(b, ib)
′ ◦ ((a, ia)′)−1 are the same if and only if (a, ia)′ = (a, ia) ◦ g and (b, ib)′ = (b, ib) ◦ g−1 for
some g ∈ GUαβ . The axioms 2-a),b),c) in Definition 2.1.2 are obvious. As for 2-d) of Definition
2.1.2, suppose Uα, Uβ, Uγ are geodesic neighborhoods satisfying Uα ∩Uβ ∩Uγ 6= ∅. Set Uαβγ =
Uα ∩Uβ ∩Uγ . Let (b, ib) ◦ (a, ia)−1 be a transition map in Tran(Uα, Uβ) and (d, id) ◦ (c, ic)−1 in
Tran(Uβ , Uγ). We need to define the composition ((d, id) ◦ (c, ic)−1) ◦ ((b, ib) ◦ (a, ia)−1). It is
done as follows: Pick an injection (ξ, iξ) from (Ûαβγ , GUαβγ , πUαβγ ) into (Ûαβ , GUαβ , πUαβ ), then
there is a unique injection (η, iη) such that (b, ib) ◦ (ξ, iξ) = (c, ic) ◦ (η, iη). It is easily seen that
the restriction of (d, id) ◦ (c, ic)−1 ◦ (b, ib) ◦ (a, ia)−1 to π
−1
Uα
(Uαβγ) is equal to ((d, id) ◦ (η, iη)) ◦
((a, ia)◦(ξ, iξ))−1. We pick an injection (θ, iθ) from (Ûαβγ , GUαβγ , πUαβγ ) into (Ûαγ , GUαγ , πUαγ ),
then there are unique injections (e, ie) and (f, if ) such that (e, ie) ◦ (θ, iθ) = (a, ia) ◦ (ξ, iξ) and
(f, if ) ◦ (θ, iθ) = (d, id) ◦ (η, iη). We simply define the composition by
(2.1.1) ((d, id) ◦ (c, ic)
−1) ◦ ((b, ib) ◦ (a, ia)
−1) := (f, if) ◦ (e, ie)
−1
in Tran(Uα, Uγ). One can verify that it is well-defined and associative.
✷
Example 2.1.3 c: In this example we shall discuss the notions of complex of groups and
orbihedron as given by Haefliger in [17].
Let X be a simplicial cell complex. We set V (X) for the set of barycenters of cells of X ,
and E(X) for the set of edges of the barycentric subdivision of X . Each edge a ∈ E(X) has
a natural orientation: if the initial point i(a) is the barycenter of a cell σ and the terminal
point t(a) is the barycenter of a cell τ , then dim τ < dim σ. Two edges a, b ∈ E(X) are said
to be composable if i(a) = t(b) and the composition c = ab is the edge c with i(c) = i(b) and
t(c) = t(a) such that a, b and c form the boundary of a 2-simplex of the barycentric subdivision.
A complex of groups G(X) = (X,Gσ, ψa, ga,b) on X is given by
1). a group Gσ (with discrete topology) for each cell σ ∈ V (X);
2). an injective homomorphism ψa : Gi(a) → Gt(a) for each edge a ∈ E(X);
3). for any composable edges a, b (i(a) = t(b)), an element ga,b ∈ Gt(a) is given such that
(2.1.2a) ga,bψab(h)g
−1
a,b = ψa(ψb(h)), ∀h ∈ Gi(b),
and the set of elements {ga,b} satisfies the following cocycle condition for any triple a, b, c of
composable edges
(2.1.2b) ψa(gb,c)ga,bc = ga,bgab,c.
An orbihedron structure on a simplicial cell complex X is given by the following data:
1). For each cell σ of X , a simplicial cell complex Lkσ˜ is given, as well as a simplicial action
without inversion of a group Gσ on Lkσ˜ and a simplicial projection Lk(pσ) : Lkσ˜ → Lkσ
inducing an isomorphism of Lkσ˜/Gσ with Lkσ. On the join of the closure σ¯ of σ with Lkσ˜,
there is a simplicial action without inversion of Gσ which is given by the join of the identity
action on σ¯ with the given action on Lkσ˜. Denote by σ˜ the simplex σ in the join, by Stσ˜ the
star of σ in the join. Then the action of Gσ restricts to Stσ˜ and there is a simplicial projection
pσ : Stσ˜ → Stσ inducing an isomorphism of Stσ˜/Gσ with Stσ.
2). For any edge a ∈ E(X) with i(a) = τ and t(a) = σ, there is an injective homomorphism
10
ψa : Gτ → Gσ and a ψa-equivariant simplicial map fa : p−1τ (Sta) → p
−1
σ (Sta) which is a
homeomorphism onto an open subset projecting onto Sta ⊂ Stσ. Moreover, for any point
x ∈ Stτ˜ , the restriction of ψa to the stabilizer of x in Gτ is an isomorphism onto the stabilizer
of fa(x) in Gσ.
3). For any composable edges a, b ∈ E(X), an element ga,b ∈ Gt(a) is given such that fa ◦ fb =
ga,b ◦ fab and ga,bψab(h)g
−1
a,b = ψa(ψb(h)), ∀h ∈ Gi(b), and that ψa(gb,c)ga,bc = ga,bgab,c for any
triple a, b, c of composable edges in E(X).
Given the above data of an orbihedron structure on X , a canonical e´tale topological groupoid
Γ = Γ(X) can be constructed as follows. The space of units is the disjoint union of the Stσ˜’s.
The restriction Γσ of Γ is the topological groupoid Gσ × Stσ˜ associated to the action of Gσ
on Stσ˜. For any edge a ∈ E(X) with i(a) = σ and t(a) = τ , the space Γa of elements
γ ∈ Γ with i(γ) ∈ p−1σ (Sta) and t(γ) ∈ Stτ˜ is the product Gτ × p
−1
σ (Sta). Such an element
may be represented by γ = (g, fa, x), where x ∈ p−1σ (Sta) and g ∈ Gτ , with i(γ) = x and
t(γ) = gfa(x). The space of elements γ ∈ Γ with i(γ) ∈ Stσ˜ and t(γ) ∈ Stτ˜ is the union of the
Γa’s where a ∈ E(X) satisfying i(a) = σ and t(a) = τ . The composition (h, y)◦ (g, fa, x), where
y = gfa(x), is (hg, fa, x), and the composition (g, fa, x)◦(k, z), where k ∈ Gi(a) and z = k
−1x, is
(gψa(k), fa, z). For a pair of composable edges a, b ∈ E(X), the composition (g, fa, x)◦(h, fb, y),
where x = hfb(y), is defined to be (gga,bψa(h), fab, y). The associativity of such compositions
is ensured by the conditions in 3) above.
Observe that in an orbihedron structure on X , a complex of groups on X is naturally
contained, which is called the complex of groups associated to the orbihedron structure. On
the other hand, given a complex of groups G(X) on X , Haefliger canonically constructed an
orbihedron structure on X whose associated complex of groups is G(X). The reader is referred
to [17] for the details of the construction.
Given an orbihedron structure on a simplicial cell complex X , we can canonically define an
orbispace structure on X as follows. We let U = {Stσ, σ ∈ V (X)}. The G-structure of Stσ is
defined to be (Stσ˜, Gσ, pσ). Observe that for any two different cells σ and τ , Stσ ∩ Stτ 6= ∅
if and only if dimσ 6= dim τ and there is an edge a ∈ E(X) such that i(a) = σ and t(a) = τ
(assuming dimσ > dim τ), and in the latter case, Stσ ∩Stτ is the disjoint union of all the Sta’s
where a ∈ E(X) satisfy i(a) = σ and t(a) = τ . For each such an edge a, we define the set of
transition maps to be {(g ◦ fa, gψag−1), g ∈ Gt(a)}. The axioms 2-a),b),c) in Definition 2.1.2
are naturally satisfied, and the axiom 2-d) is ensured by the conditions in 3) of the definition of
orbihedron structure. Thus U determines an orbispace structure on X .
Let G(X) = (X,Gσ, ψa, ga,b) and G(X
′) = (X ′, G′σ′ , ψ
′
a′ , g
′
a′,b′) be complexes of groups on
simplicial cell complexes X and X ′ respectively. Let θ : X → X ′ be a simplicial map. A
homomorphism Φ from G(X) to G(X ′) over θ is given by
1). a homomorphism φσ : Gσ → Gθ(σ) for each cell σ of X ;
2). an element g′a ∈ G
′
t(θ(a)) for each edge a ∈ E(X) such that
(2.1.3a) g′aψ
′
θ(a)(φi(a)(h))(g
′
a)
−1 = φt(a)(ψa(h)), ∀h ∈ Gi(a),
and such that for composable edges a, b of E(X)
(2.1.3b) φt(a)(ga,b)g
′
ab = g
′
aψ
′
θ(a)(g
′
b)g
′
θ(a),θ(b).
Given a homomorphism Φ = (θ, φσ , g
′
a) : G(X) → G(X
′) over θ : X → X ′, there is
a canonically defined morphism between X and X ′, where X and X ′ are regarded as or-
bispaces canonically defined from the orbihedron structures constructed by Haefliger. (Mor-
phisms between orbispaces are defined in the next section.) This amounts to give a collection
of maps {uσ : Stσ˜ → Stθ˜(σ), σ ∈ V (X)} where uσ is equivariant with respect to the homo-
morphism φσ : Gσ → G′θ(σ), and a collection of maps {ρa : {(g ◦ fa, gψag
−1), g ∈ Gt(a)} →
{(g′ ◦ f ′θ(a), g
′ψ′θ(a)(g
′)−1), g′ ∈ G′t(θ(a))}, a ∈ E(X)} satisfying (cf. (2.2.1a), (2.2.1b))
(2.1.4a) (uσ, φσ) ◦ (g ◦ fa, gψag
−1) = ρa((g ◦ fa, gψag
−1)) ◦ (uτ , φτ ), ∀g ∈ Gσ,
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and
(2.1.4b) (φσ(g), Ad(φσ(g))) ◦ ρa((fa, ψa)) = ρa((g ◦ fa, gψag
−1)),
where a ∈ E(X) satisfies i(a) = τ and t(a) = σ, (φσ(g), Ad(φσ(g))) is the self-equivariant map
of (Stθ˜(σ), G′θ(σ)) which is given by the action of φσ(g) on the first factor and conjugation by
φσ(g) on the second factor, and
(2.1.4c) ρab((ga,b ◦ fab, ga,bψabg
−1
a,b)) = ρa((fa, ψa)) ◦ ρb((fb, ψb))
for any composable edges a, b of E(X). In the construction of orbihedron structure on X
associated to a complex of groups G(X) = (X,Gσ, ψa, ga,b), the simplicial cell complex Lkσ˜
for each cell σ consists of cells labelled by (gψa(Gi(a)), a) where g ∈ Gσ and a ∈ E(X) with
t(a) = σ. The maps uσ : Stσ˜ → Stθ˜(σ) generated by correspondence
(2.1.5a) (gψa(Gi(a)), a) 7→ (φσ(g)g
′
aψ
′
θ(σ)(G
′
i(θ(a))), θ(a)), ∀a ∈ E(X) s.t. t(a) = σ,
which are easily checked to be φσ equivariant, and the maps
(2.1.5b) ρa : (g ◦ fa, gψag
−1) 7→ (φt(a)(g) ◦ g
′
a ◦ f
′
θ(a), φt(a)(g)g
′
aψ
′
θ(a)(φt(a)(g)g
′
a)
−1)
can be checked to satisfy the conditions (2.1.4a−c), hence define the desired morphism between
the orbispaces X and X ′.
Our formulation of category of orbispaces suggests a slightly more general definition of
complex of groups, which we call a complex of topological groups, and a generalized form of
homomorphisms between complexes of (topological) groups. We define the notion of complex
of topological groups by further requiring in the definition of complex of groups that each Gσ is
a topological group and the image of each injective homomorphism ψa : Gi(a) → Gt(a) is both
open and closed. We define the generalized form of homomorphisms by allowing the simplicial
map θ not being homeomorphic over each cell but just onto, and requiring that in the case
i(θ(a)) = t(θ(a)), φ′θ(a) be the identity homomorphism of G
′
t(θ(a)).
Let (X,U) be an orbispace. Given any cover {Ui} ofX where each Ui ∈ U , we can canonically
construct a complex of topological groups G({Ui}), unique up to a coboundary deduction (cf.
[17]). The simplicial cell complex X({Ui}) over which G({Ui}) is defined is constructed as
follows. The n-cells of X({Ui}) are labelled by ({Ui0 , · · · , Uin}, j), where Ui0 , · · · , Uin are distinct
elements of {Ui} such that Ui0∩· · ·∩Uin 6= ∅, j stands for a connected component of Ui0∩· · ·∩Uin .
The faces of ({Ui0 , · · · , Uin}, j) are obtained by deleting one or several Uik ’s. The topological
group associated to the cell ({Ui0 , · · · , Uin}, j) is the group in the G-structure of j. Each edge
of the barycentric subdivision of X({Ui}) is given by the inclusion j →֒ j{ik} where j{ik} is
the corresponding connected component of the intersection of {Ui0 , · · · , Uin} with one or several
Uik ’s deleted. For such an edge a, the injective homomorphism ψa is taken to be the group
monomorphism in a fixed choice of transition maps associated to the inclusion j →֒ j{ik}. Then
the axioms 2-b),d) in Definition 2.1.2 ensure the existence of ga,b’s satisfying (2.1.2a− b) (the
cocycle condition (2.1.2b) follows from the associativity of compositions of transition maps).
Different choices of transition maps in defining ψa’s result in a complex of topological groups
differed by a coboundary.
Suppose {Vk} is a refinement of {Ui} where each Vk ∈ U . Then there is a simplicial map
θ : X({Vk}) → X({Ui}) canonically induced from the refinement relation between {Vk} and
{Ui}, which is onto over each cell. Fixing a choice of transition maps associated to each inclusion
σ →֒ θ(σ) inherited from the refinement relation between {Vk} and {Ui}, we take the group
homomorphism in the chosen transition map for the homomorphism φσ. Then again by the
axioms 2-b),d) in Definition 2.1.2, there exist {g′a} satisfying (2.1.3a − b) so that (θ, φσ , g
′
a)
defines a generalized homomorphism from G({Vk}) to G({Ui}). We leave the details to the
readers.
✷
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The following remarks are intended to further explain certain aspects of Definition 2.1.2.
Remark 2.1.4 a: When a basic open set Uα is included in another one Uβ, a transition map in
Tran(Uα, Uβ) is just an isomorphism from the G-structure of Uα onto one of the G-structures
of Uα induced from the G-structure of Uβ , something analogous to injections in the case of
orbifolds. As a matter of fact, one can formulate the definition of orbispaces only using such
transition maps. We choose to introduce the more general notion of transition maps because it
turns out to be much more convenient in defining and studying morphisms between orbispaces.
We will continue to call a transition map in Tran(Uα, Uβ) an injection when Uα ⊂ Uβ holds.
✷
Remark 2.1.4 b: Suppose Uα, Uβ, and Uγ are basic open sets such that Uα ∩ Uβ ∩ Uγ 6= ∅.
In the equation
(2.1.6) (φγα, λγα) = (φγβ, λγβ) ◦ (φβα, λβα),
where (φβα, λβα) ∈ Tran(Uα, Uβ), etc., any one of the three transition maps is uniquely deter-
mined by the other two. As for the solvability of (2.1.6), (φγα, λγα) exists as postulated by 2-d)
of Definition 2.1.2, as long as the domain of (φβα, λβα) intersects the range of (φγβ , λγβ). Fur-
thermore, (φβα, λβα) exists as long as the range of (φγβ , λγβ) intersects the range of (φγα, λγα),
and (φγβ , λγβ) exists as long as the domain of (φβα, λβα) intersects the domain of (φγα, λγα).
In particular, it follows that Tran(Uα, Uβ) = {(φ, λ)|(φ, λ)−1 := (φ−1, λ−1) ∈ Tran(Uβ , Uα)}.
✷
Remark 2.1.4 c: In order to minimize the dependence of orbispace structure on the choice
of the set U of basic open sets so that it becomes more intrinsic, it is appropiate to introduce
an equivalence relation as follows: Two orbispace structures are said to be directly equivalent if
one is contained in the other. The equivalence relation to be introduced is just a finite chain of
direct equivalence.
On the other hand, for any connected open subset W of a basic open set U , we can assign
a G-structure on W by fixing a choice of the G-structures induced from the G-structure of U ,
and define a set of transition maps Tran(W,V ) for any basic open set V by restricting each
element of Tran(U, V ) to the G-structure on W . It is easily seen that the given set U of basic
open sets can be enlarged by adding all the connected open subsets in this manner, which will
be assumed throughout this paper.
With these understood, let us consider the following situation: Suppose (X,U) is an orbispace
which has a cover {Uα, α ∈ Λ}, Uα ∈ U , such that for each α ∈ Λ, πUα : Ûα → Uα is a covering
map. Then by adding all the elementary neighborhoods of each Uα (w.r.t. the covering map
πUα) to U , it is easily seen that the orbispace structure on (X,U) is equivalent to the trivial
one.
✷
Remark 2.1.4 d: Each set of transition maps Tran(Uα, Uβ) carries a natural topology as
follows. By the axiom 2-b) in Definition 2.1.2, for any transition maps (φi, λi) ∈ Tran(Uα, Uβ),
i = 1, 2, which are isomorphisms between induced G-structures of the same connected compo-
nent of Uα ∩ Uβ, there are gα ∈ GUα , gβ ∈ GUβ such that (φ2, λ2) = g
−1
β ◦ (φ1, λ1) ◦ gα, where
gα, gβ are regarded as elements of the automorphism groups of the G-structures of Uα and
Uβ respectively. This structure allows Tran(Uα, Uβ) to inherit a topology from the topological
groups GUα and GUβ . Recall that for any basic open sets W,U such that W ⊂ U , the space of
cosets GU/GW has a discrete topology. Hence each space of transition maps Tran(Uα, Uβ) is
partitioned into a disjoint union of copies of GWi , where {Wi|i ∈ Λαβ} is the set of connected
components of Uα ∩ Uβ. We will call this partition the canonical partition of Tran(Uα, Uβ).
Under this topology, the composition of transition maps postulated in 2-d) of Definition 2.1.2
is continuous.
✷
Remark 2.1.4 e: Let (X,U) be an orbispace. For each basic open set U ∈ U , let KU be the
subgroup of GU defined by KU = {g|g ∈ GU , g ·x = x, ∀x ∈ Û}. It is easy to see that KU is a
normal subgroup and for any basic open setW ⊂ U , KU is contained in the image of KW under
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any injection in Tran(W,U). We will call (X,U) normal if KW is sent isomorphically to KU
under any injection in Tran(W,U). For a normal orbispace (X,U), the isomorphism class of
KU , U ∈ U , depends only on the connected component of X that contains U . For a connected
normal orbispace (X,U), we will call the abstract group which is isomorphic to all KU the
kernel of (X,U), and denote it by K(X,U), or simply KX . A normal orbispace (X,U) is called
reduced if KU is trivial for all U ∈ U . For any normal orbispace X , there is a reduced orbispace
canonically associated to it, which is obtained by replacing the G-structure (Û , GU , πU ) of each
basic open set U with a new G-structure (Û , GU/KU , πU ). We will call the resulting orbispace
the canonical reduction of X , and denote it by Xred.
Consider the following example. Let X = S1 = R/Z. Set I1 = (−
1
8 ,
5
8 ), I2 = (
3
8 ,
9
8 ),
then I1, I2 give rise to two open sets in S
1, denoted by U1 and U2 respectively, such that
S1 = U1 ∪ U2 and U1 ∩ U2 has two connected components, W1, W2, with W1 = (
3
8 ,
5
8 ). On the
other hand, suppose G is a group and there is an automorphism τ : G→ G which is not an inner
automorphism, i.e., for any g ∈ G, τ(h) 6= ghg−1 for some h ∈ G. Now we give Ui, i = 1, 2, a
G-structure (Ui, G, πi) where G acts on Ui trivially. We specify the set of transition maps by
(2.1.7) Tran(U1, U2) := {h
−1 ◦ (IdW1 , IdG) ◦ g, h
−1 ◦ (IdW2 , τ
−1) ◦ g|h, g ∈ G}.
It is easily seen that there is an orbispace structure on S1 generated by U1, U2 with the given
Tran(U1, U2). We denote it by Uτ . The orbispace (S1,Uτ ) is clearly normal, with kernel
K(S1,Uτ ) = G. However, we wish to point out that K(S1,Uτ ) only lives as an abstract group. For
example, there is no compatible action of K(S1,Uτ ) on S
1, because (S1,Uτ ) is not equivalent to
the orbispace (S1,U0) derived from the G-space (S1, G) where G acts trivially. In fact, we will
show that the fundamental group of (S1,U0) is π0(G)×Z while the fundamental group of (S1,Uτ )
is the semi-direct product of π0(G) by Z with respect to the homomorphism Z → Aut(π0(G))
given by 1 7→ τ∗, where τ∗ : π0(G) → π0(G) is induced by τ : G → G (cf. Theorem 3.2.6,
Example 4.2.9).
✷
In a certain sense, the definition of orbispace structure in this paper is of a less intrinsic style
than the definition of orbifold structure originally adopted in [11], where the language of germs
was used. The reason for which we choose such a formulation lies in the following facts: First of
all, an automorphism of a G-structure (Û , GU , πU ), i.e., a pair (φ, λ) where λ ∈ Aut(GU ) and φ
is a λ-equivariant homeomorphism of Û inducing identity map on U , might not be induced by
an action of GU on Û (at least we have a burden of proving so). But we want to only consider
those arising from the action of GU . Secondly, suppose W is a connected open subset of U ,
both of which are given with G-structures (Ŵ ,GW , πW ) and (Û , GU , πU ) respectively. Then an
open embedding φ : Ŵ → Û , which is λ-equivariant for some monomorphism λ : GW → GU
and induces the inclusion W →֒ U , might not be an isomorphism onto one of the G-structures
of W induced from (Û , GU , πU ). However, this kind of pathology can be ruled out if each Û
is Hausdorff, GU acts on Û effectively, and for any convergent sequence {gn · xn} in Û where
gn ∈ GU and xn ∈ Û , there is a convergent subsequence of {gn} in GU . These conditions are
clearly satisfied in the case of orbifolds.
We end this subsection by including such a pathological example.
Example 2.1.5: Let D1, D2 be two copies of the unit disc in the plane of complex numbers,
and ρ : D1 \ {0} → D2 \ {0} be the identity map. We define Y = (D1 ⊔D2)/{z = ρ(z)} to be
the space obtained by gluing D1 and D2 via ρ. Then the identity map τ : D1 → D2 generates
an involution on Y . Set G =< τ >∼= Z2. We will analyze the global orbispace X := Y/G
canonically constructed from the G-space (Y,G).
We identify the underlying topological space of X with the unit disc D in the plane of
complex numbers. For any connected open subset U of D, if U does not contain 0, then in its
G-structure (Û , GU , πU ), we have Û = U with GU = Z2 acting trivially. If U contains 0, then
Û is obtained by gluing two copies of U along the non-zero numbers in U , with GU = Z2 acting
non-trivially, which is generated by the identity map between the two copies of U .
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On the other hand, each connected open subset U of D has a trivial G-structure, and there
exist equivariant open embeddings into the G-structures induced from (Y,G). Clearly none of
them is an isomorphism onto. As a matter of fact, if these trivial G-structures were allowed,
the orbispace X would have lost the non-trivial local G-structures inherited from (Y,G) as its
orbit space.
Finally, we point out that the orbispace X is clearly not normal.
2.2 Morphisms between orbispaces
Let (X,U), (X ′,U ′) be two orbispaces. A morphism from (X,U) to (X ′,U ′) will be defined
as an equivalence class of a system of local equivariant continuous maps satisfying certain com-
patibility conditions. Such a system consists of following ingredients: (1) a collection of basic
open sets of X , {Uα|α ∈ Λ}, which forms a cover of X , (2) a collection of basic open sets of
X ′, {U ′α|α ∈ Λ}, which is labelled by the same indexing set Λ (here U
′
α may coincide with U
′
β
with α 6= β), (3) a collection of continuous maps {fα : Ûα → Û ′α|α ∈ Λ} defined between the
G-structures of Uα and U
′
α for each α ∈ Λ, and (4) a collection {ρβα|α, β ∈ Λ} where each ρβα is
a continuous map from Tran(Uα, Uβ) to Tran(U
′
α, U
′
β). The maps {fα} and {ρβα} are required
to satisfy the following compatibility conditions:
(2.2.1a) fβ ◦ ı = ρβα(ı) ◦ fα, ∀α, β ∈ Λ, ı ∈ Tran(Uα, Uβ)
(2.2.1b) ργα( ◦ ı) = ργβ() ◦ ρβα(ı), ∀α, β, γ ∈ Λ, ı ∈ Tran(Uα, Uβ),  ∈ Tran(Uβ , Uγ).
In particular, for each α ∈ Λ, ραα : Tran(Uα, Uα)→ Tran(U ′α, U
′
α) is actually a homomorphism
GUα → GU ′α by (2.2.1b), which will be abbreviated by ρα. Equation (2.2.1a) then implies that
each fα is ρα-equivariant. Such a system will be denoted by ({Uα}, {U ′α}, {fα}, {ρβα}). We will
say that the maps {fα}, {ρβα} are defined over ({Uα}, {U ′α}). In a context where no confusion
arises, we will abbreviate the notation of such a system by ({fα}, {ρβα}). Clearly each of such
systems induces a continuous map f : Xtop → X ′top between the underlying topological spaces.
Definition 2.2.1: Two systems of maps ({fα,1}, {ρβα,1}) and ({fα,2}, {ρβα,2}) defined over
({Uα}, {U ′α}) are said to be isomorphic if there is a collection {δα} where each δα is an auto-
morphism of the G-structure (Û ′α, GU ′α , πU ′α) on U
′
α, such that the following conditions hold:
(2.2.2a) fα,2 = δα ◦ fα,1, ∀α ∈ Λ
(2.2.2b) ρβα,2(ı) = δβ ◦ ρβα,1(ı) ◦ (δα)
−1, ∀α, β ∈ Λ, ı ∈ Tran(Uα, Uβ).
We remark that isomorphic systems induce the same continuous map between the underlying
topological spaces.
The equivalence relation to be introduced on these systems of maps, which will eventually
define a morphism between orbispaces, involves a procedure of taking refinements of a given
system of maps. We shall describe this procedure first.
Let σ = ({Uα}, {U ′α}, {fα}, {ρβα}) be a system satisfying (2.2.1a) and (2, 2.1b), which induces
a continuous map f : Xtop → X ′top. Suppose we are given a cover {Ui|Ui ∈ U , i ∈ I} of X which
is a refinement of {Uα|α ∈ Λ}, i.e., there is a mapping θ : I → Λ between the indexing sets
such that Ui ⊂ Uθ(i) for each i ∈ I, and a collection of basic open sets of X
′, {U ′i |i ∈ I}, which
is labelled by the same indexing set I (here U ′i may coincide with U
′
j with i 6= j) and satisfies
f(Ui) ⊂ U ′i for each i ∈ I.
Lemma 2.2.2: The system σ = ({Uα}, {U ′α}, {fα}, {ρβα}) canonically induces a family of
systems defined over ({Ui}, {U ′i}) which are isomorphic to each other in the sense of Definition
2.2.1.
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Proof: We first construct the continuous map fi : Ûi → Û ′i for each index i ∈ I. By assumption
Ui ⊂ Uθ(i), there is an injection ı ∈ Tran(Ui, Uθ(i)). We take the composition fθ(i) ◦ ı : Ûi →
Û ′θ(i). Since f(Ui) ⊂ U
′
i , it follows that f(Ui) ⊂ U
′
i∩U
′
θ(i) 6= ∅, and hence there exists a transition
map ı′ ∈ Tran(U ′i , U
′
θ(i)) such that fθ(i) ◦ ı(Ûi) ⊂ Im ı
′. We define fi : Ûi → Û ′i by setting
(2.2.3a) fi := (ı
′)−1 ◦ fθ(i) ◦ ı.
The map fi depends on the choices of transition maps ı and ı
′. However, one is ready to verify
that any two such maps factor through an automorphism of (Û ′i , GU ′i , πU ′i ).
Suppose we have fixed a choice of transition maps ı, ı′ and the map fi for each i ∈ I. We
will now define a continuous map ξji : Tran(Ui, Uj) → Tran(U ′i , U
′
j) for each pair of indices
(i, j). To fix the notation, let us assume that fi := (ı
′)−1 ◦ fθ(i) ◦ ı, fj := (
′)−1 ◦ fθ(j) ◦  for
some fixed choices of transition maps ı, ı′, , ′. For any a ∈ Tran(Ui, Uj), set θ(a) =  ◦ a ◦ ı−1
which is in Tran(Uθ(i), Uθ(j)). We then define ξji : Tran(Ui, Uj)→ Tran(U
′
i , U
′
j) by setting
(2.2.3b) ξji(a) := (
′)−1 ◦ ρθ(j)θ(i)(θ(a)) ◦ ı
′
in Tran(U ′i , U
′
j). It is not hard to see that (2.2.1a− b) are satisfied for ({Ui}, {U
′
i}, {fi}, {ξji}),
and two different such induced systems are related by (2.2.2a− b).
Finally, we observe that different choices for the index mapping θ : I → Λ result in isomorphic
induced systems.
✷
Definition 2.2.3: We call each induced system ({fi}, {ξji}) a refinement of ({fα}, {ρβα}) asso-
ciated to ({Ui}, {U ′i}). Systems σ = ({Uα}, {U
′
α}, {fα}, {ρβα}) and τ = ({Ua}, {U
′
a}, {ga}, {ξba})
are said to be directly equivalent if there exists a ({Ui}, {U ′i}), of which the associated refinements
of the systems σ and τ are isomorphic.
✷
We remark that any refinement of a given system induces the same continuous map between
the underlying topological spaces, so do any two directly equivalent systems.
Lemma 2.2.4: Direct equivalence is an equivalence relation.
Proof: We shall prove that any two refinements of a given system have a common refinement.
The lemma then follows from the fact that refinement relation is transitive.
Suppose two systems σ = ({Uα}, {U ′α}, {fα}, {ρβα}) and τ = ({Ua}, {U
′
a}, {ga}, {ξba}) are
refinements of a given system κ. In order to construct a common refinement of σ and τ , we
first take a common refinement {Ui|i ∈ I} of {Uα} and {Ua}. We can arrange so that for each
i ∈ I, there is a basic open set U ′i of X
′ such that f(Ui) ⊂ U ′i , where f : Xtop → X
′
top is the
continuous map induced by κ. By Lemma 2.2.2, there are refinements of σ and τ associated
to ({Ui}, {U ′i}), which must also be refinements of κ because refinement relation is transitive.
Hence they are isomorphic, and therefore σ and τ have a common refinement.
✷
Definition 2.2.5: A morphism from (X,U) to (X ′,U ′) is an equivalence class of systems
({Uα}, {U
′
α}, {fα}, {ρβα})
satisfying (2.2.1a− b).
✷
As a notational convention, we will write the equivalence class of ({Uα}, {U ′α}, {fα}, {ρβα})
as (f˜ , ρ˜) or simply f˜ , and the induced continuous map between underlying topological spaces
as f .
Suppose X and X ′ are global orbispaces which are defined canonically from G-spaces (Y,G)
and (Y ′, G′) respectively. Then any pair (f, ρ), where ρ : G → G′ is a homomorphism and
f : Y → Y ′ is a ρ-equivariant continuous map, defines a morphism X → X ′. However, simple
examples show that not every morphism X → X ′ arises in this way. For instance, taking S1 as
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an orbispace with a trivial orbispace structure, a morphism from S1 into an orbispace X will
be called a free loop in X . When X is global given by a G-space (Y,G), one can show that a
free loop in X is just a conjugate class of a pair (γ, g) where g ∈ G and γ : [0, 1] → Y is a
path satisfying γ(1) = g · γ(0) (cf. Lemma 3.5.1). This is precisely the so-called twisted loop in
physics literature. Certainly, one can regard S1 as a trivial G-space, and easily see that a free
loop in X does not necessarily arise as a global equivariant map.
On the other hand, in the case of orbifolds, a class of C∞ maps was singled out in [12], which
was called good maps, by the property that pull-back orbibundles are well-defined. A natural
isomorphism relation was introduced on the pull-back orbibundles. One can show that a (C∞)
morphism between orbifolds is equivalent to giving a good map together with an isomorphism
class of pull-back orbibundles 3.
Finally, as we pointed out in Example 2.1.3c, the notion of homomorphisms between com-
plexes of groups is equivalent to the notion of morphisms between the associated orbihedra,
viewed canonically as orbispaces in the sense of this paper.
Lemma 2.2.6: Any two morphisms f˜ : X → Y and g˜ : Y → Z canonically determine a
morphism, denoted by g˜◦ f˜ : X → Z, which satisfies the associativity law: h˜◦(g˜◦ f˜) = (h˜◦ g˜)◦ f˜ .
Proof: Suppose the morphisms f˜ : X → Y and g˜ : Y → Z are represented by systems σ =
({Uα}, {Vα}, {fα}, {ρβα}) and τ = ({Va}, {Wa}, {ga}, {ηba}) respectively. Consider a collection
of basic open sets of X , {Uαa}, which consists of all the connected components of Uα ∩ f−1(Va)
for all α, a. Obviously {Uαa} is a refinement of {Uα}. We take Vαa to be an appropriated
component of Vα ∩ Va satisfying f(Uαa) ⊂ Vαa. By Lemma 2.2.2, there is a refinement σ′ of
σ defined over ({Uαa}, {Vαa}). On the other hand, consider the collection of basic open sets
of Y , {Vαa}, which consists of all the connected components of Vα ∩ Va for all α, a. Obviously
{Vαa} is a refinement of {Va}. We take Wαa to be Wa which satisfies g(Vαa) ⊂ Wa. Again by
Lemma 2.2.2, we have a refinement τ ′ of τ which is defined over ({Vαa}, {Wαa}). We define the
morphism g˜ ◦ f˜ : X → Z to be the equivalence class of the system τ ′ ◦σ′ obtained by composing
σ′ with τ ′.
In order to see that g˜ ◦ f˜ is well-defined, we simply observe that if we change σ′ or τ ′ by
isomorphic systems, the resulting composition τ ′ ◦ σ′ will be changed to an isomorphic one, and
if we replace σ or τ by a refinement, we will obtain a refinement of τ ′ ◦ σ′.
Finally, the associativity of composition follows easily from the nature of the construction.
We leave the details for readers.
✷
The morphism g˜ ◦ f˜ will be called the composition of f˜ with g˜.
Theorem 2.2.7: The set of all orbispaces forms a category.
2.3 Based orbispaces and pseudo-embedding
The construction of homotopy theory requires introducing a base-point structure to each
orbispace. An orbispace equipped with a base-point structure will be called a based orbispace.
In fact, there is a based version of the category of orbispaces, in which each object is a based
orbispace and each morphism is an equivalence class of systems of maps which are required to
preserve the base-point structures. We shall only sketch the construction since it is parallel to
the case without base-point structures.
Let (X,U) be an orbispace. A base-point structure of (X,U) is a triple (o, Uo, oˆ) where o is a
point in X , Uo ∈ U is a basic open set containing o, and oˆ is a point in the inverse image π
−1
Uo
(o).
We will write o = (o, Uo, oˆ) for the base-point structure, and (X, o) for the based orbispace.
We sketch the definition of a morphism between based orbispaces next. Let (X, o) and (X ′, o′)
be based orbispaces, where o = (o, Uo, oˆ) and o
′ = (o′, U ′o, oˆ
′). A based system from (X, o) to
(X ′, o′) is just an ordinary system ({Uα}, {U ′α}, {fα}, {ρβα}) satisfying (2.2.1a−b) together with
3an equivalent notion under the name “strong maps” had been introduced earlier, cf. [27]
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the following additional requirements: Uo ∈ {Uα}, U ′o ∈ {U
′
α}, Uo 7→ U
′
o under the correspon-
dence Uα 7→ U ′α, and the map fo : Ûo → Û
′
o satisfies the equation fo(oˆ) = oˆ
′. An isomorphism
relation between based systems is defined as in the ordinary case in Definition 2.2.1, but with an
additional condition that the automorphism δo of the G-structure (Û ′o, GU ′o , πU ′o) of U
′
o must be
1GU′o
∈ GU ′o . As for the construction of refinement of a based system ({Uα}, {U
′
α}, {fα}, {ρβα}),
we assume that we are given a refinement {Ui} of {Uα} satisfying the condition that Uo ∈ {Ui}
and the index mapping α = θ(i) which defines the refinement relation obeys θ(o) = o, and
moreover, U ′o ∈ {U
′
i} and the map fo : Ûo → Û
′
o is unchanged throughout. Parallel to the case
without base-point structures, a direct equivalence relation on based systems can be defined,
which is also an equivalence relation. An equivalence class of based systems will be called a based
morphism. One can similarly show that the composition of two based morphisms is well-defined.
The following theorem is parallel to Theorem 2.2.7.
Theorem 2.3.1: The set of based orbispaces with based morphisms forms a category.
In what follows, we will introduce several definitions regarding sub-orbispaces, orbispace em-
bedding, pseudo-embedding, and cartesian product. The notion of pseudo-embedding is involved
in defining relative homotopy groups in section 3.3.
Let (X,U) be an orbispace, Y be a locally connected subspace of the underlying topological
space X with induced topology, such that for each Uα ∈ U , the subspace π
−1
Uα
(Y ∩ Uα) in Ûα
is locally connected. We will canonically construct an orbispace structure on Y from the given
orbispace structure on X as follows. The set of basic open sets of Y , which will be denoted by
V = {Vi|i ∈ I}, is defined to be the collection of all the connected components of Y ∩ Uα for
all Uα ∈ U . The G-structure (V̂i, GVi , πVi) on Vi is given in the following way. Suppose Vi is a
connected component of Y ∩ Uα for some α. Then V̂i is taken to be a connected component of
π−1Uα (Vi) in Ûα, GVi to be the subgroup of GUα consisting of elements g such that g · V̂i = V̂i,
and πVi = πUα |V̂i
. As for transition maps, let Vi, Vj be two basic open sets in V such that
Vi ∩ Vj 6= ∅, and suppose Vi, Vj are connected components of Y ∩ Uα and Y ∩ Uβ respectively.
We define Tran(Vi, Vj) to be the set of all restrictions of transition maps in Tran(Uα, Uβ) on
V̂i. One can verify that this indeed defines an orbispace structure on Y . The orbispace (Y,V)
is called a sub-orbispace of (X,U). Clearly different choices for the G-structure (V̂i, GVi , πVi)
on Vi will result in isomorphic sub-orbispace structures. As examples, any open subset of an
orbispace is canonically a sub-orbispace.
There is a canonical way to assign a base-point structure to a sub-orbispace of a based
orbispace. If X is given a base-point structure o = (o, Uo, oˆ) such that o ∈ Y , we can give a
base-point structure (o, Vo, oˆ) to Y , where Vo is the connected component of Y ∩Uo containing o.
The G-structure of Vo is taken to be the induced G-structure that contains oˆ. The sub-orbispace
Y with the canonical base-point structure (o, Vo, oˆ) is called a based sub-orbispace of (X, o).
A morphism i˜ : Y → X is called an orbispace embedding if i˜ is an isomorphism onto the sub-
orbispace i(Y ) of X , where i : Ytop → Xtop is the continuous map induced by i˜. There is a notion
of orbifold embedding defined as follows: a C∞ map betweem orbifolds, f : X → X ′, is called
an orbifold embedding if there are compatible local smooth liftings fp : Vp → V
′
f(p) between
uniformizing systems and isomorphisms ρp : Gp → G
′
f(p) such that each fp is a ρp-equivariant
embedding. It is easy to see that orbispace embedding is equivalent to orbifold embedding in
the case of orbifolds.
There is a more general notion of orbispace embedding. A morphism i˜ : Y → X is called
a pseudo-embedding, if there is a representing system σ = ({Vα}, {Uα}, {iα}, {ρβα}), in which
each iα : V̂α → Ûα is an embedding, and each ρα : GVα → GUα is a monomorphism such
that the natural projection GUα → GUα/ρα(GVα) is a weak fibration. The injectivity of each
ρα implies that the restriction of ρβα : Tran(Vα, Vβ) → Tran(Uα, Uβ) on each component of
the canonical partition of Tran(Vα, Vβ) (cf. Remark 2.1.4 d) is an embedding for any α, β.
Note that in the construction of sub-orbispace structure, each map GUα → GUα/GVi is a weak
fibration because GUα/GVi has a discrete topology. Hence orbispace embedding is a special case
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of pseudo-embedding. The based version of pseudo-embedding is similarly defined.
For any two orbispaces (X,U) and (X ′,U ′), the cartesian product, which will be denoted by
(X × X ′,U × U ′), is defined as follows. The orbispace structure U × U ′ consists of open sets
U × U ′ where U ∈ U and U ′ ∈ U ′, and the G-structure of U × U ′ is (Û × Û ′, GU ×GU ′ , πU ×
πU ′ ) (connectedness and locally-connectedness are preserved under cartesian product). As for
transition maps, we define
(2.3.1) Tran(Uα × U
′
α′ , Uβ × U
′
β′) := Tran(Uα, Uβ)× Tran(U
′
α′ , U
′
β′),
which clearly satisfy the axioms in Definition 2.1.2. The cartesian product is associative, and
is defined for any finitely many orbispaces. If o = (o, Uo, oˆ) and o
′ = (o′, U ′o, oˆ
′) are base-
point structures of (X,U) and (X ′,U ′) respectively, there is a canonical base-point structure
o× o′ := ((o, o′), Uo × U ′o, (oˆ, oˆ
′)) of the cartesian product (X ×X ′,U × U ′).
For an example of pseudo-embedding which is not an orbispace embedding, we consider the
cartesian product X×X ′. Pick a point o ∈ X , and a basic open set U containing o. We further
fix a point oˆ ∈ Û such that πU (oˆ) = o. We define a morphism i˜ : X ′ → X × X ′ by a system
({U ′α}, {U ×U
′
α}, {iα}, {ρβα}) where {U
′
α} is a cover of X
′ by basic open sets, iα : Û ′α → Û × Û
′
α
is given by x 7→ (oˆ, x), and ρβα is defined by ξ 7→ (1GU , ξ) for any ξ ∈ Tran(U
′
α, U
′
β). The
morphism i˜ : X ′ → X × X ′ is clearly a pseudo-embedding, but certainly not an orbispace
embedding when the isotropy group Go of o is non-trivial, or GU does not have a discrete
topology.
3 Loop Spaces and Homotopy Groups
3.1 Based loop space
Let (X, o) be a based orbispace where o = (o, Uo, oˆ). The based loop space of (X, o),
which will be denoted by Ω(X, o), is by definition the space of all “based morphisms” from S1
into (X, o). However, the “based morphism” referred here is slightly different from the version
described in Section 2.3, hence we shall give it a detailed account next.
To begin with, let S1 = [0, 1]/{0 ∼ 1}. We will fix 0 ∈ S1 as a base point, and write (S1, ∗)
for the corresponding based topological space. In defining the based loop space, (S1, ∗) will be
regarded as a based orbispace with a trivial orbispace structure, with the understanding that in
its base-point structure (∗, I0, ∗ˆ), the interval I0 is allowed to be changed.
Let {Ii|i = 0, 1, · · · , n} be a cover of (S1, ∗) by open intervals such that ∗ ∈ I0 and Ii∩Ij 6= ∅
only if j = i + 1 or j = n and i = 0, and {Ui|i = 0, 1, · · · , n} be a collection of basic open sets
of X where U0 = Uo. We shall consider systems such as ({Ii}, {Ui}, {fi}, {ρji}), where each
fi : Ii → Ûi is a continuous map and each ρji is in Tran(Ui, Uj) where either j = i + 1 or
j = n, i = 0. Furthermore, we require that on each Ii ∩ Ij , equation fj = ρji ◦ fi holds, and
f0(∗) = oˆ in Ûo. An isomorphism relation on these systems is defined as in Definition 2.2.1,
with an additional requirement that the automorphism δo of the G-structure (Ûo, GUo , πUo)
be 1GUo in GUo . A system ({Jk}, {Vk}, {gk}, {ξlk}), where k is running from 0 to m, is said
to be a refinement of ({Ii}, {Ui}, {fi}, {ρji}) if (1) {Jk} is a refinement of {Ii} given by a
mapping θ : {0, · · · ,m} → {0, · · · , n} such that θ(0) = 0, and (2) there are transition maps
k ∈ Tran(Vk, Uθ(k)) such that gk = (k)
−1 ◦ fθ(k)|Jk and ξlk = (l)
−1 ◦ ρθ(l)θ(k) ◦ k, where the
transition map 0 ∈ Tran(V0, U0) is required to be 1GUo in GUo (note that V0 = U0 = Uo as
required). With these understood, an equivalence relation on these systems can be similarly
defined.
Definition 3.1.1: The based loop space of (X, o), denoted by Ω(X, o), is the set of equivalence
classes of systems from (S1, ∗) into (X, o), as described in the previous paragraph.
✷
The based loop space Ω(X, o) carries a natural “compact-open” topology which we shall
describe next.
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A subbase of the topology on Ω(X, o) is constructed as follows. Let σ = ({Ii}, {Ui}, {fi,0}, {ρji,0})
be any based system from (S1, ∗) to (X, o). Given K = {Ki} where each Ki ⊂ Ii is compact,
V = {Vi} where each Vi ⊂ Ûi is open such that fi,0(Ki) ⊂ Vi, and A = {Aji} where each Aji is
an open neighborhood of ρji,0 in Tran(Ui, Uj), we define a subset O(σ,K, V,A) of Ω(X, o) by
setting
(3.1.1) O(σ,K, V,A) := {f˜ |f˜ = [({Ii}, {Ui}, {fi}, {ρji})], fi(Ki) ⊂ Vi, ρji ∈ Aji}.
The topology on Ω(X, o) is the one generated by the set of all O(σ,K, V,A).
We shall next give a canonical description of a neighborhood of a based loop. Let f˜0 be
a based loop in Ω(X, o) and σ0 = ({Ii}, {Ui}, {fi,0}, {ρji,0}), i = 0, 1, . . . , n, be a system rep-
resenting it. For any f˜ ∈ O(σ0,K, V,A) with some K = {Ki}, V = {Vi}, and A = {Aji},
there is a representing system σ = ({Ii}, {Ui}, {fi}, {ρji}) satisfying fi(Ki) ⊂ Vi and ρji ∈ Aji.
Observe that for each ρji, there are gj ∈ GUj , hi ∈ GUi such that ρji = g
−1
j ◦ ρji,o ◦ hi. Set
W to be the connected component of Ui ∩ Uj over whose G-structure the transition map ρji,0
is defined. Then both gj and hi are in GW because GW is open in both GUj and GUi . Hence
there are neighborhoods Oj of 1GUj in GUj and δj ∈ Oj , j = 1, . . . , n, such that δ1 ◦ ρ10 = ρ10,0
and δj ◦ ρji ◦ δ
−1
i = ρji,0 for 1 < j ≤ n. Set f
′
j = δj ◦ fj . Then f˜ has a representing system
({Ii}, {Ui}, {f ′i}, {ρ
′
ji}) where f
′
j(Kj) ⊂ Oj ·Vj and ρ
′
ji = ρji,0 for j = 1, · · · , n, and f
′
0(K0) ⊂ V0
and ρ′0n = δ ◦ ρ0n,0 for some δ in a neighborhood Ao of 1GUo . Since such a representing system
is clearly unique, and each open set in Ûi can be written as a union of open sets of form O · V
where O is an open neighborhood of 1GUi and V is an open set in Ûi. We actually have proved
the following
Lemma 3.1.2: Let f˜0 be a based loop which is represented by a system σ0 = ({Ii}, {Ui}, {fi,0}, {ρji,0}),
i = 0, 1, . . . , n. Then a neighborhood of f˜0 in Ω(X, o) can be identified with a set of systems
({fi}, {ρji}) defined over ({Ii}, {Ui}) such that each fi is in a neighborhood of fi,0 in the space of
continuous maps C0(Ii, Ûi), which is given with the compact-open topology, and each ρji = ρji,0
for j = 1, · · · , n, and ρ0n = δ ◦ ρ0n,0 for some δ in a neighborhood of 1GUo in GUo .
✷
We shall call a neighborhood of a based loop as described in the above lemma a canonical
neighborhood associated to a given representing system.
There is a special element in Ω(X, o), which is the equivalence class of ({Ii}, {Ui}, {fi}, {ρji})
where for each index i, Ui = Uo and fi is the constant map into oˆ, and ρji = 1GUo ∈ GUo =
Tran(Uo, Uo). We denote this element by o˜ and fix it as the base point of Ω(X, o).
We shall next construct continuous maps # : Ω(X, o)×Ω(X, o)→ Ω(X, o) and ν : Ω(X, o)→
Ω(X, o) so that ((Ω(X, o), o˜),#, ν) becomes an H-group (cf. [35]).
The map # : Ω(X, o) × Ω(X, o) → Ω(X, o), written (γ˜1, γ˜2) 7→ γ˜1#γ˜2, is defined as fol-
lows. Let γ˜1 and γ˜2 be represented by systems ({Iα, I0}, {Uα, Uo}, {γα,1, γ0,1}, {ξβα, ξ0α}) and
({Ja, J0}, {Va, Uo}, {γa,2, γ0,2}, {ξba, ξ0a}) respectively. We decompose I0 into I0,− ∪ I0,+, and
J0 into J0,− ∪ J0,+ along the base point ∗ ∈ S1, and set H = I0,− ∪ J0,+ and H0 = J0,− ∪ I0,+.
Then the system ({Iα, Ja, H,H0}, {Uα, Va, Uo, Uo}, {γα,1, γa,2, γ, γ0}, {ξβα, ξba, ξ0α, ξ0a}) defines
a based morphism from ([0, 2]/{0 ∼ 2}, ∗) into (X, o), where γ : H → Ûo and γ0 : H0 → Ûo are
defined piecewisely from γ0,1 and γ0,2 in the obvious way. We pre-compose this based morphism
by the homeomorphism ×2 : (S
1, ∗)→ ([0, 2]/{0 ∼ 2}, ∗) where ×2 is obtained from multiplying
by 2, and define γ˜1#γ˜2 to be the resulting based morphism in Ω(X, o). We leave the verifi-
cation that # is well-defined to the readers. (The key point here is that in the definition of
isomorphism relation between based systems, the automorphism δo of (Ûo, GUo , πUo) is required
to be 1GUo ∈ GUo in Definition 2.2.1.) The map # : Ω(X, o) × Ω(X, o) → Ω(X, o) is clearly
continuous. As for the map ν : Ω(X, o) → Ω(X, o), we define for any γ˜ ∈ Ω(X, o) the inverse
of γ˜, written as ν(γ˜), to be the equivalence class of the systems obtained by pre-composing the
representatives of γ˜ with the self-homeomorphism t 7→ 1 − t of (S1, ∗). The such defined map
ν : Ω(X, o)→ Ω(X, o) is clearly continuous.
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Lemma 3.1.3: The based topological space (Ω(X, o), o˜) is an H-group with homotopy associative
multiplication # and homopoty inverse ν.
Proof: We refer to [35] for the definition of H-group. Here we only sketch a proof that ν is a
homotopy inverse, i.e., both maps # ◦ (ν, 1),# ◦ (1, ν) : Ω(X, o) → Ω(X, o) are homopotic to
the constant map onto o˜ ∈ Ω(X, o). The proof of homotopy associativity of # is completely
parallel.
Recall that we identify S1 with [0, 1]/{0 ∼ 1}. Now in this identification we decompose [0, 1]
into [0, 12 ]∪ [
1
2 , 1]. For any s ∈ [0, 1], set Is = ([0,
1
2 (1− s)]∪ [
1
2 (1+ s), 1])/{
1
2 (1− s) ∼
1
2 (1+ s)},
and S1s = Is/{0 ∼ 1} with the base-point ∗ = 0. It is easy to see that for any γ˜ ∈ Ω(X, o)
and s ∈ [0, 1], the restriction of any of γ˜#ν(γ˜) or ν(γ˜)#γ˜ to Is defines a based morphism from
(S1s , ∗) into (X, o). Let ηs : (S
1, ∗)→ (S1s , ∗) be the family of homeomorphisms defined by
(3.1.2) ηs(t) :=
{
(1 − s)t 0 ≤ t ≤ 12
(1− s)(t− 1) + 1 12 ≤ t ≤ 1.
Then the family of compositions (γ˜#ν(γ˜))◦ ηs or (ν(γ˜)#γ˜)◦ ηs, s ∈ [0, 1], provides the required
homotopy from # ◦ (1, ν) or # ◦ (ν, 1) to the constant map onto o˜ ∈ Ω(X, o).
✷
Thus we have constructed, for each based orbispace (X, o), a natural based topological
space (Ω(X, o), o˜), which is in fact an H-group with homotopy associative multiplication #
and homotopy inverse ν. Moreover, for each based morphism f˜ : (X, o) → (X ′, o′), there is
a corresponding map Ω(f˜) : (Ω(X, o), o˜) → (Ω(X ′, o′), o˜′) defined by Ω(f˜)(γ˜) = f˜ ◦ γ˜. The
map Ω(f˜) clearly satisfies the equations Ω(f˜)(γ˜1#γ˜2) = Ω(f˜)(γ˜1)#Ω(f˜)(γ˜2) and Ω(f˜)(ν(γ˜)) =
ν(Ω(f˜ )(γ˜)). It is also continuous, and we have actually obtained a functor Ω from the category
of based orbispaces to the category of H-groups.
The continuity of Ω(f˜) : Ω(X, o) → Ω(X ′, o′) can be seen as follows. Let γ˜′ = f˜ ◦ γ˜ be a
based loop in (X ′, o′) which is the image of a based loop γ˜ ∈ Ω(X, o) under the map Ω(f˜).
Suppose we are given a neighborhood of γ˜′, which is assumed without loss of generality to be a
canonical neighborhood associated to a representing system
(3.1.3) σ′ = ({Ii}, {U
′
i}, {γ
′
i}, {ξ
′
ji}), i = 0, 1, · · · , n,
as described in Lemma 3.1.2. We may further assume that the system σ′ given in (3.1.3) is
the composition of a representing system of γ˜ with a representing system of f˜ . More precisely,
there are systems τ = ({Uα}, {U ′α}, {fα}, {ρβα}) and σ = ({Ii}, {Ui}, {γi}, {ξji}), and there is
a mapping of indexes i 7→ α = θ(i) with Ui = Uθ(i) such that
(3.1.4) U ′i = U
′
θ(i), γ
′
i = fθ(i) ◦ γi, ξ
′
ji = ρθ(j)θ(i)(ξji).
Suppose the canonical neighborhood of γ˜′ associated to the representing system σ′ of (3.1.3) is
given by the set of systems ({γ¯′i}, {ξ¯
′
ji}) defined over ({Ii}, {U
′
i}), i = 0, 1, · · · , n, satisfying
(3.1.5) γ¯′i(Ki) ⊂ V
′
i , ξ¯
′
ji = ξ
′
ji ∀j = 1, · · · , n, ξ¯
′
0n = δ
′ ◦ ξ′0n with δ
′ ∈ O′,
where Ki is a compact subset of Ii, V
′
i is an open subset of Û
′
θ(i), and O
′ is a neighborhood of
1GU′o
in GU ′o . We set Vi = f
−1
θ(i)(V
′
i ) ⊂ Ûθ(i) and O = ρ
−1
o (O
′), which is a neighborhood of 1GUo
in GUo . Then the canonical neighborhood of γ˜ associated to the representing system σ, which
is given by the set of systems ({γ¯i}, {ξ¯ji}) defined over ({Ii}, {Ui}), i = 0, 1, · · · , n, satisfying
(3.1.6) γ¯i(Ki) ⊂ Vi, ξ¯ji = ξji ∀j = 1, · · · , n, ξ¯0n = δ ◦ ξ0n with δ ∈ O,
is mapped into the canonical neighborhood of γ˜′ described in (3.1.5) under the map Ω(f˜). Hence
Ω(f˜) : Ω(X, o)→ Ω(X ′, o′) is continuous.
Finally, observe also that there is a natural continuous map ΠX : (Ω(X, o), o˜)→ (Ω(Xtop, o), o)
defined by forgetting the orbispace structure on X , i.e., ΠX(γ˜) = γ for each γ˜ ∈ Ω(X, o), which
clearly preserves the H-group structure on the corresponding spaces.
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3.2 Homotopy groups
Definition 3.2.1: Let (X, o) be a based orbispace. For any k ≥ 1, the k-th homotopy group of
(X, o), denoted by πk(X, o), is defined to be the (k-1)-th homotopy group of the based loop space
(Ω(X, o), o˜).
✷
Because (Ω(X, o), o˜) has a structure of H-group, π1(X, o) is a group whose multiplication is
induced by the homotopy associative multiplication # : Ω(X, o)×Ω(X, o)→ Ω(X, o). Moreover,
for k ≥ 2, πk(X, o) is an abelian group. There is an action of π1(X, o) on each πk(X, o), written as
C : π1(X, o)→ Aut(πk(X, o)), which is defined as follows: for any a ∈ π1(X, o) and φ ∈ πk(X, o),
where a is represented by γ˜ ∈ Ω(X, o) and φ is represented by Φ : (Sk−1, ∗)→ (Ω(X, o), o˜), we
define C(a)(φ) to be the class represented by the continuous map (Sk−1, ∗)→ (Ω(X, o), o˜) given
by x 7→ (γ˜)−1#Φ(x)#γ˜. The action C : π1(X, o) → Aut(πk(X, o)) will be called the canonical
action of π1(X, o) on πk(X, o).
In summary, we have defined for each k ≥ 1 a functor πk from the category of based orbispaces
to the category of groups (abelian groups for k ≥ 2). When restricted to the sub-category of
based locally connected topological spaces, the functor πk coincides with the functor of k-th
homotopy group of a topological space, defined as the set of all homotopy classes of based
continuous maps from (Sk, ∗) into the based topological space. As a notational convention,
for any based morphism f˜ : (X, o) → (X ′, o′), we write f# : πk(X, o) → πk(X ′, o′) for the
corresponding homomorphism between homotopy groups.
Each based morphism f˜ : (Sk, ∗) → (X, o) gives rise to an element f#(1) ∈ πk(X, o) where
1 ∈ πk(Sk, ∗) is the class of the identity map Sk → Sk. We claim that the converse is true
when the orbispace X is e´tale. More concretely, for any element u of πk(X, o) with X being
e´tale, there is a based morphism f˜ : (Sk, ∗) → (X, o) such that f#(1) = u. (An orbispace
(X,U) is called e´tale if GU is discrete for every U ∈ U .) The claim can be seen as follows. Let
u : (Sk−1, ∗) → (Ω(X, o), o˜) be a continuous map. We subdivide Sk−1 into a union of finitely
many closed simplexes ∪a∈AKa, which is fine enough so that the image of each Ka under u lies
in a canonical neighborhood of some based loop as described in Lemma 3.1.2. Hence there are
parametrized representing systems of based loops σa, a ∈ A,
(3.2.1) σa = ({Ii ×Ka}, {U
a
i }, {γ
a
i }, {ξ
a
ji}), i = 0, 1, · · · , n,
where each γai : Ii × Ka → Û
a
i is continuous, each ξ
a
ji is a transition map in Tran(U
a
i , U
a
j )
which is constant in x ∈ Ka (here we have used the assumption that the orbispace X is e´tale),
and the equations γaj = ξ
a
ji ◦ γ
a
i are satisfied. Here the number of intervals Ii can be chosen
to be independent of Ka by passing to refinement. When restricted to the common face of Ka
and Kb, the parametrized systems σa and σb represent the same map u|Ka∩Kb , hence there are
transition maps ηiba ∈ Tran(U
a
i , U
b
i ) such that
(3.2.2) ξbji = η
j
ba ◦ ξ
a
ji ◦ (η
i
ba)
−1, γbi = η
i
ba ◦ γ
a
i on Ii × (Ka ∩Kb).
Here again each ηiba is constant in x ∈ Ka∩Kb by the assumption that the orbispace X is e´tale.
Now we regard Sk as the suspension SSk−1 of Sk−1, and define a system of maps
(3.2.3) τ = ({V ai }, {U
a
i }, {f
a
i }, {ρ(j,b)(i,a)}), i = 0, 1, · · · , n, a ∈ A
where each V ai = Ii × Oa for some small regular neighborhood Oa of the closed simplex Ka,
fai : V
a
i → Û
a
i is defined from a suitable extension of γ
a
i , and ρ(j,b)(i,a) = η
j
ba ◦ ξ
a
ji = ξ
b
ji ◦ η
i
ba
is a transition map in Tran(Uai , U
b
j ). The extension f
a
i of γ
a
i is chosen in such a way that
f bi = η
i
ba◦γ
a
i . It is easy to verify that the system τ as defined in (3.2.3) satisfies the compatibility
conditions (2.2.1a − b) so that it determines a based morphism f˜ : (Sk, ∗) → (X, o). By the
nature of construction, we have f#(1) = [u] where 1 ∈ πk(Sk, ∗) is the class of the identity map
Sk → Sk. This concludes the proof of the claim.
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In what follows, we shall formulate and establish the homotopy invariance of groups πk(X, o),
and investigate how they behave under the change of base-point structures.
Let (X, o), (X ′, o′) be two based orbispaces. The space of based morphisms between (X, o)
and (X ′, o′), denoted by Mor{(X, o), (X ′, o′)}, carries a natural “compact-open” topology. Let
σ = ({Uα}, {U ′α}, {fα,0}, {ρβα,0}) be a based system from (X, o) to (X
′, o′). Let K = {Kα} be
a finite set where each Kα ⊂ Ûα is compact, V = {Vα} be a finite set where each Vα ⊂ Û ′α
is open such that fα,0(Kα) ⊂ Vα, and L = {Lβα} and O = {Oβα} be finite sets where each
Lβα is a compact subset in Tran(Uα, Uβ) and each Oβα is an open subset of Tran(U
′
α, U
′
β) such
that ρβα,0(Lβα) ⊂ Oβα. We introduce a subset O(σ,K, V, L,O) of Mor{(X, o), (X ′, o′)}, which
is the set of all based morphisms represented by systems ({Uα}, {U ′α}, {fα}, {ρβα}) satisfying
f(Kα) ⊂ Vα and ρβα(Lβα) ⊂ Oβα for all Kα ∈ K, Vα ∈ V , Lβα ∈ L and Oβα ∈ O. The
“compact-open” topology on Mor{(X, o), (X ′, o′)} is the one generated by all these subsets
O(σ,K, V, L,O).
Definition 3.2.2: Two based morphisms f˜1, f˜2 : (X, o) → (X ′, o′) are said to be homotopic if
f˜1, f˜2 are path-connected in the space of all based morphisms Mor{(X, o), (X ′, o′)} equipped with
the “compact-open” topology. A based morphism f˜ : (X, o) → (X ′, o′) is said to be a homotopy
equivalence if there is a based morphism g˜ : (X ′, o′) → (X, o) such that both of g˜ ◦ f˜ and f˜ ◦ g˜
are homotopic to the identity morphism.
✷
Theorem 3.2.3: Let f˜1, f˜2 : (X, o) → (X ′, o′) be two based morphisms. Then (f1)# = (f2)# :
πk(X, o)→ πk(X ′, o′) for all k ≥ 1 if f˜1, f˜2 are homotopic. As a consequence, f# : πk(X, o)→
πk(X
′, o′) is an isomorphism for any k ≥ 1 if f˜ : (X, o)→ (X ′, o′) is a homotopy equivalence.
Proof: Let f˜s, s ∈ [1, 2], be a path connecting f˜1 and f˜2 in Mor{(X, o), (X ′, o′)}. We consider
the map F : (Ω(X, o), o˜) × [1, 2] → (Ω(X ′, o′), o˜′) defined by F (γ˜, s) = Ω(f˜s)(γ˜), where Ω(f˜s) :
(Ω(X, o), o˜) → (Ω(X ′, o′), o˜′) is given by Ω(f˜s)(γ˜) = f˜s ◦ γ˜. We need to show that for any
continuous map u : Sk → Ω(X, o), the composition F̂ : Sk × [1, 2] → Ω(X ′, o′) defined by
F̂ (x, s) := F (u(x), s) is continuous.
For any fixed (x0, s0) ∈ Sk × [1, 2], set u(x0) = γ˜0 ∈ Ω(X, o). We will show that for any
neighborhood of F (γ˜0, s0) in Ω(X
′, o′) of form (3.1.1), O(σ′,K ′, V ′, A′), there is a neighborhood
O(σ,K ′, V, A) of γ˜0, such that for a given compact subset C ⊂ O(σ,K
′, V, A), there is an
interval I containing s0, such that for any (γ˜, s) ∈ C × I, we have F (γ˜, s) ∈ O(σ′,K ′, V ′, A′).
This is seen as follows. Let σ = ({Ii}, {Ui}, {γi,0}, {ξji,0}) be a system representing γ˜0, τ =
({Uα}, {U ′α}, {fα,s0}, {ρβα,s0}) a system representing f˜s0 such that the composition σ
′ = τ ◦ σ,
written ({Ii}, {U ′i}, {fi,s0 ◦γi,0}, {ρji,s0(ξji,0)}), represents F (γ˜0, s0). Here the index i is running
from 0 to n. Given K ′ = {K ′i} where each K
′
i ⊂ Ii is compact, V
′ = {V ′i } where each V
′
i ⊂ Û
′
i is
open such that fi,s0 ◦ γi,0(K
′
i) ⊂ V
′
i , and A
′ = {A′ji} where each A
′
ji is an open neighborhood of
ρji,s0 (ξji,0) in Tran(U
′
i , U
′
j). For each 1 ≤ i ≤ n, since γi,0(K
′
i) is compact in f
−1
i,s0
(V ′i ), it is easily
seen that there is an open set Vi ⊂ Ûi, a neighborhood Oi of 1GUi , such that Oi · Vi ⊂ f
−1
i,s0
(V ′i )
and γi,0(K
′
i) ⊂ Vi. We set V0 = f
−1
0,s0
(V ′0 ) and V = {Vi}. We choose On small enough so that
there is a neighborhood A0n of ξ0n,0 such that A0n ◦ O
−1
n ⊂ ρ
−1
0n,s0
(A′0n). For other Aji, we set
A10 = O
−1
1 ◦ ξ10,0, Aji = O
−1
j ◦ ξji,0 ◦ Oi for 2 ≤ j ≤ n, and set A = {Aji}. We consider the
neighborhood O(σ,K ′, V, A) of γ˜0 in Ω(X, o).
Set K = {Ki} and L = {Lji} where Ki := {γi(t)} and Lji := {ξji}, in which t ∈ K
′
i
and ({γi}, {ξji}) is in a canonical neighborhood of γ˜0 associated to the system σ (cf. Lemma
3.1.2) such that [({γi}, {ξji})] ∈ C. Then it is easily seen that each Ki is a compact subset of
Ûi and each Lji is a compact subset of Tran(Ui, Uj). Set Oji = A
′
ji. Then by the nature of
construction, we have fi,s0(Ki) ⊂ V
′
i and ρji,s0 (Lji) ⊂ Oji. Let I be a neighborhood of s0 such
that for all s ∈ I, the based morphisms f˜s are in O(τ,K, V ′, L,O). Then it follows from the
nature of construction that for any (γ˜, s) ∈ C × I, we have F (γ˜, s) ∈ O(σ′,K ′, V ′, A′).
By taking the compact subset C to be the image of a compact neighborhood of x0 in Sk under
the continuous map u, we prove that F̂ (x, s) is continuous at (x0, s0) for any (x0, s0) ∈ Sk×[1, 2].
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Hence the theorem.
✷
Let o1 = (o1, Uo,1, oˆ1), o2 = (o2, Uo,2, oˆ2) be two base-point structures of orbispace (X,U).
Let {Ii|i = 0, 1, · · · , n} be a cover of [0, 1] by open intervals such that 0 ∈ I0, 1 ∈ In and
Ii∩Ij 6= ∅ only if j = i+1, and {Ui|i = 0, 1, · · · , n} be a collection of basic open sets of X where
U0 = Uo,1 and Un = Uo,2. We shall consider systems such as ({Ii}, {Ui}, {fi}, {ρji}), where each
fi : Ii → Ûi is a continuous map and each ρji is in Tran(Ui, Uj) where j = i+ 1. Furthermore,
we require that on each Ii ∩ Ij , equation fj = ρji ◦ fi holds, and f0(0) = oˆ1 in Ûo,1 and
fn(1) = oˆ2 in Ûo,2. An isomorphism relation on these systems is defined as in Definition 2.2.1,
but we require that the automorphisms δo,1 and δo,2 of the G-structure (Ûo,1, GUo,1 , πUo,1) and
(Ûo,2, GUo,2 , πUo,2) be 1GUo,1 and 1GUo,2 respectively. A system ({Jk}, {Vk}, {gk}, {ξlk}), where
k is running from 0 to m, is said to be a refinement of ({Ii}, {Ui}, {fi}, {ρji}) if (1) {Jk} is a
refinement of {Ii} given by a mapping θ : {0, · · · ,m} → {0, · · · , n} such that θ(0) = 0 and θ(m) =
n, and (2) there are transition maps k ∈ Tran(Vk, Uθ(k)) such that gk = (k)
−1 ◦ fθ(k)|Jk and
ξlk = (l)
−1 ◦ρθ(l)θ(k) ◦ k, where the transition maps 0 ∈ Tran(V0, U0) and m ∈ Tran(Vm, Un)
are required to be 1GUo,1 and 1GUo,2 respectively (note that V0 = U0 = Uo,1 and Vm = Un = Uo,2
as required). With these understood, an equivalence relation on these systems can be defined
as in Definition 3.1.1.
Definition 3.2.4: A based morphism from [0, 1] to (X, o1, o2) is defined to be an equivalence
class of the systems as described in the previous paragraph.
✷
A based morphism from [0, 1] to (X, o1, o2) will be called a based path from o1 to o2. The
space of all based paths from o1 to o2 is denoted by P (X, o1, o2). Clearly P (X, o, o) is just the
based loop space Ω(X, o). The homotopy inverse ν and the homotopy associative multiplication
# on a based loop space can be defined more generally on the spaces of based paths. To
be more concrete, there is a continuous map ν : P (X, o1, o2) → P (X, o2, o1), where ν(γ˜) is
obtained by pre-composing γ˜ with the self-homeomorphism of [0, 1] given by t 7→ 1 − t. The
corresponding map # : P (X, o1, o2)×P (X, o2, o3)→ P (X, o1, o3), written as (γ˜1, γ˜2) 7→ γ˜1#γ˜2,
can be similarly defined, generalizing the map # : Ω(X, o) × Ω(X, o) → Ω(X, o). Observe that
for any based paths γ˜1, γ˜2 ∈ P (X, o1, o2), γ˜1#ν(γ˜2) and ν(γ˜1)#γ˜2 are elements of Ω(X, o1) and
Ω(X, o2) respectively.
The following theorem is self-evident.
Theorem 3.2.5: For any based morphism γ˜ : [0, 1] → (X, o1, o2), there is an isomorphism,
written as γ˜∗ : πk(X, o2) → πk(X, o1), whose inverse (γ∗)−1 is given by ν(γ˜)∗ : πk(X, o1) →
πk(X, o2). Moreover, for any γ˜1, γ˜2, we have (γ˜2)
−1
∗ ◦ (γ˜1)∗ = C([ν(γ˜1)#γ˜2]) as an element of
Aut(πk(X, o2)), where C : π1(X, o2) → Aut(πk(X, o2)) is the canonical action of π1(X, o2) on
πk(X, o2), and [ν(γ˜1)#γ˜2] stands for the class of ν(γ˜1)#γ˜2 in π1(X, o2).
✷
In the special case when o1 = (o, Uo,1, oˆ1) and o2 = (o, Uo,2, oˆ2) for the same point o ∈ X (i.e.
o1 = o2 = o), there is always a based morphism γ˜ : [0, 1]→ (X, o1, o2), defined as the equivalence
class of the following system ({I0, I1}, {Uo,1, Uo,2}, {γ0, γ1}, {ρ10}), where I0 = [0,
2
3 ), I1 = (
1
3 , 1],
γ0(t) = oˆ1, ∀t ∈ I0, γ1(t) = oˆ2, ∀t ∈ I1, and ρ10 ∈ Tran(Uo,1, Uo,2) is a transition map sending
oˆ1 to oˆ2 (ρ10 exists because πUo,1(oˆ1) = πUo,2(oˆ2) = o). As a consequence, the isomorphism
classes of homotopy groups πk(X, o) where o = (o, Uo, oˆ) depend only on the point o ∈ X .
We will denote the corresponding abstract groups by πk(X, o). Note that for any morphism
f˜ : X → X ′, if setting o′ = f(o), there is a homomorphism f# : πk(X, o)→ πk(X ′, o′).
Observe that the natural continuous map ΠX : (Ω(X, o), o˜) → (Ω(Xtop, o), o) induces a
homomorphism ΠX : πk(X, o) → πk(Xtop, o), which is natural in the following sense: the
commutativity f∗ ◦ΠX = ΠX′ ◦ f# holds for any morphism f˜ : X → X ′, where f# : πk(X, o)→
πk(X
′, f(o)) and f∗ : πk(Xtop, o)→ πk(X
′
top, f(o)).
An orbispace X is called connected if Xtop is connected. Two points o1, o2 of X are called
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path-connected in X if there is a morphism u˜ : [0, 1] → X such that u(0) = o1 and u(1) = o2.
Clearly being path-connected is an equivalence relation amongst the points in X . We denote
by π0(X) the set of all equivalence classes of path-connected points in X , and by π0(X, o) the
corresponding based set with the base point being the equivalence class of point o ∈ X . We call
an orbispace X path-connected if π0(X) is a set of only one point.
For a path-connected orbispace X , the isomorphism class of πk(X, o) does not depend on
the base point o ∈ X . We will denote the corresponding abstract group by πk(X), and call it
the k-th homotopy group of orbispace X . Note that for any morphism f˜ : X → X ′ between
path-connected orbispaces, there is a homomorphism f# : πk(X)→ πk(X ′) for any k ≥ 1.
Recall that for any two orbispaces X,X ′, the cartesian product X × X ′ is defined, where
the orbispace structure is taken as the cartesian product of the orbispace structures of X and
X ′. Given base-point structures o, o′ of X and X ′ respectively, there is a canonical base-point
structure o × o′ of X × X ′. Observe that the set of systems (resp. based systems) from Y to
X ×X ′ is the cartesian product of the set of systems (resp. based systems) from Y to X with
the set of systems (resp. based systems) from Y to X ′, and passing to equivalence classes, the
set of morphisms (resp. based morphisms) from Y to X × X ′ is the cartesian product of the
set of morphisms (resp. based morphisms) from Y to X with the set of morphisms (resp. based
morphisms) from Y to X ′. This implies the following
Theorem 3.2.6: π0(X×X ′, (o, o′)) = π0(X, o)×π0(X ′, o′), and for any k ≥ 1, πk(X×X ′, o×
o′) = πk(X, o)× πk(X
′, o′).
✷
Given an orbispace X , we can form the cartesian product X × [1, 2] where the interval
[1, 2] is a trivial orbispace. There are two orbispace embeddings i˜j : X → X × [1, 2] into the
sub-orbispaces X × {j}, j = 1, 2, respectively.
Definition 3.2.7: Two morphisms f˜1, f˜2 : X → X ′ are called homotopic if there is a morphism
F˜ : X × [1, 2] → X ′ such that f˜j = F˜ ◦ i˜j for j = 1, 2. A morphism f˜ : X → X ′ is called a
homotopy equivalence if there is a morphism g˜ : X ′ → X such that both f˜ ◦ g˜ and g˜ ◦ f˜ are
homotopic to the identity morphism.
✷
The following theorem is self-evident.
Theorem 3.2.8: Let f˜ : X → X ′ be a homotopy equivalence. Suppose X is path-connected,
then X ′ is also path-connected, and f˜ induces an isomorphism f# : πk(X) → πk(X ′) for all
k ≥ 0.
✷
We insert two remarks concerning the Hurewicz homomorphism.
Remark 3.2.9 a: The Hurewicz homomorphism πk(X, o) → Hk(Xtop,Z) is defined as the
composition h ◦ ΠX where ΠX : πk(X, o) → πk(Xtop, o) is the natural homomorphism induced
by (Ω(X, o), o˜) → (Ω(Xtop, o), o), and h : πk(Xtop, o) → Hk(Xtop,Z) is the ordinary Hurewicz
homomorphism.
✷
Remark 3.2.9 b: Suppose X is an e´tale orbispace. We have shown that for any element u ∈
πk(X, o) there is a based morphism f˜ : (S
k, ∗)→ (X, o) such that f#(1) = u where 1 ∈ πk(Sk, ∗)
is the class of the identity map Sk → Sk. In this case, the Hurewicz homomorphism πk(X, o)→
Hk(Xtop,Z) sends the class u to the class f∗([S
k]) where f : Sk → Xtop is the continuous map
induced by the morphism f˜ . It seems that there should be a singular homology theory of e´tale
orbispaces constructed using chains of morphisms from simplexes into the orbispace, to which
the above Hurewicz homomorphism can be lifted.
✷
We end this section with a theorem relating the fundamental group of a complex of groups
as defined in [17] with the π1 of the associated orbihedron which is canonically regarded as an
orbispace in the sense of this paper.
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We first recall the definition of fundamental group of a complex of groups in [17]. Let X be
a simplicial cell complex, and G(X) = (X,Gσ, ψa, ga,b) be a complex of groups defined over X .
Here a ∈ E(X) is an edge of the barycentric subdivision of X , and σ ∈ V (X) is a cell of X .
Each a ∈ E(X) is naturally oriented. We write i(a) for the initial point of a and t(a) for the
terminal point of a. The symbol a−1 denotes an edge a ∈ E(X) with the inversed orientation
so that i(a−1) = t(a) and t(a−1) = i(a). Let σ0 ∈ V (X) be a fixed cell of X .
The fundamental group π1(G(X), σ0) of the complex of groups G(X) with respect to the
base point σ0 is defined as the group generated by all of the following words
(3.2.4) g0e1g1e2g2 · · · engn,
where g0 ∈ Gσ0 , each ei is either a or a
−1 for some a ∈ E(X) such that i(e1) = σ0, t(ei) = i(ei+1),
t(en) = σ0, and gi ∈ Gt(ei). Besides the relations inherited from each group Gσ, σ ∈ V (X), the
words in (3.2.4) are subject to the following further relations
(3.2.5) aa−1 = a−1a = 1, ψa(g) = a
−1ga, ∀g ∈ Gi(a), ab = baga,b,
where a, b are any composable edges in E(X).
We equip X with the orbihedron structure associated to G(X) and regard X canonically
as an orbispace in the sense of this paper. For any given cell σ0 ∈ V (X), we define a base-
point structure σ0 = (o, Uo, oˆ) of X as follows: Uo = Stσ0, o is the barycenter of σ0, and
oˆ = p−1σ0 (o) ∈ Stσ˜0 (note that pσ0 : Stσ˜0 → Stσ0 is one to one restricted on σ˜0).
Theorem 3.2.10: The fundamental group π1(G(X), σ0) is isomorphic to π1(X, σ0).
Proof: The orbihedron structure on X given in [17] and the corresponding orbispace structure
on X in the sense of this paper were discussed in Example 2.1.3 c. Let us first briefly review
the latter.
Given an orbihedron structure on a simplicial cell complex X as defined in [17], an orbispace
structure as defined in Definition 2.1.2 was canonically constructed on X as follows. We let
U = {Stσ, σ ∈ V (X)}. (Although U does not form a base of the underlying topological space
of the simplicial cell complex X , U determines an orbispace structure on it in an obvious way.)
The G-structure of Stσ is (Stσ˜, Gσ, pσ). For any two different cells σ and τ , Stσ ∩ Stτ 6= ∅
if and only if dimσ 6= dim τ and there is an edge a ∈ E(X) such that i(a) = σ and t(a) = τ
(assuming dimσ > dim τ), and in the latter case, Stσ ∩Stτ is the disjoint union of all the Sta’s
where a ∈ E(X) satisfy i(a) = σ and t(a) = τ . The set of transition maps Tran(Stσ, Stτ) is
given by
(3.2.6) Tran(Stσ, Stτ) = {(g ◦ fa, gψag
−1)|a ∈ E(X), i(a) = σ, t(a) = τ, g ∈ Gt(a)},
where fa, which is a ψa-equivariant simplicial map p
−1
σ (Sta)→ p
−1
τ (Sta) for any a ∈ E(X) with
i(a) = σ and t(a) = τ , is given as part of the data of the orbihedron structure on X .
We shall construct an isomorphism Ψ : π1(X, σ0)→ π1(G(X), σ0) as follows. Suppose that
u = ({Ii}, {Ui}, {γi}, {ξji}) is a representing system of a based loop in (X, σ0), where the index
i is running from 0 to n, each Ui = Stτi for some τi ∈ V (X) with τ0 = σ0. As a notational
convention, we assume j = i+ 1 for i < n and j = 0 for i = n. It follows easily that
(1) if dim τj < dim τi, then ξji = (gi ◦ fai , giψaig
−1
i ) for some ai ∈ E(X) with i(ai) = τi and
t(ai) = τj , and some gi ∈ Gτj ,
(2) if dim τj > dim τi, then ξ
−1
ji = (gi ◦ fai , giψaig
−1
i ) for some ai ∈ E(X) with i(ai) = τj and
t(ai) = τi, and some gi ∈ Gτi ,
(3) if dim τj = dim τi, then τj = τi, and ξji = gi for some gi ∈ Gτi .
For case (1), we set Aij = aigi, for case (2), we set Aij = g
−1
i a
−1
i , and for case (3), we set
Aij = gi. We define Ψ(u) to be the class of the word
(3.2.7) A01A12 · · ·A(n−1)nAn0
in the fundamental group π1(G(X), σ0). One can verify that Ψ(u) depends only on the equiv-
alence class [u] of u, with the help of relations in (3.2.5). On the other hand, appealing to
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the description of a canonical neighborhood of a based loop as given in Lemma 3.1.2 and the
fact that the groups {Gσ, σ ∈ V (X)} are discrete, we see that Ψ(u) is independent of the ho-
motopy class of [u], hence Ψ descents to a map π1(X, σ0) → π1(G(X), σ0), which clearly is a
homomorphism by the nature of construction.
For the surjectivity of Ψ : π1(X, σ0)→ π1(G(X), σ0), given any word w as in (3.2.4), we can
write it as a product of Aij ’s as in (3.2.7). Then we can easily construct a system u in which the
ξji’s give rise to the Aij ’s from the word w. It follows easily that Ψ(u) = [w] in π1(G(X), σ0).
Hence Ψ is surjective.
For the injectivity of Ψ : π1(X, σ0)→ π1(G(X), σ0), we observe that if for some representing
system u, the word defined in (3.2.7) is equivalent to the trivial word through a sequence of
cancellations using the relations in (3.2.5), then there is a corresponding sequence of representing
systems of based loops, {ui|i = 0, · · ·m}, such that u0 = u, [ui] is homotopic to [ui+1], and um
is a closed loop in Stσ˜0. The claim that [ui] is homotopic to [ui+1] for each i also uses the fact
that each Stσ˜, σ ∈ V (X), and p−1σ (Sta) with i(a) = σ is contractable. Now it is easily seen
that [u] is null-homotopic, hence Ψ is injective. This concludes the proof of the theorem.
3.3 Relative homotopy groups
This section concerns, for a given based pseudo-embedding, the construction of relative ho-
motopy groups and establishment of the corresponding exact homotopy sequence (1.7) associated
to it.
Given based orbispaces (X, p) and (Y, q) where the base-point structures are specified as
p = (p, Uo, pˆ) and q = (q, Vo, qˆ), recall that a based pseudo-embedding i˜ : (Y, q) → (X, p) is
a based morphism which has a representing system σ = ({Vα}, {Uα}, {iα}, {ρβα}), where each
iα : V̂α → Ûα is an embedding and each ρα : GVα → GUα is a monomorphism such that the
natural projection GUα → GUα/ρα(GVα) is a weak fibration.
Fixing a representing system σ = ({Vα}, {Uα}, {iα}, {ρβα}), α ∈ Λ, of the based pseudo-
embedding, we will first construct the based relative loop space Ω(X,Y, σ). An element of
Ω(X,Y, σ), which is called a based relative loop in (X,Y, σ), is an equivalence class of based
systems from [0, 1] to X satisfying a certain boundary condition specified by σ. More concretely,
let Ii, i = 0, 1, · · · , n, be intervals such that [0, 1] = ∪ni=0Ii and Ii ∩ Ij 6= ∅ iff j = i + 1, and
let {Ui} be a collection of basic open sets of X such that U0 = Uo and Un = Uα for some
α ∈ Λ. We consider system ({Ii}, {Ui}, Vα, {fi}, {ξji}) where each fi : Ii → Ûi is continuous,
and ξji ∈ Tran(Ui, Uj) such that fj = ξji ◦ fi on Ii∩ Ij . Furthermore, we require that f0(0) = pˆ
and fn(1) ∈ iα(V̂α) ⊂ Ûα = Ûn. Two systems ({fi,1}, {ξji,1}), ({fi,2}, {ξji,2}) defined over
({Ii}, {Ui}, Vα) are said to be isomorphic if there are automorphisms of (Ûi, GUi , πUi), δi ∈ GUi ,
i = 1, 2, · · · , n, such that fi,2 = δi ◦fi,1, ξji,2 = δj ◦ξji,1 ◦δ
−1
i , and δn ∈ ρα(GVα). The refinement
relation is defined as follows. A system ({Jk}, {Wk}, Vβ , {gk}, {ηlk}) (here each Wk is a basic
open set of X), where k is running from 0 to m, is a refinement of ({Ii}, {Ui}, Vα, {fi}, {ξji}) if
(1) {Jk} is a refinement of {Ii}, given by an index mapping θ : {0, · · · ,m} → {0, · · · , n}, such
that θ(0) = 0 and θ(m) = n, (2) there are transition maps k ∈ Tran(Wk, Uθ(k)) for k = 1, · · · ,m
which satisfy the following conditions: gk = 
−1
k ◦fθ(k)|Jk and ηlk = 
−1
l ◦ξθ(l)θ(k)◦k, and (3) there
is a transition map ı ∈ Tran(Vβ , Vα) such that m = ραβ(ı) (note that m ∈ Tran(Wm, Un) =
Tran(Uβ , Uα)). The isomorphism relation and the refinement relation together determines an
equivalence relation on these systems.
Definition 3.3.1: The based relative loop space of (X,Y, σ), denoted by Ω(X,Y, σ), is the set
of equivalence classes of systems as described in the previous paragraph.
✷
As in the case of based loop space, a natural compact-open topology can be given on
Ω(X,Y, σ). Let f˜0 be a based relative loop and τ0 = ({Ii}, {Ui}, Vα, {fi,0}, {ξji,0}) be a repre-
senting system of f˜0. Given K = {Ki} where each Ki is a compact subset of Ii, W = {Wi}
where each Wi is an open subset of Ûi, and A = {Aji} where each Aji is a neighborhood of
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ξji,0 in Tran(Ui, Uj), such that fi,0(Ki) ⊂ Wi, we similarly define a subset O(τ0,K,W,A) of
Ω(X,Y, σ) by
(3.3.1) O(τ0,K,W,A) := {f˜ |f˜ = [({Ii}, {Ui}, Vα, {fi}, {ξji})], fi(Ki) ⊂Wi, ξji ∈ Aji}.
The topology on Ω(X,Y, σ) is generated by the set of all O(τ0,K,W,A).
Given a representing system τ0 = ({Ii}, {Ui}, Vα, {fi,0}, {ξji,0}) of f˜0 ∈ Ω(X,Y, σ), where
i is running from 0 to n, a based relative loop f˜ in a neighborhood of f˜0 also has a canon-
ical form as in the case of based loops. More concretely, f˜ can be represented by a system
({Ii}, {Ui}, Vα, {fi}, {ξji}), where ξji = ξji,0 for j = 1, · · · , n − 1, and the last transition map
ξn(n−1) = δ ◦ ξn(n−1),0 for some δ ∈ GUn = GUα , which is determined only as an element
in the space of cosets GUα/ρα(GVα). However, the assumption that the natural projection
GUα → GUα/ρα(GVα) is a weak fibration bears the following important consequence: a con-
tinuous map from a Euclidean ball D into a neighborhood of f˜0 can be represented by a sys-
tem ({Ii}, {Ui}, Vα, {fi}, {ξji}), where each fi : D × Ii → Ûi is continuous, ξji = ξji,0 for
j = 1, · · · , n− 1, and ξn(n−1) = δ ◦ ξn(n−1),0 where δ : D → GUα is continuous.
We point out that the homeomorphism class of based relative loop space Ω(X,Y, σ) only
depends on the based pseudo-embedding i˜ : (Y, q) → (X, p), not on the representing system σ.
When there is no confusion, we simply denote the based relative loop space by Ω(X,Y, i˜).
Finally, we observe that each based relative loop f˜ ∈ Ω(X,Y, i˜) induces a path f : [0, 1]→ X
such that f(0) = p and f(1) ∈ i(Y ). Moreover, f˜ determines a point in Y , which will be
denoted by ∂f˜ , as follows: let ({Ii}, {Ui}, Vα, {fi}, {ξji}), where i is running from 0 to n, be a
representing system of f˜ , we set
(3.3.2) ∂f˜ = πVα(i
−1
α (fn(1))),
which is easily seen to be independent of the representing system.
There is a special point in Ω(X,Y, i˜), the constant relative loop p˜, which is the equivalence
class of the system ([0, 1], Uo, Vo, f) where f : [0, 1] → Ûo is the constant map into pˆ. We fix p˜
as the base point of Ω(X,Y, i˜).
Definition 3.3.2: The relative homotopy groups πk(X,Y, i˜) associated to a based pseudo-
embedding i˜ : (Y, q)→ (X, p) are defined by
πk(X,Y, i˜) := πk−1(Ω(X,Y, i˜), p˜)
for all k ≥ 1. In fact, π1(X,Y, i˜) is only a based set in general.
✷
Each element of Ω(X, p) naturally gives rise to an element of Ω(X,Y, σ) as follows. Suppose
γ˜ ∈ Ω(X, p) is represented by a system τ = ({Ii}, {Ui}, {γi}, {ξji}), where i is running from 0 to
n− 1. We decompose I0 as I0,− ∪ I0,+ along the base point ∗ ∈ S
1, and name J0 = I0,+, J1 =
I1, · · · , Jn = I0,−. Then the system τ gives rise to a system j(τ) = ({Jk}, {Wk}, Vo, {γ′k}, {ηlk})
where Wk = Uk for 0 ≤ k ≤ n − 1, Wn = U0, γ′0 = γ0|I0,+ , γ
′
k = γk for 0 ≤ k ≤ n − 1,
γ′n = γ0|I0,− , and ηlk = ξlk for 1 ≤ l ≤ n− 1, ηn(n−1) = ξ0(n−1). The map j clearly descents to
a continuous map j : Ω(X, p)→ Ω(X,Y, σ). The constant loop p˜ is sent to the constant relative
loop p˜ in Ω(X,Y, σ). The geometric interpretation of going from a based loop γ˜ to the based
relative loop j(γ˜) is that in the definition of isomorphism relation, the automorphism δo on the
I0,− part is set free to be anything in ρo(GVo) (cf. (2.2.2a− b)), and similar things occur for the
refinement relation.
Now we consider the following sequence of continuous maps
(3.3.3) (Ω(Y, q), q˜)
i
→ (Ω(X, p), p˜)
j
→ (Ω(X,Y, σ), p˜),
where i is the continuous map induced by the based pseudo-embedding i˜ : (Y, q)→ (X, p).
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Theorem 3.3.3: The sequence (3.3.3) induces a long exact sequence
(3.3.4) → πk+1(X,Y, i˜)
∂
→ πk(Y, q)
i#
→ πk(X, p)
j#
→ πk(X,Y, i˜)
∂
→ · · ·
∂
→ π0(Y, q)
i#
→ π0(X, p).
We shall first prove a technical lemma. Recall that the suspension (SK, ∗) of a based space
(K, ∗) is the quotient space
[0, 1]×K/{0} ×K ∪ [0, 1]× {∗} ∪ {1} ×K.
There is a homotopy associative comultiplication µ′ : SK → SK ∨ SK defined by
µ′[t, x] =
{
([2t, x], ∗) 0 ≤ t ≤ 12
(∗, [2t− 1, x]) 12 ≤ t ≤ 1,
and a homotopy inverse ν′ : SK → SK defined by ν′[t, x] → [1 − t, x], under which (SK, ∗)
is an H-cogroup. For a based space (K, ∗), its cone (CK, ∗) is the based space defined as the
quotient space [0, 1]×K/{0}×K∪ [0, 1]×{∗}. The space (K, ∗) can be regarded as a subspace
of its cone (CK, ∗) via the embedding x 7→ [1, x].
Lemma 3.3.4: Let (K, ∗) be a compact space, which underlies a simplicial complex. Then there
is a correspondence ∂, which assigns to each continuous map f : (SK, ∗) → (Ω(X,Y, i˜), p˜) a
continuous map ∂f : (K, ∗)→ (Ω(Y, q), q˜), such that there is a continuous map F : (CK, ∗) →
(Ω(X, p), p˜) whose restriction on (K, ∗) ⊂ (CK, ∗) equals i ◦ ∂f , where i : (Ω(Y, q), q˜) →
(Ω(X, p), p˜) is the map in (3.3.3). Moreover, we have ∂(µ′(f, g)) = ∂f#∂g and ∂(f◦ν′) = ν(∂f),
where #, ν are the homotopy associative multiplication and homotopy inverse of the H-group
(Ω(Y, q), q˜).
Proof: To begin with, we fix the notation for the base-point structures p = (p, Uo, pˆ) of X and
q = (q, Vo, qˆ) of Y , and fix a representing system
(3.3.5) σ = ({Vα}, {Uα}, {iα}, {ρβα}), α ∈ Λ,
of the pseudo-embedding i˜ : (Y, q)→ (X, p).
We regard f : (SK, ∗) → (Ω(X,Y, i˜), p˜) as a map from [0, 1] × K to Ω(X,Y, i˜). We can
subdivide K into a union of simplexes ∪a∈AKa, and the interval [0, 1] into a union [0, 1] =
∪m−1k=0 [sk, sk+1], such that the restriction f |[sk,sk+1]×Ka for each (k, a) lies in a canonical neighbor-
hood of a based relative loop associated to a representing system. More precisely, f |[sk,sk+1]×Ka
is represented by a system
(3.3.6) τ(k,a) = ({[sk, sk+1]×Ka × Ii}, {U
(k,a)
i }, Vα(k,a), {f
(k,a)
i }, {ξ
(k,a)
ji }), i = 0, 1, · · · , n,
where U
(k,a)
0 = Uo, U
(k,a)
n = Uα(k,a) for some index α(k, a) ∈ Λ such that there is an embedding
iα(k,a) : ̂Vα(k,a) → ̂Uα(k,a) given as part of the data of (3.3.5). Each f (k,a)i : [sk, sk+1]×Ka×Ii →
Û
(k,a)
i is a continuous map such that f
(k,a)
0 (s, x, 0) = pˆ and f
(k,a)
n (s, x, 1) ∈ iα(k,a)V̂(k,a) for any
(s, x) ∈ [sk, sk+1]×Ka, each ξ
(k,a)
ji is a transition map in Tran(U
(k,a)
i , U
(k,a)
j ) which is constant in
(s, x) ∈ [sk, sk+1]×Ka for j = 1, · · · , n− 1, and ξ
(k,a)
n(n−1) : [sk, sk+1]×Ka → Tran(U
(k,a)
n−1 , U
(k,a)
n )
is a continuous map, and f
(k,a)
i , ξ
(k,a)
ji satisfy the compatibility condition f
(k,a)
j = ξ
(k,a)
ji ◦ f
(k,a)
i
on [sk, sk+1]×Ka×(Ii∩Ij). Here since [0, 1]×K is compact, we can take {Ii} to be independent
of (k, a), by passing to refined systems. If we set Ko to be the simplex of K which contains the
base point ∗ ∈ K, then we can assume that
(3.3.7) U
(k,o)
i = U
(0,a)
i = U
(m−1,a)
i = Uo
for any a ∈ A, k ∈ {0, · · · ,m− 1} and i ∈ {0, · · · , n}, and
(3.3.8) f
(k,o)
i (s, ∗, t) = f
(0,a)
i (0, x, t) = f
(m−1,a)
i (1, x, t) = pˆ
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for any s ∈ [sk, sk+1], x ∈ Ka and t ∈ Ii, and
(3.3.9) ξ
(k,o)
ji = ξ
(0,a)
ji = ξ
(m−1,a)
ji = 1GUo
for j = 1, 2, · · · , n − 1, and ξ
(k,o)
n(n−1), ξ
(0,a)
n(n−1) and ξ
(m−1,a)
n(n−1) are in a prescribed neighborhood of
1GUo , with
(3.3.10) ξ
(k,o)
n(n−1)(s, ∗) = ξ
(0,a)
n(n−1)(0, x) = ξ
(m−1,a)
n(n−1) (1, x) = 1GUo
for any s ∈ [sk, sk+1] and x ∈ Ka. Finally, we define for each a ∈ A a collection of continuous
maps indexed by k ∈ {0, · · · ,m− 1}:
(3.3.11) gak(x, s) := i
−1
α(k,a)(f
(k,a)
n (s, x, 1)), ∀x ∈ Ka, s ∈ [sk, sk+1],
each of which is from Ka × [sk, sk+1] to ̂Vα(k,a). The gak ’s satisfy
(3.3.12) gok(∗, s) = g
a
0 (x, 0) = g
a
k−1(x, 1) = qˆ ∈ V̂o
for any k ∈ {0, · · · ,m − 1}, a ∈ A, where ∗ ∈ Ko is the base point of K, s ∈ [sk, sk+1], and
x ∈ Ka.
Now restricted to {sk}×Ka, since the systems τ(k−1,a) and τ(k,a) represent the same family
of based relative loops f{sk}×Ka , there are maps η
(i,a)
k(k−1) : Ka → Tran(U
(k−1,a)
i , U
(k,a)
i ), and
λak(k−1) : Ka → Tran(Vα(k−1,a), Vα(k,a)) such that
(3.3.13) η
(0,a)
k(k−1) = 1GUo , η
(n,a)
k(k−1) = ρα(k,a)α(k−1,a)(λ
a
k(k−1)),
and for any x ∈ Ka, we have
(3.3.14a) ξ
(k,a)
ji (sk, x) = η
(j,a)
k(k−1)(x) ◦ ξ
(k−1,a)
ji (sk, x) ◦ (η
(i,a)
k(k−1))
−1(x),
and
(3.3.14b) f
(k,a)
i (sk, x, ·) = η
(i,a)
k(k−1)(x) ◦ f
(k−1,a)
i (sk, x, ·).
Since η
(0,a)
k(k−1) = 1GUo , ξ
(k,a)
ji is independent of x ∈ Ka for j = 1, · · · , n − 1 and ξ
(k,a)
n(n−1) is
continuous in x ∈ Ka, we conclude that η
(i,a)
k(k−1) is constant for i = 0, 1, · · · , n − 1 and η
(n,a)
k(k−1)
and λak(k−1) are continuous in x ∈ Ka. Finally, (3.3.14b) implies the following compatibility
conditions on the gak’s:
(3.3.15) gak(x, sk) = λ
a
k(k−1)(x)(g
a
k−1(x, sk)).
Now we identify 0, 1 ∈ [0, 1] and take it as the base point, and then choose small enough
open intervals J0, J1, · · · , Jm−1 such that [0, s1]∪[sm−1, 1] ⊂ J0, [s1, s2] ⊂ J1, · · · , [sm−2, sm−1] ⊂
Jm−1. It is easily seen that the maps {gak} and transition maps λ
a
k(k−1) can be put together
to define a collection of continuous families of systems indexed by a ∈ A and parametrized by
x ∈ Ka:
(3.3.16) τa(x) = ({Jk}, {Vα(k,a)}, {g
a
k(x, ·)}, {λ
a
k(k−1)(x)}), x ∈ Ka
from (S1, ∗) to (Y, q), such that τo(∗), ∗ ∈ Ko ⊂ K, is the canonical representing system of the
base point q˜ in Ω(Y, q). However, in order to patch this collection of parametrized systems to
yield the desired map ∂f : (K, ∗)→ (ω(Y, q), q˜), we need the following
Sublemma 3.3.5: Suppose θk(z) = ({[ti, ti+1]}, {Uki }, {γ
k
i (z, ·)}, {λ
k
ji(z)}), k = 1, 2, are two
continuous families of systems parametrized by z ∈ Z, where each γki : Z × [ti, ti+1] → Û
k
i and
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λkji : Z → Tran(U
k
i , U
k
j ) is continuous, and there are continuous maps ξ
i : Z × [ti, ti+1] →
Tran(U1i , U
2
i ) such that
γ2i = ξ
i ◦ γ1i , λ
2
(i+1)i = ξ
(i+1)(·, ti+1) ◦ λ
1
(i+1)i ◦ (ξ
i)−1(·, ti+1).
Then there is a canonically constructed continuous family of systems
Θ(z, s) = ({[ti, ti+1]}, {U
2
i }, {γi(z, s, ·)}, {λji(z, s)})
parametrized by Z× [1, 2] such that Θ(z, 2) = θ2(z) and Θ(z, 1) is isomorphic to θ1(z), and each
γ0(z, s, 0) and γn(z, s, 1) is constant in s ∈ [1, 2]. Here [0, 1] = ∪ni=0[ti, ti+1] is a subdivision of
[0, 1].
Proof: For 0 ≤ i ≤ n− 1, set
γi,1(z, t) = ξ
i(z, ti)(γ
1
i (z, t)), λi(i−1),1(z) = ξ
i(z, ti) ◦ λ
1
i(i−1)(z) ◦ (ξ
(i−1)(z, t(i−1)))
−1,
and for the remaining case, set
γn,1(z, t) = ξ
n(z, 1)(γ1n(z, t)), λn(n−1),1(z) = ξ
n(z, 1) ◦ λ1n(n−1)(z) ◦ (ξ
(n−1)(z, tn−1))
−1.
Then the parametrized systems θ1(z) = ({[ti, ti+1]}, {U2i }, {γi,1(z, ·)}, {λji,1(z)}), z ∈ Z, are
isomorphic to θ1(z). Similarly, we define for 0 ≤ i ≤ n− 1,
γi(z, s, t) = ξ
i
s(z, t)(γ
1
i (z, t)), λi(i−1)(z, s) = ξ
i
s(z, ti) ◦ λ
1
i(i−1)(z) ◦ (ξ
(i−1)
s (z, ti))
−1,
and for the remaining case,
γn(z, s, t) = ξ
n
s (z, t)(γ
1
n(z, t)), λn(n−1)(z, s) = ξ
n
s (z, tn) ◦ λ
1
n(n−1)(z)(ξ
(n−1)
s (z, tn))
−1,
where ξis(z, t) = ξ
i(z, (2−s)ti+(s−1)t) for 0 ≤ i ≤ n−1, and ξns (z, t) = ξ
n(z, (2−s)1+(s−1)t),
s ∈ [1, 2]. Then one easily verifies that γ(i+1)(z, s, ti+1) = λ(i+1)i(z, s)(γi(z, s, ti+1)) so that we
have a well-defined continuous family of systems
Θ(z, s) := ({[ti, ti+1]}, {U
2
i }, {γi(z, s, ·)}, {λji(z, s)}),
which satisfies that Θ(z, 2) = θ2(z), Θ(z, 1) = θ
1(z) which is isomorphic to θ1(z), and each
γ0(z, s, 0) and γn(z, s, 1) is constant in s ∈ [1, 2]. ✷
Now back to the proof of Lemma 3.3.4. Suppose simplexes Ka,Kb intersect at a face Kab.
Then restricted to [sk, sk+1]×Kab, since the systems τ(k,a) and τ(k,b) (cf. (3.3.6)) represent to the
same family of based relative loops, a similar argument shows that there are continuous families
of transition maps ζkba(x, s) ∈ Tran(Vα(k,a), Vα(k,b)) parametrized by (x, s) ∈ Kab × [sk, sk+1]
such that
(3.3.17) gbk(x, s) = ζ
k
ba(x, s)(g
a
k(x, s)), λ
b
k(k−1)(x) = ζ
k
ba(x, sk) ◦ λ
a
k(k−1)(x) ◦ ζ
(k−1)
ba (x, sk),
(cf. (3.3.16) for gak , λ
a
k(k−1), etc.). Moreover, {ζ
k
ba} also satisfies
(3.3.18) ξ
(k,b)
n(n−1)(s, x) = ρα(k,b)α(k,a)(ζ
k
ba(x, s)) ◦ ξ
(k,a)
n(n−1)(s, x) ◦ (ǫ
k
ba)
−1
for some ǫkba ∈ Tran(U
(k,a)
n−1 , U
(k,b)
n−1 ) which is independent of (x, s) ∈ Kba× [sk, sk+1]. In the case
when each ζkba(x, s), k ∈ {0, · · · ,m−1}, is constant in s ∈ [sk, sk+1], the systems τa(x) and τb(x)
are isomorphic along x ∈ Kba, hence define a family of based loops in (Y, q) parametrized by
Ka ∪Kba Kb. In general, we apply Sublemma 3.3.5 and obtain a family of based loops in (Y, q)
parametrized by Ka ∪Kba×[1,2] Kb. We then identify Ka ∪Kba×[1,2] Kb with Ka ∪Kba Kb by a
deformation retract in Kb to obtain a family of based loops parametrized by Ka∪Kba Kb. Using
(3.3.18), this amounts to a change of ξ
(k,b)
n(n−1) by homotopy, with the map f |Ka∪Kb remaining
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unchanged, only the representing systems {τk,b, k ∈ {0, · · · ,m − 1}} changed. Now it is easily
seen that we can construct a continuous map (K, ∗)→ (Ω(Y, q), q˜) by patching the systems τa
together simplex by simplex, which is defined to be the map ∂f .
In summary, given any representing systems τk,a’s of f : (SK, ∗)→ (Ω(X,Y, i˜) as in (3.3.6),
we can modify them through homotopy to isomorphic systems without changing the map f , so
that the systems in (3.3.16) can be patched together to defined a map ∂f : (K, ∗)→ (Ω(Y, q), q˜).
The equations ∂(µ′(f, g)) = ∂f#∂g and ∂(f ◦ν′) = ν(∂f) are clear from the construction. If we
start with different (but equivalent) representing systems of f , we get equivalent representing
systems for ∂f . In other words, the map ∂f is well-defined.
It remains to construct a continuous map F : (CK, ∗)→ (Ω(X, p), p˜) such that i ◦ ∂f = F |K
where K is regarded as a subset of CK via embedding x 7→ [1, x], and i : Ω(Y, q) → Ω(X, p) is
induced by the pseudo-embedding i˜. For each a ∈ A, the systems
(3.3.19) τ (i,a) = ({[sk, sk+1]×Ka × Ii}, {U
(k,a)
i }, {f
(k,a)
i }, {η
(i,a)
k(k−1)}), k = 0, 1, · · · ,m− 1,
where i is running from 0 to n, almost patch together to give a map (CKa, ∗) → (Ω(X, p), p˜),
except that the transition maps ξ
(k,a)
n(n−1)(s, x) is not constant in s ∈ [sk, sk+1]. But clearly we can
overcome this problem by using Sublemma 3.3.5, and obtain the desired map F . This concludes
the proof of Lemma 3.3.4. ✷
Proof of Theorem 3.3.3:
The sequence of continuous maps (3.3.3) induces the maps π0(Y, q)
i#
→ π0(X, p) and πk(Y, q)
i#
→
πk(X, p)
j#
→ πk(X,Y, i˜) for k ≥ 1, which clearly satisfies j# ◦ i# = 0. What remains is the def-
inition of the connecting homomorphisms ∂ : πk+1(X,Y, i˜) → πk(Y, q) for k ≥ 0. For the case
of k = 0, given the class [γ˜] of any based relative loop γ˜, we define ∂[γ˜] := [∂γ˜] ∈ π0(Y, q),
where ∂γ˜ is defined by (3.3.2). A baby version of Lemma 3.3.4 shows that such defined map
∂ : π1(X,Y, i˜)→ π0(Y, q) is well-defined. Moreover, it is easily seen that the sequence (3.3.4) is
exact at π1(X,Y, i˜) and π0(Y, q). For the case of k ≥ 1, given the class [f ] of a continuous map
f : (Sk, ∗) → (Ω(X,Y, i˜), p˜), we think of f as a map from (SSk−1, ∗), and define ∂[f ] := [∂f ]
where ∂f : (Sk−1, ∗) → (Ω(Y, q), q˜) is constructed in Lemma 3.3.4. The properties of ∂f es-
tablished in Lemma 3.3.4 imply that the map ∂ : πk+1(X,Y, i˜) → πk(Y, q) just defined is a
well-defined homomorphism which satisfies i# ◦ ∂ = 0 and ∂ ◦ j# = 0. In summary, we have
shown the existence of sequence (3.3.4), and proved that the composition of any two consecutive
homomorphisms is zero.
It remains to show that (3.3.4) is exact at πk(X, p), πk(Y, q) and πk+1(X,Y, i˜) for any k ≥ 1.
(1) Exactness at πk(Y, q): Suppose a class [u] ∈ πk(Y, q) is represented by a continuous map
u : (Sk−1, ∗) → (Ω(Y, q), q˜) such that there is a continuous map H : (CSk−1, ∗) → (Ω(X, p), p˜)
whose restriction on the subspace (Sk−1, ∗) ⊂ (CSk−1, ∗) equals i ◦ u. We shall construct a
continuous map f : (SSk−1, ∗) → (Ω(X,Y, i˜), p˜) from H such that ∂f = u. The construction
is parallel to the one given in Lemma 3.3.4, so we will only sketch the main steps here. We
think of H as a map defined over [0, 1]× Sk−1, and take a subdivition [0, 1] = ∪m−1k=0 [sk, sk+1]
and a subdivition Sk−1 = ∪a∈AKa of Sk−1 into simplexes, such that each H |[sk,sk+1]×Ka lies
in a canonical neighborhood of a based loop in (Ω(X, p) (cf. Lemma 3.1.2). Hence there is a
collection of continuous families of systems
(3.3.20) τ(k,a) = ({[sk, sk+1]×Ka × Ii}, {U
(k,a)
i }, {h
(k,a)
i }, {ξ
(k,a)
ji }), i = 0, 1, · · · , n,
which is indexed by {(k, a)} and each family is parametrized by [sk, sk+1]×Ka. The transition
maps ξ
(k,a)
ji (s, x) ∈ Tran(U
(k,a)
i , U
(k,a)
j ) are constant in (s, x) for j = 1, · · · , n, and ξ
(k,a)
0n (s, x) ∈
Tran(U
(k,a)
n , U
(k,a)
0 ) is continuous in (s, x). Unlike the situation in Lemma 3.3.4, the representing
system of a based loop in a canonical neighborhood is unique, as opposed to the case of based
relative loops where there is ambiguity coming from various choices of liftings with respect to the
weak fibrations GUα → GUα/ρα(GVα) associated to the pseudo-embedding i˜. Hence for each i ∈
32
{0, · · · , n}, the systems (3.3.20) give rise to a map fi from Sk−1×Ii to Ω(X,Y, i˜). These maps fi
can be almost patched together to give rise to a continuous map f : (CSk−1, ∗)→ (Ω(X,Y, i˜), p˜),
except for the fact that each ξ
(k,a)
0n (s, x) ∈ Tran(U
(k,a)
n , U
(k,a)
0 ) may not be constant in s. But
certainly we can get around of it by using Sublemma 3.3.5, and the resulting map f satisfies
the condition that ∂f = u.
(2) Exactness at πk+1(X,Y, i˜): Let [f ] be a class in πk+1(X,Y, i˜), which is represented by a
continuous map f : (Sk, ∗) → (Ω(X,Y, i˜), p˜) such that ∂f : (Sk−1, ∗) → (Ω(Y, q), q˜) is null-
homotopic. We need to construct a continuous map g : (Sk, ∗)→ (Ω(X, p), p˜) such that j#[g] =
[f ]. This goes as follows. Let H : (CSk−1, ∗)→ (Ω(Y, q), q˜) be the homotopy between ∂f and q˜.
As we did in (1), we can construct a map h : (SSk−1, ∗)→ (Ω(Y, Y, Id), q˜) such that ∂h = ∂f .
We define g : (SSk−1, ∗) → (Ω(X, p), p˜) by g(x) = f(x)#i(h(x)), i.e., by composing the two
families of based relative loops along ∂(f(x)) = ∂(i(h(x))) (here ∂ is defined as in (3.3.2)). It is
clear from the construction that j ◦ g is homotopic to f in (Ω(X,Y, i˜), p˜).
(3) Exactness at πk(X, p). Let [u] be a class in πk(X, p) represented by a continuous family of
based loops u : (Sk−1, ∗)→ (Ω(X, p), p˜) such that j ◦ u is homotopic to p˜ in Ω(X,Y, i˜) through
map H : (CSk−1, ∗)→ Ω(X,Y, i˜). As in the proof of Lemma 3.3.4, we can subdivide [0, 1] into
∪m−1k=0 [sk, sk+1] and S
k−1 into a union of simplexes ∪a∈AKa, and represent H by a collection of
systems indexed by (k, a):
(3.3.21) τ(k,a) = ({[sk, sk+1]×Ka × Ii}, {U
(k,a)
i }, Vα(k,a), {h
(k,a)
i }, {ξ
(k,a)
ji }), i = 0, 1, · · · , n,
where ξ
(k,a)
ji (s, x) ∈ Tran(U
k
i , U
k
j ) is constant in (s, x) ∈ [sk, sk+1]×Ka for j = 1, · · · , n−1, and
ξkn(n−1)(s, x) ∈ Tran(U
k
n−1, U
k
n) is continuous in (s, x). Restricting τk−1, τk to {sk} ×Ka, since
they represent the same based relative loop, there are continuous families of transition maps
λ
(i,a)
k(k−1)(x) ∈ Tran(U
(k−1,a)
i , U
(k,a)
i , x ∈ Ka, such that
(3.3.22)
h
(k,a)
i (sk, x, ·) = λ
i
k(k−1)(x) ◦ h
(k−1,a)
i (sk, x, ·),
ξkji(sk, x) = λ
j
k(k−1)(x) ◦ ξ
(k−1)
ji (sk, x) ◦ (λ
i
k(k−1)(x))
−1.
In particular, the systems ({[sk, sk+1] × {x}}, {U
(k,a)
n }, {h
(k,a)
n (·, x, 1)}, {λnk(k−1)(x)}), x ∈ Ka,
give rise to a continuous family of based paths of (X, p). These based paths are actually based
loops and can be patched together using Sublemma 3.3.5, to yield a map f : (Sk−1, ∗) →
(Ω(X, p), p˜) which equals i ◦ g for some g : (Sk−1, ∗) → (Ω(Y, q), q˜) . On the other hand, the
systems
(3.3.23) τ (i,a) = ({[sk, sk+1]×Ka × Ii}, {U
(k,a)
i }, {h
(k,a)
i }, {λ
(i,a)
k(k−1)}), k = 0, 1, · · · ,m− 1,
are almost patched together to give a family of paths f(x,t), (x, t) ∈ S
k−1× [0, 1], with f(x,1) = f
and f(x,0) = p˜, except that ξ
k
n(n−1)(s, x) ∈ Tran(U
(k,a)
n−1 , U
(k,a)
n ) may depend on s. But we can
again use Sublemma 3.3.5 to overcome this problem, without changing u. Suppose this is done.
Then u#f : (Sk−1, ∗) → (Ω(X, p), p˜) defined by (u#f)(x) := u(x)#f(x) is homotopic to p˜ in
(Ω(X, p), p˜) through a 1-family of maps ut#f(x,t) from (S
k−1, ∗) to (Ω(X, p), p˜) where ut is the
Sk−1-family of paths obtained by restricting u(x), x ∈ Sk−1, to the interval [0, t] (at the level of
systems). Now recall that f = i ◦ g for some g : (Sk−1, ∗)→ (Ω(Y, q), q˜). Hence [u] = i#([g]−1)
and (3.3.4) is exact at πk(X, p).
3.4 Relation to Borel construction
In the equivariant category, there is a so-called Borel construction, which associates each
G-space (Y,G) with a fiber bundle YG over the classifying space BG of G with fiber Y . The fiber
bundle YG is called the Borel space, and is defined by YG := EG×G Y where pr : EG→ BG is
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the universal principal G-bundle (cf. [7]). We will fix Milnor’s construction of EG as our choice
throughout (cf. [26]). Recall that each element of Milnor’s EG is denoted 〈x, t〉 and written
〈g, t〉 = (t0g0, t1g1, · · · , tkgk, · · ·)
where each gi ∈ G and ti ∈ [0, 1] such that only a finite number of ti 6= 0 and
∑
i≥0 ti = 1. In
the set EG, 〈g, t〉 = 〈g′, t′〉 if and only if ti = t′i for each i and gi = g
′
i for all i with ti = t
′
i > 0.
There is a right action of G on EG given by 〈g, t〉h = 〈gh, t〉 (cf. [20]). Observe that for any
homomorphism ρ : G → G′, there is a canonical ρ-equivariant map ρ! : EG → EG′ given by
ρ!〈g, t〉 = 〈ρ(g), t〉.
The equivariant topology of a G-space (Y,G) is studied through the associated Borel space
YG. For example, the equivariant cohomology of (Y,G) is defined to be the ordinary cohomology
of YG. In this section, we shall establish a natural isomorphism between the homotopy groups
of the global orbispace X := Y/G canonically defined by (Y,G) and the (ordinary) homotopy
groups of the Borel space YG. Suppose (f, ρ) : (Y,G) → (Y ′, G′) is a pair of maps where
f is ρ-equivariant. Then there is a fiber preserving map (f, ρ)! : YG → Y ′G′ induced from
(ρ!, f) : EG×Y → EG
′×Y ′. We denote the corresponding homomorphisms between homotopy
groups by (f, ρ)∗ : πk(YG, ∗) → πk(Y ′G′ , ∗). On the other hand, the pair (f, ρ) determines a
morphism between the corresponding global orbispaces (f˜ , ρ˜) : X → X ′. We set (f, ρ)# :
πk(X, ∗)→ πk(X ′, ∗) for the induced homomorphisms.
Theorem 3.4.1: For any k ≥ 1, there is a natural isomorphism θXk : πk(X, ∗) → πk(YG, ∗)
satisfying the commutativity condition:
(3.4.1) θX
′
k ◦ (f, ρ)# = (f, ρ)∗ ◦ θ
X
k
for any equivariant map (f, ρ) : (Y,G)→ (Y ′, G′).
✷
We start with a different characterization of the based loop space Ω(X, o) of a global orbispace
X arising from a G-space (Y,G). The base-point structure o = (o, Uo, oˆ) where we identify oˆ as
a point in Y . We denote by P (Y, oˆ) the space of all paths γ : [0, 1]→ Y such that γ(0) = oˆ, and
by P (Y,G, oˆ) the subspace of P (Y, oˆ) × G which consists of (γ, g) satisfying γ(1) = g · oˆ. The
space P (Y, oˆ) is given the compact-open topology, and P (Y,G, oˆ) given the relative topology
as a subspace of P (Y, oˆ) × G. The space P (Y,G, oˆ) is naturally a based space with base point
o˜ = (γo, 1G) where γo is the constant path into oˆ. Any equivariant map (f, ρ) : (Y,G)→ (Y ′, G′)
induces a continuous map P (f, ρ) : P (Y,G, oˆ)→ P (Y ′, G′, f(oˆ)) given by (γ, g) 7→ (f ◦ γ, ρ(g)).
Lemma 3.4.2: There is a natural homeomorphism φX : (Ω(X, o), o˜) ∼= (P (Y,G, oˆ), o˜) such that
for any equivariant map (f, ρ) : (Y,G)→ (Y ′, G′), we have commutativity:
(3.4.2) P (f, ρ) ◦ φX = φX′ ◦ Ω((f˜ , ρ˜)).
where Ω((f˜ , ρ˜)) : Ω(X, o)→ Ω(X ′, o′) is induced from (f˜ , ρ˜) : X → X ′.
Proof: We shall first construct φX : (Ω(X, o), o˜)→ (P (Y,G, oˆ), o˜) as a continuous map. With-
out loss of generality, we assume that in the base-point structure o = (o, Uo, oˆ), Uo is the con-
nected component ofX containing o. Suppose γ˜ ∈ Ω(X, o) is represented by ({Ii}, {Ui}, {γi}, {ρji}),
i = 0, 1, · · · , n. Since the image of γ˜ in X lies in Uo, each Ui is an open subset of Uo, each Ûi
is an open subset of Ûo ⊂ Y , and each ρji ∈ Tran(Ui, Uj) can be identified with an element
of GUo . We define a path γ : [0, 1] → Y as follows: I0 is decomposed as I0,− ∪ I0,+ along
∗ ∈ S1. On I0,+, γ = γ0, on I1, γ = ρ
−1
10 ◦ γ1, · · · , on Ii, γ = ρ
−1
10 ◦ · · · ◦ ρ
−1
i(i−1) ◦ γi, · · · , and
finally on I0,−, γ = ρ
−1
10 ◦ · · · ◦ ρ
−1
0n ◦ γ0. We define g := ρ
−1
10 ◦ · · · ◦ ρ
−1
0n ∈ GUo . Clearly we have
(γ, g) ∈ P (Y,G, oˆ). We define φX by setting φX(γ˜) := (γ, g), which is independent on the choice
of representatives of the based loop γ˜. The map φX is continuous by checking with canonical
neighborhoods of a based loop. Furthermore, (3.4.2) is clear from the construction, and φX is
a base-point preserving map.
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It remains to show that φX is a homeomorphism. We construct a map ψX : P (Y,G, oˆ) →
Ω(X, o) as follows. Given (γ, g) ∈ P (Y,G, oˆ), it is easily seen that γ(t) ∈ Ûo for all t ∈ [0, 1], and
g ∈ GUo by connectivity. We associate (γ, g) with a canonical based path in P (X, o, o), which
is the equivalence class of the following system ({[0, 23 ), (
1
3 , 1]}, {Uo, Uo}, {γ0, γ1}, ρ10) where
γ0 = γ|[0, 23 ), γ1 = g
−1 ◦ γ|( 13 ,1], and ρ10 = g
−1. Now we identify P (X, o, o) with Ω(X, p), and
the map ψX is resulted. Clearly ψX is continuous and φX ◦ψX = Id, ψX ◦ φX = Id. Hence φX
is a homeomorphism.
✷
Now we consider the continuous map π : (P (Y,G, oˆ), o˜) → (G, 1G) by sending (γ, g) to
g. The fiber at 1G is identified with the based loop space Ω(Y, oˆ) of Y , via the embedding
Ω(Y, oˆ) →֒ P (Y,G, oˆ) sending γ to (γ, 1G).
Lemma 3.4.3: The continuous map π : (P (Y,G, oˆ), o˜) → (G, 1G) is a fibration. As a conse-
quence, we have a long exact sequence
(3.4.3) · · · → πk(G, 1G)
∂
→ πk(Y, oˆ)
i∗→ πk(X, o)
pi∗→ πk−1(G, 1G)→ · · ·
for k ≥ 1.
Proof: In order to show that π : (P (Y,G, oˆ), o˜)→ (G, 1G) is a fibration, we only need to show
that for any continuous maps f : T → P (Y,G, oˆ) and H : T×[0, 1]→ G such that π◦f = H(·, 0),
there is a continuous map F : T × [0, 1] → P (Y,G, oˆ) such that π ◦ F = H and F (·, 0) = f .
Set f(t) = (γt, gt). Then π ◦ f = H(·, 0) implies that gt = H(t, 0) for all t ∈ T . We define
F : T × [0, 1]→ P (Y,G, oˆ) by F (t, s) = (γt,s, H(t, s)) where γt,s is defined by
γt,s(τ) =
{
γt((1 + s)τ) τ ≤ (1 + s)−1
H(t, (1 + s)τ − 1)oˆ (1 + s)−1 ≤ τ ≤ 1.
The fibration π induces a long exact sequence
· · · → πk(G, 1G)
∂
→ πk−1(Ω(Y, oˆ), oˆ)
i∗→ πk−1(P (Y,G, oˆ), o˜)
pi∗→ πk−1(G, 1G)→ · · · ,
which gives rise to (3.4.3) after identifying (Ω(X, o), o˜) with (P (Y,G, oˆ), o˜) by the natural home-
omorphism φX .
✷
We now look at the Borel space YG = EG ×G Y . We fix a base point ∗ ∈ EG by ∗ =
(11G, 0, · · ·), which then gives rise to a base point [(∗, oˆ)] ∈ YG, and a base point ∗ = pr(∗) ∈ BG.
For simplicity we denote [(∗, oˆ)] by oˇ. As a fiber bundle π : YG → BG over the classifying space
BG of G, with fiber Y , we have a long exact sequence
(3.4.4) · · · → πk(BG, ∗)
∂
→ πk−1(Y, oˆ)
i∗→ πk−1(YG, oˇ)
pi∗→ πk−1(BG, ∗)→ · · ·
for k ≥ 1.
On the other hand, the universal principal G-bundle pr : EG→ BG induces for each k ≥ 1
an isomorphism δ : πk(BG, ∗) → πk−1(G, 1G). A geometric representation of the isomorphism
δ can be obtained as follows. There is a continuous map Θ : G→ P (EG, ∗) where P (EG, ∗) is
the space of paths γ in EG with γ(0) = ∗: for each g ∈ G, the path Θ(g) : [0, 1]→ EG is given
by
Θ(g)(t) =
{
((1− 2t)1G, 2t1G, 0, · · ·), 0 ≤ t ≤
1
2
((2t− 1)g, (2− 2t)1G, 0, · · ·),
1
2 ≤ t ≤ 1.
Then for each class [u] ∈ πk−1(G, 1G), represented by u : (Sk−1, ∗)→ (G, 1G), the class δ−1([u])
in πk(BG, ∗) is represented by pr ◦Θ ◦ u : (Sk−1, ∗)→ (Ω(BG, ∗), ∗).
Finally, we observe that the map Θ is natural with respect to homomorphisms ρ : G→ G′,
i.e., Θ(ρ(g)) = ρ! ◦Θ(g).
Proof of Theorem 3.4.1:
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Let θ∗ : (P (Y,G, oˆ), o˜)→ (Ω(YG, oˇ), oˇ) be the continuous map defined by (γ, g) 7→ [(Θ(g−1), γ)],
and let θ : πk(X, o) → πk(YG, oˇ) be the homomorphism induced by θ∗. Set ∆ : πk−1(G, 1G) →
πk(BG, ∗) to be the composition δ
−1 ◦ ν where ν : πk−1(G, 1G) → πk−1(G, 1G) is induced by
g 7→ g−1.
We will show that the long exact sequences (3.4.3) and (3.4.4) fit into the following commu-
tative diagram:
· · · → πk(G, 1G)
∂
→ πk(Y, oˆ)
i∗→ πk(X, o)
pi∗→ πk−1(G, 1G) → · · ·
∆ ↓ Id ↓ θ ↓ ∆ ↓
· · · → πk+1(BG, ∗)
∂
→ πk(Y, oˆ)
i∗→ πk(YG, oˇ)
pi∗→ πk(BG, ∗) → · · ·
where k ≥ 1, which implies that θ is an isomorphism. The commutativity (3.4.1) also follows
since every thing involved is natural with respect to equivariant maps (Y,G)→ (Y ′, G′).
The commutativities ∆ ◦ π∗ = π∗ ◦ θ and θ ◦ i∗ = i∗ ◦ Id follows immediately from the
definitions. As for Id◦∂ = ∂◦∆, we first observe that for a class [u] ∈ πk(G, 1G) represented by a
map u : (Sk, ∗)→ (G, 1G), the image ∂[u] in πk(Y, oˆ) is represented by the map x 7→ u(x)·oˆ, ∀x ∈
Sk. On the other hand, ∆[u] is represented by the map from (Sk, ∗)→ (Ω(BG, ∗), ∗) given by
x 7→ pr ◦ Θ(u(x)−1), whose image under ∂ is represented by the map x 7→ u(x) · oˆ. Hence
Id ◦ ∂ = ∂ ◦∆, and the theorem is proved.
✷
Remark 3.4.4: Let XG be the orbispace which consists of one point with a trivial action of
G on it. Then by Theorem 3.4.1, we have πk(XG, ∗) = πk(BG, ∗). Let H ⊂ G be a subgroup.
Then it is easily seen that XH → XG is a pseudo-embedding if and only if G→ G/H is a weak
fibration. The based relative loop space is identified with G/H . Hence this example shows that
in order to have the homotopy exact sequence (3.3.4) associated to a pseudo-embedding, it is
necessary to incorporate the weak fibration condition on the maps GUα → GUα/ρα(GVα) into
the definition.
3.5 Free loop space and twisted sectors
Let X be an orbispace. The free loop space ofX , written as LX , is the space of all morphisms
from S1 into X equipped with the compact-open topology, where S1 is regarded as an orbispace
with trivial orbispace structure. The group of self-homeomorphisms of S1, Homeo(S1), acts on
the free loop space LX by re-parameterization. In particular, there is a canonical S1 action
on LX by rotating the domain of each free loop. Before we identify the fixed-point set of the
actions, let us first give a more convenient description of LX when X is a global orbispace
defined by a G-space (Y,G).
Let (Y,G) be a G-space. We denote by P (Y ) the space of all paths γ : [0, 1]→ Y equipped
with the compact-open topology. Let P (Y,G) be the subspace of P (Y )×G consisting of pairs
(γ, g) satisfying γ(1) = g · γ(0). There is a canonical G-action on P (Y,G) given by h · (γ, g) =
(h ◦ γ, hgh−1). Denote the quotient space by P (Y,G)/G.
Lemma 3.5.1: Let X be a global orbispace defined by a G-space (Y,G). Then the free loop
space LX is naturally homeomorphic to P (Y,G)/G.
Proof: We define a map φ : LX → P (Y,G)/G as follows. Let γ˜ be a free loop in X . We
represent γ˜ by a system σ. Then as in the proof of Lemma 3.4.2, σ determines an element
(γ, g) ∈ P (Y,G). We define φ(γ˜) = [(γ, g)] where [(γ, g)] is the image of (γ, g) in P (Y,G)/G.
In order to verify that φ is well-defined, we observe that if we think of σ is a based system,
then (γ, g) does not depend on the equivalent class of σ. On the other hand, if we change the
base-point structure, then it amounts to change (γ, g) to (h ◦ γ, hgh−1) for some h ∈ G. Hence
φ is well-defined.
Similarly, φ has an inverse ψ : P (Y,G)/G → LX defined as follows. As in the proof of
Lemma 3.4.2, each element (γ, g) canonically determines a based loop in X . For any class
[(γ, g)] ∈ P (Y,G)/G, we choose a representative (γ, g), and define ψ([(γ, g)]) to be the free
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loop corresponding to the based loop determined canonically by (γ, g). It is clear that ψ is
well-defined, and is the inverse of φ.
Finally, we observe that both φ and ψ are continuous with respect to the compact-open
topology.
✷
Remark 3.5.2: When Y is a smooth manifold, G is a finite group, the G-space (P (Y,G), G)
is precisely the space of strings satisfying twisted boundary conditions in the physics literature
(cf. [14]).
✷
Now we are ready to identify the fixed-point set of the canonical S1-action on LX . First,
we extend the space X˜ defined by (1.5) to any orbispace. For any orbispace X , we define
(3.5.1) X˜ := {(p, (g)Gp)|p ∈ X, g ∈ Gp},
where Gp is the isotropy group of p (cf. Definition 2.1.2), and (g)Gp is the conjugacy class of
g in Gp. We remark that when X is an almost complex orbifold (here the local group actions
are allowed to be non-effective), a new cup product was constructed in [11] on the cohomology
groups of X˜ with suitable degree shifting. The new cup product was defined using the degree
zero, genus zero “Gromov-Witten invariants” of X . When X is defined from the space of one
point with a trivial action by a finite group G, the new cohomology ring was shown to be
isomorphic to the center of the group algebra of G (cf. [11]). The components of X˜ with
(g) 6= (1) are called twisted sectors in [11].
Proposition 3.5.3: Let X be an orbispace such that for any basic open set U of X, the group
GU is finite and the space Û is a T1 space. Then the fixed-point set of the canonical S
1 action
on LX can be identified with X˜ as defined in (3.5.1).
Proof: Each free loop γ˜ in X determines a free loop γ in Xtop. If γ˜ is invariant under the
canonical S1 action on LX , so is γ under the canonical S1 action on the free loop space of Xtop.
In particular, if γ˜ is a fixed point, γ is a constant loop in Xtop. Let U be a basic open set of
X containing γ. By Lemma 3.5.1, γ˜ can be identified as an element (γ′, g) in P (Û , GU )/GU .
In this context, it is easy to see that γ˜ being a fixed point implies that there is a gt ∈ GU
for any t ∈ [0, 1] such that γ′(t) = gt ◦ γ
′(0). Since GU is a finite group by assumption, the
image of γ′ in Û is a finite subset. Moreover, Û is a T1 space, so that any finite subset must be
closed. It follows that γ′ must be a constant map. On the other hand, any element (γ′, g) in
P (Û , GU )/GU where γ
′ is a constant map defines a fixed point of the S1 action on LX . From
here, it is easily seen that the fixed-point set is identified with X˜.
✷
We remark that orbifolds obviously satisfy the hypothesis in Proposition 3.5.3.
Lemma 3.5.1 shows that the free loop space of a global orbispace is the orbit space of a
G-space. Although for a general orbispace, it may be difficult to show any orbispace structure
on the free loop space, we shall next prove that the space of free smooth loops in an orbifold
has a natural pre-Hilbert orbifold structure.
Let X be an orbifold. For any representing system σ = ({Ii}, {Ui}, {γi}, {ξji}) of a smooth
free loop γ˜ in X , there is a pull-back bundle Eσ over S
1, which is defined as
(3.5.2) Eσ := ∪iγ
∗
i TVi/ ∼,
where each Ui is uniformized by (Vi, Gi, πi), and the identification ∼ is made by the transition
maps {ξji}. There is a natural bundle morphism σ¯ : Eσ → TX covering the morphism γ˜. If τ is
another representative of γ˜, then there is an isomorphism θτσ : Eσ → Eτ such that τ¯ ◦ θτσ = σ¯.
We define Gσ to be the group of automorphisms θ : Eσ → Eσ such that σ¯ ◦ θ = σ¯. Clearly the
isomorphism class of Gσ depends only on the free loop γ˜. We denote the abstract group by Gγ˜ ,
and call it the isotropy group of γ˜.
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Lemma 3.5.4: The isotropy group Gγ˜ of a free loop γ˜ is finite. In fact, if let γ be the loop in
Xtop induced by γ˜, then for any p ∈ Imγ, there is a monomorphism Gγ˜ → Gp.
Proof: Let σ = ({Ii}, {Ui}, {γi}, {ξji}) be a representative of γ˜. Then any element δ of Gσ is
realized by a collection of {δi}, where each δi is an automorphism of the uniformizing system of
Ui which fixes each point in the image of γi and satisfies the compatibility condition ξji = δj◦ξji◦
δ−1i . For any p ∈ Imγ, suppose p is in Ui for some i. Then there is a homomorphism Gσ → Gp
given by δ 7→ δi. It is a monomorphism by the compatibility condition ξji = δj ◦ ξji ◦ δ
−1
i . As a
consequence, Gσ hence Gγ˜ is finite since each Gp is finite.
✷
Theorem 3.5.5: The space of free smooth loops of an orbifold has a pre-Hilbert orbifold struc-
ture such that for any free loop γ˜, a neighborhood of γ˜ is uniformized by (O(Γ(Eσ)), Gσ), where
σ is any representing system of γ˜, O(Γ(Eσ)) is a Gσ-invariant neighborhood of the zero section
in the space of smooth sections of Eσ.
Proof: We fix a Riemannian metric on X . We assume that each basic open set U of X is a
convex geodesic neighborhood (cf. Example 2.1.3 b) so that its uniformizing system (V,G, π) is
a geodesically convex ball. The exponential map is defined on each V which is G-equivariant.
Let σ = ({Ii}, {Ui}, {γ0,i}, {ξji}) be a representing system of a free loop γ˜0. Without loss
of generality, we may assume that γ0,i is defined over the closure of Ii. The bundle Eσ over S
1
defined by (3.5.2) inherits a natural metric from TX , so that we can speak of C∞ norm | · | of its
smooth sections. It is easy to see that for sufficiently small r > 0, any smooth section s = {si}
of Eσ with |s| < r defines a system ({Ii}, {Ui}, {γi}, {ξji}) where γi = expγ0,isi. We set
(3.5.3) Or(Γ(Eσ)) = {s ∈ Γ(Eσ)||s| < r}.
There is an induced effective Gσ action on Or(Γ(Eσ)). Through exponential maps, we can define
a Gσ-equivariant continuous map πσ : Or(Γ(Eσ)) → LX , which is easily seen to be surjective
onto a neighborhood of γ˜ in LX . It remains to show that we can choose r sufficiently small, so
that for any two smooth sections s1, s2 ∈ Or(Γ(Eσ)), if πσ(s1) = πσ(s2), there is a δ ∈ Gσ such
that s2 = δ ◦ s1.
Let πσ(s1), πσ(s2) be given by σ1 = ({Ii}, {Ui}, {γ1i }, {ξji}) and σ2 = ({Ii}, {Ui}, {γ
2
i }, {ξji})
respectively. The assumption πσ(s1) = πσ(s2) means that there is a common refinement of
σ1 and σ2. This gives rise to a collection of {δi}, where each δi is an automorphism of the
uniformizing system of Ui satisfying the compatibility condition ξji = δj ◦ ξji ◦ δ
−1
i , such that
γ2i = δi ◦ γ
1
i . We will show that when r is chosen sufficiently small, each δi will leave the image
of γ0,i fixed. The collection {δi} then defines an element δ ∈ Gσ which satisfies s2 = δ ◦ s1.
We need a digression on the structure of the set of singular points ΣX of the orbifold X .
Recall the following resolution of ΣX from [21]. Let (1) = (H0p ), (H
1
p ), ..., (H
np
p ) be all the orbit
types of a geodesic uniformizing system (Vp, Gp, πp) at p. For q ∈ Up = πp(Vp), we may take Uq
small enough so that Uq ⊂ Up. Then any injection φ : Vq → Vp induces a unique homomorphism
λφ : Gq → Gq, which gives a correspondence (Hiq) → λφ(H
i
q) = (H
j
p). This correspondence is
independent of the choice of φ. Consider the set of pairs:
(3.5.4) Σ˜Up = {(q, (H
i
q))|q ∈ ΣUp, i 6= 0}.
Take one representative Hiq ∈ (H
i
q). Then the pair (q, (H
i
q)) determines exactly one orbit
[q˜] in the fixed point set V
Hjp
p by the action of the normalizor NGp(H
j
p), where q˜ = φ(q),
(Hjp) = λφ(H
i
q). The correspondence (q, (H
i
q))→ [q˜] gives a homeomorphism
(3.5.5) Σ˜Up ∼=
np∐
j=1
V
Hjp
p /NGp(H
j
p), (disjoint union),
which gives Σ˜X = {(p, (Hjp))|p ∈ ΣX, j 6= 0} an orbifold structure
(3.5.6) {πp,j : (V
Hjp
p , NGp(H
j
p)/H
j
p)→ V
Hjp
p /NGp(H
j
p) : p ∈ X, j = 1, · · · , np.}.
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The canonical map π : Σ˜X → ΣX defined by (p, (Hjp))→ p is surjective, which has a C
∞ lifting
π˜ given locally by embeddings V
Hjp
p → Vp. π : Σ˜X → ΣX is called the canonical resolution of
the singular set ΣX .
A point (p, (Hjp)) in Σ˜X is called generic if Gp = H
j
p . The set Σ˜Xgen of all generic points is
open dense in Σ˜X, and the map π|Σ˜Xgen : Σ˜Xgen → ΣX is bijective. Denote Xreg the set of
smooth points in X . Then we have a partition of X into a disjoint union of smooth manifolds:
(3.5.7) X = Xreg ∪ Σ˜Xgen,
which is called the canonical stratification of X . Each connected stratum Xi of the canonical
stratification is assigned with a finite group Gi such that if any point p ∈ X lies in Xi, then
Gi is isomorphic to Gp. We can introduce a partial order ≺ amongst the strata {Xi}. We say
that Xi ≺ Xj for i 6= j if Xj is contained in the closure of Xi in X . The condition Xi ≺ Xj
implies that Gi is a proper subgroup of Gj . The canonical stratification (3.5.7) is locally finite.
For any uniformizing system (V,G, π), the inverse image of each stratum Xi consists of finitely
many disjoint components, each of which is mapped diffeomorphic to π(V )∩Xi. It is clear that
the canonical stratification (3.5.7) induces a stratification of V , which has the property that for
any stratum Vk, if an element g ∈ G fixes a point x ∈ Vk, then g fixes the entire stratum Vk.
End of digression.
We observe that for any point p ∈ X , there is a rp > 0 with the following significance: for
any uniformizing system (V,G, π) such that p ∈ π(V ), and any pˆ ∈ V such that π(pˆ) = p, if
x, y ∈ V are connected to pˆ by geodesics of length less than rp, and there is a g ∈ G such
that g · x = y, then g · pˆ = pˆ. Let (Vi, Gi, πi) be the uniformizing system of Ui for each i. For
each Ui, let {Vi,αj |αj ∈ Λ(i)} be the set of strata in the stratification of Vi induced by (3.5.7)
where each Vi,αj contains points in γ0,i(Ii). The local finiteness of (3.5.7) implies that each
Λ(i) is a finite set. For each αj ∈ Λ(i), choose a tαj ∈ Ii such that γ0,i(tαj ) is contained in
Vi,αj . Denote pαj = πi(γ0,i(tαj )) the image of γ0,i(tαj ) in Ui. Let ri = min rpαj and r = min ri.
We take this r for the neighborhood Or(Γ(Eσ)) defined by (3.5.3). If the two smooth sections
s1, s2 satisfying πσ(s1) = πσ(s2) are in Or(Γ(Eσ)), then each δi must fix γ0,i(tαj ) for every
αj ∈ Λ(i). The assumption that γ0,i(tαj ) is contained in Vi,αj implies that δi fixes the entire
stratum Vi,αj . Now we see that δi fixes every point in γ0,i(Ii) because γ0,i(Ii) is contained in
the union ∪αj∈Λ(i)Vi,αj . Hence δ = {δi} is an element of Gσ, and the proof of Theorem 3.5.5 is
completed.
✷
Remark 3.5.6: Let X be an orbifold. As a subspace of the free loop space LX , the space X˜
defined in (1.5) (or (3.5.1)) inherits a canonical orbispace structure from the pre-Hilbert orbifold
structure of the free loop space LX specified in Theorem 3.5.5. For any point (p, (g)Gp) in X˜ ,
viewed as a constant free loop, the corresponding pull-back bundle Eσ defined in (3.5.2) is (with
σ = (γp, g), γp being the constant map into p)
(3.5.8) Eσ = (TVp)p × [0, 1]/ ∼
where ∼ identifies (TVp)p×{0} with (TVp)p×{1} by the action of g ∈ Gp. The isotropy group
Gσ is clearly the centralizer CGp(g) of g in Gp. The constant loops in a neighborhood of σ are
given by the “constant” sections of Eσ of (3.5.8), which can be identified with a ball of the fixed
point set V gp of g in Vp. Hence the orbispace structure of X˜ inherited from the free loop space
is given by
(3.5.9) {(V gp , CGp(g))|p ∈ X, g ∈ Gp}.
Note that the action of CGp(g) on V
g
p is not effective in general, hence X˜ equipped with (3.5.9)
is not an orbifold in the classical sense. But we remark that this is precisely the orbispace
structure we need in the proof of associativity of the new cup product in [11].
✷
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There are geometrical-analytical constructions on the free loop space of a smooth manifold,
which uses the pre-Hilbert manifold structure of the free loop space. Theorem 3.5.5 allows us
to mimic these constructions on the free loop space of an orbifold. For example, Bismut’s work
on Atiyah-Singer index theorem (cf. [6]), Floer homology (cf. [15]), and Witten’s interpretation
of elliptic genera (cf. [39, 36, 8]). There is also an interesting construction of Chas and Sullivan
on the free loop space of a smooth manifold, the so-called string topology (cf. [10]).
Let us specially look at Witten’s interpretation of elliptic genera. If successfully carried
out in the orbifold case, it would give a general definition of orbifold elliptic genera and prove
the corresponding rigidity theorem4. There is the so-called elliptic cohomology theory behind
the scene (cf. [34]), which has an equivariant version (cf. [13]). Thus it would be interesting
to study the corresponding generalized cohomology theories of orbispaces, which generalize the
corresponding equivariant theories, and ultimately establish a corresponding elliptic cohomology
theory of orbispaces.
4 Basic Properties of Homotopy Groups
4.1 Orbispace covering
This section is devoted to an orbispace covering theory, which generalizes all the basic results
in the topological category. It also recovers Thurston’s orbifold covering theory (cf. [37]). In
particular, it is shown that the fundamental group of an orbifold defined in this paper coincides
with Thurston’s orbifold fundamental group.
In order to motivate the definition of orbispace covering, let us consider the following simple
situation. Suppose Y is a locally connected, path-connected topological space with a discrete
group action of G. Denote the quotient space Y/G byX . If G acts on Y properly discontinuously
without fixed points, we have the following exact sequence
(4.1.1) 1→ π1(Y, ∗)→ π1(X, ∗)→ G→ 1.
For a general action of G, we still have an exact sequence of (4.1.1), provided that X is regarded
as an orbispace canonically obtained from the G-space (Y,G), and (4.1.1) is just a special case
of the long exact sequence (3.4.3). The natural projection Y → X = Y/G is an example of
covering map when G acts properly discontinuously without fixed points. This suggests that in
the orbispace category, the natural projection Y → X = Y/G, for any action of a discrete group
G, should be considered as an orbispace covering morphism, since in a good covering theory,
one should be able to associate an exact sequence such as (4.1.1) to a covering map.
Definition 4.1.1: Let π˜ : Y → X be a morphism between two orbispaces, and π : Ytop → Xtop
be the induced continuous map. We call π˜ an orbispace covering morphism, if there exists a
representing system ({Vα}, {Uα}, {πα}, {ρβα}) of π˜ such that
a) for any U ∈ {Uα}, the set of connected components of π−1(U) is contained in {Vα},
b) each homomorphism ρα : GVα → GUα is monomorphic, and if g, h ∈ GUα is path-connected
in GUα , then gh
−1 lies in the image ρα(GVα),
c) each πα : V̂α → Ûα is a ρα-equivariant homeomorphism, and
d) the map π : Ytop → Xtop is surjective.
The orbispace Y together with the orbispace covering morphism π˜ : Y → X is called a
covering space of X. Each basic open set U ∈ {Uα}, which all together forms a cover of X by
d), is called an elementary neighborhood of X with respect to the covering morphism π˜.
✷
Remark 4.1.2 a: Any connected open subset of an elementary neighborhood is an elementary
neighborhood in the following sense. Let W ⊂ U ∈ {Uα} be a connected open subset. Then
4relevant work has been done recently, cf. [23]
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each connected component of π−1(W ), being a connected open subset of π−1(U), is a basic open
set of Y by a) of Definition 4.1.1. We add to {Uα} all of the connected open subsets W ⊂ U
for each U ∈ {Uα}, and to {Vα} all of the connected components of π
−1(W ) for each U ∈ {Uα}
and each W ⊂ U . Let the resulting collections be {Va}, {Ua}, which clearly form a refinement
of {Vα}, {Uα}. Hence by Lemma 2.2.2, there is an induced system defined over ({Va}, {Ua}),
which also represents π˜. One can easily verify that conditions a), b), c) and d) in Definition 4.1.1
are satisfied for the induced system.
✷
Remark 4.1.2 b: In the representing system ({Vα}, {Uα}, {πα}, {ρβα}) of the orbispace cov-
ering morphism π˜, each ρβα : Tran(Vα, Vβ)→ Tran(Uα, Uβ) is injective by the axioms b), c) of
Definition 4.1.1. Moreover, for any two path connected transition maps ξ1, ξ2 ∈ Tran(Uα, Uβ),
there is a g ∈ GVβ such that ξ2 = ρβ(g) ◦ ξ1 by the axiom b) of Definition 4.1.1.
✷
Remark 4.1.2 c: Clearly the composition of two orbispace covering morphisms is again an
orbispace covering morphism.
✷
Remark 4.1.2 d: There is a based version of orbispace covering morphisms. Let (Y, q) and
(X, p) be two based orbispaces, where q = (q, Vo, qˆ) and p = (p, Uo, pˆ). Given any orbispace
covering morphism π˜ : Y → X , we may assume that Vo, Uo are contained in {Vα} and {Uα}
respectively, and the homeomorphism πo : V̂o → Ûo sends qˆ to pˆ.
✷
Let us look at the path-lifting property of orbispace covering first. Let π˜ : (Y, q)→ (X, p) be
a based orbispace covering morphism, with a representing system Π = ({Vα}, {Uα}, {πα}, {ρβα})
being fixed throughout. Let p′ = (p′, Uo′ , pˆ′) be a base-point structure of X . Then for any con-
nected component Vo′ of π
−1(Uo′), the system Π canonically determines a base-point structure
q′ = (q′, Vo′ , qˆ′) of Y by setting qˆ′ = π
−1
o′ (pˆ
′) and q′ = πVo′ (qˆ
′) ∈ Y . For any g ∈ GUo′ , we denote
the base-point structure (p′, Uo′ , g · pˆ′) by g · p
′.
Lemma 4.1.3: Suppose π˜ : (Y, q)→ (X, p) is a based orbispace covering morphism, with a fixed
representing system Π. For any based path γ˜ ∈ P (X, p, p′), there is a unique component Vo′(γ˜) of
π−1(Uo′) and a unique coset δ(γ˜) ∈ GUo′ /ρo′(γ˜)(GVo′(γ˜)) such that after fixing a representative
g ∈ GUo′ of δ(γ˜), there is a unique based path ℓ(γ˜) ∈ P (Y, q, q
′), called the lifting of γ˜, such that
π˜ ◦ ℓ(γ˜) = g ◦ γ˜, where g ◦ γ˜ stands for the image of γ˜ under the map P (X, p, p′)→ P (X, p, g ·p′)
induced by g, and q′ is the base-point structure canonically determined by the system Π for the
component Vo′(γ˜). For a continuous family of γ˜s ∈ P (X, p, p
′) parametrized by a locally path-
connected space, the component Vo′(γ˜s) and the coset δ(γ˜s) are locally constant with respect to
the parameter s, and the family of liftings ℓ(γ˜s) is continuous in s.
Proof: Suppose γ˜ is represented by a system ({Ii}, {Ui}, {γi}, {ξji}), i = 0, 1, · · · , n, where
each Ui is an elementary neighborhood of X with respect to the orbispace covering morphism
π˜. We define a system ({Ii}, {Vi}, {ℓ(γi)}, {ℓ(ξji)}) from [0, 1] into (Y, q) inductively as follows.
For i = 0, we simply let ℓ(γ0) := π
−1
o ◦ γ0 : I0 → V̂o, which clearly satisfies ℓ(γ0)(0) = qˆ. Now
suppose that ℓ(γi) is done. We will define ℓ(ξ(i+1)i) and ℓ(γi+1) as follows. First of all, there
is a unique connected component Vi+1 of π
−1(Ui+1) with which πVi(ℓ(γi)) intersects. Secondly,
there is gi+1 ∈ GUi+1 such that gi+1 ◦ ξ(i+1)i lies in the image of ρ(i+1)i : Tran(Vi, Vi+1) →
Tran(Ui, Ui+1). We change γi+1 and ξ(i+1)i to gi+1 ◦ γi+1 and gi+1 ◦ ξ(i+1)i respectively, and
change ξ(i+2)(i+1) to ξ(i+2)(i+1) ◦ g
−1
i+1 if i + 1 < n. This amounts to change the representing
system of γ˜ to an isomorphic one. We define ℓ(ξ(i+1)i) = ρ
−1
(i+1)i(gi+1 ◦ ξ(i+1)i), and ℓ(γi+1) =
π−1i+1(gi+1 ◦ γi+1). A different choice of gi+1 differs by a post-composition by ρi+1(g) for some
g ∈ GVi+1 , which results in a post-composition of ℓ(ξ(i+1)i) and ℓ(γi+1) by g. Hence by induction
a system ({Ii}, {Vi}, {ℓ(γi)}, {ℓ(ξji)}) is obtained, and a unique component Vo′(γ˜) of π
−1(Uo′)
and a unique coset δ(γ˜) ∈ GUo′ /ρo′(γ˜)(GVo′(γ˜)) is determined. One can easily verify that Vo′(γ˜)
and δ(γ˜) are independent of the choice of the representing system ({Ii}, {Ui}, {γi}, {ξji}) we
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started with. From the construction, it is also obvious that once a representative of the coset δ(γ˜)
is chosen, the system ({Ii}, {Vi}, {ℓ(γi)}, {ℓ(ξji)}) determines a based path which is independent
of the system ({Ii}, {Ui}, {γi}, {ξji}) we started with. We define ℓ(γ˜) to be the based path as
the equivalence class of ({Ii}, {Vi}, {ℓ(γi)}, {ℓ(ξji)}), which is clearly unique.
For the parametrized case of γ˜s, the component Vi+1 and the coset of gi+1 is locally constant
in s in each induction step. The former is obvious and the latter is by condition b) of Definition
4.1.1. Hence the component Vo′(γ˜s) and the coset δ(γ˜s) are locally constant with respect to the
parameter s, and the family of liftings ℓ(γ˜s) is continuous in s.
✷
This lifting property of based paths has the following consequences as in the case of topo-
logical spaces.
Theorem 4.1.4: Let π˜ : (Y, q) → (X, p) be a based orbispace covering morphism. Then the
induced homomorphism π# : πk(Y, q) → πk(X, p) is an isomorphism for all k ≥ 2 and a
monomorphism for k = 1.
Proof: Let u : (Sk−1, ∗) → (Ω(Y, q), q˜) be a continuous map such that Ω(π˜) ◦ u is homotopic
to the constant map into p˜ in (Ω(X, p), p˜), with homotopy H : (CSk−1, ∗) → (Ω(X, p), p˜). We
set H(s) = γ˜s, s ∈ CSk−1. Then by Lemma 4.1.3, we have Vo′(γ˜s) = Vo and δ(γ˜s) equals the
coset of 1GVo , which implies that we can choose 1GVo as the representative g in the statement of
Lemma 4.1.3. Hence the liftings ℓ(γ˜s) define a continuous map from (CS
k−1, ∗) to (Ω(Y, q), q˜),
which provides a homotopy between u and the constant map into q˜. This proves the injectivity
of homomorphism π# : πk(Y, q)→ πk(X, p) for all k ≥ 1.
On the other hand, for any continuous map u : (Sk−1, ∗)→ (Ω(X, p), p˜) with k ≥ 2, we set
u(s) = γ˜s, s ∈ Sk−1, and conclude that the component Vo′(γ˜s) equals Vo and δ(γ˜s) equals the
coset of 1GVo , because u(∗) = p˜ and Vo′(p˜) = Vo, and δ(p˜) equals the coset of 1GVo . Hence we
obtain a continuous map ℓ(u) : (Sk−1, ∗) → (Ω(Y, q), q˜) defined by the liftings ℓ(γ˜s), and it is
easily seen that π#([ℓ(u)]) = [u]. This proves the surjectivity of π# for k ≥ 2.
✷
Definition 4.1.5: An orbispace (X,U) is called locally strongly path-connected if for any basic
open set U ∈ U , the space Û in its G-structure (Û , GU , πU ) is locally path-connected.
✷
Theorem 4.1.6: Let π˜ : (Y, q) → (X, p) be a based orbispace covering morphism. Given any
based morphism φ˜ : (Z, z) → (X, p) from a connected, locally strongly path-connected orbispace
Z, there exists a unique based morphism ℓ(φ˜) : (Z, z) → (Y, q) such that π˜ ◦ ℓ(φ˜) = φ˜, if and
only if φ#(π1(Z, z)) ⊂ π#(π1(Y, q)) in π1(X, p).
Proof: The “only if” part is trivial as usual. We shall prove the “if” part next.
Suppose that φ#(π1(Z, z)) ⊂ π#(π1(Y, q)) in π1(X, p). First we shall introduce some no-
tations. Let Π = ({Vα}, {Uα}, {πα}, {ρβα}) be a representing system of π˜, which will be fixed
throughout the proof. Let σ = ({Wi}, {Ui}, {φi}, {ηji}) be a representing system of φ˜, where
each Ui is an elementary neighborhood of X with respect to the orbispace covering morphism
π˜. We shall also fix our notations for the base-point structures: q = (q, Vo, qˆ), p = (p, Uo, pˆ) and
z = (z,Wo, zˆ).
The strategy of the proof is to find a collection of automorphisms {δi}, where each δi ∈ GUi ,
such that the system δ(σ) := ({Wi}, {Ui}, {δi ◦ φi}, {δj ◦ ηji ◦ δ
−1
i }), which is isomorphic to σ,
can be lifted to (Y, q) as a system through the system Π.
The automorphisms {δi} are obtained as follows. For each i, we pick a point zi ∈ Wi and a
zˆi ∈ Ŵi such that πWi(zˆi) = zi, with zo = z and zˆo = zˆ where z, zˆ are given in the base-point
structure z = (z,Wo, zˆ). This gives rise to a collection of base-point structures zi = (zi,Wi, zˆi)
of Z, and a corresponding collection of base-point structures of X : pi = (pi, Ui, pˆi) where each
pi = φ(zi) and pˆi = φi(zˆi). Now for any Wi, since Z is connected and locally strongly path-
connected, Z is path-connected and there exists a based path γ˜i ∈ P (Z, z, zi), and therefore a
based path γ˜′i := φ˜ ◦ γ˜i ∈ P (X, p, pi). We apply Lemma 4.1.3 to γ˜
′
i, and we obtain a connected
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component Vi(γ˜′
i
) of π
−1(Ui) and a coset δ(γ˜
′
i) such that after choosing a representative gi of
δ(γ˜′i), the based path gi · γ˜
′
i in P (X, p, gi ·pi) has a unique lifting to (Y, q). The upshot is that the
component Vi(γ˜′
i
) and the coset δ(γ˜
′
i) are independent of the choice on the based path γ˜i, because
of the assumption that φ#(π1(Z, z)) ⊂ π#(π1(Y, q)) in π1(X, p). Now we set Vi = Vi(γ˜′
i
), and
choose a representative δi ∈ GUi of the coset δ(γ˜
′
i) for each i. We apply these automorphisms
{δi} to the system σ and still write the resulting isomorphic system as σ for simplicity. With
this adjustment, the system σ has the following property: for any based path γ˜i ∈ P (Z, z, zi),
the push-forward based path σ ◦ γ˜i by the system σ can be directly lifted to a based path in
(Y, q, q
i
) where the base-point structure q
i
= (qi, Vi, qˆi) with qˆi = π
−1
i (δi(pˆi)) and qi = πVi(qˆi)
(here πi : V̂i → Ûi is the homeomorphism given in the representing system Π of the covering
morphism π˜).
We shall next show that each ηji : Tran(Wi,Wj) → Tran(Ui, Uj) has its image contained
in ρji(Tran(Vi, Vj)), in particular, each ηi : GWi → GUi has its image contained in ρi(GVi),
so that we can define a system ({Wi}, {Vi}, {ℓ(φi)}, {ℓ(ηji)}) by setting ℓ(φi) = π
−1
i ◦ φi and
ℓ(ηji) = ρ
−1
ji ◦ ηji, which defines the desired based morphism ℓ(φ˜) : (Z, z)→ (Y, q).
Given any ξ ∈ Tran(Wi,Wj), suppose it is an isomorphism between induced G-structures of
a connected componentW ofWi∩Wj . We pick a point zˆ′ in the induced G-structure ofW from
Wi. Since Z is connected and locally strongly path-connected, there is a based path in P (Z, z, zi)
and a path in Ŵi connecting zˆi and zˆ′, and a path in Ŵj connecting ξ(zˆ′) and zˆj . These paths
altogether define a based path γ˜ ∈ P (Z, z, zj). The push-forward path σ ◦ γ˜ ∈ P (X, p, δj · pj)
has the property that it has a representing system whose last transition map is ηji(ξ), and the
system can be lifted up directly to (Y, q, q
j
). Hence ηji(ξ) lies in the image of ρji.
The uniqueness of ℓ(φ˜) follows from the nature of the construction. This concludes the proof.
✷
Here is a consequence of Theorem 4.1.6. Let π˜1 : (Y1, q1)→ (X, p) and π˜2 : (Y2, q2)→ (X, p)
be two connected, locally strongly path-connected orbispace covering of (X, p). Suppose that
(π1)#(π1(Y1, q1)) is contained in (π2)#(π1(Y2, q2)). Then the orbispace covering π˜1 factors
through the orbispace covering π˜2 with a based morphism π˜ := ℓ(π˜1) : (Y1, q1)→ (Y2, q2), which
is obviously also an orbispace covering. This justifies the following
Definition 4.1.7: A connected, locally strongly path-connected orbispace covering π˜ : Y → X
is called universal if π1(Y ) is trivial.
✷
We shall next consider the question of existence of universal covering for a given orbispace.
We first introduce the following
Definition 4.1.8: An orbispace X is called semilocally 1-connected if for any p ∈ X, there
is a basic open set U containing p, such that the composition of homomorphisms π1(Û , pˆ) →
π1(U, p)→ π1(X, p) has a trivial image for any base-point structure p = (p, U, pˆ).
✷
Theorem 4.1.9: Suppose orbispace X is connected, locally strongly path-connected and semilo-
cally 1-connected. Fixing a base-point structure p = (p, Uo, pˆ). Then for any subgroup H of
π1(X, p), there is an orbispace covering morphism π˜ : (Y, q)→ (X, p) such that π#(π1(Y, q)) = H
for some connected orbispace Y .
Proof: We first construct the underlying topological space Ytop. Consider the set of all based
morphisms γ˜ : ([0, 1], 0) → (X, p), which is given the compact-open topology (completely par-
allel to the case of based loop space). We introduce an equivalence relation ∼H between
the based morphisms as follows: γ˜1 ∼H γ˜2 if γ1(1) = γ2(1) and there are representatives
({I1,k}, {U1,k}, {γ1,k}, {ξ1,lk}) for 0 ≤ k ≤ n1 and ({I2,k}, {U2,k}, {γ2,k}, {ξ2,lk}) for 0 ≤ k ≤ n2
of γ˜1 and γ˜2 respectively, such that γ˜1 and ν(γ˜2) can be put together by adding a transition
map ξ ∈ Tran(U1,n1 , U2,n2) satisfying γ2,n2(1) = (ξ ◦ γ1,n1)(1) to form a representing system of
an element in H . It is easy to verify that ∼H is indeed an equivalence relation. We define Ytop
to be the quotient space of the space of all based morphisms from ([0, 1], 0) to (X, p) under ∼H ,
43
which is obviously path-connected, hence connected. The space Ytop has a natural base point [p˜]
– the equivalence class of the constant morphism into pˆ. There is a natural surjective continuous
map π : Ytop → Xtop sending each equivalence class of based morphisms to its terminal point in
Xtop (surjectivity relies on the fact that X is path-connected). Clearly we have π([p˜]) = p and
we set q = [p˜].
Next we put an orbispace structure on Ytop. (The resulting orbispace will be taken for Y .)
For any point y ∈ Ytop, take a representing system σ = ({Ik}, {Uk}, {γk}, {ξlk}) of y, where
the index k is running from 0 to n. We set Uσ = Un and σˆ = γn(1) ∈ Ûσ. We may assume
that the semilocally 1-connectedness holds for Uσ without loss of generality. We define a map
πσ : Ûσ → Ytop as follows. For each z ∈ Ûσ, we connect σˆ to z by a path γz in Ûσ (the existence
of γz is ensured by the assumption that X is locally strongly path-connected), and define πσ(z)
to be the equivalence class under ∼H of the based morphism obtained from extending the system
σ by adding the path γz . The assumption that X is semilocally 1-connected ensures that the
map πσ is well-defined, and the assumption that X is locally strongly path-connected implies
that πσ is continuous. We set Vσ = πσ(Ûσ) in Ytop, which obviously satisfies π(Vσ) = Uσ.
Moreover, Vσ is connected since Ûσ is.
We will show (1) Vσ is an open neighborhood of y in Ytop, (2) There is a subgroup GVσ of
GUσ such that Ûσ/GVσ is homeomorphic to Vσ under πσ, (3) By setting V̂σ := Ûσ, πVσ := πσ
and define (V̂σ , GVσ , πVσ ) to be the G-structure of Vσ ⊂ Ytop, we actually obtain an orbispace
structure on Ytop, (4) The identification V̂σ := Ûσ and inclusionGVσ ⊂ GUσ can be fitted together
to define an orbispace covering morphism π˜ : Y → X , and (5) We have π#(π1(Y, q)) = H for
the base-point structure q = (q, Vo, qˆ) where qˆ := pˆ in V̂o := Ûo.
For (1), suppose γ˜0 : ([0, 1], 0) → (X, p) is a based morphism such that γ˜0 ∼H πσ(z0) for
some z0 ∈ Ûσ, we need to show that for any based morphism γ˜ sufficiently close to γ˜0 in the
compact-open topology, there is a z ∈ Ûσ such that πσ(z) ∼H γ˜. We take a representative τ0
for γ˜0. Without loss of generality, we can assume that τ0 = ({Ii}, {Ui}, {γ0,i}, {ξ0,ji}), where i
is running from 0 to m, such that Um = Uσ and γ0,m(1) = z0. As in the case of based loops, we
can show that a neighborhood of γ˜0 under the compact-open topology can be represented by a
set of systems τ = ({Ii}, {Ui}, {γi}, {ξ0,ji}). We pick ti ∈ Ii∩ Ii+1 for i = 0, · · · ,m− 1. Suppose
each transition map ξ0,ji is defined over an open subset Wi ⊂ Ûi, which is path-connected.
We take a path ui in Wi running from γi(ti) to γ0,i(ti) for each i = 0, · · · ,m − 1, and take
a path u in Ûσ running from γm(1) to γ0,m(1) = z0. We define for each τ a new system
τ ′ = ({Ii}, {Ui}, {γ′i}, {ξ0,ji}) where for each 0 ≤ i ≤ m− 1, γ
′
i is obtained from precomposing
γi by ξ0,i(i−1) ◦ ν(ui−1) and post-composing γi by ui, and γ
′
m is obtained from precomposing
ξ0,m(m−1) ◦ ν(um−1) and post-composing u#ν(u). The system τ
′ is clearly homotopic to τ . On
the other hand, by semilocally 1-connectedness of X , τ ′ is equivalent under ∼H to the system
({Ii}, {Ui}, {γ(i)}, {ξ0,ji}) where each γ(i) = γ0,i for 0 ≤ i ≤ m − 1, and γ(m) = γ0,m#ν(u).
This means exactly that πσ(z) = [τ ] where z = γm(1) ∈ Ûσ. This concludes the proof of (1).
For (2), we obtain the subgroup GVσ as follows. We denote by σ the base-point structure
(π(y), Uσ, σˆ) and consider the isomorphism σ∗ : π1(X, p)→ π1(X, σ) induced by the based path
[σ] ∈ P (X, p, σ) determined by the system σ. Set Hσ = σ∗(H). Now for each g ∈ GUσ , we
take a path γg in Ûσ connecting σˆ and g · σˆ. Then the pair (γg, g) determines an element
[g] in π1(Uσ, σ) whose image in π1(X, σ) is independent of the choice on the path γg by the
semilocally 1-connectedness of X . We simply put GVσ := {g ∈ GUσ |[g] ∈ Hσ}. The fact that
(γg, g)#(γh, h) = (γgh, gh) for some path γgh connecting σˆ to gh · σˆ in Ûσ shows that GVσ is a
subgroup of GUσ . It remains to show that πσ induces a homeomorphism between Ûσ/GVσ and
Vσ. First of all, πσ : Ûσ → Vσ is GVσ -invariant. This can be seen as follows. Given any z ∈ Ûσ,
we take a path γ running from σˆ to z, and let σz be the system obtained from post-composing
σ with γ, which defines πσ(z). For g · z, we use the path γg#g ◦ γ and obtain a system σg·z
correspondingly to define πσ(g · z). Now it is easily seen that the systems σg·z and ν(σz) can
be put together by adding the transition map g−1 ∈ Tran(Uσ, Uσ) to define a system, which
represents the element σ−1∗ ([g]) in H ⊂ π1(X, p). Hence πσ(g · z) = πσ(z). Secondly, suppose
πσ(z) = πσ(z
′). Take paths γz, γz′ connecting σˆ to z and z
′ respectively. Let σz and σz′ be
the resulting systems to be used to define πσ(z) and πσ(z
′). Then there is a g ∈ GUσ such that
by adding g the systems σz and ν(σz′ ) can be put together to form a system representing an
element h ∈ H . Clearly z′ = g · z. If we join σˆ and g · σˆ by the path γg := γz′#ν(g ◦ γz), we see
that the class [(γg, g)] in π1(Uσ, σ) equals σ∗(h
−1) ∈ Hσ. Hence we have g ∈ GVσ . From here it
is easy to see that πσ induces a homeomorphism between Ûσ/GVσ and Vσ.
For (3), suppose (V̂σ1 , GVσ1 , πVσ1 ), (V̂σ2 , GVσ2 , πVσ2 ) are two G-structures on Ytop constructed
from based systems σ1, σ2 respectively, such that Vσ1 ∩ Vσ2 6= ∅. We need to define the set of
transitions Tran(Vσ1 , Vσ2 ), and verify the axioms of Definition 2.1.2 (Ytop is locally connected
since each Vσ is as the orbit space of locally connected space Ûσ by the action of GVσ ). The
assumption Vσ1 ∩ Vσ2 6= ∅ implies that Uσ1 ∩ Uσ2 6= ∅ since π(Vσ) = Uσ. The set of transition
maps Tran(Vσ1 , Vσ2) will be defined as a subset of Tran(Uσ1 , Uσ2) as follows. Given ξ ∈
Tran(Uσ1 , Uσ2), which is defined over the subset W1 of Ûσ1 , if there is z ∈ W1, with ξ(z) ∈
W2 := ξ(W1) ⊂ Ûσ2 such that πσ1 (z) = πσ2 (ξ(z)), then we put ξ in Tran(Vσ1 , Vσ2 ). It is
easy to see that πσ1(z) = πσ2(ξ(z)) for some z ∈ W1 implies that πσ1 = πσ2 ◦ ξ on W1, and
πσ1 (W1) is a connected component of Vσ1 ∩ Vσ2 . Let Γ1 = {g ∈ GUσ1 |g · W1 = W1} and
Γ2 = {g ∈ GUσ2 |g · W2 = W2}. It remains to show that ξ : Γ1 ∩ GVσ1 → Γ2 ∩ GVσ2 is an
isomorphism, so that ξ is indeed an isomorphism between the G-structure of πσ1(W1) induced
from (V̂σ1 , GVσ1 , πVσ1 ) and the G-structure of πσ2 (W2) induced from (V̂σ2 , GVσ2 , πVσ2 ). This
can be seen as follows. We pick a z1 ∈ W1 and let z2 = ξ(z1) ∈ W2. We take a path γi
connecting σˆi to zi, and let τi be the system σi#γi for i = 1, 2. Let h ∈ H be the element
obtained from composing τ1, ξ and ν(τ2), and hτ1 = (τ1)∗(h) in π1(X, τ1). Denote by ξ∗ the
isomorphism between π1(X, τ1) and π1(X, τ2) induced by ξ. Then it can be easily verified that
for any a ∈ π1(X, p), we have (τ2)∗(a) = ξ∗(h−1τ1 · (τ1)∗(a) · hτ1). The required isomorphism
ξ∗ : Γ1 ∩GVσ1 → Γ2 ∩GVσ2 follows trivially from the above equation. The axioms in Definition
2.1.2 can be easily checked for Tran(Vσ1 , Vσ2 ) because they are satisfied by Tran(Uσ1 , Uσ2), and
Tran(Vσ1 , Vσ2) is a subset of Tran(Uσ1 , Uσ2). This concludes the proof of (3).
For (4), there is indeed a morphism π˜ : Y → X given by the system ({Vσ}, {Uσ}, {πσ}, {ρστ}),
where each πσ : V̂σ → Ûσ is the identity map, and each ρστ : Tran(Vτ , Vσ) → Tran(Uτ , Uσ) is
the natural inclusion. The conditions b), c) and d) in Definition 4.1.1 are clearly satisfied by π˜,
by the nature of construction. As for a), we need to show that for any U ∈ {Uσ}, a connected
component of π−1(U) is of form Vσ. Let V be a connected component of π
−1(U). Then for
any y ∈ V , since π(y) ∈ U , there is a system σy representing y, with a canonically constructed
neighborhood Vσy where V̂σy = Û . Since Vσy is connected and π(Vσy ) = U , we have Vσy ⊂ V .
Hence V = ∪y∈V Vσy . On the other hand, it is easy to see that if Vσ and Vτ have non-empty
intersection and π(Vσ) = π(Vτ ), then Vσ = Vτ . Hence V = Vσy for any y ∈ V , and a) is verified.
For (5), it suffices to show that for any based morphism γ˜ : ([0, 1], 0)→ (X, p), if we denote
its equivalence class under ∼H by [γ˜]H , which is a point in Ytop, we have [γ˜]H = ℓ(γ)(1) where
ℓ(γ) stands for the induced map [0, 1]→ Ytop of the unique lifting ℓ(γ˜) of γ˜ to (Y, q), which was
shown to exist in Lemma 4.1.3. From the construction of Y , we see that if [γ˜]H = ℓ(γ)(1) is true
for some γ˜ with [γ˜]H ∈ Vσ for some Vσ, then [γ˜]H = ℓ(γ)(1) is true for all γ˜ such that [γ˜]H ∈ Vσ.
With this understood, we now appeal to the fact that Ytop is connected and Ytop = ∪Vσ , and
the claim, hence (5) follows.
✷
Definition 4.1.10: Given an orbispace covering morphism π˜ : Y → X, a deck transformation
of π˜ is an invertible morphism φ˜ : Y → Y which satisfies π˜ ◦ φ˜ = π˜. The set of all deck
transformations of π˜ forms a group acting on Y , which is called the group of deck transformations
of the orbispace covering π˜, and is denoted by Deck(π˜).
✷
Let π˜ : Y → X be an orbispace covering, Π = ({Vα}, {Uα}, {πα}, {ρβα}), α ∈ Λ, be a fixed
representing system of π˜. For each α, set KUα = {g ∈ GUα |g · x = x, ∀x ∈ Ûα}. We consider
45
the set
(4.1.2) KΠ = {〈g〉|〈g〉 = {gα|α ∈ Λ}, gα ∈ KUα}
where each 〈g〉 = {gα} satisfies the following compatibility conditions
(4.1.3) gβ ◦ ρβα(ξ) = ρβα(ξ) ◦ gα, ∀ξ ∈ Tran(Vα, Vβ).
These compatibility conditions are quite strong in nature. In particular, the following relations
are contained in (4.1.3):
(4.1.4) gαρα(h) = ρα(h)gα, ∀h ∈ GVα , ϕβα(gα) = gβ
where ϕβα is the group isomorphism in the transition map ρβα. The set KΠ becomes a group
under the multiplication 〈g〉 · 〈h〉 := 〈gh〉, where 〈gh〉 := {gαhα|α ∈ Λ} if 〈g〉 = {gα|α ∈ Λ} and
〈h〉 = {hα|α ∈ Λ}. Let CΠ be the subgroup of KΠ which consists of elements 〈g〉 = {gα|α ∈ Λ}
where each gα ∈ ρα(GVα). Then CΠ is clearly contained in the center of KΠ by (4.1.4), hence
a normal subgroup of KΠ. Let q = (q, Vo, qˆ) and p = (p, Uo, pˆ) be any base-point structures
of Y and X respectively, with respect to which Π is a system representing π˜ : (Y, q) → (X, p).
Let p˜ and q˜ be the constant map from [0, 1] onto pˆ and qˆ respectively. Each element g ∈ KUo
or h ∈ KVo defines an element [g] ∈ π1(X, p) or [h] ∈ π1(Y, q) by setting [g] = [(p˜, g)] and
[h] = [(q˜, h)]. Clearly π#([h]) = [ρo(h)]. There is a homomorphism
(4.1.5) Φp,q : KΠ/CΠ → N(π#(π1(Y, q)))/π#(π1(Y, q))
defined by 〈g〉 7→ [go], where go is the component of 〈g〉 corresponding to index o. Here
N(π#(π1(Y, q))) denotes the normalizer of π#(π1(Y, q)) in π1(X, p).
Theorem 4.1.11: Let π˜ : Y → X be a connected, locally strongly path-connected orbispace
covering. For any base-point structures q = (q, Vo, qˆ) and p = (p, Uo, pˆ) of Y and X respectively,
we denote H = π#(π1(Y, q)) and N(H) the normalizer of H in π1(X, p). Then there is a
homomorphism Θp,q : N(H)/H → Deck(π˜), such that Φp,q and Θp,q fit into a short exact
sequence
(4.1.6) 1→ KΠ˜/CΠ˜
Φp,q
→ N(H)/H
Θp,q
→ Deck(π˜)→ 1.
Proof: Let γ˜ be a based loop in (X, p) such that its class [γ˜] ∈ π1(X, p) lies in the normalizer
N(H) of H . By Lemma 4.1.3, γ˜ is associated with a pair (Vγ˜ , δγ˜) where Vγ˜ is a connected
component of π−1(Uo), δγ˜ is a coset in GUo/ρo(GVo), such that for any chosen representative
gγ˜ of δγ˜ , there is a unique lifting ℓ(γ˜) ∈ P (Y, q, qg) satisfying π˜ ◦ ℓ(γ˜) = gγ˜ ◦ γ˜, where qg is the
base-point structure canonically determined from gγ˜ · p, and gγ˜ ◦ γ˜ stands for the image of γ˜ in
P (X, p, gγ˜ · p) induced by gγ˜ . We consider two based versions of π˜, π˜(1) : (Y, q) → (X, gγ˜ · p)
and π˜(2) : (Y, qg) → (X, gγ˜ · p). Then the fact that [γ˜] ∈ N(H) implies that π
(1)
# (π1(Y, q)) =
π
(2)
# (π1(Y, qg)) in π1(X, gγ˜ · p). Hence by Theorem 4.1.6, there is a unique based morphism
φ˜ : (Y, q)→ (Y, qg) such that π˜
(2) ◦ φ˜ = π˜(1). It is easy to see that the corresponding morphism
φ˜ : Y → Y is independent of the choice of the representative gγ˜ and depends only on the class of
γ˜ inN(H)/H , and is obviously a deck transformation of π˜. The map Θp,q : N(H)/H → Deck(π˜)
is defined by [γ˜] 7→ φ˜.
We first verify that Θp,q is a surjective homomorphism. Let γ˜1, γ˜2 be two based loops in
(X, p) such that both [γ˜1] and [γ˜2] are in N(H). By the uniqueness of path lifting in Lemma
4.1.3, and the construction of Θp,q, we have
(4.1.7) Θp,q([γ˜1]) ◦ ℓ(γ˜2) = ℓ(γ˜1#γ˜2).
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Then the uniqueness of the factorization in Theorem 4.1.6 and the identity (4.1.7) imply that
(4.1.8) Θp,q([γ˜1#γ˜2]) = Θp,q([γ˜1]) ◦Θp,q([γ˜2]),
which shows that Θp,q is a homomorphism. As for the surjectivity, given any φ˜ ∈ Deck(π˜), we
take a based path u˜ ∈ P (Y, q, q′) where q′ is the base-point structure of Y as the image of q for
a choice of based versions of φ˜. Then π˜ ◦ u˜ determines a based loop γ˜ in (X, p). Now we observe
that
(4.1.9) π#(π1(Y, q)) = π#(π1(Y, q
′)) = π#(ν(u˜)∗(π1(Y, q))) = [γ˜] · π#(π1(Y, q)) · [γ˜]
−1,
which implies that [γ˜] is in N(H). The uniqueness property in Theorem 4.1.6 then asserts that
Θp,q([γ˜]) = φ˜. Hence Θp,q is surjective.
Finally, we determine the kernel of Θp,q. Suppose Θp,q([γ˜]) = 1 for some γ˜ ∈ Ω(X, p). Then
from the construction of Θp,q, we see that the pair (Vγ˜ , δγ˜) associated to γ˜ in Lemma 4.1.3 must
satisfy the following condition: Vγ˜ = Vo and we can find a representative gγ˜ of δγ˜ such that
gγ˜ ∈ KUo and gγ˜ ·h · g
−1
γ˜ = h for any h ∈ ρo(GVo). Moreover, [γ˜] = [gγ˜ ] in π1(X, p). We need to
show that there is a 〈g〉 ∈ KΠ such that the component of 〈g〉 corresponding to o is gγ˜ . This goes
as follows. Recall the construction in Theorem 4.1.6 for the morphism Θp,q([γ˜]). For each Vα,
we take a base-point structure qα = (qα, Vα, qˆα) and take a based path u˜α ∈ P (Y, q, qα). Then
we apply Lemma 4.1.3 to γ˜α := π˜
(1)◦u˜α with respect to π˜(2), where π˜(1) : (Y, q)→ (X, gγ˜ ·p) and
π˜(2) : (Y, qg) → (X, gγ˜ · p). The condition Θp,q([γ˜]) = 1 implies that the associated (Vγ˜α , δγ˜α)
satisfies the conditions that Vγ˜α = Vα and after choosing representatives gα for each δγ˜α , the
constructed system representing Θp,q([γ˜]) must be isomorphic to the identity system. This means
that after modifications on {gα}, we obtain an element of KΠ, whose component corresponding
to index o is gγ˜ . Hence we have shown that ker Θp,q ⊂ Im Φp,q. On the other hand, it is
obvious that Im Φp,q ⊂ ker Θp,q. Hence ker Θp,q = Im Φp,q. Finally, the homomorphism Φp,q
is injective because if 〈g〉 7→ [go] ∈ H , then go ∈ Im ρo and (4.1.4) implies gα ∈ Im ρα for all
other α ∈ Λ, and 〈g〉 lies in CΠ. This concludes the proof of (4.1.6), hence the theorem.
✷
As an application, we compare our construction in the case of orbifolds with Thurston’s
orbifold covering theory (cf. [37]). Recall that according to Thurston’s definition, a covering
orbifold of an orbifold X is an orbifold Y together with a projection π : Y → X satisfying the
following condition: for each p ∈ X there is a neighborhood U uniformized by (V,G) such that
for each connected component Ui of π
−1(U) in Y , the uniformizing system of Ui is (V,Gi) for
some subgroupGi of G. The universal covering of a connected orbifoldX is a connected covering
orbifold π0 : X0 → X such that for any connected covering orbifold Y of X with π : Y → X ,
X0 is a covering orbifold of Y , with pr : X0 → Y factoring π0 : X0 → X through π : Y → X .
Thurston has shown that universal covering always exists, and defined the fundamental group
of a connected orbifold to be the group of deck transformations of its universal covering.
Theorem 4.1.12: For a connected orbifold X, π1(X) is isomorphic to Thurston’s orbifold
fundamental group of X.
Proof: An orbispace covering in the sense of Definition 4.1.1 is a Thurston’s orbifold covering
in the case of orbifolds. On the other hand, an orbifold is locally strongly path-connected and
semilocally 1-connected, hence by Theorem 4.1.9, a connected orbifold has a universal covering
in the sense of Definition 4.1.7, which is a Thurston’s universal covering by Theorem 4.1.6. Now
the short exact sequence (4.1.6) implies that π1 of the orbifold is isomorphic to the group of
deck transformations since orbifolds are normal and reduced. This concludes the proof.
✷
We give an example to illustrate our orbispace covering theory.
Example 4.1.13: Let X be the orbispace (S1,Uτ ) in Remark 2.1.4 e, where for simplicity
we assume that the group G has a discrete topology. We will show in the next section that
π1(X) is the semi-direct product of G by Z with respect to the homomorphism Z → Aut(G)
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given by 1 7→ τ (cf. Example 4.2.9). Let H be a subgroup of G, which naturally becomes a
subgroup of π1(X). The orbispace X is obviously connected, locally strongly path-connected
and semilocally 1-connected. Hence by Theorem 4.1.9, there is an orbispace covering morphism
π˜ : Y → X such that π#(π1(Y )) = H in π1(X). It is easy to see that Y is the global orbispace
defined by (R, H) where H acts on R trivially. If we use the notations introduced in Remark
2.1.4 e, then X is covered by U1 and U2 which are elementary neighborhoods with respect to
π˜, and π−1(U1) = {Vn,1} where Vn,1 = (n −
1
8 , n +
5
8 ), n ∈ Z, and π
−1(U2) = {Vn,2}, where
Vn,2 = (n+
3
8 , n +
9
8 ), n ∈ Z. A representing system of π˜ defined over these open sets is given
by Π = ({πn,1, πn,2}, {ρn,1, ρn,2}), where πn,j : Vn,j → Uj , ρn,j : H → G, j = 1, 2, are defined
by πn,j(t) = t − n, and ρn,j(h) = τn(h). Let N(H) be the normalizer of H in G. Then the
normalizer of H in π1(X) is either the semi-direct product of N(H) by Z with respect to the
homomorphism 1 7→ τ , or N(H), depending on whether H is invariant under τ or not. On the
other hand, KΠ/CΠ is the subgroup of N(H)/H consisting of classes [g] where τ
n(g) lies in the
center of H in G for all n ∈ Z. The group of deck transformations Deck(π˜) can be determined
using the short exact sequence (4.1.6) accordingly. In the case when π˜ : Y → X is the universal
covering, the exact sequence (4.1.6) reduces to the canonical short exact sequence associated to
the semi-direct product structure of π1(X), with Deck(π˜) = Z and KΠ = G, CΠ = {1}.
✷
We end this section with a criterion as to when a universal covering of an orbispace has a
trivial orbispace structure.
Theorem 4.1.14: Let π˜ : Y → X be a universal covering of a connected, locally strongly path-
connected orbispace X with a representing system Π = ({Vα}, {Uα}, {πα}, {ρβα}). For each
elementary neighborhood U ∈ {Uα} of X, pick a base-point structure o = (o, U, oˆ), then each
pair (γ, g) determines a class [(γ, g)] in π1(X, o), where g ∈ GU and γ : [0, 1] → Û is a path
such that γ(0) = oˆ, γ(1) = g · oˆ. The criterion for Y to have a trivial orbispace structure is that
[(γ, g)] 6= 1 if g 6= 1 for any (U, o).
Proof: Suppose there is a (γ, g) with g 6= 1 and [(γ, g)] = 1 for some elementary neighborhood
U and base-point structure o. We pick a connected component V of π−1(U) and fix a base-point
structure there. Then [(γ, g)] = 1 implies that the lifting of (γ, g) is of form (γ′, g′) with g′ ∈ GV
and ρ(g′) = g, where ρ : GV → GU is the injective homomorphism given in Π. Now we see that
GV is not trivial since g
′ = ρ−1(g) and g 6= 1, which implies that Y has a non-trivial orbispace
structure.
On the other hand, if Y has a non-trivial orbispace structure, there is a V ∈ {Vα} such that
GV is non-trivial. We choose a base-point structure o
′ = (o′, V, oˆ′), and a pair (γ′, g′) where
g′ ∈ GV , g′ 6= 1 and γ′ : [0, 1] → V̂ is a path such that γ′(0) = oˆ′, γ′(1) = g′ · oˆ′. The class
[(γ′, g′)] = 1 in π1(Y, o
′) since Y is universal. Now look at the image (γ, g) of (γ′, g′) under π˜.
We have [(γ, g)] = π#([(γ
′, g′)]) = 1 and g 6= 1 (since g′ 6= 1) for the elementary neighborhood
U := π(V ) and base-point structure o := π˜(o′). This concludes the proof.
✷
As for an example illustrating this criterion, we consider the orbifold X where the underlying
topological space Xtop = S
2, and the orbifold structure has three singular points {z1, z2, z3} at
which the uniformizing system is given by a ramified covering of degree n1, n2, n3 respectively.
By the generalized Seifert-Van Kampen theorem which is proved in section 4.3, we have
(4.1.10) π1(X) = {λ1, λ2, λ3|λ
ni
i = 1, λ1λ2λ3 = 1}.
The classes of form [(γ, g)] are given by λmii where 1 ≤ mi ≤ ni−1, which are obviously non-zero
in π1(X). Hence by Theorem 4.1.14, the universal covering of X has a trivial orbifold structure
(which must be either S2 or R2). In Thurston’s terminology (cf. [37]), X is called a good
orbifold, as being the quotient of a smooth manifold by a proper discrete action.
Remark 4.1.15: A complex of groupsG(X) is called developable if there is a simply connected
simplicial complex Y with a simplicial group action of G without inversion, such that G(X) is
the associated complex of groups of (Y,G). In this case, G = π1(G(X), ∗). With Theorem
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3.2.10 at hand, it is easy to verify that a complex of groups is developable if and only if the
associated orbihedron has a universal covering with trivial orbispace structure. Then Theorem
4.1.14 recovers a theorem of Haefliger on this matter (cf. Theorem 4.1 in [17]). In fact, the whole
covering theory of complexes of groups developed in [17] can be recovered from the orbispace
covering theory developed in this section.
4.2 Orbispace fibration
This section deals with generalizing the notion of fibration and the associated Serre exact
sequence of homotopy groups to the orbispace category.
Recall that a continuous map p : E → B between topological spaces is said to have the
homotopy lifting property with respect to a topological space T if for every map u : T → E and
homotopy H : T × [0, 1]→ B of p ◦ u there is a homotopy H˜ : T × [0, 1]→ E with u = H˜(·, 0)
and p ◦ H˜ = H . (H˜ is said to be a lifting of H .) A map p : E → B is called a fibration (resp.
weak fibration) if it has the homotopy lifting property with respect to all spaces (resp. all disks
Dn, n ≥ 0). Let b0 ∈ B and e0 ∈ E be the base points satisfying p(e0) = b0, and let F = p−1(b0)
be the fiber over base point b0. Associated to a weak fibration is the Serre exact sequence of
homotopy groups:
(4.2.1)
· · ·
p∗
→ πk+1(B, b0)
∂
→ πk(F, e0)
i∗→ πk(E, e0)
p∗
→ πk(B, b0)
∂
→ · · ·
p∗
→ π1(B, b0)
∂
→ π0(F, e0)
i∗→ π0(E, e0)
p∗
→ π0(B, b0).
In order to motivate the concept of fibration in the orbispace category, let us examine the
following example. We consider the orbispaces defined canonically by G-spaces ({pt}, G), where
G acts trivially. We denote such an orbispace by XG. A morphism between such orbispaces
π˜ : XG → XΓ is simply a homomorphism ρ : G→ Γ. Let H be the kernel of ρ. Then a natural
candidate of the fiber of π˜ : XG → XΓ would be the orbispace XH . According to Theorem
3.4.1, the homotopy groups πk(XG, ∗) of such orbispaces are naturally isomorphic to πk(BG, ∗)
for k ≥ 1. For k = 0, we have π0(XG, ∗) = {∗}. Hence the corresponding Serre exact sequence
associated to the morphism π˜ would be
(4.2.2)
· · ·
ρ∗
→ πk+1(BΓ, ∗)
∂
→ πk(BH, ∗)
i∗→ πk(BG, ∗)
ρ∗
→ πk(BΓ, ∗)
∂
→ · · ·
ρ∗
→ π2(BΓ, ∗)
∂
→ π1(BH, ∗)
i∗→ π1(BG, ∗)
ρ∗
→ π1(BΓ, ∗)
∂
→ 1.
In order to ensure such an exact sequence, we need to impose the condition that the homomor-
phism ρ : G→ Γ is a surjective weak fibration.
Before introducing the notion of orbispace fibration, we need a digression where we generalize
slightly our notion of G-structure of a basic open set. Let U be a basic open set of a given
orbispaceX . A generalized G-structure of U is a triple (Û , GU , πU ) where Û is a locally connected
topological space with a continuous action of a topological group GU such that (1) πU : Û → U
induces a homeomorphism between Û/GU and U , (2) there is a connected component Û
0 of Û
such that, if we set G0U := {g ∈ GU |g ·Û
0 = Û0} and π0U = πU |Û0 , then (Û
0, G0U , π
0
U ) is the given
G-structure of U . We will call (Û0, G0U , π
0
U ) the base component of the generalized G-structure
(Û , GU , πU ). Let Ui, i = 1, 2, be two basic open sets and (Ûi, GUi , πUi), i = 1, 2, be the given
generalized G-structures of Ui. Then the set of transition maps between the two generalized
G-structures is defined to be
(4.2.3) {g2 ◦ ξ ◦ g1|gi ∈ GUi , i = 1, 2, ξ ∈ Tran(U1, U2)}.
When the generalized G-structures are already specified, we will still write Tran(U1, U2) for
the set (4.2.3) for simplicity. Morphisms between orbispaces may be represented by generalized
systems ({Ui}, {U ′i}, {fi}, {ρji}) where each map fi is defined between generalized G-structures
and each ρji is defined between the sets of (4.2.3), satisfying (2.2.1a− b). In the based version,
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we require that the base-point structures are given by the base component of the generalized
G-structures. End of digression.
Definition 4.2.1: Let π˜ : Y → X be a morphism between orbispaces, and π : Ytop → Xtop be
the induced map between underlying topological spaces. The morphism π˜ is called an orbispace
fibration if π˜ is represented by a generalized system Π = ({Vα}, {Uα}, {πα}, {ρβα}), α ∈ Λ, such
that
a) each homomorphism ρα : GVα → GUα is a surjective weak fibration, and each ρα-equivariant
map πα : V̂α → Ûα is a weak fibration, and
b) for any U ∈ {Uα}, {Vα|α ∈ Λ(U)} forms a cover of π−1(U), where Λ(U) is the subset of
Λ defined by Λ(U) := {α ∈ Λ|U = Uα}.
The orbispace Y will be called the total space and X will be called the base space of the orbispace
fibration.
✷
Remark 4.2.2 a: The condition that each homomorphism ρα : GVα → GUα is a surjective
weak fibration implies that each ρβα : Tran(Vα, Vβ) → Tran(Uα, Uβ) is also a surjective weak
fibration.
✷
Remark 4.2.2 b: We can choose base-point structures of Y and X respectively, such that Π
becomes a based generalized system with respect to the chosen base-point structures.
✷
Remark 4.2.2 c: Like the case of orbispace covering, here we may also add-in all the connected
open subsets of U ∈ {Uα} to enlarge the generalized system Π (cf. Remark 4.1.2 a). But it is
necessary that we allow Π in Definition 4.2.1 to be a generalized system rather than a system.
Here is an example. Let Y be the trivial orbispace S1, but equipped with a global G-structure
(S1,Z2) via a degree two covering. Let X be the global orbispace defined by the G-space
(S1,Z2) where Z2 acts trivially. There is a morphism π˜ : Y → X defined by the system
Π := ({S1}, {S1}, {π}, {ρ}) where π : S1 → S1 is the degree two covering map and ρ : Z2 → Z2
is the identity isomorphism. Clearly π˜ is an orbispace fibration in the sense of Definition 4.2.1.
But if we consider to add-in any connected open subset of S1 without allowing generalized
systems, the condition that each ρα is surjective will fail!
Another reason for which we allow Π to be a generalized system is to include orbispace fiber
bundles with disconnected fibers as examples of orbispace fibrations (cf. Example 4.2.6).
✷
Remark 4.2.2 d: We can assume without loss of generality that in the generalized system
Π the generalized G-structure of each Uα is actually the G-structure. We will assume this
modification throughout.
✷
We shall next construct the fiber of an orbispace fibration. Suppose we are given a U ∈ {Uα}
and a point pˆ ∈ Û such that for any α ∈ Λ(U), Wα := π−1α (pˆ) is a locally connected subspace
of V̂α. Let Hα be the kernel of ρα : GVα → GU . Then Hα has an induced action on Wα so that
we have a locally connected G-space (Wα, Hα) for each α ∈ Λ(U).
Lemma 4.2.3: The G-spaces {(Wα, Hα)|α ∈ Λ(U)} can be patched together to define an orbis-
pace Z with a canonical pseudo-embedding i˜ : Z → Y .
Proof: We set Zα for the global orbispace associated to the G-space (Wα, Hα) for each α ∈
Λ(U). We shall define a collection of homeomorphisms {fβα|α, β ∈ Λ(U)} where each fβα is
from an open subsetDom(fβα) of (Zα)top into (Zβ)top (hereDom(fβα) may be empty) satisfying
the following conditions:
(4.2.4) fαα = Id, fβα = f
−1
αβ , fγβ ◦ fβα|Dom(fγα) = fγα, ∀α, β, γ ∈ Λ(U).
The underlying topological space of the orbispace Z will be defined as the quotient space of
∪α∈Λ(U)(Zα)top under the maps {fβα}.
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Let Hβα = {ξ ∈ Tran(Vα, Vβ)|ρβα(ξ) = 1GU ∈ Tran(U,U)} for any α, β ∈ Λ(U). For
any ξ ∈ Hβα, we have πβ ◦ ξ = 1GU ◦ πα = πα, hence πβ(ξ(x)) = πα(x) = oˆ for any x ∈
Domain(ξ)∩Wα ⊂ V̂α. It is easily seen that ξ induces a homeomorphism φξ : Domain(ξ)∩Wα →
Range(ξ)∩Wβ , with inverse φξ−1 which is the homeomorphism induced by the inverse of ξ. Let
Hα,ξ be the subgroup ofHα consisting of elements g ∈ Hα such that g·Domain(ξ) = Domain(ξ),
and Hβ,ξ be the subgroup of Hβ consisting of elements h ∈ Hβ such that h · Range(ξ) =
Range(ξ). We claim that ξ induces an isomorphism λξ : Hα,ξ → Hβ,ξ. This could be seen as
follows. For any u ∈ Hα,ξ, let u′ be the image of u under ξ. It suffices to show that u′ ∈ Hβ,ξ.
Observe that ξ ◦ u = u′ ◦ ξ as transition maps, hence
(4.2.5) ρβ(u
′) ◦ ρβα(ξ) = ρβα(u
′ ◦ ξ) = ρβα(ξ ◦ u) = ρβα(ξ) ◦ ρα(u) = ρβα(ξ),
which implies that ρβ(u
′) = 1GU and therefore u
′ is in Hβ . Hence u
′ ∈ Hβ,ξ since it satisfies
u′ ·Range(ξ) = Range(ξ).
Thus we have obtained for each ξ ∈ Hβα a pair (φξ, λξ) where φξ : Domain(ξ) ∩Wα →
Range(ξ) ∩ Wβ is a λξ-equivariant homeomorphism. We observe the following facts: (1) if
ξ′ ∈ Hβα such that Domain(ξ′) = Domain(ξ) and Range(ξ′) = Range(ξ), then there exists
a u ∈ Hα,ξ such that ξ′ = ξ ◦ u = λξ(u) ◦ ξ, and we have φξ′ = φξ ◦ u, and Hα,ξ′ = Hα,ξ,
Hβ,ξ′ = Hβ,ξ, λξ′ (·) = λξ(u)λξ(·)λξ(u)−1, (2) if for ξ′ ∈ Hβα, there are g ∈ Hα, h ∈ Hβ
such that g ·Domain(ξ) = Domain(ξ′), h ·Range(ξ) = Range(ξ′), then h−1 ◦ ξ′ ◦ g ∈ Hβα and
h−1◦ξ′◦g has the same domain and range as ξ. The facts (1) and (2) imply that the collection of
equivariant maps {(φξ, λξ)|ξ ∈ Hβα} induces a homeomorphism from an open subset of (Zα)top
into (Zβ)top. This homeomorphism is defined to be the map fβα, which clearly satisfies (4.2.4)
by the nature of construction.
Thus we have obtained the underlying topological space of the orbispace Z as the quotient
space of ∪α∈Λ(U)(Zα)top under the maps {fβα}. For each connected component (Zα)i of (Zα)top,
we fix a choice of a connected component Wα,i of Wα which lies in the base component of the
generalized G-structure of Vα, and define (Wα,i, Hα,i) to be the G-structure of (Zα)i where Hα,i
is the subgroup of Hα fixing the component Wα,i. Then the orbispace structure on each Zα
together with the set of equivariant maps {(φξ, λξ)|ξ ∈ Hβα} define the orbispace structure of
Z. There is a nature morphism i˜ : Z → Y induced by the inclusions
(4.2.6) (Wα, Hα) →֒ (V̂α, GVα), α ∈ Λ(U),
which also gives rise to a generalized system σ representing the morphism i˜ : Z → Y . Finally, we
observe that each projection GVα → GVα/Hα,i is a weak fibration since GVα → GVα/Hα = GU
is a weak fibration by assumption and Hα/Hα,i has a discrete topology, which is sufficient to
show that the morphism i˜ is a pseudo-embedding.
✷
The orbispace Z together with the pseudo-embedding i˜ : Z → Y is called the fiber of
the fibration π˜ over the base-point structure p = (p, Uo, pˆ) where Uo = U . It is clear from
the construction that for any base-point structure q = (q, Vo, qˆ) of Y such that π˜ is a based
morphism with respect to p and q, then there is a natural base-point structure r = (r,Wo, rˆ)
of Z such that the pseudo-embedding i˜ : Z → Y is a based morphism with respect to r and q.
Lemma 4.2.3 ensures the existence of the fiber of a given orbispace fibration over a base-point
structure p as long as each Wα = π
−1
α (pˆ) is locally connected. In this case we say that the fiber
over p is well-defined.
Remark 4.2.4: The underlying topological space of a fiber Z is not necessarily a subspace
of the underlying topological space of Y . For example, we consider the fibration π˜ : Y → X in
Remark 4.2.2 c. The fiber Z over any base-point structure is an orbispace of two points, with a
discrete topology and a trivial orbispace structure. On the other hand, the map π : Ytop → Xtop
induced by the fibration π˜ : Y → X is clearly a homeomorphism, hence i : Ztop → Ytop is not
an embedding.
✷
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Theorem 4.2.5: Let π˜ : (Y, q)→ (X, p) be an orbispace fibration, and i˜ : (Z, r)→ (Y, q) be the
fiber of π˜ over the base-point structure p. Then there is a long exact sequence
(4.2.7)
· · ·
pi#
→ πk+1(X, p)
∂
→ πk(Z, r)
i#
→ πk(Y, q)
pi#
→ πk(X, p)
∂
→ · · ·
pi#
→ π1(X, p)
∂
→ π0(Z, r)
i#
→ π0(Y, q)
pi#
→ π0(X, p).
Proof: The exact sequence (4.2.7) will be derived from the long exact sequence (3.3.4) associated
to the pseudo-embedding i˜ : (Z, r)→ (Y, q).
We first show that the sequence π0(Z, r)
i#
→ π0(Y, q)
pi#
→ π0(X, p) is exact at π0(Y, q). It
suffices to show that for any y ∈ Y , if π(y) ∈ X is path-connected to the base point p ∈ X
in X , then there is a z ∈ Z in the fiber such that y ∈ Y is path-connected to i(z) ∈ Y in Y .
Let τ = ({Ii}, {Ui}, {γi}, {ξji}), i = 0, 1, · · · , n, be a representing system of a path connecting
π(y) to p in X . By b) of Definition 4.2.1, there is a α0 ∈ Λ(U0) such that y ∈ Vα0 . Let
yˆ ∈ V̂α0 such that πVα0 (yˆ) = y. Since πα0 : V̂α0 → Û0 is a weak fibration, there is a continuous
map γ′0 : I0 → V̂α0 satisfying γ
′
0(0) = yˆ and πα0 ◦ γ
′
0 = γ0. Pick a point t1 ∈ I0 such that
πU0(γ0(t1)) lies in U0∩U1. Then by b) of Definition 4.2.1 again, there is a α1 ∈ Λ(U1) such that
πVα0 (γ
′
0(t1)) lies in Vα0 ∩ Vα1 . By the assumption that ρα1α0 : Tran(Vα0 , Vα1)→ Tran(U0, U1)
is surjective, there is a transition map ξ′10 such that ρα1α0(ξ
′
10) = ξ10. Now using the assumption
that πα1 : V̂α1 → Û1 is a weak fibration, we find a continuous map γ
′
1 : I1 → V̂α1 such that
γ′1 = ξ
′
10 ◦ γ
′
0 on I0 ∩ I1 and πα1 ◦ γ
′
1 = γ1. We continue with this process and construct a
generalized system τ ′ = ({Ii}, {Vαi}, {γ
′
i}, {ξ
′
ji}), i = 0, 1, · · · , n, satisfying Π ◦ τ
′ = τ . Clearly
γ′n(1) lies in the image of the generalized system σ representing the pseudo-embedding i˜ (cf.
(4.2.6)). Let z be a point in the fiber Z such that i(z) = πVαn (γ
′
n(1)). Then it is clear that
y ∈ Y is path-connected to i(z) in Y through path [τ ′]. This concludes the proof that the
sequence π0(Z, r)
i#
→ π0(Y, q)
pi#
→ π0(X, p) is exact at π0(Y, q).
Now we take care of the rest of (4.2.7). By Theorem 3.3.3, there is a long exact sequence
(4.2.8)
· · ·
j#
→ πk+1(Y, Z, i˜)
∂′
→ πk(Z, r)
i#
→ πk(Y, q)
j#
→ πk(Y, Z, i˜)
∂′
→ · · ·
j#
→ π1(Y, Z, i˜)
∂′
→ π0(Z, r)
i#
→ π0(Y, q)
associated to the pseudo-embedding i˜ : (Z, r) → (Y, q). On the other hand, the fibration
π˜ induces a continuous map π! : Ω(Y, Z, i˜) → Ω(X, p) given by γ˜ 7→ π˜ ◦ γ˜, which satisfies
Ω(π˜) = π! ◦ j where j is the canonical map from Ω(Y, q) to Ω(Y, Z, i˜). It is easily seen that
(4.2.7) is a consequence of (4.2.8) by setting ∂ = ∂′ ◦ (π!)
−1
# for the connecting homomorphisms
∂ : πk(X, p) → πk−1(Z, r) for all k ≥ 1, if we show that π! induces isomorphisms on homotopy
groups (π!)# : πk(Y, Z, i˜) ∼= πk(X, p) for all k ≥ 1.
(1) Surjectivity of (π!)# : πk(Y, Z, i˜) → πk(X, p). It suffices to show that given any continuous
map u : (Sk, ∗) → (Ω(X, p), p˜) where k ≥ 0, there is a continuous map ℓ(u) : (Sk, ∗) →
(Ω(Y, Z, i˜), q˜) satisfying π! ◦ ℓ(u) = u. We take a simplicial decomposition of Sk, Sk = ∪a∈AKa,
such that the base point ∗ ∈ Sk is a vertex of some simplex Ko. We may assume that the
simplicial decomposition is sufficiently fine so that the restriction of map u to each simplex Ka
lies in a canonical neighborhood of a based loop in (X, p) (cf. Lemma 3.1.2). Hence there are
systems
(4.2.9) τa = ({Ka × Ii}, {U
a
i }, {γ
a
i }, {ξ
a
ji}), i = 0, 1, · · · , n,
representing the map u|Ka. These systems satisfy the following conditions. Each U
a
i is an
element of the set {Uα} in the generalized system Π representing the orbispace fibration π˜.
Each γai : Ka × Ii → Û
a
i is continuous in both variables. Each ξ
a
ji : Ka → Tran(U
a
i , U
a
j ) is
a constant map for j = 1, 2, · · · , n, and a continuous map for j = 0 and i = n. Moreover,
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γa0 (x, 0) = pˆ (U
a
0 = Uo for each a ∈ A) for all x ∈ Ka, and γ
a
j = ξ
a
ji ◦ γ
a
i on Ka × (Ii ∩ Ij).
Let Ko be the simplex containing the base point ∗ ∈ Sk. We have γoi (∗, t) = pˆ for all t ∈ Ii,
and ξoji(∗) = 1GUo for all j = 0, · · · , n. Let Kab be the common face of Ka and Kb. Since the
restriction of τa and τb on Kab defines the same family of based loops, there are transition maps
ηiba(x) ∈ Tran(U
a
i , U
b
i ) for x ∈ Kab, such that
(4.2.10) η0ba(x) = 1GUo , γ
b
i (x, ·) = η
i
ba(x) ◦ γ
a
i (x, ·), ξ
b
ji(x) = η
j
ba(x) ◦ ξ
a
ji(x) ◦ (η
i
ba(x))
−1
for all x ∈ Kab. It is easily seen from these equations that η
i
ba(x) are uniquely determined and
constant in x for all i = 0, 1, · · · , n. Hence on triple intersections Ka ∩Kb ∩Kc, we have
(4.2.11) ηica(x) = η
i
cb(x) ◦ η
i
ba(x), i = 0, 1, · · · , n.
We split I0 into a union I0,− ∪ I0,+ along 0 ∈ I0 with the convention that I0,+ ∩ I1 6= ∅. We
set J0 = I0,+, J1 = I1, · · · , Jn = In and Jn+1 = I0,−. Then the systems τa can be regarded as
(4.2.12) τa = ({Ka × Jk}, {U
a
k}, {γ
a
k}, {ξ
a
lk}), k = 0, 1, · · · , n+ 1,
satisfying similar conditions, and we correspondingly have ηkba ∈ Tran(U
a
k , U
b
k) with η
n+1
ba =
1GUo . Since γ
a
0 (x, 0) = pˆ for all x ∈ Ka and any a ∈ A, and πo : V̂o → Ûo is a weak fibration, we
can lift γa0 : Ka × J0 → Ûo to a continuous map ℓ(γ
a
0 ) : Ka × J0 → V̂o satisfying ℓ(γ
a
0 (x, 0)) = qˆ
and πo ◦ ℓ(γ
a
0 ) = γ
a
0 . We take the lifting ℓ(η
0
ba) = 1GVo of η
0
ba, and require that ℓ(γ
b
0) =
ℓ(η0ba) ◦ ℓ(γ
a
0 ). Now by b) of Definition 4.2.1, for each U
a
1 , there is an index α(1, a) ∈ Λ(U
a
1 )
such that πVo(ℓ(γ
a
0 )(J0 ∩ J1)) lies in Vα(1,a). These basic open sets have the property that
Vα(1,a) ∩ Vα(1,b) 6= ∅ if Ka ∩Kb 6= ∅.
Recall that the base point ∗ ∈ Sk is contained in Ko and γoi (∗, t) = pˆ for all t ∈ Ii, and
ξoji(∗) = 1GUo for all j = 0, · · · , n. We take arbitrary liftings ℓ(ξ
a
10) of ξ
a
10, only requiring ℓ(ξ
o
10) =
1GVo (the existence of ℓ(ξ
a
10) is ensured by the assumption that ρα(1,a)o : Tran(Vo, Vα(1,a)) →
Tran(Uo, U
a
1 ) is surjective). We define ℓ(η
1
ba) by
(4.2.13) ℓ(η1ba) := ℓ(ξ
b
10) ◦ ℓ(η
0
ba) ◦ (ℓ(ξ
a
10))
−1,
which satisfy the following compatibility conditions
(4.2.14) ℓ(η1ca) = ℓ(η
1
cb) ◦ ℓ(η
1
ba)
on triple intersections Ka ∩ Kb ∩ Kc, since (4.2.14) holds for ℓ(η0ba) trivially. Now we define
ℓ(γa1 ) := ℓ(ξ
1
10) ◦ ℓ(γ
a
0 ) as a map Ka × (J0 ∩ J1) → ̂Vα(1,a), and want to extend it to a map
ℓ(γa1 ) : Ka × J1 → ̂Vα(1,a) satisfying πα(1,a) ◦ ℓ(γa1 ) = γa1 . The extension is carried out step by
step as follows. For any vertex x, choose a simplex Ka containing x. Since πα(1,a) : ̂Vα(1,a) → Ûa1
is a weak fibration, ℓ(γa1 )(x, t), t ∈ J1, can be defined as a lifting of γ
a
1 (x, t). If x is also contained
in another simplex Kb, we define ℓ(γ
b
1)(x, t) := ℓ(η
1
ba)(ℓ(γ
a
1 (x, t))) for t ∈ J1. The compatibility
conditions in (4.2.14) ensure that this is well-defined. Now we appeal to a general fact that
for any simplex σ and the interval I = [0, 1], there is a self-diffeomorphism of σ × I such that
σ × {0} ∪ (∂σ × I) is mapped to σ × {0}. It is easily seen that ℓ(γa1 ) can be defined over edges
cross J1, etc., and finally over Ka × J1.
We can repeat this procedure and define Vα(k+1,a), ℓ(ξ
a
(k+1)k), ℓ(η
k+1
ba ), and ℓ(γ
a
k+1) whenever
they are already defined for k. At the last step k = n, we have to use the assumption that
ρα(n+1,a)α(n,a) : Tran(Vα(n,a), Vα(n+1,a))→ Tran(U
a
n , Uo) is a surjective weak fibration, instead
of merely a surjective map as required in the previous steps. We also observe that the liftings
ℓ(ηn+1ba ) defined by
(4.2.15) ℓ(ηn+1ba ) := ℓ(ξ
b
(n+1)n) ◦ ℓ(η
n
ba) ◦ (ℓ(ξ
a
(n+1)n))
−1
are continuous maps from Ka ∩Kb to Tran(Vα(n+1,a), Vα(n+1,b)), which lie in the image of the
generalized system σ representing the pseudo-embedding i˜ (cf. (4.2.6)). The points ℓ(γan+1(x, 1))
also lie in the image of σ for all x ∈ Ka. Thus we have obtained a family of generalized systems
(4.2.16) ℓ(τa) = ({Ka × Jk}, {Vα(k,a)}, {ℓ(γ
a
k)}, {ℓ(ξ
a
lk)}), k = 0, 1, · · · , n+ 1,
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which are patched together by continuous families of transition maps ℓ(ηkba)(x), x ∈ Ka∩Kb, to
define a continuous map ℓ(u) : (Sk, ∗)→ (Ω(Y, Z, i˜), q˜) satisfying π! ◦ ℓ(u) = u. This concludes
the proof of (1).
(2) Injectivity of (π!)#. We need to show that given a continuous map u : (S
k, ∗)→ (Ω(Y, Z, i˜), q˜),
if there is a continuous map H : (CSk, ∗) → (Ω(X, p), p˜) such that the restriction of H to
Sk ⊂ CSk equals π! ◦u, then there is a continuous map ℓ(H) : (CSk, ∗)→ (Ω(Y, Z, i˜), q˜) satisfy-
ing π! ◦ ℓ(H) = H and ℓ(H)|Sk = u. We can represent H by a collection of systems as in (4.2.9),
and repeat the construction in (1) for H . The only difference occured here is that the lifting
ℓ(H) is already determined on the subset Sk of CSk. But this does not effect the argument.
The proof of Theorem 4.2.5 is completed.
✷
We end the discussion of this section with some examples of orbispace fibration.
Example 4.2.6: (orbispace fiber bundles)
Let π˜ : Y → X be an orbispace fibration, Π = ({Vα}, {Uα}, {πα}, {ρβα}), α ∈ Λ, be a
generalized system representing π˜. We will call π˜ : Y → X an orbispace fiber bundle over
X if for each α there is a locally connected topological space Fα such that V̂α = Ûα × Fα
with πα being the natural projection, GVα = GUα with ρα : GVα → GUα being the identity
homomorphism, and for any U ∈ {Uα}, Vα ∩ Vβ = ∅ if α, β ∈ Λ(U) are distinct. The fiber of π˜
over a base-point structure o = (o, U, oˆ) for any U ∈ {Uα} is the topological space ⊔α∈Λ(U)Fα,
whose homeomorphism class depends only on the connected component of X that contains U .
For example, let X be an orbifold and E be an orbifold vector bundle of rank n over X .
Then E is an orbispace fiber bundle over X with fiber Rn. Moreover, one can derive many
orbispace fiber bundles from E. For instance, the total space Y of orthonormal frames of E
(assuming some metric on E) is naturally an orbifold, and is also an orbispace fiber bundle over
X under the natural projection. The fiber of Y is O(n).
Let X be an orbifold of dimension n and E = TX be the tangent bundle of X . Then
the fiber bundle Y of orthonormal frames of E is actually a smooth manifold since over each
uniformizing system (Vp, Gp, πp) of X , p ∈ X , the action of Gp on Vp is effective. Furthermore,
there is a natural right action of O(n) on Y , (y,A) 7→ yA, such that the orbit space Y/O(n)
is identified with Xtop under the natural projection. The homotopy groups of the orbifold X
defined by Haefliger in [16] are isomorphic to the homotopy groups of the Borel space of the
G-space (Y,O(n)) (cf. [9]). As a natural application of the exact sequence (4.2.7), we shall prove
next that the definition of homotopy groups of orbifolds in this paper is equivalent to Haefliger’s
definition in [16].
✷
Theorem 4.2.7: Let X be a connected orbifold of dimension n, Y be the bundle of orthonormal
frames on X with the standard right action of O(n). Then for any k ≥ 1, πk(X) is isomorphic
to the k-th homotopy group of the Borel space of (Y,O(n)).
Proof: We regard the right action of O(n) on Y as a left action: O(n) × Y → Y by (A, y) 7→
yA−1. Since Y/O(n) = Xtop, we can put another orbispace structure on Xtop which is canoni-
cally defined from the G-space (Y,O(n)) (with the left action). We denote the resulting orbispace
by X ′. By Theorem 3.4.1, it suffices to show that πk(X) is isomorphic to πk(X
′) for all k ≥ 1.
We shall first choose a generalized system Π to represent the orbispace fibration π˜ : Y →
X , which induces the natural projection π : Y → X . Let {Ui} be a collection of geodesic
neighborhoods which covers X , and for each i, (Vi, Gi, πi) be the uniformizing system of Ui
where Vi is a geodesic ball. Then each Yi := π
−1(Ui) ⊂ Y is an open smooth submanifold and
there is a finite covering map Vi × O(n) → Yi given by the natural action of Gi on Vi × O(n).
Each Yi is either connected or of two connected components, depending on whether Gi acts on
Vi orientation reversingly or orientation preservingly. Let {Y νi } be the set of components of
Yi. We set Ŷ
ν
i = Vi × O(n) if Yi is connected, and set Ŷ
ν
i = Vi × SO(n) if Yi is disconnected.
Then we define (Ŷ νi , Gi) to be the generalized G-structure of Y
ν
i , and define π
i,ν : Ŷ νi → Vi
to be the projection onto the first factor. Observe that each transition map ξ ∈ Tran(Ui, Uj)
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induces a transition map ξ′ ∈ Tran(Y νii , Y
νj
j ) between the generalized G-structures (Ŷ
νi
i , Gi)
and (Ŷ
νj
j , Gj) whenever Y
νi
i ∩ Y
νj
j 6= ∅, and we define ρji,ν : ξ
′ 7→ ξ to be the corresponding
map Tran(Y νii , Y
νj
j )→ Tran(Ui, Uj) which is one to one and onto, and restricts to the identity
isomorphism ρi : Gi → Gi. We set Π := ({Y νi }, {Ui}, {π
i,ν}, {ρji,ν}).
Fix a base point o ∈ X which lies in some Uo ∈ {Ui} for which Go is trivial. Let o = (o, Uo, o)
be the associated base-point structure of X . Fix an inverse image o′ ∈ π−1(o) in Y , and set
o′ = (o, Yo, o
′) for the corresponding base-point structure of X ′, where Yo is the connected
component of Y containing o′. We shall construct a continuous map φ : Ω(X ′, o′) → Ω(X, o)
as follows. Let u = (γ,A) be an element of Ω(X ′, o′), where A ∈ O(n) and γ : [0, 1] → Y
such that γ(0) = o′ and γ(1) = o′A−1. We set Iνi = γ
−1(Y νii ), and for each νi pick a lifting
γνi : Iνi → Ŷ
νi
i of γ|Iνi . Then there is a unique ξνjνi ∈ Tran(Y
νi
i , Y
νj
j ) such that γνj = ξνjνi ◦γνi .
The generalized system σ = ({Iνi}, {Y
νi
i }, {γνi}, {ξνjνi}) defines a based path in Y , which is
independent of the choices of the liftings γνi . We define φ : Ω(X
′, o′) → Ω(X, o) by setting
φ(u) = π˜ ◦ [σ].
The exact sequences (3.4.3) and (4.2.7) can be put together to form the following commuta-
tive diagram
(4.2.17)
· · · → πk(O(n), In)
∂
→ πk(Y, o′)
i#
→ πk(X ′, o′)
pi#
→ πk−1(O(n), In) → · · ·
↓ λ∗ ‖ ↓ φ# ↓ λ∗
· · · → πk(O(n), In)
i#
→ πk(Y, o′)
pi#
→ πk(X, o)
∂
→ πk−1(O(n), In) → · · ·
where λ∗ : πk(O(n), In)→ πk(O(n), In) is the induced isomorphism of the map λ : O(n)→ O(n)
defined by A 7→ A−1. The commutative diagram (4.2.17) implies that φ# : πk(X ′, o′)→ πk(X, o)
is an isomorphism for all k ≥ 1. This completes the proof.
✷
Example 4.2.8: (Seifert fibered spaces)
Let Y be a 3-manifold which is a Seifert fibered space. Then Y is an orbispace fiber bundle
over an orbifold Riemann surface with fiber S1. In this example we examine the associated exact
sequence (4.2.7) for the case when Y is the lens space L(p, q) where p, q are relatively prime.
The lens space Y = L(p, q) can be exhibited as the orbit space of a free Zp action on S
3 ⊂ C2.
The Zp action is defined by e
2pii/p · (z1, z2) = (e2pii/pz1, e2piqi/pz2). The Hopf fibration S3 → S2
is preserved by the Zp action, hence induces a projection π : Y → X , where X is S2. In fact
π : Y → X is a Seifert fibration. Let us write q−1p =
n
m where n,m are relatively prime, and let
l = gcd(p, q − 1) hence p = lm, q − 1 = ln. The manifold Y can be written as (Y1 ∪φ Y2)/Zm
where each Yj , j = 1, 2, is S
1 ×D2, Zm acts on Y1 by e2pii/m · (w, z) = (e2pii/mw, e2pini/mz) and
on Y2 by e
2pii/m · (w, z) = (e2piqi/mw, e−2pini/mz), and φ : S1 × ∂D2 → S1 × ∂D2 is the Zm-
equivariant diffeomorphism defined by (w, z) 7→ (wzl, z−1). Hence X has an orbifold structure
defined by the Zm action on S
2: e2pii/m · [z1, z2] = [e2pii/mz1, z2]. The exact sequence (4.2.7)
associated to π : Y → X is
(4.2.18) 0→ π2(X)
∂
→ π1(S
1)→ π1(Y )→ π1(X)→ 0
where π2(X) = Z, π1(S
1) = Z, π1(Y ) = Zp and π1(X) = Zm. The connecting homomorphism
∂ : Z → Z, which must be given by x 7→ lx for any x ∈ Z, has the following geometric
interpretation. A generator of π2(X) can be represented by a S
1-family of based loops γs in
S2, s ∈ S1, where if we identify S2 with the suspension of S1, each γs goes around S1 m
times. One lifts γs to Y to get a S
1-family of paths γ′s such that the terminal point of γ
′
s lies
in the fiber over the base point in X , which is S1. The connecting homomorphism ∂ is defined
by the degree of the map s 7→ γ′s(1). The degree of this map is l, as seen in the gluing map
φ : (w, z)→ (wzl, z−1).
✷
Example 4.2.9: (normal orbispaces)
Recall the definition of normal orbispaces in Remark 2.1.4 e. Let X be an orbispace. For any
basic open set U , let KU = {g ∈ GU |g · x = x, ∀x ∈ Û}. The orbispace X is called normal if
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for any W ⊂ U , KW is mapped isomorphically to KU under any injection in Tran(W,U).
The canonical reduction Xred of a normal orbispace X is defined as follows. The under-
lying topological space (Xred)top is still Xtop. The G-structure on U , however, is changed
to (Û , GU/KU , πU ). There is a canonical morphism π˜ : X → X
red defined by the system
Π = ({Uα}, {Uα}, {πα}, {ρβα}) where {Uα} is a cover of X , πα : Ûα → Ûα is the identity map,
and ρβα sends each transition map (φ, λ) in Tran(Uα, Uβ) to the transition map (φ, [λ]) where
[λ] is the isomorphism on the quotient groups induced by λ. It is easily seen that π˜ : X → Xred
is an orbispace fibration if and only if each projection GUα → GUα/KUα is a weak fibration. For
a connected normal orbispace X , the abstract group which is isomorphic to all KU is denoted
by KX and called the kernel of X . Without loss of generality, we assume that the orbispace
X is connected. Then the fiber over any base-point structure p of Xred is the global orbispace
defined by the G-space ({pt},KX). In this case, the associated exact sequence (4.2.7) becomes
(4.2.19)
· · ·
pi#
→ πk+1(Xred, p)
∂
→ πk−1(KX , 1)
i#
→ πk(X, q)
pi#
→
πk(X
red, p)
∂
→ · · ·
pi#
→ π1(Xred, p)→ 1.
Let us examine the example in Remark 2.1.4 e, where X = (S1,Uτ ). The canonical reduction
Xred is the trivial orbispace S1, and the kernel KX = G. The exact sequence (4.2.19) becomes
(4.2.20) 1→ π0(G)→ π1(X)→ Z→ 1.
The monomorphism π0(G) → π1(X) in (4.2.20) can be realized as follows. Each g ∈ G canon-
ically defines a based loop γ˜g in X , where γ˜g is defined by ({I0, I1}, {U1, U1}, {γ0, γ1}, {ξ10})
in which γ0, γ1 are constant maps into the base point and ξ10 = g
−1. The monomorphism
π0(G)→ π1(X) is given by [g] 7→ [γ˜g]. On the other hand, there is a based loop f˜ in X which is
defined by the system ({I0, I1}, {U2, U1}, {f0, f1}, {η10}), where f0 and f1 are homeomorphisms,
and η10 is defined by the isomorphism τ : G → G. The class [f˜ ] is mapped to a generator of
Z under the epimorphism π1(X) → Z in (4.2.20). Now it is easy to see that ν(f˜)#γ˜g#f˜ is
homotopic to the based loop γ˜τ(g). Hence the exact sequence (4.2.20) identifies π1(X) as the
semi-direct product of π0(G) by Z with respect to the homomorphism Z → Aut(π0(G)) given
by 1 7→ τ∗.
4.3 Seifert-Van Kampen Theorem
In this section, we generalize to the case of orbispaces the classical Seifert-Van Kampen
Theorem expressing the fundamental group of the union of two open sets in terms of the funda-
mental groups of each open set and their intersection5. The proof of our theorem is a suitable
modification of the one given in [24] for the case of topological spaces.
Theorem 4.3.1: Suppose X1 and X2 are two open sub-orbispaces of an orbispace X such that
X = X1 ∪ X2 and X1 ∩ X2 6= ∅, and X1, X2 and X1 ∩ X2 are path-connected. Let o be a
common base-point structure of X1, X2 and X1 ∩ X2. For any group H which satisfies the
following commutative diagram
(4.3.1)
π1(X1, o)
j1
ր
ρ1
ց
π1(X1 ∩X2, o)
ρ12
−→ H
j2
ց
ρ2
ր
π1(X2, o)
for some homomorphisms ρ1, ρ2, ρ12, where j1, j2 are induced by the corresponding inclusions
5in the case of orbifolds it has been addressed in [27] via a different setup
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between orbispaces, then there exists a homomorphism σ : π1(X, o)→ H such that
(4.3.2)
π1(X, o)
iα
ր
π1(Xα, o) ↓ σ
ρα
ց
H
is commutative, where iα is induced by inclusion Xα →֒ X, for α = 1, 2, 12. Here X12 stands
for X1 ∩X2.
Proof: First of all, since X1 ∩X2 is path-connected, we can prove as in the classical case that
π1(X, o) is generated by the subgroups iα(π1(Xα, o)) where α = 1, 2. For any β ∈ π1(X, o), we
write
(4.3.3) β = iα1(β1) · iα2(β2) · · · iαk(βk)
where αi is either 1 or 2 while βi is correspondingly in π1(X1, o) or π1(X2, o). We define the
homomorphism σ : π1(X, o)→ H by
(4.3.4) σ(β) := ρα1(β1) · ρα2(β2) · · · ραk(βk).
The diagram (4.3.2) is automatically satisfied once we verify that the so-defined σ is a well-
defined homomorphism. This boils down to show that if iα1(β1) · iα2(β2) · · · iαk(βk) = 1 in
π1(X, o), then ρα1(β1) · ρα2(β2) · · · ραk(βk) = 1 in H .
Represent each βj by an element v˜j in Ω(Xαj , o). Then iα1(β1) · iα2(β2) · · · iαk(βk) is repre-
sented by γ˜0 = v˜1#v˜2# · · · v˜k in Ω(X, o). The assumption that iα1(β1) · iα2(β2) · · · iαk(βk) = 1
in π1(X, o) means that there is a continuous map f : [0, 1] → Ω(X, o) such that f(0) = o˜ and
f(1) = γ˜0. We can subdivide [0, 1] into ∪
m−1
k=0 [sk, sk+1] and assume that each f([sk, sk+1]) is in a
canonical neighborhood of a based loop (cf. Lemma 3.1.2) so that it is represented by a system
(4.3.5) τk = ({[sk, sk+1]× Ii}, {U
k
i }, {f
k
i }, {ξ
k
ji}), i = 0, 1, · · · , n,
where each Uki is either contained in X1 or in X2, and the {Ii} can be chosen to be independent
of k by passing to refinements. Each fki : [sk, sk+1]×Ii → Û
k
i is continuous, satisfying f
k
0 (s, 0) =
f0i (0, t) = oˆ for any k, i, and s ∈ [sk, sk+1] and t ∈ Ii. Each ξ
k
ji : [sk, sk+1] → Tran(U
k
i , U
k
j ) is
continuous and constant in s ∈ [sk, sk+1] when j = 1, · · · , n. Moreover, fkj (s, t) = ξ
k
ji(s)(f
k
i (s, t))
for any (s, t) ∈ [sk, sk+1]× (Ii ∩ Ij). Restricted to each sk, k = 1, · · · ,m− 1, since τk−1 and τk
define the same based loop f(sk), there are transition maps η
i
k(k−1) ∈ Tran(U
(k−1)
i , U
k
i ) such
that
(4.3.6)
η0k(k−1) = 1GUo , f
k
i (sk, ·) = η
i
k(k−1) ◦ f
(k−1)
i (sk, ·),
ξkji(sk) = η
j
k(k−1) ◦ ξ
(k−1)
ji (sk) ◦ (η
i
k(k−1))
−1.
We choose t0 = 0, t1 ∈ I0 ∩ I1, · · · , tn ∈ In−1 ∩ In, and tn+1 = In ∩ I0, tn+2 = 0 ∈ I0. Without
loss of generality, we may assume that the end points of the domain of each morphism v˜j are
included in the set {t0, · · · , tn+2}.
Before proceeding further with the proof, we need to introduce some notations. Set v−k,i =
f
(k−1)
i−1 (sk, ti) ∈ Û
(k−1)
i−1 and v
+
k,i = f
(k−1)
i (sk, ti) ∈ Û
(k−1)
i for k ≥ 0 and i ≥ 0 with the under-
standing that i − 1 = 0 when i = 0 and k − 1 = 0 when k = 0. Set Ik,i = {sk} × [ti−1, ti]
for k ≥ 0, i ≥ 1, and Jk,i = [sk−1, sk] × {ti} for k ≥ 1 and i ≥ 0. Since each X1, X2 and
X1 ∩ X2 is path-connected, for each of v
−
k,i, we can choose a system g
−
k,i from [0, 1] into Xα,
where α = 1, 2, 12, whose initial point is oˆ and ending point is v−k,i. We require that α = 12 if
the image of v−k,i in X is contained in X1 ∩X2. Observe that v
−
k,i = v
+
k,i except for i = n + 1,
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since ξ
(k−1)
0n (s) may not be constant in s. Although each ξ
(k−1)
0n (sk−1) ◦ f
(k−1)
n may not coincide
with f
(k−1)
0 when restricted on Jk,n+1, they are canonically homotopic by Sublemma 3.3.5. We
let g+k,i be the system from [0, 1] into Xα, whose initial point is oˆ and ending point is v
+
k,i, such
that g+k,i = g
−
k,i for i = 0, 1, · · · , n, and g
+
k,n+1 equals the composition of g
−
k,n+1 with the map
traced out by the canonical homotopy between ξ
(k−1)
0n (sk−1)◦f
(k−1)
n and f
(k−1)
0 at the end point
(sk, tn+1) of Jk,n+1, and introduce g
−
k,n+2 = g
+
k,n+2 = o˜ for convenience. We let ak,i be the
system obtained by composing g+k,i−1 with f
(k−1)
i−1 |Ik,i followed by (g
−
k,i)
−1, and b−k,i be the sys-
tem obtained by composing g−k−1,i with f
(k−1)
i−1 |Jk,i followed by (g
−
k,i)
−1, and b+k,i be the system
obtained by composing g+k−1,i with f
(k−1)
i |Jk,i followed by (g
+
k,i)
−1.
We have the following relations amongst the systems introduced in the previous paragraph:
(4.3.7) ak−1,i#b
−
k,i ∼α b
+
k,i−1#ak,i, b
−
k,i ∼α b
+
k,i,
where ∼α stands for “homotopy equivalent to” in Ω(Xα, o), provided that U
(k−1)
i−1 is contained
in Xα for some α = 1, 2, 12.
Now by (4.3.1), if a based loop γ˜ ∈ Ω(X1 ∩ X2, o) represents xi in π1(Xi, o) for i = 1, 2,
then ρ1(x1) = ρ2(x2) in H . This enables us to assign each homotopy class of based loops in
Ω(Xα, o), α = 1, 2, 12, with an element in H , independent of which Ω(Xα, o) it is considered in.
We denote this assignment by ρ. To finish the proof, we simply observe that by (4.3.7), we have
ρα1(β1) · ρα2(β2) · · · ραk(βk) = ρ(am,1) · ρ(am,2) · · · ρ(am,n+2)
= · · ·
= ρ(a0,1) · ρ(a0,2) · · · ρ(a0,n+2)
= ρ([o˜]) · ρ([o˜]) · · · ρ([o˜])
= 1
✷
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