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A CONJECTURE OF ANTONI ZYGMUND
ANTONIO CO´RDOBA, ERIC LATORRE, AND A´NGEL D. MARTI´NEZ
Abstract. In this paper we establish an exponential covering theorem
implying a conjecture formulated by A. Zygmund circa 1935 whose three-
dimensional case was obtained by the first named author in 1978.
1. Introduction
The concept of maximal function has been central in mathematical anal-
ysis since its appeareance in Hardy and Littlewood’s seminal work [12]. It
allows to obtain the so-called Lebesgue’s differentiation theorem in a quanti-
tative way. In 1935 Jessen, Marcinkiewicz and Zygmund proved that instead
of balls or cubes one may also differentiate using the class Bn, of shrinking
n-dimensional rectangles (paralellepipeds) with sides parallel to the axes,
provided the function is locally in the class L1(1 + log+ L
1)n−1(Rn). The
quantitative version of this result is known as the strong maximal theorem:
let us define
Mnf(x) = sup
x∈R∈Bn
1
m(R)
∫
R
|f(y)|dm(y)
where f is a locally integrable function and m denotes Lebesgues’s measure
in Rn. Then we have:
Theorem 1.1. The class Bn differentiates functions f which are locally in
L1(1 + log+ L
1)n−1(Rn), that is, we have
lim
diam(R)→0
1
m(R)
∫
R
f(y)dm(y) = f(x) for a.e. x ∈ Rn
where the limit is taken over all rectangles such that x ∈ R ∈ Bn. Quanti-
tatively, the following inequality
m{x ∈ Rn : Mnf(x) > α} ≤ Cn
∫
Rn
f(x)
α
(
1 + log+
f(x)
α
)n−1
dm(x)
holds for some constant Cn that depends only on the dimension.
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Their proof relies on an iteration scheme based on the one dimensional
result and making use of the product structure of Rn. Quite surprisingly the
Orlicz space, L1(1+log+ L
1)n−1(Rn), is sharp if one assumes all its functions
to be differentiated by Bn (cf. [11], theorem 8).
Nowadays the standard proof of the weak (1, 1) inequality for the Hardy-
Littlewood maximal function (i.e. the case of cubes or balls in Rn) relies on
the Vitali covering lemma which allows to deduce the estimates employing
the geometry of balls. Standard references are the treatises of de Guzma´n
[10] and Stein [14]. A linearization technique was introduced in [1] to relate,
for a general (translation invariant) differentiation basis B, the weak (p, p)
estimate for the corresponding maximal operator, where 1 < p < ∞, with
the so-called Vq covering property (
1
p
+ 1
q
= 1): there is a constant c > 0
such that given any family {Bα} ∈ B there is a subfamily {Bj} such that
(i) m(
⋃
αBα) ≤ cm(
⋃
j Bj).
(ii) ‖
∑
j χBj‖q ≤ cm(
⋃
j Bj)
1/q.
In a precise sense the weak type estimate and the covering property are
reflected, respectively, in estimates for the linearized maximal function and
its adjoint operator. The method, however, fails for Orlicz spaces near L1
and it was circa 1975 when the exponential type covering needed to prove
geometrically the strong maximal theorem was finally discovered (cf. [6]).
The proof obtained by the first named author and R. Fefferman makes use
of certain sparseness properties. Let us introduce the one we shall need,
using their notation:
(P1) A sequence of rectangles {Rj} satisfies the P1 sparseness property if
for any k the following inequality holds:
m
(
Rk ∩
⋃
j<k
Rj
)
≤
1
2
m(Rk).
Let us now digress from this general context now and discuss the concrete
results we will be dealing with in the rest of the article.
In 1978 the first author took advantage of the geometric approach to settle
Zygmund’s conjecture in the three-dimensional case:
Theorem 1.2 (A. Co´rdoba, [2, 3, 4]). Given any function φ non decreasing
in each variable separately let Bφ(R
3) consist of rectangles whose lengths are
of the form (x, y, φ(x, y)). Then it differentiates L1(1 + log+ L
1)(R3).
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In this paper we prove the conjecture in arbitrary dimension (cf. [8] p.
112). Given a positive function φ(x1, . . . , xn−1), which is monotonic (non-
decreasing) on each variable separately, let Bφ(R
n) be the class of rectangles
(paralellepipeds) of sides parallel to the coordinate axis whose side lengths
ℓ1,. . . , ℓn−1 are arbitrary but the last, ℓn, is of the form φ(ℓ1, . . . , ℓn−1). Let
us denote the corresponding maximal function by Mφ. Clearly the differ-
entiation properties of Bφ must be not better than those of Bn−1 and not
worse than those of Bn, as it also happens with the estimate for the corre-
sponding maximal functions. A. Zygmund conjectured that for any n the
class Bφ(R
n) must have the same differentiation properties as Bn−1(R
n−1),
as it occurs in the two dimensional case, namely:
Theorem 1.3. The class Bφ(R
n) differentiates functions which are locally
in L1(1 + log+ L
1)n−2(Rn). Quantitatively, the following inequality
m{x ∈ Rn : Mφf(x) > α} ≤ Cn
∫
Rn
f(x)
α
(
1 + log+
f(x)
α
)n−2
dm(x)
holds for some constant Cn that depends only on the dimension; Mφ denotes
the maximal operator associated to Bφ.
One can consider more general classes of rectangles in Rn namely those
such that each length ℓj depends on n− 1 parameters, ℓj = φj(t1, . . . , tn−1),
for different monotonic functions φj. In this generality the result turns out
to be false because one has enough freedom to obtain families close to Bn.
Further details about examples and counterexamples can be found in [13].
Furthermore, the sharpness of this theorem follows from the sharpness of
the strong differentiation theorem of Jessen, Marcinkiewicz and Zygmund.
Our proof will follow the geometric arguments introduced in [6] and will be a
consequence of the corresponding exponential covering properties satisfied
by the monotone class of rectangles Bφ. The paper is self contained. In
the second section we expose a refinement of the P1 property and several
technical auxiliary lemmas relating certain weak estimates and exponential
covering properties of differentiation bases. The third section contains a
proof of Theorem 1.2 which is generalized in the last section to cover the
arbitrary dimensional case.
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2. The P1 property in codimension one and auxiliary results
In this section we shall show that property P1 can be imposed to hold in
codimension one without introducing the more restrictive sparseness condi-
tion P2 introduced in [4, 6]. In the sequel given a set S we will denote by
χS its characteristic function and, provided S is a rectangle, S
∗ will denote
a rectangle with the same center but whose side lengths are thrice those of
the original. Let us now state a lemma:
Lemma 2.1. Let {Rα} ⊂ Bn(R
n) and suppose the strong maximal theorem
to be true for n − 1. Then one may find a subcollection {Rj} such that
{R∗j ∩Π} is P1 for any plane Π orthogonal to the nth coordinate axis and
(1)
m
(⋃
α
Rα
)
≤ Cnm
(⋃
j
Rj
)
.
Proof: assume without loss of generality that the sequence is finite,
satisfies P1 and is ordered by decreasing nth side length. Let Π be any affine
hyperplane orthogonal to the nth coordinate axis, provided R1, . . . , Rk had
been selected, choose Rk+1 to be the next R in the sequence such that
mΠ
(
R∗ ∩
⋃
R∗∗j
)
≤
1
2
mΠ(R
∗)
where the union extends over all j ≤ k such that R∗ ∩ R∗j 6= ∅ and mΠ
denotes the Lebesgue measure on the hyperplane. If R is rejected R∗ ∩ Π
is included in {
x ∈ Π : Mn−1
(
χ⋃R∗∗j
)
(x) ≥
1
2
}
which, using the the strong maximal theorem in Π , implies
mΠ
(⋃
α
R∗α
)
≤ CnmΠ
(⋃
R∗∗j
)
and integrating for all Π one gets
m
(⋃
α
Rα
)
≤ Cn
∑
j
m(Rj) ≤ Cnm
(⋃
Rj
)
.
The last inequality follows from the P1 hypothesis at the beggining of the
proof.
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For completeness sake we end the section covering several technical results
that will be used in the sequel. The reader can skip their proofs in a first
reading coming back to them whenever they are used.
Proposition 2.2. Let a family B enjoy the P1 property and its associ-
ated maximal operator M to be bounded from L1(1 + log+ L
1)k(Rn) to weak
L1(Rn). Then the family satisfies the k + 1 exponential covering property
∫
⋃
j Rj
exp c
(∑
j
χRj
)1/(k+1)
dm ≤ Cm
(⋃
j
Rj
)
for some constants C, c > 0 that depend on the parameter k.
Remark: in the statement the variable k does not (necesarily) depend
on the dimension n (cf. Theorem 1.1 or Theorem 1.3 above).
The proof of this relies on the following
Lemma 2.3. Let a linear operator T be bounded from L1(1+ log+ L
1)k(Rn)
to weak L1(Rn) and also from L∞(Rn) to itself. Then
‖T‖p ≤ (Cp)
1/p(p− 1)−(k+1)/p
where the constant depends on k but do not depend on n.
This lemma follows the strategy of the proof of Marcinkiewicz’s interpo-
lation theorem (cf. [14]) and plays an important roˆle in A. Co´rdoba and R.
Fefferman’s proof of the (geometric) strong maximal theorem (cf. Remark
(2) p. 97 [6]).
Proof: we will asumme that ‖T‖∞ = 1 without loss of generality. Let
λg denote the distribution function of g, i.e the function that asigns to any α
the measure of the set of points that satisfy |Tf(x)| > α. For any 1 < p <∞
we can express
‖Tf‖pp = p
∫ ∞
0
αp−1λTf(α)dα.
We will decompose the function f = f1+f2 in such a way that f1(x) = f(x)
if f(x) > α/2 and zero otherwise. Since T respects the L∞ norm the set of
x such that |Tf2(x)| > α/2 is empty, as a consequence λTf(α) ≤ λTf1(α) by
6 A. CO´RDOBA, E. LATORRE, AND A. D. MARTI´NEZ
subaditivity, which implies by the weak boundedness
‖Tf‖pp ≤ Cp
∫ ∞
0
αp−1
(∫
{x:|f(x)|>α/2}
∣∣∣∣f(x)α
∣∣∣∣
(
1 + log+
∣∣∣∣f(x)α
∣∣∣∣
)k
dm(x)
)
dα
= Cp
∫
|f(x)|
(∫ 2|f(x)|
0
αp−2
(
1 + log+
∣∣∣∣f(x)α
∣∣∣∣
)k
dα
)
dm(x).
A change of variables α = t|f(x)| bounds the above by
Cp
∫
|f(x)|pdm(x)
∫ 1
0
tp−2(1− log t)kdt
The last integral is a sum of integrals of the form
Ik =
∫ 1
0
tp−2(− log t)kdt.
The case k = 0 is easy to calculate: I0 = (p − 1)
−1. Other cases can
be handle observing that they satisfy the equality Ik = k!(p − 1)
−k−1 by
noticing that d
k
dpk
I0 = Ik. (We owe this observation to F. Chamizo but a
tedious integration by parts argument would also do the job).
Now we turn to consider the main result of this section.
Proof of proposition 2.2: let us define the operator
Tf(x) =
∑
j
1
m(Rj)
∫
Rj
f(y)dm(y) · χEj (x)
where Ej = Rj \
⋃
k<j Rk are disjoint. By construction it is pointwisely
bounded by the maximal operator M . As a consequence it satisfies the
hypothesis of the lemma. The dual operator
T ∗f(x) =
∑
j
1
m(Rj)
∫
Ej
f(y)dm(y) · χRj (x)
satisfies by duality
‖T ∗‖q = ‖T‖p ≤
(
C
(p− 1)k+1)
) 1
p
which, applied to the characteristic function of
⋃
j Rj, implies∫
|T ∗χ⋃
j Rj
|q(y)dm(y) ≤
(
C
(p− 1)k+1)
) q
p
m
(⋃
j
Rj
)
.
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On the other hand P1 property and the explicit expression above imply that
pointwisely
1
2
∑
j
χRj (x) ≤ T
∗χ⋃
j Rj
(x).
Those two facts together yield∫ (
1
2
∑
j
χRj
)q
(y)dm(y) ≤
(
C
(p− 1)k+1)
) q
p
m
(⋃
j
Rj
)
.
Next we consider the exponential
exp c
(∑
j
χRj (x)
)1/(k+1)
=
∞∑
ℓ=1
cℓ
ℓ!
(∑
j
χRj (x)
)ℓ/(k+1)
and observe taht in order to achieve our goal the first k + 1 summands can
be bounded independently and we may neglect them in our argument. The
rest of the series is estimated as follows: apply the above inequality choosing
q = ℓ/(k + 1) to get∫ (
c
2
∑
j
χRj
)ℓ/(k+1)
≤ c
(
cpC
((k + 1)/(ℓ− k − 1))k+1
)ℓ/(k+1)−1
m
(⋃
j
Rj
)
.
Notice we have used p = ℓ/(ℓ− k− 1) and we have introduced a constant c
to be chosen later. The tail of the exponential∫ ∑
ℓ≥k+1
1
ℓ!
(
c
2
∑
j
χRj
)ℓ/(k+1)
is bounded by
c
∑
ℓ≥k+1
1
ℓ!
(
cpC(ℓ− k − 1)k+1
(k + 1)k+1
)ℓ/(k+1)−1
m
(⋃
j
Rj
)
.
It is now a straightforward calculation to show that the right hand side
series converges provided c is small enough. This concludes the proof.
Finally, the following result allows us to deduce the boundedness of the
maximal operator from covering properties of the basis.
Proposition 2.4. Suppose a collection of rectangles satisfies that from any
family {Rα} one can select {Rj} in such a way that for some constants
c, C > 0 the following hypotheses hold
(1) m (
⋃
αRα) ≤ Cm
(⋃
j Rj
)
.
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(2) It satisfies the k exponential covering property, namely
∫
⋃
j Rj
exp c
(∑
j
χRj
)1/k
dm ≤ Cm
(⋃
j
Rj
)
Then the maximal operator associated to the collection is bounded from L(1+
log+ L
1)k to weak L1.
The proof follows from standard arguments using the following Young
inequality:
Lemma 2.5. For any parameters a, c > 0, b ≥ 1 and k ≥ 0 we have
ab ≤ Cε,ca(1 + log+ a)
k + εecb
1/k
for some appropiate constant Cε,c > 0.
Proof: one just needs to compute the Legendre transform of the function
1
ε
a(1 + log+ a)
k, namely
Ψ(a) = sup
a∈(0,∞)
(
ab− εecb
1/k
)
from which it is elementary to deduce Ψ(a) ≤ Cε,ca(1 + log+ a)
k.
Proof of proposition 2.4: consider {Rα} the family of rectangles R
for which
1
m(R)
∫
R
f(x)dm(x) > α
and select {Rj} as in the statement. Then
m
(⋃
α
Rα
)
≤ C
∑
j
m(Rj) ≤ C
∑
j
∫
Rj
|f(x)|
α
dm(x) = C
∫
⋃
j Rj
|f(x)|
α
∑
j
χRj (x)dm(x).
Choose a = |f(x)|/α and b =
∑
j χRj and apply the inequality from the
lemma above to obtain
m
(⋃
α
Rα
)
≤ Cε,c
∫
|f(x)|
α
(
1 + log+
|f(x)|
α
)k
dm(x)+ε
∫
⋃
j Rj
exp c
(∑
j
χRj
)1/k
dm(x).
Choosing ε small enough one can subsume the second integral using the
hypotheses in the statement to bound the remainder.
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3. The three dimensional case revisited
Now we revisit the result obtained by the first coauthor in 1978. Our
approach avoids expanding the exponential to take advantage of the one
dimensional Hardy-Littlewood maximal function. We hope this section will
enlighten the general result obtained later in section 4. We include it here,
before the general proof is given, because it contains already all difficulties
and new twists needed in higher dimensions.
Theorem 3.1 ([2, 3, 4]). There exist (dimensional) constants C, c > 0,
but otherwise independent, such that for any {Rα} ⊆ Bφ(R
3) there exists a
subsequence {Rj} such that
(1)
m
(⋃
α
Rα
)
≤ Cm
(⋃
j
Rj
)
.
(2) ∫
⋃
j Rj
exp
(
c
∑
j
χRj
)
dm ≤ Cm
(⋃
j
Rj
)
.
Proof: without loss of generality we may assume the rectangles {Rα}
to be a finite collection that satisfies the P1 property in codimension one
(ordered by decreasing length of their third side length, cf. Lemma 2.1).
The monotonicity hypothesis implies that a rectangle R in the sequence can
not have all its coordinates bigger than its predecessors. We will use these
properties to refine the sequence by a simple algorithm.
We will proceed selecting Rk+1 to be the following R in the sequence such
that
1
m(R)
∫
R
exp
(
c
∑
χR∗j
)
dm <
1
2
where the sum extends over all j ≤ k. (We will choose c > 0 later.) This
can be shown to imply property (2) from the statement. Indeed, observe
denoting
Ik =
∫
⋃k
j=1 Rj
exp
(
c
k∑
j=1
χR∗j
)
dm
induction shows Ik ≤ Ik−1 +
ec
2
m(Rk) which implies Ik ≤
ec
2
∑k
j=1m(Rj).
From this and the P1 property our claim follows easily (cf. section 4 for
more details).
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We turn now to property (1). If R is discarded
1
2
<
1
m(R)
∫
R
exp
(
c
∑
χR∗j
)
dm.
Using Ho¨lder’s inequality and the monotonicity hypothesis
1
22
<
2∏
i=1

 1
mΠ3(R)
∫
R
exp

2c ∑
j∈Ci(R,k)
χR∗j

 dmΠ3


≤

 1
ℓ1(R)
∫
R
exp

2c ∑
j∈C2(R,k)
χR∗j

 dx1



 1
ℓ2(R)
∫
R
exp

2c ∑
j∈C1(R,k)
χR∗j

 dx2


where Π3 denotes a plane orthogonal to the third coordinate axis and
Ci(R, k) denotes the set of j ≤ k such that the ith side lenght of Rj , ℓi(Rj),
is bigger than that of R. Notice that the integrals inside each product are
one dimensional: the first involves integral means in the x1 direction while
the second in the x2 direction; we will denote by Mx1 and Mx2 the maximal
operators associated to averages in those directions. This shows that the
union of rejected R is covered by the set{
x : Mx1
(
exp
(
2c
∑
j
χR∗j
))
≥ 1/4
}
∪
{
x :Mx2
(
exp
(
2c
∑
j
χR∗j
))
≥ 1/4
}
each one of them can be bounded1 using twice the strong maximal theorem.
Indeed, each set from the union can be bounded slicewisely by
4C
∫
⋃
Rj∩Π3
exp
(
2c
∑
j
χR∗j
)
dx1dx2.
Indeed, observe that considering the maximal operator associated to means
in one dimensional planes orthogonal to, say, the first and third direction and
extended to hyperplanes orthogonal to the third direction. This operator
is bounded from L1(Π3) to weak L
1(Π3). (This is an integral version of
the strong maximal theorem in codimension two.) As a consequence of
proposition 2.2 and the P1 property for {R
∗
j} in codimension one we can
bound every slice by C ′mΠ3(
⋃
j Rj), provided c is small enough. Integrating
all slices we obtain the result.
1The original proof of A. Co´rdoba is much more careful and allows to bound this using
part (2) because one gets a pure L1 bound and no loss in the exponent constant c. Our
argument though, using Ho¨lder’s inequality, unables this strategy since it duplicates the
constant in the exponent.
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4. Zygmund’s conjecture for a monotone basis
The following is a geometric covering result that implies Zygmund’s con-
jecture (i.e. Theorem 1.3) by a standard argument (cf. proposition 2.4).
Let us introduce some useful notation: we will denote by Πi,n a variable
(n − 2)-dimensional affine subspace orthogonal to the ith and nth direc-
tion, mΠi will denote the Lebesgue measure on this subspace and Πn will
denote a variable (n− 1)-dimensional affine subspace orthogonal to the nth
coordinate axis.
We can now state the main result of this paper:
Theorem 4.1 (Geometrical Zygmund’s conjecture). Suppose the strong
maximal theorem holds in dimension n − 2. Then there exist dimensional
constants Cn, cn > 0, but otherwise independent, such that for any {Rα} ⊆
Bφ(R
n) there exists a subsequence {Rj} such that
(1)
m
(⋃
α
Rα
)
≤ Cnm
(⋃
j
Rj
)
.
(2)
∫
⋃
j Rj
exp cn
(∑
j
χRj
) 1
n−2
dm ≤ Cnm
(⋃
j
Rj
)
.
Remark: this theorem implies Theorem 1.1 and Theorem 1.3 by an
inductive argument starting from Hardy and Littlewood one dimensional
original result.
Proof: without loss of generality we may assume the rectangles {Rj} to
be a finite collection such that {R∗j} satisfies the P1 property in codimension
one (ordered by decreasing length of their nth side length, cf. Lemma 2.1).
The monotonicity hypothesis implies that any rectangle in the sequence has
at most n − 2 coordinates bigger than its predecessors. We will use these
properties to refine the sequence by a simple algorithm.
We will proceed selecting Rk+1 to be the following R in the sequence such
that
1
m(R)
∫
R
exp c
(∑
χR∗j
) 1
n−2
dm <
1
2
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where the sum extends over all j ≤ k. (We will choose c > 0 later.) This
can be shown to imply property (2) from the statement. Denoting
Ik =
∫
⋃k
j=1 Rj
exp c
(
k∑
j=1
χR∗j
) 1
n−2
dm
let us observe that
Ik =
∫
⋃k−1
j=1 Rj\Rk
exp c
(
k−1∑
j=1
χR∗j
) 1
n−2
dm+
∫
Rk
exp c
(
k∑
j=1
χR∗j
) 1
n−2
dm
then the left hand side, induction shows that Ik ≤ Ik−1 +
ec
2
m(Rk) which
implies Ik ≤
ec
2
∑k
j=1m(Rj). From this and the P1 property our claim
follows easily, namely
∫
⋃k
j=1Rj
expc
(
k∑
j=1
χR∗j
) 1
n−2
dm ≤ ecm
(⋃
j
Rj
)
We turn now to property (1). If R is discarded
1
2
<
1
m(R)
∫
R
exp c
(∑
χR∗j
) 1
n−2
dm.
Ho¨lder’s inequality and the monotonicity hypothesis imply
1
2
<
n−1∏
i=1

 1
mΠi(R)
∫
R
exp(n− 1)c

 ∑
j∈Ci(R,k)
χR∗j


1
n−2
dmΠi


1
n−1
≤
n−1∏
i=1

 1
mΠi,n(R)
∫
R
exp(n− 1)c
(∑
j
χR∗j
) 1
n−2
dmΠi,n


1
n−1
where Ci(R, k) denotes the set of j ≤ k such that the ith side lenght of Rj is
bigger than that of R. Notice that the integrals inside each product are n−2
dimensional and that (n − 1)c will need to be smaller than a dimensional
quantity. This shows that the union of rejected R is covered by the set
n−1⋃
i=1

x : MΠi,nexp(n− 1)c

 ∑
j∈Ci(R,k)
χR∗j


1
n−2
≥ 2−n+1


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each one of them can be bounded using twice the strong maximal theorem.
Indeed, each set from the union can be bounded by
Cn2
n−1
∫
⋃
Rj
exp(n− 1)c
(∑
j
χR∗j
) 1
n−2
dmΠi,ndxi.
Let us argue further this last step. First one needs to consider the maximal
operator associated to means in the n−2 dimension plane Πi,n and extended
to Πn, which is bounded from L
1(1 + log+ L
1)n−3(Πn) to weak L
1(Πn) (cf.
the strong maximal theorem in codimension two). As a consequence of
proposition 2.2 and the P1 property in Πn (it is at this point where the
smallness asumption on c plays a roˆle.)
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