ABSTRACT. This paper gives a brief overview of computation models for data stream processing, and it introduces a new model for multi-pass processing of multiple streams, the so-called mp2s-automata. Two algorithms for solving the set disjointness problem with these automata are presented. The main technical contribution of this paper is the proof of a lower bound on the size of memory and the number of heads that are required for solving the set disjointness problem with mp2s-automata.
Introduction
In the basic data stream model, the input consists of a stream of data items which can be read only sequentially, one after the other. For processing these data items, a memory buffer of limited size is available. When designing data stream algorithms, one aims at algorithms whose memory size is far smaller than the size of the input.
Typical application areas for which data stream processing is relevant are, e.g., IP network traffic analysis, mining text message streams, or processing meteorological data generated by sensor networks. Data stream algorithms are also used to support query optimization in relational database systems. In fact, virtually all query optimization methods in relational database systems rely on information about the number of distinct values of an attribute or the self-join size of a relationand these pieces of information have to be maintained while the database is updated. Data stream algorithms for accomplishing this task have been introduced in the seminal paper [2] .
Most parts of the data stream literature deal with the task of performing one pass over a single stream. For a detailed overview on algorithmic techniques for this scenario we refer to [23] . Lower bounds on the size of memory needed for solving a problem by a one-pass algorithm are usually obtained by applying methods from communication complexity (see, e.g., [2, 20] ). In fact, for many concrete problems it is known that the memory needed for solving the problem by a deterministic one-pass algorithm is at least linear in the size n of the input. For some of these problems, however, randomized one-pass algorithms can still compute good approximate answers while using memory
In the remainder of this article, a new computation model for multi-pass processing of multiple streams is introduced: the mp2s-automata. In this model, (read-only) streams can be processed by forward scans as well as backward scans, and several "heads" can be used to perform several passes over the streams in parallel. After fixing the basic notation in Section 2, the computation model of mp2s-automata is introduced in Section 3. In Section 4, we consider the set disjointness problem and prove upper bounds as well as lower bounds on the size of memory and the number of heads that are necessary for solving this problem with an mp2s-automaton. Section 5 concludes the paper by pointing out some directions for future research.
Basic notation
If f is a function from the set of non-negative integers to the set of reals, we shortly write f (n) instead of ⌈f (n)⌉ (where ⌈x⌉ denotes the smallest integer x). We write lg n to denote the logarithm of n with respect to base 2. For a set D we write D * to denote the set of all finite strings over alphabet D. We view D * as the set of all finite data streams that can be built from elements in D. For a stream S ∈ D * write | S| to denote the length of S, and we write s i to denote the element in D that occurs at the i-th position in S, i.e., S = s 1 s 2 · · · s | S| .
A computation model for multi-pass processing of multiple streams
In this section, we fix a computation model for multi-pass processing of multiple streams. The model is quite powerful: Streams can be processed by forward scans as well as backward scans, and several "heads" can be used to perform several passes over the stream in parallel. For simplicity, we restrict attention to the case where just two streams are processed in parallel. Note, however, that it is straightforward to generalize the model to an arbitrary number of streams.
The computation model, called mp2s-automata 1 , can be described as follows: Let D be a set, and let m, k f , k b be integers with m 1 and k f , k b 0. An
receives as input two streams S ∈ D * and T ∈ D * . The automaton's memory consists of m different states (note that this corresponds to a memory buffer consisting of lg m bits). The automaton's state space is denoted by Q. We assume that Q contains a designated start state and that there is a designated subset F of Q of so-called accepting states.
On each of the input streams S and T , the automaton has k f heads that process the stream from left to right (so-called forward heads) and k b heads that process the stream from right to left (so-called backward heads). The heads are allowed to move asynchronously. We use k to denote the total number of heads, i.e., k = 2k f + 2k b .
In the initial configuration of A on input ( S, T ), the automaton is in the start state, all forward heads on S and T are placed on the leftmost element in the stream, i.e., s 1 resp. t 1 , and all backward heads are placed on the rightmost element in the stream, i.e., s | S| resp. t | T | .
During each computation step, depending on (a) the current state (i.e., the current content of the automaton's memory) and (b) the elements of S and T at the current head positions, a deterministic transition function determines (1) the next state (i.e., the new content of the automaton's memory) and (2) advanced one step to the right, and backward heads are advanced one step to the left). Formally, the transition function can be specified in a straightforward way by a function
where Q denotes the automaton's state space, and end is a special symbol (not belonging to D) which indicates that a head has reached the end of the stream (for a forward head this means that the head has been advanced beyond the rightmost element of the stream, and for a backward head this means that the head has been advanced beyond the leftmost element of the stream). The automaton's computation on input ( S, T ) ends as soon as each head has passed the entire stream. The input is accepted if the automaton's state then belongs to the set F of accepting states, and it is rejected otherwise.
The computation model of mp2s-automata is closely related to the finite cursor machines of [14] . In both models, several streams can be processed in parallel, and several heads (or, "cursors") may be used to perform several "asynchronous" passes over the same stream in parallel. In contrast to the mp2s-automata of the present paper, finite cursor machines were introduced as an abstract model for database query processing, and their formal definition in [14] is presented in the framework of abstract state machines.
Note that mp2s-automata can be viewed as a generalization of other models for one-pass or multi-pass processing of streams. For example, the scenario of [28] , where a single pass over two streams is performed, is captured by an mp2s-automaton where 1 forward head and no backward heads are available on each stream. Also, the scenario where p consecutive passes of each input stream are available (cf., e.g., [20] ), can be implemented by an mp2s-automaton: just use p forward heads and 0 backward heads, and let the i-th head wait at the first position of the stream until the (i−1)-th head has reached the end of the stream.
The set disjointness problem
Throughout Section 4 we consider a particular version of the set disjointness problem where, for each integer n 1, D n := { a 1 , b 1 , . . . , a n , b n } is a fixed set of 2n data items. We write Disj n to denote the following decision problem: The input consists of two streams S and T over D n with | S| = | T | = n. The goal is to decide whether the sets {s 1 , . . . , s n } and {t 1 , . . . , t n } are disjoint.
An mp2s-automaton solves the problem Disj n if, for all valid inputs to Disj n (i.e., all S, T ∈ D * with | S| = | T | = n), it accepts the input if, and only if, the corresponding sets are disjoint.
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Two upper bounds for the set disjointness problem
It is straightforward to see that the problem Disj n can be solved by an mp2s-automaton with 2 2n states and a single forward head on each of the two input streams: During a first phase, the head on S processes S and stores, in the automaton's current state, the subset of D n that has been seen while processing S. Afterwards, the head on T processes T and checks whether the element currently seen by this head belongs to the subset of D n that is stored in the automaton's state. Clearly, 2 2n states suffice for this task, since |D n | = 2n. We thus obtain the following trivial upper bound: Proposition 4.1. Disj n can be solved by an mp2s-automaton with parameters (D n , 2 2n , 1, 0).
The following result shows that, at the expense of increasing the number of forward heads on each stream to √ n, the memory consumption can be reduced exponentially:
Proposition 4.2. Disj n can be solved by an mp2s-automaton with parameters (D n , n+2, √ n, 0).
2
Proof. The automaton proceeds in two phases. The goal in Phase 1 is to move, for each i ∈ {1, . . . , √ n }, the i-th head on S onto the (i−1) √ n + 1 -th position in S. This way, after having finished Phase 1, the heads partition S into √ n sub-streams, each of which has length √ n. Note that n + 1 − √ n states suffice for accomplishing this: The automaton simply stores, in its state, the current position of the rightmost head(s) on S. It starts by leaving head 1 at position 1 and moving the remaining heads on S to the right until position √ n + 1 is reached. Then, it leaves head 2 at position √ n + 1 and proceeds by moving the remaining heads to the right until position 2 √ n + 1 is reached, etc. During Phase 2, the automaton checks whether the two sets are disjoint. This is done in √ n subphases. During the j-th sub-phase, the j-th head on T processes T from left to right and compares each element in T with the elements on the current positions of the √ n heads on S. When the j-th head on T has reached the end of the stream, each of the heads on S is moved one step to the right. This finishes the j-th sub-phase. Note that Phase 2 can be accomplished by using just 2 states: By looking at the combination of heads on T that have already passed the entire stream, the automaton can tell which sub-phase it is currently performing. Thus, for Phase 2 we just need one state for indicating that the automaton is in Phase 2, and an additional state for storing that the automaton has discovered already that the two sets are not disjoint.
Two lower bounds for the set disjointness problem
We first show a lower bound for mp2s-automata where only forward heads are available:
the problem Disj n cannot be solved by any mp2s-automaton with parameters (D n , m, k f , 0).
Proof. Let n, m, and k f be chosen such that they meet the theorem's assumption. For contradiction, let us assume that A is an mp2s-automaton with parameters (D n , m, k f , 0) that solves the problem Disj n .
Recall that D n = { a 1 , b 1 , . . . , a n , b n } is a fixed set of 2n data items. Throughout the proof we will restrict attention to input streams S and T which are enumerations of the elements in a set
for arbitrary I ⊆ {1, . . , n} and its complement I := {1, . . , n} \ I. Note that for all I 1 , I 2 ⊆ {1, . . , n} we have
For each I ⊆ {1, . . , n} we let S I be the stream of length n which is defined as follows: For each i ∈ I, it carries data item a i at position i; and for each i ∈ I, it carries data item b i at position i. The stream T I contains the same data items as S I , but in the opposite order: For each i ∈ I, it carries data item a i at position n − i + 1; and for each i ∈ I, it carries data item b i at position n − i + 1.
For sets I 1 , I 2 ⊆ {1, . . , n}, we write D(I 1 , I 2 ) to denote the input instance S I 1 and T I 2 for the problem Disj n . From (4.1) and our assumption that the mp2s-automaton A solves Disj n , we obtain that
Throughout the remainder of this proof, our goal is to find two sets I, I ′ ⊆ {1, . . , n} such that Then, however, the fact that A accepts input D(I, I ′ ) contradicts (4.2) and thus finishes the proof of Theorem 4.3.
For accomplishing this goal, we let
be 1 plus the number of pairs of heads on the two streams. We subdivide the set {1, . . , n} into v consecutive blocks B 1 , . . . , B v of equal size n v . I.e., for each j ∈ {1, . . , v}, block B j consists of the indices in { (j−1)
We say that a pair (h S , h T ) of heads of A checks block B j during the run on input D(I 1 , I 2 ) if, and only if, at some point in time during the run, there exist i, i ′ ∈ B j such that head h S is on element a i or b i in S I 1 and head h T is on element
Note that each pair of heads can check at most one block, since only forward heads are available and the data items in T I 2 are arranged in the reverse order (with respect to the indices i of elements a i and b i ) than in S I 1 . Since there are v blocks, but only v − 1 pairs (h S , h T ) of heads on the two streams, we know that for each I 1 , I 2 ⊆ {1, . . , n} there exists a block B j that is not checked during A's run on D (I 1 , I 2 ) .
In the following, we determine a set X ⊆ {I : I ⊆ {1, . . , n}} with |X| 2 such that for all I, I ′ ∈ X, item (2) of our goal is satisfied. We start by using a simple averaging argument to find a j 0 ∈ {1, . . , v} and a set X 0 ⊆ {I : I ⊆ {1, . . , n}} such that
• for each I ∈ X 0 , block B j 0 is not checked during A's run on input D(I, I), and
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For the remainder of the proof we fixB := B j 0 . We next choose a sufficiently large set X 1 ⊆ X 0 in which everything outside blockB is fixed: A simple averaging argument shows that there is a X 1 ⊆ X 0 and aÎ ⊆ {1, . . , n} \B such that
• for each I ∈ X 1 , I \B =Î, and
We next identify a set X 2 ⊆ X 1 such that for all I, I ′ ∈ X 2 the runs of A on D(I, I) and D(I ′ , I ′ ) are "similar" in a sense suitable for item (2) of our goal. To this end, for each head h of A we let config I h be the configuration (i.e., the current state and the absolute positions of all the heads) in the run of A on input D(I, I) at the particular point in time where head h has just left blockB (i.e., head h has just left the last element a i or b i with i ∈B that it can access). We let config I be the ordered tuple of the configurations config • for all I ∈ X 2 , config I = c, and
Using the theorem's assumption on the numbers n, m, and k f , one obtains that |X 2 | 2. Therefore, we can find two sets I, I ′ ∈ X 2 with I = I ′ .
To finish the proof of At some point in time, however, some head h will enter blockB, i.e., it will enter the first element a i or b i with i ∈B that it can access. The situation then is as follows:
• If h is a head on S I , then, due to item (b), no head on T I ′ is at an element inB. Therefore, until head h leaves blockB, A will go through the same sequence of configurations as in its run on input D(I, I). Item (c) ensures that when h leaves blockB, A is in the same configuration as in its runs on D(I, I) and on D(I ′ , I ′ ).
• Similarly, if h is a head on T I ′ , then, due to item (b), no head on S I is at an element inB. Therefore, until head h leaves blockB, A will go through the same sequence of configurations as in its run on input D(I ′ , I ′ ). Item (c) ensures that when h leaves blockB, A is in the same configuration as in its runs on D(I ′ , I ′ ) and on D(I, I). 
In summary, in
the problem Disj n cannot be solved by any mp2s-automaton with parameters (D n , m, k f , k b ).
Proof. The overall structure of the proof is the same as in the proof of Theorem 4.3. We consider the same sets A I , for all I ⊆ {1, . . , n}. The stream S I is chosen in the same way as in the proof of Theorem 4.3, i.e., for each i ∈ I, the stream S I carries data item a i at position i; and for each i ∈ I, it carries data item b i at position i.
Similarly as in the proof of Theorem 4.3, the stream T I contains the same data items as S I . Now, however, the order in which the elements occur in T I is a bit more elaborate. For fixing this order, we choose the following parameters:
We subdivide the set {1, . . , n} into v 1 consecutive blocks B 1 , . . . , B v of equal size n v 1
. I.e., for each j ∈ {1, . . , v 1 }, block B j consists of the indices in { (j−1)
Afterwards, we further subdivide each block B j into v 2 consecutive subblocks of equal size Finally, we are ready to fix the order in which the elements in A I occur in the stream T I : For each i ∈ I, the stream T I carries data item a i at position π(i); and for each i ∈ I, it carries data item b i at position π(i).
In the same way as in the proof of Theorem 4.3, we write D(I 1 , I 2 ) to denote the input instance S I 1 and T I 2 .
A pair of heads (h S , h T ) is called mixed if one of the heads is a forward head and the other is a backward head. Since π reverses the order of the blocks B 1 , . . , B v 1 , it is straightforward to see that every non-mixed pair of heads can check at most one of the blocks B 1 , . . , B v 1 . Since there are v 1 blocks, but only (v 1 − 1) non-mixed pairs of heads, we know that for all I 1 , I 2 ⊆ {1, . . , n} there exists a block B j that is not checked by any non-mixed pair of heads during A's run on input D(I 1 , I 2 ).
The same averaging argument as in the proof of Theorem 4.3 thus tells us that there is a j 1 ∈ {1, . . , v 1 } and a set X ′ 0 ⊆ {I : I ⊆ {1, . . , n}} such that • for each I ∈ X ′ 0 , block B j 1 is not checked by any non-mixed pair of heads during A's run on input D(I, I), and
From our particular choice of π, it is straightforward to see that every mixed pair of heads can check at most one of the subblocks B 1 . Since there are v 2 such subblocks, but only (v 2 − 1) mixed pairs of heads, there must be a j 2 ∈ {1, . . , v 2 } and a set X 0 ⊆ X ′ 0 such that
• for each I ∈ X 0 , subblock B is not checked by any pair of heads during A's run on input D(I, I), and
For the remainder of the proof we fixB := B j 2 j 1 , and we let k := 2k f + 2k b denote the total number of heads. Using these notations, the rest of the proof can be taken vertatim from the proof of Theorem 4.3.
The proof of Theorem 4.6 is implicit in [14] (see Theorem 5.11 in [14] ). There, however, the proof is formulated in the terminology of a different machine model, the so-called finite cursor machines.
Final remarks
Several questions concerning the computational power of mp2s-automata occur naturally. On a technical level, it would be nice to determine the exact complexity of the set disjointness problem with respect to mp2s-automata. In particular: Is the upper bound provided by Proposition 4.2 optimal? Can backward scans significantly help for solving the set disjointness problem? Are √ n heads really necessary for solving the set disjointness problem when only a sub-exponential number of states are available?
A more important task, however, is to consider also randomized versions of mp2s-automata, to design efficient randomized approximation algorithms for particular problems, and to develop techniques for proving lower bounds in the randomized model.
