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Abstract
We investigate the zeros of Epstein zeta functions associated with a positive definite
quadratic form with rational coefficients. Davenport and Heilbronn, and also Voronin,
proved the existence of zeros of Epstein zeta functions off the critical line when the class
number of the quadratic form is bigger than 1. These authors give lower bounds for
the number of zeros in strips that are of the same order as the more easily proved upper
bounds. In this paper, we improve their results by providing asymptotic formulas for the
number of zeros.
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1 Introduction
Let Q(x, y) = ax2 + bxy + cy2 be a positive definite quadratic form with a fundamental
discriminant d, where a, b, c ∈ Z and d|D = b2 − 4ac < 0. The Epstein zeta function
associated with Q is defined by
E(s,Q) =
∑
′
Q(m,n)−s (Re s > 1),
∗This work was supported by the Korea Research Foundation Grant funded by the Korean Govern-
ment(MOEHRD, Basic Research Promotion Fund)(KRF-2008-313-C00009).
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2where the sum is over all integers m,n not both zero. It has an analytic continuation to the
whole complex plane, except for the point s = 1, and it satisfies the functional equation(√−D
2π
)s
Γ(s)E(s,Q) =
(√−D
2π
)1−s
Γ(1− s)E(1− s,Q).
It is well known that the non equivalent quadratic forms of discriminant d correspond one-
to-one to the classes of ideals in the quadratic field Q(
√
D). The number of representations
of n by a quadratic form is the number of integral ideals of norm n in the corresponding ideal
class, times the number w of roots of unity in Q(
√
D). Thus, it follows that
E(s,Q) =
w
h(D)
∑
χ
χ¯(aQ)L(s, χ).
Here h(D) is the class number, aQ is any integral ideal in the ideal class corresponding to the
equivalence class of Q,
∑
χ is a sum over all characters of the class group, and L(s, χ) is the
Hecke L-function defined by
L(s, χ) =
∑
n
χ(n)
N(n)s
=
∏
p
(
1− χ(p)
N(p)s
)−1
(Re s > 1),
where N is the norm. Let P0 be the set of primes p which are squares of prime divisors p of
Q(
√
D), that is, p = p2. We note that χ(p) = ±1 and p|D in this case. Let P1 be the set of
primes p which remain prime in the ring of integers of Q(
√
D), that is, p = p. Also, let P2 be
the set of primes p which split completely in Q(
√
D) so that p = pp′, say. Then, we have
L(s, χ) =
∏
p∈P0
(
1− χ(p)
ps
)−1 ∏
p∈P1
(
1− 1
p2s
)−1 ∏
p∈P2
(
1− 2Reχ(p)
ps
+
1
p2s
)−1
.
Since L(s, χ) = L(s, χ¯), we can write
E(s,Q) =
J∑
j=1
ajL(s, χj)
in which χj 6= χk and χj 6= χ¯k for j 6= k, and the coefficients aj satisfy aj = wh(D)−1χj(aQ)
for real characters χj , and aj = 2wh(D)−1Reχj(aQ) for complex characters χj . Here J is the
number of real characters plus one-half the number of complex characters so that, in particular,
J = 1 if and only if h(D) = 1.
When h(D) = 1, E(s,Q) has an Euler product and is expected to satisfy the analogue
of the Riemann hypothesis. In contrast, when h(D) > 1, we expect E(s,Q) to behave quite
differently. For example, Bombieri and Hejhal [1] studied the zero distribution of linear com-
binations of the form F (s) =
∑J
j=1 bje
iαjLj(s), where the L-functions all satisfy the same
functional equation, the αj’s are certain real numbers related to the functional equation, and
3the bj’s are arbitrary real coefficients. The Epstein zeta functions we are considering are of
this form. Assuming the generalized Riemann Hypothesis for Lj(s) and a weak hypothesis
about the spacing of the zeros of Lj(s), they proved that almost all the zeros of F (s) are sim-
ple and on the critical line Re s = 1/2. In addition, Hejhal [7] announced that except for a set
of bj’s with small measure, the number of zeros of F (s) in Re s > σ, T 6 Im s 6 T +H is
of order
H
(σ − 1
2
)
√
log log T
for
1
2
+
(log log T )κ
(log T )
6 σ 6
1
2
+
1
(log T )δ
,
and c1Tw 6 H 6 c2T , where κ > 2, 0 < δ < 1, and 1/2 < w 6 1. This generalized his
earlier result [6] for the case J = 2 (see also Selberg [11]). A little further to the right of the
line σ = 1/2 we have the following result of Voronin [13] (or see Chapter 7 of [9]).
Theorem 1.1 (Voronin). Let D be a negative integer. Suppose that the class number of the
field Q(√D) is greater than 1 and that Q is a quadratic form with integer coefficients whose
discriminant is equal to the discriminant ofQ(√D). Then for any σ1 and σ2 with 1/2 < σ1 <
σ2 < 1 and for T sufficiently large, the region σ1 < Re s < σ2, |Im s| < T contains at least
cT zeros of E(s,Q), where c = c(σ1, σ2, Q) > 0 does not depend on T .
Earlier, Davenport and Heilbronn [5] had shown that when h(D) > 1, E(s,Q) has in-
finitely many zeros in Re s > 1. Recently, Bombieri and Mueller [2] investigated the zeros of
some specific Epstein zeta functions. Define σ(Q) = sup{Re ρ : E(ρ,Q) = 0} for a quadratic
form Q and let Q1(m,n) = m2 + 5n2 and Q2(m,n) = 2m2 + 2mn + 3n2. Bombieri and
Mueller evaluate σ(Q1) and σ(Q2) numerically and investigate the zeros of E(s,Q1) near the
line Re s = σ(Q1). They also prove the following theorem.
Theorem 1.2 (Bombieri and Mueller). Let 1 < σ1 < σ2 < σ(Qi). Then the number of zeros
of E(s,Qi) in σ1 < Re s < σ2, 0 < Im s < T has exact order T .
Our main theorem improves the results of Davenport and Heilbronn, Voronin, and Bombieri
and Mueller by providing an asymptotic formula for the number of zeros in strips.
Theorem 1.3. Assume the same hypothesis as in Theorem 1.1. Then E(s,Q) has c T + o(T )
zeros in any region σ1 < Re s < σ2, |Im s| < T , with 1/2 < σ1 < σ2, where c ≥ 0 and c is a
function of σ1, σ2, and Q. If σ1 ≤ 1, then c > 0. In the special cases Q1(m,n) = m2 + 5n2
andQ2(m,n) = 2m2+2mn+3n2, we have c > 0 provided that 1/2 < σ1 < σ(Qi) (i = 1, 2).
Based on his work in [10], Ki predicted Theorem 1.3 for Q1 and Q2 in his AMS review of
Bombieri and Mueller’s paper.
We prove Theorem 1.3 in §3.1 and §3.2. When h(D) = 2 or 3, the Epstein zeta function is
a linear combination of two Hecke L-functions. In these cases the proof is a straightforward
4application of methods found in Borchsenius and Jessen [3] and we present it in §3.1. When
the Epstein zeta function is a linear combination of more than two Hecke L-functions, we
are not able to prove the positivity of the constant c inside the critical strip by our method.
Fortunately, Voronin’s result (Theorem 1.1) guarantees positivity in this case. We explain this
in §3.2.
We expect, but are not able to prove, that the constant c in Theorem 1.3 is positive when
1 < σ1 < σ2 < σ(Q) for all positive definite binary quadratic forms Q with integer coeffi-
cients, and not just for Q1 and Q2. However, we provide several partial results in this direction
in §4.
A consequence of the proof of our main theorem is the following result.
Theorem 1.4. Assume the same hypothesis as in Theorem 1.1. Let σ0 > 12 be fixed. Then, the
number of zeros ρ of E(s,Q) with Re ρ = σ0 and 0 < Im ρ < T is o(T ) as T →∞.
We give the proof at the end of §3.2.
2 Preliminaries
We begin with a few background definitions and facts, many of which may be found in Borch-
senius and Jessen [3].
Let f(s) = f(σ + it) be almost periodic in the strip [α, β] and not identically zero, and
define the Jensen function of f(s) by
ϕf(σ) = lim
T2−T1→∞
1
T2 − T1
∫ T2
T1
log |f(σ + it)|dt.
Then the convergence is uniform in the interval [α, β], and ϕf(σ) is a convex function of σ.
A distribution function in CJ is a completely additive, nonnegative set function µ(B) de-
fined for all Borel sets B ⊆ CJ with µ(CJ) < ∞. A set B is called a continuity set of µ if
µ(closure of B) = µ(interior of B). A sequence of distribution functions µn is said to con-
verge to µ, written µn → µ, if there exists a distribution function µ such that µn(B) → µ(B)
for all continuity sets of µ. We have µn → µ if and only if
∫
CJ
h(x)dµn(x)→
∫
CJ
h(x)dµ(x)
holds for all bounded continuous functions h(x) in CJ .
A distribution function µσ depending on a parameter σ ∈ (α, β) is said to depend con-
tinuously on σ, if µσn → µσ0 for any sequence σn in (α, β) converging to σ0. A distribution
function µ is called absolutely continuous if µ(B) = 0 for every Borel set B of measure
0. This is the case if and only if there exists an integrable function F (x) in CJ such that
5µ(B) =
∫
B
F (x)dx for any Borel set B; here dx is the Lebesgue measure
∏J
j=1 dxjdx
′
j for
x = (x1 + ix
′
1, . . . , xJ + ix
′
J ) ∈ CJ . We call F (x) the density of µ.
We define the Fourier transform of a distribution function µ as µˆ(y) =
∫
CJ e
ix·ydµ(x),
where x · y =∑Jj=1{xjyj + x′jy′j} is an inner product of x = (x1 + ix′1, . . . , xJ + ix′J) ∈ CJ
and y = (y1 + iy′1, . . . , yJ + iy′J) ∈ CJ . It is uniformly continuous and bounded, and the
maximum of its absolute value is µˆ(0) = µ(CJ). If µˆ = νˆ, then µ = ν. If µn → µ, then
µˆn(y)→ µˆ(y) holds uniformly in ‖y‖ = √y · y 6 a for any a > 0; conversely, if a sequence
of Fourier transforms µˆn(y) is uniformly convergent in ‖y‖ 6 a for any a > 0, then the limit
function is also the Fourier transform of a distribution function µ, and µn → µ. If the integral∫
CJ
‖y‖q|µˆ(y)|dy is finite for an integer q > 0, then µ is absolutely continuous and its density
F (x), determined by the inversion formula F (x) = (2π)−J
∫
CJ
e−ix·yµˆ(y)dy, is continuous
and possesses continuous partial derivatives of order 6 q. Note that
∫
CJ ‖y‖q|µˆ(y)|dy is finite
if for some ǫ > 0, µˆ(y) = O(‖y‖−(2J+q+ǫ)) as ‖y‖ → ∞.
Now we establish a connection between Jensen functions ϕf−x(σ) and distribution func-
tions νσ . For any σ and any interval I = [T1, T2], we define the distribution function of
f(σ + it) with respect to |f ′(σ + it)|2 over the interval t ∈ I by
νσ,I(B) =
1
T2 − T1
∫
Aσ,I(B)
|f ′(σ + it)|2dt,
where Aσ,I(B) denotes the set of points in t ∈ I for which f(σ+it) ∈ B. Then νσ,I converges
to a distribution function νσ as T2− T1 →∞. We call νσ the asymptotic distribution function
of f(σ + it) with respect to |f ′(σ + it)|2. The following proposition, summarizing §9 of [3],
describes a relation between ϕf−x(σ) and νσ.
Proposition 2.1. Let f(s) be almost periodic in the strip [α, β] and not identically zero. Let
νσ be the asymptotic distribution function of f(σ + it) with respect to |f ′(σ + it)|2. Suppose
νσ is absolutely continuous for every σ and its density Gσ(x) is a continuous function of x
and σ. Then the Jensen function ϕf−x(σ) is twice differentiable with second derivative
ϕ′′f−x(σ) = 2πGσ(x). (2.1)
Taking f(s) equal to E(s,Q) or L(s, χ), we see that Proposition 2.1 only applies when
σ > 1 because E(s,Q) and L(s, χ) are almost periodic only in this half-plane. The main
difficulty we face in our proof of Theorem 1.3 is to show that (2.1) also holds in the half-plane
σ > 1/2.
To state our next proposition we require the following definition.
Definition 2.2. Suppose that r > 0 and that f(s), f1(s), f2(s), . . . are functions defined in the
half strip α < Re s < β, Im s > 1, where β may be ∞. Then we say that fn(s) converges in
the mean with index r towards f(s) in [α, β] if and only if
lim sup
T→∞
1
T
∫ T
1
∫ β1
α1
|f(σ + it)− fn(σ + it)|rdσdt→ 0
6as n→∞ for any interval α < α1 < σ < β1 < β.
Proposition 2.3. Let L(s, χ) be a Hecke L-function with χ any character of the ideal class
group of Q(√D), and let E(s,Q) be the Epstein zeta function associated with a positive
definite binary quadratic form Q with integer coefficients. Let Ln(s, χ) =
∏
N(p)6pn
(1 −
χ(p)N(p)−s)−1 and En(s,Q) =
∑J
j=1 ajLn(s, χj), where pn is the n-th prime number. Then
Ln(s, χ) and En(s,Q) converge in mean with index 2 towards L(s, χ) and E(s,Q), respec-
tively, in [1/2,∞].
Proof. We prove that Ln(s, χ) converges in mean with index 2 to L(s, χ) in [1/2,∞]. Then
the convergence of En(s,Q) follows immediately. Based on the approximate functional equa-
tion for L(s, χ), we have∫ T
1
∣∣∣∣∣L(σ + it, χ)− ∑
m6X
bm
mσ+it
∣∣∣∣∣
2
dt≪ T 2−2σ+ǫ
for any ǫ > 0 and σ > 1/2, where X = ct, c =
√|D|/(2π), and L(s, χ) = ∑∞m=1 bmm−s.
Note that bm =
∑
N(n)=m χ(n) and |bm| 6 d(m)≪ mǫ for any ǫ > 0. We also have∫ T
1
∣∣∣∣∣∑
m6pn
bm
mσ+it
−
∑
m6X
bm
mσ+it
∣∣∣∣∣
2
dt≪ Tp1−2σ+ǫn + T 2−2σ+ǫ.
See p.280–282 of [9] for the details. Thus we have
lim sup
T→∞
1
T
∫ T
1
∣∣∣∣∣L(σ + it, χ)− ∑
m6pn
bm
mσ+it
∣∣∣∣∣
2
dt 6 Cp1−2σ+ǫn (2.2)
for some constant C > 0 and any σ > 1/2.
Observe that
Ln(s, χ)−
∑
N(m)6pn
χ(m)
N(m)s
=
∑
N(m)>pn
p|m⇒N(p)6pn
χ(m)
N(m)s
=
∑
m>pn
p|m⇒p6pn
bm
ms
and
∫ T
1
∣∣∣∣∣∣∣∣
∑
m>pn
p|m⇒p6pn
bm
mσ+it
∣∣∣∣∣∣∣∣
2
dt =
∑
m>pn
p|m⇒p6pn
|bm|2
m2σ
(T +O(m))≪ Tp1−2σ+ǫn +
∏
p6pn
(1− p1−2σ+ǫ)−1
for any ǫ > 0. Thus we have
lim sup
T→∞
1
T
∫ T
1
∣∣∣∣∣Ln(σ + it, χ)− ∑
m6pn
bm
mσ+it
∣∣∣∣∣
2
dt 6 Cp1−2σ+ǫn . (2.3)
7We complete the proof by combining (2.2) and (2.3).
To prove Theorem 1.3 we require the following sequence of lemmas.
Lemma 2.4. Let σ > 1/2 and let M and K be fixed positive integers. Let z = (z1, . . . , zK) ∈
CK and w = (w1, . . . , wK) ∈ CK . Define
I(z,w) =
∫ 1
0
· · ·
∫ 1
0
K∏
k=1
n∏
m=1
(
1− c(m, k)e
2πiθm
pσ+zkm
)−1(
1− c(m, k)e
−2πiθm
pσ+wkm
)−1
dθ1 · · · dθn,
where |c(m, k)| 6 1. Then there is a constant A, depending only on M,K, and σ, such that∣∣∣∣∣
K∏
k=1
∂mk+nkI
∂zmkk ∂w
nk
k
(0, 0)
∣∣∣∣∣ 6 A,
whenever
∑K
k=1(mk + nk) 6 M .
Proof.
I(z,w) =
n∏
m=1
∫ 1
0
K∏
k=1
(
1− c(m, k)e
2πiθ
pσ+zkm
)−1(
1− c(m, k)e
−2πiθ
pσ+wkm
)−1
dθ
=
n∏
m=1
∫ 1
0
(
∞∑
l1,··· ,lK=0
c(m, 1)l1 · · · c(m,K)lKe2πiθ(l1+···+lK)
p
σ(l1+···+lK)+(z1l1+···+zK lK)
m
)
×
(
∞∑
r1,··· ,rK=0
c(m, 1)
r1 · · · c(m,K)rKe−2πiθ(r1+···+rK)
p
σ(r1+···+rK)+(w1r1+···+wKrK)
m
)
dθ
=
n∏
m=1
1 + ∞∑
k=1
∑
l1+···+lK=k
r1+···+rK=k
c(m, 1)l1 · · · c(m,K)lKc(m, 1)r1 · · · c(m,K)rK
p
2σk+(z1l1+···+zK lK)+(w1r1+···+wKrK)
m
 .
Let 0 < ǫ < σ − 1/2 and ‖z‖, ‖w‖ 6 ǫ. Since there are (K+k−1
k
)2
solutions to the system of
equations l1 + · · ·+ lK = r1 + · · ·+ rK = k, we have
|I(z,w)| 6
∞∏
m=1
(
1 +
∞∑
k=1
1
p
2k(σ−ǫ)
m
(
K + k − 1
k
)2)
6 AKζ(2(σ − ǫ))K2 .
Applying Cauchy’s integral formula to each variable zk and wk on a circle of radius ǫ/K, we
obtain the result.
8Lemma 2.5. Let δ be fixed positive number and y = (y1 + iy′1, . . . , yJ + iy′J) ∈ CJ . For each
j ≤ J , let fj(x) = ajx + aj,2x2 + aj,3x3 + · · · be a holomorphic function in |x| < ρj whose
first coefficient aj is real. Define
g(y, θ) =
J∑
j=1
(yjRe fj(re2πiθ) + y′jIm fj(re
2πiθ))
for θ ∈ [0, 1]. Then for 0 < r < minj ρj , we have∣∣∣∣∫ 1
0
eig(y,θ)dθ
∣∣∣∣ 6 C√r‖y‖
in the region |∑Jj=1 aj(yj + iy′j)| > δ‖y‖ as ‖y‖ → ∞.
Proof. We have
g(y, θ) = r
(
J∑
j=1
ajyj cos(2πθ) + ajy
′
j sin(2πθ)
)
+O(r2‖y‖)
= r
∣∣∣∣∣
J∑
j=1
aj(yj + iy
′
j)
∣∣∣∣∣ cos(2π(θ − ξ)) +O(r2‖y‖)
for some ξ. Now, if g(y, θ) = 0, then
θ = ξ ± 1
4
+O
( ‖y‖r
|∑Jj=1 aj(yj + iy′j)|
)
= ξ ± 1
4
+O(r),
where |∑Jj=1 aj(yj + iy′j)| > δ‖y‖. Similarly, if g′(y, θ′) = 0, then θ′ = ξ + O(r) or
ξ + 1/2 + O(r), and if g′′(y, θ′′) = 0, then θ′′ = ξ ± 1
4
+ O(r). When θ is close to ξ,
g′′(y, θ) 6= 0. Thus, g′(y, θ) has only two zeros modulo 1. A similar argument argument
shows that g′′(y, θ) also has only two zeros modulo 1.
Let Ik = [ξ + (2k − 1)/8, ξ + (2k + 1)/8] for k = 1, 2, 3, 4. Then, we have∣∣∣∣∫
I1∪I3
eig(y,θ)dθ
∣∣∣∣≪ 1min{|g′(y, θ)| : θ ∈ I1 ∪ I3} ≪ 1r|∑Jj=1 aj(yj + iy′j)| ,∣∣∣∣∫
I2∪I4
eig(y,θ)dθ
∣∣∣∣≪ 1min{√|g′′(y, θ)| : θ ∈ I2 ∪ I4} ≪ 1√r|∑Jj=1 aj(yj + iy′j)| ,
by Lemmas 4.2 and 4.4 of [12]. Adding these estimates, we obtain the result.
The next lemma shows that prime ideals are equally distributed in each ideal class.
9Lemma 2.6. For any ideal class C of Q(√D), we have∑
p∈C
N(p)6x
N(p)∈P2
1 =
1
h(D)
x
log x
+ o
(
x
log x
)
as x→∞; here P2 is the set of rational primes that split completely in Q(
√
D).
This lemma can be proved by Tauberian theorems. Since it is quite standard, we omit the
proof. The lemma following Definition 2.7 is known as Kronecker’s theorem. See §A.8 [9]
for the proof.
Definition 2.7. Let γ : [0,∞) → RN be continuous. We say that the curve γ(t) is uniformly
distributed mod 1 inRN if the following relation holds for every parallelepiped Π = [α1, β1]×
· · · × [αN , βN ], 0 6 αj < βj 6 1 for j = 1, . . . , N:
lim
T→∞
1
T
|{t ∈ [0, T ] : γ(t) ∈ Π mod 1}| =
N∏
j=1
(βj − αj).
Here, γ(t) ∈ Π mod 1 means that γ(t)− y ∈ Π for some y ∈ ZN .
Lemma 2.8. Suppose that the curve γ(t) ∈ RN is uniformly distributed mod 1 in RN , that
F(x) is Riemann integrable on the unit cube [0, 1]N , and F(x) = F(x +m) for any x ∈ RN
and m ∈ ZN . Then
lim
T→∞
1
T
∫ T
0
F(γ(t))dt =
∫ 1
0
· · ·
∫ 1
0
F(x1, . . . , xN)dx1 · · · dxN .
In particular, we can choose γ(t) = γN(t) = (−(t log p1)/(2π), . . . ,−(t log pN)/(2π)).
3 Proof of Theorems 1.3 and 1.4
As we mentioned in §1, the proof of Theorem 1.3 splits naturally into two parts: the case
when E(s,Q) is a sum of exactly two L-funtions, and when it is a sum of more than two. We
handle these two cases separately in §3.1 and §3.2. In both cases we require the following
result, which is Theorem 1 in [3]. Note that the definition of the Jensen function here is
slightly different from our previous one.
Theorem 3.1. Let −∞ 6 α < α0 < β0 < β 6 ∞ and let f1(s), f2(s), . . . be a sequence
of functions almost periodic in [α, β] converging uniformly in [α0, β0] to a function f(s).
Suppose that none of the fn’s is identically zero, that f(s) has an analytic continuation to the
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half strip α < σ < β, t > t0, and, finally, that fn(s) converges in mean to f(s) in [α, β] for
some index p > 0. For any T0 > t0, define the Jensen function of f(s) to be
ϕf(σ) = lim
T→∞
1
T − T0
∫ T
T0
log |f(σ + it)|dt.
(Note that this is independent of the choice of T0.) Then the convergence is uniform in the
interval [α, β], ϕfn(σ) converges uniformly to ϕf(σ) in [α, β] as n→∞, and ϕf(σ) is convex
in (α, β). For every strip (σ1, σ2), where α < σ1 < σ2 < β, and for T0 > t0, the two relative
frequencies of zeros defined by
Hf (σ1, σ2) = lim inf
T→∞
Nf(σ1, σ2;T0, T )
T − T0 ,
Hf(σ1, σ2) = lim sup
T→∞
Nf (σ1, σ2;T0, T )
T − T0 ,
where Nf(σ1, σ2;T0, T ) denotes the number of zeros of f(s) in the rectangle σ1 < σ < σ2,
T0 < t < T , satisfy the inequalities
1
2π
(ϕ′f(σ2−)− ϕ′f (σ1+)) 6 Hf(σ1, σ2) 6 Hf(σ1, σ2) 6
1
2π
(ϕ′f(σ2+)− ϕ′f (σ1−)). (3.1)
3.1 Sums of two Hecke L-functions
When h(D) = 2 or 3, E(s,Q) is a linear combination of two Hecke L-functions. We assume
this to be the case and write E(s,Q) = a1L(s, χ1) + a2L(s, χ2), where χ1 is the principal
character, χ2 6= χ1, and neither ai is 0. By Proposition 2.3 and Theorem 3.1, for any fixed
1/2 < σ1 < σ2, the Jensen functions ϕEn and ϕLn , where En(s,Q) and Ln(s, χj) are de-
fined in Proposition 2.3, converge uniformly in [σ1, σ2] to ϕE and ϕL, respectively. By direct
calculation, we see that
ϕLn(σ) = Re
[
lim
T→∞
1
T
∫ T
1
logLn(σ + it, χ)dt
]
= 0,
so that ϕL(σ) = 0 for σ > 1/2. Thus,
ϕE(σ) = lim
T→∞
1
T
∫ T
1
log
∣∣∣∣L(σ + it, χ2)L(σ + it, χ1) + a
∣∣∣∣ dt + log |a2| = ϕh+a(σ) + log |a2|,
ϕEn(σ) = lim
T→∞
1
T
∫ T
1
log
∣∣∣∣Ln(σ + it, χ2)Ln(σ + it, χ1) + a
∣∣∣∣ dt+ log |a2| = ϕhn+a(σ) + log |a2|, (3.2)
where h(s) = L(s, χ2)/L(s, χ1), hn(s) = Ln(s, χ2)/Ln(s, χ1), and a = a1a−12 . We want to
show that ϕE (equivalently ϕh+a) has a continuous derivative for σ > 1/2. For then, by (3.1),
we would have
NE(σ1, σ2; 0, T ) =
T
2π
(ϕ′E(σ2)− ϕ′E(σ1)) + o(T ). (3.3)
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Let µn,σ be the asymptotic distribution function of hn(σ+ it) with respect to |h′n(σ+ it)|2.
Since hn(s) is almost periodic in σ > 0, Proposition 2.1 implies that
ϕ′′hn−x(σ) = 2πHn,σ(x), (3.4)
provided that µn,σ is absolutely continuous for each σ > 0 and each n, and that its density
Hn,σ(x) is continuous in x and σ. Define
Ln(σ, χj ; θ) =
∏
m6n
fm,σ,j(θm), (3.5)
where θ = (θ1, . . . , θn) and
fm,σ,j(θ) =

(1− χj(pm)p−σm e2πiθ)−1 if pm = p2m,
(1− p−2σm e4πiθ)−1 if pm = pm,
(1− 2(Reχj(pm))p−σm e2πiθ + p−2σm e4πiθ)−1 if pm = pmp′m, pm 6= p′m.
(3.6)
Then we have Ln(σ + it, χj) = Ln(σ, χj; γn(t)), where γn(t) is defined in Lemma 2.8. By
Lemma 2.8 and (3.2), we have
ϕEn(σ) =
∫
In
log
∣∣∣∣Ln(σ, χ2; θ)Ln(σ, χ1; θ) + a
∣∣∣∣ dθ + log |a2|,
where In = [0, 1]n, θ = (θ1, θ2, . . . , θn), and dθ = dθ1 · · ·dθn.
Next we define a distribution function by
νn,σ(B) =
∫
h−1n,σ(B)
∣∣h′n,σ(θ)∣∣2 dθ, (3.7)
where hn,σ(θ) = Ln(σ, χ2; θ)/Ln(σ, χ1; θ), and let Gn,σ denote its density function. Here
h′n,σ =
∂
∂σ
hn,σ. Observe that by Lemma 2.8,
µ̂n,σ(y) =
∫
C
eix·ydµn,σ(x) = lim
T→∞
1
T
∫ T
1
eihn(σ+it)·y|h′n(σ + it)|2dt
=
∫
In
eihn,σ(θ)·y|h′n,σ(θ)|2dθ = ν̂n,σ(y),
where x · y = Re xRe y + ImxIm y for x, y ∈ C. It follows that
µn,σ = νn,σ and Hn,σ = Gn,σ. (3.8)
Similarly, for gn,σ(θ) = logLn(σ, χ2; θ)− logLn(σ, χ1; θ) we define
λn,σ(B) =
∫
g−1n,σ(B)
∣∣g′n,σ(θ)∣∣2 dθ. (3.9)
By applying Theorems 5–9 of [3] to λn,σ and νn,σ in a straightforward way, we obtain the
following two theorems.
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Theorem 3.2. For any σ > 0, the distribution functions λn,σ are absolutely continuous for
n > n0 with continuous densities Fn,σ(x) which possess continuous partial derivatives of
order less than q for n > nq. If σ > 1/2, λn,σ converges as n→∞ to some distribution func-
tion λσ which is absolutely continuous with continuous density Fσ(x) possessing continuous
partial derivatives of arbitrarily high order. The functions Fn,σ(x) and their partial deriva-
tives converge uniformly to Fσ(x) and its partial derivatives as n → ∞. If 1/2 < σ 6 1,
then Fσ(x) > 0 for all x. If 1/2 < σ < 1, then Fσ(x1 + ix2) is an entire function of the two
variables x1 and x2. The distribution functions all depend continuously on σ, and their den-
sities and the partial derivatives of the densities are continuous functions of x and σ together.
Further, if 1
2
< α < β, the convergence of Fn,σ(x) and their partial derivatives is uniform
in x and σ together for all x and α 6 σ 6 β. If c > 0 is arbitrary and 1/2 < α < β, the
functions Fσ(x) and Fn,σ(x), n > n0 have a majorant of the form K0e−c|x|2 for α 6 σ 6 β,
and for every q the partial derivatives of Fσ(x) and Fn,σ(x), n > nq of order less than q, have
a majorant of the form Kqe−c|x|2 .
Theorem 3.3. For σ > 0 the distribution functions νn,σ defined in (3.7) are of the form
νn,σ(B) =
∫
Blog
e2Re xdλn,σ(x), where Blog = {x ∈ C|ex ∈ B} and λn,σ(x) is defined in
(3.9). For n > n0 they are absolutely continuous with continuous densities Gn,σ(x) that
are zero if x = 0 and are given by Gn,σ(x) =
∑
ez=x Fn,σ(z) if x 6= 0 . For n > nq
the densities possess continuous partial derivatives of order less than q. If σ > 1/2, the
distribution functions νn,σ converge for n→∞ to a distribution function νσ given by νσ(B) =∫
Blog
e2Re xdλσ(x). The latter function is absolutely continuous and has a continuous density
Gσ(x) which is zero if x = 0 and, if x 6= 0, is given by Gσ(x) =
∑
ez=x Fσ(z). The density
Gσ(x) possesses continuous partial derivatives of arbitrarily high order which all vanish for
x = 0. The functions Gn,σ and their partial derivatives converge uniformly to Gσ(x) and its
partial derivatives when n → ∞. If 1/2 < σ 6 1, then Gσ(x) > 0 for all x 6= 0. If 1/2 <
σ < 1, then Gσ(ex1+ix2) is an entire function of the two variables x1, x2. The distribution
function νσ depends continuously on σ and its density Gσ, and the partial derivatives of Gσ
are continuous functions of x and σ together. Further, if 1/2 < α < β, then the convergence
of the Gn,σ(x) and their partial derivatives to Gσ(x) and its partial derivatives is uniform in
x and σ together for all x and α 6 σ 6 β. If c > 0 is arbitrary and 1/2 < α < β, then the
functions Gσ(x) and Gn,σ(x), n > n0, have for α 6 σ 6 β and for x 6= 0 a majorant of the
form K0e−c log2 |x|. Moreover, for every q and n > nq, the partial derivatives of Gσ(x) and
Gn,σ(x) of order less than q have for x 6= 0 a majorant of the form Kqe−c log2 |x|.
By (3.4), (3.8) and Theorem 3.3, ϕ′′hn+a(σ) = 2πGn,σ(−a) and it converges to 2πGσ(−a)
uniformly for σ ∈ [σ1, σ2]. Thus, we have ϕ′′E(σ) = ϕ′′h+a(σ) = 2πGσ(−a) and, by (3.3),
NE(σ1, σ2; 0, T ) = T
∫ σ2
σ1
Gσ(−a)dσ + o(T ). (3.10)
This gives the first assertion of Theorem 1.3 when the Epstein zeta function is a linear combi-
nation of two Hecke L-functions. The second assertion, that the integral here is positive (again
for a sum of two L-functions), follows because by Theorem 3.3 Gσ(−a) > 0 for 12 < σ 6 1.
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The proof of the final assertion of Theorem 1.3 concerning the special positive definite bi-
nary quadratic forms Q1 and Q2 follows from Theorem 1.2 and the fact that (3.10) holds for
1/2 < σ1 < σ2. This concludes the proof of Theorem 1.3 when the Epstein zeta function is a
linear combination of two Hecke L-functions.
3.2 Sums of at least three Hecke L-functions
Now we consider the case of Epstein zeta functions of the form E(s,Q) =
∑J
j=1 ajL(s, χj)
with J > 3. By Proposition 2.3 and Theorem 3.1, ϕEn−x(σ) converges to ϕE−x(σ) uniformly
for σ1 6 σ 6 σ2 as n→∞.
Define µn,σ to be the asymptotic distribution function ofEn(σ+it) with respect to |E ′n(σ+
it)|2. We also define
En,σ(θ) =
J∑
j=1
ajLn(σ, χj; θ) (3.11)
on θ ∈ [0, 1]n, and
νn,σ(B) =
∫
E−1n,σ(B)
|E ′n,σ(θ)|2dθ (3.12)
for Borel sets B ⊆ C, where E ′n,σ = ∂∂σEn,σ. By the same argument that leads to (3.8), we
have µn,σ = νn,σ.
To prove Theorem 1.3 for sums of three or more Hecke L-functions, we begin with the
following observation. Suppose that the distribution function νn,σ is absolutely continuous for
each σ and that its density Gn,σ(x) is continuous in both x and σ. By Proposition 2.1, it would
then follow that ϕ′′En−x(σ) = 2πGn,σ(x). If, in addition, we knew that for each x, Gn,σ(x)
converges to Gσ(x) uniformly for σ1 6 σ 6 σ2 as n → ∞, then we would also have that
ϕ′′E−x(σ) = 2πGσ(x). Thus, by Theorem 3.1,
NE−x(σ1, σ2; 0, T ) = T
∫ σ2
σ1
Gσ(x)dσ + o(T ).
Putting x = 0, we would then have from Voronin’s result (Theorem 1.1) that
lim
T→∞
1
T
NE(σ1, σ2; 0, T ) =
∫ σ2
σ1
Gσ(0)dσ > 0, (3.13)
where 1
2
< σ1 < σ2 < 1. Hence, to complete our proof, it suffices to confirm the three
assumptions above. We will prove that ν̂n,σ(y) converges uniformly on |y| 6 a and σ1 6 σ 6
σ2 for any a > 0, and that there are K, d, n0, ǫ > 0 satisfying
|ν̂n,σ(y)| 6 K|y|−(2+ǫ) (3.14)
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for |y| > d, n > n0 and σ1 6 σ 6 σ2. The equation (3.14) and the facts about the Fourier
transform of a distribution function in the beginning of §2 imply the first assumption on νn,σ.
By the inversion formula Gn,σ(x) = (2π)−1
∫
C
e−ix·yν̂n,σ(y)dy, the equation (3.14) and the
uniform convergence of ν̂n,σ(y) for any |y| 6 a and σ ∈ [σ1, σ2] imply the other assumptions.
We first prove the uniform convergence of ν̂n,σ(y) for |y| 6 a and σ1 6 σ 6 σ2 using an
upper bound for ν̂n+1,σ(y)− ν̂n,σ(y). By (3.12) we have
ν̂n,σ(y) =
∫
[0,1]n
eiEn,σ(θ)·y
∣∣E ′n,σ(θ)∣∣2 dθ. (3.15)
From the definition of Ln(σ, χj ; θ) and fn,σ,j(θ) in (3.5) and (3.6), respectively, we have
En+1,σ(θn+1) =
J∑
j=1
ajLn+1(σ, χj ; θn+1) =
J∑
j=1
ajLn(σ, χj ; θ)fn+1,σ,j(θn+1)
for θn+1 = (θ, θn+1) = (θ1, . . . , θn, θn+1) ∈ [0, 1]n+1. We shall only consider the case
fn+1,σ,j(θn+1) =
(
1− wj,n+1e
2πiθn+1
(pn+1)σ
+
e4πiθn+1
(pn+1)2σ
)−1
in (3.6) for wj,n = 2Re [χj(pn)] since the others are easier and may be handled in the same
way. Writing Ln = Ln(σ, χj; θ) and L′n = L′n(σ, χj ; θ), we see that
En+1,σ(θn+1)
=
J∑
j=1
ajLn(σ, χj; θ)
(
1 +
wj,n+1e
2πiθn+1
(pn+1)σ
)
+O
(∑
j |Ln|
(pn+1)2σ
)
= En,σ(θ) +
e2πiθn+1
(pn+1)σ
J∑
j=1
ajwj,n+1Ln(σ, χj; θ) +O
(∑
j |Ln|
(pn+1)2σ
)
,
(3.16)
and similarly
E ′n+1,σ(θn+1)
= E ′n,σ(θ) +
e2πiθn+1
(pn+1)σ
J∑
j=1
ajwj,n+1(L
′
n(σ, χj ; θ)− log pn+1Ln(σ, χj ; θ))
+O
(∑
j(|Ln| log pn+1 + |L′n|)
(pn+1)2σ
)
.
From the latter we find that
|E ′n+1,σ(θn+1)|2
=|E ′n,σ(θ)|2 + 2Re
[
E ′n,σ(θ)
e2πiθn+1
(pn+1)σ
J∑
j=1
ajwj,n+1(L
′
n(σ, χj ; θ)− log pn+1Ln(σ, χj ; θ))
]
+Rn,σ(θ),
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where
Rn,σ(θ)≪
(1 +
∑
j |L′n|)(
∑
j |Ln| log pn+1 + |L′n|)
(pn+1)2σ
+
(
∑
j |Ln| log pn+1 + |L′n|)2
(pn+1)4σ
.
Hence, we have
ν̂n+1,σ(y) =
∫
[0,1]n
∫ 1
0
eiEn+1,σ(θn+1)·y|E ′n,σ(θ)|2dθn+1dθ
+
∫
[0,1]n
∫ 1
0
eiEn+1,σ(θn+1)·y
2
(pn+1)σ
Re
(
E ′n,σ(θ)e
2πiθn+1
J∑
j=1
ajwj,n+1(L
′
n(σ, χj; θ)− log pn+1Ln(σ, χj ; θ))}
)
dθn+1dθ
+O
(∫
[0,1]n
Rn,σ(θ)dθ
)
(3.17)
We apply Lemma 2.4 to the error term. Let K = 2 and define c(m, 1) and c(m, 2) for m 6 n
by
c(m, 1) =

χj(pm) if pm = p
2
m,
1 if pm = pm,
χj(pm) if pm = pmp
′
m, pm 6= p′m
and
c(m, 2) =

0 if pm = p
2
m,
−1 if pm = pm,
χj(pm) if pm = pmp
′
m, pm 6= p′m.
Then we have
I(z,w) =
∫
[0,1]n
Ln(σ + z, χj ; θ)Ln(σ + w, χj; θ)dθ
for z = (z, z) and w = (w,w). By Lemma 2.4, we have
I(0, 0) =
∫
[0,1]n
|Ln(σ, χj ; θ)|2dθ 6 A (3.18)
and
∂2I
∂z∂w
(0, 0) =
∫
[0,1]n
|L′n(σ, χj ; θ)|2dθ 6 A (3.19)
for some A > 0. Hence, by the Cauchy-Schwarz inequality we have∫
[0,1]n
Rn,σ(θ)dθ ≪ log pn+1
(pn+1)2σ
.
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We now wish to show that ν̂n+1,σ(y) − ν̂n,σ(y) is small. By (3.17) and our estimate for the
error term, we have
ν̂n+1,σ(y)− ν̂n,σ(y)
=
∫
[0,1]n
∫ 1
0
(eiEn+1,σ(θn+1)·y − eiEn,σ(θ)·y)|E ′n,σ(θ)|2dθn+1dθ
+
2
(pn+1)σ
∫
[0,1]n
∫ 1
0
eiEn+1,σ(θn+1)·yRe
(
E ′n,σ(θ)e
2πiθn+1
J∑
j=1
ajwj,n+1(L
′
n(σ, χj ; θ)− log pn+1Ln(σ, χj ; θ))}
)
dθn+1dθ
+O
(
log pn+1
(pn+1)2σ
)
.
(3.20)
To treat the second term on the right-hand side above, we note that by (3.16)∫ 1
0
eiEn+1,σ(θ,θn+1)·ye±2πiθn+1dθn+1
=
∫ 1
0
eiEn,σ(θ)·ye±2πiθn+1
(
1 +O
(∑
j |Ln|
(pn+1)σ
))
dθn+1 ≪
∑ |Ln|
(pn+1)σ
.
(3.21)
To treat the first term we use∫ 1
0
eiEn+1,σ(θn+1)·y − eiEn,σ(θ)·ydθn+1
=ieiEn,σ(θ)·y
∫ 1
0
y ·
(
e2πiθn+1
∑
j
ajLn(σ, χj; θ)
wj,n+1
(pn+1)σ
)
dθn+1 +O
(∑ |Ln|+ |Ln|2
(pn+1)2σ
)
≪
∑ |Ln|+ |Ln|2
(pn+1)2σ
.
(3.22)
for |y| 6 a. By (3.20)–(3.22), we now see that
ν̂n+1,σ(y)− ν̂n,σ(y)
≪ 1
(pn+1)2σ
∫
[0,1]n
(∑
j
|Ln|+ |Ln|2
)
|E ′n,σ(θ)|2dθ
+
1
(pn+1)2σ
∫
[0,1]n
(∑
j
|Ln|
)
|E ′n,σ(θ)|
(∑
j
|L′n|+ log pn+1|Ln|
)
dθ +
log pn+1
(pn+1)2σ
.
Similarly to the equations (3.18) and (3.19), we can apply Lemma 2.4 to see that∫
[0,1]n
|Ln(σ, χj ; θ)|2κdθ 6 Aκ
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and ∫
[0,1]n
|L′n(σ, χj ; θ)|2κdθ 6 Aκ
for any positive integer κ. Using these bounds and the Cauchy-Schwartz inequality, we obtain
ν̂n+1,σ(y)− ν̂n,σ(y)≪ log pn+1
(pn+1)2σ
uniformly for |y| 6 a. It follows that for any m > n
ν̂m,σ(y)− ν̂n,σ(y)≪
∞∑
p>pn
log p
p2σ
≪ (pn)1−2σ.
Therefore, ν̂n,σ(y) converges uniformly for |y| 6 a and σ1 6 σ 6 σ2 as n→∞.
Finally, we prove that there are K, d, n′, ǫ > 0 satisfying |ν̂n,σ(y)| 6 K|y|−(2+ǫ) for |y| >
d and all n > n′. By (3.11) and (3.15) we have
ν̂n,σ(y) =
∫
[0,1]n
eiEn,σ(θ)·y|E ′n,σ(θ)|2dθ
=
J∑
j=1
|aj|2
∫
[0,1]n
eiEn,σ(θ)·y|L′n(σ, χj ; θ)|2dθ
+
∑
j 6=l
a¯jal
∫
[0,1]n
eiEn,σ(θ)·yL′n(σ, χj ; θ)L
′
n(σ, χl; θ)dθ.
(3.23)
To bound this we follow the theory developed in Chapter 2 of Borchsenius and Jessen [3],
which requires a number of definitions.
For θ ∈ [0, 1]n, we define
Ln,σ(θ) = (Ln(σ, χ1; θ), . . . , Ln(σ, χJ ; θ))
and
Mn,σ(θ) = (logLn(σ, χ1; θ), . . . , logLn(σ, χJ ; θ)).
Let B ⊆ CJ be a Borel set, let 1 6 j, l 6 J , j 6= l, and let σ > 1
2
. We define distribution
functions
λn,σ;j(B) =
∫
M−1n,σ(B)
∣∣∣∣L′nLn (σ, χj ; θ)
∣∣∣∣2 dθ,
λn,σ;j,l;δ(B) =
∫
M
−1
n,σ(B)
∣∣∣∣L′nLn (σ, χj ; θ) + δL
′
n
Ln
(σ, χl; θ)
∣∣∣∣2 dθ
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for δ = ±1,±i, and their Fourier transforms as
λ̂n,σ;j(y) =
∫
CJ
eix·ydλn,σ;j(x),
λ̂n,σ;j,l;δ(y) =
∫
CJ
eix·ydλn,σ;j,l;δ(x),
where x = (x1+ix′1, . . . , xJ+ix′J), y = (y1+iy′1, . . . , yJ+iy′J) and x·y =
∑J
j=1(xjyj+x
′
jy
′
j).
Then we have
λ̂n,σ;j(y) =
∫
[0,1]n
eiMn,σ(θ)·y
∣∣∣∣L′nLn (σ, χj ; θ)
∣∣∣∣2 dθ,
λ̂n,σ;j,l;δ(y) =
∫
[0,1]n
eiMn,σ(θ)·y
∣∣∣∣L′nLn (σ, χj ; θ) + δL
′
n
Ln
(σ, χl; θ)
∣∣∣∣2 dθ.
Since logLn(σ, χh; θ) =
∑n
k=1 log fk,σ,h(θk) and L′n/Ln(σ, χh; θ) =
∑n
k=1 f
′
k,σ,h/fk,σ,h(θk),
we have
λ̂n,σ;j(y) =
n∑
m=1
K2,m(y)
∏
k 6=m
K0,k(y) +
∑
m6=m′
K1,m(−y)K1,m′(y)
∏
k 6=m,m′
K0,k(y), (3.24)
where
K0,k(y) =
∫ 1
0
ei
∑J
h=1 log fk,σ,h(θ)·(yh+iy
′
h
)dθ,
K1,k(y) =
∫ 1
0
ei
∑J
h=1 log fk,σ,h(θ)·(yh+iy
′
h
)
f ′k,σ,j
fk,σ,j
(θ)dθ,
K2,k(y) =
∫ 1
0
ei
∑J
h=1 log fk,σ,h(θ)·(yh+iy
′
h
)
∣∣∣∣f ′k,σ,jfk,σ,j (θ)
∣∣∣∣2 dθ.
As an easy consequence of the definitions of the Ki,k(y), i = 0, 1, 2, we see that
|K0,k(y)| 6 1, (3.25)
|K2,k(y)| 6 C log
2 pk
p2σk
, (3.26)
and
K1,k(y) =
∫ 1
0
(
1 +O
(‖y‖
pσk
))
f ′k,σ,j
fk,σ,j
(θ)dθ≪ ‖y‖ log pk
p2σk
, (3.27)
where C is a positive absolute constant. By Lemma 2.5 we also have
|K0,k(y)| 6 Cp
σ/2
k√‖y‖ (3.28)
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provided that pk ∈ P2 is sufficiently large and y ∈ CJ satisfies∣∣∣∣ J∑
h=1
(Reχh(pk))(yh + iy′h)
∣∣∣∣ > ‖y‖/7; (3.29)
here pk is either of the two primes ideals lying above pk. Note that if pk = pkp′k, then
Reχh(pk) = Reχh(p′k), so the value of the sum is the same for either. We wish to show that
for each y this condition is met by the pk’s in at least one of the h(D) ideal classes. To this
end, we consider the sum
∑
p
∣∣∑J
h=1(Reχh(p))bh
∣∣2
, where the sum is over one representative
prime ideal from each of the h(D) ideal classes and bh ∈ C. We note that χh 6= χh′ and
χh 6= χ¯h′ for h 6= h′. By letting bχ = bh for a real character χ = χh and bχ = bh/2 for a non
real character χ = χh or χ = χ¯h, we see that∑
p
∣∣∣∣ J∑
h=1
(Reχh(p))bh
∣∣∣∣2 =∑
p
∣∣∣∣∑
χ
χ(p)bχ
∣∣∣∣2 = h(D)∑
χ
|bχ|2 > h(D)
2
J∑
h=1
|bh|2.
Thus we have
max
p
∣∣∣∣ J∑
h=1
(Reχh(p))bh
∣∣∣∣2 > 12
J∑
h=1
|bh|2.
From this we see that (3.29) holds for at least one prime ideal p.
Returning to (3.24), for a given y consider the product
n∏
k=1
k 6=m
K0,k(y).
To each k there corresponds a prime pk, and by Lemma 2.6 we see that as n→∞, the number
of these that are in P2 is ∼ n. Again by Lemma 2.6 it is clear that a positive proportion of
these pk’s will split into prime ideals for which (3.29) holds. Thus, by (3.25) and (3.28) we
have
n∏
k=1
k 6=m
|K0,k(y)| ≤ Ar
(
1√‖y‖
)r
for any positive integer r, provided that n is large enough. Obviously the same estimate holds
for the other product in (3.24) as well. Thus, given q > 0, there is a number nq such that for
n > nq,
λ̂n,σ;j(y) = O(‖y‖−(2k+q+1)).
Similarly, we have
λ̂n,σ;j,l;δ(y) = O(‖y‖−(2k+q+1)).
By the discussion in the beginning of §2, we now see that the distributions λn,σ;j and
λn,σ;j,l;δ are absolutely continuous, and their densities Fn,σ;j(x), Fn,σ;j,l;δ(x) are continuous
and possesses continuous partial derivatives of order 6 q for n > nq.
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By the definitions of K0,k(y) and fk,σ,h(θ) we find that
K0,k(y) =
∫ 1
0
1 + i
J∑
h=1
log fk,σ,h(θ) · (yh + iy′h)dθ +O
(‖y‖2
p2σi
)
= 1 +O
(‖y‖2
p2σi
)
.
Using this and (3.24)–(3.27), we see that
λ̂n+1,σ;j(y)− λ̂n,σ;j(y)≪ log
2 pn+1
p2σn+1
uniformly for every sphere ‖y‖ 6 a. By Cauchy’s convergence criterion, it follows that
limn→∞ λ̂n,σ;j(y) exists, and by our discussion in §2 the limit function is the Fourier transform
of a distribution λσ;j , and λn,σ;j → λσ;j as n→∞. Furthermore, the density Fσ;j(x) of λσ;j
is the limit of the density functions Fn,σ;j(x) for σ > 1/2. Analogous results hold for λσ;j,l;δ.
By Theorem 6 of [3], for any c > 0, the partial derivatives of the densities Fσ;j(x), Fn,σ;j(x),
Fσ;j,l;δ(x) and Fn,σ;j,l;δ(x) of order 6 q have a majorant Kqe−c‖x‖2 for n > nq.
Next we define λn,σ;j,l by
λn,σ;j,l(B) =
1
4
∑
δ=±1,±i
δ¯ λn,σ;j,l;δ(B)
for any Borel set B ⊆ CJ . Then by the identity a¯b = 1
4
(|a+b|2−|a−b|2−i|a+ib|2+i|a−ib|2)
and the definition of λn,σ;j,l;δ(B), we have
λn,σ;j,l(B) =
∫
M
−1
n,σ(B)
L′n
Ln
(σ, χj ; θ)
L′n
Ln
(σ, χl; θ)dθ.
Clearly the density function of λn,σ;j,l is Fn,σ;j,l(x) = 14
∑
δ=±1,±i δ¯Fn,σ;j,l;δ(x), and its partial
derivatives of order 6 q are majorized by Kqe−c‖x‖2 for n > nq.
We are now ready to estimate ν̂n,σ(y) in (3.23). There are two sums on the right-hand side
of (3.23). We will just estimate the terms in the second sum as those in the first are similar.
For B ⊆ CJ , we define Blog = {x ∈ CJ : ex ∈ B}, where x = (x1 + ix′1, . . . , xJ + ix′J) and
ex = (ex1+ix
′
1, . . . exJ+ix
′
J ). Then we have M−1n,σ(Blog) = L−1n,σ(B). We also have En,σ(θ) ·y =
Ln,σ(θ) · z for z = (a¯1y, . . . , a¯Jy) ∈ CJ . The typical term in the second sum in (3.23) is
I =
∫
[0,1]n
eiEn,σ(θ)·yL′n(σ, χj ; θ)L
′
n(σ, χl; θ)dθ
=
∫
[0,1]n
eiLn,σ(θ)·zLn(σ, χj ; θ)Ln(σ, χl; θ)
L′n
Ln
(σ, χj ; θ)
L′n
Ln
(σ, χl; θ)dθ
=
∫
CJ
eie
x·z+xj−ix′j+xl+ix
′
ldλn,σ;j,l(x) =
∫
CJ
eie
x·z+xj−ix′j+xl+ix
′
lFn,σ;j,l(x)dx,
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where dx =
∏J
h=1 dxhdx
′
h. Let m = (m1, . . . , mJ) and Rm = {x + ix′ : x ∈ R, x′ ∈
[2πm, 2π(m+ 1)]}. Then we can write CJ = ⋃m∈ZJ ∏Jh=1Rmh . We then have
I =
∑
m∈ZJ
∫
Rm1×···×RmJ
eie
x·z+xj−ix
′
j+xl+ix
′
lFn,σ;j,l(x)dx
=
∑
m∈ZJ
∫
R0×···×R0
eie
x·z+xj−ix′j+xl+ix
′
lFn,σ;j,l(x− 2πim)dx.
We substitute exh = rh and x′h = θh for each h = 1, . . . , J . Letting r = (log r1 +
iθ1, . . . , log rJ + iθJ ) and R+ = {(r, θ) : r > 0, θ ∈ [0, 2π]} we find that
I =
∑
m∈ZJ
∫
RJ+
eir·zrjrle
−iθj+iθl
(
J∏
h=1
r−1h
)
Fn,σ;j,l(r− 2πim)dr,
where dr =
∏J
h=1 drhdθh. We carry out the summation and integrations sequentially over
the triples (m1, r1, θ1), (m2, r2, θ2), . . . (mJ , rJ , θJ ). Treating (m1, r1, θ1) first, we see that we
must estimate ∑
m1∈Z
∫ 2π
0
∫ ∞
0
eir1(e
iθ1 ·a1y)F(log r1 + i(θ1 − 2m1π), . . .)dr1
rk1
dθ1
=
∫ ∞
−∞
∫ ∞
0
eir1|a1y| sin(θ1−α)F(log r1 + i(θ1 − 2m1π), . . .)dr1
rk1
dθ1,
where k = 0 or 1 and α depends only on the argument of a1y. Let Iǫ =
⋃
n∈Z[α+nπ− ǫ, α+
nπ + ǫ] for 0 < ǫ < π. Then repeated integration by parts with respect to r1 over R \ Iǫ using
the majorant Kqe−λ(log2 r1+θ21) for the partial derivatives of F of order 6 q gives∫
R\Iǫ
∫ ∞
0
eir1|a1y| sin(θ1−α)F(log r1 + i(θ1 − 2m1π), . . .)dr1
rk1
dθ1
≪
∫
R\Iǫ
|y sin(θ1 − α)|−qe−λθ21dθ1
≪ |ǫy|−q.
For θ ∈ Iǫ, we change the order of integration and integrate by parts over θ1 once and see that∫ ∞
0
∑
m∈Z
∫ α+mπ+ǫ
α+mπ−ǫ
eir1|a1y| sin(θ1−α)F(log r1 + i(θ1 − 2m1π), . . .)dθ1dr1
rk1
≪ |y|−1.
Thus, we have∑
m1∈Z
∫ 2π
0
∫ ∞
0
eir1(e
iθ1 ·a1y)F(log r1 + i(θ1 − 2m1π), . . .)dr1
rk1
dθ1 ≪ |y|−1.
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We continue this process for the remaining triples (mi, ri, θi), i = 2, . . . , J, and at each stage
we get another factor of |y|−1. In this way we find that
I =
∫
[0,1]n
eiEn,σ(θ)·yL′n(σ, χj ; θ)L
′
n(σ, χl; θ)dθ ≪ |y|−J
as |y| → ∞ for n > n1. Using this in (3.23), we see that ν̂n,σ(y) ≪ |y|−J ≪ |y|−3 as
|y| → ∞ for n > n1. This completes the proof of Theorem 1.3.
We now turn to the proof of Theorem 1.4.
Proof of Theorem 1.4. Recall that by equations (3.10) and (3.13)
lim
T→∞
1
T
NE(σ1, σ2; 0, T ) =
∫ σ2
σ1
Gσdσ
for 1/2 < σ1 < σ2 and some function Gσ continuous for σ > 1/2. We denote by N lineE (σ;T )
the number of zeros ρ of E(s,Q) with Re ρ = σ and 0 < Im ρ < T . Then we have∫ σ0+ǫ
σ0−ǫ
Gσdσ = lim
T→∞
1
T
NE(σ0 − ǫ, σ0 + ǫ; 0, T ) > lim sup
T→∞
1
T
N lineE (σ0;T ) > 0
for any ǫ > 0. Taking ǫ→ 0+, we then see that
lim sup
T→∞
1
T
N lineE (σ0;T ) = 0.
Thus, N lineE (σ0;T ) = o(T ).
4 Zeros of Epstein zeta functions in Re s > 1
As we mentioned in §1, we expect that the constant c in Theorem 1.3 is positive when 1 <
σ1 < σ2 < σ(Q) for all positive definite binary quadratic forms Q with integer coefficients,
and not just for Q1 and Q2. We are not able to prove this, but Corollaries 4.2 and 4.4 below
provide partial results in this direction. These results will be consequences of Theorem 1.3
and the two theorems below from the theory of almost periodic functions. The first theorem
says that if an almost periodic function has a zero ρ, then there are infinitely many zeros in any
narrow strip containing the zero. See the comments by Montgomery to Davenport’s collected
works [4], Vol IV, p. 1780.
Theorem 4.1. Let f(s) =
∑∞
n=1 ann
−s for Re s > 1. Suppose that f(ρ) = 0 where ρ = β+iγ
and β > 1. Let 0 < δ < β − 1 be fixed. Then there are at least cδT zeros of f(s) in the region
|Re s− β| < δ, 0 < Im s < T , where cδ > 0 is a constant independent of T .
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Proof. Let r be so small that 0 < r < δ and that ρ is the only zero of f in the disk |s− ρ| ≤
r. Also let ǫ = infθ |f(ρ + reiθ)|. By an extension of Dirichlet’s theorem on Diophantine
approximation (e.g., see §8.2 of [12]), we can find m values of t0 in the interval [1, mTǫ]
satisfying |f(s + it0) − f(s)| < ǫ for |Re s − β| < δ, with any two solutions differing by at
least 1. Thus, we have |f(s+ it0)−f(s)| < |f(s)| for |s−ρ| = r. By Rouche´’s theorem, f(s)
has at least one zero in |s− ρ − it0| < r. Hence, we have at least m zeros in |Re s− β| < δ
and 1 < Im s < mTǫ.
Assume the same hypothesis as in Theorem 1.1 and consider the constant c = c(σ1, σ2, Q)
in Theorem 1.3. By Theorem 1.3, Theorem 4.1, and Davenport and Heilbronn’s theorem (see
below Theorem 1.1), we deduce that σ(Q) > 1 and c(1, σ, Q) > 0 for any σ > 1. The
definition of σ(Q) and Theorem 4.1 then implies that c(σ, σ(Q), Q) > 0 for any 1/2 < σ <
σ(Q).
Next let 1 < σ1 < σ2 < σ(Q) and suppose c(σ1, σ2, Q) = 0. If there exists a zero ρ in
the vertical strip σ1 < Re s < σ2, then Theorem 4.1 implies that c(σ1, σ2, Q) > 0, and this
contradicts our assumption. Hence E(s,Q) has no zeros in the vertical strip σ1 < Re s < σ2.
We summarize these results in the following corollary.
Corollary 4.2. Assume the same hypothesis as in Theorem 1.1 and let c = c(σ1, σ2, Q) be
the constant in Theorem 1.3. Then for any σ > 1 we have c(1, σ, Q) > 0, and for any
1/2 < σ < σ(Q) we have c(σ, σ(Q), Q) > 0. Moreover, if c(σ1, σ2, Q) = 0 for some
1 < σ1 < σ2 < σ(Q), then E(s,Q) 6= 0 for σ1 < Re s < σ2.
The theory of mean motions explains the zeros of almost periodic functions by using the
Jensen function. We restate Theorem 31 of [8] as follows.
Theorem 4.3. Let f(s) =
∑∞
n=n0
ann
−s with an0 6= 0 and with the abscissa of uniform
convergence α. Then the Jensen function ϕ(σ) possesses on every half-line σ > α1 > α only
a finite number of linearity intervals and a finite number of points of non-differentiability. The
values of ϕ′(σ) in the linearity intervals belong to the set of numbers − log n, n > n0. For σ
sufficiently large, we have
ϕ(σ) = −(log n0)σ + log |an0|.
For any σ > α the mean motions c−(σ) and c+(σ) both exist and are determined by c−(σ) =
ϕ′(σ−) and c+(σ) = ϕ′(σ+). In any strip (σ1, σ2), where α < σ1 < σ2 < ∞, the relative
frequency H(σ1, σ2) of zeros exists and is determined by
H(σ1, σ2) =
1
2π
(ϕ′(σ2−)− ϕ′(σ1+)).
As a consequence of Theorem 1.3 and 4.3 we have the following corollary.
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Corollary 4.4. Assume the same hypothesis as in Theorem 1.1. There are only finitely many
zero free vertical strips for E(s,Q).
Proof. By the functional equation it suffices to show that there are only finitely many zero
free vertical strips in σ > 1/2. First, by Theorem 1.1 any vertical strip σ1 ≤ Re s ≤ σ2 with
1/2 < σ1 < σ2 ≤ 1 has at least cT zeros with c > 0. Next consider strips in Re s > 1.
Theorem 4.3 says that the number of zeros in the region σ1 < Re s < σ2, 0 < Im s < T is
T
2π
(ϕ′(σ2−)− ϕ′(σ1+)) + o(T ),
and that ϕ(σ) has only a finite number of linearity intervals. On these linearity intervals ϕ′(σ)
is constant and ϕ′(σ2−) − ϕ′(σ1+) = 0. Thus, by Corollary 4.2, E(s,Q) has no zeros in
the vertical strip corresponding to these linearity intervals. If [σ1, σ2] is not in any of these
linearity intervals, then ϕ′(σ2−) − ϕ′(σ1+) > 0 since ϕ(σ) is convex. This completes the
proof.
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