In this paper, we present the University of Helsinki submissions to the WMT 2019 shared task on news translation in three language pairs: English-German, English-Finnish and Finnish-English. This year, we focused first on cleaning and filtering the training data using multiple data-filtering approaches, resulting in much smaller and cleaner training sets. For English-German, we trained both sentence-level transformer models and compared different document-level translation approaches. For Finnish-English and EnglishFinnish we focused on different segmentation approaches, and we also included a rule-based system for English-Finnish.
Introduction
The University of Helsinki participated in the WMT 2019 news translation task with four primary submissions. We submitted neural machine translation systems for English-to-Finnish, Finnish-to-English and English-to-German, and a rule-based machine translation system for English-to-Finnish.
Most of our efforts for this year's WMT focused on data selection and pre-processing (Section 2), sentence-level translation models for Englishto-German, English-to-Finnish and Finnish-toEnglish (Section 3), document-level translation models for English-to-German (Section 4), and a comparison of different word segmentation approaches for Finnish (Section 3.3). The final submitted NMT systems are summarized in Section 5, while the rule-based machine translation system is described in Section 3.4.
2 Pre-processing, data filtering and back-translation
It is well known that data pre-processing and selection has a huge effect on translation quality in neural machine translation. We spent substantial effort on filtering data in order to reduce noiseespecially in the web-crawled data sets-and to match the target domain of news data. The resulting training sets, after applying the steps described below, are for 15.7M sentence pairs for English-German, 8.5M sentence pairs for English-Finnish, and 12.3M-26.7M sentence pairs (different samplings of back-translations) for Finnish-English.
Pre-processing
For each language, we applied a series of preprocessing steps using scripts available in the Moses decoder (Philipp Koehn, 2007 ):
• replacing unicode punctuation,
• removing non-printing characters,
• normalizing punctuation,
• tokenization.
In addition to these steps, we replaced a number of English contractions with the full form, e.g. "They're" → "They are". After the above steps, we applied a Moses truecaser model trained for individual languages, and finally a byte-pair encoding (BPE) (Sennrich et al., 2016b ) segmentation using a set of codes for either language pair.
For English-German, we initially pre-processed the data using only punctuation normalization and tokenization. We subsequently trained an English truecaser model using all monolingual English data as well as the English side of all parallel English-German datasets except the Rapid corpus (in which non-English characters were missing from a substantial portion of the German sentences). We also repeated the same for German. Afterwards, we used a heuristic cleanup script 1 in order to filter suspicious samples out of Rapid, and then truecased all parallel English-German data (including the filtered Rapid) using these models. Finally, we trained BPE codes with 35 000 symbols jointly for English-German on the truecased parallel sets. For all further experiments with English-German data, we applied the full set of tokenization steps as well as truecasing and BPE segmentation.
For English-Finnish, we first applied the standard tokenization pipeline. For English and Finnish respectively, we trained truecaser models on all English and Finnish monolingual data as well as the English and Finnish side of all parallel English-Finnish datasets. As we had found to be optimal in our previous year submission ( Raganato et al., 2018) , we trained a BPE model using a vocabulary of 37 000 symbols, trained jointly only on the parallel data. Furthermore, for some experiments, we also used domain labeling. We marked the datasets with 3 different labels: NEWS for the development and test data from 2015, 2016, 2017 , EP for Europarl, and WEB for ParaCrawl and Wikititles.
Data filtering
For data filtering we applied four types of filters: (i) rule-based heuristics, (ii) filters based on language identification, (iii) filters based on word alignment models, and (iv) language model filters.
Heuristic filters: The first step in cleaning the data refers to a number of heuristics (largely inspired by (Stahlberg et al., 2018) ) including:
• removing all sentence pairs with a length difference ratio above a certain threshold: for CommonCrawl, ParaCrawl and Rapid we used a threshold of 3, for WikiTitles a threshold of 2, and for all other data sets a threshold of 9;
• removing pairs with short sentences: for CommonCrawl, ParaCrawl and Rapid we required a minimum number of four words;
• removing pairs with very long sentences: we restricted all data to a maximum length of 100 words; from https://gist.github.com/emjotde/ 4c5303e3b2fc501745ae016a8d1e8e49
• removing sentences with extremely long words: We excluded all sentence pairs with words of 40 or more characters;
• removing sentence pairs that include HTML or XML tags;
• decoding common HTML/XML entities;
• removing empty alignments (while keeping document boundaries intact);
• removing pairs where the sequences of nonzero digits occurring in either sentence do not match;
• removing pairs where one sentence is terminated with a punctuation mark and the other is either missing terminal punctuation or terminated with another punctuation mark.
Language identifiers: There is a surprisingly large amount of text segments in a wrong language in the provided parallel training data. This is especially true for the ParaCrawl and Rapid data sets. This is rather unexpected as a basic language identifier certainly must be part of the crawling and extraction pipeline. Nevertheless, after some random inspection of the data, we found it necessary to apply off-the-shelf language identifiers to the data for removing additional erroneous text from the training data. In particular, we applied the Compact Language Detector version 2 (CLD2) from the Google Chrome project (using the Python interface from pycld2 2 ), and the widely used langid.py package (Lui and Baldwin, 2012) to classify each sentence in the ParaCrawl, CommonCrawl, Rapid and Wikititles data sets. We removed all sentence pairs in which the language of one of the aligned sentences was not reliably detected. For this, we required the correct language ID from both classifiers, the reliable-flag set to "True" by CLD2 with a reliability score of 90 or more, and the detection probability of langid.py to be at least 0.9.
Word alignment filter: Statistical word alignment models implement a way of measuring the likelihood of parallel sentences. IBM-style alignment models estimate the probability p(f | a, e) of a foreign sentence f given an "emitted" sentence e and an alignment a between them. Training word alignment models and aligning large corpora is very expensive using traditional methods and implementations. Fortunately, we can rely on eflomal 3 , an efficient word aligner based on Gibbs sampling (Östling and Tiedemann, 2016) . Recently, the software has been updated to allow the storage of model priors that makes it possible to initialize the aligner with previously stored model parameters. This is handy for our filtering needs as we can now train a model on clean parallel data and apply that model to estimate alignment probabilities of noisy data sets.
We train the alignment model on Europarl and news test sets from previous WMTs for EnglishFinnish, and NewsCommentary for EnglishGerman. For both language pairs, we train a Bayesian HMM alignment model with fertilities in both directions and estimate the model priors from the symmetrized alignment. We then use those priors to run the alignment of the noisy data sets using only a single iteration of the final model to avoid a strong influence of the noisy data on alignment parameters. As it is intractable to estimate a fully normalized conditional probability of a sentence pair under the given higher-level word alignment model, eflomal estimates a score based on the maximum unnormalized log-probability of links in the last sampling iteration. In practice, this seems to work well, and we take that value to rank sentence pairs by their alignment quality. In our experiments, we set an arbitrary threshold of 7 for that score, which seems to balance recall and precision well according to some superficial inspection of the ranked data. The word alignment filter is applied to all web data as well as to the backtranslations of monolingual news.
Language model filter:
The most traditional data filtering method is probably to apply a language model. The advantage of language models is that they can be estimated from monolingual data, which may be available in sufficient amounts even for the target domain. In our approach, we opted for a combination of source and target language models and focused on the comparison between scores coming from both models. The idea is to prefer sentence pairs for which not only the cross-entropy of the individual sentences (H(S, q s ) and H(T, q t )) is low with respect to in-domain LMs, but also the absolute difference between the cross-entropies (abs(H(S, q s ) − H(T, q t ))) for aligned source and target sentences is low. The intuition is that both models should be roughly similarly surprised when observing sentences that are translations of each other. In order to make the values comparable, we trained our language models on parallel data sets.
For English-Finnish, we used news test data from 2015-2017 as the only available in-domain parallel training data, and for English-German we added the NewsCommentary data set to the news test sets from 2008-2018. As both data sets are small, and we aimed for an efficient and cheap filter, we opted for a traditional n-gram language model in our experiments. To further avoid data sparseness and to improve comparability between source and target language, we also based our language models on BPE-segmented texts using the same BPE codes as for the rest of the training data. VariKN (Siivola et al., 2007b,a) 4 is the perfect toolkit for the purposes of estimating n-gram language models with subword units. It implements Kneser-Ney growing and revised Kneser-Ney pruning methods with the support of n-grams of varying size and the estimation of word likelihoods from text segmented in subword units. In our case, we set the maximum n-gram size to 20, and the pruning threshold to 0.002. Finally, we computed cross-entropies for each sentence in the noisy parallel training data and stored 5 values as potential features for filtering: H(S, q s ), H(T, q t ), avg(H(S, q s ), H(T, q t )), max(H(S, q s ), H(T, q t )) and abs(H(S, q s ) − (T, q t )). Based on some random inspection, we selected a threshold of 13 for the average crossentropy score, and a threshold of 4 for the crossentropy difference score. For English-Finnish, we opted for a slightly more relaxed setup to increase coverage, and set the average cross-entropy to 15 and the difference threshold to 5. We applied the language model filter to all web data and to the back-translations of monolingual news.
Applying the filter to WMT 2019 data: The impact of our filters on the data provided by WMT 2019 is summarized in Tables 1, 2 and 3. We can see that the ParaCrawl corpus is the one that is the most affected by the filters. A lot of noise can be removed, especially by the language model filter. The strict punctuation filter also has a strong impact on that data set. Naturally, web data does not come with proper com- plete sentences that end with proper final punctuation marks, and the filter might remove quite a bit of the useful data examples. However, our final translation scores reflect that we do not seem to lose substantial amounts of performance even with the strict filters. Nevertheless, for EnglishFinnish, we still opted for a more relaxed setup to increase coverage, as the strict version removed over 87% of the ParaCrawl data. It is also interesting to note the differences of individual filters on different data sets. The word alignment filter seems to reject a large portion of the CommonCrawl data set whereas it does not affect other data sets that much. The importance of language identification can be seen with the ParaCrawl data whereas other corpora seem to be much cleaner with respect to language.
Back-translation
We furthermore created synthetic training data by back-translating news data. We translated the monolingual English news data from the years 2007-2018, from which we used a filtered and sampled subset of 7M sentences for our FinnishEnglish systems, and the Finnish data from years 2014-2018 using our WMT 2018 submissions. We also used the back-translations we generated for the WMT 2017 news translation task, where we used an SMT model to create 5.5M sentences of back-translated data from the Finnish news2014 and news2016 corpora (Östling et al., 2017) .
For the English-German back-translations, we trained a standard transformer model on all the available parallel data and translated the monolingual German data into English. The BLEU score for our back-translation model is 44.24 on newstest 2018. We applied our filtering pipeline to the back-translated pairs, resulting in 10.3M sentence pairs. In addition to the new back-translations, we also included back-translations from the WMT16 data by Sennrich et al. (2016a) .
Sentence-level approaches
In this section we describe our sentencelevel translation models and the experiments in the English-to-German, English-to-Finnish and Finnish-to-English translation directions.
Model architectures
We experimented with both NMT and rule-based systems. All of our neural sentence-level models are based on the transformer architecture (Vaswani et al., 2017) . We used both the OpenNMTpy (Klein et al., 2017) and MarianNMT (JunczysDowmunt et al., 2018) frameworks. Our experiments focused on the following:
• Ensemble models: using ensembles with a combination of independent runs and savepoints from a single training run.
• Left-to-right and right-to-left models: Transformer models with decoding of the output in left-to-right and right-to-left order.
The English-to-Finnish rule-based system is an enhanced version of the WMT 2018 rule-based system (Raganato et al., 2018) .
English-German
Our sentence-level models for the English-toGerman direction are based on ensembles of independent runs and different save-points as well as save-points fine-tuned on in-domain data. For our submission, we used an ensemble of 9 models containing:
• 4 save-points with the lowest development perplexity taken from a model trained for 300 000 training steps.
• 5 independent models fine-tuned with indomain data.
All our sentence-level models for the EnglishGerman language pair are trained on filtered versions of Europarl, NewsCommentary, Rapid, CommonCrawl, ParaCrawl, Wikititles, and backtranslations. For in-domain fine-tuning, we use newstest 2011-2016. Our submission is composed of transformer-big models implemented in OpenNMT-py with 6 layers of hidden size 4096, 16 attention heads, and a dropout of 0.1. The differences in development performance between the best single model, an ensemble of save-points of a single training run and our final submission are reported in Table 4 . We gain 2 BLEU points with the ensemble of save-points, and an additional 0.8 points by adding in-domain fine-tuned models into the ensemble. This highlights the well-known effectiveness of ensembling and domain adaptation for translation quality. Furthermore, we trained additional models using MarianNMT with the same training data and fine-tuning method. In this case, we also included right-to-left decoders that are used as a complement in the standard left-to-right decoders in rescoring approaches. In total, we also end up with 9 models including: BLEU news2018
Single model 44.61 5 save-points 46.65 5 save-points + 4 fine-tuned 47.45 Table 4 : English-German development results comparing the best single model, an ensemble of 5 save-points, and an ensemble of 5 save-points and 4 independent runs fine-tuned on in-domain data.
• 3 independent models trained for left-to-right decoding,
• 3 independent models trained for right-to-left decoding,
• 3 save-points based on continued training of one of the left-to-right decoding models.
The save-points were added later as we found out that models kept on improving when using larger mini-batches and less frequent validation in early stopping. There are various trends that are interesting to point out. First of all, fine-tuning gives a consistent boost of 1.5 or more BLEU points. Our initial runs were using a validation frequency of 5 000 steps and a single GPU with dynamic mini-batches that fit in 13G of memory. The stopping criterion was set to 10 validation steps without improving cross-entropy on heldout data (newstest 2015 + 2016) . Later on, we switched to multi-GPU training with two GPUs and early stopping of 20 validation steps. The dynamic batching method of MarianNMT produces larger minibatches once there is more memory available, and multi-GPU settings simply multiply the working memory for that purpose. We realized that this change enabled the system to continue training substantially, and Table 5 illustrates the gains of that process for the third L2R model.
Another observation is that right-to-left decoding models in general work less well compared to the corresponding left-to-right models. This is also apparent with the fine-tuned and ensemble models that combine independent runs. The difference is significant with about 1.5 BLEU points or more. Nevertheless, they still contribute to the overall best score when re-scoring n-best lists from all models in both decoding directions. In this example, re-scoring is done by simply summing individual scores. Table 5 also shows that rescoring is better than ensembles for model combinations with the same decoding direction because they effectively increase the beam size as the hypotheses from different models are merged before re-ranking the combined and re-scored n-best lists.
The positive effect of beam search is further illustrated in Figure 1 . All previous models were run with a beam size of 12. As we can see, the general trend is that larger beams lead to improved performance, at least until the limit of 64 in our experiments. Beam size 4 is an exception in the left-to-right models.
English-Finnish and Finnish-English
The problem of open-vocabulary translation is particularly acute for morphologically rich languages like Finnish. In recent NMT research, the standard approach consists of applying a word segmentation algorithm such as BPE (Sennrich et al., 2016b) or SentencePiece (Kudo and Richardson, 2018 ) during pre-processing. In recent WMT editions, various alternative segmentation approaches were examined for Finnish: hybrid models that back off to character-level representations (Östling et al., 2017) , and variants of the Morfessor unsupervised morphology algorithm (Grönroos et al., 2018) . This year, we exper- imented with rule-based word segmentation based on Omorfi (Pirinen, 2015) . Omorfi is a morphological analyzer for Finnish with a large-coverage lexicon. Its segmentation tool 5 splits a word form into morphemes as defined by the morphological rules. In particular, it distinguishes prefixes, infixes and suffixes through different segmentation markers:
Intia→ India While Omorfi provides word segmentation based on morphological principles, it does not rely on any frequency cues. Therefore, the standard BPE algorithm is run over the Omorfi-segmented text in order to split low-frequency morphemes.
In this experiment, we compare two models for each translation direction:
• One model segmented with the standard BPE algorithm (joint vocabulary size of 50 000, vocabulary frequency threshold of 50).
• One model where the Finnish side is presegmented with Omorfi, and both the Omorfisegmented Finnish side and the English side are segmented with BPE (same parameters as above).
All models are trained on filtered versions of Europarl, ParaCrawl, Rapid, Wikititles, newsdev2015 and newstest2015 as well as backtranslations. Following our experiments at WMT 2018 (Raganato et al., 2018) , we also use domain labels ( EP for Europarl, Web for ParaCrawl, Rapid and Wikititles, and NEWS for newsdev, newstest and the back-translations). We use newstest2016 for validation. All models are trained with MarianNMT, using the standard Transformer architecture. Figures 2 and 3 show the evolution of BLEU scores on news2016 during training. For EnglishFinnish, the Omorfi-segmented system shows slightly higher results during the first 40 000 training steps, but is then outperformed by the plain BPE-segmented system. For Finnish-English, the Omorfi-segmented system obtains higher BLEU scores much longer, until both systems converge after about 300 000 training steps. We tested additional transformer models segmented with the SentencePiece toolkit, using a shared vocabulary of 40k tokens trained only on the parallel corpora. We do this with the purpose of comparing the use of a software tailored specifically for Finnish language (Omorfi) with a more general segmentation one. These models were trained with the same specifications as the previous ones, including the transformer hyperparameters, the train and development data and the domain-labeling. Since we used OpenNMT-py to train these models, it is difficult to know whether the differences come from the segmentation or the toolkit. We, however, find it informative to present these results. Table 7 presents the obtained BLEU scores with both systems.
We notice that both systems yield similar scores for both translation directions. SentencePiece models are consistently ahead of Omorfi+BPE, but this difference is so small that it cannot be considered convincing nor significant.
Our final models for English-to-Finnish are standard transformer models with BPE-based segmentation, trained using MarianNMT with the same settings and hyper-parameters as the other experiments. We used the filtered training data using the relaxed settings of the language model filter to obtain better coverage for this language pair. The provided training data is much smaller and we also have less back-translated data at our disposal, which motivated us to lower the threshold A striking difference to English-German is that right-to-left decoding models are on par with the other direction. The scores are substantially higher than the currently best (post-WMT 2017) system reported in the on-line evaluation matrix for this test set, even though this also refers to a transformer with a similar architecture and backtranslated monolingual data. This system does not contain data derived from ParaCrawl, which was not available at the time, and the improvements we achieve demonstrate the effectiveness of our data filtering techniques from the noisy on-line data.
For Finnish-to-English, we trained MarianNMT models using the same transformer architecture as for the other language pairs. Table 9 shows the scores of individual models and their combinations on the development test set of news from WMT 2017. All models are trained on the same filtered training data using the strict settings of the language model filter including the back-translations produced for English monolingual news. In contrast to English-to-German, models in the two decoding directions are quite similar again and the difference between left-to-right and rightto-left models is rather small. The importance of the new data sets from 2019 are visible again and our system performs similarly, but still slightly below the best system that has been submitted this year to the on-line evaluation matrix on the 2017 test set.
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The English-Finnish rule-based system
Since the WMT 2018 challenge, there has been development in four areas of translation process in the rule-based system for English-Finnish:
1. The standard method in handling English noun compounds was to treat them as multiword expressions (MWE). This method allows many kinds of translations, even multiple translation, which can be handled in semantic disambiguation. However, because noun compounding is a common phenomenon, also a default handling method was developed for such cases, where two or more consecutive nouns are individually translated and glued together as a single word. The system works so that if the noun combination is not handled as MWE, the second strategy is applied (Hurskainen, 2018a) .
2. The translation of various types of questions has been improved. Especially the translation of indirect questions was defective, because the use ofif in the role of initiating the indirect question was not implemented. The conjunctionif is ambiguous, because it is used also for initiating the conditional clause (Hurskainen, 2018b) .
3. Substantial rule optimizing was carried out. When rules are added in development process, the result is often not optimal. There are obsolete rules and the rules may need new ordering. As a result, a substantial number of rules (30%) were removed and others were reordered. This has effect on translation speed but not on translation result (Hurskainen, 2018c) .
4. Temporal subordinate clauses, which start with the conjunction when or while, can be translated with corresponding subordinate clauses in Finnish. However, such clauses are often translated with participial phrase constructions. Translation with such constructions was tested. The results show that although they can be implemented, they are prone to mistakes (Hurskainen, 2018d) .
These improvements to the translation system contribute to fluency and accuracy of translations.
Document-level approaches
To evaluate the effectiveness of various documentlevel translation approaches for the EnglishGerman language pair, we experimented with a number of different approaches which are described below. In order to test the ability of the system to pick up document-level information, we also created a shuffled version of the news data from 2018. We then test our systems on both the original test set with coherent test data divided into short news documents and the shuffled test set with broken coherence.
Concatenation models
Some of the previously published approaches use concatenation of multiple source-side sentences in order to extend the context of the currently translated sentence . In addition to the source-side concatenation model, we also tested an approach where we concatenate the previously translated sentence with the current source sentence. The concatenation approaches we tested are listed below.
• MT-concat-source: (2+1) Concatenating previous source sentence with the current source sentence . (3+1a) Concatenating the previous two sentences with the current source sentence. (3+1b) Concatenating the previous, the current and the next sentence in the source languages.
• MT-concat-target: (1t+1s+1) Concatenating the previously translated (target) sentence with the current source sentence.
• MT-concat-source-target: (2+2) Concatenating the previous with the current source sentence and translate into the previous and the current target sentence . Only the second sentence in the translation will be kept for evaluation of the translation quality.
Extended context models only make sense with coherent training data. Therefore, we ran experiments only with the training data that contain translated documents, i.e. Europarl, NewsCommentary, Rapid and the back-translations of the German news from 2018. Hence, the baseline is lower than a sentence-level model on the complete data sets provided by WMT. The results overall are rather disappointing. All but one of the concatenation models underperform and cannot beat the sentence-level baseline. Note that the concat-target model (1t+1s+1) even refers to an oracle experiment in which the reference translation of the previous sentence is fed into the translation model for translating the current source sentence. As this is not very successful, we did not even try to run a proper evaluation with system output provided as target context during testing. Besides the shortcomings, we can nevertheless see a consistent pattern that the extended context models indeed pick up information from discourse. For all models we observe a gain of about half a BLEU point when comparing the shuffled to the non-shuffled versions of the test set. This is interesting and encourages us to study these models further in future work, possibly with different data sets, training procedures and slightly different architectures.
Hierarchical attention models
A number of approaches have been developed to utilize the attention mechanism to capture extended context for document-level translation. We experimented with the two following models:
• NMT-HAN: Sentence-level transformer model with a hierarchical attention network to capture the document-level context (Miculicich et al., 2018 ).
• selectAttn: Selective attention model for context-aware neural machine translation (Maruf et al., 2019) .
For testing the selectAttn model, we used the same data with document-level information as we applied in the concatenation models. For NMT-HAN we had to use a smaller training set due to lack of resources and due to the implementation not supporting data shards. For NMT-HAN we used only Europarl, NewsCommentary and Rapid for training. The architecture of the selective attention model is based on the general transformer model but with quite a different setup in terms of hyperparameters and dimensions of layer components etc. We applied the basic settings following the documentation of the software. In particular, the model includes 4 layers and 8 attention heads, and the dimensionality of the hidden layers is 512. We applied a sublayer and attention dropout of 0.1 and trained the sentence-level model for about 3.5 epochs. We selected monolingual source-side context for our experiments and hierarchical document attention with sparse softmax. Otherwise, we also apply the default parameters suggested in the documentation with respect to optimizers, learning rates and dropout. Unfortunately, the results do not look very promising as we can see in Table 11 . The document-level model does not even reach the performance of the sentence-level model even though we trained until convergence on development data with patience of 10 reporting steps, which is quite disappointing. Overall, the scores are below the standard transformer models of the other experiments, and hence, we did not try to further optimize the results using that model.
For the NMT-HAN model we used the implementation of Miculicich et al. (2018) with the recommended hyperparameter values and settings. The system is based on the OpenNMT-py implementation of the transformer. The model includes 6 hidden layers on both the encoder and decoder side with a dimensionality of 512 and the multihead attention has 8 attention heads. We applied a sublayer and attention dropout of 0.1. The target and source vocabulary size is 30K. We trained the sentence-level model for 20 epochs after which we further fine-tuned the encoder side hierarchical attention for 1 epoch and the joint encoderdecoder hierarchical attention for 1 epoch. The results for the NMT-HAN model are disappointing. The document-level model performs significantly worse than the sentence-level model.
Results from WMT 2019
Table 12 summarizes our results from the WMT 2019 news task. We list the official score from the submitted systems and post-WMT scores that come from models described above. For FinnishEnglish and English-Finnish, the submitted systems correspond to premature single models that did not converge yet. Our submitted EnglishGerman model is the ensemble of 9 models described in Section 3.2. The ensemble results clearly outperform those results but were not ready in time. We are still below the best performing system from the official participants of this year's campaign but the final models perform in the top-range of all the three tasks. For English-Finnish, our final score would end up on a third place (12 submissions from 8 participants), for Finnish-English it would be the fourth-best participant (out of 9), and EnglishGerman fifth-best participant (out of 19 with 28 submissions).
Conclusions
In this paper, we presented our submission for the WMT 2019 news translation task in three language pairs: English-German, English-Finnish and Finnish-English.
For all the language pairs we spent considerable time on cleaning and filtering the training data, which resulted in a significant reduction of training examples without a negative impact on translation quality.
For English-German we focused both on sentence-level neural machine translation models as well as document-level models. For EnglishFinnish, our submissions consists of an NMT system as well as a rule-based system whereas the Finnish-English system is an NMT system. For the English-Finnish and Finnish-English language pairs, we compared the impact of different segmentation approaches. Our results show that the different segmentation approaches do not significantly impact BLEU scores. However, our experiments highlight the well-known fact that ensembling and domain adaptation have a significant positive impact on translation quality.
One surprising finding was that none of the document-level approaches really worked, with some even having a negative effect on translation quality.
