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I
n plant breeding, multienvironment trials play a fundamental role for assessing the performance of genotypes across diff erent environmental conditions, for studying genotype × environment interaction (GE) and genotype stability, and for predicting the performance of untested genotypes. Genotype × environment interaction can be incorporated into additive infi nitesimal models (e.g., Fisher, 1918; Wright, 1921) by means of genetic and environmental covariances (e.g., Piepho, 1997 Piepho, , 1998 Piepho, , 2009 Smith et al., 2001; Crossa et al., 2004 Crossa et al., , 2006 Oakey et al., 2006; Burgueño et al., 2007 Burgueño et al., , 2008 Burgueño et al., , 2011 . Such an approach allows deriving predictions of genetic values that borrow information across individuals through genetic relationships, and within individuals (across environments) through genetic and environmental covariances.
In pedigree-based additive infi nitesimal models (e.g., Fisher, 1918; Wright, 1921; Henderson, 1975) , genetic relationships are commonly incorporated by the use of the numerator relationship matrix 
Genomic Prediction of Breeding Values when Modeling Genotype × Environment
Interaction using Pedigree and Dense
Molecular Markers
Juan Burgueño, Gustavo de los Campos, Kent Weigel, and José Crossa*
ABSTRACT
Genomic selection (GS) has become an important aid in plant and animal breeding. Multienvironment (multitrait) models allow borrowing of information across environments (traits), which could enhance prediction accuracy. This study presents multienvironment (multitrait) models for GS and compares the predictive accuracy of these models with: (i) multienvironment analysis without pedigree and marker information, and (ii) multienvironment pedigree or/and marker-based models. A statistical framework for incorporating pedigree and molecular marker information in models for multienvironment data is described and applied to data that originate from wheat (Triticum aestivum L.) multienvironment trials. Two prediction problems relevant to plant breeders are considered: (CV1) predicting the performance of untested genotypes ("newly" developed lines), and (CV2) predicting the performance of genotypes that have been evaluated in some environments but not in others. Results confi rmed the superiority of models using both marker and pedigree information over those based on pedigree information only. Models with pedigree and/or markers had better predictive accuracy than simple linear mixed models that do not include either of these two sources of information. We concluded that the evaluation of such trials can benefi t greatly from using multienvironment GS models.
kinship coeffi cient between individuals i and i′, describes a priori, the expected correlations between the genetic values of individuals i and i′, given the information conveyed by the pedigree and under the assumption of an additive infi nitesimal model. Expected and realized degrees of genetic similarity diff er due to factors such as common ancestry not accounted for by the pedigree data and, more importantly, Mendelian segregation.
In additive models and in absence of inbreeding and assortative mating, Mendelian segregation can explain one-half of the additive genetic variance. Dense molecular markers can be used to estimate the realized genetic similarity between individuals (e.g., Ritland, 1996; Lynch and Ritland, 1999; VanRaden, 2007; Habier et al., 2007; , and such information can be incorporated into multienvironment models in the same way that pedigree-derived genetic relationships are incorporated into those models. The availability of thousands of genome-wide molecular markers has made it possible to use genomic selection (GS) for the prediction of genetic values (Meuwissen et al., 2001) in plants (Bernardo and Yu, 2007; de los Campos et al., 2009 Crossa et al., 2010 Crossa et al., , 2011 Pérez et al., 2010) and animals (Hayes and Goddard, 2010; de los Campos et al., 2009 ). Most GS applications use a single-environment model. However, this approach cannot exploit information across environments (or traits), which may limit the predictive power of models for GS.
The importance of exploiting across-environment information has been demonstrated in plant breeding. For example, by using data from multienvironment trials and mixed linear models, Burgueño et al. (2011) showed that, relative to single-environment mixed models, the modeling of GE with a factor analytic (FA) structure can increase predictive power by up to 6%. This study was performed in a context in which pedigree information was not available. Similar results were found by So and Edwards (2011) , who compared predictability of the FA structure with the compound symmetric model. On the other hand, empirical evidence with plant breeding data shows that GS can outperform the predictive power of pedigree-based methods by a sizable amount (de los Campos et al., 2009 Crossa et al., 2010 Crossa et al., , 2011 Pérez et al., 2010) , using single-environment models that did not exploit information across environments (or traits). This body of evidence, together with the relevance of GE in plant breeding, suggests that the development of multienvironment models for GS can boost the predictive power of genomic prediction and, hence, the rate of genetic gain that can be attained with GS.
In this article, we incorporate into a single model elements for modeling GE using FA along with genetic relationship information based on pedigrees or markers for the purpose of genomic prediction. To our knowledge, this is the fi rst demonstration of the combination of complex model components for both genetic relationships and GE interaction. The main objective of this study was to develop multienvironment models for GS and to compare their predictive power with: (i) multienvironment analysis without pedigree and marker information, and (ii) multienvironment pedigree or/and marker-based models. Two diff erent prediction problems that are relevant to plant breeders were considered: (i) predicting performance of newly developed genotypes (i.e., genotypes for which no phenotypic records were available); and (ii) prediction of performance of genotypes across environments, when some genotypes were evaluated in some environments but not in others. A statistical framework for incorporating molecular marker information in models for multienvironment data is described and applied in a plant breeding context using a multienvironment wheat (Triticum aestivum L.) trial.
MATERIALS AND METHODS
We begin this section by introducing a conceptual framework that allows modeling pedigree and molecular marker data using mixed models. Subsequently, we apply this framework to data from CIMMYT's Global Wheat Program.
A Multienvironment Mixed Model for Regression using Molecular Marker and Pedigree Data
In a multienvironment linear mixed model, the phenotypic outcomes of g individuals (i = 1, 2,…,g) evaluated in J environments ( j = 1, 2,…,J) are expressed as follows:
where y j is the vector of the response variable of phenotypic records (or means) collected in the jth environment; and X j and Z j are incidence matrices vectors of systematic eff ects, β j , and random genetic eff ects, g j , in the jth environment (with elements g ij for the ith genotype). In reduced matrix notation,
ε . In a standard multienvironment linear mixed model, vectors containing the random eff ects entering on the righthand side of Eq. [2] are assumed to follow a multivariate normal density, centered at zero, and with covariance structure
, and
, where I is an identity matrix of size g, G 0 is a J × J covariance matrix of the genetic eff ect of genotypes in environments, ⊗ denotes the Kronecker product of matrices, and
is a g × g numerator relationship matrix, whose entries are twice the kinship coeffi cients between pairs of lines. The
is usually represented as from a pedigree (hereinafter denoted as A P ). Alternatively, this matrix can be derived from molecular marker information (hereinafter denoted as A M ). Unlike standard pedigree-derived genetic relationships, marker-derived estimates of relationships can account for common ancestry not considered in the pedigree, and more importantly, it can account for departures of realized genetic relationships from their expected values given the pedigree due to Mendelian segregation. There are multiple ways of mapping markers to estimates of genetic relationships (e.g., Ritland, 1996; Lynch and Ritland, 1999; Van Raden, 2007; Habier et al., 2007; , and none is considered to be superior (Makowsky et al., 2011) . Here, we consider A M = MM′, where
is a matrix containing centered and standardized 
Modeling Covariance Structures
In the multienvironment model of Eq. [2-5], the within-line across-environment covariance matrices R 0 and G 0 are completely unstructured (UN). Each of the matrices involves
parameters. Therefore, the number of codispersion parameters grows quadratically with the number of environments. Also, when J is large, and genetic and/or residual eff ects are highly correlated between environments, estimation of G 0 or R 0 may be (close to) singular, making the convergence of algorithms slow. This problem may be overcome, and insights about correlations patterns may be gained, by using structured covariance matrices. This is done by representing covariance matrices as functions of a parameter vector. Factor analysis (e.g., Smith et al., 2001; Crossa et al., 2006; de los Campos and Gianola, 2007; Burgueño et al., 2007 Burgueño et al., , 2008 Burgueño et al., , 2011 , random regression, principal components (Kirkpatrick and Meyer, 2004; Meyer and Kirkpatrick, 2005) , and recursive and simultaneous structural equation models (Gianola and Sorensen, 2004) are alternative ways of structuring covariance matrices. Below we describe a few covariance structures applied to R 0 or G 0 .
The most restrictive and simple covariance structure is obtained by setting
I , where ε σ 2 is a variance parameter that is common across environments. This model, hereinafter denoted as I, imposes independence and homoscedasticity of model residuals across environments. A slightly less restrictive covariance structure is 
Estimation of model unknowns in the above model can be performed using Bayesian, Likelihood, or Restricted Maximum Likelihood (REML) methods. A standard approach is to fi rst estimate covariance parameters using REML and then obtain estimates of fi xed eff ects and predictions of genetic values by solving the mixedmodel equations associated with Eq.
[3] with codispersion parameters replaced by REML estimates. The solution to the mixed-model equations are the empirical Best Linear Unbiased Estimates (BLUE) of fi xed eff ects and the empirical Best Linear Unbiased Prediction (BLUP) of random eff ects (e.g., Henderson, 1975) . In this study, we performed a two-stage analysis consisting of, fi rst, computing the mean of the genotypes in each mega-environment and standardized the data; and second, fi tting the diff erent models with the standardized data. For cases where heterogeneity of within-site error variances is evident, a weighted analysis in the second stage for handling the diff erences in standard errors among genotype estimates within environments is recommended (Welham et al., 2010) for multienvironment trials whose purpose is variety selection. In GS, the aim is to achieve accuracy in the genomic estimate breeding value based on marker or/and pedigree.
It should also be noted that the residuals of Model [2] comprise the confounded eff ects of nonadditive genetic variance and the error residual; this nonadditive genetic variance represents, in self-pollinated species, the additive × additive epistasis that can be modeled using the relationship matrix A, as shown by Burgueño et al. (2007) .
Pedigree and Marker-based Prediction
In the models described by [1] [2] [3] ,
represents a g × g matrix of additive relationships. Commonly, these are derived = 1,…,J) are environment-specifi c variance parameters. Fitting the model described above with
is equivalent to fi tting J single-environments models separately.
The FA model is commonly used for modeling covariance matrices in quantitative genetic models in plants (e.g., Smith et al., 2001; Crossa et al., 2004 Crossa et al., , 2006 Burgueño et al., 2007 Burgueño et al., , 2008 Burgueño et al., , 2011 and animals (de los Campos and Gianola, 2007) . The FA model for
where Λ is an J × k matrix where the kth column contains the environmental loadings for the kth latent factor, and Ψ is an J × J diagonal matrix, with diff erent nonnegative parameters on the diagonal. When only one factor, k = 1, is considered, the model is denoted as FA (1); for k = 2, FA(2) has two multiplicative components, and so on. Thus, FA can be interpreted as the linear regression of genotype and GE on environmental covariates (environmental loadings), with each genotype having a separate slope (genotypic scores) but a common intercept (if main eff ects of genotypes are not distinguished from GE). The slopes of genotypes measure the sensitivity of the genotypes to hypothetical environmental factors represented by the loadings of each environment (Smith et al., 2002) .
Parameter identifi cation requires imposing restrictions. Even after imposing these restrictions, loadings are identifi ed up to an orthonormal rotation. Unique estimates can be obtained by either adopting a rotation (e.g. 
Experimental Data
We evaluated models such as those described in Eq. [2-3] and [4] [5] using data from CIMMYT's Global Wheat Program, which contains information on 599 wheat lines whose grain yield was evaluated in four environments (E1, low rainfall and irrigated; E2, high rainfall; E3, low rainfall and high temperature; and E4, low humidity and hot) (Braun et al., 1996) with two replicates in each environment. The combined analyses across four environments based on unstandardized data give a heritability for grain yield of 0.50 with a variance component for GE (0.3132) larger than the variance component for entry (0.0889). Individual environment analyses show some heterogeneity of residual errors ranging from 0.0335 for E1 to 0.1121 for E2. It should be pointed out that for pedigree and genomic prediction the data were environment standardized.
A pedigree tracing back many generations was available, and the Browse application of the International Crop Information System, as described in http://cropwiki.irri.org/icis/index. php/TDM_GMS_Browse (verifi ed 20 Nov. 2011) (McLaren et al., 2005) , was used for deriving the pedigree relationship matrix (A P ). Wheat lines were genotyped using Diversity Array Technology (DArT) markers generated by Triticarte Pty. Ltd. (Canberra, Australia; http://www.triticarte.com.au [verifi ed 20 Nov. 2011]); after editing there were 1279 DArTs available for analysis. This data set is publicly available with the BLR package of R (de los Campos and Pérez, 2010) and was analyzed by Crossa et al. (2010) , who used single-trait models for genomic prediction. Further details about the data set and editing procedures applied are described in Crossa et al. (2010) .
Models
The main objective of this research was to evaluate the impact of modeling covariance structures in the context of pedigree, marker, and pedigree + marker models. To this end, we defi ned a sequence of 27 models, fi tted them to the entire data set, and evaluated predictive ability using cross-validation (see below). Table 1 describes the models used for analysis. Models 1-9 (P) are pedigree-based models; Models 10-18 (M) are markerbased models. These models are as described by Eq.
[2] and [3] with A = A P and A = A M , respectively. Models 19-27 (PM) combine pedigree and marker information, as described by Eq.
[4] and [5] . Therefore, the impact of incorporating marker information for prediction can be assessed by comparing models among these three groups.
Within each of these groups (P, M, and PM), we evaluated diff erent strategies for structuring the covariance matrices of model residuals and marker eff ects. Comparing models using diff erent covariance structures can be used to assess the importance of modeling heterogeneous variances (e.g., in P models by comparing Model 1 vs. Model 5) and covariances across environments (e.g., in P models by comparing Model 5 vs. Model 9). As stated earlier, using R 0 = D and G 0. = D (diagonal covariance structures) is equivalent to fi tting J single-environment models separately; therefore, the impact of modeling covariances can be assessed by comparing the performance of models using R 0 = D and G 0. = D with those that consider genetic or residual covariances.
In models using FA(2), we imposed two restrictions: (i) we set the loading of the fi rst trait on the second factor equal to zero, and (ii) we set one of the specifi c variances equal to zero. This yielded a model with 10 unknowns per covariance matrix.
Model Validation
Models were compared based on their predictive ability calculated as the correlation between the predictive and observed phenotypic values; the models were fi tted to the training set and their predicted values were correlated to the observed values in the validation set. Additionally, we report an estimate of the probability of one change in the ranks produced by predicted and by observed performance. Details about this statistic are given in Appendix B.
Two distinct cross-validation (CV) schemes were used for generating the training and validation sets. A k-fold cross-validation, which consists of randomly dividing the n observations into k nonoverlapping subsets, say, S1, S2,…,S k was used. Cross-validation was then applied to each partition of the data, that is, k − 1 groups were taken as the training set and the remaining group as the validation set. In this paper, we used k = 10, a 10-fold cross-validation scheme.
The two cross-validation schemes (CV1 and CV2) mimic two possible real situations a breeder might face. The fi rst CV scheme (CV1) was designed to evaluate the predictive ability of models when used for predicting the performance of genotypes that have not undergone fi eld evaluation (i.e., newly developed lines). When analyzing data for the kth fold of CV1, there was a total of 60 genotypes that were missing in all four environments; they were treated as unknown (Table C1 and Appendix C). Thus, predictions derived using CV1 were entirely based on phenotypic records of other lines. In the CV1 scheme, each validation set has 60 genotypes (except Fold 10, which has 59 genotypes).
The other cross-validation scheme (CV2) mimics a situation where lines are evaluated in two environments but missing in another two environments. Here information from relatives is used, and the prediction assessment can benefi t from borrowing information between lines within an environment, between lines across environments, and among correlated environments (Table C1 and Appendix C). In the CV2 scheme, for each nonoverlapping validation set, we selected about 240 cells from the 599 × 4 GE matrix to confi rm the validation set with the restriction that one genotype is missing only in two random environments and, for the other two environments, the same genotype is set to be missing in another fold. Randomness of the procedure produces a nonperfect balance pattern of environments and genotypes. The number of missing data in the diff erent validation sets in CV2 ranged from 214 (Fold 7) to 268 (Fold 3). Appendix C shows a typical fold for CV1 and CV2.
Software
Models were fi tted using the ASReml (2010) package. The REML estimates of variance parameters were obtained using the Average Information algorithm as implemented in ASReml (2010). Subsequently, estimates of fi xed eff ects and predictions of random eff ects were obtained by solving the corresponding mixed-model equations with (co)dispersion parameters replaced by REML estimates.
RESULTS AND DISCUSSION
Patterns of Genetic and Residual Covariability
The estimates of residual and genetic covariance components from P FA-UN (Model 9), M FA-UN (Model 18), and PM FA-UN (Model 27) in Table 2 show some patterns of heterogeneity of residuals and genetic variances in environments and varying trends of residual and genetic correlations across environments. Although the phenotypic data were standardized, results show that the estimates of residuals and genetic components are heterogeneous across environments for the three models due to diff erences in heritability. The extent of variance heterogeneity is expected to be even greater when data are not standardized.
The sample phenotypic correlation matrix indicated that there are two groups of environments, E1, which has a low and negative correlation with E2-E4, and the E2-E4 group of environments with moderate to high positive correlations among them. The residual and genetic correlation among environments (Table 2 ) confi rmed these patterns of association among environments (i.e., E1 vs. E2-E4) and also indicated that the correlations induced by both eff ects are much smaller in R 0 than in G 0 . Furthermore, the genomic-derived models (G 0M ) produced higher association among environments than pedigree-derived models (G 0P ). Figure 1 displays the estimated loading (after varimax rotation) of each of the four environments on the fi rst vs. the second common factor of G 0 derived from models using pedigree-(P FA-UN ) and marker-derived (M FA-UN ) genetic relationship matrices. The two groups of environments, E1 and E2-E4, are clearly depicted.
The results of the pedigree and genomic patterns of covariance among environments indicated some evidence of heterogeneous genetic and residual variances, as well as clear evidence of genetic association among some environments. The presence of such correlations can be exploited using multienvironment models to derive predictions that borrow information not only across lines, but also across environments. In the next section, we evaluate the impact of modeling across-environment covariances on prediction accuracy. 
- The residuals modeled using I, D, and UN had two eff ects that are confounded, the genetic variances that are represented by the additive × additive epistasis eff ects and the error variance. It is possible to partially overcome this problem by partitioning the total genotypic eff ects into additive and additive × additive and their interactions with environments (Burgueño et al., 2007) . Fitting the additive × additive will increase the complexity of the models and it was not the main objective of the article. The authors are currently investigating modeling additive × additive epistasis and additive × additive × environment using pedigree and genomic relationship matrices in the context of genetic prediction in GS.
----------------------Pedigree + marker-----------------------
Predictive Ability of Models with Pedigree and Genomic Information
The average correlations between predictions and phenotypes in CV1 and CV2 are presented in Table 3 (Models 1-18) and Table 4 (Models 19-27). Summaries of these Table 2 . Estimates of residual and genetic covariance matrices (correlation in the upper diagonal), variances and covariances in the diagonal and lower diagonal components of each matrix, respectively, derived from a full-data analysis of models using different covariance structures for four environments (1-4) Figure 1 . Estimated loadings (after varimax rotation) of each of the four environments on the fi rst and second common factors of G 0P obtained from models using a pedigree-based (P FA-UN ) and marker-based (M FA-UN ) additive relationship matrix. The x-y coordinates are the estimated loadings after varimax rotation, and the numbers in the body of the plot are the environment labels (1-4). In both models, G 0 was modeled using a two-common factor model, and the residual covariance matrix, R 0 , was completely unstructured.
results are given in Fig. 2 and 3 . The CV-correlations ranged from 0.317 to 0.646. In this range, the relationship between correlation and the estimated probability of having a rank change is close to linear (see Appendix B). A correlation of 0.317 (0.646) corresponds to a 0.40 (0.28) probability of having one change in rank.
Pedigree vs. Marker-based Prediction
The predictive ability of marker-based models was higher than that of pedigree-based models, both in CV1 and in CV2. Combining pedigree and marker information into the same model improved predictive ability as compared with that of pedigree-or marker-based models across covariance structures, environments, and CV schemes. Therefore, our results confi rm the superiority of models for GS over pedigree-based predictions or marker-based predictions alone. Crossa et al. (2010) evaluated the predictive ability of pedigree, marker, and pedigree plus marker single-environment models using the same data set used here. As expected, the estimates of CV-correlations obtained here in CV1 with models P D-D (4), M D-D (14), and PM D-D (23) are similar to those obtained by Crossa et al. (2010) using singleenvironment models for pedigree, markers (MBL = molecular marker regression using the Bayesian Least Absolute Shrinkage and Selection Operator [Bayesian LASSO]), and pedigree + markers combined (PM-BL = regression on markers and pedigree using the Bayesian LASSO). Diff erences are small (on the order of 0.4-4%) and the only exception was pedigree-based prediction in E3, where we obtained a predictive correlation that was 7.4% lower than that reported in Crossa et al. (2010) . This diff erence could be due to many factors, such as the fact that Crossa et al. (2010) used a fully Bayesian approach, while we used REML followed by BLUE-BLUP, or diff erences could be due to the model used to incorporate marker information (we used a model based entirely on Gaussian assumptions, while the Bayesian LASSO uses a prior for marker eff ects which is a mixture of scaled normal densities). Finally, diff erences in estimates of CV-correlation may be partially due to variability in estimates originated by sampling of training and validation sets.
Cross-validation Scheme
Predicting the performance of newly developed lines (CV1) (not tested in the fi eld) is more challenging than predicting the performance of lines that have been evaluated in diff erent but correlated environments (CV2). This is refl ected in the results depicted in Fig. 2 : averaged across environments, CV-correlations obtained from multienvironment models (P FA-UN , M FA-UN , and PM FA-UN ) in CV2 were 31, 17.5, and 21.8% greater than those obtained in CV1 (Fig. 2) . This highlights the value of having information from correlated environments when predicting performance. Selection of lines without fi eld testing, as mimicked in CV1, allows shortening of the generation interval, but the predictability is poorer, which might compromise the annual rate of genetic progress in a GS breeding program. Ultimately, the decision of how the breeding scheme should be structured depends on the tradeoff between desired prediction accuracy and generation interval.
-------------------------------------------------------------------------------CV1------------------------------------------------------------------------------
-------------------------------------------------------------------------------CV2------------------------------------------------------------------------------
Prediction Assessment
Modeling genetic and residual covariances improved the predictability in CV2 but not in CV1. The reason for this is clear; in CV2 modeling GE allows borrowing of information within line across environments. This is not possible in CV1 because in this scheme the lines being predicted have not been evaluated in any environment. The impact of modeling GE in CV2 is marked in E2-E4, but not in E1 (Fig. 3) . As shown in Table 2 , genetic values in E2-E4 have high genetic correlations, while genetic values in E1 exhibit low genetic correlations with those from E2-E4. Models FA-D and FA-UN capitalize on these genetic correlations. For correlated environments E2-E4, the benefi ts in predictive ability come from two sources: from borrowing information from correlated environments by means of modeling GE and from using information regarding pedigree and genetic markers. In terms of probability of a rank change between observed and predicted genotypic values in E2, E3, and E4 using FA-D and FA-UN structures for G 0P , G 0M , and R 0 (for CV2 in Fig. 3c ), results show a probability of a single rank change of about 0.145; this value is slightly higher than that estimated for E1. When GE is not modeled (D-D and D-UN), the probability of one rank change for genotypes in E2, E3, and E4 is slightly larger (0.17, Fig. 3c ) and is the same for rank changes occurring in E1.
Predictive Ability of Models without Pedigree and Genomic Information
It is interesting to examine the predictive accuracy of models without using pedigree and markers. However, if pedigree or markers are not included, not many models can be fi tted for prediction; that is, models for CV1 will predict with the mean, and it is not possible to compute correlations for those genotypes that are completely missing in environments. For CV2, two simple linear mixed models (I and II) were fi tted to the training sets of the 10-fold cross-validations without including the pedigree and the marker information. Both models can be described from Model [2] . Model I is y = X + Zg + y = X + Zg + β ε, where X is the incidence matrix for the fi xed eff ects of environments β, and Z is the incidence matrix for the random eff ects of the genotypes g with , with the fi xed eff ects of environments β and the random eff ects g that contain the genetic eff ects, the GE eff ects, and the error term, ε; the random g eff ects are modeled using the FA such that ( ) ( )
The prediction accuracy of Model I for individual environments and for E2-E4 and E1-E4 ranged from −0.21 for E1 to 0.50 for E2; it was always lower than correlations obtained from Model II. The prediction accuracy of Model II was always better than that of Model I and ranged from 0.22 for E1 to 0.607 for E2. As for the previous cases, E2 and E3 are predicted with more accuracy than the other environments because they have higher genetic correlations. These results are in agreement with Burgueño et al. (2011) , who demonstrated that modeling GE is a good thing because it always gives better predictability than using simple linear mixed models.
When comparing the correlations of Model II with those of Models 3, 6, and 9 (pedigree with FA) and Models 12, 15, and 18 (markers with FA) (Table 3) , it is clear that all the models that use pedigree or markers or both gave better predictive accuracy for individual environments and for E2-E4 and E1-E4 than Model II (which modeled the GE but did not include additional pedigree and marker information). These results show that for predicting the environments that cause a great deal of the GE, such as environments E1 (and E4), modeling GE using information on molecular markers and/or pedigree gives better prediction accuracy than not modeling GE and not using molecular markers and pedigree information.
CONCLUSIONS
This is the fi rst research that incorporates FA models for GE interaction using pedigree or/and marker-based information simultaneously for genetic prediction in the context of GS. The results show that combining pedigree and marker data can yield substantial increases in prediction accuracy relative (i) to traditional pedigree-based prediction and (ii) to single-environment pedigree and genomics prediction models. Furthermore, for predicting the performance of newly developed lines (CV1), single-environment models are expected to perform similarly to multienvironment models. However, multienvironment models can boost predictive power in across-environment prediction, a problem of great interest in most plant breeding programs. Our results suggest that for the germplasm and environmental conditions used here, most of the benefi t of the multienvironment model comes from modeling genetic correlations between environments. We also showed that modeling GE using information on molecular markers and/or pedigree gives better prediction accuracy than not using molecular markers and pedigree information. Further research is required to examine the prediction assessment of modeling the nonadditive genetic variances such as dominance and epistasis and their interactions with environments.
APPENDIX A Equivalence of Regression Models for Genomic Selection
In the model of Eq. 
is a vector of marker eff ects. By stacking the genetic values of all lines in all environments into a single vector, we obtained
b . Consider assigning a multivariate normal before the joint vector of marker eff ects, centered at zero and with covariance matrix ( )
In matrix notation this is expressed as
is a within-locus, across-environments covariance matrix of marker eff ects. Therefore,
The vector of genetic values,
, is a linear combination of the vector of marker eff ects. Therefore, using Eq. [1A] and from properties of the multivariate normal density, it follows that g is also multivariate
Therefore, using A = MM′ in the multienvironment linear mixed model of Eq. [1-3] is equivalent to a linear regression model for genomic selection in which marker eff ects are environment specifi c and are assigned a multivariate normal prior centered at zero and with covariance structure
APPENDIX B Probability of Rank Change of Two Correlated Normal Bivariate Random Variables
We derived the probability of a rank change between the observed phenotypes and the predicted genetic values by assuming a bivariate normal distribution of a pair of random variables with a given correlation. Perfectly correlated variables have zero probability of rank change, whereas variables with zero correlations have a rank change probability of 0.50. This is an approximate approach for model selection that, in this case, off ers a measure that is easy to interpret.
To calculate the probability of a change of rank, we considered a bivariate normal distribution (X i ,Y i ), where X i (for i = 1,2,…,g) is the observed genotypic value and Y i is the predicted genotypic value. The Kendall correlation coeffi cient is defi ned as the probability of concordance minus the probability of discordance:
The probability of concordance can be interpreted as the probability that the rank between any two genotypes is the same using either the observed or the predicted genetic value. On the other hand, the probability of discordance can be interpreted as the probability that the rank between any two genotypes changes depending on whether observed or predicted genotypic values are used. Therefore, , the probability that there will be a rank change between any two genotypes when using the observed or the predicted genotypic value is ( For the range of correlation found in this study ( from 0.317 to 0.646), the relationship between the given correlation and the estimated probability of having one rank change is close to linear (Fig. B1 ). Table C1 shows an example of one-fold cross-validation (CV) in both the CV1 and CV2 schemes. In CV1, for each fold, 60 diff erent genotypes are missing in all four Figure B1 . Relationship between Pearson's correlation coeffi cient and the probability that there will be a rank change between any two given genotypes if the observed or the predicted genotypic value is used. environments. In the CV2 scheme, one random genotype was missing in two random environments until approximately 240 missing cells were completed. To have 10 nonoverlapping subsets, the two remaining environments, which have no missing data, will have missing data in another fold. For example, Genotype 2, which is missing in E1 and E2 in the fold represented in Table C1 , will be missing in E3 and E4 in another fold.
APPENDIX C Cross-validation Schemes
