We consider packings of congruent circles on a square flat torus, i.e., periodic (w.r.t. a square lattice) planar circle packings, with the maximal circle radius. This problem is interesting due to a practical reason the problem of "super resolution of images." We have found optimal arrangements for N = 6, 7 and 8 circles. Surprisingly, for the case N = 7 there are three different optimal arrangements. Our proof is based on a computer enumeration of toroidal irreducible contact graphs.
Preface

History
A class of problems of an optimal (in different senses) placing of equal balls in different containers is a huge class of interesting research problems in discrete geometry. The best known variations are the following: to find the densest packing of equal balls in R n , to find the minimal covering of R n by equal balls, to find the maximal number of equal balls that can touch another one with the same radius, and to find the maximal number of equal balls that can fit into a prescribed container. One can also allow balls of different radii or even replace the balls with something like simplices or other objects, or study the universal properties of packings of convex bodies, giving rise to many other similar problems that are also of interest. These problems have been widely studied and appeared to be very complex despite having very simple formulations. Another point is that many of these problems have practical value (even for the "strange" containers and higher dimensions). Some of the results are collected in the following books: [1] , [6] , [10] .
In this paper we are talking about one of the aforementioned problems, where the container is the flat torus R 2 /Z 2 with the induced metric and the goal is to find the maximal radius of the disk, whose N congruent copies can be fit in the torus without overlapping. The problem is equivalent to finding the densest packing, as the area of the torus is constant and equals one, and so the best density is ρ = N πR 2 max .
We found out about this problem from Daniel Usikov ([19] ), who described the practical reason for studying optimal disk packings on the torus. According to him, this case is especially interesting for the problem of "super resolution of images." Here are several extracts from his letter that provide a more detailed description:
Let's assume that the image obtained by an observation has an infinite accuracy. Now assume that we have just two observations. If both of them are conducted from the same point, obviously, these two observations are not better than just one. Now let's shift the position of the second with respect to the first one. Then any shift would be equivalent from the point of view of super resolution restoration. But in practical applications we need to take into account two sources of observational errors. First, the exact amount of the shift can be found with some accuracy only, and second, the brightness in each pixel of the image has an intrinsic error -so called "photon noise". So if the shift is within its statistical error, any attempt to calculate the super-resolution image will fail. Furthermore, it is visible from the formulas that they operate with the differences in brightness between adjacent pixels. So, by separating the observation points as far as possible, one can reduce the error in the estimation of the brightness differences.
It definitely looks like the best result of super resolution observation would be to maximize the distance between two points of observations. For the case of the square pixel, it is the half of the pixel's diagonal. When a third point is added, we expect that the best allocation would be to maximize the minimal distance between three point, etc.
I think that a rigorous prove of the max-min requirement is achievable. As a simplification on the road to the prove, one can assume that the brightness in each pixel takes a random value within an interval (say 0:1). Then averaging over all possible random brightness samples, the brightness should gone from the optimization formulas, and the task will be reduced to the search of the optimal location of observation points on the torus.
Sent by email, from Daniel Usikov (dusikov@yahoo.com) November 22, 2010
Obviously, the optimal packing in the torus could not be worse than the optimal packing in the square [0, 1] 2 . Here are some results for the small number of disks in the square, borrowed from [1] (See [12] , [14] , [15] ). Here d denotes the distance between the centers. Corresponding configurations are shown in 
The formal statement
The problem is: for a given number N ≥ 1 of points, find the maximal r ∈ R + such that N circles of radius r could be put on the square flat torus T = R 2 /Z 2 without overlapping, or, equivalently, to find the maximal d ∈ R + such that there are N points on the torus with pairwise distances not less than d (where d = 2r).
We will work with the second statement.
Known results for the torus
Optimal configurations of up to 4 circles are relatively easy to find, and for N ≤ 5 they were found in [8] . These configurations and the corresponding d-s are presented in Figure 2 . D. Usikov ([19] ) has conjectured some optimal configurations using numerical simulations for the small numbers of disks.
Main results
In this paper, we present solutions of the problem for N = 6, 7 and 8 and a conjecture for the case N = 9.
(a)
Figure 2: Optimal configurations of up to five points in the torus Theorem 1. The arrangement of 6 points in T 2 which is shown in Figure 3a is the best possible, the maximal arrangement is unique up to isometry, and d ≈ 0.40040554. The precise formula is
Theorem 2. There are three, up to isometry or up to a move of a free disk, optimal arrangements of 7 points in T 2 which are shown in Figures 3b -3d where
Theorem 3. There is one unique, up to isometry, optimal arrangement of 8 points in T 2 , which is shown in Figure 3e where
Conjecture 2.1. There is one unique, up to isometry, optimal arrangement of 9 points in T 2 , which is shown in the Figure 3f where
So, for N = 6, 7 and 8 we have a 5 − 7%-improvement compared to the results for the square. The exact point coordinates can be found in the Appendix B.
Basic definitions and preliminary results
The main notion we use to find an optimal configuration is the notion of a contact graph.
Contact graphs. Let X be a finite set in T 2 . The contact graph CG(X) is an embedded graph with vertices X and geodesic edges (x, y), x, y ∈ X such that x and y are adjacent iff dist(x, y) = min
As a corollary of the definition, one sees that all the edges in a contact graph have equal lengths.
We refer to the configuration of N points that maximizes the minimal distance between the N points, i.e., solves the packing problem, as optimal. To avoid dealing with an infinite family of torus isometries induced by parallel transports of the covering plane, from now on we suppose that every point set in question contains the vertex (0, 0). Irreducible contact graphs. We say that a contact graph CG(X) (and its corresponding configuration X) is irreducible if it is rigid in a sense that there are no possible slight motions of vertices (we do not distinguish the points in X and the vertices of the graph) that change the contact graph (either the graph itself or the topology of its embedding) or increase the edge lengths. A more detailed definition of the contact graph for the torus using so called strut frameworks and examples can be found in [8] (there it is called "infinitesimaly rigid strut framework"), which as they state is equivalent in our case to the definition in [3] . The only difference between our definitions is that we allow an irreducible contact graph to have isolated vertices. This definition can be applied to point configurations in any metric space. Note that W. Habicht, K. Schütte, B.L. van der Waerden, and L. Danzer used irreducible contact graphs for the kissing number and Tammes problems for S 2 [11, 16, 17, 7] . The idea of irreducibility is the expression of the thought that the optimal configuration should have some nice properties and there is a possibility to "adjust" any optimal configuration to have even more nice properties. Here we only want the configuration to be rigid, but, for example, Danzer [7] used a trick to disallow the optimal graph to admit another adjustment that is now called "Danzer flip", and that helped him to solve the Tammes problem for 10 and 11 points. Also this trick helped to kill lots of graphs in [13] . Now we state some basic propositions that will be of significant use.
Proposition 3.1. Let X be an optimal (corr. locally optimal, i.e., giving the local maximum of d in the natural topology) configuration of N points on a square flat torus. Then its contact graph is either irreducible, or X can be continuously moved to another optimal (corr. locally optimal) configuration with an irreducible contact graph.
Although this fact is easy to prove, we refer to [3] . Also see Theorem 3.2 in [8] .
Proposition 3.2. For any configuration X its contact graph can have vertices of degree at most six.
Proof. It is obvious since any circle in the plane can not touch more than 6 circles of the same radius, and since the universal cover of the contact graph is the contact graph in the plane, the property holds. Proof. It is obvious since an angle must be not less than in an equilateral triangle.
Proposition 3.4. There are no angles greater or equal than π in an irreducible configuration.
Proof. If there is an angle of π or greater, than the corresponding vertex can be slightly "pushed" inside a face with that angle, and it becomes isolated.
Corollary 3.1. There are no vertices of degree one or two in an irreducible configuration.
Proposition 3.5. An irreducible contact graph without isolated vertices is cellular (i.e., the interior of each face is homeomorphic to an open disk).
Proof.
If not, then one can easily see that such graph has an obtuse or a flat angle. For the details see [8] .
Proposition 3.6. An isolated vertex in the contact graph can be only inside a face, whose universal cover is a polygon of at least seven vertices. (The universal cover is referred to for the strictness, as there can be, for example, "octagonal" faces on the torus with only 4 distinct vertices. Nevertheless, in the following we will call such faces just "octagons".)
Proof. If we draw all straight-line segments from the isolated vertex v to all the vertices of the face, all of the segments will be strictly longer than the edges, thus the angles are strictly less than
. Their sum is 2π, so there must be at least 7 such angles. By the way, if there is a vertex inside a hexagon, then it is a regular hexagon split into 6 equilateral triangles.
Remark. If we remove an isolated vertex from the contact graph on N vertices, then we will get a locally optimal configuration on N − 1 vertices. Proposition 3.7. An irreducible contact graph without isolated vertices has at least 2N − 1 edges.
Proof. We refer to the result of Connely [4] , [5] . Some general position ideas that can be used to prove this will be given in the next sections. Now we state some propositions involving the d we are looking for. Proof. One can remove any vertex to achieve a configuration on N − 1 points. Proposition 3.9. The following inequality holds:
Proof. It follows from the knowledge of the maximal density of circle packing on a plane, which is π √ 12 ([9], [10] ). See [8] .
Proposition 3.10. There are no multiple edges in the contact graph for N ≥ 5 points.
Proof. There are no multiple edges in the universal cover since any two disks on the plane cannot touch in two points. So the multiple edges e 1 = (uv) and e 2 = (vu) may occur only if the cycle uvu = e 1 e 2 e 1 wraps around the torus (i.e., is not homologically trivial). But then the length of the edge must be at least Now we have some basic properties of contact graphs, and so we are going to use a computer to find the one that will give the optimal configuration, among all the graphs with such properties; the idea is similar to the one used for solving the Tammes problem in [13] . There, to find an optimal configuration on the sphere, all the planar graphs with some necessary properties have been enumerated and tried to be embedded into a sphere with equal edge lengths, satisfying the properties of contact graphs. The enumeration has been done by a program plantri by G. Brinkmann and B. McKay( [2] ).
We've used the program surftri written by T. Sulanke ([18] ), who very kindly modified the original release, that enumerated only the triangulations, to be able to enumerate all toroidal cellular graphs, and we are very grateful to him for that.
But unlike [13] , where all planar graphs have been enumerated and the possibility of irreducible embedding has been checked, we've used a slightly different approach. The idea grows from the fact that since we are unable to find an embedding of the graph exactly, in any case it would be very hard to distinguish the graph and its subgraphs programmatically. Here are the details.
Suppose we have an embedding of the graph G without isolated vertices, like in any of the figures (except for Figure 3b ) above. Then, considering each edge as a vector, we may write the following system of equations that characterizes the embedding (up to a parallel transport that is out of interest for us):
Here we assign a vector v i to each edge of G, fixing any of the two possible directions of the edge. Then the first E equations tell that all edge lengths are equal to d. The next F equations say that each face is really a face, i.e., the sum of the vectors corresponding to its edges (with appropriate signs) equals to zero. The last two equations "fix the cut" of the torus: we choose any two cycles c 1 and c 2 that do not form a face (i.e., homologically independent) and prescribe for each of them the way it wraps around the torus. Since it is a cycle, then the sum of the vectors, corresponding to its edges, has integer coordinates, and based on the number of the edges in the cycle, we easily establish that there is only a finite number of possible values of const 1 and const 2 if the cycle lengths are bounded. The details will follow in lemmas 1-4. An example of the system for a specific graph is System (4) on page 17. Remark. It is well-known that a graph embedded on a surface is unique up to orientationpreserving homeomorphism of the surface characterized by its rotation system a cyclic "clockwise" order in each vertex of the out-going edges. And surftri outputs these rotation systems. However, there are many homeomorphisms of the torus from SL 2 (Z) that do not conserve lengths, and so we have to somehow "fix the homeomorphism", and in the previous system it is done by selecting the two exclusive cycles and fixing them. The details on that will be below.
Note that the equations on the faces are not linearly independent (except the case where there is only one face, which is trivially impossible with our restrictions on degrees of vertices and without multiple edges): each edge is counted twice, once in positive direction and once in the negative, so the sum of all these equations is zero. Removing one of the equations for the faces, and, rewriting the system in coordinates, we get a system of m equations in n = 2E + 1 variables (coordinates and d), where
By the Euler formula for a torus, we have a relation N + F = E, so
If a solution exists, by the reasons of general position, we may hope to be able to find it by only considering only n of m equations. On the geometrical level, it may be the same as considering the subgraph instead of the original, hoping to get the removed edges automatically. Taking m = n for a subgraph we find that E = 2N − 1. By Proposition 3.7, the contact graph has at least such number of edges, so there exists its subgraph having exactly 2N − 1 edges 1 . So, our idea is to consider only the graphs with 2N − 1 edges and to find their embeddings. Remark. Although the system of equations is polynomial and there is much known about them, algebraic surfaces given by these equations seem not to be in the general position in the whole space, and such a system usually has infinite number of (complex) solutions, so the known approaches for polynomial systems fail.
Technical details
Now we need some statements to guarantee that the code for solving the problem works. Notation: For an (oriented) cycle c we write l(c) := e i , where e i are the vectors v i from System (1), corresponding to the edges of the cycle, with appropriate signs (that are determined by the orientation). Remark. In the following, we refer to a pair of (oriented) cycles, a cut along which unwraps the torus to a flat polygon, as "homologically independent cycles", and to a cycle, that forms a face, as "trivial cycle".
, then (in an irreducible contact graph) there is no nontrivial cycle of three edges where one edge occurs twice. Also, for any non-trivial cycle c of three edges l(c) = (±1, 0) or l(c) = (0, ±1), and for any non-trivial cycle s of four edges l(s) ∈ {(±1, 0), (0, ±1), (1, ±1), (−1, ±1)}.
Proof. It easy follows from such bound on d that these cycles lifted to R 2 just couldn't reach any other point in Z 2 : the distance in R 2 between the endpoints of any chain of three edges is not more than 3d, which is strictly less than √ 2 the length of a diagonal of the square, so, if this chain connects the two different lifts of the same vertex, then they could only be different by the unit horizontal or vertical vector. For a cycle of length 4, the argument is the same: the distance is not more than 4d < 2, so the shift is only possible by the unit horizontal or vertical vector or by the diagonal of the square with the length √ 2.
and c 1 and c 2 are homologically independent cycles (in an irreducible contact graph) having lengths 3 and 3, then there exists an isometry of the torus (possibly orientation-reversing) that makes l(c 1 ) = (1, 0) and l(c 2 ) = (0, 1).
Proof. These sums are originally ±(1, 0) and ±(0, 1) or vice versa (by the previous lemma), since the reflections against the lines y = 0, y = x and x = 0 are isometries of the torus, we easily achieve what we want.
The next two lemmas have the same proof: The next technical lemma guarantees some nice properties to the subgraph. Lemma 5. If N = 6 or N = 7, then for each irreducible (locally) optimal contact graph without isolated vertices there exists its subgraph with 2N − 1 edges which is cellular and all its vertices are of degree at least 3.
Proof. We prove that if there is a cellular graph with degrees of all vertices at least 3 and at least 2N edges, then we can remove an edge so that the property holds.
Firstly, we prove the estimate on the number of vertices of degree 3. Since
where n k is the number of vertices of degree k, and E ≥ 2N = 2n 3 + 2n 4 + 2n 5 + 2n 6 , we have n 3 ≤ n 5 + 2n 6 . Now we prove that there are at most two edges, the removal of which violates cellularity. Suppose there is such an edge e. It means that there are several "vertical" components that wrap around the torus, several "ships" planar components, and they are connected by the edges like e that cannot be removed without a loss of cellularity.
Note that each "vertical" component may have at least three vertices as it should wrap around the torus and d < 1 2 , and therefore at least four, as there are no multiple edges and all degrees are at least 3. So in the case of at least two different "vertical" components there should be at least 8 vertices, but we have only 7. If there is a "ship", then it has to contain at least 4 (even more, if we look more accurately) vertices since otherwise the third vertex has degree at most two. Since the embedding is cellular, there exists a "vertical" component, and thus we again have at least 8 vertices, which contradicts the statement. So there are no "ships" and in this direction there is at most one such edge (in a sense that if we cut the torus across this edge and get a cylinder then no other edge can be removed to make the embedding in the cylinder non-cellular). Similarly, inside the only "vertical" component, there is also at most one edge in the other direction, after removing which the embedding becomes non-cellular. If N = 6, then we have n 6 = 0 and n 3 ≤ 3 as n 3 ≤ n 5 and n 3 + n 5 ≤ 6. So we have at most 3n 3 ≤ 9 edges prohibited to remove by the condition on degrees and at most 2 by the one on cellularity. So, among at least 2N = 12 edges, only 9 + 2 = 11 are disallowed to be removed.
If N = 7 and n 6 >= 2 then, by the remark on the structure of vertices of the degree 6 the edge between these 2 vertices is a diagonal of a rhombus and can safely be removed. If n 6 = 1 then we have n 3 +n 5 ≤ 6 (the sum is less than 7 and must be even) and n 3 ≤ n 5 +2n 6 = n 5 +2. Thus n 3 ≤ 4. Our graph has at least 2N = 14 edges, so in the case n 3 ≤ 3 we have at most 3n 3 + 2 ≤ 11 prohibited edges and we are done. The last case is n 3 = 4.
If n 6 = 1 and n 3 = 4, then n 5 = 2 and these 2 vertices of degree 5 share a common adjacent vertex of degree 3, and all these 3 vertices are adjacent to the one of the degree 6. That gives us that there is a rhombus abcd, where deg a = 5, deg b = 6, deg c = 5 and deg d = 3, from which we can safely remove the diagonal edge bd. That finishes the proof.
6 Proof of Theorem 1
First step: finding all possible subgraphs
To prove the desired Theorem 1, we ask surftri to enumerate all cellular toroidal graphs on 6 vertices having 6 · 2 − 1 = 11 edges and all vertices of degree no less than 3 (these are the subgraphs described in lemma 5). There are 252 such graphs. Then for each graph we find two shortest homologically independent cycles and write down all the possible systems (1) from page 8 (the possibilities are described in Lemmas 1 -4) and try to isolate its solution (or solutions) on the set
where d 0 and d 1 are the known bounds on d (the lower one comes from the "guess" for the optimal configuration, the upper one is theoretical). The isolation is performed using the branch and bounds method, i.e., on each iteration we subdivide the allowed intervals for each variable and check the possibility of the feasibility on the set using minimal and maximal estimates. We've used two different methods for choosing the independent variables to be localized by branching.
In the first approach, to minimize the number of independent variables we first solve the linear part of the system concerning only x coordinates, where the space of the solutions has the dimension E − F = N , and we put bounds only on the N coordinates v j x , j ∈ J that determine the solution (also, we put bounds on d), while the y-coordinates are determined from the equations v iy = ± d 2 − v i for the base vectors. And we put bounds on these α i . Here the process of checking the feasibility looks like this:
1. Calculate the bounds on the v ix and v iy for i ∈ J from the linear system; 2. Check lengths of these vectors.
Remark. Actually, the second approach appears to work faster in general, since there is no need to enumerate all the possible combinations of signs for y-s, but, firstly, the problem for N = 6 has been solved by using only the first approach, and, secondly, for a few graphs on 7 vertices it also appeared to be faster. And the preliminary elimination for N = 7 has also been done using the first approach.
If the solution is possible and the desired precision is not achieved, we continue the subdivision.
In such a way, we find (subgraphs of) locally optimal configurations without isolated vertices with an arbitrary precision. Then, we do the same procedure for the graphs having less vertices and try to find some place for an isolated vertex there.
This gives us some set of embeddings, but we are still unable to distinguish the subgraphs of the optimal configuration. So, at this stage the computation shows that the following theorem holds: Theorem 4. Each irreducible optimal configuration on the N = 6 vertices has a subgraph isometric to one of the graphs in the Figures 4 and 5 , where each red square (that hardly could be seen on the image) determines the possible region for the point, and green circles are of radius about d. The precise numerical bounds could be found in the Appendix A. 
Second step: distinguishing subgraphs
To show that the only reason these graphs are found by the code is because they are the subgraphs of the optimal one showed on Figure 3a and do not lead to another optimal configuration, we distinguish two possibilities: if there surely is an obtuse angle in the graph, then the corresponding vertex should either be isolated (it is out of interest for us as in this case we will get this graph from the enumeration of graphs with less vertices), or there should be another edge from it. Looking at Figure 5 , we easily see that for G 3 and G 4 there are obtuse angles, allowing the only possibility of adding an edge. If the edge is added, we obtain the graph shown in Figure 3a , where we can delete another edge from, and reduce the problem to, for example, the graph G 1 . Now we are left with the two graphs G 1 and G 2 .
To deal with them (as the pentagons are hard objects for manual maximization) we use the following techniques: we will prove that within the prescribed rectangles there is at most one solution of System (1), and since the one in Figure 3a satisfies these bounds, the solutions coincide. For convinience, we replace d 2 by just 2d, changing the bound in the appropriate way.
To prove the propsition, first of all we rewrite System (1) in coordinates of the points of the configuration (we've multiplied by 1 2 for convinience):
where δ ij , γ ij ∈ {0, ±1} shows which distance (of the nine possible) between the points we have to consider. We assume that the precision is good enough to determine these uniquely.
Suppose we have some
such that F (X 0 ) = 0, where F is the function R 2N −1 → R 2N −1 on the left hand side of System (2) (we've substituted x 0 = y 0 = 0). Since F is quadratic and F (X 0 ) = 0, we have
We claim that for ε > 0 small enough
for any unit (in · ∞ norm) vector v, and if we would have an explicit bound on ε then we could establish the uniqueness. Firstly 3 , we compute
Now, we have to estimate dF (v) ∞ from below. We have
where the coefficients are actually the coordinates of the edge vectors. We are interested in
However, we do not know the coefficients exactly, so we need the following well-known lemma from the theory of linear operators: Lemma 6. For any two matrices A and B with A − B = ∆, the following inequality holds
if the denominator is positive.
Applying this for A = dF X 0 and B = dFX whereX is some point configuration, whose edges lie within the δ-neighborhood of that of X 0 , we (noticing that since matrices A and B are different by δ only in 4 positions in each row) get ∆ ∞ = A − B ∞ ≤ 4δ and hence
Substituting this into (3) we get the lower bound on dF X 0 (v); denote it by h. So, we have
which is positive provided ε < h 4
. So, given the bounding intervals for the edges we now can guarantee the uniqueness of the solution by calculating h and checking the inequalities. We do this for the graphs pretending to be optimal and Theorem 1 follows.
Proof of theorems 2 and 3
First of all, we notice that the Theorem 3 follows from the Theorem 2 because we know that d(8) ≤ d (7) and there is a configuration with d = d (7) . Uniqueness follows from the remark that after removing any vertex we would achieve an optimal configuration on 7 vertices, all of which are described by the Theorem 2. Now let's turn to N = 7. We've used exactly the same method for finding the subgraphs as in the previous section. And (after a couple of weeks of calculations and code optimization) we've been left with the subgraphs of the ones in he figures 3b-3d. Surprisingly, we had not been aware of the graph in the figure 3d, it has been found by the code. There are a bit more of the found subgraphs than for N = 6, so we do not provide all the images right here; nevertheless, they can be found at the URL below. There they are categorized by the way used to complete them to optimality and by the step of the elimination process. Now we have the last problem to distinguish the subgraphs. Note that the graph on Figure 3b is achieved by enumerating graphs on 6 vertices, and it has 12 edges, while we enumerate its subgraphs with 2 · 6 − 1 = 11 edges, so for it we need to prove the existence of the last edge. Similarly, we have to prove that the one last edge should be actually present for the subgraphs of 3d and the two last edges for 3c. Note that for each edge of 3c, the removal of which doesn't affect the convexity, there is another edge that can be removed simultaneously without the loss of convexity, so we have to deal only with the subgraphs with 13 edges, whose faces are convex (as otherwise one edge should be added and after that another can be removed [or added up to the optimal graph, if the graph is still "non-convex"], and we reduce the problem to the one with convex faces by removing an additional edge).
So, now we have to distinguish a "convex" subgraph from the optimal graph. We use the similar technique as for N = 6 involving the differential, but we slightly adjust the method to have better precision. For every possible subgraph embedding G we find the nearest (in the · ∞ -norm on the vertices) graph Γ isometric to the graphs on Figures 3b-3d (of course, we remove the floating vertex from 3b and work on 6 points) and estimate the distance. Then we use the same estimate on the size of the uniqueness domain for that Γ (we know its coordinates exactly, so we do not need to estimate the differential in the neighborhood). If the estimate distance is less than this bound, then we are done, having proved that vertices of G coincide with the ones of Γ.
Also, using the very original problem statement: to maximize d on the set in R
we've implemented the Karush-Kuhn-Tucker condition checking for proving that there either is another edge or the graph is not optimal. It could save us a bit of time, but we had already achieved a sufficient precision for the graphs to use the differential estimate by the time these check was written. Actually, we used it only for the one graph on 6 vertices. And for the another one graph we've had to manually correct the resulting estimates because the basis chosen by the program had not been optimal and the better estimates for the coordinates could be achieved manually.
After performing all these steps, all of the graphs have been proved to coincide with the optimal ones, except for the only one in the following Figure 6 . Here the differential of System (1) degrades and the Karush-Kuhn-Tucker conditions are satisfied, so we have to develop an individual strategy for it.
Let's write down the corresponding system of equations: 
It is a polynomial system of 27 equations in 27 variables. As it was once noticed above, there are known methods for isolating the roots of the polynomial systems. However, this system also appears to have an infinite number of complex solutions, so these methods fail, Figure 6 : The most powerful graph if applied directly. So we try to do some algebraic localization to eliminate the infinite family of solutions. Adding the condition d = 0, rewritten as d · s = 1 by adding an independent variable seems to do the thing: now the Maple's Isolate function from RootFinding isolates the 203 roots of the modified system. Now, we check that there is a unique root of the system even on the set 0 ≤ d ≤ 0.5, and thus it is the one we know, which coincides with the optimal. That finishes the proof of the Theorems 2 and 3. Remark. One may think that adding such condition d · s = 1 could do the thing for all the graphs; however, that is far from the general case.
Conclusion
For N = 9, we present a result of numerical simulations.
The code used for solving the problem and its output for N = 6 and N = 7 is available at https://dl.dropbox.com/u/124992374/index.xhtml. Note that it uses some randomization and has some asserts that may fail sometimes. If the case, the program just needs to be restarted for the failed graph.
