This paper derives the analytic form of the h-step ahead predictiondensity of a GARCH(1,1) process under Gaussian innovations, with a possibly asymmetric news impact curve. The analytic form of the density is novel and improves on current methods based on approximations and simulations. The explicit form of the density permits to compute tail probabilities and functionals, such as expected shortfall, that measure risk when the underlying asset return is generated by a GARCH(1,1). The prediction densities are derived for any finite prediction horizon h. For the stationary case, as h increases the prediction density converges to a distribution with Pareto tails which whose form has been already described in the literature. The formulae in the paper characterize the degree of non-gaussianity of the prediction distribution, and the distance between the tails of the finite horizon prediction distribution and the ones of the stationary distribution.
INTRODUCTION
Since their introduction in Engle (1982) and Bollerslev (1986) , Generalised AutoRegressive Conditional Heteroskedasticity (GARCH) processes have been widely employed in financial econometrics, see e.g. Bollerslev, Russell, and Watson (2010) . In their original formulation, the conditional distribution of innovations was typically assumed to be Gaussian.
Empirically, the distribution of stock returns has been studied extensively under the random walk assumption, see e.g. Fama (1965) ; in this literature, Gaussianity of stock returns has been questioned as too thin-tailed when compared to its empirical counterpart. Gaus-The tail behavior of the stationary distribution of the GARCH(1,1) has been studied extensively, see Mikosch and Starica (2000) and Davis and Mikosch (2009) . The tails of the stationary distribution of both the volatility and of the GARCH process x t are of Pareto type, Pr(x t > u) ≈ cu −2κ say. These properties are based on results for random difference equations and renewal theory obtained in Kesten (1973) and Goldie (1991) .
The tail index κ is associated with the number of moments of the stationary distribution, which exist up to order 2κ. Larger values of κ are associated with thinner tails of the stationary distribution; this is interpreted here to mean that the larger the number of moments (i.e. the larger κ) the smaller the distance from the Gaussian distribution, which has an infinite number of moments. κ depends on the coefficient α and β of the GARCH(1,1) process
, as well as on the type of the one-step-ahead distribution.
Examples of values of the tail index are given in Davis and Mikosch (2009) .
The present paper derives the analytical form of the h-step-ahead prediction density of a GARCH(1,1), allowing for the GJR type with asymmetric NIC. Closed form expressions are given for the prediction density of a GARCH(1,1) process x t for Gaussian innovations. The results are obtained by marginalizing the joint density of the prediction observations, using integration and special functions, for any prediction horizon h = 1, 2, . . . .
1 The formulae are valid for stationary as well as non-stationary GARCH(1,1) processes.
In the case of 2-steps-ahead, the prediction distribution is obtained without imposing constrains on the values of the α and β coefficients. For the h-steps-ahead prediction distribution with h ≥ 3, a condition on β is required to guarantee integrability of a certain integral; a sufficient condition for this to be satisfied is to have β larger than 0.62, which is a condition often satisfied in practice.
The prediction density is found to be close to a Gaussian density (with appropriate variance) for high values of β/α, and far from it for low values of it. Similarly, large values of β/α are found to be associated to higher values of κ, i.e. smaller distance from the Gaussian distribution for the stationary distribution with Pareto tails Pr(x t > u) ≈ cu −2κ .
The rest of the paper is organised as follows. Section 2 describes the general approach for the derivation of the integral. Section 3 states main results, while Section 4 discusses the form of the prediction density when compared with the tails of the stationary distribution. Section 5 concludes. The Appendix contains proofs.
THE PREDICTION DENSITY
This section illustrates the construction used to characterise the prediction density as an integral, involving (a product of several copies of) the chosen density of innovations. Consider the asymmetric GARCH(1,1)
where ω, α, β > 0, λ ≥ 0 and 1 xt<0 = 1 2
(1 − ς t ) is the indicator function for event x t < 0, and ς t := sgn(ε t ) = sgn(x t ) is the sign of ε or x t ; these signs are the same because σ t > 0. The sequence {ε t } is assumed to be i.i.d., centered around zero and with Gaussian p.d.f.
Time t = 0 is taken to be the starting time of the forecasts, and it is assumed that one wishes to predict x h for some h = 1, 2, 3, . . . , conditional on information set at time t = 0, taken to consist of observations of x 0 and σ 0 . This information set is consistent with observing x t from minus infinity to time 0 under stationarity. Note also that, because x 0 and σ 2 0 are observed, also σ 2 1 is observed. Throughout the paper the values taken by the random variables x t , z t := x 2 t , σ 2 t are denoted u t , w t and s 2 t respectively, and sometimes the subscript t is omitted if this does not cause ambiguity. The next Lemma reports consequences of the symmetry of the onestep-ahead density g on relevant conditional p.d.f.s. In the Lemma, the following notation is used, z := (z 1 , . . . , z h−1 ) , ς := (ς 1 , . . . , ς h−1 ) ; here w := (w 1 , . . . , w h−1 ) , s := (s 1 , . . . , s h−1 ) denote values of z and ς.
and it is given by
and one has
where σ 2 t depends on w t−j (the value of z t−j = x 2 t−j ) and s t−j (the sign of x t−j ) for j = 1, . . . , t − 1 via (2.1).
Denote the set of all possible ς by S, #S = 2 h−1 . Densities are first computed conditionally on ς and later they are marginalized with respect to it. Here, conditioning on ς is relevant only for the GJR case λ = 0. The basic building block is given by the expression in (2.3). This density can be marginalised with respect to z as follows
Finally, the conditioning with respect to the signs ς is averaged across different configurations, using the mutual independence of the signs ς t−j and the fact that Pr(ς t = ±1) = 1 2 for all t, thanks to the symmetry of g. One hence finds
where the sum s is over s j ∈ {−1, 1}, for j = 1, . . . , h − 1. The prediction density is hence found by combining (2.5), (2.4), (2.3), (2.2).
The next Lemma reports a recursion for the volatility process, that turns out to be useful when solving the integral in (2.4). In the Lemma, for t = 1, . . . , h − 1, let y t := α t z t /(βσ
t /β and y := (y 1 , . . . , y h−1 ) , where v := (v 1 , . . . , v h−1 ) denotes a value of y.
Lemma 2.2 (Volatility and transformations) The volatility process can also be written
For h ≥ 2, σ 2 h has the following recursive expression in terms of y's
, which is measurable with respect to the information set at time 0. Moreover, one has
where
MAIN RESULTS
The main results are summarised in Theorem 3.2 below. Before stating the main theorems, an auxiliary assumption is introduced. Define θ := ω/2σ . In Theorem 3.2 below, Ψ is the confluent hypergeometric function of the second kind, also known as Tricomi function, see Abadir (1999) and Gradshteyn and Ryzhik (2007) , section 9.21, whose integral representation is,
with Re(a) > 0, Re(c) > 0. Moreover, the following notation is used in summations: 
(i−1)k i , and empty sums (respectively products) are understood to be equal to 0 (respectively equal to 1). Recall finally that also α t in (3.3) is a function of s.
Proof: See Appendix.
Note that in the case when h = 2 , equation (3.2) holds for any value of β, while for h = 3 it holds if and only if β ≥ β. For h > 3, the validity of the (3.2) is guaranteed by the sufficient condition β ≥ max( 1 2 , β), which is, however, not necessary. The line of proof of Theorem 3.2 is the following: for h = 2 the integral is solved by substitution and by using equation (3.1). For h ≥ 3, subsequent (negative) binomial expansions of expression (2.6) for σ 2 t are required, whose validity is ensured by the inequality
which is satisfied under Assumption 3.1, see Lemma 5.1 in the Appendix. Immediate consequences of Theorem 3.2 are collected in the following corollary.
Corollary 3.3 (C.d.f. and moments) The prediction c.d.f.s of z h and x h are given by
with moments
where c j , c m,s are defined in (3.3).
Note that c m,s in the moments calculations are made of finite sums extending to m, involving the Tricomi functions, which do not fall in the logarithmic case as in Theorem 3.2; see Abadir (1999) for the logarithmic case. In fact, m − k ∈ {0, 1, . . . , m} implies that
is a finite sum. Some standardised densities of x h and the corresponding right tails are plotted in Fig. 2  for h = 1, 2, 3, 4 . The curve h = 1 is the standard Gaussian. Figure 3 shows the predictive densities for h = 2 and values of β/α that range from to 8.5 (α = 0.1, β = 0.85) to 1/8.5 (α = 0.85, β = 0.1). Figure 4 shows the tails for asymmetric news impact curves.
One can see that the prediction densities are more similar to a Gaussian when β/α is large.
STATIONARY DISTRIBUTION
The limit representation of the random variable x h in the stationary case can be found in Francq and Zakoian (2010) Theorem 2.1 page 24. The tail behaviour of the limit distribution is reviewed in Mikosch and Starica (2000) and Davis and Mikosch (2009) . The tails of the stationary distribution of both the volatility and of the GARCH process x t are of Pareto type, Pr(x t > u) ≈ cu −2κ say, where κ > 0 is a tail index. These properties are based on results for random difference equations and renewal theory obtained in Kesten (1973) and Goldie (1991) . The tail index of the stationary distribution depends on the coefficient α and β of the GARCH(1,1) process x t as well as on the one-step-ahead distribution. Examples of the tail index are given in Davis and Mikosch (2009) ; for Gaussian innovations, κ = 14.1 for α = β = 0.1, while κ = 1 for α = 1 − β.
The index κ is the unique solution of E((αε 2 t + β) κ ) = 1. When κ is an integer, the expression simplifies to
see Davis and Mikosch (2009) eq. (10) . Substituting the moments E(ε 2n t ) from the χ 2 distribution, and assigning values to β/α over a grid of pre-specified values, one can solve (4.1) for β, and hence for α = (β/α) −1 β. This allows to compute (values of) the surface κ(α, β). The relation between β/α and fat-tailedness of the prediction density for finite horizon h can be illustrated using the case h = 2. From Theorem 3.2, Hence when β/α → ∞ one has z → ∞ with √ zΨ 1 2
, 1 − j; z = 1+O(|z| −1 ), see Abramowitz and Stegun (1964) , eq. 13.1.8, so that all the Tricomi functions Ψ j , for varying j, tend to one. 3 As a result, when β/α → ∞ the prediction distribution converges to a N(0,σ 2 2 ). Hence in both the case of the prediction density for h = 2 and the stationary distribution, the fat tailedness of the distributions is small for large values of β/α.
CONCLUSIONS
This paper presents the analytical form of the prediction density of a GARCH(1,1) process. This can be used to evaluate the probability of tail events or of quantities that may be of interest for value at risk calculations. This improves on approximation methods based on moments, or on Monte Carlo simulation and estimation.
The techniques in this paper can ge applied also with symmetric innovations density g(·) different from the N(0,1) one. Different densities imply distinct subsequent (negative) binomial expansions of expression (2.6) for σ 2 t , and different auxiliary convergence conditions on the GARCH coefficients, similarly to Assumption 3.1. 
from which (2.7) follows, as in (2.4).
Proof of Theorem 3.2
The proof of Theorem 3.2 is based on the following Lemmas 5.1 and 2.1.
Lemma 5.1 (Conditions on β) Let Assumption 3.1.b hold. Then, for any j ≥ 2
Proof: of Lemma 5.1. For j = 2 the inequality (5.1) reads β 2 σ 2 1 + ωβ − ω ≥ 0. Solving the quadratic on the l.h.s. for β one finds two roots, β 1 = (−ω − ω 2 + 4ωσ ) > 0, so that the quadratic is non-negative for β < β 1 or for β > β. Because β 1 < 0, this holds only when β ≥ β. This proves that (5.1) is valid for j = 2 for β ≥ β and a fortiori also for β ≥ max{ 1 2 , β}.
An induction approach is used for j > 2. Assume that (5.1) is valid for some j = j 0 ≥ 2 and β ≥ max{ 1 2 , β}; it can then be shown that (5.1) is valid also replacing j with j + 1. To see this, take (5.1) for j = j 0 and multiply by β. One finds
, one has ω(1 − β) ≤ ωβ, so that, 
