Abstract. The exchange graph of a quiver is the graph of mutation-equivalent quivers whose edges correspond to mutations. The exchange graph admits a natural acyclic orientation called the oriented exchange graph. The oriented exchange graph is isomorphic to the poset of functorially finite torsion classes of a certain finite dimensional algebra. We prove that lattices of torsion classes form a semidistributive lattice, and we use this result to conclude that oriented exchange graphs with finitely many elements are semidistributive lattices. Furthermore, if the quiver is mutation-equivalent to a type A Dynkin quiver or is an oriented cycle, then the oriented exchange graph is a lattice quotient of a lattice of biclosed subcategories of modules over the cluster-tilted algebra, generalizing Reading's Cambrian lattices in type A. We also apply our results to address a conjecture of Brüstle, Dupont, and Pérotin on the lengths of maximal green sequences.
Introduction
The exchange graph defined by a quiver Q admits a natural acyclic orientation called the oriented exchange graph of Q (see [3] ). For example, if Q is an orientation of a Dynkin diagram of type A, D, or E, then its oriented exchange graph is a Cambrian lattice of the same type (see [23] ). Maximal directed paths in the oriented exchange graph, known as maximal green sequences [2] , may be used to compute the refined DonaldsonThomas invariant of Q (see [18] ) introduced by Kontsevich and Soibelman in [19] . In the Dynkin case, we may extract combinatorial information about oriented exchange graphs from the Cambrian lattice structure. The purpose of this work is to uncover similar information about oriented exchange graphs associated to some nonDynkin quivers of finite type. We summarize our approach below and distinguish it from other approaches. Most of the definitions will be given in later sections.
Let Q be a quiver with n vertices and p Q its framed quiver. Let Q be a quiver obtained from p Q by a finite sequence of mutations. A c-vector of Q is a vector whose coordinates describe the directions and multiplicity of arrows connecting some mutable vertex of Q to the frozen vertices of p Q. The coordinates of a c-vector are known to be either all nonpositive or all nonnegative. An edge of an exchange graph is oriented according to the sign of the corresponding c-vector; see Section 2 for a more precise description. The fact that this orientation is well-defined is far from obvious (see [21] ).
The orientation of an exchange graph associated to a quiver is known to be acyclic. One approach to proving this fact invokes a surprising connection to representation theory. Given a quiver Q, there is an associative algebra Λ " kQ{I whose functorially finite torsion classes are in natural bijection with vertices of the oriented exchange graph of Q. Ordering by inclusion, the covering relations among functorially finite torsion classes correspond to edges of the exchange graph in such a way that the orientation is preserved. Since an inclusion order on any family of sets is acyclic, it follows that the oriented exchange graph is acyclic.
The set of torsion classes of Λ is known to form a lattice, and the subposet of functorially finite torsion classes forms a lattice when Λ has certain algebraic properties [16] (we will focus on algebras Λ having finite lattices of torsion classes so we do not need to distinguish between lattices and complete lattices). We use a formula for the join of two torsion classes found by Hugh Thomas [25] to prove that torsion classes form a semidistributive lattice (see Theorem 4.5) . In the situation where every torsion class of Λ is functorially finite, which is true if Q is mutation-equivalent to a Dynkin quiver, we conclude that the corresponding oriented exchange graph is semidistributive.
A Cambrian lattice can be constructed either as a special lattice quotient of the weak order of a finite Coxeter group or as an oriented exchange graph of a Dynkin quiver. We construct a similar lattice quotient description when Q is an oriented cycle or mutation equivalent to a path quiver. First, we define a closure operator on its set of positive c-vectors. We then show that biclosed sets of c-vectors can be interpreted algebraically as what we call biclosed subcategories of the module category of Λ. After that, we construct a map π Ó from biclosed subcategories of Λ-mod to functorially finite torsion classes of Λ.
We prove that the set of biclosed sets ordered by inclusion forms a congruence-uniform lattice, which is a stronger property than semidistributivity, and the above map has the structure of a lattice quotient map. The latter implies that the lattice of functorially finite torsion classes is also a congruence-uniform lattice. We conjecture that if the functorially finite torsion classes of Λ form a lattice, then that lattice is congruence-uniform. However, we do not have a proof in general.
The paper is organized as follows. In Section 2, we explain several of the combinatorial and algebraic tools we will use in this paper. We begin by reviewing basic notions such as ice quivers, mutation of ice quivers, exchange graphs of quivers, and oriented exchange graphs of quivers. After that, we review the basic theory of path algebras with relations and their module theory. The class of path algebras with relations that we consider in this paper are cluster-tilted algebras of type A (i.e. these algebras are defined by quivers that are mutation-equivalent to a path quiver) and the cluster-tilted algebras defined by a quiver that is an oriented cycle. We carefully describe these algebras and their properties in Sections 2.4 and 2. 5 . Throughout this paper, when we speak about one of the algebras, we denote it by Λ.
In Section 3, we review basic notions related to lattice theory that will be useful to us. Of particular importance to us will be the notions of semidistributive, congruence-uniform, and polygonal lattices.
In Section 4, we review the concepts of torsion classes and torsion-free classes. Using the fact that the lattice of functorially finite torsion classes of Λ is isomorphic to the oriented exchange graph of Q, we prove that when Q is mutation-equivalent to a Dynkin quiver its oriented exchange graph is a semidistributive lattice.
In Section 5, we develop the theory of biclosed sets. We introduce the notion of biclosed sets of acyclic paths in a graph, denoted BicpAPq. We prove that BicpAPq is a semidistributive, congruence-uniform, and polygonal lattice (see Theorem 5.4) . When Q is mutation-equivalent to a path quiver or is an oriented cycle, we can identify the c-vectors of Q with acyclic paths in Q. In this way, we can consider the lattice of biclosed sets of c-vectors of Q, denoted BicpQq, and conclude that this lattice is semidistributive, congruence-uniform, and polygonal.
In Section 6, we show that BicpQq is isomorphic to what we call the lattice of biclosed subcategories of Λ-mod, denoted BICpQq. Using this categorification, we define maps π Ó and π Ò on BICpQq. Our main Theorem is that π Ó : BICpQq Ñ torspΛq is a lattice quotient map (see Theorem 6.9) . We remark that it is not clear a priori that the image of π Ó is contained in torspΛq. We conclude this section by giving an affirmative answer to a conjecture of Brüstle, Dupont, and Pérotin (see [2, Conjecture 2.22 ]) when Q is mutation-equivalent to a path quiver or is an oriented cycle (see Corollary 6.11) .
In Section 7, we prove several important properties of π Ó and π Ò that are needed for the proof of Theorem 6.9. Much of this section is dedicated to proving that the image of π Ó is contained in torspΛq. A crucial step in this argument is the use of a basis for the equivalence classes of extensions of one indecomposable Λ-module by another given in [10] .
In Section 8, we apply our results about biclosed subcategories to classify canonical join and canonical meet representations of torsion classes.
In Section 9, we record a few necessary results whose statements and proofs do not fit with the exposition in other sections.
In this paper, we only present a lattice quotient description of oriented exchange graphs defined by quivers that are mutation-equivalent to a path quiver or are an oriented cycle. We believe that one needs a more refined notion of biclosed subcategories in order to produce a lattice quotient description of oriented exchange graphs defined by any finite type quiver.
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Preliminaries

Quiver mutation.
A quiver Q is a directed graph without loops or 2-cycles. In other words, Q is a 4-tuple pQ 0 , Q 1 , s, tq, where Q 0 " rms :" t1, 2, . . . , mu is a set of vertices, Q 1 is a set of arrows, and two functions s, t : Q 1 Ñ Q 0 defined so that for every α P Q 1 , we have spαq α Ý Ñ tpαq. An ice quiver is a pair pQ, F q with Q a quiver and F Ă Q 0 frozen vertices with the additional restriction that any i, j P F have no arrows of Q connecting them. We refer to the elements of Q 0 zF as mutable vertices. By convention, we assume Q 0 zF " rns and F " rn`1, ms :" tn`1, n`2, . . . , mu. Any quiver Q can be regarded as an ice quiver by setting Q " pQ, Hq.
The mutation of an ice quiver pQ, F q at mutable vertex k, denoted µ k , produces a new ice quiver pµ k Q, F q by the three step process:
(1) For every 2-
Reverse the direction of all arrows incident to k in Q.
(3) Remove any 2-cycles created, and remove any arrows created that connect two frozen vertices. We show an example of mutation below depicting the mutable (resp. frozen) vertices in black (resp. blue).
pQ, F q = The information of an ice quiver can be equivalently described by its (skew-symmetric) exchange matrix. Given pQ, F q, we define B " B pQ,F q " pb ij q P Z nˆm :" tnˆm integer matricesu by b ij :" #ti
Furthermore, ice quiver mutation can equivalently be defined as matrix mutation of the corresponding exchange matrix. Given an exchange matrix B P Z nˆm , the mutation of B at k P rns, also denoted µ k , produces a new exchange matrix µ k pBq " pb 1 ij q with entries
For example, the mutation of the ice quiver above (here m " 4 and n " 3) translates into the following matrix mutation. Note that mutation of matrices (or of ice quivers) is an involution (i.e. µ k µ k pBq " B). Let Mut(pQ, F q) denote the collection of ice quivers obtainable from pQ, F q by finitely many mutations.
Given a quiver Q, we define its framed (resp. coframed) quiver to be the ice quiver p Q (resp. q Q) where
, F " rn`1, 2ns, and p
. Now given p Q we define the exchange tree of p Q, denoted ET p p Qq, to be the (a priori infinite) graph whose vertex set is Mutp p Qq and edge between two vertices if and only if the quivers corresponding to those vertices are obtained from each other by a single mutation. Similarly, define the exchange graph of p Q, denoted EGp p Qq, to be the quotient of ET p p Qq where two vertices are identified if and only if there is a frozen isomorphism of the corresponding quivers (i.e. an isomorphism of quivers that fixes the frozen vertices). Such an isomorphism is equivalent to a simultaneous permutation of the rows and first n columns of the corresponding exchange matrices.
In this paper, we focus our attention on type A quivers (i.e. quivers R P Mutp1 Ð 2 Ð¨¨¨Ð nq for some positive integer n.) We will use the following classification due to Buan and Vatne in our study of type A quivers. i) All non-trivial cycles in the underlying graph of Q are oriented and of length 3.
ii)
Any vertex has at most four neighbors.
iii)
If a vertex has four neighbors, then two of its adjacent arrows belong to one 3-cycle, and the other two belong to another 3-cycle.
iv)
If a vertex has exactly three neighbors, then two of its adjacent arrows belong to a 3-cycle, and the third arrow does not belong to any 3-cycle.
2.2.
Oriented exchange graphs. In this brief section, we recall the definitions of c-vectors and their signcoherence property. We use these notions to explain how to orient the edges of EGp p Qq for a given quiver Q to obtain the oriented exchange graph of Q, denoted Ý Ý Ñ EGp p Qq. Oriented exchange graphs were introduced in [2] and were shown to be isomorphic to many important partially-ordered sets in representation theory in [3] .
Given p Q, we define the c-matrix Cpnq " C R pnq (resp. C " C R ) of R P ET p p Qq (resp. R P EGp p Qq) to be the submatrix of B R where Cpnq :" pb ij q iPrns,jPrn`1,2ns (resp. C :" pb ij q iPrns,jPrn`1,2ns ). We let c-mat(Q) :" tC R : R P EGp p Qqu. By definition, B R (resp. C) is only defined up to simultaneous permutations of its rows and its first n columns (resp. up to permutations of its rows) for any R P EGp p Qq. A row vector of a c-matrix, c i , is known as a c-vector. We will denote the set of c-vectors of Q by c-vec(Q). The celebrated theorem of Derksen, Weyman, and Zelevinsky [14, Theorem 1.7] , known as the sign-coherence of c-vectors, states that for any R P ET p p Qq and i P rns the c-vector c i is a nonzero element of Z n ě0 or Z n ď0 . Thus we say a c-vector is either positive or negative. A mutable vertex i of an ice quiver pR, F q P Mutp p Qq is said to be green (resp. red) if all arrows of pR, F q connecting an element of F and i point away from (resp. towards) i. Note that all vertices of p Q are green and all vertices of q Q are red. We use the notion of green and red vertices to orient the edges of EGp p
Qq to obtain Ý Ý Ñ EGp p Qq. Furthermore, if we define enpiq :" k to be the length of i, then the maximal chain C i of Ý Ý Ñ EGp p Qq corresponding to i also has length k (here the length of a chain C " c 1 ă¨¨¨ă c d in a poset is defined to be d´1).
Qq and we also show all of the c-matrices in c-mat(Q). Additionally, we note that i 1 " p1, 2q and i 2 " p2, 1, 2q are the two maximal green sequences of Q.
2.3.
Path algebras and quiver representations. Following [1] , let Q be a given quiver. We define a path of length ě 1 to be an expression α 1 α 2¨¨¨α where α i P Q 1 for all i P r s and spα i q " tpα i`1 q for all i P r ´1s.
We may visualize such a path in the following waÿ¨¨¨¨¨¨¨¨α
Furthermore, the source (resp. target) of the path α 1 α 2¨¨¨α is spα q (resp. tpα 1 q). Let Q denote the set of all paths in Q of length . We also associate to each vertex i P Q 0 a path of length " 0, denoted ε i , that we will refer to as the lazy path at i.
Definition 2. 4 . Let Q be a quiver. The path algebra of Q is the k-algebra generated by all paths of length ě 0. Throughout this paper, we assume that k is algebraically closed. The multiplication of two paths α 1¨¨¨α P Q Ý Ý Ñ EGp p Qq = and β 1¨¨¨βk P Q k is given by the following rule
We will denote the path algebra of Q by kQ. Note also that as k-vector spaces we have
where kQ is the k-vector space of all paths of length .
In this paper, we study certain quivers Q which have oriented cycles. We say a path of length ě 0 α 1¨¨¨α P Q is an oriented cycle if tpα 1 q " spα q. We denote by kQ ,cyc Ă kQ the subspace of all oriented cycles of length ě 0. If a quiver Q possesses any oriented cycles of length ě 1, we see that kQ is infinite dimensional. If Q has no oriented cycles, we say that Q is acyclic.
In order to avoid studying infinite dimensional algebras, we will add relations to path algebras whose quivers contain oriented cycles in such a way that we obtain finite dimensional quotients of path algebras. The relations we add are those coming from an admissible ideal I of kQ meaning that
If I is an admissible ideal of kQ, we say that pQ, Iq is a bound quiver and that kQ{I is a bound quiver algebra.
In this paper, we study modules over a bound quiver algebra kQ{I by studying certain quiver representations of Q that are "compatible" with the relations coming from I. A representation V " ppV i q iPQ0 , pϕ α q αPQ1 q of a quiver Q is an assignment of a k-vector space V i to each vertex i and a k-linear map ϕ α : V spαq Ñ V tpαq to each arrow α P Q 1 . If ρ P kQ, it can be expressed as
where c i P k and α piq i1¨¨¨α piq i k P Q i k so when considering a representation V of Q, we define
If we have a bound quiver pQ, Iq, we define a representation of Q bound by I to be a representation of Q where ϕ ρ " 0 if ρ P I. We say a representation of Q bound by I is finite dimensional if dim k V i ă 8 for all i P Q 0 . It turns out that kQ{I-mod is equivalent to the category of finite dimensional representations of Q bound by I.
In the sequel, we use this fact without mentioning it further. Additionally, the dimension vector of V P kQ{I-mod is the vector dimpV q :" pdim k V i q iPQ0 and the dimension of V is defined as dim k pV q " ř iPQ0 dim k V i . The support of V P kQ{I-mod is the set supppV q :" ti P Q 0 : V i ‰ 0u.
2.4.
Cluster-tilted algebras and c-vectors. In this section, we review the definition of cluster-tilted algebras [6] and their connections with c-vectors [11] . As we will focus on cluster-tilted algebras of type A, we recall a useful description of these algebras as bound quiver algebras and we recall a useful classification of the indecomposable modules over these algebras.
To define cluster-tilted algebras, we need to recall the definition of the cluster category of an acyclic quiver Q, which was introduced in [4] . Let Q be an acyclic quiver. Let D :" D b pkQ-modq denote the bounded derived category of kQ-mod. Let τ : D Ñ D denote the Auslander-Reiten translation and let r1s : D Ñ D denote the shift functor. We define the cluster category of Q, denoted C Q , to be the orbit category D{τ´1r1s. The objects of C Q are τ´1r1s-orbits of modules, denoted M :" ppτ´1r1sq i M q iPZ , where M P kQ-mod. The morphisms between M , N P C Q are given by
Cluster categories were invented to provide an additive categorification of cluster algebras. We will not discuss cluster algebras in this paper, but we remark that cluster-tilting objects in C Q , which we will define shortly, are in bijection with clusters of the cluster algebra A Q associated to Q.
is a maximal collection of pairwise non-isomorphic indecomposable objects in C Q . Now we define a cluster-tilted algebra to be the endomorphism algebra Λ :" End C Q pT q op where T "
If the Q is a Dynkin quiver, (i.e. the underlying graph of Q is the Dynkin graph ∆ P tA n , D m , E 6 , E 7 , E 8 u with n ě 1 and m ě 4) we say that Λ is of type ∆ or of Dynkin type. It follows from [Buan-Marsh-Reiten, Cor. 2.4 ] that Λ is representation-finite if and only if kQ is representation-finite. Thus a cluster-tilted algebra Λ is representation-finite if and only if Q is of Dynkin type.
Cluster-tilted algebras of Dynkin type can be described explicitly as bound quiver algebras (see [5] ). In the sequel, we use the following description of cluster-tilted algebras of type A as bound quiver algebras. The following result appeared in [9] and was generalized in [8] and [5] . Lemma 2. 6 . A cluster-tilted algebra Λ is of type A if and only if Λ -kQ{I where Q is a type A quiver and I is generated by all 2-paths αβ P Q 2 where α and β are two of the arrows of a 3-cycle of Q.
Using Lemma 2.6 and the language of string modules, we can explicitly parameterize the indecomposable modules of a type A cluster-tilted algebra. A string algebra Λ " kQ{I is a bound quiver algebra where:
iq for each vertex i of Q at most two arrows of Q start at i and at most two arrows of Q end at i, iiq for each arrow β P Q 1 there is at most one arrow α P Q 1 and at most one arrow γ P Q 1 such that αβ R I and βγ R I. A string in Λ is a sequence
ÐÑ¨¨¨α m ÐÑ x m`1 where each x i P Q 0 and each α i P Q 1 or α i P Q´1 1 :" tformal inverses of arrows of Qu. We require that each α i connects x i and x i`1 (i.e. either spα i q " x i and tpα i q " x i`1 or spα i q " x i`1 and tpα i q " x i where if α i P Q´1 1 we define spα i q :" tpα´1 i q and tpα i q :" spα´1 i q) and that w contains no substrings of w of the following forms:
γs ÐÝ x is`1 where β s¨¨¨β1 , γ 1¨¨¨γs P I. In other words, w is an irredundant walk in Q that avoids the relations imposed by I. Additionally, as in [10] , we consider strings up to inverses.
Let w be a string in Λ. The string module defined by w is the bound quiver representation M pwq :" ppV i q iPQ0 , pϕ α q αPQ1 q with
i " x j for some j P rm`1s 0 : otherwise where s j :" #tk P rm`1s : x k " x j u and the action of ϕ α is induced by the relevant identity morphisms if α lies on w and is zero otherwise. One observes that M pwq -M pw´1q.
If kQ{I is a representation-finite string algebra, it follows from [26] that the set of indecomposable kQ{I-modules, denoted indpkQ{I-modq, consists of exactly the string modules over kQ{I. Furthermore, if M pwq " ppV i q iPQ0 , pϕ α q αPQ1 q is a string module over kQ{I and Q is a type A quiver, then the relations in kQ{I require that dim k V i ď 1 for all i P Q 0 . Example 2.7. Let Q denote the type A quiver shown below. Then kQ{I " kQ{xβα, γβ, αγy.
The algebra kQ{I has the following indecomposable (string) modules.
The final result that we present in this section allows us to connect the representation theory of cluster-tilted algebras Λ " kQ{I of finite representation type with the combinatorics of the c-vectors of Q.
Proposition 2.8. [11, Thm. 6 ] Let Q be a quiver that is mutation equivalent to a Dynkin quiver and let Λ -kQ{I denote the cluster-tilted algebra associated to Q. Then we have a bijection
Example 2.9. Let Q be the quiver appearing in Example 2.7. By Proposition 2.8, we have that c-vecpQq " t˘p1, 0, 0q,˘p0, 1, 0q,˘p0, 0, 1q,˘p1, 1, 0q,˘p0, 1, 1q,˘p1, 0, 1qu.
Cyclic quivers.
In this section, we describe the second family of bound quiver algebras that we will study. To begin, let Qpnq denote the quiver with Qpnq 0 :" rns and Qpnq 1 :" ti Ñ i`1 : i P rn´1su \ tn Ñ 1u. For example, when n " 4 we have
is cluster-tilted of type D n . As such, Λ is representation-finite. Furthermore, one observes that Λ is a string algebra and thus the indecomposables Λ-modules are string modules. One can verify the following lemma. It will be convenient to introduce an alternative notation for the indecomposable Λ-modules. Let Xpi, jq where i P rns and j P rn´1s denote the unique indecomposable Λ-module containing M piq and whose length is j. For example, if Λ " kQpnq{xα 1¨¨¨αn´1 : α i P Qpnq 1 y, then Xpn, iq " M pn Ð¨¨¨Ð n´i`1q.
Xp4, 2q
Xp4, 3q Xp1, 3q
Xp3, 2q
Xp3, 3q
Xp2, 2q
Xp1, 2q
Remark 2.12. For any quiver Qpnq, the Auslander-Reiten quiver of the corresponding cluster-tilted algebra may be embedded on a cylinder. In general, the irreducible morphisms between indecomposable Λ-modules are exactly those of the form Xpi, jq ãÑ Xpi, j`1q and Xpi, jq Xpi´1, j´1q.
Also, if Xpi, jq P indpΛ-modq and j P rn´2s, then τ˘1Xpi, jq " Xpi˘1, jq where we agree that τ Xpn, jq " Xp1, jq and τ´1Xp1, jq " Xpn, jq. Roughly speaking, τ acts on non-projective modules by rotation of dimension vectors. The modules tXpi, n´1qu iPrns are both the indecomposable projective and indecomposable injective modules since Λ is self-injective. Thus τ˘1Xpi, n´1q " 0 for any i P rns.
We conclude this section by classifying extensions of indecomposable modules M pw 1 q, M pw 2 q P indpΛ-modq where Λ " kQpnq{xα 1¨¨¨αn´1 : α i P Qpnq 1 y (i.e. extensions of the form 0 Ñ M pw 2 q Ñ Z Ñ M pw 1 q Ñ 0 where Z P indpΛ-modq.) This classification will be an important tool in the proofs of our main results. The first Lemma we present can be easily verified by considering the structure of the Auslander-Reiten quiver of Λ. Recall that Hom Λ pM, N q :" tf P Hom Λ pM, N q : f factors through a projective Λ-moduleu. Lemma 2. 13 . If i P Z{nZ and 1 ď j ă n´1, then
Xps, tq P indpΛ-modq : s P ri´j`1, is n , j´dpi, sq ď t ď n´1 * and bq tX P indpΛ-modq : Hom Λ pXpi, jq, Xq ‰ 0u " " Xps, tq P indpΛ-modq : s P ri´j`1, is n , j´dpi, sq ď t ď n´2´dpi, sq * where dpa, bq :" #tarrows in the string w " a Ð¨¨¨Ð bu and ri´j`1, is n is the cyclic interval in rns (i.e. there is a string i Ð pi´1q Ð¨¨¨Ð pi´j`2q Ð pi´j`1q and the arithmetic is carried out mod n).
We now use Lemma 2.13 to classify extensions. By Lemma 9.4, the dimension of Ext 1 Λ pXpk, q, Xpi, jqq is at most 1 for any indecomposables Xpk, q and Xpi, jq. Thus there is at most one nonsplit extension of the form 0 Ñ Xpi, jq Ñ Z Ñ Xpk, q Ñ 0 up to equivalence of extensions. Proposition 2.14. Let i, k P Z{nZ and 1 ď j, ă n´1. If Ext 1 Λ pXpk, q, Xpi, jqq ‰ 0, then iq if supppXpi, jq X Xpk," H, then the unique nonsplit extension is of the form 0 Ñ Xpi, jq Ñ Xpi, j` q Ñ Xpk, q Ñ 0, iiq if supppXpi, jq X Xpk,‰ H, then the unique nonsplit extension is of the form 0 Ñ Xpi, jq Ñ Xpi, dpi, kq` q ' Xpk, j´dpi, kqq Ñ Xpk, q Ñ 0.
Proof. By the Auslander-Reiten formula,
Hence, if Ext 1 Λ pXpk, q, Xpi, jqq ‰ 0 then supppXpi´1, jqq X supppXpk,‰ H. i) Assume supppXpi, jqqXsupppXpk," H, then supppXpi´1, jqqXsupppXpk," ti´ju since supppXpi1 , jqqz supppXpi, jqq " ti´ju. Since there is a nonzero morphism Xpi´1, jq Ñ Xpk, q, we must have k " i´j by the description of morphisms in Lemma 2.13 aq. Then Xpk, q " Xpi´j, q and the extension must be of the form 0 Ñ Xpi, jq Ñ Xpi, j` q Ñ Xpk, q Ñ 0.
ii) Assume supppXpi, jqq X supppXpk,‰ H. Here it is enough to show that there are inclusions (resp. surjections) Xpi, jq ãÑ Xpi, dpi, kq` q and Xpk, j´dpi, kqq ãÑ Xpk, q (resp. Xpi, jq Xpk, j´dpi, kqq and Xpi, dpi, kq` q Xpk, q).
To do so, we first show that dpi, kq` ď n´1. Observe that ď n´2´dpi´1, kq by Lemma 2.13 bq since Hom Λ pXpi´1, jq, Xpk,‰ 0. Since dpi, kq´dpi´1, kq " 1, we have that dpi, kq` ď n´1. Thus Xpi, dpi, kq` q P indpΛ-modq and therefore there is an inclusion Xpi, jq ãÑ Xpi, dpi, kq` q.
Next, we show that and j´dpi, kq ě 1. By Lemma 2.13 aq, we deduce that k P ri´j`1, is n since k ‰ i´j. Therefore, we conclude that dpi, kq ď j´1 so j´dpi, kq ě 1. Thus Xpk, j´dpi, kqq P indpΛ-modq so there is an inclusion Xpk, j´dpi, kqq ãÑ Xpk, q.
Lastly, we show that the desired surjections exist. Observe that since dpi, kq " #tarrows in the string i Ð pi´1q Ð¨¨¨Ð pk`1q Ð ku we have that i´dpi, kq " k where this equation holds mod n. Thus, by composing surjective irreducible morphisms, we obtain the desired surjections Xpi, jq Xpi´1, j´1q ¨¨¨ Xpk`1, j`1´dpi, kqq Xpk, j´dpi, kqq and Xpi, dpi, kq` q Xpi´1, dpi, kq` ´1q ¨¨¨ Xpk`1, `1q Xpk, q. Hence, the unique extension is of the form
When we use this classification of extensions to prove our main results, we will want to use only the notation for string modules. Thus we give the following translation of Proposition 2.14 using the notation for string modules.
Lemma 2. 15 . Let Q " Qpnq for some n ě 3 and let Λ denote the corresponding cluster-tilted algebra. Let M pw 2 q, M pw 1 q P indpΛ-modq where Ext
denote the unique nonsplit extension up to equivalence of extensions with Z P Λ-mod. Then either iq supppM pw 2X supppM pw 1" H and Z " M pw 2 ÐÝ w 1 q or iiq w 2 " u ÐÝ w with w 1 " w ÐÝ v for some strings u, v, and w where w "
ÐÝ x k satisfies supppM pw 2X supppM pw 1" tx i u iPrks , pQpnqq 0 zpsupppM pw 2X supppM pw 1‰ H, and Z " M pu Ð w Ð vq ' M pwq.
Lattice properties
In this section, we give some background on lattices. After establishing notation in Section 3.1, we discuss semidistributive, congruence-uniform, and polygonal lattices in the remaining sections.
Basic notions.
A lattice L is a poset for which every pair of elements x, y P L has a least upper bound x _ y and greatest lower bound x^y, called the join and meet, respectively. A lattice is complete if meets and joins exist for arbitrary subsets of L. As we will mainly deal with finite lattices, these two conditions coincide. Any complete lattice has a top element Ž L and bottom element Ź L, which we denote1 and0, respectively. Many properties of posets come in dual pairs. Given a poset pP, ďq, its dual poset pP op , ď op q has the same underlying set and x ď op y if and only if y ď x. If P is a lattice, then P op has the same lattice structure withâ nd _ swapped.
A lattice congruence Θ on a lattice L is an equivalence relation that respects the lattice operations; i.e. for x, y, z P L, x " y mod Θ implies px _ zq " py _ zq mod Θ and px^zq " py^zq mod Θ. The lattice operations on L induce a lattice structure on the set of equivalence classes of Θ, which we denote L{Θ. The natural map L Ñ L{Θ is a lattice quotient map. To prove that a given equivalence relation is a lattice congruence, we will make use of the following well-known result.
Lemma 3.1. Let L be a finite lattice with idempotent, order-preserving maps
The maps in part (2) of the above lemma are typically called π Ó and π Ò . Both of these maps are idempotent endomorphisms on L. However, we may identify π Ó with the natural lattice quotient map L Ñ L{Θ when convenient. An element j of a lattice L is join-irreducible (dually, meet-irreducible) if j ‰0 and for x, y P L, j " x _ y implies j " x or j " y. For finite lattices, an element j is join-irreducible exactly when it covers a unique element, denoted j˚. Dually, a meet-irreducible element m is covered by a unique element m˚. We let JpLq (resp. M pLq) be the set of join-irreducible (resp. meet-irreducible) elements of L.
Semidistributive lattices.
A lattice L is meet-semidistributive if for x, y, z P L, px _ yq^z " x^z holds whenever x^z " y^z.
A lattice is join-semidistributive if its dual is meet-semidistributive. It is semidistributive if it is both joinsemidistributive and meet-semidistributive. Clearly, every distributive lattice is semidistributive. On the other hand, the five-element lattice of Figure 2 is semidistributive but not distributive. As semidistributivity is defined by equations in the lattice operations, it is preserved under lattice quotients. 
3.3.
Congruence-uniform lattices. Given a closed interval I " rx, ys of a poset P , the doubling P rIs is the induced subposet of Pˆt0, 1u with elements P rIs " pP ďyˆt 0uq \ rpP´P ďy q Y Isˆt1u, where P ďy " tz P P : z ď yu. If P is a lattice, then P rIs is a lattice. A finite lattice L is congruence-uniform (or bounded) if there exists a sequence of lattices L 1 , . . . , L t such that L 1 is the one-element lattice, L t " L, and for all i, there exists a closed interval
As interval doublings preserve semidistributivity, finite congruence-uniform lattices are always semidistributive. Congruence-uniform lattices admit other characterizations in terms of lattice congruences [12] , edge-labelings [22] , or as "bounded" quotients of free lattices.
Polygonal lattices.
A finite lattice is a polygon if contains exactly two maximal chains and those chains only agree at the bottom and top elements. A finite lattice L is polygonal if for all x P L:
Our main use of polygonal lattices is the following connectivity result. 
Semidistributivity of oriented exchange graphs
In this section, we prove that if Q is mutation-equivalent to a Dynkin quiver, then Ý Ý Ñ EGp p Qq is a semidistributive lattice. To do so, we begin by identifying Ý Ý Ñ EGp p Qq with the lattice of functorially finite torsion classes of the clustertilted algebra Λ " kQ{I (see [3] ). After that, we prove that the lattice of torsion classes of any finite dimensional algebra of finite representation type is semidistributive. Since Λ is representation-finite, all torsion classes are functorially finite and thus we conclude that Ý Ý Ñ EGp p Qq is semidistributive.
Torsion classes and oriented exchange graphs.
In this brief section, we recall the definition of torsion classes and the connection between torsion classes and oriented exchange graphs. Let Λ be a finite dimensional k-algebra. A full, additive subcategory C Ă Λ-mod is extension closed if for any objects X, Y P C satisfying 0 Ñ X Ñ Z Ñ Y Ñ 0 one has Z P C. We say C is quotient closed (resp. submodule closed) if for any X P C satisfying X α ÝÑ Z where α is a surjection (resp. Z β ÝÑ X where β is an injection), then Z P C. A full, additive subcategory T Ă Λ-mod is called a torsion class if T is quotient closed and extension closed. Dually, a full, additive subcategory F Ă Λ-mod is called a torsion-free class if F is extension closed and submodule closed.
Let torspΛq (resp. torsfpΛq) denote the lattice of torsion classes (resp. of torsion-free classes) of Λ ordered by inclusion. We have the following Proposition, which shows that a torsion class of Λ uniquely determines a torsion-free class of Λ and vice versa. The lattices torspΛq and torsfpΛq have the following description of the meet and join operations. In Lemma 4.9, we an alternative description of the join operation.
Proposition 4.2.
[16, Prop. 1.3 ] Let Λ be a finite dimensional algebra. Then torspΛq and torsfpΛq are complete lattices. The join and meet operations are described as follows aq Let tT i u iPI Ă torspΛq be a collection of torsion classes. Then we have
bq Let tF i u iPI Ă torsfpΛq be a collection of torsion-free classes. Then we have
An important subset of torspΛq is the set of functorially finite torsion classes, denoted f-torspΛq. By definition, T P torspΛq is a functorially finite torsion class if there exists X P Λ-mod such that
Dually, a torsion-free class F P torspΛq is functorially finite if there exists X P Λ-mod such that F " SubpXq :" tY P Λ-mod : DY ãÑ X m for some m P Nu.
We let f-torsfpΛq denote the set functorially finite torsion-free classes of Λ. The sets f-torspΛq and f-torsfpΛq are clearly partially-ordered by inclusion. The bijection given in Proposition 4.1 restricts to a bijection f-torspΛq Ñ f-torsfpΛq. We also have the following useful Lemma. Let Λ " kQ{I be a cluster-tilted algebra. The next result, which appears in [3] in much greater generality, shows that oriented exchange graphs can be studied using functorially finite torsion classes of Λ. Proposition 4. 4 . Let Q be a quiver that is mutation equivalent to a Dynkin quiver and let Λ " kQ{I denote the associated cluster-tilted algebra. Then Ý Ý Ñ EGp p Qq -f-torspΛq as posets.
Theorem 4.5. The lattice torspΛq is semidistributive. In particular, if Λ is a finite dimensional k-algebra of finite representation type, then f-torspΛq is a semidistributive lattice.
Proof.
It is enough to show that torspΛq is meet-semidistributive (i.e. for any T 1 , T 2 , T 3 P torspΛq satisfying T 1^T2 " T 2^T3 we have that pT 1 _ T 2 q^T 3 " T 1^T3 ) since torspΛq is join-semidistributive if and only if torspΛ op q is meet-semidistributive. This is proved in the next section (see Lemma 4.10). It is well-known that f-torspΛq " torspΛq holds when Λ is a finite dimensional, representation-finite k-algebra. Thus the second assertion holds. Remark 4. 6 . In [13, Thm. 1.2] , finite dimension algebras Λ satisfying torspΛq " f-torspΛq are shown to be exactly those algebras that are τ -rigid finite algebras (i.e. Λ has only finitely many indecomposable modules M satisfying Hom Λ pM, τ M q " 0.) Additionally, in [16, Thm. 0.2] it is shown that f-torspΛq is a complete lattice if and only if Λ is a τ -rigid finite algebra.
Corollary 4.7. Let Q be a quiver that is mutation equivalent to a Dynkin quiver. Then Ý Ý Ñ EGp p Qq is a semidistributive lattice.
Proof. Since Q defines a representation-finite cluster-tilted algebra Λ, we know that f-torspΛq " torspΛq. By Proposition 4.4, we have that Ý Ý Ñ EGp p Qq -torspΛq. By Theorem 4.5, we now have that Ý Ý Ñ EGp p Qq is semidistributive.
Example 4.8. Let Q be the quiver appearing in Example 2.7. Note that Q " Qp3q. We show the AuslanderReiten quiver of the cluster-tilted algebra Λ " kQp3q{xα 1 α 2 : α i P Qp3q 1 y below (see Figure 4 ) and use it to describe the oriented exchange graph of Q as the lattice of torsion classes and torsion-free classes of Λ. Any T P torspΛq or F P torsfpΛq is additively generated (i.e. a full, additive subcategory A of Λ-mod is additively generated if A " addp' iPrks M pw ifor some finite subset tM pw i qu iPrks Ă indpΛ-modq where addp' iPrks M pw iis the smallest, full additive subcategory of Λ-mod that contains tM pw i qu iPrks ) so T and F are completely determined by the set of indecomposable modules they contain. Using this fact, we show the torsion classes of Λ (resp. torsion-free classes of Λ) below in blue (resp. red) in Figure 5 . For example, T " addpXp3, 2q ' Xp2, 1qq and its corresponding torsion-free class F " addpXp1, 1q ' Xp1, 2q ' Xp3, 1qq are depicted in Figure 3 . Recall that Ý Ý Ñ EGp z Qp3qq is oriented by inclusion of torsion classes. T " addpXp3, 2q ' Xp2, 1qq and F " addpXp1, 1q ' Xp1, 2q ' Xp3, 1qq
ΓpΛ-modq " 
Meet semidistributivity of torspΛq.
In this section, we prove that the lattice of torsion classes of a finite dimensional k-algebra Λ is meet semidistributive. As a prelminary step, we give an explicit description of the join of two torsion classes (see Lemma 4.9). We thank Hugh Thomas for mentioning this description of the join to us [25] . Lemma 4.9. If T , U P torspΛq. Then T _ U " FiltpT , Uq where FiltpT , Uq is defined the subcategory of all Λ-modules X with a filtration 0 " X 0 Ă X 1 Ă¨¨¨Ă X n " X with the property that X j {X j´1 belongs to T or U for any j P rns.
Proof. We can express
and the expression on the right hand side makes sense since torspΛq is a complete lattice by Proposition 4.2. If X P T or X P U, then the filtration 0 Ă X of X shows that X P FiltpT , Uq. If X P FiltpT , Uq, and 0 " X 0 Ă X 1 Ă¨¨¨Ă X n " X is a filtration that witnesses this, one obtains an extension 0 Ñ X 1 Ñ X Ñ X{X n´1 Ñ 0 where X 1 and X{X n´1 " X n {X n´1 each belong to one of T or U. Thus X must belong to any torsion class T α containing both T and U as torsion classes are extension closed. This implies that FiltpT , Uq Ă T α . Thus it is enough to show that FiltpT , Uq is a torsion class. We first show that FiltpT , Uq is additive. Assume X, Y P FiltpT , Uq. Let 0 " X 0 Ă X 1 Ă¨¨¨Ă X n " X and 0 " Y 0 Ă Y 1 Ă¨¨¨Ă Y m " Y be filtrations where each of the quotients X i {X i´1 and Y i {Y i´1 belong T or U. Consider the filtration
We have that pX n ' Y 1 q{X n -Y 1 belongs to T or U. We also have that for each i P rms the quotient pX n '
Next, suppose X Ñ Y is a surjection and suppose that X has filtration 0 " X 0 Ă X 1 Ă¨¨¨Ă X n " X where for each i P rns the quotient X i {X i´1 belongs to T or U. Then we have a short exact sequence
is a filtration of Y where for each i P rns we have
and where the isomorphism is obtained from the Third Isomorphism Theorem. As X i Ă X i`K for any i P rns, the map X i {X i´1 Ñ pX i`K q{pX i´1`K q defined by a`X i´1 Þ Ñ a`X i´1`K is well-defined and surjective.
Since
Lastly, we show that FiltpT , Uq is extension closed. Suppose that Z P Λ-mod is of minimal length (we denote the length of a module M by pM q) with the property that there is an extension 0 Ñ X Ñ Z Ñ Y Ñ 0 where X, Y P FiltpT , Uq, but Z R FiltpT , Uq. Let 0 " X 0 Ă X 1 Ă¨¨¨Ă X n " X be a filtration witnessing that X P FiltpT , Uq. The assumption that Z R FiltpT , Uq implies that the filtration 0 " X 0 Ă X 1 Ă¨¨¨Ă X n " X Ă Z has the property that Z{X -Y does not belong to T and does not belong to U. Now observe that there exists Z p1q P Λ-mod such that X Ĺ Z p1q Ĺ Z, otherwise Z{X -Y is simple and thus Y P T or Y P U. Since pZq ą pZ p1q q, we have that
be a filtration that witnesses this. Since Z R FiltpT , Uq, we have that the filtration 0 " 
Next, we complete the proof that torspΛq is meet semidistributive using Lemma 4.9. 
Let X P pT 1 _ T 2 q^T 3 . By Lemma 4.9, we see that X has a filtration 0 " X 0 Ă X 1 Ă¨¨¨Ă X n " X where for each i P rns the quotient X i {X i´1 belongs T 1 or T 2 .
To complete the proof, it is enough to show that the module X{X n´j P T 1^T2^T3 for any j P rns. Since T 3 is a torsion class and since there is a surjection X Ñ X{X n´j for any j P rns, it is clear that X{X n´j P T 3 for any j P rns. Thus we need to show that X{X n´j P T 1^T2 for any j P rns.
To show that X{X n´j P T 1^T2 for any j P rns, we induct on j. Let j " 1. We observe X{X n´1 P T 1 or T 2 by the properties of the filtration of X. Since X{X n´1 P T 3 and since we assume T 1^T3 " T 2^T3 , we obtain that X{X n´1 P T 1^T2 . Now suppose X{X n´j P T 1^T2 and consider X{X n´j´1 . We have a short exact sequence
where X n´j {X n´j´1 belongs to T 1 or T 2 by the properties of the filtration of X and X{X n´j P T 1^T2 by induction. Thus X{X n´j´1 P T 1 or T 2 since torsion classes are extension closed. By assumption, T 1^T3 " T 2^T3 so X{X n´j´1 P T 1^T2 . We conclude that X{X n´j P T 1^T2 for any j P rns.
Biclosed sets
A closure operator on a set C is an operator X Þ Ñ X on subsets of C such that for X, Y Ď S:
We say X is biclosed (or clopen) if it is both closed and co-closed. We let BicpCq denote the poset of biclosed subsets of C, ordered by inclusion.
For many closure operators, the poset of biclosed sets is not a lattice. However, in some special cases, BicpCq is a lattice with a semidistributive or congruence-uniform structure. For example, if C is the set of positive roots of a finite root system endowed with the convex closure, then BicpCq is a congruence-uniform lattice [22] . In this setting, biclosed sets of positive roots are inversion sets of elements of the associated Coxeter group, so BicpCq may be identified with the weak order.
Some sufficient (but not necessary) criteria for semidistributivity, congruence-uniformity, and polygonality was given in [20] . We say a collection B of subsets of C is ordered by single-step inclusion if whenever X, Y P B with X Ĺ Y , there exists c P Y´X such that X Y tcu P B. BicpCq is congruence-uniform if it satisfies (1), (2) , and it has a poset structure pBicpCq, ăq such that (3) if x, y, z P C with z P tx, yu´tx, yu then x ă z and y ă z.
BicpCq is polygonal if it satisfies (1), (2), and (4) for distinct x, y P C, Bicptx, yuq is a polygon.
Example 5.2. For X Ď`r ns 2˘, say X is closed if ti, ku P X holds whenever ti, ju P X and tj, ku P X for 1 ď i ă j ă k ď n. It is easy to check that biclosed subsets of`r ns 2˘a re inversion sets of permutations. Moreover, ordering tj, ku ĺ ti, lu if i ď j ă k ď l, this closure space satisfies the hypotheses of Theorem 5.1. Hence, one may deduce that the weak order is a congruence-uniform and polygonal lattice. We refer to [20] for more examples.
Biclosed sets of paths.
A path in a graph G " pV, Eq is a finite sequence of vertices pv 0 , . . . , v t q such that v i is adjacent to v i`1 for i ă t. If p " pv 0 , . . . , v t q is a path, its reverse p rev " pv t , . . . , v 0 q is also a path. We say a path pv 0 , . . . , v t q is acyclic if v i and v j are not adjacent whenever |i´j| ě 2. Given paths p " pv 0 , . . . , v t q and
0 then we say p and p 1 are composable, and their concatenation is the sequence
Observe that an acyclic path is determined up to reversal by its set of vertices. For our purposes, we will not distinguish between an acyclic path and its reversal.
Let AP be the collection of acyclic paths of G. For X Ď AP, we say X is closed if for p, p 1 P X, if p˝p 1 P AP then p˝p 1 P X. As before, we say X is biclosed if both X and AP´X are closed. The closure of any subset of acyclic paths may be computed by successively concatenating paths. We record this useful fact in the following lemma.
Lemma 5. 3 . Let X Ď AP. If p P X, then there exist paths q 1 , . . . , q t P X such that p " q 1˝¨¨¨˝qt .
Theorem 5. 4 . BicpAPq is a semidistributive, congruence-uniform, and polygonal lattice.
Proof.
To prove this result, we verify properties (1)-(4) of Theorem 5. 1 .
Let X, Y P BicpAPq such that X Ĺ Y . If p, q, q 1 are paths such that p P Y and q˝q 1 " p, then either q or q 1 is in Y . If p P Y´X is chosen of minimum length, then either q or q 1 must be in X.
Among the elements p of Y´X such that if p " q˝q 1 then either q P X or q 1 P X, choose p 0 to be of maximum length. We prove that X Y tp 0 u is biclosed. By the choice of p 0 , it is immediate that X Y tp 0 u is co-closed.
Assume that X Y tp 0 u is not closed. Then there exists p P X such that p˝p 0 is an acyclic path but is not in X. Among such paths, we assume p is of minimum length. Since Y is closed, p˝p 0 is in Y . By the maximality of p 0 , there exist acyclic paths q, q 1 both not in X such that p˝p 0 " q˝q 1 . Let p˝p 0 " pv 0 , . . . , v t q. Up to path reversal, we may assume p " pv 0 , . . . , v i´1 q, p 0 " pv i , . . . , v t q, q " pv 0 , . . . , v j´1 q, q 1 " pv j , . . . , v t q for some distinct indices i, j.
If i ă j, then p P X, q R X implies pv i , . . . , v j´1 q R X since X is closed. But, pv i , . . . , v j´1 q˝q 1 " p 0 , contradicting the choice of p 0 . If j ă i, then p P X, q R X implies pv j , . . . , v i´1 q P X since X is co-closed. But pv j , . . . , v i´1 q˝p 0 " q 1 , contradicting the minimality of p.
We conclude that X Y tp 0 u is biclosed. Hence, BicpAPq is ordered by single-step inclusion. This completes the proof of (1).
where
By the minimality hypothesis, 
Suppose p 1 is a subpath of q and let r P AP such that p 1˝r " q. Then r˝q
This contradicts the hypothesis on q.
Suppose q is a subpath of p 1 and let r P AP such that q˝r " p 1 . This implies
This contradicts the hypothesis on q 1 . Hence, X Y Y is co-closed. Putting this together, we deduce that W Y pX Y Y q´W is biclosed, establishing (2).
Partially order the set of acyclic paths by inclusion; that is, for p, q P AP set p ĺ q if p is a subpath of q. For p, q P AP, the set tp, qu is tp, qu if they are not composable and is tp, q, p˝qu otherwise. In either case, it is easy to verify both (3) and (4).
Using the properties of Theorem 5.1, we may determine the structure of all polygons in BicpAPq.
Corollary 5. 5 . Every polygon of BicpAPq is either a square or hexagon as in Figure 6 . (1), there exist unique paths p P X´W and q P Y´W . By (2), X _ Y " W Y tp, qu. If p and q are not composable, then tp, qu " tp, qu, which implies that the interval rW, X _ Y s is a square. Otherwise, tp, qu " tp, q, p˝qu, and the interval rW, X _ Y s is a hexagon as in Figure 6 . Let p Q be the framed quiver of Q with positive c-vectors c-vec`pQq. We say that a subset X of c-vec`pQq is closed if x`y P X whenever x, y P X and x`y P c-vec`pQq.
The relation to the previous closure operator is that if Q is of type A or is an oriented cycle, then the positive c-vectors of Q are in natural bijection with acyclic paths on Q. Moreover, the closure operators are identified via this bijection. Thus we define BicpQq to be the lattice of biclosed sets of c-vectors of Q.
Biclosed subcategories
Throughout this section, we assume that Λ " kQ{I is the cluster-tilted algebra define by a quiver Q, which is either a cyclic quiver or of type A. In this section, we show how to translate the information of BicpQq into a lattice of biclosed subcategories of Λ-mod that we will denote by BICpQq. More specifically, each biclosed set B P BicpQq will determine a unique subcategory B of Λ-mod and an inclusion of biclosed sets B 1 Ă B 2 will translate into an inclusion of biclosed subcategories B 1 Ă B 2 . Using the additional algebraic data that accompanies these subcategories, we prove that the oriented exchange graph defined by Q is a lattice quotient of BICpQq.
Definition 6.1. Let C be a subcategory of Λ-mod. We say that C is biclosed if iq C " add`' iPrks M pw i q˘for some set of Λ-modules tM pw i qu iPrks phere addp' iPrks M pw idenotes denotes the smallest full, additive subcategory of Λ-mod containing each M pw i qq. iiq C is weakly extension closed (i.e. if 0 Ñ M pw 1 q Ñ M pw 3 q Ñ M pw 2 q Ñ 0 is an exact sequence with M pw 1 q, M pw 2 q P C, then M pw 3 q P C). iiiq C is weakly extension coclosed (i.e. if 0 Ñ M pw 1 q Ñ M pw 3 q Ñ M pw 2 q Ñ 0 is an exact sequence with M pw 1 q, M pw 2 q R C, then M pw 3 q R C). Let BICpQq denote the collection of biclosed subcategories of Λ-mod ordered by inclusion.
Part iq in Definition 6.1 says that the elements of BICpQq are additively generated subcategories C of Λ-mod. Since we are restricting our attention to representation-finite algebras and thus to module categories with finitely many indecomposable objects, there is an obvious self-duality defined on the collection of additively generated subcategories of Λ-mod. Let ADDpQq denote the collection of additively generated subcategories of Λ-mod. Let A :" tM pw i qu iPrks be a set of indecomposable Λ-modules. We define the complementation of an additively generated subcategory by Clearly, pA c q c " A. It is also clear from the definition of biclosed subcategories of Λ-mod that complementation restricts to a duality p´q c : BICpQq Ñ BICpQq. Additionally, we remark that the standard duality (i.e. Dp´q :" Hom Λ p´, kq) gives us the following bijection ADDpQq Dp´q ÝÑ ADDpQ op q A :" addp'M pw i q : M pw i q P Aq Þ ÝÑ DA :" addp'DM pw i q : M pw i q P Aq.
As with the complementation functor, one has DpDAq " A. The following obvious lemma shows that the standard duality and the complementation functor interact nicely.
Lemma 6.2. For any A P ADDpQq, we have that pDAq c " DpA c q.
Lemma 6.3. Let B P BicpQq. Then B " add p' cPB M pwpcP BICpQq where M pwpcqq denotes the string module satisfying dimpM pwpc" c.
Proof. Given B P BicpQq it is clear that B is additive. Suppose that 0 Ñ Y Ñ X Ñ Z Ñ 0 is an exact sequence where X, Z P indpBq and Y P indpΛ-modq. Thus Y " M pwpc 1 qq, Z " M pwpc 2 qq, and X " M pwpc 3for some c 1 , c 2 P B and some c 3 P c-vecpQq. Then, by exactness, we have that dimpM pwpc 3" dimpM pwpc 1d impM pwpc 2. This implies that c 3 " c 1`c2 . Thus c 3 P B so X " M pwpc 3P B. We conclude that B is weakly extension closed. An analogous argument shows that B is weakly extension coclosed. Thus we have that B P BICpQq.
Lemma 6. 4 . Let B P BICpQq. Then B :" tdimpM pwqq P Z n : M pwq P indpBqu P BicpQq (here indpBq denotes the indecomposable Λ-modules that belong to B).
Proof. Assume that c 1 , c 2 P B and that c 3 " c 1`c2 P c-vecpQq. We have that M pwpc 1 qq, M pwpc 2P indpBq and M pwpc 3P indpΛ-modq. Without loss of generality, we have that 0 Ñ M pwpc 1Ñ M pwpc 3Ñ M pwpc 2Ñ 0 is exact. Since B P BICpQq, we have that M pwpc 3P indpBq. Thus c 3 P B so B is closed. An analogous argument shows that B is coclosed. Proposition 6.5. We have the following isomorphism of posets
In particular, BICpQq is a lattice.
Proof. By Lemmas 6.3 and 6.4, we have that the maps in the statement of the proposition map biclosed sets to biclosed subcategories and vice versa. These maps are clearly order-preserving bijections. That BICpQq is a lattice now follows immediately from the fact that BicpQq is a lattice.
Let A 1 :" addp' iPrns M pw i qq, A 2 :" addp' jPrms M pv jP ADDpQq. We define
If M is a module in A " addp' iPrns M pw iP ADDpQq, we define AzM to be the largest additively generated subcategory of A not containing any summands of M . Additionally, we define A P ADDpQq to be the smallest additively generated subcategory of Λ-mod containing A that is weakly extension closed.
We can now translate the formula for the join of two biclosed sets of c-vectors into a formula for the join of two biclosed subcategories.
Proof. We prove this identity by showing that BicpQq and BICpQq are isomorphic as closure spaces. A subcategory A of BICpQq is weakly extension closed exactly when M pwq P A whenever there exists a short exact sequence 0 Ñ M puq Ñ M pwq Ñ M pvq Ñ 0 for some M puq, M pvq P A. But this short exact sequence exists exactly when dimpM pwqq " dimpM puqq`dimpM pvqq, which is the condition for the corresponding subset of BicpQq to be closed.
Lemma 6.7.
There is an inclusion of posets torspΛq ãÑ BICpQq.
Proof. Let T P torspΛq. Since Λ is representation-finite and since T is a torsion class, T " addp' iPrks M pw ifor some collection of indecomposables tM pw i qu iPrks . Since T is extension closed, it is weakly extension closed.
Assume 0 Ñ X Ñ Z Ñ Y Ñ 0 is an exact sequence with X, Y R T . Suppose Z P T . Then since T is quotient closed, Y P T , a contradiction. Thus T is weakly extension coclosed so T P BICpQq.
Let B P BICpQq. Define XpBq to be the set of objects X of B up to isomorphism with the property that if one has a surjection X Y then Y P B. Observe that B is quotient closed if and only if XpBq " B. Also, define YpBq to be the set of objects X P Λ-mod up to isomorphism with the property that there exists an object Y of B such that Y ãÑ X. Now define maps π Ó , π Ò : BICpQq Ñ ADDpQq by
Clearly, π Ó pBq Ă B Ă π Ò pBq, π Ó˝πÓ " π Ó , and π Ò˝πÒ " π Ò .
Proposition 6.8. If B P BICpQq, then π Ó pBq P torspΛq. Furthermore, π Ó pBICpQqq " torspΛq.
Proof. Given B P BICpQq, Lemma 7.1 shows that π Ó pBq is a full, additive, quotient closed subcategory of Λ-mod. That π Ó pBq is extension closed follows from Lemma 7. 3 . Thus π Ó pBq P torspΛq. The second assertion now follows from Lemma 6.7. Qq such that Q 1 and Q 2 are distinct ice quivers covering Q. Let B P BICpQq such that π Ó pBq is the torsion class corresponding to Q and π Ò pBq " B. Then there exist B 1 , B 2 P BICpQq both covering B such that π Ó pB i q is the torsion class corresponding to Q i for i " 1, 2. Then rB, B 1 _ B 2 s is a polygon of BICpQq, so it is either a square or hexagon. Restricting Θ to the interval rB, B 1 _ B 2 s, the polygon rQ, Q 1 _ Q 2 s is a lattice quotient of a square or hexagon as in Figure 6 . Hence, this interval is either a square, pentagon, or hexagon.
Suppose rB, B 1 _ B 2 s is a hexagon, and let M pu 1 q and M pu 2 q be the unique indecomposables in BzB 1 and BzB 2 , respectively. By the description of polygons in the proof of Corollary 5.5, there exists an extension of the form 0 Ñ M pu 1 q Ñ M pwq Ñ M pu 2 q Ñ 0. Then the covering relation B 1 Ì B 1 Y addpM pwqq is contracted by Θ. Hence, rQ, Q 1 _ Q 2 s cannot be a hexagon.
We now address a conjecture on the lengths of maximal green sequences (see [2, Conjecture 2.22] ) and give an affirmative answer when Q is a type A quiver or a cyclic quiver. Let green pQq :" ti P greenpQq : enpiq " u be the set of maximal green sequences of length .
Corollary 6.11. Let Q be either a type A quiver or a cyclic quiver. Then the set t P N : green pQq ‰ Hu is an interval in N.
Proof. Since
Ý Ý Ñ EGp p Qq is nonempty when Q is a type A quiver or a cyclic quiver, greenpQq ‰ H. Furthermore,
Qq is a finite lattice so it has only finitely many maximal chains. Thus Ý Ý Ñ EGp p Qq has only finitely many maximal green sequences. Let i min (resp. i max ) be a maximal green sequence of Q of smallest (resp. largest) length. Let min :" enpi min q and max :" enpi max q. By Lemma 3.3 and by regarding maximal green sequences as maximal chains in Ý Ý Ñ EGp p Qq, there exists maximal green sequences i min " i 0 , i 1 , . . . , i k " i max where i j P greenpQq and where i j and i j`1 differ by a polygonal flip for all j. By Corollary 6.10, | enpi j q´ enpi j´1 q| ď 1 for each j P rks. Thus for each P r min , max s there exists i P greenpQq such that enpiq " . Remark 6.12. In [17] , it is shown that if Q is a path quiver, then t P N : green pQq ‰ Hu "
If Q is mutation-equivalent to a path quiver, we only know that t P N : green pQq ‰ Hu is an interval in N that is contained in " n, npn`1q 2 ı . For example, if Q is the cyclic quiver appearing in Example 2.7, then its maximal green sequences are of length 4 or 5.
Example 6. 13 . Let Q " Qp3q and let Λ " kQp3q{xα 1 α 2 : α i P Qp3q 1 y. In Figure 7 , we show how π Ó maps elements of BICpQp3qq to elements of torspΛq using the notation in Example 4.8 for additively generated subcatgories of Λ-mod. For instance, add pXp3, 2q ' Xp2, 1q ' Xp2, 2qq P BICpQp3qq is represented as . As in Figure 2 , blue edges of BICpQp3qq indicate edges that will be contracted to form torspΛq. 7 . Properties of π Ó and π
Ò
In this section, we prove several Lemmas that establish important properties satisfied by π Ó and π Ò . Throughout this section, we assume that Λ " kQ{I is the cluster-tilted algebra defined by a quiver Q, which is either a cyclic quiver or of type A. Before presenting these Lemmas and their proofs, we introduce some additional notation for string modules. Let M pwq P indpΛ-modq be a string module with
π ↓ Figure 7 . The map π Ó : BICpQp3qq Ñ torspΛq.
Lemma 7.1. If B P BICpQq, then π Ó pBq is a full, additive, quotient closed subcategory of Λ-mod.
Proof. By the definition of π Ó pBq, it is clear that π Ó pBq is a full, additive subcategory of Λ-mod.
Next, we show that π Ó pBq is quotient closed. Suppose that we have a surjection M pw 1 q M pw 2 q where M pw 1 q P π Ó pBq. Now if there exists a surjection M pw 2 q Y for some Y P Λ-mod, then we have a surjection M pw 1 q Y . Thus Y P B so M pw 2 q P π Ó pBq. Now suppose X P π Ó pBq and we have a surjection f : X " ' iPrks M pw piai M pvq for some integers a i ě 0 and no summand M pw pisurjects onto M pvq. Furthermore, suppose that an indecomposable M puq belongs to B if dim k pM puqq ă dim k pM pvqq and has the property that an object of π Ó pBq surjects onto M puq. Let M pw pibe a summand of X where the component map g : M pw piÑ M pvq of f is nonzero. By Lemma 9.3, there exists a nonempty string u such that M pw piM puq ãÑ M pvq. This implies that M puq P B. We can now write v " v p1q Ñ u Ð v p2q where v p1q or v p2q is a nonempty string. Since f is a surjection, we obtain surjections X M pv pjfor j " 1, 2. As dim k pM pv pjă dim k pM pvqq for j " 1, 2, we see that M pv p1q q, M pv p2P B. Since B is weakly extension closed, we conclude that M pvq P B.
Lemma 7.2. If B P BICpQq, then π Ó pBq is weakly extension closed. where i, j P rn 1 s and i ď j. Let β P Q 1 be an arrow that appears in w 2 α ÐÝ w 1 with exactly one of its vertices belonging to u. Such an arrow β belongs to the set tα, α p1q 1 , . . . , α p1q n1´1 u. Since p is a surjection, the unique vertex of β that belongs to u is the source of β. Thus we have that M pw 1 q M puq. Therefore, M puq P π Ó pBq by Lemma 7.1 so M puq P B. An analogous proof shows that M puq P B if u is a substring of M pw 2 q.
To complete the proof, we need to show that if p : M pw 2 α ÐÝ w 1 q M puq for some string u " x p2q i ÐÑ¨¨Ð Ñ x p1q j with i P rn 2 s and j P rn 1 s, then M puq P B. Suppose to the contrary that M pw 2 α ÐÝ w 1 q is of minimal dimension with the property that p : M pw 2 α ÐÝ w 1 q M puq is a surjection where u is a string of the above form, but M puq R B. Since M pw 2 α ÐÝ w 1 q P B, we can assume that dim k pM puqq ă dim k pM pw 2 α ÐÝ w 1 qq. Thus i ‰ 1 or j ‰ n 1 . We will assume that i ‰ 1 and j ‰ n 1 and the proof in the case where exactly one of these conditions is satisfied is analogous. Now, since p is a surjection, we know that i ‰ 1 implies that spα ÐÝ w 1 q was a counterexample of minimal dimension, we have that M puq P B, a contradiction.
We conclude that M pw 2 α ÐÝ w 1 q P π Ó pBq. Thus π Ó pBq is weakly extension closed. If M pwq{M pu 1 q is an indecomposable, then so is M puq{M pu 1 q, and we obtain a contradiction to the minimality of M pwq. Otherwise, M pwq{M pu 1 q is a direct sum of two string modules M pvq ' M pv 1 q. In this case, w i must be a substring of one of these strings, so we may assume M pvq Ñ M pw i q is a quotient map. Since there is an extension of the form 0 Ñ M puq Ñ M pwq Ñ M pw i q Ñ 0, the string v must decompose into two strings w i and u 2 where 0 Ñ M pu 2 q Ñ M pvq Ñ M pw i q Ñ 0 is exact. But this implies M puq{M pu 1 q -M pu 2 q ' M pv 1 q, so M pu 2 q R T while M pvq P T . Again, this contradicts the minimality of M pwq. Hence, we conclude that T zM pw i q is in BICpQq. Now suppose T " Ž m j"1 FacpM pw 1 jis some other join representation of T . For a given i P r s, if none of the factors FacpM pw 1 jcontains M pw i q, then Ž m j"1 FacpM pw Lemma 9.3. Let M puq, M pvq P indpΛ-modq. Then dim k Hom Λ pM puq, M pvqq ď 1. Additionally, assume M puq is not a submodule of M pvq and M puq does not surject onto M pvq, but that Hom Λ T pM puq, M pvqq ‰ 0. Then there exists a string w in Λ T distinct from both u and v such that M puq M pwq ãÑ M pvq.
Proof. We can assume that Hom Λ pM puq, M pvqq ‰ 0. Thus, by Lemma 9.1 there exists a unique string
that is a substring of both u and v such that π : M puq M pwq and ι : M pwq ãÑ M pvq. It is easy to see that any map θ : M puq Ñ M pvq factors as θ " cιπ where c P k. Combining this with Lemma 9.2, we have that dim k Hom Λ pM puq, M pvqq " 1.
Lemma 9. 4 . Assume Q is of type A or of the form Q " Qpnq and let Λ " kQ{I denote the corresponding cluster-tilted algebra. Let M puq, M pvq P indpΛ-modq. Then 
