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Voorwoord 
Voor  u  ligt  het  verslag  van  het  afstudeeronderzoek  wat  de  afronding  vormt  van  mijn  opleiding 
Computer Science aan de Open Universiteit Nederland. 
Vrij  vroeg  in  de  opleiding  wist  ik  al  dat  ik  een  praktijkgericht  afstudeeronderzoek  zou  willen 
uitvoeren, en wel een onderzoek met een technisch‐moeilijke component. Toen  ik  in 2009 bij mijn 
huidige werkgever Be Informed in dienst trad, diende zich de uitgelezen mogelijkheid zich voor. Mijn 
werkgever was namelijk benieuwd of de afleiding van  regelgrafen niet wellicht parallel uitgevoerd 
kon worden en welke  invloed dit had op de doorlooptijd.  Ikzelf had altijd al een grote  interesse  in 
performance  gerelateerde  technische  vraagstukken,  waarna  de  probleemstelling  al  snel  geboren 
was. 
In  dit  verslag  leest  u  of  het  gelukt  is  om  de  afleiding  van  regelgrafen  te  versnellen  door  deze  te 
parallelliseren.  In het  verslag  zelf  staan  achtereenvolgens de  relevante onderzoeken  genoemd, de 
uitwerking in een stuk software om parallelle afleidingen te doen en de experimenten, resultaten en 
discussies. In de bijlagen vindt u de relevante theoretische achtergronden. 
Ik besef heel goed dat ik dit afstudeeronderzoek niet heb kunnen uitvoeren zonder steun van diverse 
personen. Hier bij noem ik uiteraard Lloyd Rutledge (afstudeerbegeleider OU) en Marko van Eekelen 
(voorzitter  afstudeercommissie OU)  en bedank hen  voor hun  altijd waardevolle  input. Ook ben  ik 
dank verschuldigd aan John Mulders en Jeroen van Grondelle van Be Informed voor hun input tijdens 
de start van de afstudeerfase. Last, but certainly not least wil ik Nathalie en Hélène danken voor hun 
geduld en aanmoediging! 
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Samenvattingen 
Samenvatting 
Dit afstudeerverslag beschrijft de mogelijkheid  tot parallellisatie van het algoritme dat  zorg draagt 
voor het afleiden van regelgrafen. 
Uit de  literatuur blijkt dat  regelgrafen moeten worden opgedeeld  in partities om dit  algoritme  te 
kunnen  parallelliseren.  Deze  partities  kunnen  dan  worden  aangeboden  aan  de  deelnemende 
processoren, waar een dynamisch load balancing systeem ervoor zorgt dat processoren aan het werk 
blijven. 
Uiteraard  is ook communicatie en  synchronisatie  tussen de partities onderling nodig. De  literatuur 
raadt aan om vanaf het begin hier goed op te letten. Dus op voorhand moeten al geen overduidelijke 
communicatie en synchronisatie bottlenecks worden gecreëerd. De literatuur waarschuwt echter ook 
duidelijk om van te voren niet alle bottlenecks te willen vermijden; het is beter om achteraf te meten 
waar bottlenecks zitten, en deze dan gericht te verhelpen. 
Op  basis  van  deze  informatie  vanuit  de  literatuur  is  een  software  voor  een  parallelle  afleiding 
geschreven  en  zijn  hier  experimenten  mee  uitgevoerd  om  de  onderzoeksvraag  te  kunnen 
beantwoorden. 
Uit deze experimenten blijkt dat het afleidingsalgoritme door parallelliseren een factor 2.4 versneld 
wordt. Wat ook uit de metingen blijkt, is dat de efficiëntie maar 25% is; dus 75% van de tijd verkeert 
een processor  in een blocking  toestand. Het blijkt dat veel processoren, veel partities en een  lage 
verbondenheid de beste combinatie is om een zo hoog mogelijke versnelling te bereiken. 
Er zijn drie oorzaken aan te wijzen voor deze matige efficiëntie en de beperkte versnelling:  
1. Tussen  de  partities  zitten  soms  cycles.  Daardoor  moeten  de  partities  iteratief  verwerkt 
worden wat een sterk negatieve invloed heeft op de afleidingstijd. Een aanbeveling is dus om 
er zorg voor te dragen dat partities geen cycles hebben. 
2. Er  liggen  afhankelijkheden  tussen  de  partities  die  ‘opgelost’ moeten worden  voordat  een 
volgende  partitie  verwerkt  kan  worden,  wat  ook  een  negatieve  invloed  heeft  op  de 
afleidingstijd. Dit gedrag is inherent aan regelgrafen. Duidelijk is wel dat grafen met een lage 
verbondenheid op dit punt de meeste parallellisatie winst kennen. 
3. Los  van  bovenstaande  oorzaken  bevinden  de  processoren  zich  namelijk  vaak  in  een 
blokkerende  toestand.  Dit  synchronisatie  probleem  zou  in  een  vervolgonderzoek  verder 
onderzocht kunnen worden. 
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Abstract 
This  thesis  describes  the  possibility  of  parallelizing  the  algorithm  that  performs  rule  graph 
inferencing.  
Research  is  performed  to  get  the  requirements  and  best  practices  for  parallelizing  such  a  graph 
algorithm.  This  research  shows  the  rule  graphs  should  be  partitioned  into  smaller  graphs.  These 
partitions  can  be  passed  to  the  participating  processors where  a  dynamic  load  balancing  system 
takes care of providing enough work to these processors. 
Of  course,  communication  and  synchronization  between  the  partitions  is  necessary.  In  this  case, 
literature recommends to prevent creating obvious communication and synchronization bottlenecks 
from the very beginning. However,  literature also warns not to avoid all bottlenecks at all costs but 
instead measure after implementing and then fix the found bottlenecks. 
Based  on  this  theoretical  research,  software  for  parallel  inferencing  is  implemented  and  used  to 
conduct experiments, which are used to answer the problem definition 
The experiments show that the  inferencing algorithm can be speed up 2.4 times by parallelizing  it. 
Measurements  also  show  that  the  efficiency  is only 25%.  So 75% of  the  time,  a processor  is  in  a 
blocking state. The best speed up can be reached by applying many processors, many partitions and 
low graph connectivity. 
There are three main reasons for this mediocre efficiency and limited speed up: 
1. Sometimes  there  are  cycles  between  the  partitions.  This  causes  the  partitions  to  be 
iteratively  processed  which  has  a  strong  negative  impact  on  the  time  to  inference.  We 
recommend taking care no cycles exist between the partitions. 
2. Before a next partition can be processed, there are dependencies between partitions, which 
must be ‘resolved’ before. This has a negative impact on the time to inference. This behavior 
is  inherent  in  rule  graphs.  It  is  clear  graphs with  a  lower  connectivity  do  have  the  best 
performance gain in this case. 
3. Besides  above  reasons,  the  processors  are  often  in  a  blocking  state.  This  synchronization 
problem could be researched further. 
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1 Inleiding 
Dit  afstudeerverslag  beschrijft  de  mogelijkheden  en  onmogelijkheden  om  de  afleiding  van 
regelgrafen  te parallelliseren. Naar de wetenschap  toe  is dit met nadruk een generiek  toepasbaar 
verslag,  maar  ook  voldoende  specifiek  zodat  ook  mijn  werkgever  gebruik  kan  maken  van  de 
resultaten. 
Als eerste wordt in dit verslag de probleemstelling en de bijbehorende context toegelicht.  
Daarna  wordt  onderzocht  welke  relevante  andere  literatuur  beschikbaar  is.  Uit  deze  literatuur 
worden ook de best practices voor de parallellisatie van de afleiding van regelgrafen gedestilleerd. In 
de bijlagen I en II is dit literatuuronderzoek integraal opgenomen. 
Het  hoofdgedeelte  behandelt  de  daadwerkelijke  experimenten  die  zijn  uitgevoerd  om  tot  een 
antwoord  op  de  probleemstelling  te  komen.  Dit  gedeelte  start  met  een  overzicht  van  de 
gerealiseerde  software  om  de  experimenten  mee  uit  te  voeren  en  de  daarvoor  gebruikte 
technologieën.  Daarna  worden  de  experimenten  beschreven  en  de  resultaten  gepresenteerd  en 
toegelicht.  
Als  laatste  worden,  aan  de  hand  van  de  literatuur  en  de  experimentele  resultaten,  de 
probleemstelling beantwoord en suggesties voor vervolgonderzoek gepresenteerd. 
In  bijlage  I  staat  een  beknopte  introductie  in  de  relevante  termen  vanuit  de  grafentheorie  en 
parallellisatie.
‐ 8 ‐ 
 
 
2 Het onderzoek 
In dit hoofdstuk wordt eerst de  aanleiding  van dit  afstudeeronderzoek besproken. Daarna 
wordt de probleemstelling gepresenteerd en de aanpak toegelicht. 
 
2.1 Aanleiding 
Specifiek vanuit de werkgever 
Mijn werkgever Be Informed  levert oplossingen voor complexe bedrijfsprocessen. Deze oplossingen 
bieden een plek om kennis vast te leggen die in een organisatie aanwezig is. Eenmaal vastgelegd met 
behulp  van  (domein)  experts  kan deze  kennis ook weer  gebruikt  te worden om  een  antwoord  te 
vinden op andere cases. De kennis wordt op een gestructureerde en eenduidige manier vastgelegd in 
grafen. 
De  grafen  bij  de werkgever  zijn  van  het  type  “gericht  acyclisch”,  ook wel DAG1  genoemd.  In  dit 
afstudeerverslag zal voortaan aan deze grafen gerefereerd worden als ‘regelgrafen’. Deze regelgrafen 
kennen betekenis toe aan de knopen en zijden. Hierdoor kunnen business regels in de graaf worden 
verwerkt. Het proces van het evalueren van de graaf wordt vanaf nu ‘afleiding’ genoemd. 
De  regelgrafen  kunnen  behoorlijk  uitgebreid  worden;  te  denken  valt  aan  het  bedrijfsproces  van 
bijvoorbeeld de Immigratie en Naturalisatie dienst. Om deze grafen te kunnen afleiden, is (uiteraard) 
CPU‐tijd nodig, wat een bepaalde  responsetijd voor een afleiding  tot gevolg heeft. Op dit moment 
worden de grafen serieel afgeleid, dus op 1 processor. 
Mijn werkgever heeft mij gevraagd om  te onderzoeken of de afleiding versneld wordt wanneer de 
afleiding parallel gebeurd. 
Voor een  voorbeeld graaf  zoals die bij mijn werkgever aanwezig  is en  voor een meer diepgaande 
bespreking van deze regelgrafen, verwijzen wij naar ‘bijlage III het beslisalgoritme’. 
 
Trends en eigen interesse 
In  het  verleden  ging  met  elke  nieuw  uitgebrachte  processor  de  snelheid  van  een  programma 
automatisch omhoog doordat de kloksnelheid van deze processor toenam. Bij het toenemen van de 
kloksnelheid stijgt  immers het aantal  instructies dat een processor per seconde kan verwerken. Een 
software  leverancier  hoefde  zich  niet  veel  zorgen  te maken  over  de  performance, want  bij  elke 
nieuwe processor ging het programma toch wel sneller werken. 
Dit principe gold  tot ongeveer 2003. Toen bereikten de processorfabrikanten namelijk de kritische 
grens  van  verdere  versnelling.  Meer  snelheid  betekent  namelijk  meer  transistors  en  een  groter 
stroomverbruik.  De  benodigde  miniaturisatie  (want  de  signalen  komen  dan  sneller  op  hun 
bestemming) zorgde er ook nog eens voor dat de stroombanen dusdanig dicht bij elkaar kwamen te 
liggen dat er sprake was van 'stroomlekkages' [ HYPERLINK \l "Sut05" 1 ]. 
                                                            
1 Directed Acyclic Graph 
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De  processorfabrikanten  gaan  zich  sindsdien  steeds  meer  toeleggen  op  het  inzetten  van 
hyperthreading en multicore processoren; dus het aanbieden van mogelijkheden  tot parallellisatie. 
Dit  is  opgepikt  door  de  IT  software  industrie  die  steeds  meer  programma's  uitbrengt  die  deze 
parallellisatie weten te benutten. In het algemeen is te zeggen dat er een verschuiving van aandacht 
van seriële naar parallelle software plaatsvindt. 
Naast dit gegeven zocht ik een aanpak die niet alleen maar theoretisch van aard was, maar ook een 
experimentele  insteek had. Daarbij komt dat  ik de opleiding Computer Science volg, en daarom het 
ook  vanzelfsprekend  vindt dat daar ook  een  technisch  georiënteerde opdracht bij hoort. Dit  alles 
bracht me tot dit afstudeeronderzoek. 
 
2.2 Probleemstelling 
Gezien  de  context,  kunnen  de  afleidingen  wellicht  versneld  worden  door  in  te  spelen  op  de 
tegenwoordige parallellisatie trends. Of dat daadwerkelijk het geval  is,  is nu precies de vraag die  in 
dit afstudeerverslag wordt geprobeerd te beantwoorden. Daarom luidt de probleemstelling voor dit 
afstudeeronderzoek als volgt:  
“kan de afleiding van regelgrafen versneld worden door deze te parallelliseren?” 
Zoals in de inleiding al gezegd, is dit afstudeeronderzoek niet bedoeld om een duidelijk aanwijsbaar 
probleem  te  verhelpen.  De  nadruk  ligt  meer  op  de  langere  termijn;  oftewel  welke  kansen, 
mogelijkheden  en  wellicht  ook  onmogelijkheden  zijn  er  bij  het  parallelliseren  van  het 
afleidingsalgoritme.  Het  gaat  erom  duidelijkheid  te  scheppen;  dus wat  kan men  verwachten  van 
parallelliteit als er graafafleidingen plaatsvinden. Deze vraag is niet alleen zinvol voor de werkgever, 
maar ook voor de wetenschap in bredere zin. 
 
2.3 Aanpak 
Om  tot  een  antwoord  op  de  probleemstelling  te  komen  is  het  belangrijk  om  de  antwoorden  te 
vinden op de volgende deelvragen: 
 Hoe schaalbaar is de parallellisatie van de afleiding van regelgrafen? 
Dus:  halveert  de  responsetijd  telkens  als  het  aantal  betrokken  processoren  verdubbeld 
worden? 
 Wat is de invloed van de grootte van de brokken werk (de partities)? 
 Wat is de invloed van de mate van verbondenheid van een regelgraaf? 
 Wat is de beste manier om met de (onvermijdelijke) afhankelijkheden tussen de partities om 
te gaan? 
 Wat is de invloed van gewichten in een regelgraaf op de responsetijd? 
 Wat is de verhouding tussen de ‘echte rekentijd’ en overhead als bijvoorbeeld locking? 
Hier moet ook gemeten worden of de processoren wel voldoende aan het werk zijn; dus dat 
de utilisatie 100 % is. 
Om de  antwoorden op deze deelvragen  te  vinden  is  software  geschreven die  een daadwerkelijke 
parallelle afleiding mogelijk maakt.  
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Generalisatie 
Deze  regelgrafen,  zoals  in gebruik bij mijn werkgever, hebben uiteraard  specifieke  kenmerken die 
alleen voor mijn werkgever gelden. Het  is echter mogelijk om deze  te generaliseren. Generalisatie 
zorgt dat de parallellisatie van de graaf niet  louter voorbehouden  is aan mijn werkgever, maar ook 
door derden opgepakt kan worden. 
Uniek voor een regelgraaf is dat de waarden van een knoop afhangen van de waarde van een andere 
knoop. Bij de werkgever gelden ook diverse andere  (specifieke) kenmerken, maar die  zijn voor dit 
afstudeeronderzoek niet  van belang. Een  van deze  specifieke  kenmerken  is dat de  graaf  acyclisch 
moet  zijn.  Bij  generalisatie  kan  dit  kenmerk  vervallen,  omdat  specifieke  toepassingen  van  deze 
generalisatie wellicht prima met cycles om kunnen gaan. 
Daarom wordt de definitie van regelgrafen dus wat aangescherpt. De eigenschap  ‘acyclisch’ vervalt 
namelijk. Regelgrafen zijn vanaf nu de verzamelnaam voor betekenisvolle gerichte grafen. 
De regelgrafen hebben de volgende kenmerken: 
Gericht 
Een knoop a zijn namelijk alleen afhankelijk van de knopen die incident vanuit a zijn. 
Sparse 
Een regelgraaf zal in de praktijk alleen voorkomen bij sparse (een lage graaf verbondenheid) grafen. 
Gewichten 
Het  is mogelijk om gewichten op de knopen of zijden aan te  leggen om zo een bepaalde specifieke 
situatie  na  te  bootsen.  Bij  een  specifieke  situatie  kan  het  namelijk  voorkomen  dat  een  bepaalde 
(soort) knoop een moeilijkere berekening moet doen, waardoor deze knoop zwaarder meetelt in de 
responsetijd  voor  de  totale  graaf. Dit  gedrag  is  te  simuleren  door  gewichten  als  kenmerk  van  de 
regelgraaf op te nemen. 
Een voorbeeld van een gegeneraliseerde graaf waar knoop C een gewicht van 50 heeft gekregen: 
 
Figuur 1 ‐ Een gegeneraliseerde graaf 
Het kenmerk ‘gericht’ is een feit; daar zijn geen gradaties in mogelijk. Dat geldt wel voor ‘sparse’ en 
‘gewichten’.  De  regelgrafen  kunnen  namelijk  variëren  in  de  mate  van  verbondenheid  en  in  de 
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moeilijkheid  van  de  berekeningen  op  de  knopen.  Daarom  kunnen  de  kenmerken  ‘sparse’  en 
‘gewichten’ tot de probleemruimte gerekend worden. 
Vooruitlopend op het verdere verslag, is het dan ook nuttig om de oplossingsruimte te bepalen. Dit 
is  de  ruimte  waarin  we  wijzigingen  kunnen  aanbrengen  om  de  responsetijd  van  de  afleidingen 
(eventueel) te verlagen. De oplossingsruimte bevat de volgende onderdelen: 
 Het aantal inzetbare processoren 
 Het aantal partities waarin de regelgraaf verdeeld is 
 Strategieën over hoe om te gaan met afhankelijkheden tussen partities onderling. 
 Strategieën over hoe om te gaan met work stealing. 
Natuurlijk  is  het  ook  nuttig  om  terug  te  gaan  naar  de  probleemruimte  en  te  zien  of  en  hoe  de 
verbondenheid en de gewichten nu daadwerkelijk van invloed zijn op de responsetijd. 
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3 Vergelijkbare onderzoeken 
In dit hoofdstuk wordt vanuit de literatuur de kernbegrippen en best practices beschreven die nodig 
zijn voor de parallellisatie van de  regelgrafen.  In  ‘bijlage  II Het ontwerp van een parallel algoritme 
voor regelgrafen‘ staat meer achtergrondinformatie. 
 
3.1 Inleiding 
Voor het ontwikkelen van een geparallelliseerd algoritme zijn diverse stappen en beslissingen nodig. 
Hiervoor bieden Grama  in  [2] en Mattson  in  [3] een  goede basis, die min of meer ook  in  andere 
literatuur wordt aangehouden. 
De  volgende  voorwaarden  voor  efficiënte  parallelle  verwerking  zijn  beschreven  in  de  hierboven 
genoemde literatuur: 
 Het maken van een werkverdeling; hoe  is het werk op  te splitsen  in kant en klare brokken 
met zo min mogelijk afhankelijkheden op andere brokken? 
 Het verdelen van deze  taken over de beschikbare processoren; hoe zijn de  taken dusdanig 
over  de  processoren  te  verdelen  dat  de  processoren  niet  hoeven  te wachten  en  ze  dus 
optimaal benut worden? 
 Efficiënte  communicatie;  hier  wordt,  uitgesplitst  in  shared  –  en  distributed  memory 
architecturen, benoemd wat communicatie tot een echte bottleneck kan maken, en hoe dit 
zo goed mogelijk voorkomen kan worden. 
 Synchronisatie;  hoe  kunnen  taken  optimaal  worden  verwerkt,  zonder  dat  een  bepaalde 
processor  lang  staat  te  wachten  tot  een  andere  processor  zijn  werk  af  heeft?  Wat  zijn 
efficiënte manieren om bottlenecks bij synchronisatie te vermijden? 
 Inzichtelijkheid  in  de  mate  van  verwachte  versnelling  versus  de  daadwerkelijk  behaalde 
versnelling.  Hierbij  geldt  ook  de  mate  van  efficiëntie:  heeft  een  processor  veel  last  van 
overhead of wordt er daadwerkelijk veel verwerkt? 
 
3.2 Identificatie van te verdelen werk door partitionering 
In de grafentheorie wordt het werk vaak verdeeld door het toepassen van een partitionering van de 
graaf in kleine subgrafen (de taken). Een bepaalde processor verwerkt dan één subgraaf waarna het 
geheel wordt ‘opgerold’ tot de hele graaf verwerkt  is. Uiteraard kunnen diverse stopcriteria een rol 
spelen waardoor lang niet alle processoren hun subgraaf hoeven af te werken. 
De  definitie  van  graafpartitionering  is  de  volgende:  Gegeven  een  graaf  G=(V,E) met mogelijke 
gewichten (kosten) op de knopen en op de zijden en een parameter p,  is een partitionering van de 
knopen van G  in p subgrafen op zo’n manier dat de som van de knoop‐gewichten gelijk  is over alle 
subgrafen heen, en de som van de gewichten van de zijden die buiten de subgraaf gaan, minimaal is 
[4]. 
Partitionering  kan  gebruikt  worden  om  twee  doelen  te  behalen[5].  Het  eerste  doel  is  het 
verminderen  van  de  communicatie.  Dit  kan  doordat  bij  partitionering  zoveel  mogelijk  wordt 
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geprobeerd om de  subgraaf  lokaal  te houden; dus  zo min mogelijk  relaties met andere  subgrafen 
opnemen  die wellicht  communicatie  tot  gevolg  hebben. Het  tweede  doel  is  het  verdelen  van  de 
werklast over meerdere processoren. 
Er  zijn  veel  methoden  beschreven  om  grafen  te  partitioneren.  Uit  de  literatuur  is  naar  voren 
gekomen dat een  combinatie van het Kernighan‐Lin en het multilevel partitioneringsalgoritme het 
beste werkt [6]. Dit zal dan ook gebruikt worden in dit afstudeeronderzoek. 
 
3.3 De taken over de beschikbare processoren verdelen 
De afzonderlijke taken die volgen uit de partitionering van de graaf dienen te worden verdeeld over 
de processoren en wel zo dat de gehele taak zo snel mogelijk klaar  is. Het streven  is hierbij dat de 
deelnemende processoren een ongeveer gelijkwaardige werklast krijgen.  
Desondanks is het toch heel goed mogelijk dat een processor zonder werk komt te zitten [2]. Immers: 
door een shortcut  in de afleiding van de regelgrafen te nemen, kan een processor wel eerder klaar 
zijn dan was gepland. 
Om te zorgen dat de processoren altijd over voldoende werk beschikken, is het wenselijk om gebruik 
te maken van ‘dynamische  load balancing’ welke de taken tijdens de executie kan verdelen [2]. Het 
principe van dynamische  load balancing door werk te vragen aan donor processoren, staat ook wel 
bekend onder de veelzeggende term work stealing [2]. 
 
3.4 Communicatie 
Het kan voorkomen dat subtaken van een bepaald proces gegevens moeten uitwisselen, omdat ze 
bijvoorbeeld gegevens van elkaar nodig hebben of omdat ze moeten communiceren over het verloop 
van de berekeningen. Deze communicatie kan veel overhead geven (voornamelijk in gedistribueerde 
systemen) en zo de totale parallelliteitwinst drukken [2]. 
Bij een distributed memory architectuur is het belangrijk om heel efficiënt te communiceren. Dit kan 
bijvoorbeeld  door  berichten  samen  te  voegen,  ze  klein  te  houden,  eventueel  opknippen  om  de 
transportsnelheid te vergroten en minder te communiceren [2]. 
In een shared memory architectuur  is het zaak om zoveel mogelijk  in  lokale geheugens te bewaren 
om  zo a) geen memory/cache consistentie problemen  te veroorzaken en b) het  toegangspad naar 
het  centrale  geheugen  niet  te  veel  te  belasten  omdat  dat  mogelijk  bandbreedte  –  en 
lockingproblemen kan opleveren [7]. 
In  de  literatuur wordt  veel  aandacht  geschonken  aan  de  zogenoemde  termination  detection,  dat 
beschrijft  hoe  en  wanneer  het  gehele  programma  zichzelf  kan  stoppen  als  aan  de  stopcriteria 
voldaan  is.  Dit  termination  detection  probleem    is  over  het  algemeen  lastig,  omdat  processoren 
meestal geen weet hebben van de algehele status  [8]. Bij de regelgrafen  ligt termination detection 
eenvoudiger dan  in de meeste  literatuur staat. Afleidingen van een  regelgraaf hebben namelijk als 
doel om een waarde voor de root‐knoop te berekenen. Het stopcriterium is dus ‘heeft de root‐knoop 
een waarde?’. Als nu tijdens het verwerken van de partities aan het stopcriterium voldaan wordt, kan 
per direct de gehele afleiding beëindigd worden. 
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3.5 Synchronisatie 
Als meerdere processoren op een deelprobleem werken, vereist dat een vorm van coördinatie om er 
zeker  van  te  zijn  de  processoren  tot  een  juist  resultaat  komen.  Daarvoor  zijn  allerlei  methoden 
denkbaar, zoals blocking en niet blocking synchronisatie [9]. 
Uit de  literatuur blijkt  echter  er  geen  vast  recept  voor het  toepassen  van  synchronisatie bestaat, 
omdat  elke manier  zijn  voor  –  en  nadelen  heeft  en  de  uiteindelijke  keus  vooral  afhangt  van  het 
parallelle  algoritme  [10]  [11].  Cong  et  al.  geven  zelfs  aan  om  wellicht  de  synchronisatie  maar 
helemaal te verwijderen en in plaats daarvan het algoritme robuuster te maken [10]. 
Het  is  daarom  verstandig  dat  het  algoritme  voor  parallelle  graafverwerking  eerst  op  hoofdlijnen 
wordt bedacht, vervolgens geïmplementeerd, en pas daarna gekeken wordt welke bottlenecks in de 
synchronisatie er zijn en hoe die het beste aangepakt kunnen worden. 
 
3.6 Relevante metrieken 
Om te bepalen wat het effect is van het parallelliseren van een de regelgrafen is het noodzakelijk om 
enkele goede metrieken te hebben. Hiervoor zijn in de literatuur enkele metrieken neergezet [3][12]. 
Wat in alle literatuur benoemd wordt als belangrijkste criteria voor het al dan niet succesvol zijn van 
een parallellisatie, is de versnelling die daardoor bereikt is. De versnelling S is de verhouding van de 
beste seriële uitvoeringstijd ten opzichte van de parallelle uitvoeringstijd, waarbij aangenomen is dat 
randvoorwaarden gelijk blijven [12]. 
Uiteraard  is hier ook de klassieke wet van Amdahl relevant; deze wet zegt dat wanneer een deel P 
van een programma geparallelliseerd kan worden (en dus 1‐P deel niet), de maximale versnelling bij 
n processoren als volgt is:   [13]. 
Naast de versnelling wordt ook de efficiëntie vaak als metriek genoemd. De efficiëntie E geeft aan in 
hoeverre de beschikbare processoren ook nuttig gebruikt worden.  Immers; de processor kan best 
100% usage hebben (utilisatie), maar tweederde van de tijd in een blocking toestand verkeren, zodat 
de efficiëntie maar 33% is [12] [13]. 
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4 Experimenten & resultaten 
In dit hoofdstuk wordt allereerst een korte introductie gegeven in de afleiding van een regelgraaf en 
de  partitionering  daarvan.  Daarna  wordt  de  opzet  van  de  experimenten  getoond,  de  metingen 
besproken en als  laatst een analyse uitgevoerd van de experimenten en het beantwoorden van de 
deelvragen van dit afstudeeronderzoek. 
 
4.1 Decompositie van het afleidingsalgoritme 
Bij afleidingen van regelgrafen geldt altijd dat de waarde van een knoop afhankelijk is van de waarde 
van een andere knoop. 
In onderstaand voorbeeld wordt knoop ‘Mag beginnen aan MSc afstudeertraject’ pas waar wanneer 
‘Inschrijving OU’ EN  ‘Genoeg modules afgerond’ EN  ‘Goedkeuring afstudeervoorstel’ allemaal waar 
zijn. 
 
Figuur 2 ‐ Voorbeeld van een afleiding 
 
Het seriële afleidingsalgoritme zal aan de bovenkant van de graaf beginnen en bepalen welke knopen 
nodig  zijn om de huidige knoop  te beantwoorden. Dit proces voltrekt  zich  recursief door de graaf 
heen, totdat de  leaf knopen van de graaf bereikt worden. Als deze een waarde hebben, kunnen de 
waardes naar boven  toe doorgevoerd worden,  zodat uiteindelijk een  antwoord op de  root‐knoop 
afgeleid kan worden. 
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Identificatie van te verdelen werk door partitionering 
Zoals beschreven in paragraaf 3.2, moet een regelgraaf gepartitioneerd worden om zo tot een goede 
distributie van het werk te kunnen komen.  
In onderste afbeelding is te zien dat na partitionering de knopen verdeeld zijn over twee partities. De 
tekst op de knopen  is hier  in het  formaat <knoopnummer>__part_<partitienummer>. De 
eerste partitie begint bij 0 te tellen en niet bij 1; dit komt doordat de partities worden gemaakt door 
het programma kmetis, waarover later meer. 
 
Figuur 3 ‐ Partitionering van een regelgraaf 
 
Van de partities in bovenstaande graaf kan een taakafhankelijkheidsgraaf worden gemaakt: 
0 1
 
Figuur 4 ‐ Afhankelijkheden tussen partities onderling 
Partitie 0 kan dus pas volledig uitgevoerd worden als partitie 1 gedaan is; partitie 0 is afhankelijk van 
partitie 1. 
Er kunnen ook knopen zijn waarvan de berekening complexer is dan die van andere knopen. Als een 
dergelijke ‘zware’ knoop in een partitie zit, moeten er niet teveel andere knopen inzitten, anders is 
de processor onevenredig lang met deze partitie bezig. Dit is op te lossen door gewichten in te stellen 
op de knopen en relevante zijden. 
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Gegeven is de volgende regelgraaf: 
 
Figuur 5 ‐ Een regelgraaf met ‘zware’ knopen 
Hier bevindt de zwaardere berekening zich in knoop 19_part_3. In bovenstaand geval worden de 
knopen die incident zijn vanuit de genoemde knoop, gebruikt voor de berekening, dus moeten deze 
ook  in  dezelfde  partitie  zitten.  Wat  we  nu  kunnen  doen  is  een  hoog  gewicht  zetten  op  knoop 
19_part_3  en  op  de  zijden  die  incident  zijn  vanuit  deze  knoop.  Het  partitioneringsalgoritme 
gebruikt door kmetis, gebruikt de heavy edge matching techniek om een goede matching te vinden 
bij de eerste stap van het multilevel partitionering algoritme. Op deze manier blijven de  relevante 
knopen bij elkaar in de partitie en zorgen hun gewichten ervoor dat de partitie niet gevuld wordt met 
diverse andere knopen. 
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4.2 Software voor uitvoering van de experimenten 
De software die geschreven is om parallelle afleidingen mee te doen, bestaat uit twee componenten, 
te  weten  een  component  om  een  graaf  mee  te  genereren  en  partitioneren  en  een  tweede 
component om deze  gegenereerde  graaf  in  te  lezen  en parallel  af  te  leiden. Bij deze  laatste  stap 
worden ook de metingen uitgevoerd. 
 
4.2.1 De graaf generator 
De graaf generatie is opgebouwd uit een aantal stappen: 
Configuratie Graafgenerator
Partitionering
Opslag graaf bestand
 
Figuur 6 ‐ De graaf generator om grafen voor de experimenten mee genereren 
In het configuratie gedeelte bevinden zich de diverse configuratie instellingen die van invloed zijn op 
de gegenereerde graaf.  
Deze instellingen worden opgepakt door de graafgenerator zelf die hiervan een graaf samenstelt. De 
samenstelling hiervan gebeurd met een variant op de ‘random graphs’. Random graphs zijn een (in 
de wetenschap) veel gebruikte manier om grafen te genereren volgens het Erdős–Rényi model 
[14][10][15][16][17]. De variant bestaat hierin dat in de eerste instantie de graaf een boom is, en dat 
dan stapsgewijs (over de verschillende metingen heen) steeds meer zijden tussen de knopen 
onderling worden gelegd. Dit gebeurt op de manier zoals beschreven in de literatuur over de random 
graphs. 
Nadat de graaf aangemaakt is, kan deze gepartitioneerd worden. Tijdens de generatie fase hebben 
sommige knopen ook een zwaarder gewicht gekregen, omdat deze een berekening moeten 
uitvoeren. Dit is van belang, omdat zoals beschreven in paragraaf 4.1, knopen met zware gewichten 
relatief alleen in een partitie zitten.  
Als partitioneringsalgoritme wordt hier het multilevel partitionering algoritme gebruikt, aangevuld 
met het Kernighan‐Lin algoritme [18]. De partitionering zelf is gedelegeerd naar METIS, welke een 
serie programma’s bevat om onder andere grafen te partitioneren [19]. 
Het partitioneringsalgoritme is niet zelf geschreven tijdens dit afstudeeronderzoek, omdat METIS 
kwalitatief al erg hoge partitioneringen produceert, van nature al kan omgaan met gewichten op 
knopen en zijden en bovendien de verwerkingssnelheid erg hoog is [18]. Als wel zelf de partitionering 
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ontwikkeld was, was dat niet gelukt binnen de beschikbare tijd en dan bleef de vraag staan of de 
kwaliteit van die partitionering wel goed geweest zou zijn. Bovendien is partitionering an sich geen 
deliverable van het afstudeeronderzoek, maar een middel om tot een uitspraak over de 
probleemstelling te komen. 
Als laatste stap wordt de gegenereerde graaf, samen met partitionering metadata weggeschreven 
naar een bestand en is de generatie stap afgerond. 
 
4.2.2 De daadwerkelijke uitvoering 
Hieronder staat een schematische weergave van de afleiding op de graaf die volgens de beschrijving 
in de vorige paragraaf gegenereerd is. 
Configuratie Inlezen graaf bestand
Preparatie
Start afleiding
Metingen wegschrijven
Afronding
Worker 1 Worker 2 Worker n
 
Figuur 7 ‐ De daadwerkelijk afleiding tijdens de experimenten  
De eerste stap ‘Inlezen graaf bestand’ leest de graaf in die in de vorige paragraaf gegenereerd is. De 
‘preparatie’  fase  is de  fase waarin de graaf wordt opgeknipt  in kleinere partities, gebaseerd op de 
metadata uit het graafbestand.  
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Workers 
Nadat de  graaf  is  voorbereid,  kunnen  (gebaseerd op de  configuratie  settings)  een  bepaald  aantal 
‘workers’ klaargezet worden. Een worker is een thread welke een bepaalde taak kan afhandelen. Er 
worden evenveel workers klaargezet als er processoren gebruikt moeten worden. 
De  workers  worden  allemaal  aangesloten  op  een  virtueel  kanaal,  zodat  via  dit  kanaal 
gecommuniceerd kan worden. 
De partities die zijn voorbereid  in de preparatie fase, kunnen nu over de workers worden verdeeld, 
als zijnde een  initiële taakverdeling. Deze partities zijn  ingebed  in zogenoemde WorkUnit’s, die zelf 
de partitie beheren en de afleiding van deze partitie kunnen delegeren aan een Inferencer. 
Bovenstaande is schematisch weergegeven in onderstaand componenten diagram. 
Executor WorkChannelHost WorkChannel
Worker
Inferencer
WorkUnit
WorkUnit
Worker
Inferencer
WorkUnit
WorkUnit
Worker
Inferencer
WorkUnit
WorkUnit
 
Figuur 8 ‐ De architectuur voor de experiment software 
Nadat de workers beëindigd  zijn, worden de meetresultaten  verzameld  en weggeschreven  in  een 
logbestand.  
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Worker & work stealing 
De runtime werking van een enkele Worker is weergegeven in onderstaand sequence diagram. 
sd runtime
Worker
WorkUnit Inferencer WorkChannel
*[enoughWork]:processWork()
performWork() :result
inference()
*setValue(knoop)
[graaf = afgeleid]:
broadcastTermination()
[result = OK]:finishedWorkUnit()
[result = PERFORM_LATER]:
reschedule()
 
Figuur 9 ‐ De werking van een Worker 
 Zoals in het sequence diagram te lezen is, verwerkt een Worker de beschikbare WorkUnits. Voor elk 
van deze wordt de  Inferencer aangeroepen die de partitie  in de WorkUnit daadwerkelijk afleid. Op 
het moment dat de afleiding ervoor zorgt dat een knoop in de partitie een waarde krijgt, wordt deze 
waarde doorgegeven aan de WorkChannel. Deze kijkt of hiermee de root‐knoop  is afgeleid. Als dit 
het geval  is, stuurt de WorkChannel een broadcast bericht rond die de aangesloten Workers vertelt 
dat ze moeten termineren. De termination detection is hier dus eenvoudig! 
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Zoals al aangehaald is er work stealing benodigd om een goede load balancing te kunnen garanderen 
en zo de beschikbare processoren aan het werk te houden. 
Dit algoritme is uitgewerkt in onderstaand sequence diagram: 
sd workstealing
Worker
WorkChannel Worker
getNextWorkUnit() :workUnit
[ownQueue != empty]:getFromOwnQueue()
[ownQueue == empty]:stealWork()
*[roundrobin]:stealWork() :WorkUnit
[workUnit = null]:selfTerminate()
 
Figuur 10 ‐ De werking van work stealing 
Zodra een Worker aan de slag gaat, kijkt deze of er een WorkUnit beschikbaar is. Het kan zijn dat er 
nog een WorkUnit in de lokale queue staat; deze zal dan in de eerste instantie worden verwerkt. Als 
de  lokale queue echter  leeg  is,  is het tijd voor het work stealing algoritme. Dit algoritme vraagt aan 
de  WorkChannel  om  een  WorkUnit.  De  WorkChannel  zal  dan  aan  een  bepaalde  Worker  een 
WorkUnit vragen en deze dus als het ware  ‘afpakken’. Het kan zijn dat de gevraagde Worker geen 
WorkUnit meer kan afgeven aan de WorkChannel, daarom  zal  laatstgenoemde op  zoek gaan naar 
andere Workers  die  eventueel  nog wel werkvoorraad  hebben.  Als  er  echt  geen WorkUnit meer 
beschikbaar is in het systeem, kan de Worker zichzelf veilig afsluiten. 
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4.3 Opstelling van de experimenten 
Alle experimenten zijn uitgevoerd met een Java Runtime 64 bits, versie 1.6.0_24 en draaiden op een 
2 x Intel XEON E5430 @2.66GHz (in totaal 8 cores), met Linux 2.6.9‐55.ELsmp x64. Alle gegenereerde 
grafen bevatten 1.4 miljoen knopen. 
In dit afstudeeronderzoek  is ervoor gekozen om de grafen te genereren volgens het random graphs 
principe. Om random graphs te genereren volgens het Erdős–Rényi model [20], kunnen we kiezen uit 
twee subtiele variaties: 
‐ Met het G(n, M) model wordt een graaf willekeurig gekozen uit alle mogelijke grafen met 
n knopen en M zijden. 
‐ Met  het  G(n, p)  model  wordt  een  graaf  geconstrueerd  met  n  knopen.  De 
waarschijnlijkheid p (van 0 tot 1) geeft de kans aan dat een zijde tussen twee knopen wordt 
aangelegd. 
Voor  dit  afstudeeronderzoek wordt  het  laatstgenoemde model  gebruikt.  Een  voorbeeld  van  een 
resultaat van dit model staat in Figuur 5.  
Tijdens de experimenten wordt  telkens slechts één variabele gewijzigd, waarbij de overige settings 
op default waardes staan. Een uitzondering  is hier het aantal  inzetbare processoren. Deze  is bij alle 
experimenten  ook  gevarieerd,  om  zo  gelijktijdig  ook  een  goed  beeld  te  kunnen  krijgen  van  de 
schaalbaarheid van het experiment.  
Uit de literatuur (zie het hoofdstuk “Vergelijkbare onderzoeken” en bijlage II) volgt een aantal goede 
default waardes voor deze settings. Een voorbeeld is ‘Random Polling’ bij de donor strategie. Op deze 
manier  kan  na  het  uitvoeren  van  de  experimenten  beoordeeld  worden  of  de  gekozen  default 
waardes ook echt optimaal bleken (een controle op de vanuit de literatuur aangereikte waardes dus). 
Als de default waardes niet optimaal blijken te zijn, wordt de verzameling met beste waardes voor de 
settings bepaald en hiermee een extra experiment uitgevoerd. 
Door  het  uitvoeren  van  de  experimenten  kan  bepaald  worden  in  hoeverre  de  factoren  in  de 
oplossingsruimte bijdragen aan de vraagstelling van dit afstudeeronderzoek. Hierbij worden  tevens 
enkele elementen van de probleemruimte meegenomen. 
In  de  experimenten  wordt  het  volgende  gemeten  (de  uitleg  hiervan  staat  bij  de  specifieke 
experimenten): 
1. De invloed van het aantal inzetbare processoren 
2. De invloed van het aantal partities 
3. De invloed van de verbondenheid van de regelgraaf 
4. De invloed van de strategie voor het omgaan met onderlinge partitie dependencies 
5. De invloed van de strategie om bij work stealing de donor processor te vinden 
6. De invloed van de gewichten op de knopen 
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In de volgende  tabel staan bij deze experimenten de waardes voor de respectievelijke settings. De 
diagonale cellen bevatten de mogelijke waardes voor de settings tijdens het bewuste experiment. De 
rest van de cellen zijn de default waardes. 
     Setting 
 
Experiment 
aantal 
cores 
partities  partitie 
dependency 
strategie 
donor 
strategie 
verbondenheid  gewichten 
aantal cores  1‐8 
 
100  RAS1  RP2  0.2  100 
partities  1‐8  4 
25 
100 
300   
1000 
RAS  RP  0.2  100 
partitie 
dependency 
strategie 
1‐8 
 
 
100  Retry 
RAS 
Join 
RP  0.2  100 
donor strategie  1‐8 
 
100  RAS  GRR 
ARR 
RP 
0.2  100 
verbondenheid  1‐8 
 
100  RAS  RP  0.0 
0.2 
0.4 
100 
gewichten  1‐8  100  RAS  RP  0.2  1 
35 
100 
400 
Tabel 1 – De te gebruiken settings voor de experimenten 
De  experimenten worden  veelal  uitgevoerd  op  een  n  aantal  processoren,  en wel  van  1  tot  N  in 
stappen  van 1. Elk experiment dat op één enkele processor wordt uitgevoerd, maakt gebruik  van 
seriële uitvoering. Vanaf 2 processoren wordt de parallelle uitvoering gebruikt. 
 
                                                            
1 Retry after Solving 
2 Random Polling 
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4.3.1 Keus van de te gebruiken parallellisatie technologie 
Afgaande  op  de  verkregen  informatie  uit  de  literatuur  en  het  gegeven  dat  de  oplossing  in  dit 
afstudeeronderzoek  geïmplementeerd  moet  kunnen  worden,  zijn  de  volgende  technologieën 
gekozen om daarmee het praktische gedeelte van het afstudeeronderzoek uit te voeren. 
Architectuur: shared memory 
Reden:  in  de  literatuur  wordt  meestal  een  shared  memory  benadering  gebruikt.  Ook  is  shared 
memory  sterk  in  opkomst  ten  koste  van  distributed  memory  en  praktisch  goed  uitvoerbaar  (de 
onderzoeker heeft een 4 core machine, bij de werkgever staat een 8 core machine tot beschikking). 
Niveau van parallelliteit: Taak parallellisatie 
Reden:  het  bepalen  van  de  waarde  van  een  knoop  is  een  typische  taak.  Het  gaat  namelijk  om 
groepen van knopen die behandeld moeten worden, en geen losse data bewerking. 
Beschikbare technologieën: gebruik van multicore’s 
Reden:  multitasking  en  multithreading  zijn  geen  technologieën  die  echte  parallelliteit 
bewerkstelligen.  Met  multicore  wordt  dus  daadwerkelijk  het  gebruik  van  multiple  cores  op  een 
shared  memory  architectuur  bedoeld,  dus  niet  op  een  distributed  architectuur  en  ook  niet  op 
bijvoorbeeld een videokaart. 
Shared  memory  API:  puur  threading  met  Java,  gebruik  makend  van  geschikte  API’s  zoals 
java.util.concurrent. 
Redenen hiervoor omvatten: 
 Een praktische beperking die meespeelt,  is dat een API absoluut  in de Java taal beschikbaar 
moet zijn. Enerzijds wordt dat veroorzaakt doordat er kennis van  Java aanwezig  is, en niet 
zozeer van andere programmeertalen. Anderzijds doordat dit beter aansluit bij de software 
straat van de werkgever. 
 Voor OpenMP geldt dat er enkele Java implementaties beschikbaar zijn met JaMP/JaMPCuda 
en JOMP als voornaamste. De indruk bestaat dat beide vooral in de academische wereld als 
research gebruikt zijn en geen verder gebruik van deze libraries in de praktijk bestaat. 
 Er  zijn  diverse  wetenschappelijke  libraries  beschikbaar  zoals  Titanium[21],  HPJava[22], 
Parallel Java Library[23] en Deterministic Parallel Java [24]. Deze libraries sluiten echter niet 
goed  genoeg  aan  bij  het  streven  om  in  dit  afstudeeronderzoek  met  shared  memory  te 
werken en om  (runtime)  flexibel  genoeg  te  zijn om bijvoorbeeld de  load balancing aan  te 
kunnen sturen. Dit kan namelijk niet met genoemde libraries. 
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4.4 Uitvoer van de experimenten 
In  de  paragrafen  hieronder  zijn  telkens  experimenten  uitgevoerd  op  basis  van  de  hiervoor 
beschreven strategie. Bij elk experiment staat een korte uitleg  inclusief het verwachtte resultaat op 
basis van de literatuur, het daadwerkelijke behaalde resultaat en een discussie over deze resultaten 
en het (eventuele) verschil met het verwachtte resultaat. 
De metingen zijn meestal  in een grafiek weergegeven waarbij de responsetijd uitgezet  is tegen het 
aantal ingezette processoren. De responsetijd is de doorlooptijd van een afleiding in milliseconden. 
 
4.4.1 De invloed van het aantal inzetbare processoren 
Bij dit experiment wordt de invloed van het aantal inzetbare processoren te meten.  
Idealiter zou het verdubbelen van het aantal  ingezette processoren betekenen dat de  responsetijd 
telkens halveert. Uit de literatuur blijkt dat dit zeer onwaarschijnlijk is, omdat de praktijk uitwijst dat 
software nooit 100% parallelliseerbaar  is [13]. Daarnaast  is er altijd wel overhead aanwezig, wat er 
samen voor zorgt dat de versnelling niet optimaal zal zijn. 
Wat  duidelijk  zichtbaar  wordt  in  het 
experimentresultaat  hiernaast,  is  dat  de 
parallellisatie  inderdaad  niet  optimaal  is.  In 
de  grafiek  is  af  te  lezen  dat  het  optimum 
rond  6  cores  ligt,  waarna  de  responsetijd 
gelijk  blijft  na  het  toevoegen  van  extra 
processoren. 
Uit dit experiment is dus af te leiden dat het 
afleiden  van  regelgrafen  relatief  slecht 
schaalbaar  is.  De  oorzaken  hiervan worden 
nader  onderzocht  en  toegelicht  in  de 
volgende experimenten. 
 
Figuur 11 – De invloed van het aantal processoren 
 
Er  is voor dit experiment al een vergelijking te trekken met de  literatuur. Gregor et al. beschrijft  in 
“Lifting sequential graph algorithms for distributed‐memory parallel computation” de versnelling (en 
daarmee  de  schaalbaarheid)  voor  enkele  algoritmes  [25].  Dat  zijn  algoritmes  met  verschillende 
kenmerken: een breadth‐first search algoritme, enkele algoritmes van Dijkstra en een algoritme om 
componenten  in een graaf te vinden. Gregor gebruikt voor zijn experiment de Boost Graph Library 
(BGL). 
Volgens Gregor zijn de algoritmes prima schaalbaar bij het toevoegen van meerdere processoren. De 
grafieken duiden ook op een schaalbaarheid die lineair doorzet. Diepere analyse van de grafieken en 
de meetgegevens  in het genoemde artikel  leert dat bij het eerstgenoemde algoritme de maximale 
versnelling  een  factor 7  is. Daar  ligt het optimum  rond 60  cores. Het Dijkstra  algoritme  kent  een 
maximale versnelling van een factor 8 en het laatste algoritme een factor 7. 
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Deze algoritmes zijn allemaal relatief eenvoudig; er zijn geen complexe berekeningen benodigd en de 
grafen  zijn  ook  gemakkelijker  in  partities  op  te  delen  die  ook weinig  tot  geen  afhankelijkheid  op 
elkaar hebben. 
In Parallel Inferencing for OWL Knowledge Bases door Soma et al, is onderzocht in hoeverre de OWL 
reasoning  te  parallelliseren  is  [26].  Dit  artikel  is  relevant  omdat  het  raakvlakken  heeft  met  dit 
afstudeeronderzoek. Immers, zowel de regelgrafen als semantische grafen zijn betekenisvolle grafen 
waarbij  informatie  kan  worden  afgeleid  uit  de  knopen.  In  dat  artikel  zijn  ook  de  versnellingen 
gemeten  van  verschillende algoritmen om  zo de  schaalbaarheid  te  kunnen  vaststellen. Bij 8  cores 
wordt daar een factor 12 versnelling gemeten. 
Zoals uit de  combinatie  van deze meting en de  literatuur blijkt, wordt de  schaalbaarheid  van een 
algoritme slechter naarmate de waarden van de knopen in de graaf relevant zijn voor andere knopen 
in die graaf. In een vervolgonderzoek zouden hier wellicht metrieken aan gekoppeld kunnen worden, 
zodat  voor  derden  eenvoudig  te  bepalen  is welke  versnelling  te  verwachten  is  op  basis  van  een 
bepaalde graaf. 
 
4.4.2 De invloed van het aantal partities 
Zoals al beschreven in dit afstudeerverslag moet de data worden opgeknipt in partities die zo aan de 
beschikbare processoren aangeboden kunnen worden. Met dit experiment wordt de invloed van het 
aantal partities op de responsetijd gemeten. 
Op de graaf zoals beschreven in de inleiding van dit hoofdstuk, zijn tests uitgevoerd door deze graaf 
te verdelen in 10, 25, 100, 300 en 1000 partities. Deze testen zijn uitgevoerd op 1 tot 8 cores.  
De  verwachting hierbij  is dat  responsetijd daalt naarmate de  regelgraaf wordt opgedeeld  in meer 
partities. 
In de meting hiernaast is af te lezen dat door 
het  opknippen  van  de  graaf  in  kleinere 
partities  het  afleidingsalgoritme  maximaal 
met een factor 2 versneld kan worden.  
Wat ook af te lezen is uit deze grafiek, is dat 
de responsetijd bij 1000 partities gelijk is aan 
die  bij  300  partities. Blijkbaar  treedt  boven 
300 partities geen verdere verbetering meer 
op  in  de  responsetijd.  Dit  is  te  verklaren 
doordat  de  verhouding  rekentijd/overhead 
steeds  slechter  wordt,  waardoor  het  niet 
meer loont om extra partities toe te voegen. 
Verder  valt  op  dat  bij  het  gebruik  van  2 
processoren  en  4  partities  de  responsetijd 
slechter  is  dan  via  een  seriële  afhandeling. 
Dit kunnen we verklaren via het  feit dat de 
partities erg groot zijn bij 4 partities. Anders 
gezegd: wanneer het aantal partities klein  is,  is de kans op partitie cycles groter. Een partitie cycle 
 
Figuur 12 – De invloed van het aantal partities 
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kan optreden als een knoop in partitie x wijst naar een knoop in partitie y. Als nu een andere knoop 
in deze partitie y weer een afhankelijkheid heeft op partitie x,  is er sprake van een cycle tussen de 
partities.  
Door het optreden een cycle is het verwerken van de partities niet een ‘one‐shot’ actie, maar moet 
iteratief de partitie verwerkt worden, net zolang  tot de afhankelijke partities ook verwerkt kunnen 
worden. 
De  grafiek  rechts  geeft  aan  wat  de 
hoeveelheid  van  dergelijke  cycles  is  bij  de 
verschillende aantallen partities. 
 
Figuur 13 – Het aantal cycles tussen de partities 
Zoals  verwacht,  is  vooral  bij  lage  aantallen 
partities het aantal cycles groot. Daardoor is er 
veel meer  overhead  bij  het  verwerken  van  4 
partities  dan  bij  25  of  100  partities.  Het 
gebruikte  METIS  partitioneringsalgoritme  kan 
blijkbaar  niet  alle  cycles  voorkomen.  In  een 
vervolgonderzoek  zou  onderzocht  kunnen 
worden of een zelfgebouwde partitioner deze 
cycles wellicht kan voorkomen. 
 
 
   
 
Figuur 14 – De versnelling voor een aantal partities 
Los van deze cycles lijkt het aantal partities ook 
slecht  te  schalen;  elke  keer  worden  de 
aantallen  ongeveer  verdubbeld  (25,  50,  100, 
300, 1000), maar de winst in de responsetijd is 
vanaf 25 partities  al  aanmerkelijk minder dan 
van 4 tot 25 partities. Dit is gevisualiseerd in de 
grafiek hiernaast. 
 
 
 
 
 
 
Soma  heeft  ook  de  invloed  van  het  aantal  partities  gemeten  [26].  Twee  van  de  drie  gebruikte 
datasets  hebben  een  optimum  van  8  partities.  Bij meer  dan  8  partities  is  de  verdere  versnelling 
verwaarloosbaar. Voor één dataset is het optimale aantal partities niet bepaald; na 18 partities steeg 
de versnelling namelijk nog steeds, hoewel wel minder snel dan in het begin. De verwachting op basis 
van de meetgegevens is dat bij deze dataset het optimum ongeveer bij 30‐50 partities ligt. 
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Uit metingen van Soma blijkt dat hoe meer partities er gebruikt worden, des te meer communicatie 
en  synchronisatie overhead er  is. De mate  van overhead  loopt  in de metingen  lineair op met het 
aantal partities. De metingen van Soma  laten echter niets  zien over cycles  tussen partities en hoe 
hier  mee  omgegaan  is.  Het  gegeven  ‘cycle’  kan  een  aandachtspunt  zijn  wanneer  andere  grafen 
geparallelliseerd worden. 
Als we  de  resultaten  van  Soma  en  de  eigen meetresultaten  vergelijken,  is  het  opvallend  dat  het 
optimale  aantal  partities  telkens  varieert.  Dit  lijkt  te  maken  te  hebben  met  de  mate  van  de 
verbondenheid van een regelgraaf, waar in de volgende meting aandacht aan gegeven wordt. 
 
4.4.3 De invloed van de verbondenheid van de regelgraaf 
De regelgrafen zijn dunbevolkte (sparse) grafen. Soms zijn het bijna bomen. Het is interessant om te 
meten benieuwd wat de  invloed  is van het aantal  inter‐branch  connecties  (willekeurig aangelegde 
zijden door de graaf heen). Dus: als het aantal inter‐branch connecties 0 is, dan is er sprake van een 
tree, bij hogere getallen wordt een graaf gevormd die steeds meer verbonden is. 
Bij dit experiment is dit uitgedrukt in een kans op een dergelijke connectie. Dus voor elke knoop in de 
graaf is er een kans dat er een zijde bestaat van deze knoop naar een knoop in een andere tak. 
De verwachting is dat de verbondenheid veel uitmaakt voor de uiteindelijke responsetijd. Immers: als 
de  regelgraaf  eigenlijk  een  boom  is,  hebben  de  partities  weinig  afhankelijkheden  onderling. 
Bovendien  zal er dan geen  sprake  zijn van cycles  tussen de partities. Daarom  zal vooral bij weinig 
processoren een verschil zichtbaar moeten zijn tussen de diverse mate van verbondenheid. Als meer 
processoren  toegevoegd  worden,  zullen  de  cycles  tussen  de  partities  minder  zijn,  en  dus  de 
responsetijd  van  het  experiment  met  een  hoge  verbondenheid  richting  die  van  een  lage 
verbondenheid gaan. 
Voor  dit  experiment  staan  hiernaast  de 
metingen gedaan met de kansen 0.0, 0.2 en 
0.4. 
Te  zien  is  dat  het  dat  de  verbondenheid 
inderdaad  invloed heeft op de  responsetijd. 
De  verbondenheid  is  natuurlijk  ook  van 
invloed  op  het  partitioneringsproces.  Hoe 
meer  verbonden  de  regelgraaf,  des  te 
lastiger  is  het  om  een  goede  partitionering 
te maken en bestaat de kans dus dat er toch 
nog  veel  connecties  tussen  de  partities 
onderling bestaan. 
In  combinatie  met  het  vorige  experiment 
over  de  partities  kunnen  we  nu  een 
interessante  conclusie  trekken  over  de 
invloed  van  partitie  cycles  op  de 
responsetijd. Als  er  geen  verbondenheid  is, 
betekent dat, dat er geen cycles zijn tussen de partities onderling. Daardoor zijn de cycles in dit geval 
uit te sluiten als bottleneck op de schaalbaarheid. In de grafiek blijkt dat de optimale responsetijd al 
 
Figuur 15 – De invloed van de verbondenheid 
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bij 3 à 4 processoren wordt bereikt. Blijkbaar  is er dus een ander  ‘soort’ overhead dat ervoor zorgt 
dat de responsetijd na 4 processoren niet verder afneemt. Dit is niet verder onderzocht. 
Soma  heeft  data  sets  gebruikt  die  grofweg  uiteenvallen  in  data  sets met  een  lage  en  een  hoge 
verbondenheid  [26][27]. Uit  zijn metingen blijkt dat de data  set met een  lage  verbondenheid een 
hogere versnelling bereikt dan diegene met een hoge verbondenheid. Dit is in overeenstemming met 
de gevonden invloed van de verbondenheid in deze paragraaf. 
De metingen van Soma en dit gehele afstudeeronderzoek zijn gebaseerd op het maken van partities 
die uitgaan van de data; dus de knopen zijn verdeeld over de partities. Interessant is nu het feit dat 
Soma een andere manier voorstelt om de partities  te maken, namelijk gebaseerd op de regels  (zie 
voor meer  informatie [26]). Deze manier  leidt weliswaar tot een  lagere maximale versnelling, maar 
wel een versnelling die niet beïnvloed wordt door de mate van verbondenheid van de graaf. Dit zou 
dus geschikt kunnen  zijn voor  regelgrafen met een hoge mate van verbondenheid. Deze manier  is 
niet behandeld in dit afstudeeronderzoek en zou wellicht in een vervolgonderzoek verder onderzocht 
kunnen worden. 
 
4.4.4 De invloed van de strategie voor het omgaan met onderlinge partitie dependencies 
Dit experiment meet wat de beste strategie  is voor het omgaan met dependencies tussen partities 
onderling. 
Het  kan  voorkomen  dat  een  partitie  a  niet  volledig  tot  een  afleiding  kan  komen,  omdat  er  een 
afhankelijkheid  ligt op een andere partitie b die nog niet verwerkt  is. Daardoor zal eerst  (een deel 
van) partitie b verwerkt moeten worden, voordat a verwerkt kan worden. 
Dan zijn er minimaal drie strategieën aan te wijzen om deze partitie a toch tot een afleiding te laten 
komen: 
1. Plan partitie a direct weer in (retry). Wellicht is de benodigde informatie op dat moment wel 
beschikbaar, ook al is dit misschien slechts een paar milliseconden later. 
2. Voeg deze partitie a samen (join) met partitie b. Dit betekent dat de Worker die partitie a in 
zijn werkvoorraad had, deze afstaat aan de Worker met partitie b zodat er 1 grote partitie b 
gevormd wordt. 
3. Partitie a teruggeven aan de WorkChannel. Als er nu andere partities wel tot een afleiding 
komen, kan bekeken worden of partitie a nu daar van af hing. Zo ja, dan kan partitie a 
opnieuw ingepland worden (retry after solving). 
 
De  verwachting  hierbij  is  dat  strategie  3  (retry  after  solving)  het  gunstigst  uitpakt  voor  de 
responsetijd omdat bij strategie 1) potentieel overbodige berekeningen plaatsvinden en bij strategie 
2) het samenvoegen van de partities ook CPU tijd kost. 
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In  de  grafiek  is  te  zien  dat  strategie  drie 
(retry  after  solving)  inderdaad  het  beste 
functioneert. Dit is ook wel te verklaren: bij 
de  retry  strategie  wordt  een  partitie 
simpelweg  telkens  opnieuw  geprobeerd, 
wat  in  een  aantal  gevallen  nutteloos 
gebruik  van  de  CPU  betekent,  omdat  die 
partitie  dan  alsnog  niet  afgeleid  kan 
worden.  
Bij de  join strategie worden  twee partities 
samengevoegd.  Dit  samenvoegen  kost 
relatief  veel  berekeningstijd;  immers  de 
root‐knopen  in de nieuwe partitie moeten 
dynamisch worden berekend, wat tijd kost. 
De rare pieken in de metingen bij deze join 
strategie  zijn  te  verklaren doordat de  ene 
keer meer partities samengevoegd worden 
dan de andere keer; immers, threading is niet voorspelbaar in de volgorde van executie. 
 
Figuur 16 – De invloed van de partitie dependency strategie 
Het feit dat de ‘retry’ zo dicht bij strategie drie staat, komt doordat strategie drie iets extra overhead 
met zich mee brengt, die de theoretische winst bijna te niet doet. 
In de literatuur zijn geen vergelijkbare experimenten te vinden. In Soma wordt een partitie namelijk 
altijd  toegewezen  aan  een  ‘eigen’  processor,  zodat  in  de metingen  van  Soma  het  aantal  partities 
altijd  gelijk  is  aan  het  aantal  ingezette  processoren  [26].  Dit  betekent  dat  daar  prima  de  ‘retry’ 
strategie  gevolgd  kan  worden.  Dit  betekent  ook  dat  een  dynamische  load  balancing  strategie 
overbodig is. Dit is niet onverwacht, gezien de partitie‐per‐processor strategie. 
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4.4.5 De invloed van de strategie om bij work stealing de donor processor te vinden 
Bij  work  stealing  zijn  verschillende  strategieën  beschikbaar  om  een  donor  processor  te  vinden 
[28][2]. 
Dit zijn: 
1. Global Round Robin (GRR in de grafiek van het experiment) 
Hierbij wordt werk gevraagd via het WorkChannel welke bijhoudt welke Worker aan de beurt 
is om werk te geven als hij daarom verzocht wordt. 
2. Asynchroon Round Robin (ARR) 
Bij Asynchroon Round Robin wordt per Worker bijgehouden welke (andere) Worker aan de 
beurt is. 
3. Random Polling (RP) 
Hier  vraagt  een  Worker  aan  een  willekeurige  andere  Worker  of  deze  wellicht  nog  werk 
beschikbaar heeft. 
Dit  experiment  heeft  als  doel  om  te  meten  welke  strategie  het  efficiëntst  is,  en  de  kleinste 
responsetijd oplevert. 
De verwachting vanuit de literatuur hierbij is dat Random Polling het beste functioneert, maar dat in 
dit  experiment  dit  niet  zichtbaar  zal  zijn  omdat  de  andere  strategieën  het  pas  af  laten weten  bij 
enkele tientallen processoren [2]. 
Deze  strategieën  zijn  verwerkt  tot  een 
experiment  waar  hiernaast  de  resultaten 
staan. 
 
Figuur 17 – De invloed van de work stealing donor strategie 
Als deze metingen worden vergeleken met 
de literatuur [2], zien we dat de verschillen 
tussen  de  drie  strategieën  in  zowel  de 
literatuur  als  in  het  uitgevoerde 
experiment minimaal  zijn.  In  de  literatuur 
is,  zoals  verwacht,  pas  verschil  te merken 
rond  100  processoren,  maar  in  het 
experiment  zijn  maar  8  processoren 
beschikbaar. 
Toch  lijkt de Random Polling strategie een 
minimale voorsprong te hebben, waardoor 
deze strategie als winnaar aangemerkt kan 
worden. 
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4.4.6 De invloed van de gewichten op de knopen 
In dit experiment wordt de  invloed van de gewichten op de knopen onderzocht.  In de voorgaande 
experimenten was het gewicht op de knopen die (relatief) complexe berekeningen uitvoerde op 100 
gesteld en de rest van de knopen op 1.  
Dit  experiment  laat  dat  gewicht  variëren  van  1  tot  400  en  kan  zo  de  invloed  op  de  responsetijd 
meten. 
De  verwachting  is  dat  de  responsetijd  niet  veel  zal  veranderen,  omdat  het  gebruikte 
partitioneringsalgoritme  ervoor  zorgt  dat  de  partities  even  ‘zwaar’  zullen  worden,  ongeacht  de 
gewichten van de individuele knopen.  
Het resultaat is hiernaast weergegeven. 
 
Figuur 18 – De invloed van gewichten 
De  responsetijden  in  de  grafiek  zijn 
nagenoeg gelijk aan elkaar. Gezien het  feit 
dat de  lijnen door elkaar heen  lopen  (ook 
als  dieper  op  de  metingen  wordt 
ingezoomd),  zijn  de  verschillen  toe  te 
schrijven aan de meetonnauwkeurigheid. 
De gelijke responsetijden zijn  te verklaren: 
Als  het  partitioneringsalgoritme  geen 
rekening  hield met  de  gewichten,  zouden 
sommige  partities  veel  ‘zware’  knopen  in 
zich hebben. Daardoor zouden processoren 
te  veel  rekenkracht moeten besteden  aan 
dergelijke  partities  met  als  gevolg  dat  de 
doorgang  stokt  (en  dus  de  responsetijd 
verslechterd). 
Doordat  het  partitioneringsalgoritme wel  rekening  houdt met  de  gewichten, worden  de  partities 
even  ‘zwaar’ aangemaakt  (geverifieerd  in de output van het algoritme). Daardoor  is de verwerking 
van deze partities weer optimaal. 
Dit experiment is ook niet terug te vinden in de literatuur. Dit komt mede doordat dit experiment in 
dit afstudeerverslag is opgenomen om de partitioneringmethode te verifiëren. 
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4.5 Analyse 
De vorige experimenten hebben  laten zien dat de volgende configuraties het meeste parallellisatie 
opleveren: 
 In principe: hoe meer cores hoe beter, maar in deze experimenten lag het optimum op 6 
 Hoe meer partities, des te korter de responsetijd. 
 De mate van verbondenheid van een graaf zorgt, vooral met weinig processoren, voor een 
verschil  in de  responsetijd van een afleiding. Dit verschil wordt steeds kleiner naarmate er 
meer processoren ingezet worden (hoewel er altijd wel een klein verschil blijft bestaan) 
 De  strategie  ‘retry  after  solving’  is  de  beste  strategie  om  om  te  gaan met  dependencies 
tussen partities onderling 
 De Random Polling strategie fungeert (vooral bij meer processoren dan hier getest) het beste 
als strategie om donor processoren te selecteren voor de work stealing 
 Het  maakt  voor  de  responsetijd  van  een  afleiding  niet  uit  welke  gewichten  er  op  de 
regelgraaf geconfigureerd worden 
De default waardes die in voorgaande 
experimenten gebruikt zijn, lijken ook 
allemaal de optimale waardes te zijn, 
behalve de waarde voor het aantal 
partities. Daar lijken 300 partities namelijk 
optimaal te zijn voor de gebruikte graaf. 
Voor de volledigheid staat hiernaast de 
responsetijd voor deze setting. 
 
Figuur 19 – De responsetijd bij optimale settings 
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4.5.1 De bereikte versnelling 
Op basis van het bovenstaande finale experiment kan nu de bereikte versnelling bepaald worden.  
De  versnelling  is  hiernaast  te  zien  als 
grafiek  ten  opzichte  van  de  theoretische 
versnelling  volgens  de  wet  van  Amdahl 
[13]. 
 
Figuur 20 – De bereikte versnelling 
De rode lijn met driehoekjes representeert 
het uitgevoerde experiment, de  lijnen met 
de  bolletjes  representeren  de  theoretisch 
haalbare versnellingen volgens de wet van 
Amdahl.  
In deze grafiek  is te zien dat de versnelling 
steeds  verder  afneemt  naarmate  er 
processoren  worden  bijgeschakeld.  De 
maximaal  bereikte  versnelling  is  2.2 
volgens de grafiek. 
 
 
 
De klassieke wet van Amdahl wet zegt dat wanneer een deel P van een programma geparallelliseerd 
kan  worden  (en  dus  1‐P  deel  niet),  de  maximale  versnelling  bij  n  processoren  als  volgt  is: 
  
Wanneer we de waardes voor de versnelling bij  ‘300 partities’ en 8 cores (S = 2.2),  invullen  in deze 
wet, krijgen we:   
Hieruit kunnen we P berekenen omdat S=2.2 en N=8    
Dit betekent dat in dit experiment 62% parallelliseerbaar is. 
 
4.5.2 De maximale versnelling 
De bereikte versnelling blijkt een factor 2.2 te zijn. Deze versnelling is bereikt tijdens een experiment 
met 8 deelnemende processoren.  
Wat  nu  juist  interessant  is,  is  in  hoeverre  toevoegen  van  nog meer  processoren  zorgt  voor  een 
verdere toename van deze factor 2.2. 
Om de maximale versnelling  te bepalen, gelden drie kengetallen die berekend worden volgens de 
definities en formules uit bijlage II, hoofdstuk “Relevante metrieken”: 
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 De theoretisch optimale parallelle verwerkingstijd uitgedrukt door:   
 De  overhead  per  processor  door  bijvoorbeeld  communicatie  en  synchronisatie: 
 
 De maximaal te bereiken versnelling:   
In de data van Figuur 19 is af te lezen dat de responsetijd ts = 4228 ms (ts is de responsetijd van een 
seriële afleiding). Samen met de  in de vorige paragraaf bepaalde  ‘mate van parallelliseerbaarheid’ 
kunnen nu de zojuist genoemde kengetallen bepaald worden: 
 
 
 
 
 
 
Hieruit  volgt  dus  dat  de  maximaal  te  bereiken  versnelling  dus  2.4  is.  Dit  komt  overeen met  de 
verwachting  voor de  rode  lijn  in bovenstaande  grafiek over de bereikte  versnelling. Deze  lijn  lijkt 
inderdaad ergens tussen 2.2 en 2.5 uit te komen. 
 
4.5.3 De behaalde efficiëntie 
Hierna  kan  ook  de  efficiëntie  berekend worden.  Zoals  beschreven,  geeft  de  efficiëntie  E  aan  in 
hoeverre  de  beschikbare  processoren  daadwerkelijk  benut  worden.  De  efficiëntie  kan  berekend 
worden door de formule    
De benodigde variabelen zijn berekend in de vorige paragrafen, waardoor E nu bepaald kan worden: 
 
Een  efficiëntie  van  0.25  betekent  dat  de  processoren  tijdens  het  experiment  maar  25%  nuttig 
gebruikt worden.  
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 Op  het  eerste  gezicht  is  dat  tegenstrijdig 
met de gemeten CPU utilisatie in de grafiek 
hiernaast.  In  deze  grafiek  is  immers  af  te 
lezen dat de utilisatie vrijwel 100%  is voor 
elke processor. 
Zoals  beschreven  in  de  literatuur,  is 
efficiëntie  echter  vaak maar  een  gedeelte 
van de utilisatie  [13]. Dit betekent dus dat 
de processor 100% ‐ 25% = 75% van de tijd 
blocking is.  
 
 
Figuur 21 – CPU utilisatie  
Aandachtspunt:  deze  efficiëntie  berekening  is moeilijk  te  verifiëren  aan  de  hand  van  echte  data. 
Tijdens  de  executie  van  de  experimenten  is  het  technisch  niet  mogelijk  gebleken  om  echte 
berekeningstijd te scheiden van de overhead tijd. 
 
4.6 Antwoorden op de deelvragen 
In deze paragraaf wordt telkens een antwoord gegeven op de deelvragen zoals die geformuleerd zijn 
aan het begin van het afstudeeronderzoek. 
 
Hoe schaalbaar is de parallellisatie van de afleiding van regelgrafen? 
Dus: halveert de responsetijd in de ideale situatie telkens wanneer het aantal betrokken processoren 
verdubbeld wordt? 
De  regelgrafen  zijn  niet  optimaal  schaalbaar  gebleken  ten  opzichte  van  een  oneindig  aantal 
processoren.  Als  een  afleiding  in  plaats  van  1  processor,  op  2  of  meerdere  procesoren  wordt 
uitgevoerd,  is  eerst  een  relatief  scherpe  afname  van  de  responsetijd  te  zien,  waarna  vanaf  5 
processoren de responsetijd echter hetzelfde blijft. De scherpste verbetering in responsetijd zit bij 3 
processoren, als 4 of 5 processoren worden gebruikt, lijkt het parallellisatie effect wat weg te ebben 
en vanaf 5 processoren helemaal weg te zijn. 
De berekende versnelling, maximale versnelling en de efficiëntie  laten deze slechte eindcijfers ook 
zien, wat nogmaals onderstreept dat de parallellisatie van regelgrafen verre van schaalbaar is. 
Omdat  de  efficiëntie  slechts  25%  (en  dus  75%  van  de  tijd  opgaat  aan  synchronisatie)  is,  is  te 
concluderen  dat  een  belangrijke  oorzaak  van  de  slechte  schaalbaarheid  lijkt  te  zitten  in  de 
benadering van het geheugen; een synchronisatie bottleneck dus. 
 
Wat is de invloed van de mate van verbondenheid van een regelgraaf? 
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De verbondenheid van een graaf is van invloed op de responsetijd. Als de afleiding op één processor 
wordt uitgevoerd,  is het verschil  in responsetijd bij meer of minder verbonden regelgrafen veel uit. 
Naarmate er processoren worden bijgeschakeld, wordt dit verschil iets minder. 
Dit zegt ook wat over METIS als het gebruikte partitioneringsalgoritme. Blijkbaar is METIS in staat om 
een dusdanig goede partitionering aan te brengen dat er minimale afhankelijkheden bestaan tussen 
de partities onderling. Daardoor kunnen de partities relatief los van elkaar worden verwerkt. 
 
Wat is de invloed van de grootte van de brokken werk (de partities)? 
In het uitgevoerde experiment lag het optimale aantal partities op 300. Opvallend is dat het verschil 
tussen 100 en 300 partities maar klein  is. Tussen 25 en 100 zit een  iets groter verschil, maar bij 25 
partities geldt nog steeds bijna een halvering van de responsetijd. 
Logischerwijs moet het aantal partities minimaal gelijk zijn dan het aantal ingeschakelde processoren, 
anders zijn processoren op voorhand al  idle. Dat zien we  terug  in de meting; bij 4 partities was er 
namelijk maar zeer weinig versnelling merkbaar.  
In  het  uitgevoerde  experiment  zou  het  al  voldoende  zijn  om  voor  het  aantal  partities  te  nemen: 
aantal_partities = 10 * aantal_processoren 
Dit  is echter  geen  garantie  voor  succes;  als de  verbondenheid heel hoog  is,  zijn er meer partities 
nodig om de afleiding efficiënt ‘aan het werk te houden’. 
Wat ook meespeelt,  is de ontdekte  invloed van de cycles tussen de partities onderling. Hoe minder 
cycles,  des  te  minder  vaak  partities  opnieuw  verwerkt  moeten  worden,  wat  gunstig  is  voor  de 
responsetijd. 
 
Wat  is de beste manier om met de  (onvermijdelijke) afhankelijkheden  tussen de partities om  te 
gaan? 
Uit de metingen blijkt dat de beste manier de ‘retry after solving’ is, op de voet gevolgd door ‘retry’.  
Zoals beschreven heeft de eerstgenoemde manier echter  last van wat extra overhead, wat er goed 
toe kan leiden dat bij andere graaf configuraties de ‘retry’ manier de beter functionerende manier is. 
 
Wat is de verhouding tussen de ‘echte rekentijd’ en overhead als bijvoorbeeld locking? 
Uit de berekening van de efficiëntie blijkt dat de efficiëntie 25%  is  (dus de  ‘echte rekentijd’) en de 
overhead 75%. 
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4.7 Inzetbaarheid in andere situaties 
De  grafen  die  gebruikt  zijn  in  bovenstaande  experimenten  zijn  uiteraard  geselecteerd  voor  de 
experimenten die uitgevoerd worden in de volgende paragraaf, maar dat wil niet zeggen dat ze niet 
voor andere situaties  ingezet kunnen worden. Dat geldt ook voor de manier van parallellisatie van 
deze grafen.  
De stappen en aandachtspunten die beschreven staan  in hoofdstuk 3 zijn namelijk generiek genoeg 
om  ook  dergelijke  experimenten  uit  te  voeren  in  andere  situaties. Hieronder  zijn  twee  van  deze 
situaties beschreven. 
 
Distributed memory versus shared memory  
De experimenten in dit verslag zijn op shared memory uitgevoerd, maar het is goed denkbaar dat in 
een andere situatie juist een distributed memory situatie van toepassing is. Het grote verschil tussen 
beide  architecturen  is natuurlijk de overhead  van de  communicatie bij distributed memory, maar 
met  potentieel  voordeel  dat  in  de  praktijk  veel  meer  processoren  aan  een  distributed  memory 
architectuur kunnen deelnemen. 
Dit betekent dat in deze situatie een accent dient te liggen op efficiënte communicatie. Daarvoor zal 
extra zorg besteedt moeten worden aan de partities. Bij de experimenten in dit afstudeeronderzoek 
blijkt namelijk dat partities relatief veel afhankelijkheden hebben op andere partities. 
Zoals te zien is in Figuur 13, hebben partities pas weinig onderlinge afhankelijkheden wanneer er juist 
veel  partities  zijn. Dit  past  ook  goed  bij  de  eigenschap  van  distributed memory  dat  er  vaak  veel 
processoren aanwezig zijn.  
De aanbeveling bij distributed memory  ligt dus vooral  in het zorgen voor veel partities met weinig 
onderlinge afhankelijkheden. 
 
Gerichte grafen versus niet gerichte grafen 
Het  is  ook  denkbaar  dat  er  situaties  zijn  dat  niet  gerichte  grafen  (of  een mix  van  gericht  en  niet 
gericht) geëvalueerd moeten worden. Waar bij gerichte grafen de partities zich als vanzelf vormen, 
zal  dit  bij  niet  gerichte  grafen  niet  zo  zijn. Daar moet  immers  betekenis  gegeven worden  aan  de 
richting. Dit betekent dat het maken van een partitionering een speciale taak wordt. Immers, bij de 
ene zijde kan andere semantiek van toepassing zijn dan bij de andere zijde. 
Bij het parallelliseren van niet gerichte grafen  zal dus extra nadruk gelegd moeten worden op het 
partitionering  proces.
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5 Conclusies & Verder onderzoek 
De vraag die dit afstudeerverslag beantwoordt dient te worden luidde: 
“Kan de afleiding van regelgrafen versneld worden door deze te parallelliseren?” 
Het  antwoord  op  deze  vraag  is:  Ja,  maar  slechts  beperkt.  In  het  uitgevoerde  experiment  is 
geconstateerd dat een maximale versnelling tot een factor 2.4 mogelijk is. 
Tijdens het uitvoeren van de experimenten is geconstateerd dat de afleiding wordt versneld door het 
inzetten van meerdere processoren, het hebben van veel partities en een kleine verbondenheid van 
de  graaf.  Ook  is  van  belang  dat  de  juiste  strategie  wordt  gekozen  om  afhankelijkheden  tussen 
partities op te lossen. 
Deze factoren leiden bij elkaar echter niet tot een optimale schaalbaarheid, maar tot een versnelling 
van maximaal 2.4. Wat ook uit de metingen blijkt  is dat de efficiëntie maar 25%  is; dus 75% van de 
tijd verkeert een processor in een blocking toestand.  
Uit de experimenten blijkt dat een gedeelte van dit suboptimale gedrag veroorzaakt wordt doordat 
er  cycles  tussen partities  zitten. Daardoor moeten de partities  iteratief  verwerkt worden wat een 
sterk negatieve invloed heeft op de afleidingstijd. Een aanbeveling is dus om er zorg voor te dragen 
dat partities geen cycles hebben. 
Verder  liggen  er  afhankelijkheden  tussen  de  partities  die  ‘opgelost’ moeten worden  voordat  een 
volgende partitie verwerkt kan worden, wat ook een negatieve invloed heeft op de afleidingstijd. Dit 
gedrag  is  inherent aan regelgrafen. Uit de experimenten blijkt daarom ook dat grafen met een  lage 
verbondenheid de meeste parallellisatie winst kennen. 
Naast deze cycles en partitie afhankelijkheden is er nog een derde bottleneck aan te wijzen, namelijk 
synchronisatie. Dit is terug te zien in de experimenten: de processoren bevinden zich namelijk vaak in 
een blokkerende  toestand  (4.5.3), ook al zijn er geen cycles en partitie afhankelijkheden aanwezig. 
Het  is  daarom  interessant  om  dit  synchronisatie  probleem  in  een  vervolgonderzoek  verder  te 
onderzoeken. Vragen dit hierbij een rol spelen zijn: 
 Hoe is deze synchronisatie meetbaar te maken? 
 Welk gedeelte zorgt precies voor deze synchronisatie bottleneck en hoe is dat op te lossen? 
Andere vraagstukken die tijdens dit afstudeeronderzoek naar voren gekomen zijn en die zich  lenen 
voor een vervolgonderzoek zijn:  
 Zijn  metrieken  op  te  stellen  zodat  de  versnelling  van  een  algoritme  op  een  graaf  te 
voorspellen is aan de hand van de kenmerken van deze graaf? 
 In het experiment in paragraaf 4.4.2 komt naar voren dat er veel cycles tussen partities zijn, 
wanneer er relatief weinig partities aanwezig zijn. Een interessante vraag kan dan zijn of met 
gewijzigde partitioneringssoftware voorkomen kan worden dat er überhaupt cycles tussen de 
partities optreden. 
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Bijlage I  Theoretische onderbouwingen 
In deze bijlage worden enkele kernbegrippen uit de grafentheorie en parallellisatie toegelicht die van 
belang zijn voor het afstudeeronderzoek. 
 
Grafen 
Algemene definities 
Een graaf bestaat uit een aantal punten (knopen of vertices genoemd) waarvan sommige met elkaar 
verbonden  zijn door  lijnen  (zijden of edges genoemd)  [29]. Als de  zijden een  richting hebben, die 
wordt aangegeven met een pijl,  spreekt men van een gerichte graaf  (of digraaf  / digraph). Als de 
zijden een gewicht (weight) toegekend hebben gekregen, is dit een gewogen graaf. Uiteraard zijn ook 
combinaties van voorgaande mogelijk. 
Een wat meer formele definitie van een graaf is de volgende:  
Graaf  G=(V,E)  is  een  geordend  paar  van  een  verzameling  V  en  een  verzameling  E  van  paren 
elementen uit V. De elementen van V heten de knopen van de graaf G en de elementen van E de 
zijden van G [29]. 
In onderstaande afbeelding is een voorbeeld van een graaf te zien met 5 knopen en 7 zijden. Ook is 
zichtbaar dat een zijde dezelfde knoop als zowel begin – en eindpunt kan hebben. 
 
Figuur 22 ‐ Een voorbeeld graaf [30] 
 
Partitionering 
De partitionering van een graaf is het opdelen van een graaf in kleinere subgrafen.  
Zoals  [4]  dit  verwoord:  Gegeven  een  graaf  G=(V,E)  met  mogelijke  gewichten  (kosten)  op  de 
knopen  en  op  de  zijden  en  een  parameter  p,  is  een  partitionering  van  de  knopen  van  G  in  p 
subgrafen op zo’n manier dat de som van de knoop‐gewichten gelijk is over alle subgrafen heen, en 
de som van de gewichten van de zijden die buiten de subgraaf gaan, minimaal is. 
Wanneer  een  graaf  gepartitioneerd  wordt  in  twee  subgrafen  (dus  met  verschillende  knopen), 
spreken we van een snede (cut). Dit is goed te zien in onderstaand voorbeeld waarbij de graaf wordt 
opgeknipt over de horizontaal golvende lijn: 
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Figuur 23 – Een snede voor partitionering van een graaf [31] 
Het gewicht van een snede is het opgetelde gewicht van de zijden die tussen beide subgrafen zitten. 
Als de graaf geen gewicht heeft kan het gewicht van een zijde gelijk gesteld worden aan 0. 
 
Parallelliteit 
In deze paragraaf wordt een beknopte introductie in parallelliteit an sich gegeven, om zo een context 
te geven voor het verdere vervolg van dit afstudeerverslag. De verwijzingen kunnen gevolgd worden 
voor meer uitleg. 
Eenvoudig gezegd  is parallelliteit  is een manier om problemen zodanig  te verdelen over meerdere 
processoren dat berekeningen aan dit probleem gelijktijdig uitgevoerd kunnen worden. 
Taxonomie 
Een  veel  gebruikte  opdeling  van  parallelle  architecturen  is  de  taxonomie  die  is  voorgesteld  door 
Michael J. Flynn in 1996 [32]. Flynn heeft deze architecturen opgedeeld in vier verschillende klassen 
die onderling verschillen in de hoeveelheden instructies en datasets. 
  Single Instruction   Multiple Instructions  
Single  Data 
stream  
SISD 
Good old PC met 1 processor  
MISD 
Meerdere  instructies  op  dezelfde  dataset. 
Zeldzaam,  wordt  bijvoorbeeld  in 
bedrijfskritische  systemen  als  space  shuttles 
gebruikt 
Multiple 
Data 
streams  
SIMD 
Meerdere  processoren  voeren 
dezelfde  instructie  uit  op  meerdere 
datasets (bv vector cpu/GPGPU)  
MIMD 
Bijvoorbeeld een gedistribueerd systeem  
Tabel 2 ‐ Invulling van de taxonomie van Flynn 
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Parallelle architecturen 
Parallelle architecturen zijn onder te verdelen in twee hoofdstromen: shared memory en distributed 
memory. Deze worden in onderstaande paragrafen verduidelijken. 
Shared memory 
In het  kort delen alle processoren één geheugenruimte en  communiceren met elkaar  zo gedeelte 
variabelen uit te lezen en te schrijven[3]. 
SMP  lijkt  het  meest  op  een  prikbord  [33]  op  een  bij  iedereen  bekende  locatie,  waar  iedereen 
informatie op kan zetten en van af halen. Op die manier kan een bepaald subproces vragen aan dat 
prikbord waar een ander subproces mee bezig  is op dat moment.  In de afbeelding hieronder  is dit 
weergegeven als meerdere CPU’s die het beschikbare geheugen delen, waarbij het memory dan het 
prikbord voorstelt. 
 
Figuur 24 – De SMP architectuur [3] 
 
Distributed memory 
Bij distributed memory wordt informatie directer uitgewisseld dan bij de shared memory benadering. 
Als  iemand  informatie  wil  sturen,  stuurt  hij  dit  gericht  en  direct  aan  één  of  meerdere 
geïnteresseerden, ook wel message passing genoemd [3]. 
Distributed memory gebruikt  complete  computers als bouwblokken,  inclusief processor, geheugen 
en  IO  subsystemen  [3],  zie ook Figuur 25. Dit dus  in  tegenstelling  tot  shared memory, waarbij het 
geheugen gedeeld is. 
 
 
Figuur 25 – De distributed memory architectuur [3] 
 
Niveaus van parallelliteit 
Het  is mogelijk  om  parallelliteit  op  verschillende  niveaus  toe  te  passen.  Dit  kan  van micro  –  tot 
macroniveau gaan. 
‐ 48 ‐ 
 
De  lagere niveaus zijn hardware gebonden, en niet goed te gebruiken door ontwikkelaars [33]. Het 
niveau wat voor de  regelgrafen  interessant  is,  is het de zogenoemde  taak parallellisatie. De  reden 
hiervan is dat het bepalen van de waarde van een knoop een typische taak is. Het gaat namelijk om 
groepen van knopen die behandeld moeten worden, en geen losse data bewerking. 
Een  eigenschap  van  taak  parallellisatie  is  dat  op  datasets  (dezelfde  of  verschillende)  ook 
verschillende berekeningen kunnen worden uitgevoerd[3]. Taak parallellisatie  is  te vergelijken met 
de parallellisatie van  complete  functies/methodes of nog grotere  taken. De  taken kunnen volledig 
onafhankelijk van elkaar zijn, echter het kan ook voorkomen dat er wel afhankelijkheden zijn. 
 
Technologieën 
Er zijn veel technologieën om programma’s geparallelliseerd mee uit te voeren.  
De belangrijkste  zijn hieronder  kort  aangestipt. Multithreading wordt  iets uitgebreider  aangestipt, 
omdat multithreading de technologie is waarmee de experimenten uitgevoerd worden. 
Multicore 
Multicore CPU’s [11] zijn moderne CPU’s waarbij in één fysieke CPU behuizing twee of meerdere CPU 
kernen  (een  ‘die’)  zijn  opgenomen.  Deze  vorm  vinden we  tegenwoordig  ook  terug  bij  bijna  alle 
consumenten computersystemen. Een voorbeeld hiervan is een Intel Core Duo processor. 
Distributed computing 
Een gedistribueerd systeem  is een systeem dat bestaat uit meerdere computers die verbonden zijn 
via een netwerk  (wat ook het  internet kan zijn!). Het doel  is om een grotere  totale rekenkracht  te 
krijgen door de rekenkracht van de individuele computers te combineren [34] [8]. 
Cluster computing 
Deze vorm lijkt op distributed computing, echter de gebruikte computers die gezamenlijk het cluster 
vormen  zijn  te  beschouwen  al  één  computer.  Kenmerkend  is  dan  ook  dat  er  continu  en  veel 
communicatie plaatsvindt tussen de afzonderlijke nodes,  in tegenstelling tot distributed computing. 
Daarom is het wenselijk dat de nodes van een cluster geplaatst worden in een heel snel, liefst lokaal, 
netwerk [35]. 
Multithreading 
Eenvoudig gezegd houdt multithreading het efficiënt delen van hardware in. In tegenstelling tot het 
hiervoor  genoemde multiprocessing  gaat  het  hier  niet  om meerdere  processoren, maar  om  één 
processor. 
Multithreading stelt een processor in staat om thread 1 gedeeltelijk te verwerken, dan verder te gaan 
met  thread  2  omdat  die  bijvoorbeeld  een  hogere  prioriteit  heeft,  en  dan weer  verder  gaan met 
thread 1. 
Een thread is een sequentieel programma. Een processor kan een bepaalde thread een tijdje draaien 
en  deze  dan  pauzeren  en  verder  gaan  met  een  andere  thread.  Dit  wordt  een  context  switch 
genoemd. Als deze eerste  thread weer hervat wordt, kan het  zelfs op een andere processor weer 
verder worden uitgevoerd; dit  is niet gebonden aan de processor die de pauze toestand geïnitieerd 
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heeft[11].  Dit  gedrag  hangt  af  van  het  onderliggende  besturingssysteem:  bij  het  ene 
besturingssysteem is dat sterker dan bij het andere. 
De  voordelen  van multithreading  zijn  voornamelijk  een  betere  benutting  van  de  CPU: meerdere 
threads  tegelijk  uitvoeren  kan  een  betere  CPU  efficiëntie  opleveren  [36].  Ook  kunnen  threads 
dezelfde data herbruiken die nog in de CPU cache staat. 
Nadelen  zijn er ook, een voorbeeld hiervan  is dat een programma bewust multithreaded gemaakt 
moet worden; dit gaat niet automatisch. 
In  [37]  wordt  het  Launch  and  join  of  fork  and  join  principe  besproken.  Hierbij  wordt  door  één 
hoofdproces  meerdere  ‘worker‐threads’  aangemaakt  die  het  daadwerkelijke  werk  gaan  doen. 
Vervolgens verzamelt het hoofdproces de resultaten van de worker‐threads en gaat dan weer verder 
met zijn eigen werkzaamheden. 
Ondanks het feit dat threads worden gepositioneerd als lichtgewicht processen, is het aanmaken van 
deze threads relatief ‘duur’. Daarom stelt [37] ook een manier voor waarbij de threads niet telkens 
gestart  hoeven  te  worden;  ze  zijn  altijd  ‘in  de  lucht’.  Deze  worden  persistent  (worker)  threads 
genoemd of thread pool. 
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Bijlage II  Het ontwerp van een parallel algoritme voor regelgrafen 
Voor het ontwikkelen van een geparallelliseerd algoritme zijn diverse stappen en beslissingen nodig. 
Hiervoor bieden Haenni in [2], Grama in [38] en Mattson in [3] een goede basis, die min of meer ook 
in andere literatuur wordt aangehouden. 
De  volgende  voorwaarden  voor  efficiënte  parallelle  verwerking  zijn  beschreven  in  de  hierboven 
genoemde literatuur: 
 Het maken van een werkverdeling; hoe  is het werk op  te splitsen  in kant en klare brokken 
met zo min mogelijk afhankelijkheden op andere brokken? 
 Het verdelen van deze  taken over de beschikbare processoren; hoe zijn de  taken dusdanig 
over  de  processoren  te  verdelen  dat  de  processoren  niet  hoeven  te wachten  en  ze  dus 
optimaal benut worden? 
 Efficiënte  communicatie;  hier  wordt,  uitgesplitst  in  shared  –  en  distributed  memory 
architecturen, benoemd wat communicatie tot een echte bottleneck kan maken, en hoe dit 
zo goed mogelijk voorkomen kan worden. 
 Synchronisatie; hoe kunnen  taken optimaal worden verwerkt, zonder dat de ene processor 
lang  staat  te  wachten  tot  een  andere  processor  zijn  werk  af  heeft?  Wat  zijn  efficiënte 
manieren om bottlenecks bij synchronisatie te vermijden? 
 Inzichtelijkheid  in  de  mate  van  verwachtte  versnelling  versus  de  daadwerkelijk  behaalde 
versnelling.  Hierbij  geldt  ook  de  mate  van  efficiëntie:  heeft  een  processor  veel  last  van 
overhead of wordt er daadwerkelijk veel verwerkt? 
Identificatie van te verdelen werk door partitionering 
In  het  algemeen  is  het  verdelen  van  werk  in  taken  een  kwestie  van  decompositie.  Dit  is  heel 
inzichtelijk  te  maken  door  de  term  “taak  afhankelijkheids  graaf”  (task  dependency  graph)  te 
introduceren, welke  een  handig  overzicht  geeft  van  de  taken  en  de  afhankelijkheden  tussen  de 
verschillende taken [2]. 
In onderstaande taak afhankelijkheids graaf zien we bijvoorbeeld het algoritme voor het vinden van 
het kleinste getal in de verzameling {4, 9, 1, 7, 8, 11, 2, 12}. Elke node in de graaf heeft hier de taak 
om van twee getallen de kleinste te bepalen, waarna de bovenliggende node pas aan de slag kan. 
 
Figuur 26 – Een voorbeeld van een taak afhankelijkheids graaf [2] 
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In de grafentheorie vindt deze decompositie meestal plaats door een partitionering van de graaf  in 
kleine subgrafen (de taken). Een bepaalde processor verwerkt dan één subgraaf waarna het geheel 
wordt ‘opgerold’ tot de hele graaf verwerkt  is. Uiteraard kunnen diverse stopcriteria een rol spelen 
waardoor  lang niet alle processoren hun  subgraaf hoeven af  te werken. Meer hierover  in de  load 
balancing. 
De  definitie  van  graafpartitionering  is  de  volgende:  Gegeven  een  graaf  G=(V,E) met mogelijke 
gewichten (kosten) op de knopen en op de zijden en een parameter p,  is een partitionering van de 
knopen van G  in p subgrafen op zo’n manier dat de som van de knoop‐gewichten gelijk  is over alle 
subgrafen heen, en de som van de gewichten van de zijden die buiten de subgraaf gaan, minimaal is 
[4]. 
Partitionering  kan  gebruikt  worden  om  twee  doelen  te  behalen[5].  Het  eerste  doel  is  het 
verminderen  van  de  communicatie.  Dit  kan  doordat  bij  partitionering  zoveel  mogelijk  wordt 
geprobeerd om de subgraaf lokaal te houden; dus geen relaties met andere subgrafen opnemen die 
wellicht  communicatie  tot  gevolg  hebben.  Het  tweede  doel  is  verdelen  van  de  werklast  over 
meerdere processoren [39]. Deze twee doelen zijn aparte hoofdstukken in dit verslag. 
De partitionering van een graaf  in n partities kan ervoor zorgen dat het werk voor deze graaf op n 
processoren uitgevoerd kan worden [18]. Doordat, zoals net beschreven zo min mogelijk inter‐zijden 
tussen  de  partities  bestaan,  is  het  daarom  ook  mogelijk  dat  de  communicatie  tussen  deze  n 
processoren wordt geminimaliseerd. 
Er zijn veel methoden beschreven om grafen te partitioneren. De meeste methoden zijn echter NP‐
compleet, wat dus betekent dat het onwaarschijnlijk is om zúlke subgrafen te creëren dat ze perfect 
zijn [5]. Uiteraard  is wel een poging mogelijk. Er zijn een aantal algoritmes voor graaf partitionering 
te onderscheiden [5], waarvan hier onder enkele bekende kort worden aangestipt 
Bisectie algoritme 
Deze methode snijdt de graaf gewoon in tweeën, zodat deze twee helften recursief (en onafhankelijk 
van  elkaar)  verder  opgedeeld  kunnen  worden.  Dit  algoritme  kijkt  niet  naar  de  diepte  van  een 
bepaalde  tak  en  kan  daarom  een  erg  ongelijke  partitionering  opleveren  [40].  Daarnaast  kunnen 
onhandige splitsingen optreden die  later een performance bottleneck kunnen gaan vormen, omdat 
daar bijvoorbeeld veel communicatie voor nodig is [4]. 
Het Kernighan­Lin algoritme 
Dit algoritme wil de knopen van grafen partitioneren  in k subsets en wel zo dat de som(T) van de 
gewichten (kosten) van de zijden tussen deze subsets minimaal is [41].  
Over  het  algemeen  staat  of  valt  de  kwaliteit  van  de  gepartitioneerde  graaf  met  de  allereerste 
gegeven  partitionering.  Daarom  is  dit  algoritme  niet  direct  geschikt  voor  grafen  die  een  slechte 
eerste partitionering kennen. Het algoritme kan wel gebruikt worden nadat een ander algoritme de 
eerste  partitionering(en)  heeft  gemaakt  zodat  het  Kernighan‐Lin  algoritme  niet  hierdoor  wordt 
beïnvloed [40]. 
Level­structure algoritme 
Dit algoritme  is nog wat simpeler dan het genoemde Kernighan‐Lin algoritme. Vanuit de twee verst 
uit elkaar  liggende knopen van een graaf wordt een breadth‐first search gestart. Op diepte n stopt 
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deze search waarbij de knopen op diepte n de knoop‐scheider vormen. Deze knoopscheider splitst 
de graaf in twee partities. 
De uiteindelijke kwaliteit van de partitionering laat echter te wensen over [5]. 
 
Geometrisch algoritme 
In het hiervoor besproken  level‐structure algoritme  is gebleken dat  rechte  lijnen de knoop‐snedes 
zijn op basis waarvan de partitionering kan plaatsvinden. 
In het geometrisch algoritme is de knoop‐snede een cirkel in plaats van een rechte lijn [5]. 
Er zijn twee grote nadelen van dit geometrische algoritme te noemen: het vereist een geometrische 
graaf  (met  coördinaten)  wat  uiteraard  lang  niet  van  toepassing  is,  en  al  helemaal  niet  in  de 
regelgrafen. Het andere grote nadeel is dat er geen rekening wordt gehouden met de zijden, dus dat 
potentieel belangrijke informatie over de gewichten van de zijden ook genegeerd wordt en hierdoor 
slechte partitioneringen kunnen ontstaan [40]. 
 
Multilevel algoritme 
Het idee van een multilevel algoritme is om in enkele snelle stappen een grofmazige partitionering te 
creëren, waarna dan in een zelfde aantal stappen vanuit die grofmazige partitionering een fijnmazige 
partitionering voor de oorspronkelijke graaf te maken [40]. 
Dit multilevel algoritme is weer te geven in een drietal stappen: Eerst wordt stapsgewijs een steeds 
kleinere  graaf Gi+1  gemaakt  vanuit  de  originele  graaf Gi. De  kleinste  graaf wordt  gepartitioneerd 
waarna deze partitionering, via de zojuist genoemde stappen, teruggebracht wordt tot de originele 
graaf [5][4][40]. 
Schematisch [4]: 
1. Maak de graaf grofmaziger totdat de graaf klein genoeg is 
2. Partitioneer de graaf volgens een bepaalde partitioneringmethode 
3. Totdat de graaf gelijk is aan de originele graaf 
a. Maak de graaf fijnmaziger 
b. Maak de partities fijnmaziger 
c. Verfijn (lokaal) de partities als dat nodig is. 
Het  is  handig  om  een  graaf  grofmaziger  te maken,  omdat  het  aantal mogelijke  partitioneringen 
exponentieel met het aantal knopen  in een graaf groeit. Dat  impliceert dat een partitionering van 
een  grofmazige  graaf  gemakkelijker  te  vinden  is  dan  de  partitionering  van  een  fijnmazig  graaf. 
Eventuele  mankementen  binnen  de  partitionering  worden  opgevangen  door  telkens  een  lokale 
verfijning van de partitionering te doen [4]. 
1: Grofmaziger maken van een graaf 
Er zijn verschillende manieren om een graaf grofmaziger te maken, maar de meest gebruikte manier 
is het samenvoegen van knopen [18]. 
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Bij  het  samenvoegen  van  knopen  worden  twee  knopen  die  door  een  zijde  verbonden  zijn, 
samengevoegd tot een nieuwe knoop (in [18] wordt dit een multinode genoemd). De zo ontstane 
knoop behoudt alle (ingaande en uitgaande) zijden die ook aanwezig waren bij de originele knopen.  
Schematisch: 
\|/   
 o  \|/  
 |      o  
 o   /|\ 
/|\ 
Mochten er gewichten op de knopen aanwezig  zijn, dan krijgt de nieuwe knoop de  som van deze 
gewichten als zijn nieuw gewicht. Voor de zijden geldt dat hun gewichten niet veranderen tenzij door 
het samenvoegen van knopen ook twee zijden gaan samenvallen; dan wordt het gewicht verdubbeld 
van de nieuwe zijde[5]. 
Bovenstaande uitleg voor het grofmaziger maken van een graaf staat beknopt weergegeven  in het 
algoritme hieronder [4]: 
 
Figuur 27 – Pseudoalgoritme voor het grofmaziger maken van een graaf [4] 
Het algoritme van het grofmaziger maken van een graaf  is meestal gebaseerd op een matching 
aanpak [18] [5]. Een matching van een digraaf  is een set zijden waarin geen van die zijden  incident 
naar  dezelfde  knoop  is  [42].  Deze  definitie  is  ook  van  toepassing  op  de  ongerichte  grafen.  Een 
matching is maximaal als voor alle zijden die niet in de matching zitten geldt dat één van de uiteinden 
wel gematcht is. 
Als nu een grofmazige iteratie wordt uitgevoerd, wordt de grootste (maximale) matching in de graaf 
gezocht, en de uiteinden van de zijden daarvan worden samengevoegd tot een nieuwe multinode. 
Ook  de  gewichten  van  de  knoop  en  eventueel  de  zijden  worden  aangepast  zoals  hierboven 
beschreven. Deze nieuwe multinode wordt samen met de niet matchende knopen en zijden  in een 
nieuwe graaf Gi+1 geplaatst. 
De nieuwe graaf Gi+1 heeft minimaal de helft van de knopen van graaf Gi, wat betekent dat minimaal 
O(log(n/n’)) iteraties nodig zijn om graaf Gi+1 tot een graaf met n’ knopen te krijgen [18]. 
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Figuur 28 – Het multilevel algoritme schematisch weergegeven [18] 
 
Karypis en Kumar beschrijven vier manieren om tot een maximale matching te komen [18], waarvan 
alleen  de  heavy  edge matching  van  belang  is  voor  dit  afstudeeronderzoek.  Voor  de  volledigheid 
worden de ander wel genoemd. 
1) Random matching 
De  knopen  in  een  graaf worden  in  een willekeurige  volgorde  bezocht. Als  een  knoop v  nog  niet 
gematcht is wordt willekeurig een aanliggende nog niet gematchte knoop u geselecteerd. Als er een 
u bestaat, wordt  zijde(u, v)  in de matching opgenomen en knopen u en v gemarkeerd als  zijnde 
gematcht. 
De complexiteit is O(|E|). 
2) Heavy edge matching 
Hoe kleiner het totale gewicht van alle zijden in een graaf is, des te kleiner de zijde‐snede is [43]. Dit 
betekent dat het handig kan zijn om een maximale matching te vormen met daarin zijden met het 
grootste  gewicht  (heavy  edge  matching);  immers  de  uiteinden  van  die  zijden  worden  toch 
samengevoegd. 
Een  dergelijke  heavy  edge  matching  kan  verkregen  worden  met  een  algoritme  die  lijkt  op  de 
hierboven beschreven random matching methode. Echter, in plaats dat via knoop v een willekeurige 
aanliggende  en  nog  niet  gematchte  knoop  u  geselecteerd wordt, wordt  nu  de  knoop  w  gezocht 
waarbij zijde(v, w) het hoogste gewicht heeft. 
Evenals de random matching, heeft ook deze manier een complexiteit van O(|E|). 
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3) Light edge matching 
In  tegenstelling  tot  de  hierboven  genoemde  heavy  edge  matching  manier,  wordt  bij  light  edge 
matching juist die zijde geselecteerd met het kleinste gewicht. Dit proces zal leiden tot een graaf Gi+1 
met een hogere graad dan via de heavy edge matching. 
De algoritmes als Kernighan‐Lin werken namelijk juist beter op grafen met een hogere graad [18]. 
Ook hier geldt weer een complexiteit van O(|E|). 
4) Heavy clique matching 
Een  kliek  (clique)  van  een  graaf  is  een  subgraaf  van  graaf G  (V,E) waarvan  alle  knopen  onderling 
volledig verbonden zijn. 
Als nu een verzameling knopen U uit graaf G wordt genomen kan bepaald worden in hoeverre graaf 
G(U, Eu) een kliek  is. Hierbij geldt een  formule   die  iets  zegt over de mate waarin een 
subgraaf een kliek  is  [44]. Als de uitkomst namelijk klein  is,  is er geen sprake van een kliek. Als de 
uitkomst 1  is,  is de subgraaf wel een kliek. Deze uitkomst formule wordt ook wel de zijdedichtheid 
genoemd. 
Het  idee wat uitgewerkt  staat  in    is  als  volgt:  een  kliek  zal  zeer waarschijnlijk niet  in  aanmerking 
komen  voor  een  partitionering  [18].  Daarom  wordt  in  deze  heavy  clique  matching  manier  een 
matching bepaald waarbij de zijdedichtheid maximaal is. 
Deze manier werkt vergelijkbaar aan de bovengenoemde heavy edge matching, met als verschil dat 
deze manier paren van knopen matcht als ze a) verbonden zijn door een zijde met een hoog gewicht 
en b) bovendien deze verkregen multinode de hoogste zijdedichtheid heeft. 
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Een inzichtelijk voorbeeld van twee iteraties van het grofmaziger maken van een graaf staat in [45]: 
 
Figuur 29 ‐ Twee iteraties voor het grover maken van een graaf [45] 
a) De  originele  graaf.  De  knopen  die  worden  samengetrokken  tot  één  multinode  zijn  al 
gemarkeerd. 
b) De graaf na het samentrekken. Ook de gewichten zijn aangepast. 
c) De zojuist verkregen graaf wordt  in een volgende  iteratie nogmaals grover gemaakt met de 
voorgestelde selectie 
d) De graaf na het uitvoeren van deze stap. 
 
2: Het partitioneren van de graaf 
Na  stap 1  is een grofmazige graaf aanwezig die nu  te partitioneren  is.  In deze  fase wordt via een 
bisectie een partitionering op graaf Gi+1 doorgevoerd, zodanig dat elke helft van de graaf ongeveer 
de  helft  van  de  totale  gewichten  van  de  knopen  bevat. Dit  kan  veilig  gebeuren  omdat  bij  stap  1 
steeds rekening gehouden is met de gewichten. 
De partitionering kan plaatsvinden met bestaande algoritmes zoals een “graph growing algoritme” of 
het al besproken Kernighan‐Lin algoritme [18]. 
Bij een graph growing algoritme wordt vanuit een willekeurige knoop een  recursieve breadth‐first 
search  gedaan.  Het  stopcriterium  hierbij  is  dat  de  zoekactie  de  helft  van  alle  knopen  heeft 
bewandeld. Omdat het kwaliteit van de aldus verkregen partitionering  in relatie staat tot de positie 
van de eerste knoop  in de graaf,  is het wenselijk om een aantal van deze graph growing algoritmes 
achter elkaar uit  te voeren. Het  laagste gewicht van al de op deze manier verkregen zijde‐snedes, 
bepaald de uiteindelijke partitionering [18]. 
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Als  het  Kernighan‐Lin  algoritme  wordt  gebruikt,  vindt  recursieve  partitionering  plaats.  Door  dit 
algoritme  een  aantal  keer  uit  voeren  kan  van  de  verschillende  partitioneringen  de  zijde‐snedes 
bepaald wordt. De partitionering met de  laagste  zijde‐snede wint vervolgens. De precieze  stappen 
van dit proces staan uitgelegd in [18]. 
 
3: De graaf weer fijnmaziger maken 
In deze fase wordt de partitionering Pm van de grofmazige graaf Gm geprojecteerd op de voorgaande 
grafen tot de originele graaf toe.  
Doordat elke knoop van Gi+1 een subset van de knopen van Gi bevat, is het gemakkelijk om vanuit 
Pi+1 weer Pi te krijgen. Dit kan namelijk door de verzameling knopen Vi die  in de eerste  stap  is 
samengevoegd tot Vi+1, toe te wijzen aan partitionering Pi+1 
Lokale verfijningen doorvoeren 
Partitionering Pi+1  is  op  zijn  lokale minimum.  Echter  als  de  verfijningstap  is  doorgevoerd waarbij 
partitionering Pi ontstaat, hoeft  laatstgenoemde partitionering niet per se ook  in zijn eigen  lokale 
minimum  te zijn.  Immers: het  toevoegen van knopen betekent dat de zijde‐snede best verschoven 
kan zijn in de graaf. 
In  het multilevel  partitionering  algoritme  is  het  daardoor mogelijk  om  na  elke  stap  om  de  graaf 
fijnmaziger  te  maken,  een  lokale  verfijning  op  de  partitionering  door  te  voeren.  Een  dergelijke 
verfijning  kan  door  van  elke  partitie  een  subset  van  knopen  te  nemen  en  deze  om  te wisselen 
zodanig  dat  de  zijden  tussen  de  resulterende  partitionering  minder  gewicht  hebben,  en  dus 
resulteert in een minimale zijde‐snede. 
Zo’n verfijning kan heel goed met een Kernighan‐Lin aanpak of een afgeleide daarvan[18]. 
Hieronder staat het algoritme van een lokale verfijning schematisch beschreven [4]: 
 
Figuur 30 ‐ Pseudoalgoritme voor lokale partitie verfijningen [5] 
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Conclusie 
Uit de literatuur blijkt dat lang niet alle partitionering algoritmes geschikt zijn voor alle situaties. De 
grafen  waar  dit  afstudeeronderzoek  over  gaan,  zijn  in  elk  geval  niet  geometrisch,  waardoor  de 
geometrische partitionering algoritmes afvallen als kandidaat om mee verder te gaan. 
Dit geldt ook voor algoritmes die niet naar de betekenis van de grafen kijken; immers de regelgrafen 
in  mijn  afstudeeronderzoek  zijn  niet  betekenisloos,  aangezien  de  waarde  van  een  knoop  iets 
betekent  voor  de  waarde  van  een  andere  knoop.  Dit  betekent  dat  alle  ‘eenvoudige’  algoritmes 
afvallen zoals (diverse varianten van) bisectie algoritmes. 
Uit  de  literatuur  blijkt  dat  de  combinatie  van  een  multilevel  algoritme  met  een  Kernighan‐Lin 
algoritme voor de locale verfijningen een ijzersterke combinatie is [18]. 
 
De taken over de beschikbare processoren verdelen 
De afzonderlijke taken die volgen uit de partitionering van de graaf (zie het vorige hoofdstuk) dienen 
te worden verdeeld over de processoren en wel zo dat de gehele taak zo snel mogelijk klaar  is. Het 
streven is hierbij dat de deelnemende processoren een ongeveer gelijkwaardige werklast krijgen.  
Desondanks  is het  toch heel goed mogelijk dat een processor  zonder werk komt  te  zitten  [28][2]. 
Immers:  door  een  shortcut  in  de  afleiding  van  de  regelgrafen  te  nemen,  kan  een  processor wel 
eerder dan gepland klaar zijn. Ook vanuit performance oogpunt gezien  is het wenselijk om bij een 
parallellisatie een zo hoog mogelijke efficiëntie van de processoren te verkrijgen.  
Daarnaast kan de taakafhankelijkheidsgraaf afdwingen dat een bepaalde taak B moet wachten op de 
resultaten van een andere taak A. Als nu taak B klaarstaat op een processor en wacht, betekent dit 
dat deze processor op dat moment niets nuttigs doet, aangezien eerst taak A afgerond moet worden. 
Uit deze twee zaken komt naar voren dat een goede verdeling van taken nagestreefd moet worden. 
Dit om zowel de  interactie  tijd van de processoren onderling  te verkorten als ook de  totale  tijd  te 
verkorten waarop processoren idle zijn (terwijl andere processoren juist wel druk bezig zijn). 
Het eerste onderwerp wordt verder besproken in bijlage II. 
De technieken om de taken te verdelen (mapping) over processoren zijn grofweg op te delen in twee 
categorieën: statisch en dynamisch [2]. 
Een  statische mapping  verdeelt  voor  de  daadwerkelijke  executie  de  taken  over  de  verschillende 
processoren. Dynamische mappingen verdelen de taken juist tijdens de executie. 
Nu al  is duidelijk dat de  regelgrafen  in mijn afstudeeronderzoek  zich niet van  te voren exact  laten 
inplannen [28]. Zie ook de tekst hierboven, onder andere een processor die idle kan worden doordat 
zijn taak heel snel via een quick exit wordt afgerond. Daarom valt nu de statische mapping af en blijft 
dus de dynamische mapping over. 
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Dynamische load balancing 
De dynamische mapping  technieken  (ook wel dynamische  load balancing genoemd) worden  in het 
algemeen onderverdeeld in gecentraliseerde en gedistribueerde schema’s [46][2].  
Gecentraliseerde schema’s 
In een gecentraliseerd schema worden de taken bijgehouden  in een centrale eenheid of processor; 
de master. De  taken worden hierbij  slaves genoemd volgens het master‐slave principe. Zodra een 
processor geen werk meer heeft, kan hij weer werk vragen aan de master.  
Dergelijke  gecentraliseerde  schema’s  zijn  gemakkelijker  in  te  zetten  dan  de  gedistribueerde 
varianten,  maar  als  nadeel  is  te  noemen  dat  de  master  het  erg  druk  kan  krijgen  –  en  zo  een 
potentiële bottleneck kan vormen – als het aantal slaves erg hoog wordt [2]. Als mogelijke oplossing 
kan gedacht worden dat een processor direct meerdere taken  in één keer van de master haalt. Dit 
heet chunk scheduling, en wanneer een processor dit niet doet (dus gewoon één taak per keer) heet 
dit self scheduling. 
Gedistribueerde schema’s 
In  een  gedistribueerd  schema  is  de  verzameling  taken  aanwezig  over  alle  processoren,  zodat  de 
processoren  elkaar  onderling  werk  kunnen  toesturen  of  ontvangen.  In  een  distributed  memory 
architectuur  kan  dat  doordat  een  ontvangende  processor  (recipient)  een  bericht  stuurt  aan  een 
werkverstrekkende processor (donor). Deze donor kan dan het verstrekte werk verwijderen van zijn 
eigen werkvoorraad en eventueel zelf ook weer werk vragen aan andere donor processoren. Als een 
gekozen donor ook zelf geen werk meer heeft, kan hij een reject bericht terugsturen zodat duidelijk is 
dat de recipient op zoek moet naar andere donor die hopelijk wel werk heeft [2]. 
Als  een  gedistribueerd  schema wordt  gebruikt  in  een  distributed memory  architectuur,  dient  de 
verwerkingstijd  van  een  taak  (veel)  hoger  te  zijn  dan  de  omvang  van  de  taak‐data  die  tussen  de 
processoren wordt gecommuniceerd.  Immers: anders wordt de overhead van de communicatie zo 
groot dat dit een bottleneck gaat vormen [2]. 
In een shared memory architectuur kan iets dergelijks gedaan worden door de lokale werkvoorraad 
(stack) van een donor processor te locken (of een iets subtieler mechanisme, zie bijlage II),  er werk 
uit te halen en de werkvoorraad weer vrij te geven. 
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Dit algoritme is in een afbeelding te vatten: 
 
Figuur 31 – Een generiek schema voor load balancing [2] 
 
Om een donor processor te vinden bestaan er enkele opties, zoals beschreven in [28] en [2]: 
Global Round Robin 
In een global round robin systeem wordt op een bepaalde vaste processor (dit is bij een distributed 
memory architectuur; bij een shared memory architectuur is dit het globale geheugen) bijgehouden 
welke donor processor er aan de beurt is om werk te verschaffen. Bij iedere aanroep voor een werk 
opdracht, wordt de processor‐index één verschoven, zodat alle processoren op deze manier aan de 
beurt  komen[28].  Bij  round  robin  wordt  geen  rekening  gehouden  met  zaken  als  prioriteit  en 
bezetting van een processor. 
Normaal gesproken kan bij deze vorm van round robin contentie optreden (dichtslibben ten gevolge 
van te veel gelijktijdige aanroepen) aangezien meerdere processoren tegelijkertijd om werk kunnen 
vragen.  Met  de  messaging  toevoeging  worden  meerdere  verzoeken  aan  deze  vaste  processor 
gebundeld tot één verzoek waardoor minder contentie optreedt. 
Asynchroon Round Robin 
In  tegenstelling  tot  de  hierboven  besproken  Global  Round  Robin  wordt  niet  op  één  plek  de  te 
bevragen  processor  bijgehouden,  maar  lokaal.  Dit  betekent  dat  elke  processor  zelf  weet  welke 
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andere  processor  hij  om  werk  kan  vragen.  Deze  waarde  wordt  gewijzigd,  telkens  als  om  werk 
gevraagd is. Deze waarde wordt zo gewijzigd dat elke processor aan de beurt gaat komen.  
Random Polling 
Hierbij  is  geen  vaste processor die een processor  aanwijst  voor werk  verschaffing. Als bij  random 
polling een processor nieuw werk nodig heeft, vraagt hij dit aan een willekeurige andere processor 
[2].  
Drie  van  deze  opties  zijn  vergeleken  op  de  mate  van  schaalbaarheid  en  weergegeven  in 
onderstaande grafiek [2]. 
 
Figuur 32 – De schaalbaarheid van verschillende opties om donor processoren te vinden [2] 
  
Het principe van dynamische  load balancing door werk te vragen aan donor processoren, staat ook 
wel bekend onder de veelzeggende term work stealing [14][11]. 
Een heel andere manier om processoren bezig te houden is om de vaak tragere communicatie anders 
uit te voeren [2]. Dit kan door bijvoorbeeld communicatie verzoeken te doen om bepaalde gegevens 
nog  voordat  de  berekening  zover  is  dat  deze  data  ook  daadwerkelijk  benodigd  is.  Het  voordeel 
hiervan  is  de  berekening  in  één  keer  door  kan  gaan,  met  als  nadeel  dat  er  wellicht  teveel 
gecommuniceerd wordt omdat  a) het programma dat punt helemaal niet hoeft  te bereiken of b) 
verkeerde  data  opgehaald  is.  Een  andere manier  is  om  communicatie  niet  uit  te  voeren  als  een 
synchrone, blokkerende operatie, maar na de call verder te gaan met de verwerking en op een later 
moment de communicatie resultaten invoegen [2]. 
Conclusie 
Om de deelnemende processoren bezig te kunnen houden tijdens de verwerking van een graaf, blijkt 
een flexibel load balancing schema noodzakelijk. De ideale vorm lijkt hierbij om het werk te verdelen 
over de processoren en gebruik te maken van een work stealing algoritme zodat een processor weer 
verder kan als hij even geen werk meer heeft. Uit de genoemde literatuur blijkt dat het Round Robin 
principe daar erg geschikt voor, omdat deze het best schaalbaar is.  
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Als algoritme om een donor processor  te  selecteren,  lijkt het Random Polling algoritme het beste 
schaalbaar, ook al zal dit afstudeeronderzoek daar niet zo veel van gaan merken omdat daar slechts 
een beperkt multicore systeem beschikbaar is. 
Communicatie 
Het kan voorkomen dat subtaken van een bepaald proces gegevens moeten uitwisselen, omdat ze 
bijvoorbeeld van elkaar gegevens nodig hebben of omdat ze moeten communiceren over het verloop 
van de berekeningen. Deze communicatie kan veel overhead geven (voornamelijk in gedistribueerde 
systemen) en zo de totale parallelliteitwinst drukken [2]. 
In dit hoofdstuk worden  verschillende  elementen  van de  communicatie besproken;  variërend  van 
geheugen  –  en  cacheconsistentie  tot  data  routing. Omdat  er  qua  communicatie  nogal  verschil  is 
tussen shared – en distributed memory architecturen, zijn deze verschillen  telkens aangegeven, of 
bepaalde aspecten uitgewerkt in aparte paragrafen. 
 
Berichten versturen in distributed memory architecturen 
In  distributed memory  architecturen  is  de  communicatie  overhead  vooral  te  kenmerken  door  de 
berichten  die  tussen  de  nodes  gecommuniceerd moeten worden  (het message  passing  principe). 
Deze  berichten  communicatie  wordt  gekenmerkt  door  het  samenstellen  van  een  bericht,  het 
versturen van een bericht over een transportmedium en het ontvangen van een bericht. 
Dit wordt uitgesplitst in enkele factoren [2]: 
 Een  bericht  voorbereiden  –  te  verpakken  in  een  envelop,  foutcorrectie  etc.  Dit  is  de 
opstarttijd (ts). 
Voor het ontvangen van een bericht geldt het omgekeerde 
 De tijd hoelang data er over doet om van een node een andere node (hops) te bereiken. Dit 
is de per‐hop‐tijd (th). 
 Het daadwerkelijke  transport van een bericht – hierbij  is ook de beschikbare bandbreedte 
van belang, wat wordt uitgedrukt in (tw). 
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Er zijn enkele manieren waarop berichten kunnen worden gerouteerd.  
Dit kan zijn via een store‐and‐forward routing mechanisme, waarbij een bericht via een ketting van 
nodes wordt  doorgegeven  aan  de  uiteindelijke  doel‐node.  Het  grootste  nadeel  hierbij  is,  dat  dit 
doorgeven heel erg sequentieel gebeurd: dus een node B ontvangt eerste het hele bericht van node 
A voordat hij het analyseert en doorgeeft aan node C  [Figuur 33]  [2]. Dit  is helemaal niet efficiënt. 
Daarom wordt  vaak  een  afgeleide  vorm  van  store‐and‐forward  gebruikt,  namelijk  packet‐routing, 
welke het bericht in kleinere stukjes opknipt en die achter elkaar verstuurd [Figuur 34].  
 
Figuur 33 – Bericht routering via store‐and‐forward routing [2] 
 
Figuur 34 ‐ Bericht routering via packet routing [2] 
Te zien is in bovenstaande afbeeldingen dat packet routing efficiënter met het transport mechanisme 
omgaat, en de berichten dus ook eerder op hun bestemming zullen aankomen. 
Bij  de  besproken  routing methoden wordt  er metadata  (header)  aan  het  bericht  vastgeplakt  die 
aangeeft  wat  de  doel‐node  van  het  bericht  is.  In  de  literatuur  wordt  nog  een  andere  manier 
besproken, namelijk cut‐through  routing  (zonder headers), maar dit geeft allerlei problemen  zoals 
deadlocks en eisen aan routers en wordt hier daarom niet verder besproken [2]. 
Grama geeft enkele tips hoe de besproken communicatie overhead te minimaliseren is [2]: 
 Voeg kleinere berichten samen tot één groter bericht; dit scheelt dus in de opstartkosten 
 Verminder  de  grootte  van  één  bericht  (dus  bijvoorbeeld  geen  XML  gebruiken  maar  een 
compacter formaat) 
 Verminder  indien mogelijk de afstand waarover een bericht moet reizen tot zijn doel‐node. 
Op deze manier zijn er minder hops af te leggen. 
Als we nu de vertaling maken naar typische API’s als de Message Passing Interface (MPI),  is dit niet 
triviaal. Dit komt doordat een programmeur niet zomaar kan beïnvloeden op welke processor welke 
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taak wordt verwerkt. Vooral in deze distributed memory architecturen kan dat een probleem zijn als 
er tussen de afzonderlijke processoren veel hops zijn. 
Communicatie in shared memory architecturen 
Communicatie  in  shared  memory  architecturen  heeft  niet  de  typische  kenmerken  van  de 
communicatie en de daarbij horende overhead  in de distributed memory architecturen.  In  shared 
memory architecturen zijn zaken als  locking en contentie daarentegen de  typische bottlenecks  [2]. 
De locking wordt behandeld in het hoofdstuk “Synchronisatie”. 
Memory en cache consistentie 
Zoals  Lumsdaine  al  in Challenges  in parallel graph processing opmerkt, heeft een  shared memory 
architectuur een groot nadeel, te weten de memory – en cache consistentie [7]. 
Stel er zijn twee processen A en B en die werken beide met een waarde X uit het geheugen die ze 
zojuist hebben opgehaald. Op een gegeven moment wijzigt proces A de waarde X  in het geheugen. 
Dit betekent dus dat proces B op een oude X werkt. 
Op  lage  niveaus  zien we  vooral  terug  bij  (processor)caches. Meerdere  kopieën  van  data  kunnen 
verspreid zijn over meerdere caches. Als deze gelijk zijn, zijn dus ze consistent, maar als één waarde 
wordt gewijzigd  is er sprake van  inconsistentie. Als deze aangepaste waarde wordt doorgevoerd  in 
het hoofdgeheugen kan hier mee worden doorgerekend met alle gevolgen van dien [12]. 
Tegenwoordig  gebruiken  SMP  architecturen  vaak  snooping  cache  consistentie  protocollen  [10]. 
Snooping cache protocollen omvatten het monitoren van bus activiteit. Als er een wijziging van een 
waarde  langskomt, wordt dit gedetecteerd en doorgegeven aan andere caches / geheugen  locaties 
[12]. Op deze manier blijven de geheugens in‐sync met elkaar.  
Het lijkt erop dat met de gebruikelijke SMP architecturen het in performance termen duurder is om 
naar het geheugen te schrijven dan er uit te  lezen [10]. Dit komt doordat geheugen schrijfacties bij 
gebruik  van  snooping  cache  protocollen  meer  protocoltransacties  genereren  dan  leesacties. 
Bovendien  zorgen  gelijktijdige  schrijfacties  voor  meer  overhead  voor  het  geheugen  managent 
gedeelte van het besturingssysteem. 
Dit  bovenstaande  gaat  over  de  hardware.  De  hieruit  volgende  aanbeveling  is  dan  om  zo weinig 
mogelijk  in  een  gedeeld  geheugen  te  schrijven, maar  zo  veel mogelijk  in  de  lokale  geheugens  te 
bewaren. 
Verminderen van communicatie (overhead) 
Ongeacht of er gebruik gemaakt wordt van een  shared – of distributed memory architectuur,  zijn 
diverse best practices gedefinieerd die kunnen helpen om de hoeveelheid communicatie beperkt te 
houden [2]. 
Houd de data zoveel mogelijk lokaal 
Probeer dus zoveel mogelijk de verwerking van een taak zo in te richten dat deze genoeg heeft aan 
de data die al bij de eigen processor beschikbaar is. Als blijkt dat gedurende de berekening gegevens 
nodig  zijn  die  een  andere  processor  geproduceerd  heeft,  betekent  dit  een  extra  lookup  om  deze 
gegevens te verkrijgen. 
Het is mede daarom ook aan te raden om het lokale geheugen te gebruiken voor tussenresultaten en 
pas de definitieve resultaten beschikbaar te stellen in het gedeelde hoofdgeheugen. 
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Vermijdt bottlenecks in gedeelde resources 
Het kan  zijn dat gegevens worden verstuurd en gevraagd over een enkel kanaal, bijvoorbeeld een 
memory bus of netwerk. Als nu veel nodes gebruik maken van dit kanaal, kan dit kanaal ook een bron 
zijn van traagheid aangezien gemakkelijk verstoppingen kunnen optreden. Dit geldt overigens in het 
algemeen voor gedeelde resources. 
Probeer de processor bezig te houden 
Als een processor A bijvoorbeeld op data wacht waar een andere processor B nog niet klaar mee is, 
kan processor A beter iets anders gaan doen. Het doel is hierbij de efficiëntie van de processoren zo 
dicht mogelijk bij 100%  te krijgen. Meer  informatie over dit en andere manieren om de processor 
bezig te houden, is te vinden in het hoofdstuk “Dynamische load balancing”. 
Replicatie van data of berekeningen 
Deze heeft een relatie met de genoemde ‘houdt de data zoveel mogelijk lokaal’. Bij replicatie wordt 
de hele dataset mee gekopieerd naar een bepaalde processor  terwijl vooraf niet duidelijk hoeft  te 
zijn of deze dataset wel volledig benodigd is. Als dat wel zo is, scheelt dat een lookup van data. Het 
nadeel is wel dat het wat extra geheugen kost.  
Dit geldt ook voor het repliceren van berekeningen. Als door replicatie een storm van data  lookups 
voorkomen kan worden, kan het eventueel de moeite waard zijn. Hierbij is het nadeel dat het extra 
processor tijd kost. 
Vindt  het  wiel  niet  opnieuw  uit,  maar  gebruik  geoptimaliseerde  standaard  algoritmen  voor 
communicatie 
Voorbeelden  van  communicatie wat  bijna  altijd  in  een  opdracht  of  project  gebruikt wordt,  is  het 
broadcasten van data naar alle andere processoren. Grama bedoelt nu te zeggen dat voor dat soort 
communicatie wellicht beter gebruik gemaakt kan worden van al uitgedachte en geoptimaliseerde 
algoritmen, dan dat iets zelf bedacht wordt [2]. 
Wees kritisch op de communicatie algoritmes 
Als  in een situatie een communicatie algoritme voorhanden  is uit het vorige punt, wil dat nog niet 
zeggen dat deze direct moet worden toepast. Het kan lonen om hier kritisch naar te kijken, omdat er 
situaties zijn waarbij het gekozen algoritme nu net niet zo goed zou gaan werken [2]. 
 
Termination detection 
In  de  literatuur wordt  veel  aandacht  geschonken  aan  de  zogenoemde  termination  detection, wat 
beschrijft wanneer het gehele programma zichzelf kan stoppen als aan de stopcriteria voldaan is. 
Vooral in gedistribueerde omgevingen is het noodzakelijk om te weten wanneer de processoren klaar 
zijn  met  hun  werk.  Dit  termination  detection  probleem    is  over  het  algemeen  lastig,  omdat 
processoren meestal geen weet hebben van de algehele status [8].  
Het idee achter het termination detection algoritme met gewichten beschreven in de literatuur is als 
volgt [8] [2].  Initieel  is elk proces  in een  idle toestand met een gewicht van 0. De master processor 
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(de controle eenheid) heeft een gewicht van 1. Als nu de verwerking begint, worden aan de actieve 
processoren gewichten toegekend als volgt: als een processor een bericht stuurt, stuurt hij ook een 
gedeelte  van  zijn  eigen  gewicht  in  het  bericht mee.  Als  een  processor  daarentegen  een  bericht 
ontvangt, telt hij het gewicht  in het bericht op bij zijn eigen gewicht. Daarom  is het totale gewicht 
van alle processoren en onderweg zijnde berichten, altijd 1. 
Als nu een processor geen werk meer heeft (ook niet via een vorm van load balancing!), stuurt hij zijn 
gewicht  naar  de  master  processor  in  een  speciaal  bericht.  De  master  processor  ‘vindt’  dat  de 
berekening klaar is wanneer zijn eigen gewicht weer precies 1 is geworden. 
Een  ander  bekend  algoritme  is  het  spanning‐tree‐based  termination  detection  algoritme  [8].  Dit 
algoritme ziet het netwerk van de deelnemende processoren als een graaf. Uit de graaf wordt een 
opspannende  boom  afgeleid  met  de  master  processor  als  root  node.  Alle  leafs  van  de  boom 
communiceren  via  een  token  naar  hun  directe  ouders  wanneer  ze  de  berekeningen  beëindigd 
hebben. Dit gaat zo ‘opgerold’ worden totdat de root node van zijn directe kinderen te horen krijgt 
dat  deze  ook  geëindigd  zijn.  Dit  kan  problemen  opleveren  als  een  processor  die  zojuist  heeft 
doorgegeven  dat  hij  klaar  is,  toch  berichten  ontvangt  van  andere  processors, waardoor  het  hele 
termination principe wordt ondermijnd [8]. 
Bij  de  regelgrafen  ligt  termination  detection wat  genuanceerder  dan  in  bovenstaande  scenario’s. 
Afleidingen  van  een  regelgraaf  hebben  namelijk  als  doel  om  een waarde  voor  de  root‐knoop  te 
berekenen. Het stopcriterium is dus ‘heeft de root‐knoop een waarde?’. Als nu tijdens het verwerken 
van de partities aan het  stopcriterium voldaan wordt kan per direct de gehele afleiding beëindigd 
worden en is geen ingewikkeld algoritme, zoals bovenstaande voorbeelden, nodig om de terminatie 
naar boven toe door te geven. 
 
Conclusie 
Bij een distributed memory architectuur is het belangrijk om heel efficiënt te communiceren. Dit kan 
bijvoorbeeld door berichten samen te voegen, maar toch klein te houden, eventueel opknippen om 
de transportsnelheid te vergroten en ook minder te communiceren. 
In een shared memory architectuur  is het zaak om zoveel mogelijk  in  lokale geheugens te bewaren 
om  zo a) geen memory/cache consistentie problemen  te veroorzaken en b) het  toegangspad naar 
het  centrale  geheugen  niet  te  veel  te  belasten  omdat  dat  mogelijk  bandbreedte  ‐  en 
lockingproblemen kan opleveren. Als er een graaf bewaard moet worden  in het geheugen, kan dit 
het beste op  een  verbindingsarray  (of  verbindingslijst  als het niet  anders  kan) manier omdat  een 
verbindingsmatrix veel onnodige ruimte vraagt in het geval van sparse grafen. 
Voor termination detection  is het verstandig om de gehele afleiding te stoppen als de partitie met 
daarin de root‐knoop afgeleid is. 
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Synchronisatie 
Als meerdere processoren op een deelprobleem werken, vereist dat een vorm van coördinatie om er 
zeker  van  te  zijn  de  processoren  tot  een  juist  resultaat  komen.  Het  mechanisme  wat  voor  die 
coördinatie wordt gebruikt omvat onder andere het uitwisselen tussen de diverse processoren van 
data, status indicatoren (hoe ver is een processor gevorderd) en timing informatie. Zulke activiteiten 
vallen onder de noemer ‘synchronisatie’, ook al werken de processoren asynchroon [2]. 
Het kan gebeuren dat een gedeelte van een proces moet wachten op de gegevens van een ander 
gedeelte,  simpelweg  omdat  deze  gegevens  noodzakelijk  zijn  om  verder  te  kunnen  gaan  met  de 
algehele verwerking. Dit wordt  in het algemeen gesproken opgelost met barriers; alle  threads die 
deelnemen  aan  een  barrier moeten wachten  tot  de  laatste  thread  de  barrier  bereikt  heeft,  pas 
daarna  kunnen  de  threads weer  verder  gaan  [13][11]. Dit wordt  ook wel  een  blocking  vorm  van 
locking  genoemd. De niet blocking  vormen  van  locking worden ook wel  spin  locks  genoemd  [11]. 
Deze spin locks draait in een loop en test keer op keer of de lock al is vrijgegeven. 
Deze vormen van synchronisatie kunnen in de praktijk tot performance bottlenecks leiden, betogen 
Cong  in  [10],  Herlihy  in  [11]  en  Bader  in  [47].  Immers,  onregelmatige  problemen  zoals  graaf 
algoritmes,  zijn  erg  lastig  om  goed  te  parallelliseren  vanwege  hun  onvoorspelbare  gedrag  in 
geheugenbenaderingen en uitvoeringspaden  (dit  zien we ook  terug bij de problematiek  rond  load 
balancing!). De meeste theoretische parallellisatie modellen – PRAM is hier een goed voorbeeld van 
– gebruiken daarom de genoemde, gewone synchronisatiemethoden zoals barriers en locks[47]. 
Zoals  besproken  hierboven,  wordt  normaal  gesproken  consistentie  gewaarborgd  door  bepaalde 
stukken  code  exclusief  te  maken.  Deze  synchronisatie  betekent  daarom  dat  slechts  1  thread 
tegelijkertijd  in dit stuk code bezig kan zijn. Een algoritme wordt non‐blocking genoemd als threads 
niet meer  op  elkaar  hoeven  te wachten.  Herlihy  definieert  de  termen  lock‐free  en wait‐free  als 
voorbeelden van dergelijke non‐blocking algoritmes [11]. 
Mellor‐Crummey heeft een vergelijking gemaakt tussen blocking en niet blocking synchronisatie zoals 
spin locks [9]. Een interessante bevinding is dat bij het gebruik van spin locks het geheugen nog goed 
benaderbaar  blijft,  en  niet  zoals  veelal  gedacht  wordt,  een  bottleneck  ontstaat  bij  gelijktijdige 
geheugenbenaderingen.  Het  is  ook  aangetoond  dat  wait‐free/lock‐free  algoritmes  in  sommige 
gevallen slechter performen dan hun lock gebaseerde tegenhangers [48]. 
Wat uit metingen in het genoemde artikel ook blijkt is dat het toepassen van atomaire instructies als 
CMPXCHG er ook geen bottleneck bij geheugenbenaderingen optreedt. De contentie is dus hier nul. 
Let wel: dit is in tegenspraak tot wat Herlihy schrijft, namelijk dat voor dergelijke atomaire instructies 
bij meer dan  twee  threads al  contentie  kan optreden  [11]. Dit  is niet  verder uitgezocht, maar we 
willen  wel  aanstippen  dat  Herlihy  tot  deze  uitspraak  gekomen  is  na  theoretisch  onderzoek,  en 
Mellor‐Crummey op basis van daadwerkelijke experimenten waardoor er een gat lijkt te zitten tussen 
de theorie en praktijk.  
Aangezien het heel belangrijk is om consistentie van een actie af te dwingen (dus een thread ziet de 
wijzigingen  die  door  een  andere  thread  gemaakt  zijn),  worden  de  geheugen  schrijf  acties  vaak 
atomair (atomic) gedaan. In de huidige series processen van Intel en AMD is dit ondersteund door de 
CPU instructie “CMPXCHG”. Dus CompareAndChange. Dit wordt ook wel compareAndSwap genoemd 
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[47][48].  In  Java  is dit bekend als de compareAndSet() methoden uit de  java.util.concurrent.atomic 
package. 
Lazy synchronization  
Cong schetst een manier die deze problemen kan verminderen, namelijk door  lazy synchronization 
toe  te  passen  [10].  Deze manier  probeert  synchronisatie  zoveel  te  vermijden  en  zoveel mogelijk 
asynchroon  uit  te  voeren. De  belangrijkste  gedachte  hierachter  het  vermijden  van  synchronisatie 
middelen, is het om minder strenge eisen te stellen aan de volgorde waarin berekeningen gebeuren 
door de diverse processoren [10].  
Onderstaande  afbeelding  geeft  een  voorbeeld  van  twee  processoren  P1  en  P2  die  knoop  u  en  v 
ingekleurd hebben  (dat  is een ander, hier niet behandeld algoritme) en vervolgens  in de  race  zijn 
voor  het  inkleuren  van  knoop w. Normaal  gesproken  zou  hier  een  stukje  synchronisatie  van  pas 
komen om te voorkomen dat w twee keer wordt behandeld. Wat Gong et al hier nu voorstelt, is om 
helemaal geen synchronisatie toe te passen, maar beide processen knoop w laten inkleuren waarbij 
respectievelijk knoop u of v als ouder‐knoop wordt ingesteld [10]. 
 
Figuur 35 – Voorbeeld: processor p1 en p2 in een race voor een knoop benadering [10] 
 
Conclusie 
Er bestaat geen ultieme manier van synchronisatie, omdat elke manier zijn voor en nadelen heeft en 
de uiteindelijke keus vooral afhangt van het parallelle algoritme [10] [11]. Cong draagt nog aan dat 
locking  ten opzichte van een barrier een geheugen overhead geeft als er heel veel gelocked moet 
worden  [10]. De  lock‐free en wait‐free  implementaties  lijken aantrekkelijk, maar moeten bij nader 
inzien  niet  zomaar  toegepast  worden,  omdat  gebleken  is  dat  de  performance  van  deze 
implementaties  soms helemaal niet  zo  goed  is  [11]  [48]. Bovendien wordt de  code er  vele malen 
complexer van! 
Cong  et  al  geeft  aan  om  wellicht  de  synchronisatie  maar  helemaal  te  verwijderen  en  in  plaats 
daarvan het algoritme robuuster te maken [10]. 
De  literatuur geeft kortom geen eenduidig antwoord op de vraag of synchronisatie moet toegepast 
worden,  en  welke  vorm  of  mate.  Het  is  daarom  verstandig  dat  het  algoritme  voor  parallelle 
graafverwerking eerst op hoofdlijnen wordt bedacht,  vervolgens geïmplementeerd, en pas daarna 
gekeken wordt welke bottlenecks in de synchronisatie er zijn en hoe die het beste aangepakt kunnen 
worden. 
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Relevante metrieken 
Om te bepalen wat het effect is van het parallelliseren van een de regelgrafen is het noodzakelijk om 
enkele  goede  metrieken  te  hebben.  Hiervoor  zijn  in  de  literatuur  enkele  metrieken  neergezet 
[2][3][12]. 
De metrieken in dit hoofdstuk zijn niet compleet en ook niet bedoeld als complete referentie, maar 
zijn wel de metrieken die in de literatuur het meest gebruikt en aangehaald worden. 
 
Inleidende termen 
Het aantal processoren en taken wordt met n aangeduid. 
De  totale verwerkingstijd voor het doorlopen van een seriële verwerking wordt aangeduid met ts. 
De die van een parallelle verwerking met tp. 
De parallelle verwerkingstijd  is  in het  ideale geval tm = ts/n [12]. Hierbij wordt dus aangenomen 
dat elke processor op dezelfde tijd, namelijk tm, klaar is. 
In  de  praktijk  is  dat  niet  zo:  de  parallelle  verwerking  bestaat  dan  uit  twee  delen:  namelijk  echte 
verwerking en overhead als communicatie en locking (ook een vorm van communicatie!).  
Daarom kunnen we stellen: tp=tm + tc, waarbij de getallen dus per processor zijn. 
 
Versnelling 
Wat in alle literatuur benoemd wordt als belangrijkste criteria voor het al dan niet succesvol zijn van 
een parallellisatie, is de versnelling die daardoor bereikt is. De versnelling S is de verhouding van de 
beste seriële uitvoeringstijd ten opzichte van de parallelle uitvoeringstijd, waarbij aangenomen is dat 
randvoorwaarden zoals gebruikte hardware gelijk blijft [13] [12]. 
El‐Rewini heeft dit verwoord in de volgende formule:   [12].  
Als de versnelling evenredig toeneemt met het aantal beschikbare processoren, is er sprake van een 
perfecte schaalbaarheid. Dus tp=tm. Daarom is in de formule te zien dat de versnelling voor n ook n 
is. 
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In  de  afbeelding  hieronder  is  een  voorbeeld  te  zien  van  de  versnelling  als  er  sprake  is  van  een 
optimale (S=n), een minder goede en een slechte schaalbaarheid. 
 
Figuur 36 – Voorbeelden van schaalbaarheid bij verschillende processoren [13] 
Eén van de oudste in gebruik zijnde formules voor het bepalen van de versnelling staat bekend als de 
‘wet van Amdahl’ [13]. Deze wet zegt dat wanneer een deel P van een programma geparallelliseerd 
kan worden (en dus 1‐P deel niet), de maximale versnelling bij n processoren als volgt is:   
Deze wet is in onderstaande figuur weergegeven omdat dat visueel gemakkelijker te interpreteren is. 
Wat vooral opvalt,  is dat het parallelle gedeelte van het algoritme wel erg hoog moet  zijn, wil de 
versnelling enigszins schalen met de hoeveelheid processoren. 
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Figuur 37 – Schaalbaarheid volgens de wet van Amdahl [13] 
Deze wet krijgt wel kritiek omdat deze geen  factoren als bijvoorbeeld de overhead  in acht neemt, 
maar is zeker een maatstaf om te bepalen of het überhaupt zin heeft om te gaan parallelliseren. 
De andere bekende wet is die van ‘Gustafson‐Barsis’, echter die behandelt de te bereiken versnelling 
van code die al parallel draait [13]. Daarom wordt hier niet verder op deze wet ingegaan. 
Soms kan de versnelling boven n liggen. Dit lijkt onmogelijk maar kan optreden als een stuk data bij 
parallellisatie opeens wel  in zijn geheel  in een bepaalde cache past.  Immers, parallellisatie gebruikt 
meestal een subset van de data die het seriële algoritme gebruikt [2]. Ook bij graaf algoritmes is dit 
een bekend  fenomeen.  Zoals  in onderstaande  graaf  te  zien  is wordt deze door  twee processoren 
bewandeld via een depth‐first algoritme. Als nu de doel‐knoop de meest rechtse was, dan beëindigd 
het parallelle algoritme al na 5 stappen. Het seriële algoritme zal hier 14 stappen over doen, wat een 
versnelling betekent van 2.8 terwijl gezien het aantal processoren op maximaal 2x gerekend was[2]. 
 
Figuur 38 – Een voorbeeld van (te) hoge versnelling [2] 
 
De genoemde formule voor de versnelling houdt echter geen rekening met overhead  (bijvoorbeeld 
communicatie overhead) tc. Als we deze  factor  toevoegen bij het gedeelte voor tm, krijgen we de 
volgende formule[12]: 
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Wat hier interessant aan is, is dat we de versnelling en ts kunnen meten, en zo kunnen terugrekenen 
wat de totale overhead is geweest: 
 
De overhead per processor volgt dan uit voorgaande formule:  
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Als er ook rekening gehouden moet worden met het feit dat gedeelten van het graaf algoritme niet 
zijn te parallelliseren, dient dit ook in de formule verdisconteerd te worden. Hiervoor stelt El‐Rewini 
dat een  fractie  f van een  taak niet  te parallelliseren  is en dus  (1‐f) wel  [12]. Dit  leidt dan  tot een 
formule soortgelijk aan de wet van Amdahl: 
 
Rekening houdend met overhead krijgen we dan[12]: 
 
Hierdoor kan de maximale versnelling bepaald worden: 
 
Wat hier  interessant aan  is,  is dat de maximale versnelling dus niet wordt bepaald door het aantal 
ingezette processoren maar het gedeelte wat niet geparallelliseerd is, en de communicatie overhead. 
Dit geeft extra duidelijk dus aan dat hier  in het parallellisatie model voor het graaf algoritme veel 
aandacht voor moet zijn! 
 
Efficiëntie 
Aan  de  versnelling  gerelateerd  is  de  term  ‘efficiëntie’.  De  efficiëntie  E  geeft  aan  in  hoeverre  de 
beschikbare processoren ook nuttig  gebruikt worden.  Immers; de processor  kan best 100% usage 
hebben  (utilisatie),  maar  tweederde  van  de  tijd  in  een  blocking  toestand  verkeren,  zodat  de 
efficiëntie maar 33% is [13]. 
De efficiëntie is te bepalen door de gemeten versnelling en deze delen door het aantal processoren: 
. Bij bijvoorbeeld een versnelling van 3x op 4 processoren is te zeggen dat de efficiëntie 75% is, 
en dus de processoren 25% van de tijd idle zijn of in een blocking toestand verkeren [13]. 
De formule hiervoor is [12]: 
 
 
Rekening houdend met de niet te parallelliseren fractie f:   
Dit wordt door Rao et al nog wat anders en wellicht duidelijker verwoord: de overhead tijd Tcomm is de 
totale  tijd dat processoren niet bezig  zijn met daadwerkelijke  verwerking, maar met overhead als 
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communicatie, locking, etc [49]. Omdat een processor of bezig is met een berekening of bezig is met 
overhead,  geldt  nu: Tcomm + Tcalc = n x tp. Hierbij  is Tcalc  de  totale  tijd  die  daadwerkelijk 
gebruikt wordt om berekeningen te doen. 
Een verwerking op één enkele processor heeft als eigenschap dat Tcomm niet aanwezig  is, en Tcalc 
100%  is.  Nu  is  de  formule    ook  op  te  schrijven  als: 
 
Behoudens de fractie f, zijn deze twee formules gelijk aan elkaar. Immers n x tc=Tcomm. 
De  bereikte  efficiëntie  en  de  versnelling  zijn  afhankelijk  van  de  architectuur,  werk  distributie 
algoritme, aantal processoren n en de probleemgrootte W. Als nu alleen n vergroot wordt  zal de 
efficiëntie omlaag gaan, omdat Tcomm toeneemt en Tcalc hetzelfde blijft. Als n gelijk blijft, maar juist 
W wordt vergroot zal de efficiëntie juist toenemen omdat Tcalc omhoog gaat. 
Hieruit volgt dat, om de efficiëntie gelijk te houden, zowel n als W aangepast moeten worden. Als W 
als functie f(n) moet groeien om de efficiëntie E vast te houden,  is f(n) de  isoefficiëntie functie 
en  de  grafiek  van  f(n)  de  isoefficiëntie  curve[49].  Deze  grafieken  kunnen  erg  handig  zijn  om  de 
schaalbaarheid van een parallellisatie poging te beoordelen. Als namelijk W en n aangepast worden 
kan er  voor elke nieuwe waarde een nieuwe  curve  voor E geplot worden, wat  inzicht  geeft  in de 
schaalbaarheid. 
Een voorbeeld van zo’n isoefficiëntie curve is: 
 
Figuur 39 ‐ Een isoefficiëntie curve [49] 
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In het hoofdstuk “Dynamische load balancing” is gesproken over het vragen van werk aan een donor 
processor. Voor  twee van deze werk distributie algoritmes heeft Rao et al de  isoefficiëntie  functie 
bepaald  [49]. Voor de  “global  round  robin” manier  is deze:  . Voor de  ‘asynchroon 
round robin’ manier is deze:  .  Deze laatste functie betekent dat, om E constant te 
houden, er véél meer werk toegevoegd moet worden als n verhoogd wordt dan bij de ‘global round 
robin’  manier.  Wel  geeft  Rao  toe  dat  global  round  robin  locking  problemen  met  zich  mee  kan 
brengen, en wel zo dat dit kan oplopen tot  ! 
Kortom: het  is niet zo eenduidig als het  lijkt en daarom kan er pas uitsluitsel verkregen worden na 
een serie experimenten. 
 
Conclusie 
Bij het parallelliseren van het grafen algoritme zal het gaan om de vraag of de doorlooptijd verkort 
kan worden  ten  opzichte  van  gewone  seriële  verwerking.  Om  dit  te  kunnen  beoordelen  zijn  de 
verschillende metrieken nodig die in dit hoofdstuk behandeld zijn. 
De vraag kan simpelweg beantwoord worden door de metriek versnelling te nemen en dan kijken of 
die groter is dan 1, waardoor de doorlooptijd dus verkort is. Echter het is veel interessanter om ook 
te  kijken met welke  factor  dit  dan  is, wat  de  efficiëntie  is,  en  in  hoeverre  het  geparallelliseerde 
algoritme schaalbaar is. Dit laatste kan goed inzichtelijk worden gemaakt door de isoefficiëntie curve 
te tekenen. 
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Bijlage III  Het beslisalgoritme 
In  een  semantische  graaf  beschrijft  een  predicaat/relatie  (zijde)  hoe  een  onderwerp  (knoop)  zich 
verhoudt  tot een object  (knoop). Een dergelijke uitdrukking wordt ook wel een  triple of statement 
genoemd. Dit sluit aan bij open standaarden als RDF, RDF(S) en OWL. Deze beschrijving is hieronder 
schematisch weergegeven [RDF]. 
 
Figuur 40 ‐ Triple als basiselement voor het vastleggen van kennis 
Een voorbeeld van een dergelijke uitdrukking  is  (Bakker, bakt, brood) of  (Verzekeringsplicht, wordt 
uitgesloten door, gemoedsbezwaard). 
 
Figuur 41 ‐ Van ‘triples’ tot model 
Zoals gezegd, beschrijft een predicaat hoe een subject zich verhoudt tot een object. Voorbeelden zijn 
indicatiegronden,  randvoorwaarden,  uitsluitinggronden  en  numerieke  bijdragen.  Met  behulp  van 
deze causale verbanden is het mogelijk om te redeneren over het semantische model (welke dus in 
een  graaf  vastgelegd  is).  Er  kan  bijvoorbeeld  bepaald  worden  waartoe  een  object  behoord  of 
waarvoor een object in aanmerking komt. 
Belangrijk om te vermelden (in verband met traversering) is dat kennis wordt opgeslagen in een graaf 
(een gerichte graaf om precies te zijn) en niet in een boom. 
 Predicaten hebben een richting 
 Een boom heeft één zijde minder dan hij knopen heeft. In een kennisgraaf kunnen veel meer 
zijden dan knopen zijn. 
De gegevens zijn ook in een graaf opgeslagen en niet in bijvoorbeeld een linked data cloud, omdat de 
gegevens sterk gerelateerd zijn aan elkaar. Een subject heeft bijvoorbeeld gevolgen voor het wel of 
niet relevant zijn voor een ander subject. 
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Kennis ontsluiten met een beslisinstrument 
Kennisgebruikers  zijn  heel  vaak  geïnteresseerd  in  een  ja/nee  antwoord  op  een  bepaalde  vraag. 
Bijvoorbeeld of een persoon in aanmerking komt voor kindertoeslag. Een dergelijke vraag wordt dan 
gemodelleerd in een model: 
 
Figuur 42 ‐ Een fictief kennismodel 
In dit (fictieve) model is te zien dat alleen kinderbijslag verkregen kan worden als er (lees van boven 
naar beneden): 
a) een juiste woonsituatie is 
b) de persoon de juiste leeftijd heeft  
c) de persoon eerlijk is. 
Een gebruiker krijgt nu de vragen voorgeschoteld, waar hij uit kan kiezen:  
De categorie ‘juiste woonsituatie’ bestaat in dit geval uit de vragen: 
 Woonachtig op hetzelfde adres 
 Inwonend bij grootouders 
Indien voor één van beide vragen bevestigend geantwoord  is, wordt  ‘inwonend bij ouders’ WAAR. 
Aangezien de hoofdvraag drie bevestigende  vragen  vereist  (predicaat  ‘vereist’) worden nu ook de 
leeftijd en eerlijkheid uitgevraagd. Pas als ook hier bevestigend op geantwoord  is, komt de persoon 
in aanmerking voor kindertoeslag. 
Bovengenoemd voorbeeld is niet complex, maar de vraagstukken uit de praktijk zijn dat vaak wel. Te 
denken valt bijvoorbeeld aan de afweging of een au‐pair naar Nederland mag komen, of de vraag of 
een burger een vergunning aan moet vragen voor het plaatsen van een dakkapel op zijn huis. 
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