Abstract-Most existing radar algorithms are developed under the assumption that the environment (clutter) is stationary. However, in practice, the statistical characteristics of the clutter can vary enormously in space, time, or both, depending on the radar-operational scenarios. If unaccounted for, these nonstationary variabilities may drastically hinder the radar performance. Therefore, to overcome such shortcomings, the cognitive radar framework is being developed to dynamically detect changes in the clutter characteristics, and to adapt to these changes by identifying the new clutter distribution. In this work, we present a sparse recovery based clutter identification technique, and compare its performance with the Ozturk algorithm based clutter identification method. The sparse recovery based technique uses kernel density estimation method to create the dictionary, and applies the batch orthogonal matching pursuit algorithm to identify the clutter distribution. With numerical examples we demonstrate that, in comparison to the Ozturk algorithm based method, the sparse recovery based technique provides (i) improved accuracy in identifying clutter distributions that have different parameters, but are from the same family; and (ii) robustness in terms of measurements used for dictionary generation and test distribution identification.
I. INTRODUCTION
The problem of detecting and tracking targets in the presence of clutter, interference, and noise processes, particularly having nonstationary characteristics, have been one of the relevant and challenging issues to radar technologies. With the variations in operational scenarios and conditions, the characteristics of environmental (clutter) backscattering can vary enormously, depending on the region where the radar focuses its beam at a particular instant (or maybe during a few successive instants), the weather conditions (e.g., temperature, wind speed and humidity), and other hostile electronic countermeasures or jamming. Therefore, the detection and tracking capabilities can potentially deteriorate significantly when the assumed radar models cannot accommodate such unpredictable changes in the environment [1] , [2] . The problem becomes further intriguing if not only the unknown parameters of the assumed clutter distribution vary temporally and/or spatially, but also the received data start to follow a different family of distributions.
Historically, most radar applications modeled clutter distributions as Gaussian; however, as it has been extensively shown that Gaussian distributions are not good models for most practical data modeling, efforts have shifted to other types of distributions [3] , [4] . Even with the use of more accurate clutter models, most of the current techniques rely on algorithms that are designed to one specific clutter distribution. However, if there is a mismatched condition between the actual (physical) clutter backscattering and the assumed clutter-measurement model, the performance of detection and tracking algorithms suffers considerably.
To overcome these challenges, a considerable amount of work has been going on to develop an adaptive framework for learning the clutter distributions on the fly. One such framework, termed cognitive radar, proposes a conceptual system that can effectively sense its scenario, learn from its experience, and adapt to the changes in environment, while maintaining or improving the accuracies achieved by current state-of-the-art systems [5] - [9] . To implement this cognitive radar framework, several intelligent methods have been developed to estimate the parameters of clutter distributions; for example, identification of clutter distributions using a prelearned dictionary of possible probability density functions (pdfs) [10] - [12] , developing the auto-regressive models of clutter distribution with a knowledge-aided Bayesian covariance estimation [13] - [16] , and obtaining the adaptive weighted sum of clutter covariance estimates with exponentially decaying weights and predetermined delay constants [17] , [18] .
However, in the path towards building a cognitive radar, these existing methods suffer from one major shortcoming: they do not address the problem of detecting whether or not there is a change in clutter characteristics, and estimating the time instant when such a change did happen. In principle, a cognitive radar system needs to follow a unifying approach of (i) finding out first if the modeled clutter distribution has changed or not, and (ii) identifying then what distribution the clutter is following once a change is detected. We addressed the first issue in [19] by developing an extended CUSUM detector for detecting the change-point in the clutter distributions. In regards to the second issue, in this work, we compare the performances of two clutter-distribution identification methods based on the Ozturk algorithm and the sparse recovery based technique.
Ozturk algorithm based clutter identification approach was proposed in [10] , [20] , where the clutter is modeled as spheri-cally invariant random processes, and the Ozturk algorithm is used to transform different distributions into a point in twodimensional space. These points in the two-dimensional space are used to built a library, and subsequently to identify the clutter distributions. While this method is able to identify the K-distribution with low shape values with an accuracy of about 70%, it does not perform well as the shape parameter increases. Additionally, only the K-distributed clutter measurements are fully tested and reported. Finally, only a little discussion is provided on how the library is built, and no characterizations are included to show how different parameter choices would affect the overall performance.
On the other hand, our previously proposed sparse recovery based technique uses one of the greedy approaches (in this paper, we use batch orthogonal matching pursuit (BOMP)) to identify the clutter distribution by finding out which column(s) from the dictionary are the best match with the measured data [21] . Each column in the dictionary represents a common clutter distribution, or can be learned directly from data. We use kernel density estimation (KDE) method to create each dictionary column representing an estimated clutter distribution. Compared to the Ozturk algorithm based approach, our sparse recovery based clutter identification technique has a couple of advantages: (i) sparse recovery based method can distinguish clutter distributions that have different parameters but are from the same family, such as Log-normal and Weibull (with fixed shape, but varying scale parameters) distributions, but the Ozturk algorithm based method fails to do so; and (ii) sparse recovery based technique does not depend on the number of measurements used to generate the dictionary, but the Ozturk algorithm based technique in general requires that the number of measurements used for dictionary generation and for identification purpose should be the same.
The rest of the paper is organized as follows. In Section II, we describe in detail the clutter-distribution identification methods based on the sparse recovery technique and the Ozturk algorithm. Our discussions include thorough descriptions on how the dictionaries are built in each of the methods. Then, in Section III, we present extensive numerical examples to comparatively characterize the performances of both the techniques, and to highlight advantages/disadvantages of each method. Conclusions and possible future work are given in Section IV.
II. CLUTTER-DISTRIBUTION IDENTIFICATION METHODS
In this section two algorithms are introduced in detail: (i) the proposed sparse recovery based clutter identification method and (ii) the Ozturk algorithm.
A. Distribution Identification via Sparse Recovery
Sparse recovery aims to find a solution to the following equation Dγ = y to obtain an estimate of γ, where y is a vector of observations, D is a fat matrix (dictionary matrix) such that it has more columns than rows, and γ is the unknown vector to be estimated [22] . Since D is a fat matrix, there are less number of observations in y than the unknowns in γ. It was shown that if γ is sparse, then there are greedy approaches to optimize the solution of this problem. Examples of such greedy approaches include matching pursuit algorithms, and in this paper, we apply batch orthogonal matching pursuit (BOMP) to find a solution to this optimization problem [22] . Next, we describe how we formulate the clutter identification as a sparse recovery problem.
In order to identify the clutter, the formulation of dictionary is fundamental. The dictionary could be generally formed by some predefined distributions or data-driven training processes. In this paper, we use kernel density estimation, a technique for estimating the pdf from the sampled data, to create the dictionary D, given as
, where f l (·) denotes the estimated clutter pdf, and l represents the number of different distributions in the dictionary. For each dictionary column, N samples are used to estimate the pdf by normal KDE with a set support of length W [22] . In other words, the pdf is discretized and normalized on W points, and the final dictionary D is of size W × l. In the practical application, the unknown clutter distribution g(x) could be estimated by taking N t target-free measurements from the radar return using KDE, and discretized on the same support used in the dictionary generation. Further, we can solve a sparse recovery optimization problem to get a better estimation of g(x), i.e.,
whereγ is the estimated coefficient vector denoting atoms chosen from the dictionary, and C is a sparsity level defined by users [23] . More interestingly, if we keep C = 1, the location of the non-zero coefficient ofγ could identify the clutter distribution as one distribution learned by the dictionary. The batch orthogonal matching pursuit (BOMP) is applied to give a fast implementation of this algorithm. The basic idea of BOMP is to reduce the calculation amount when recovering a great number of signals from the same measurement matrix [24] . By using BOMP, the stopping criterion C could be used to further enforce the sparsity of the output. It allows the user to specify the number of columns from dictionary applying for the description of the original signal. The algorithm could be summarized as in Algorithm 1. Note that I is an index vector, D I is a matrix formed by indicated columns of D, α I and γ I are vectors formed by indicated elements of vectors α and γ, respectively, and d k is k th column of D.
B. Distribution Identification via Ozturk Algorithm
The Ozturk algorithm provides a graphical distance measurement between the sampled data and distributions in the dictionary [10] , [20] , [25] . This algorithm could be applied for univariate and multivariate cases, by normalizing the ordered samples and then converting the ordered samples into points in the two-dimensional plane. The distance between the endpoint of the sampled data and that of a distribution in the dictionary presents the fitness of the sampled data with the specific distribution [10] .
The Ozturk algorithm is originally designed for the fitness test. Assume that X 1 , X 2 , . . . , X n are randomly sampled from a distribution function F (x). Then the ordered samples are written as X 1:n ≤ X 2:n ≤ ··· ≤ X n:n . Assume that a location-scale distribution F 0 ((x − μ)/σ) is the null distribution (reference distribution), where μ and σ are the location and scale parameters, respectively. Then we denote the expected order statistics from the standard null distribution as Calculate the statistics U n:n and V n:n and plot the endpoint Q n:n = (U n:n , V n:n ). 4: Compare the sample endpoint Q n:n = (U n:n , V n:n ) with the expected endpoints (E(U n:n ), E(V n:n )) generated by the existing distributions in the graphical dictionary, and find the nearest neighbouring distribution.
order statistic could be written as Y i:n = X i:n −X /S, whereX and S are the sample mean and standard deviation, respectively. Then the two-dimensional location of i th point corresponding to the i th sample order statistic could be defined by
The graph starts from the origin in the two-dimensional system, and each point (U i:n , V i:n ) is plotted to form linked vectors. These vectors could reveal a certain pattern under the null hypothesis [25] . Further, if samples are drawn from the hypothesized distribution then it should create a pattern uniformly close to the expected linked vector pattern. In this way, a (100 (1 − α) ) confidence contour for the expected endpoint (E(U n:n ), E(V n:n )) can be generated, which is able to test whether samples are obtained from the hypothesized distribution [25] . This fitness test method is extended to be a distribution identification algorithm in [10] by selecting the nearest neighbour of the sample endpoint (U n:n , V n:n ) from the graphical dictionary generated by the expected endpoints (E(U n:n ), E(V n:n )) of various predefined distributions. For the given samples X 1 , X 2 , · · · , X n , the Ozturk algorithm for the distribution identification could be summarized as in Algorithm 2.
As pointed out in [10] , the statistic Q n:n is location and scale invariant. If the expected endpoints (E(U n:n ), E(V n:n )) are plotted for different distributions, then any location-scale family of distributions could be represented as a single point, while distributions having shape parameters form a curve.
III. SIMULATION RESULTS
In this section, with extensive numerical examples, we compare the performances of the proposed sparse recovery (BOMP) based clutter identification method with that of the Ozturk algorithm based technique. We discuss the drawbacks of the Ozturk algorithm based method and justify the advantages of the sparse recovery based technique via simulations. In the numerical examples, we consider the following clutter distributions:
• Gaussian distribution:
•
. Based on these distributions, we first construct the dictionary D with l elements, where each element is pre-learned using N i.i.d. samples from a specific clutter distribution. For example, an element of dictionary in the Ozturk algorithm based method is an expected endpoint generated by a clutter pdf. Then, considering the standard Gaussian distribution as the reference distribution, i.e., considering F 0 as a standard Gaussian cdf, the nearest neighbouring distribution in the graphical dictionary is identified as the underlying clutter distribution, as suggested by [10] . Note that the expectations of the endpoints are computed by 10, 000 Monte Carlo trials in the dictionary generation. In addition, usually the expected order statistics m i:n do not have closed-form expressions; therefore, we use 20, 000 Monte Carlo runs to approximate them. For the BOMP based method, an element of dictionary D is a pre-learned discretized pdf (estimated by KDE method), which is then normalized. The underlying clutter pdf is then identified by BOMP based method with sparsity level C = 1.
For simplicity, we define a notation {l : Δ : u} as a set that collects real numbers starting from l to u with increment Δ. For instance, {1 : 0.5 : 3} = {1.0, 1.5, 2.0, 2.5, 3.0}.
A. Lack of Robustness of Ozturk Algorithm to Location and Scale Parameters
As mentioned in [10] , the endpoints generated by the Ozturk method are location and scale invariant for a family of distributions. However, it might not be a fascinating property to accurately identify the underlying clutter distributions from the same family, but having different parameters. To illustrate this issue, we plot in Fig. 1 the graphical dictionary generated by the Gaussian, Weibull, and log-normal distributions. Specifically, in the dictionary we have: Note that e μLN is the scale parameter for the log-normal distribution. We observe from Fig. 1 that the Gaussian distributions generate only one endpoint (irrespective of μ G and σ G values), since the Gaussian distribution is parameterized by only location and scale parameters. For Weibull and log-normal distribution, each of Case (3) and Case (5) (i.e., varied scale parameters with fixed other parameters) generates only one endpoint. However, varied shape parameters β for Weibull distributions (Case (2)) and varied σ LN for log-normal distributions (Case (4)) can generate a curve for each one of them. Therefore, we conclude that the Ozturk algorithm is unable to directly identify the location and scale parameters for some specific types of distributions using the graphical dictionary.
We demonstrate this limitation of the Ozturk algorithm based clutter identification method based on the Weibull distributions. The dictionary is generated by Weibull distributions with shape parameters α ∈ {1, 1.2} and scale parameters β ∈ {1, 2}. Each endpoint in the dictionary is learned by N = 1, 000 samples. To test the identification performance, we randomly select a test pdf from the dictionary, which generates N t = 1, 000 samples, and then apply the Ozturk algorithm based method to identify the clutter distribution. We show the overall performance of the Ozturk algorithm based method in Table I , where each row tabulates the percentages of the distributions in the dictionary that are selected by the identification method for a given true clutter distribution. The notation (T) indicates the true parameters, while (S) indicates the parameters that are selected.
From Table I , we notice that the Weibull distributions with different shape parameters α are correctly identified by the Ozturk algorithm based method. For example, the distribution with α = 1, β = 1 (T) is identified with high probability (i.e., 44.29% + 49.80%) to be a distribution with α = 1, regardless of the scale parameter β. However, the Ozturk algorithm based method fails in distinguishing the Weibull distributions with different scale parameters β. For example, for α = 1, β = 1 (T) case, α = 1, β = 1 (S) is not selected with overwhelming probability compared to the α = 1, β = 2 (S). Furthermore, we present the results of a similar clutter identification case based on the log-normal 
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14.18% 0.58% 45.84% 39.39% distributions in Table II . For this simulation also, we consider the dictionary sample size N t = 1, 000 and test sample size N = 1, 000. Note that e μLN is the scale parameter for the log-normal distribution. We observe that, similar to the Weibull distributions, the Ozturk algorithm based method fails to accurately identify log-normal distributions with distinct scale parameter values.
B. Lack of Robustness of Ozturk Algorithm to Changes in Sample Size
Besides the location-scale invariant property, the dictionary generated by the Ozturk method is also affected by the sample size n, as suggested by (II-B) and (II-B). To demonstrate this effect of the sample size, we consider the K, Weibull, log-normal, and Student-t distributions in the graphical dictionaries, with the sample size of the dictionaries (N ) taking three different values 500, 1, 000, and 2, 000. Specifically, we consider 1) K-distributions with fixed σ n = 1, fixed θ = 1, and k ∈ {0.1 : 0. Fig. 2 , the graphical dictionary changes when the sample sizes are varying, especially for the Weibull and log-normal distributions. More precisely, some distributions in the dictionary are relative stable with respect to the sample size, while the other distributions are not. Now, in the Ozturk algorithm based clutter identification method, if we plan to identify a test distribution, in principle the test sample size N t needs to match the dictionary sample size N , unless the graphical dictionary is not sensitive to dictionary sample size. In Fig. 2 , as an empirical observation result, those endpointsensitive cases generally correspond to the distributions with relative large variances. However, to the best of our knowledge, there is no theoretical analysis which thoroughly discussed the sensitivity of the dictionary of the Ozturk method to the 978-1-5386-4167-5/18/$31.00 ©2018 IEEE sample size. In modern cognitive radar framework, it would be an advantage that radar can adaptively control/change the number of (test) samples acquired from the environment and the target [27] . In such applications, radar systems might need to store various graphical dictionaries with different N values, rather than one dictionary, to adapt to different test sample sizes while using the Ozturk method.
C. Performance Comparison between Sparse Recovery and Ozturk Algorithm based Methods
Firstly, we demonstrate that the BOMP algorithm based technique is capable of identifying clutter distributions with the different scale parameters, which is beyond the capability of the Ozturk algorithm based method. We use the same shape and scale parameters that were used in the simulations with Weibull distributions for Table I , along with the dictionary sample size N = 1, 000, and test sample size N t = 1, 000. The performance of BOMP based identification method is given in Table III . We clearly observe that each distribution is correctly identified by the BOMP method with high probability (> 96%). Compared to Table I , BOMP based technique immediately shows a superiority in distinguishing the distributions with different scale parameters. For example, in Table III , BOMP method identify α = 1.2, β = 1 (T) as α = 1.2, β = 1 (S) with 99.92% accuracy, while in Table I , α = 1.2, β = 1 (T) is incorrectly recognized as α = 1.2, β = 2 (S) with 49.27% probability due to the scaleinvariant property of the Ozturk algorithm. We further test the performance of BOMP based technique on the log-normal distributions using the same simulation setup as that in Table II , and the resulting identification performances are shown in Table IV . As before, by comparing Table IV and Table II Secondly, we comprehensively compare the BOMP based clutter identification technique with the Ozturk algorithm based method using a dictionary that includes the K, Weibull, lognormal, and Student-t distributions. Specifically, we consider 1) K-distributions with fixed σ n = 1, θ ∈ {1, 10}, and k ∈ {0.1 : 0. 
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4) Student-t distributions with σ w = 1, and v ∈ {0.5 : 0.5 : 1.5} ∪ {2 : 3 : 8}. In addition, we consider three dictionary sample sizes, N = 500, 1000, and 2500. For each of them, the test sample sizes N t vary from 300 to 2800. Note that here we fix the dictionary sample size regardless of the test sample size while even applying the Ozturk method, because in many radar applications only one dictionary is preferred. To test the identification performance, we randomly select test pdfs from the dictionary, and apply the BOMP and Ozturk based methods to identify them. The resulting performance comparison is shown in Fig. 3 . In general, we notice from Fig. 3 that the proposed BOMP based technique for clutter identification significantly outperforms the Ozturk algorithm based method. It is due to the fact that the deficiencies of the Ozturk algorithm, such as the location-scale invariant property, hinder its identification performance. In addition, we observe that both methods have improved performances with more test samples. Also, for BOMP based identification technique, the larger the dictionary sample size, the better is the overall identification accuracy. However, for the Ozturk algorithm based method, increasing the sample size in the dictionary generation does not substantially change the overall identification performance. Compared to the simulation for Fig. 2 , we do not include Log-normal distributions of large variances in the dictionary in the simulation for Fig. 3 , and thus the performance of Ozturk algorithm seems robust.
IV. CONCLUSION
In this work, we presented a sparse recovery based clutter identification technique, and compared its performance with the Ozturk algorithm based clutter identification method. With numerical examples we demonstrated that, in comparison to the Ozturk algorithm, the sparse recovery based technique provided (i) improved accuracy in identifying clutter distributions that have different parameters, but are from the same family; and (ii) robustness in terms of measurements used for dictionary generation and test distribution identification. We observed that compared to the sparse recovery based method, Ozturk algorithm does not have sufficient accuracy in identifying the distributions originating from the same 978-1-5386-4167-5/18/$31.00 ©2018 IEEE family but with different parameters, especially it suffers from identifying the scale parameters correctly due to its locationinvariant property and this in result decreases its overall efficiency/accuracy in identifying clutter distributions. Our future work will first include methods to adaptively increase and decrease dictionary size of the sparse recovery based method, in order to characterize measured data which may not be well characterized by signal distributions in the dictionary and control the computational load. Then with real measured data, we will incorporate the sparse recovery based clutter identification method into the design of fully cognitive radar which will include a statistical test for identifying change points in the clutter distribution, clutter identification, and adaptation of detection/tracking algorithms to the newly learned distribution.
