Abstract. Let M be a manifold, V be a vector field on M, and B be a Banach space. For any fixed function f : M → B and any fixed complex number λ, we study Hyers-Ulam stability of the global differential equation Vy = λy + f .
Introduction
Since 1941 that Hyers [3] gave a solution for a famous stability problem proposed by Ulam [12] , Hyers-Ulam stability problem (HUS for short) have been considered by many authors for various types of functional equations. For historical developments in this area see [6] . The following four lines describe briefly the general framework of HUS:
(i) Take a type of functional equation; (ii) take a notion of 'approximate solution'; and (iii) take a notion of 'distance' between approximate solutions. (iv) Then find conditions under which the following HUS rule is satisfied: Sufficiently close to any approximate solution there exists an exact solution.
Let us explain the framework by a traditional example. Consider the Cauchy functional equation:
This equation is meaningful for functions f : G → B where G is an arbitrary (multiplicative) group and B is an arbitrary Banach space. Indeed, in (i) above by 'a type of functional equation' we mean a formal equation that can be expressed in a similar form for functions with various domains and ranges. For δ ≥ 0, g : G → B is called a δ-approximate solution if sup x,y∈G g(xy) − g(x) − g(y) ≤ δ. The distance between two approximate solutions g, g ′ is defined by the supremum norm g − g
. Then the problem is to characterize those groups G and Banach spaces B for which the following HUS rule is satisfied:
For every ǫ ≥ 0 there exists δ ≥ 0 such that for every δ-approximate solution g there is an exact solution f with f − g ∞ ≤ ǫ.
A solution for this specific HUS problem has been given by Forti. He showed in [2] that HUS rule is satisfied for every amenable group G and for B = R, the Banach space of real numbers. For another example of this kind see [11] .
Since over a decade ago HUS for differential equations has been considered by many authors. See [4, 5, 9, 8, 13, 10, 1] and references therein. Almost all papers written in this context have dealt with local ODEs or PDEs. Here by 'local equation' we mean a differential equation on a region in Euclidean space (or a differential equation on a manifold which depends explicitly to a coordinate system). Our main goal of this note is to bring the attention of researchers to HUS of global differential equations on smooth manifolds. Here by 'a global equation' we mean a differential equation that can be expressed for functions (or tensors) on a class of manifolds and hence dose not depend on any particular coordinate system. Thus 'a global differential equation' can be considered as 'a type of functional equation'. There are two reasons for investigating HUS for global differential equations: The first one is that at least from a geometric viewpoint existence of global solutions of differential equations on manifolds are much more important than existence of local solutions. Also many types of qualitative properties of the solutions are meaningful only in the global cases. The second reason is that the form of a global differential equation on a fixed manifold changes from a coordinate system to another one. Thus HUS of the global equation may imply HUS of seemingly different local equations. For example, our main result (Theorem 2.2) recovers and generalizes results of [1, 5] with a unified proof and rather simpler than proofs in the mentioned papers. See examples and remarks in Section 2.
Let us offer a simple framework for investigation of HUS of global differential equations: For example, let M be class of Riemannian manifolds (M, g) and D := ∆ g the Laplace operator. There are many interesting variants of the above framework. By a little work the framework can be restated for global nonlinear differential operators D or for global (pseudo) differential operators D which act on sections of vector bundles. Thus, for instance, the HUS of Equation (1) in the case that M is class of spin manifolds, D is the Dirac operator, and f is a spinor field, can be defined. In this note we consider HUS of one of the most simple global PDEs. Indeed, following the notations of our framework we let M be the class of triples (M, V, λ) where M is a manifold, V is a vector field on M, and λ is a complex number; and we let D be the first order linear partial differential operator defined by Dy := Vy − λy. The idea for considering this subject arose from [1] . In [1] Cimpean and Popa studied HUS of the (local) differential
for functions y from R n + to a Banach space, where λ is a real number. They showed that if λ = 0 and if a function z is an approximate solution of (2) , that is
then there is an exact solution y of (2) satisfying y − z ∞ ≤ ǫλ −1 . In other words, (2) has HUS if λ = 0. From a geometric viewpoint, (2) is of the form Vy = λy where V denotes the vector field on R n + defined by x → x∂ x . We will see in Example 2.5 that this result can be generalized to a rather big class of vector fields on R n + . Let us restate exactly our HUS framework in this spacial case but this time we also take care about smoothness properties of involved manifolds and functions. Let 
We call K a stability constant for Equation (3) . Let 1 ≤ p 1 , p 2 ≤ p + 1. We say that (3) has C p 1 →p 2 -HUS if the above statement holds while y ∈ C p 1 (M; B) and z ∈ C p 2 (M; B).
Our main result (Theorem 2.2) asserts that under some mild conditions Equation (3) has C 1 V -HUS. The method of the proof is very simple: (3) becomes a first order ODE along every integral curve of V; then one can apply the results of [10] .
The main result
The following lemma is a special case of [10, Theorem 2.2]. Lemma 2.1. Suppose that the real part of λ is nonzero: Rλ = 0. Let the inequality
be satisfied for a ∈ C 1 (R; B) and h ∈ C 0 (R; B). Then there is a unique b ∈ C 1 (R; B) satisfying b ′ = λb + h and a − b ∞ < ∞. Moreover, a − b ∞ ≤ ǫ|Rλ| −1 and b is explicitly given by 
Let z : M → B be defined by z(x) := b x (0). It follows that
where ω is as in Lemma 2.1. Then a simple application of Lebesgue's Dominated Convergence Theorem shows that z is continuous. Let t and x be arbitrary and for a while be fixed. Define a function c : R → B by c(s) := b x (s+t). Then by (7) we have c ′ (s) = λc(s)+f •Φ(s, Φ(t, x)) and a Φ(t,x) (s) − c(s) ≤ ǫ|Rλ| −1 . Thus the uniqueness property mentioned in Lemma 2.1 implies that c = b Φ(t,x) . Therefore we have proved that, (9) z(Φ(t, x)) = b x (t).
This identity together with (7) shows that z is differentiable along every integral curve of V and satisfies (5) with K = |Rλ| −1 . Also it follows from the identity Vz = λz + f that z ∈ C 1 V (M; B). This completes the proof.
The following corollary of Theorem 2.2 gives a bound for approximate solutions of Equation (3) in the case that V is periodic and f = 0. This result can be considered as an application of HUS. Corollary 2.3. Suppose that Rλ = 0 and V is a complete vector field for which every integral curve is periodic (constant integral curves are included). Then for every y ∈ C Proof. Suppose that y ∈ C p (M; B) satisfies (4). Since M is closed, V is automatically complete. By Theorem 2.2 there is a z ∈ C 1 V (M; B) satisfying (5) with K = |Rλ| −1 . Also it follows from (8) and boundedness of higher derivatives of y and f that z ∈ C p−1 (M; B). This completes the proof. . Example 2.6. Let M = R n , M = (m ij ) be a real n × n matrix, and v = (v 1 , . . . , v n ) be a vector in R n such that Mv = 0. Let the vector field V be defined by x → Mx + v. Then for every x the curve defined by t → e tM x + tv is the integral curve of V beginning at x. Thus V is complete and if Rλ = 0 and f ∈ C 0 (M, B) then it follows from Theorem 2.2 that,
This generalizes some of the results of [5] . We list three classes of very well-known examples of complete vector fields: Every vector field with compact support is complete. Left or right invariant vector fields on Lie groups are complete. The geodesic vector field on the tangent bundle of a complete Riemannian manifold is complete. (Let us write explicitly this latter vector field in a local coordinate system: Let X be a Riemannian manifold of dimension k, let (x 1 , . . . , x k ) denote a point in a local coordinate system of X and let (x 1 , . . . , x 2k ) denote a point in the corresponding local coordinate system of the tangent bundle of X. Then the geodesic vector field is given by
where Γ i j,j ′ denotes the Christoffel symbol of the Riemannian connection in the local coordinate system.)
We end this paper by some remarks about Equation (3) and its stability. (gradf )y = y + f, (grady)f = f + y, gradf, grady = f + y.
(iii) The Hamiltonian version of the above (Lagrangian) statement is as follows. Let M be a symplectic manifold. The following three identities are equivalent for every f, y ∈ C 2 (M; R). ({, } denotes the corresponding Poisson bracket and χ f denotes the Hamiltonian vector field associated to f .) χ f y = y + f, χ y f = −(f + y), {f, y} = f + y.
