We present an efficient method for learning Bayesian network models and parameters from incomplete data. With our approach an approximation is obtained of the predictive distribution. By way of this distribution any learning algorithm that works for complete data can be easily adapted to work for incomplete data as well. Our method exploits the dependence relations between the variables explicitly given by the Bayesian network model to predict missing values. Based on strength of influence and predictive quality, a subset of those predictor variables is selected, from which an approximate predictive distribution is generated by taking the observed part of the data into consideration. The approximate predictive distribution is obtained by traversing the data sample only twice and no iteration is required. Therefore our algorithm is more efficient than iterative algorithms such as EM and SEM. Our experiments show that the method performs well both for parameter learning and model learning compared to EM and SEM.
Introduction
Most methods for performing statistical data analysis require complete data samples in order to work or produce valid results. Unfortunately real-life databases are rarely complete. For doing statistical analysis of incomplete data, the standard tools for complete data often don't suffice anymore. Principled data analysis of incomplete data leads to analytical intractability and high computational complexity compared to the complete data scenario.
This paper is concerned with learning Bayesian networks (BN), a formalism built upon statistical principles. BNs are so-called directed graphical models which is a class of statistical models defined by a collection of conditional independences between variables represented by a graph. This graph offers an appealing way of structuring an otherwise confusing number of equations expressing the (in)dependences between variables.
BNs occupy a prominent position in decision support environments where they are used for diagnostic and prediction purposes. Also, in the context of data mining especially the graphical structure (model) of a Bayesian network is an appealing formalism for visualising the relationships between domain variables.
In this paper we show how to learn BNs from incomplete data when the missing data mechanism is ignorable as defined by Little & Rubin [15] , which entails that data should be missing at random (MAR) or missing completely at random (MCAR). This essentially means that the probability that some entry is missing possibly depends on observed data, but is independent of unobserved data. In the typical MAR missing data mechanism, the probability of occurrence of a missing entry in a variable depends on fully observed covariates only. Without the ignorability assumption it is impossible to develop a fully automated procedure that produces statistically valid results. The reason is that the MAR assumption provides a minimal condition on which valid statistical analysis can be performed without modelling the underlying missing data mechanism. Under the MAR assumption, all information about the missing data, necessary for performing valid statistical analysis, is contained in the observed data, but structured in a way that complicates the analysis [3] .
The method we develop has low computational cost compared to most existing incomplete data methods. The price we have to pay for this efficient algorithm is a certain degree of approximation.
Our missing data approach is not directly linked to model learning or parameter estimation per se. Instead we focus on the so-called predictive distribution which plays a crucial role when we want existing learning methods developed for complete data to work with incomplete data as well.
We proceed as follows: In section 2 we give a short review of previous research on learning Bayesian networks from incomplete data. Section 3 introduces the notation and in section 4 the problem with incomplete data is briefly illustrated. In section 5 methods for learning Bayesian networks are discussed, followed by section 6 and 9 where we develop our method for creating predictive distributions. Section 10 summarises the required steps for generating the approximate predictive distribution. In section 11 we test our method for parameter estimation and model selection, and finally in section 12 we draw conclusions.
Previous research
Probably the most well-known technique for learning parameters of statistical models from incomplete data is the Expectation-Maximisation (EM) algorithm by Dempster, Laird & Rubin [7] . Several EM derivatives exists, such as Generalised EM (GEM) and versions with a stochastic element; see for instance McLachlan & Krishnan [16] . EM was studied in the context of graphical models by Lauritzen [14] . In its original form, EM is a deterministic iterative two-step algorithm that converges towards the Maximum-Likelihood (ML) parameter estimates (or the maximum a posteriori (MAP) estimates).
When applied to learning parameters, the E-step in EM involves the performance of inference in order to obtain the values of the expected sufficient statistics. It is followed by an M-step which takes the sufficient statistics from the E-step, and calculates the ML-estimates. These ML-estimates are taken as the parameters of the Bayesian network, and the E-step is performed again, i.e., the expected values of the sufficient statistics are calculated by inference using the ML-parameters calculated in last M-step. Repeated application will finally return the ML-estimates.
Learning Bayesian network models from incomplete data so to speak adds a layer on top of the parameter learning methods described above. For EM, Friedman [10, 9] showed that doing a model selection search within EM will result in the best model in the limit according to some model scoring criterion. This Structural EM (SEM) algorithm is in essence similar to EM, but instead of computing expected sufficient statistics from the same Bayesian network model throughout the iterations, a model selection step is employed. To select the next model, a model search is performed, using the expected values of the sufficient statistics obtained from the current model and current parameter values.
Tanner & Wong [23] introduced a stochastic simulation-based approach for learning parameters called Data Augmentation (DA), which can be considered a Bayesian method for learning. DA is quite similar to EM, but instead of calculating the expected sufficient statistics, a value is drawn from a predictive distribution and filled in (imputed). Similarly, instead of calculating the ML-estimates, a parameter value is drawn from the posterior distribution on the parameter space conditional on the most recent fully imputed data sample. Based on Markov chain Monte Carlo theory this will in the limit return realisations from the posterior parameter distribution conditional on the observed data.
Riggelsen & Feelders [22] describe a Bayesian method for model learning from incomplete data. The method is an imputation-based approach, where possible completions of the data are scored together with the observed part of the data. Using importance sampling, imputations can be re-used as models are sampled from the posterior model distribution. In Riggelsen [21] importance sampling is used for parameter learning, but in contrast to DA, the method described approximates the parameter posterior by a mixture distribution.
Cowell, Dawid & Sebastiani [6] review several methods for representing a parameter posterior through a Bayesian sequential approach. They consider deterministic rules such as fractional updating and matched moments for collapsing components, making the functional form of the posterior a mixture distribution with a tractable number of components.
Another algorithm for parameter estimation and model selection from incomplete data is Bound and Collapse (BC) by Ramoni & Sebastiani [18, 19] . The bound phase considers possible completions of the data sample. The sufficient statistics for these bounds are used for computing an interval in which the actual parameter estimate lies. The collapse phase computes a convex combination of these extreme parameter bounds, where the weights of the convex combination are computed from the observed available cases of the data. BC seems to work for some missing data mechanisms, but unfortunately it can produce rather unpredictable results for others.
Like BC, the method we describe in this paper is a non-iterative procedure. To some degree our method resembles BC, but on crucial points it differs; most notably, we approach the missing data problem from a prediction point of view.
Preliminaries
We start by introducing some notation and by defining the concept of a Bayesian network.
Capital letters denote discrete random variables and lower case letters denote states. Boldface denote vectors and vector states. We use Pr(·) to denote probability distributions ( 
where Π i is the parent set of X i in m. We use Λ i to denote the set of children of X i in m. The Markov blanket of a variable X i is defined as:
It follows from the BN decomposition according to
i is independent of all remaining variables. 
where s(·) is the number of cases in the data sample with that particular configuration; the sufficient statistics. We notice that for complete data the likelihood is a simple product of terms.
Most learning algorithms rely on the fact that the functional form of the likelihood is a product of terms. For incomplete data this is unfortunately no longer true. Suppose that we are given a data sample with unobserved items
)) is a p-dimensional vector, and has an observed part o l and an r(l)-dimensional unobserved part u l . The likelihood of observed data is:
that is, the unobserved items are summed out for each record. The likelihood is no longer a simple product, but includes summations as well. For a given record there will for observed variables be as many terms as there are completions of the ancestral variables in m.
In rare cases the likelihood of incomplete data remains a product, namely if all descendants of missing items are missing as well. Hence, if this holds for all the records, then the resulting likelihood has the same functional form as the likelihood of complete data, i.e., it contains no summations. This resembles the so-called monotone pattern of missingness described in Little & Rubin [15] . In the previous example, if X 3 would be missing in record two, where X 2 is already missing, the likelihood would be the product:
Learning Bayesian networks
Here we review the methods usually applied when learning BNs. We discuss both the frequentist point of view and the Bayesian approach.
Parameter estimation
In order to learn the parameters of a BN from a frequentist point of view, the Maximum-Likelihood estimates are used. For complete data these are:θ
With incomplete data, however, finding the parameter values that maximise the likelihood is no trivial task; we then have to turn to numerical optimisation techniques.
In the Bayesian approach to parameter learning, a prior distribution, Pr(Θ|m), on the parameter space is defined, and by applying Bayes' rule, we have Pr(Θ|D, m) ∝ L(Θ|D; m)·Pr(Θ|m), where Pr(Θ|D, m) is the posterior distribution. A natural summary statistic is then the expectation of the parameters with respect to the posterior. For complete data, the known conjugate prior is the (product) Dirichlet distribution for which the 1st moment is:
where α(·) denotes the prior hyper parameters (counts) of the Dirichlet distribution. For incomplete data the Dirichlet distribution is not conjugate, and in fact the posterior will in that case be a mixture distribution with as many components as there are summation terms in the likelihood of observed data-exponential in the number of missing items in the sample. From a computational point of view it is entirely intractable to retain all these in memory and to perform statistical analysis.
Model learning
For model learning, the frequentist applies a penalised likelihood scoring criterion, such as the MDL criterion. These kinds of scores are defined as the product of the ML-estimates and a penalty term counteracting overfitting (preventing too many arcs in the model):
Since the ML-estimates are difficult to determine for incomplete data, so is the computation of this penalised scoring metric.
For the Bayesian on the other hand the entire posterior distribution on the model space is of interest, which is found by integration and application of Bayes' rule:
The posterior is approximated by empirical samples obtained via MCMC, circumventing the need for calculation of the required normalising constant. For model selection the maximum a posteriori model (MAP) is used, in which case the normalising constant can be disregarded entirely. Under the assumption of prior indifference between models, Pr(M ) is the same for all models. In that case for the MAP model all that remains is to maximise Pr(D|M ) = L(θ|D; M )·Pr(θ|M )dθ, the marginal likelihood.
The marginal likelihood has a closed form under the assumption of complete data, in which case it is the normalising constant for the prior product Dirichlet over the normalising constant for the posterior product Dirichlet (see Riggelsen [20] and Heckerman, Geiger, Chickering [12] ):
.
As seen, both model learning as well as parameter learning are functions of the sufficient statistics s(·) from the data sample gathered through the likelihood, which is assumed a product of terms. In order to still be able to apply the learning methods and metrics developed for complete data, we thus need to predict the missing values from the observed part of the data, i.e., make the incomplete data look like it is complete. In terms of sufficient statistics this means that we need to obtain the expected sufficient statistics given the observed part of the data.
Predicting missing values
The predictive distribution we define as the distribution of missing values given observed values and DAG model m:
Pr(U |O, m).
The expected sufficient statistics with respect to this predictive distribution is then:
Intuitively we may think of this equation as a way of "producing" values from the predictive distribution that are "filled in" where data is missing. Hence, each completion gives rise to the sufficient statistics s(x i , π i ). For incomplete data, we can now useŝ(·) everywhere in the complete data learning methods and metrics. The problem lies in how one should derive or define the predictive distribution.
Unfortunately there is no easy way of obtaining the exact predictive distribution without iteration. EM reaches the "correct" parameterisation for this distribution in the limit, at every step getting closer and closer to the true predictive distribution. In doing so, EM predicts the expected sufficient statistics by performing relatively expensive inference in the BN. DA on the other hand is in the limit guaranteed to produce realisations from the predictive distribution, but several realisations are generally required in order to estimate the expected sufficient statistics.
The Markov blanket blocks influence from all other variables.
The general idea
The basic idea behind our method, is to predict missing values on a per variable basis, by focusing only on those observed variables that directly influence the variables that are missing. The BN model explicitly identifies the relevant predictor variables as those variables that form the Markov blankets. By looking for cases in the data that have similar values on the observed predictor variables, a predictive distribution for the missing data is created. When the number of predictors is too large, a selection is made, and only the best predictors (those that have strongest influence) are considered when generating the predictive distribution.
Approximate predictive distributions
In this section we propose how to approximate the predictive distribution. The way the approximation is defined, naturally leads to a non-iterative algorithm. Additionally, there is no need to perform exact inference as in EM, or draw several realisations as in DA.
We assume for any record l the following factorisation:
saying that we are able to predict single missing values independently of each other through separate predictive distributions. This assumption in fact does hold given that the missing variables are d-separated (see Pearl [17] for details) from each other, i.e., observed variables block influences between unobserved variables.
The dependence on observed variables O l is explicitly given by model m. If not all variables of the Markov blanket are observed, then there might be other observed variables outside the blanket that influence the prediction. We return to this issue in section 8.2, and from now on define the approximate predictive distribution for record l as:
where Pr(X i |Φ i , m) is the univariate predictive distribution for X i . The decomposition of the predictive distribution for X i according to m is then:
Hence, in order to predict the missing value, we need first estimate the parameters θ X j |Π j . To avoid iteration, we could instead do available cases analysis, or BC for that purpose. The problem with these approaches is that they in one way or another only consider observations in the data pertaining directly to X j and Π j ; they neglect the fact that other variables also influence the estimation when X j or Π j are (partly) missing. With incomplete dataθ x j |π j is not only a function of X j and Π j , but of other variables as well. Disregarding this influence effectively means that valuable information is discarded that otherwise could help in making a better (and perhaps unbiased) prediction of X i . We propose to change m such that the parametrisation of the predictive distribution of X i remains dependent on the Markov blanket of X i , but in a way that predictions are less sensitive to slightly inaccurate parameter estimates. 1 The independences actually holding in m, are disregarded without further ado for predicting missing values:
where ≤ CI means that the distribution on the left is less restrictive in its conditional independence assumptions compared to the distribution on the right. Obtainingθ X i |Π i for m is now done in a way related to available cases analysis, but all variables highly relevant for determining this parameter of the predictive distribution are considered jointly. In m we thus explicitly consider all relevant variables for the parametrisation together, in contrast to m where separate childparent variables are considered for estimating the parameters required according to decomposition m.
In a sense m allows for a rather direct prediction approach; there is no need to perform inference because the most relevant variables for making a prediction are considered jointly. For the predictive distribution based on m, it is indirectly assumed that the correct parametrisation of the actual BN is given prior to predicting the missing values; it is by means of (simple) inference that the missing values are predicted, that is, by applying eq. 8.2. However, the only way of estimating these parameters accurately is to have knowledge about the missing values, but of course these missing values are exactly what is subject to prediction.
Note that across equivalent BN models vertices have the same Markov blankets, i.e., the Markov blanket of vertices does not change for equivalent DAG models. Thus m is unique across equivalent DAG models. However, the parent set for the vertices within an equivalence class is not the same. The estimates computed by the BC algorithm and available case analysis are functions of the parent set Π j (and X j ). This means that these methods return different results for equivalent DAGs. This is undesirable, because equivalent DAGs are statistically indistinguishable. 1 We note that a m is defined for each univariate predictive distribution. m is only concerned with X i and the variables in Φ i (of m).
Parameter estimation
For the parametrisation of the predictive distribution, a similar cases approach is used, based on cases where X i is observed. Define match(Π i , D l ; X i ) as the function that returns the degree of match between the configuration of the variables in Π i and the corresponding variables in record l, given that X i matches the corresponding variable in l. If X i l is observed and x i = x i l , none of the parent variables in record l are missing and there is a perfect match between the two configurations, then the function returns 1. However, if some parents are missing, but the observed parents all match, then it returns the fraction 1/number-of-possible-configurations of the missing parent(s). The total number of occurrences is then counted in the following way:
i.e. all records are matched, and the sum is the required statistic.
Example:
Assume that we have a model {X 2 , X 3 , X 4 } → X 1 , and that the following data is given:
. Any record with X 1 = t is considered, and all those records are counted for which the parent set can be (or is) completed as
The first perfect match is from record 4. In record 3 there is a partial match, and since X 2 has two possible alternative configurations, 0.5 is returned as the degree of match.
For s
) the only (partial) match is record 1, but since X 2 and X 4 are missing, there are 4 possible completions, so
Using the degree of a match, fully matched observations count more than partial matches; in a partial match several possible configurations "share the single count" between them which is only fair given the fact that the missing values could have been any of the configurations.
Gathering the sufficient statistics based on (a subset of) similar observations from the observed records is valid for a broad range of MAR mechanisms, but is not necessarily optimal for arbitrary missing data mechanisms. In contrast to BC and available case analysis, the decomposition according to m is less sensitive to the actual underlying MAR mechanism because of the larger dependence components captured by considering jointly all variables of the Markov blanket of m.
Obtaining the statistics s * (·) requires no iteration, and can be done by running through the data sample only once. For each record, all statistics for all vertices X i are collected using the match-function. Finally, to estimate θ x i |π i , we use the ML-estimates (or the expectation of the posterior Dirichlet):
Prediction and missing parents
For every single variable in X a predictive distribution can be created the way discussed in the previous sections and applied in all records where X i is missing and all parents are observed. However, in some records not all Π i in m are observed, and consequently the absent parent variable(s) can't be used as (a) predictor(s). We therefore define the predictive distribution in slightly different way than in the fully observed parent case. The variables for which there are no values have to be "summed out" such that only the observed variables act as predictors. For instance, if in record l the variable X i l is missing and needs to be predicted, and a subset of predictors V l ⊆ Π i is missing (so V l ⊂ U l ), the predictive distribution for X 
This means that when the parent set is not fully observed the ML-estimates are functions of these marginal statistics rather than the "original" statistics. In summary, we need to traverse the sample once for obtaining the statistics s * (·). From these statistics we can create the required univariate predictive distributions for both complete and incomplete parent sets.
Predictive quality
As already noted, the predictive distributions based on m and m differ in the conditional independence assumptions, but in a way that they still have the same predictive capabilities. However, this actually only holds when parameters of the predictive distributions are estimated from a sufficiently large sample.
To estimate θ x i |π i we need several "examples" with π i and x i observed to get an accurate prediction. If the cardinality of Π i is large there are potentially many different configurations; there may not be enough examples of a particular configuration (x i , π i ) to make a reliable estimate of θ x i |π i for m . Consequently the prediction of X i may suffer. The problem is thus that predictions for vertices with a large Markov blanket may be unreliable if the sample size is small. Therefore, we propose to reduce the number of predictors. Instead of taking all vertices of a Markov blanket in m as the parents of X i in m , we suggest to select as parents the best n variables of the Markov blanket of X i in m; best in terms of predictive power.
Selecting predictive variables
First we need to distinguish between the vertices of the Markov blanket in terms of direct dependences and induced dependences. We have that Π from which the n best predictors have to be chosen as the parent set of X i in m . Figure 3 illustrates the different predictors. We thus have to test each predictor, and select the n best.
If we want to check how well a predictor, say X j , is able to predict X i , we compute the following probability:
where D i denotes the i'th column of the data sample referring to X i . Hence, given that X j is a parent of X i (thus a predictor), and given the values for the predictor from the data, how well can we predict the values of X i from the data sample? If we rewrite the above probability, we get:
the fraction of two marginal likelihoods; in the numerator the data sample (D i , D j ) and in the denominator data sample D j , conditional on a model with X j as a single parent of X i . Under the Dirichlet assumption, the marginal likelihood has a known functional form, and the above ratio is (where Π i is a set with a predictor consisting of one or two variables):
This ratio is only defined when the prior counts α(x i , π i ) > 0. We let α(x i , π i ) = 1, indicating that one instance of the configuration (x i , π i ) has been observed prior to observing the data.
As mentioned previously, the functional form of the marginal likelihood as given above, only holds for complete data. In order to use the proposed score to determine the predictive quality, we only use the records where we have observations on X i as well as on the predictor(s). We note that under the general MAR assumption (not MCAR), records where the predictor is missing but X i is observed also should be taken into account when collecting the sufficient statistics. We however assume that omitting those records does not introduce any severe bias. We don't actually need an entirely correct probability; we merely rank the predictors according to this score, and assume that the bias introduced does not influence the ranking in a disastrous way.
Another point which we need to mention is that although we check each predictor on an individual basis, there is no real guarantee that the n best predictors jointly are good predictors. The general idea is however that n predictors that score well individually, when taken together produce even better predictions.
In order to calculate the predictive quality, we need to collect the sufficient statistics from the data sample. This can be done by one traversal through the sample. The statistics thus obtained are not the same as the ones required in the previous section; the n best predictors need to be determined before we can collect s * (·).
Summary
The theory presented thus far and the assumptions made during the derivations can be summarised as follows:
1. The predictive distribution for case l can be written as a product
. We restrict this dependence to include only the Markov blanket Φ i , such that the predictive distribution becomes 3. If the cardinality of the Markov blanket is large in m, we select the n best predictors from the blanket as shown in figure 3 for m , using the conditional marginal likelihood score as a measure of predictive quality.
4. We estimate all θ x i |π i for Pr(X i |Φ i , m ) by considering observed cases using the match-function. The univariate predictive distribution for a missing value in a case with (partly) missing predictors, is obtained by "summing out" the sufficient statistics s * (·) for the variable(s) in question.
In step 3 and 4 the data sample is traversed once. Actually using the univariate predictive distributions is part of the "counting-mechanism" employed by the complete data method. When a record is consulted with missing data, instead of counting, the predictive distribution is called, which returns the fraction of a count corresponding to the prediction of the missing value(s) in that particular record.
Experiments
In this section we evaluate our method, henceforth called MBP (Markov Blanket Predictor), for generating approximate predictive distributions. MBP was implemented in C++ using STL, and was run on a 2 GHz machine under Windows 2000. 
Parameter estimation
First we compare MBP with standard EM for fitting a BN about probable risk factors of coronary heart disease. The data set [8] consists of 1841 records with 6 binary variables. The model is given in figure 4 . Incomplete sets were generated by applying the missingness mechanism in figure  5 on the complete sample. This graph defines how response R i of variable i depends on observed variables. Since R i only depends on fully observed variables, it is clear that the missing data mechanism fullfills the MAR condition, but not the MCAR condition.
Four incomplete sets were generated with 0-10%, 10-20%, 20-30% and 30-40% missing values. The probability of non-response of variable i conditional on a parent configuration of R i was selected from the specified interval. The expected sufficient statistics obtained via MBP were used for estimating the parameters of the model. EM was run until a convergence threshold of 0.001. In table 1 the MBP and the EM estimates are shown. MBP requires 3 passes through the sample to estimate the parameters, whereas EM requires several passes, every time performing expensive inference in the BN on a per record basis. As the table suggests, the differences between estimates obtained with EM and MBP are small. At 30-40% missing data, only Pr(C|A,Ē) and Pr(C|Ā, E) suffer slightly.
For 30-40% missing data, we included for comparison, the parameter estimates obtained with available case analysis (column AC). AC relies heavily on the MCAR assumption. We see that MBP on the other hand can cope with MAR missing data as in this example. MBP is more robust against departures from the MCAR assumption compared to available cases analysis.
Estimating the parameters using MBP is almost instantaneous no matter how large the fraction of missing data is. For EM the number of passes through the data depends on the fraction of missing items; more passes were required for larger fractions of missing items.
at http://www.cs.huji.ac.il/labs/compbio/LibB. For MBP we implemented a greedy search hill-climber as the one described in [13] . The neighbourhood consists of all single additions, removals and reversals of arcs. In contrast to most hill-climbers that traverse the space of DAG modes, our hill-climber traverses the essential graph space by way of simulation. This is achieved through repeated covered arc reversals moving between equivalent DAG models. We refer to [5] and [11] for a thorough treatment of these matters.
We use the marginal likelihood as the scoring metric, with a BDeu [4] prior equivalent sample size of 1 (equivalent models receive the same marginal likelihood score). For MBP we select the 5 best predictors. The SEM implementation was run with default parameters, except for the equivalent sample size which we set to 1 (the default is 5).
We considered two benchmark BNs for the experiments: The ALARM network with 37 vertices and 46 arcs [1] about intensive care patient monitoring, and the Insurance network with 27 vertices and 52 arcs [2] classifying car insurance applications.
For the ALARM network 1000 and 5000 records were sampled. Incomplete sets were generated by applying a missingness mechanism where 18 variables (selected at random) could be missing, half of these according to an MCAR mechanism and the other half according to a MAR mechanism. Three incomplete sets were generated with 0-10%, 10-20% and 20-30% missing values on the 18 variables. For the Insurance network 1000 and 2500 records were sampled, and incomplete sets were generated where 14 variables could be missing, half of them according to a MAR mechanism and the other half according to an MCAR mechanism.
The models learned using SEM and MBP were compared using the marginal likelihood score from 10,000 records sampled from the BN learned (DAG model plus parameters) from the smaller complete data sample (1000 and 5000 for ALARM, 1000 and 2500 for Insurance). Hence, the larger this score, the better a learned model is able to predict the 10,000 records that represent the real underlying distribution. We do not consider the original networks as the golden standards because the relatively small learning samples do not necessarily support the original data generating networks anymore. It is more reasonable to compare to the models learned from these smaller complete data samples; after all we can't expect to do better than what actually can be learned from these smaller complete samples.
In table 2 Table 2 : Log marginal likelihood score for the ALARM network given 1000 and 5000 records. The score is based on 10,000 records sampled from the BNs learned from the 1000 and 5000 complete records. Table 3 : Log marginal likelihood score for the Insurance network given 1000 and 2500 records. The score is based on 10,000 record sampled from the BNs learned from the 1000 and 2500 complete records. score is better for both 1000 and 5000 records. The same conclusion holds for the Insurance network in table 3.
That MBP scores better we partly attribute to the fact that MBP does not get stuck in local optima while traversing DAG space due to covered arc reversals. Also, in contrast to EM (used by SEM), MBP will not get trapped in local optima due to an entirely different approach to solving the missing data problem compared to EM. We observed that the models learned using SEM were more complex compared to models learned with MBP.
As in parameter learning, MBP is significantly faster than SEM. At the same time, MBP is considerably simpler to implement than SEM; no BN inference engine is required.
Conclusion
We have developed an efficient method for generating approximate predictive distributions for missing data when learning Bayesian networks. It integrates easily with existing learning approaches for complete data, both for model learning and parameter learning.
The experiments show that the method works well for both MCAR and the more general MAR missing data mechanisms. It is a very fast method, yet the experiments indicate that the results obtained are comparable to those of EM and SEM. The gain in efficiency is especially noticeable for large data sets where EM and SEM are relatively slow.
