In this paper, we investigate the use of so called "duality lemmas" to study the system of discrete coagulation-fragmentation equations with diffusion. When the fragmentation is strong enough with respect to the coagulation, we show that we have creation and propagation of superlinear moments. In particular this implies that strong enough fragmentation can prevent gelation even for superlinear coagulation, a statement which was only known up to now in the homogeneous setting. We also use this control of superlinear moments to extend a recent result from [3] , about the regularity of the solutions in the pure coagulation case, to strong fragmentation models.
Introduction
In this work we consider the diffusive coagulation-fragmentation system describing the dynamics of clusters coalescing to build larger clusters and breaking apart into smaller pieces. Coagulation models were first introduced by Smoluchowski (see [20, 21] ) and then complexified to take into account other effects like fragmentation and diffusion. These models are used in numerous and diverse applications at very different scales, in physics (smoke, sprays), chemistry (polymers), or biology (hematology, animal collective behavior).
In this work we consider only discrete (in size) models, i.e. we assume that clusters can be of size i ∈ N * , and we denote by c i = c i (t, x) the concentration of clusters of size i at time t and position x. We also assume that the clusters are confined in a smooth bounded domain on Ω,
where ν(x) is a unit normal vector at x ∈ ∂Ω and the initial concentrations c 
The nonnegative parameters B i , β i,j and a i,j represent the total rate B i of fragmentation of clusters of size i, the average number β i,j of clusters of size j produced due to fragmentation of a cluster of size i, and the coagulation rate a i,j of clusters of size i with clusters of size j. The fragmentation of one cluster into smaller pieces should conserve mass, clusters of size 1 should not fragment further and the coagulation rates should be symmetric, so for all i, j ∈ N * , we impose
jβ i,j , B 1 = 0, a i,j = a j,i and a i,j , B i , β i,j ≥ 0.
For more details on both the modeling and the applications, we refer the reader to the surveys [10, 16, 8] and the references therein. Assumption (4) allows us to write (formally for any sequence (ϕ i )) the weak formulation:
For any k ≥ 0, we define the moment of order k (associated to solutions (c i ) of (1)-(4)) as
and similarly the initial moment of order k as
Considering ϕ i = i in the weak formulation (5)- (6) , it is easy to see that (at the formal level), the total mass Ω ρ 1 is conserved. Indeed we get that
id i c i = 0,
and an integration by part yields (thanks to the homogeneous Neumann boundary conditions) d dt Ω ρ 1 (t, x)dx = 0 and thus
Let us point out that (8) can fail to be true if the coagulation is strong enough, the mass This phenomenon is called gelation (in the homogeneous case see for instance [14] , or [12] for continuous (in size) models). In all cases, weak solutions satisfy
which gives a first a priori estimate stating that the mass ρ 1 lies in L 1 (Ω T ). Before proceeding further, let us introduce a precise definition of weak solutions, following [15] , that we will use throughout this paper. 
• c i is a mild solution to the i-th equation in (1) , that is
where Q i and F i are defined by (2) and (3),
In [15] , existence of weak solutions to (1)-(4) was proven under the following assumption on the asymptotic behavior of the coagulation and fragmentation coefficients:
This existence result relies on a sequence of truncated versions of the system (1)-(4), for which existence of global smooth solutions is known. Some compactness argument is then used to extract a solution of the full system (1)-(4). We detail this procedure in Section 4 (see also [15, 22, 23] ).
Within the existence framework of [15] , equation (7) was rewritten in [4] , as
and duality techniques were then used to get another a priori estimate on the mass ρ 1 , namely that it lies in L 2 (Ω T ), provided that inf i∈N * d i > 0 and sup
and that the coagulation coefficients are strictly sublinear, i.e.
Thanks to new duality estimates from [5] , it was recently proven in [3] , in the pure coagulation case and still assuming (11) , that moments ρ k of any order in fact lie in every L p (Ω T ), p < +∞, if the initial moments ρ k 0 lie in every L p (Ω) and under some additional assumption (see (12) ) on the diffusion rates d i . For other applications of these "duality estimates", see the survey [17] and the references therein.
We mention that similar results of propagation of moments were also obtained in [18, 19] , with different techniques and a slightly different set of hypothesis. The main result of [3] is then to deduce propagation of smoothness of the solutions of (1)-(4) (Theorem 1.5 with no fragmentation) from these estimates in L p (Ω T ) on the mass ρ 1 .
In this paper, we investigate other consequences of the L p estimates of [3] , this time in presence of fragmentation. Our main theorem states that, when the fragmentation is strong enough compared to the coagulation, we have creation and propagation of superlinear moments. This allows us to deduce that strong enough fragmentation can prevent gelation. To put this result in perspective, let us give a brief review (which is far from being exhaustive) of some of the main known results concerning the mass conserving solutions and the occurrence of gelation. For the homogeneous case, as long as the coagulation coefficients are sublinear, i.e.
the solutions of (1)-(4) are mass conserving, that is (8) rigorously holds (see for instance [1] ). In the inhomogeneous case, it was shown in [4] that mass conservation still holds at least for strictly sublinear coagulation coefficients (11), the limit case a i,j = i + j still being open. However, it is known in the homogeneous case that gelation occurs as soon as the coagulation coefficients are strictly superlinear if there is no fragmentation (see [14] for instance). Still in the homogeneous case, it was proven that having strong enough fragmentation could prevent this gelation phenomenon and ensure the conservation of mass even for superlinear coagulation coefficients (see [6, 7] , and also [11] for the continuous case). Here we prove that the same result holds for the inhomogeneous system with diffusion, under an additional assumption on the diffusion rates d i :
Here is the precise statement of our result.
Theorem 1.2.
Let Ω be a smooth bounded domain of R N , N ≤ 2. Assume the following behavior for the coagulation and fragmentation coefficients:
where C Q , C F > 0, 0 ≤ α, β ≤ 1, γ ≥ 1 and α + β < γ. Assume also (12), together with
Finally, assume that c
Then there exists a weak solution to the coagulation-fragmentation system (1)-(4), whose moments satisfy
In particular, the superlinear moment ρ k+γ−1 lies in L 1 (Ω T ), and thus gelation can not occur.
Before proceeding further, let us make a few comments about the hypothesis used in Theorem 1.2.
• We point out that assumption (14) is more general than assumption (9), which does not hold when α = 1 or β = 1 in (13) . Therefore the existence of weak solution could not be obtained by simply applying the results of of [15] , and we had to develop new existence results (see Theorem 1.3 and Proposition 2.1). Also the part about the coagulation in (14) is in fact implied by (13) .
• It will be made apparent in the proof of Theorem 1.2 that the creation of moments displayed in (15) is obtained through an iterative procedure (on m), and that assuming ρ in 1 ∈ L p (Ω) for all p < ∞ is needed only if one want to get (15) for all m ∈ N * . However, just assuming that ρ in 1 ∈ L p (Ω) for a given p can be enough to get at least a bound on one superlinear moment, and thus ensure that gelation can not happen. For
• It is also worth mentioning that in the case where ρ in 1 lies in L p (Ω) for a given p, the restrictions N ≤ 2 and c in i ∈ L ∞ (Ω) for all i ≥ 1 can be dropped, provided than (12) is replaced by a different closeness assumption on the diffusion rates d i (depending on p) which we will introduce later (25). This will be explained in Section 4 along the proof of Theorem 1.2 (see Remark 4.3).
• Finally, we point out that our assumption α + β < γ, which prescribes how strong the fragmentation should be compared to the coagulation, is more restrictive than the one made in [7] for the homogeneous case, where only α + β − 1 < γ is assumed. However, this difference is not related to the fact that our model includes spatial inhomogeneity, but comes from the fact that [7] only studies the case of binary fragmentation (where one cluster only breaks into exactly two smaller ones) and makes an additionnal assumption on the distribution of the fragmentation (represented in our cases by the coefficients β i,j ). If we also make an additionnal assumption on the β i,j , similiar to the one of [7] , we can show that Theorem 1.2 still holds with the weaker assumption α + β − 1 < γ (more details after the proof, in Remark 4.4).
As we pointed out earlier, to treat the stong fragmentation case we have to develop new existence results (see Proposition 2.1). In the process, we obtain a new proof of existence of weak solutions of (1)-(4) that is also valid in many non strong framentation cases. This proof was already presented in [4] but only in dimension 1. Here the improved duality estimates allow us to treat any dimension. Compared to the existence result of [15] , our theorem requires an additional assumption (16) on the diffusion coefficients and a more stringent assumption on the initial data (ρ
Our proof has the advantage of being rather simple, and its other virtue is that it can be adapted for a variation of the model presented here, where fragmentation is induced by binary collisions between clusters (see [4] and the references therein), leading to new quadratic terms that do not seem to be easy to treat with the inductive approach of [15] . The precise statement of our existence result is the following:
Let Ω be a smooth bounded domain of R N . Assume that the coagulation and fragmentation coefficients satisfy the asymptotic behavior (9) and that the diffusion rates are such that inf
Assume also that the initial data c 
Remark 1.4. We point out that the only assumption on the coagulation coefficients in Theorem 1.3 is (9), therefore this result includes situations where gelation can occur.
Finally, it was shown in [3] , with sublinear coagulation and no fragmentation, that having a control on all moments
, p < ∞, was enough to get a result of propagation of smoothness for solutions of (1)- (4). Since we have such a control in the strong fragmentation case thanks to Theorem 1.2, we are now able to complete this smoothness result so that it encompasses nearly all situations where it is known that gelation can not happen. Theorem 1.5. Let Ω be a smooth bounded domain of R N , N ≤ 2, and T > 0. Make the assumption (12) of convergence of the diffusion coefficients and assume the following behavior for the coagulation and fragmentation coefficients:
where 0 ≤ α, β ≤ 1. Assume also that the initial data c in i ≥ 0 are of class C ∞ (Ω), compatible with the boundary conditions and that for all k ∈ N * the initial moments ρ in k are of class C ∞ (Ω). Finally, assume that we are in one of the two following cases.
Sublinear coagulation case: (9) holds and α + β < 1.
Strong fragmentation case: (14) holds and there exists
Then there exists a smooth solution to the coagulation-fragmentation system (1)-(4) such that each c i is of class C ∞ (Ω T ), and such that the moments ρ k are also of class
Let us make a few comments about Theorem 1.5
• The C ∞ regularity down to time 0 requires of course the C ∞ hypothesis on the initial data. However, it can be seen in the various steps of the proof (see Section 5) that propagation of regularity in intermediate Sobolev spaces holds under suitable (less stringent) assumptions on the initial data.
• Since each c i is solution of a heat equation subject to a r.h.s. that can be controlled once all moments are bounded in L p (Ω T ), p < +∞, we can in fact show the creation of regularity for strictly positive times. For example, under the assumption that ρ in k ∈ L p (Ω) for all p < +∞ and all k ∈ N * , we can prove that the concentrations c i are of class C
∞ (]0, T ] ×Ω).
• In the strong fragmentation case, we can suppose even less, since we saw in Theorem 1.2 that moments bounds in
× Ω) for all ε > 0 and all k ≥ 0, and this is then enough to show smoothness on ]0, T ] × Ω.
Our paper is organised as follow. In Section 2 we present the truncated system we use to appoximate the caogulation-fragmentation system (1)-(4). We also give sufficient conditions, in terms of a priori estimates on the mass ρ 1 , under which the solutions of the truncated system converge (up to extraction) to weak solutions of the full system (1)-(4). In Section 3 we then recall some key results from [5] and [3] : improved duality lemmas that can be used to get the a priori estimates introduced in the previous section, allowing us to prove Theorem 1.3. In Section 4 we make further use of these a priori estimates, and show that they enable creation of higher order moments in the strong fragmentation case, to get the proof of Theorem 1.2. We conclude in Section 5 by showing how control on higher order moments translates into smoothness and prove Theorem 1.5.
Approximation scheme and existence results
In this section, we explain how to obtain weak solutions of the coagulation-fragmentation system (1)-(4) from a truncated system. For all n ∈ N * , we consider c n = (c
with
and
For this reaction diffusion system (of finite dimension and with finite sums in the r.h.s.), existence and uniqueness of nonnegative, global and smooth solution is known (see for instance [22] ). Notice that, if one assumes (4), the truncated version of the weak formulation (5)- (6) becomes (for any sequence (ϕ i ))
For all k ≥ 0, we then define the moment of order k, associated to the solution c n , as
We now given sufficient conditions on those moments, under which one can extract from (c n ) n a subsequence converging to a solution of (1)-(4).
Proposition 2.1. Let Ω be a smooth bounded domain of R N . Assume that d i > 0 for all i ∈ N * , that there exists p > 2 such that, for all n ∈ N * , the mass (ρ n 1 ) n associated to the solution c n of (17)- (19) is bounded in L p (Ω T ). Assume also that one of the two following statements holds:
(i) the coagulation and fragmentation coefficients satisfy the asymptotic behavior given in (9),
(ii) the coagulation and fragmentation coefficients satisfy the (weaker) asymptotic behavior given in (14) , and there exists
Then, up on extraction, (c n ) n converges to a weak solution c of (1)- (3),
Remark 2.2.
• As mentioned in the introduction, for the case (i) a more general result was already proven in [15] . However, our proof is much simpler because we assume that we have an a priori estimate on the mass in L p for some p > 2, from which we can deduce the convergence (up to extraction) of (c
We show situations where we can get this a priori estimate in the next sections. A proof similar to the one given here was also presented in [4] , but it was only valid in dimension N = 1 because they only had an a priori estimate in L 2 for the mass.
• While assumption (9) covers a wide variety of coagulation and fragmentation coefficients, it does not hold in some of the cases of strong fragmentation (which allows for stronger coagulation) considered in Theorem 1.2, for instance if α = 1 or β = 1. In that case the existence will be provided by the case (ii) of Proposition 2.1.
Proof. Since p ≥ 2, we start by noticing that,
and L 2 (Ω T ) respectively. Indeed, remembering the notations introduced in (14) ,
Thus, up to a diagonal extraction, we can assume that for each
and since p > 2, we get by interpolation that
Still by Fatou's Lemma, we also have that ρ 1 lies in L p (Ω T ).
To prove that the limit c = (c i ) is a weak solution of (1)- (4), it suffices to show that (Q n i (c n )) n and (
Combining the convergence of (c n i ) n to c i in L 2 with (9) and the fact that (ρ
respectively. This concludes the proof in the case (i). If (ii) holds instead of (i), we can only get
However, the knowledge that a superlinear moment (i.e. ρ n k for k > 1) is bounded in L 1 (Ω T ), will allow us to control (uniformly in n) reminders terms of the form n j=j0+1 jc n j . Indeed, we already know that ∞ j=j0+1 jc j can be made arbitrarily small in L 2 (Ω T ) by taking j 0 large enough, since ρ 1 lies in L p (Ω T ) with p ≥ 2. To show that n j=j0+1 jc n j can also be made arbitrarily small in L 2 (Ω T ) (uniformly in n), it is sufficient to prove that (ρ
To do so, we estimate
where we know that ρ k lies in L 1 (Ω T ), again by Fatou's Lemma. Therefore, (ρ
. Thus, we finally get that
This concludes the proof in the case (ii).
Remark 2.3. We point out that for case (ii), the fragmentation part of hypothesis (14) is not optimal. Indeed when proving the convergence of F n i to F i , we only used information on the first moment (more precisely that ρ 1 lies in L 1 (Ω T ) and that ρ
with a weaker hypothesis than (14) . Indeed estimating
we see that is suffices to assume that
Here it seems mandatory to assume that the limit is 0 (and not simply that the supremum over j is finite) because we do not know that (ρ n k ) n converges to ρ k but only that is is bounded in L 1 (Ω T ). Also, we cannot so easily extend similarly the hypothesis on the coagulation coefficients because of the quadratic nature of Q i .
Duality estimates and propagation of the mass in L p norms
In this section, we present some duality lemmas and their applications to the proof of propagation of mass in L p norm for the coagulation-fragmentation system (1)-(4). First we need to introduce the Definition 3.1. For m > 0 and q ∈]1, +∞[, we define K m,q > 0 as the best (i.e. the smallest) constant independent of T > 0 in the parabolic maximal regularity estimate
where v is the unique solution of the heat equation with constant diffusion coefficient m, homogeneous Neumann boundary conditions, and zero initial data:
We recall that for all m > 0 and q ∈]1, +∞[, K m,q is finite, and for the particular case q = 2 we have an explicit bound K m,2 ≤ 1 (see [3] and the references therein). We now recall some duality results, the first one being Proposition 1.1 of [5] (see also Proposition 2.4 of [3] for this exact formulation) and the second one being Proposition 2.5 of [3] . In the sequel, we shall systematically denote by p ′ the conjugate exponent of p ∈]1, +∞[, e.g. satisfying
Let Ω be a smooth bounded subset of R N and consider a function M :
then there exists a constant C (depending only on Ω, T, a, b, p) such that for any u 0 ∈ L p (Ω), any weak solution u of the parabolic system
Lemma 3.3. Let Ω be a smooth bounded subset of R N , µ 1 , µ 2 ≥ 0 and consider a function
then there exists a constant C (depending only on Ω, T, a, b, p) such that for any u 0 ∈ L p (Ω), any function u : Ω T → R + satisfying (weakly)
belongs to L p (Ω T ), and satisfies the estimate:
Let us now briefly explain how the above duality lemmas are used in the context of the coagulation-fragmentation system (1)-(4). 
Then there exists C > 0 such that, for all n ∈ N * , the mass ρ n 1 associated to the solution of the truncated system (17)-(19) satisfies
Proof. Looking at (20)- (21), we see that
and thus the mass ρ n 1 satisfies
. Thanks to assumptions (24)-(25), we can apply Lemma 3.2 to ρ n 1 , and the results follows since (ρ
As already pointed out in [5] , the closeness hypothesis (25) can be removed when p is close to 2, providing a variant of Proposition 3.4. 
Proof. As already pointed out after Definition 3.1, for q = 2 we have an explicit bound K m,2 ≤ 1. This yields that for any a, b > 0,
Therefore, by continuity of p → K m,p ′ (see [5, Lemma 3.2] for an explicit computation) there exists p 0 > 2 (depending on a = inf
We then conclude by applying again Lemma 3.2 (or directly Proposition 3.4).
Finally, if one assume (12) , e.g. that the diffusion rates d i are converging toward a positive limit, hypothesis (25) can be removed for any p, basically because the coefficients d i will then be arbitrarily close from one another for i large enough (if fragmentation is non zero, we have to restrict ourselves to low dimension N ≤ 2). This leads to yet another variant of Proposition 3.4, which was already stated and proven in [3] in the particular case of no fragmentation, that is when one assumes that F i = 0 for all i ∈ N * .
Proposition 3.6. Let Ω be a smooth bounded domain of R N , N ≤ 2, and T > 0. Assume (4). Assume also that the coagulation coefficients satisfy
and that the diffusion coefficients satisfy (12) . Let p ∈]2, +∞[ and assume that the initial data c
for all i ∈ N * , and that the initial mass ρ in 1 lies in L p (Ω). Then there exists C > 0 such that, for all n ∈ N * , the mass ρ n 1 associated to the solution of the truncated system (17)
We point out that the assumption (12) stating that (d i ) converges, which allows us to get rid of the closeness hypothesis (25), is not much more stringent from the physical point of view than just assuming that the diffusions coefficients are bounded below, because it is expected that the clusters diffuse less when they become larger, and thus the sequence (d i ) is expected to be decreasing. Also notice that while assumption (25) depends on p (and gets more and more stringent when p goes to infinity), assuming (12) allows to get the propagation of the mass in every L p , p < +∞. To prove Proposition 3.6, we first need a control on a finite number of concentrations c i . This is the content of the following lemma.
Lemma 3.7. Let Ω be a smooth bounded domain of R N , N ≤ 2, and T > 0. Assume (4). Assume that the fragmentation coefficients satisfy the asymptotic behavior (14) and that the diffusion coefficients satisfy (24). Assume also that the initial concentrations c (17)- (19) satisfies
Proof. By Proposition 3.5, (ρ
For i = 1 we have that Q +,n i (c n ) = 0, and therefore
Since r > 2, N ≤ 2 and c 1 ≥ 0, the regularizing properties of the heat equation yield that (c
involves only c n j for j < i, we can conclude by induction. We can now get L p estimates on the mass ρ 1 , assuming the convergence (12) of the diffusion coefficients. Proof of Proposition 3.6. For any I ∈ N * , we define
Since (d i ) converges toward a positive limit, there exists a positive integer I such that
We fix such an I and then consider, for n ≥ I,
Since (12) implies (24), Lemma 3.7 holds and it is enough to prove that (ρ
. Using (21) and the hypothesis i = i−1 j=1 jβ i,j of (4), we get that the contribution of fragmentation to the evolution of ρ I,n 1 is nonpositive:
Therefore we get (using (20) and again the symmetry assumption in (4))
Using (26), we end up with
where
and we can conclude the proof of Proposition 3.6 thanks to Lemma 3.3. that are needed to apply the existence result of Proposition 2.1 for the full system (1)-(3) . In particular, Theorem 1.3 is nothing more than the combination of Proposition 3.5 and Proposition 2.1 case (i).
Superlinear moments and absence of gelation in the case of strong fragmentation
In this section we show how the result of Propositions 3.4 and 3.6, namely knowing that the mass ρ 1 lies in L p (Ω T ), p < +∞, allow us to prove Theorem 1.2, that is the creation and propagation of superlinear moments in presence of strong fragmentation, which prevents gelation. We start by presenting two elementary bounds that will be useful in the course of the proof. 
Lemma 4.2. Let f be a nonnegative integrable function on R + , m ∈ N * and T > 0. Assume there exists C 1 , C 2 > 0 and 0 < θ < 1 such that
we get the announced estimate.
We are now ready to prove Theorem 1.2. The outline of the proof is the following. First, we use the assumption (13) ) for all m ∈ N * . Finally, these a priori estimates enable us to apply Proposition 2.1, and to get a bound on the moments ρ l+m(γ−1) of the full system.
Proof of Theorem 1.2. For n ∈ N * , we consider c n the solution of (17)- (19) . For l > 1 we introduce
Using the weak formulation (20)- (21), assumption (13) and the symmetry of (4), we have
To bound from above the coagulation term, we use the existence of a constant C Q,l > 0 such that,
see for instance [6] . To bound from below the fragmentation term, we estimate (using (4))
the last inequality coming from the concavity (if 1 < l ≤ 2) or the convexity (if l ≥ 2) of x → (1 − x) l−1 . Introducing C F,l = min(l − 1, 1) > 0 and going back to (28), we end up with
Integrating on Ω and using the homogeneous Neumann boundary conditions, we get that
Assuming that l > 2 − (γ − α) and l > 2 − (γ − β), i.e. α + 1 ≤ γ + l − 1 and β + 1 ≤ γ + l − 1 (these are the assumptions on k in Theorem 1.2), Hölder's inequality yields the following interpolation estimates The only property that we are going to use, which holds in every case, is that the obtained exponent for ρ n γ+l−1 is strictly less than 1. In the case α + l − 1 ≥ 1 and
Then, for any 0 ≤ t ≤ T , if we integrate between t and T and use Hölder's inequality, we end up with
γ−(α+β) . But thanks to Proposition 3.6, we have that for
Renaming the constants, we have shown that, for all l > 1 also satisfying l > 2 − (γ − α) and l > 2 − (γ − β), for all n ∈ N * and all 0 ≤ t ≤ T ,
where 0 < θ l < 1, 0 <C j,l < ∞, 1 ≤ j ≤ 3, and crucially none of these constants depend on n. We are now ready to prove by induction that, for all m ∈ N * and all T > 0, there exists Č < ∞ (depending on k, m, |Ω| and T ) such that
We start by proving (32) for m = 1. Using (31) with l = k and t = 0 we get
, and Lemma 4.1 then yields (32) for m = 1. We now take m ∈ N * and consider (31) with l = k + m(γ − 1). We get
. (m−1)! , integrating for t between 0 and T , and assuming that (32) holds for m, we end up with
Multiplying by
Lemma 4.2 then yields a bound, that does not depend on n, for
Thus (32) holds for m + 1, and then for all m ∈ N * by induction.
Then, notice that (32) with m = 1 says exactly that the superlinear moment ρ n k+γ−1 n is bounded in L 1 (Ω T ). Therefore we can apply Proposition 2.1 case (ii) to extract from (c n ) n a weak solution c of (1)- (4) . Besides, as we saw in the proof of Proposition 2.1 case (ii), the L 1 bound of the superlinear moment ρ n k+γ−1 n allows us to prove that (ρ
. But for all t ≥ 0 and all n ∈ N * we have (rigorously)
and since
we get that, for almost all t ≥ 0,
i.e. there is no gelation. Finally, by Fatou's Lemma the bound (32) is carried over to the moments of the limiting solution c, i.e. for all m ∈ N *
Remark 4.3. The assumption (12) on the convergence of the diffusion coefficients, the assumption c in i ∈ L ∞ (Ω) for all i ≥ 1, and the assumption N ≤ 2 were only used here to apply Proposition 3.6 and get a bound on (ρ
, consider an arbitrary dimension N , assume (25) instead of (12) and remove the assumption c Remark 4.4. As already pointed out, in Theorem 1.2 we made no assumption on the coefficients β i,j (aside from the microscopic mass conservation (4)). A fairly generic assumption one can add is the following:
A similar assumption is made (in the particular case of binary fragmentation) in [7] for the homogeneous case. While (34) may not hold for some coagulation-fragmentation models (it is for instance not satisfied for the Becker-Döring [2] model), it does still hold for a broad range of models. Indeed, typical examples of fragmentation coefficients are
see [15] and the references therein. For such coefficients, one can check that (34) is always satisfied. Assuming (34), we can then use it instead of (29) in the proof of Theorem 1.2, and gain one power of i. The moment of higher order that appears from the fragmentation term is then ρ l+γ (in place of ρ l+γ−1 ), and the rest of the proof still holds if we only assume α + β < γ + 1 and γ ≥ 0 (instead of α + β < γ and γ ≥ 1).
Propagation of smoothness
This section is devoted to the proof of Theorem 1.5. The main argument is to show that a control of all moments ρ k , k ≥ 0, in all spaces L p (Ω T ), p < ∞, allows for propagation of smoothness (Proposition 5.2). We begin with a lemma to control the coagulation and fragmentation terms Q i and F i . where we also used (16), i.e. that the d i are bounded above and below, which ensure that the regularity estimates are uniform w.r.t. i. Therefore (39) holds for all s ∈ N. Notice that we also get W s,p estimates for moments ρ k of any order, because
Finally, we can give the Proof of Theorem 1.5. We want to apply Proposition 5.2. Notice that (36) is implied by the assumptions of Theorem 1.5.
In the sublinear coagulation case, the fact that ρ k lies in L p (Ω T ) for all k ≥ 0 and all p < ∞ was already proven in [3, Theorem 1.9] , in the case of pure coagulation (F i = 0 for all i ∈ N * ). The proof is a more technical version of the one of Proposition 3.6 that can be readily extended to cases including fragmentation. One only needs to assume N ≤ 2 (to get Lemma 3.7, which is valid in any dimension only when there is no fragmentation). Then, since the contribution of the fragmentation to the evolution of truncated moment ρ I,n k of any order is non positive (thanks to (4)):
the proof from [3] still holds without further modifications, even when the fragmentation is nonzero, and we get that ρ k lies in L p (Ω T ) for all k ≥ 0 and all p < ∞, in the sublinear coagulation case.
In the strong fragmentation case, since the assumptions implies that ρ in k lies in L 1 (Ω) for all k ≥ 0, Theorem 1.2 yields that ρ k lies in L 1 (Ω T ) for all k ≥ 0. But by Proposition 3.6, we also have that ρ 1 lies in L p (Ω T ) for all p < ∞. By interpolation we then get that ρ k lies in L p (Ω T ) for all k ≥ 0 and all p < ∞. Therefore, we can use Proposition 5.2 in both the sublinear coagulation and the strong fragmentation cases. The C ∞ regularity announced in Theorem 1.5 is then a straightforward consequence of Sobolev embeddings.
We finish with the proof of the uniqueness statement, which is an extension from a result in [13] where only the case without fragmentation is treated. We consider c = (c i ) i∈N * and c = (c i ) i∈N * two smooth solutions to the coagulation-fragmentation system (1)- (4) Since a i,j ≤ Cij, we obtain 1 2
For the second term, we have (using (4) Putting everything back together, we get
and by Gronwall's Lemma we conclude that, if the solutions c andc have the same initial data, then they remain equal for all positive time.
