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THE BETTI SIDE OF THE DOUBLE SHUFFLE THEORY.
I. THE HARMONIC COPRODUCT
BENJAMIN ENRIQUEZ AND HIDEKAZU FURUSHO
Abstract. The double shuffle and regularization relations between multiple zeta values lead
to the construction of the ”double shuffle and regularization” scheme, which is a torsor under
a ”double shuffle” group scheme (Racinet). This group scheme is the target of a morphism
from the Tannakian group of the category of unramified mixed Tate motives relative to the
”de Rham” realization. The aim of this series is to construct a ”Betti” counterpart of this
group scheme.
The present paper is based on the following observations: (a) the torsor structure of the
”double shuffle and regularization” scheme arises from restriction of the regular action of a
group of automorphisms of a topological free Lie algebra on itself (Racinet); (b) the double
shuffle group scheme is contained in the stabilizer of a particular element of a module over the
group of automorphisms of the topological Lie algebra, which identifies with the harmonic
coproduct (earlier work of the authors). These observations lead to the construction of a
”Betti” analogue of the harmonic coproduct.
We explicitly compute this ”Betti” coproduct by making use of the following tools: (i) an
interpretation of the harmonic coproduct in terms of infinitesimal braid Lie algebras, inspired
by the preprint of Deligne and Terasoma (2005); (ii) the similar interpretation of an explicit
coproduct in terms of braid groups; (iii) the collection of morphisms relating braid groups
and infinitesimal braid Lie algebras arising from associators (Drinfeld, Bar-Natan).
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0. Introduction
0.1. Double shuffle theory. The Q-linear category T := MT(Z)Q of mixed Tate motives over
Z has been constructed in [DeG]. This is a Tannakian category, equipped with fiber functors
ωB, ωDR : T → VecQ to the category of finite dimensional Q-vector spaces, which are called
the Betti and de Rham realizations. It gives rise to a Q-scheme Isom⊗T (ωB, ωDR) given by
k 7→ Isom⊗T (ωB ⊗ k, ωDR ⊗ k), where k runs over Q-algebras. It also gives rise to the ”motivic
Galois” Q-group schemes Aut⊗T (ωX), for X ∈ {B,DR} given by k 7→ Aut
⊗
T (ωX ⊗ k). Then
Isom⊗T (ωB, ωDR) is equipped with free and transitive actions of Aut
⊗
T (ωDR) from the left, and
of Aut⊗T (ωB) from the right, which commute with one another.
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The category T is closely connected with the family of numbers known as multiple zeta
values (MZVs), which are given by
∀s ≥ 1, k1 ≥ 1, . . . , ks−1 ≥ 1, ks ≥ 2, ζ(k1, . . . , ks) =
∑
0<n1<···<ns
1
nk11 · · ·n
ks
s
;
it follows from their integral expressions that these numbers, as well as1 2πi, are periods of
mixed Tate motives.
Combining [Dr] and [LeM], one can exhibit a family of algebraic relations satisfied by the
MZVs and 2πi, the ”associator relations”. The corresponding Q-scheme is the scheme of as-
sociators; it is equipped with free and transitive actions of Q-group schemes k 7→ GT(k) from
the left, and k 7→ GRT(k) from the right (the Grothendieck-Teichmu¨ller group scheme and its
graded version, also denoted GT(−) and GRT(−)), which commute with one another.
In [An], it is explained that there is a Q-scheme morphism from Isom⊗T (ωB, ωDR) to the
scheme of associators; there are also Q-group scheme morphisms Aut⊗T (ωB) → GT(−) and
Aut⊗T (ωDR)→ GRT(−), which are compatible with the actions of each side.
In [IKZ, R], another family of algebraic relations satisfied by MZVs and 2πi was exhibited,
the ”double shuffle and regularization relations”. The corresponding Q-scheme was constructed
in [R]: it is a functor2 k 7→ ⊔µ∈k×{µ}×DMRµ(k), which is equipped with a free and transitive
left action of a Q-group scheme k 7→ k× ⋉ (DMR0(k),⊛) (see Proposition 1.3). In contrast to
the situation of associators, no commuting right action of a Q-group scheme is given in [R].
Along with a better understanding of the relations between braids and double shuffle theory,
the construction of such an action is the main objective of the present series of papers; it is
obtained in [EFu2] based on the results of the present paper.
The relations between the ”associator” and ”double shuffle” schemes were studied in [Fu2],
where an inclusion of the former into the latter scheme was constructed. It was also proved that
this inclusion is compatible with a Q-scheme morphism, whose specialization at k is a group
morphism GRT(k)op → k×⋉(DMR0(k),⊛); combining it with the morphism Aut
⊗
T (ωDR⊗k)→
GRT(k), we obtain a morphism Aut⊗T (ωDR ⊗ k)
op → k× ⋉ (DMR0(k),⊛), which leads one to
view k× ⋉ (DMR0(k),⊛) as a ”de Rham” object. The preprint [DeT], based on the ideas of
Deligne’s letter to Racinet (April 21, 2001) also introduces several ideas which could potentially
apply to the problem of the comparison of the ”associator” and ”double shuffle” schemes.
The group (DMR0(k),⊛) is a subgroup of a group (exp(L̂ibk(X)),⊛) of automorphisms of a
topological Lie algebra (see Theorem 1.1). In [EFu0]3, this group inclusion is explained as fol-
lows: it is shown that the group (exp(L̂ibk(X)),⊛) acts on a k-module Homk-mod(k〈〈Y 〉〉,k〈〈Y 〉〉⊗ˆ2);
this k-module contains an explicit element ∆ˆ⋆ (the harmonic coproduct, which is one of the key
1We set i :=
√−1.
2
DMR stands for the French “double me´lange et re´gularisation”.
3We take the opportunity of this paper to correct a typo from [EFu0], §1, 2 lines after eq. (1.1): the coefficient
of x0x1 in the series I is not 2π
√−1, but −(2π√−1)2/24.
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ingredients of the expression of the double shuffle relations); (DMR0(k),⊛) is then contained in
the stabilizer subgroup of this element (see Theorem 1.4). One can easily extend the action of
(exp(L̂ibk(X)),⊛) to an action of k
× ⋉ (exp(L̂ibk(X)),⊛) on the same space, and show that
k× ⋉ (DMR0(k),⊛) is contained in the stabilizer subgroup of ∆ˆ⋆ for the extended action (see
Corollary 1.7).
Explicitly, k〈〈Y 〉〉 is the degree completion of the free associative algebra over generators yn
of degree n for each n ≥ 1 (this algebra is non-commutative), equipped with the topological
Hopf algebra structure with coproduct ∆ˆ⋆ such that
∀n ≥ 1, ∆ˆ⋆(yn) = yn ⊗ 1 + 1⊗ yn +
n−1∑
k=1
yk ⊗ yn−k.
0.2. The main result of this paper. As mentioned above, the main task of this series of
papers is a description of a ”Betti” Q-group scheme, acting from the right on the double shuffle
scheme and commuting with the action of the ”de Rham” group scheme k 7→ k×⋉(DMR0(k),⊛).
As a first step in this direction, we devote the present paper to a construction that we now
explain. We first present the following statement, whose proof is immediate.
Principle 0.1. Let G be a group, the V be a G-module, let v ∈ V. Let H be a subgroup of G such
that for any h ∈ H, h · v = v (we say that H is contained in the stabilizer of v). Let H˜ ⊂ G be a
subset such that H˜ is stable under the action of H from the left, and moreover is a torsor under
the action of this group. Then the set {h˜−1 · v | h˜ ∈ H˜} contains exactly one element v˜.
Set
G := k× ⋉ (exp(L̂ibk(X)),⊛), V := Homk-mod(k〈〈Y 〉〉,k〈〈Y 〉〉
⊗ˆ2), v = ∆ˆ⋆,(0.2.1)
H := k× ⋉ (DMR0(k),⊛), H˜ := ⊔µ∈k×{µ} × DMRµ(k),
the action of G on V being as in §0.1. The hypothesis h · v = v for h ∈ H follows from the
stabilizer result of [EFu0], while the torsor structure of H˜ over H follows from the torsor results
of [R] (see also Proposition 1.3).
One may therefore apply Principle 0.1 in this situation, which leads to the construction of
an element v˜. The main result of this paper is an explicit description of this element. Before
stating this result, we introduce the following material:
• we define k〈〈X〉〉 to be the free associative algebra over generators x0, x1. Then the map
yn 7→ x
n−1
0 x1 enables one to view k〈〈Y 〉〉 as a topological subalgebra of k〈〈X〉〉;
• we define F2 to be the free group over generators X0, X1 and kF2 be its group algebra;
then WBl := k⊕ kF2(X1 − 1) is a subalgebra of kF2;
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• we define4 inj
1
: kF2 → k〈〈X〉〉 to be the algebra morphism defined by X0 7→ ex0, X1 7→
e−x1 (where et is the series
∑
n≥0 t
n/n!); it is injective and restricts to an injective algebra
morphism injl
1
:WBl → k〈〈Y 〉〉.
Theorem 0.2. 1) The algebra WBl = k ⊕ kF2(X1 − 1) is equipped with a Hopf algebra
structure with coproduct
∆♯ :W
B
l → (W
B
l )
⊗2,
given by
∆♯(X
±1
1 ) = X
±1
1 ⊗X
±1
1 , ∆♯(Y
±
n ) = Y
±
n ⊗ 1 + 1⊗ Y
±
n +
n−1∑
k=1
Y ±k ⊗ Y
±
n−k for any n ≥ 1,
where
Y ±n := (X
±1
0 − 1)
n−1X±10 (1−X
±1
1 ) (n ≥ 1).
2) There is a unique morphism of topological algebras k〈〈Y 〉〉 → k〈〈Y 〉〉⊗ˆ2, such that the
diagram
WBl
∆♯ //
 _
injl
1

(WBl )
⊗2
 _
(injl
1
)⊗2

k〈〈Y 〉〉 // k〈〈Y 〉〉⊗ˆ2
commutes.
3) This morphism coincides with the element v˜ arising from Principle 0.1 in the setting
(0.2.1).
Moreover, v˜ and v are related in the following way: both maps k〈〈Y 〉〉 → k〈〈Y 〉〉⊗ˆ2 are
compatible with the degree filtration of each side and the associated graded maps of v˜ and
v = ∆ˆ⋆ coincide.
0.3. Idea of the proof. The proof of Theorem 0.2, 1) is based on a presentation of the algebra
WBl (§§2.1,2.2).
In §1.3, one constructs a completion WˆBl ofW
B
l , together with an isomorphism iso
l
1 : Wˆ
B
l →
k〈〈Y 〉〉 of topological algebras; the isomorphism isol1 is then the unique continuous extension
of injl
1
. In §2.3, one proves the existence of a morphism of topological algebras ∆ˆ♯ : Wˆ
B
l →
(WˆBl )
⊗ˆ2 (which is necessarily unique), extending ∆♯ : W
B
l → (W
B
l )
⊗2. The morphism of
topological algebras k〈〈Y 〉〉 → k〈〈Y 〉〉⊗ˆ2 from Theorem 0.2, 2) is then necessarily equal to
(isol1)
⊗2 ◦ ∆ˆ♯ ◦ (iso
l
1)
−1.
4Our notation policy with respect to underlining can be described as follows: the notation for ”de Rham”
objects are not underlined (e.g. ∆⋆); the notation for the similar ”Betti” objects are underlined (e.g. ∆⋆);
objects relating de Rham and Betti sides are usually also underlined (e.g. SYΘ(k,G), a(µ,Φ)).
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Define now a continuous k-linear map ∆ˆ⋆ : WˆBl → (Wˆ
B
l )
⊗ˆ2 by ∆ˆ⋆ := ((iso
l
1)
−1)⊗2 ◦ v˜ ◦ isol1
(see also Lemma-Definition 1.11). Theorem 0.2, 3) is then equivalent to the equality ∆ˆ⋆ = ∆ˆ♯,
which is stated in Theorem 3.1 and proved in the subsequent sections.
Let us explain the structure of the proof of this theorem. By the definition of ∆ˆ⋆, this map
may be characterized by the commutativity of a diagram
WˆBl
∆ˆ⋆ //
SYΘ(µ,Φ)

(WˆBl )
⊗ˆ2
(SYΘ(µ,Φ))
⊗2

k〈〈Y 〉〉
∆ˆ⋆
// k〈〈Y 〉〉⊗ˆ2
for some pair (µ,Φ), with µ ∈ k× and Φ ∈ DMRµ(k) (see (1.4.1), with notation as in §1.1). By
using a primitiveness property of Φ (Lemma 1.15) and the properties of Γ-functions of elements
of DMRµ(k), one shows that ∆ˆ⋆ also fits in a commutative diagram
WˆBl
∆ˆ⋆ //
al(µ,Φ)

(WˆBl )
⊗ˆ2
(al(µ,Φ))
⊗2

k〈〈Y 〉〉
∆ˆ⋆
// k〈〈Y 〉〉⊗ˆ2
Ad(
ΓΦ(−e1)ΓΦ(−f1)
ΓΦ(−e1−f1)
)
// k〈〈Y 〉〉⊗ˆ2
(see Proposition 1.19). As a side result, this diagram implies that ∆ˆ⋆ is an algebra morphism,
a fact that is also a consequence of Theorem 3.1 (see Theorem 1.16). Since ∆ˆ⋆ is characterized
by the commutativity of this diagram, the equality ∆ˆ⋆ = ∆ˆ♯ is equivalent to the commutativity
of the diagram
WˆBl
∆ˆ♯ //
al(µ,Φ)

(WˆBl )
⊗ˆ2
(al(µ,Φ))
⊗2

k〈〈Y 〉〉
∆ˆ⋆
// k〈〈Y 〉〉⊗ˆ2
Ad(
ΓΦ(−e1)ΓΦ(−f1)
ΓΦ(−e1−f1)
)
// k〈〈Y 〉〉⊗ˆ2
for some pair (µ,Φ), µ ∈ k×, Φ ∈ DMRµ(k) . In §1.3.1, we introduce the notation WˆDRl :=
k〈〈Y 〉〉, and in §3.1 we introduce ’right’ versions WˆDRr , Wˆ
B
r of Wˆ
DR
l , Wˆ
B
l as well as ’left-right’
variants ∆ˆl,r⋆ : WˆDRl → (Wˆ
DR
r )
⊗ˆ2, ∆ˆ
l,r
♯ : Wˆ
B
l → (Wˆ
B
r )
⊗ˆ2 of the maps ∆ˆ⋆, ∆ˆ♯; the above
commutative diagram is then equivalent to the commutativity of
(0.3.1) WˆBl
∆ˆ
l,r
♯ //
al(µ,Φ)

(WˆBr )
⊗2
(ar(µ,Φ))
⊗2

WˆDRl
∆ˆl,r⋆
// (WˆDRr )
⊗ˆ2
Ad
(
eµ(e1+f1)−1
e1+f1
ΓΦ(e1+f1)
ΓΦ(e1)ΓΦ(f1)
) // (WˆDRr )⊗ˆ2
for some pair (µ,Φ), µ ∈ k×, Φ ∈ DMRµ(k) (Proposition 3.13).
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In order to do this, one first proves this commutativity for Φ being an associator with
parameter µ. This is done in several steps: in §5, based on the preprint [DeT], we insert
∆ˆl,r⋆ in a commutative diagram (5.3.3) based on infinitesimal braid Lie algebras. In §6, we
construct a similar commutative diagram (6.3.3) relating ∆ˆ
l,r
♯ and braid groups. After recalling
the properties of associators of relating infinitesimal braid Lie algebras and braid groups in
§7, we construct in §8 commutative diagrams relating with one another various constituents
of (5.3.3) and (6.3.3). As a result, one proves the commutativity of (0.3.1) for Φ being an
associator with parameter µ (see Proposition 8.17).
While Proposition 8.17 states the commutativity of (0.3.1) for Φ being an associator with
parameter µ, the proof of Theorem 3.1 needs the same statement for Φ an element of DMRµ(k).
In order to prove this last statement, one may either: (a) combine the result of [Fu2] according
to which there is an inclusion of the set of associators defined over k with parameter µ to
DMRµ(k) with the result to [Dr] according to which this set of associators is not empty, or (b)
assume that k = C, choose for (µ,Φ) the pair (1, ϕKZ) (see §1.1), derive from there the equality
∆ˆC⋆ = (∆
C
♯ )
∧ of the tensor products of the coproduct with C, and use base change to prove this
equality over a general Q-algebra k (see §9).
0.4. Organization of the paper. This paper is divided into three parts. In Part 1, we recall
some background, prove 1) and 2) in Theorem 0.2, and give a reformulation of 3) in this theorem,
which is Theorem 3.1. In Part 2, we prove Theorem 3.1 according to the ideas explained above.
Part 3 is devoted to a discussion of the categorical aspects of this proof.
Leitfaden
II−§4
$$❍
❍❍
❍❍
❍❍
❍❍
zz✈✈✈
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I−§1
##●
●●
●●
●●
●
I−§2
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✇✇
✇✇
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II−§5
$$❍
❍❍
❍❍
❍❍
❍❍
II−§6
zz✈✈
✈✈
✈✈
✈✈
✈
II−§7
uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
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❥
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❙❙❙
❙❙❙
❙❙❙
❙❙ II−§8
tt❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
II−§9

III−§10
0.5. Convention. Throughout the paper, except in §9, we fix a commutative, associative and
unital Q-algebra, which will be denoted k.
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Part 1. Basic material and formulation of Theorem 3.1
§§1–3 are devoted to a proof of 1) and 2) in Theorem 0.2, as well as to a reformulation of 3)
in this theorem, which is Theorem 3.1. In §1, we recall some results from double shuffle theory
and explain how these results give rise to a coproduct ∆ˆ⋆ on a suitable topological algebra
WˆBl . In §2, we construct an explicit coproduct ∆ˆ♯ on the same algebra. In §3, we state the
main result of the paper, which is the equality ∆ˆ⋆ = ∆ˆ♯ (Theorem 3.1), and give an equivalent
formulation of this statement (Proposition 3.13).
1. A coproduct ∆ˆ⋆ on WˆBl arising from the stabilizer interpretation of the
double shuffle group
In §1.1, we first recall the construction ([R]) of the following structure, originating in the
formalism of double shuffle relations for MZVs: a family of subsets DMRµ(k) indexed by µ ∈ k
of a group of automorphisms of the topologically free Lie algebra over two generators, denoted
(exp(L̂ibk(X)),⊛), the fact that (DMR0(k),⊛) is a subgroup, and the fact that this group acts
by left multiplication in a free and transitive way on DMRµ(k) for any µ ∈ k (one says that
DMRµ(k) is a left torsor over (DMR0(k),⊛)). We also explain the construction of an action
of k× on the group (exp(L̂ibk(X)),⊛) and on its subgroup (DMR0(k),⊛), and that a subset
⊔µ∈k×{µ}×DMRµ(k) of the semidirect product k
×⋉ (exp(L̂ibk(X)),⊛) constructed out of the
various DMRµ(k) (µ ∈ k×) is a torsor over the semidirect product k×⋉DMR0(k) under action
by left multiplications.
In §1.2, we recall the result from [EFu0] relating the double shuffle group (DMR0(k),⊛) with
a stabilizer group, namely the stabilizer of the harmonic coproduct ∆ˆ⋆ from the theory of [R],
viewed as an element of the k-module Homk-mod(k〈〈Y 〉〉,k〈〈Y 〉〉⊗ˆ2), which is a module over
(exp(L̂ibk(X)),⊛). We also slightly extend the result from [EFu0] to semidirect products, by
relating the semidirect product k×⋉(DMR0(k),⊛) with the stabilizer of ∆ˆ⋆ for an action of the
semidirect product k× ⋉ (exp(L̂ibk(X)),⊛) on Homk-mod(k〈〈Y 〉〉,k〈〈Y 〉〉⊗ˆ2) (Corollary 1.7).
In §1.3, we interpret the basic algebras k〈X〉, k〈Y 〉 of [R] in terms of Lie algebras: k〈X〉
identifies with the enveloping algebra U(f2) of a free Lie algebra f2 with two generators; k〈Y 〉
identifies with a subalgebra, denotedWDRl (a notation borrowed from [DeT]). We also introduce
the Betti counterpart of these objects, namely the group algebra kF2 of the free group F2
over two generators and its subalgebra WBl , as well as various filtrations and completions.
The completions of WBl (resp. W
DR
l ) are denoted Wˆ
B
l (resp. Wˆ
DR
l ); there is a canonical
isomorphism WˆDRl ≃ k〈〈Y 〉〉. We also construct a family of topological algebra isomorphisms
isolµ : Wˆ
B
l → Wˆ
DR
l indexed by µ ∈ k
×.
In §1.4, we apply Principle 0.1 in the following particular case given by (0.2.1). One
then obtains an element v˜ ∈ V = Homk-mod(WˆDRl , (Wˆ
DR
l )
⊗ˆ2). We denote the pull-back
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of this element through the isomorphism isol1 : Wˆ
B
l → Wˆ
DR
l by ∆ˆ⋆; this is an element of
Homk-mod(WˆBl , (Wˆ
B
l )
⊗ˆ2), which will be our main object of study.
In §1.5, we show that ∆ˆ⋆ equips Wˆ
B
l with a topological cocommutative Hopf algebra structure
(Theorem 1.16).
In §1.6, we show that ∆ˆ⋆ is compatible with the filtration of WˆBl and show that the associated
graded map can be identified with ∆⋆ (Theorem 1.17).
Finally, in §1.7, we show that ∆ˆ⋆ fits in a certain commutative diagram, a result which will
be useful for its computation in the later parts of the paper (Proposition 1.19).
Before closing this introduction, we give the following diagram of the main Hopf algebra
structures introduced in this and the next sections, and of their logical interrelations.
(k〈Y 〉,∆⋆) (§1.1, [Rac])
completion
(k〈〈Y 〉〉, ∆ˆ⋆) (§1.1)
isom. WDRl ≃ k〈Y 〉 (§1.3) isom. Wˆ
DR
l ≃ k〈〈Y 〉〉 (§1.3)
(WDRl ,∆⋆) (§1.4)
completion
(WˆDRl , ∆ˆ⋆) (§1.4)
pull-back by SYΘ(µ,Φ) with Φ ∈ DMRµ(k) (§1.2 and [EF])
(WˆBl , ∆ˆ⋆) (§1.4)
equality (Theorem. 3.1)
(WBl ,∆♯) (§2.2)
completion
(§2.3)
(WˆBl , ∆ˆ♯) (§2.3)
1.1. Construction of a torsor over k× ⋉ DMR0(k).
1.1.1. A group inclusion (exp(L̂ibk(X)),⊛) ⊂ (k〈〈X〉〉
×,⊛). Let x0, x1 be two letters and let
X := {x0, x1}. Let k〈X〉 (resp., k〈〈X〉〉) be the k-algebra of noncommutative polynomials
(resp., formal power series) over X . The group k〈〈X〉〉× of invertible elements of the latter
algebra coincides with the set of formal power series with invertible constant term; the product
in this group will be denoted (G,H) 7→ G ·H . Define Libk(X) as the Lie subalgebra of k〈X〉
generated by X , and L̂ibk(X) as its completion in k〈〈X〉〉.
For G ∈ k〈〈X〉〉× and H ∈ k〈〈X〉〉, define G⊛H ∈ k〈〈X〉〉 by
G⊛H := G · a˜G(H) = aG(H) ·G,
where a˜G, aG are the continuous automorphisms of k〈〈X〉〉 given by a˜G : x0 7→ x0, x1 7→
G−1 · x1 ·G and
(1.1.1) aG : x0 7→ G · x0 ·G
−1, x1 7→ x1.
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Then ⊛ restricts to a map (k〈〈X〉〉×)2 → k〈〈X〉〉× and equips k〈〈X〉〉× with a group struc-
ture. Then there is a group inclusion
(exp(L̂ibk(X)),⊛) ⊂ (k〈〈X〉〉
×,⊛).
1.1.2. A group morphism Θ : (exp(L̂ibk(X)),⊛)→ (k〈〈X〉〉×,⊛). For G ∈ exp(L̂ibk(X)), set
(1.1.2) ΓG(t) := exp
(∑
n≥1
(−1)n
n
(G|xn−10 x1)t
n
)
∈ k[[t]]×.
There is a group morphism
Θ : (exp(L̂ibk(X)),⊛)→ (k〈〈X〉〉
×,⊛),
G 7→ ΓG(x1)
−1 ·G · exp(−(G|x0)x0).
1.1.3. A module (k〈〈Y 〉〉, g 7→ SYg ) over the group (k〈〈X〉〉
×,⊛). Let Y := {yn|n ≥ 1} be a set
of variables; let k〈Y 〉 be the k-algebra of noncommutative polynomials over Y . This algebra
is graded by deg(yn) = n. Let k〈〈Y 〉〉 be its completion for the degree. The assignment
yn 7→ x
n−1
0 x1 for n ≥ 1 gives rise to an injective algebra morphism k〈Y 〉 → k〈X〉, which yields
an algebra isomorphism k〈Y 〉 ≃ k⊕ k〈X〉x1.
One then has k〈X〉 ≃ k〈Y 〉⊕k〈X〉x0, which defines a projection map πY : k〈〈X〉〉 → k〈〈Y 〉〉.
There is a unique action of (k〈〈X〉〉×,⊛) on the k-module k〈〈X〉〉, given by the map
(k〈〈X〉〉×,⊛)× k〈〈X〉〉 → k〈〈X〉〉, (G, h) 7→ SG(h) := G⊛ h.
It induces an action of the same group on the k-module k〈〈Y 〉〉, denoted
(k〈〈X〉〉×,⊛)× k〈〈Y 〉〉 → k〈〈Y 〉〉, (G, h) 7→ SYG (h),
defined by the condition that the map πY : k〈〈X〉〉 → k〈〈Y 〉〉 is equivariant.
1.1.4. A k-linear map ∆ˆ⋆ : k〈〈Y 〉〉 → k〈〈Y 〉〉⊗ˆ2. Define ∆⋆ : k〈Y 〉 → k〈Y 〉⊗2 to be the algebra
morphism such that
(1.1.3) yn 7→ yn ⊗ 1 + 1⊗ yn +
∑
n′,n′′>0,n′+n′′=n
yn′ ⊗ yn′′ .
It extends to a continuous algebra morphism ∆ˆ⋆ : k〈〈Y 〉〉 → k〈〈Y 〉〉⊗ˆ2 (where the completion
refers to the degree topology).
1.1.5. Definition of DMRµ(k) and torsor results. For µ ∈ k, set
DMRµ(k) :=
{
Φ ∈ exp(L̂ibk(X))
∣∣ πY (Θ(Φ)) is ∆ˆ⋆-primitive and (Φ|x0) = (Φ|x1) = 0,
(Φ|x0x1) = −µ2/24.
}
Then one has:
Theorem 1.1 (§3.2.3 in [R]). (1) DMR0(k) is a subgroup of (exp(L̂ibk(X)),⊛), and k 7→
DMR0(k) is a prounipotent Q-group scheme.
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(2) For any µ ∈ k, the set DMRµ(k) is nonempty. If g ∈ DMR0(k) and Φ ∈ DMRµ(k),
then g ⊛ Φ ∈ DMRµ(k). This defines a left action of DMR0(k) on DMRµ(k), which is
free and transitive.
(3) Let A,B be noncommutative variables and denote5 by ϕKZ ∈ C〈〈A,B〉〉 the series con-
structed in [Dr] §2. Identify ϕKZ with its image under the morphism C〈〈A,B〉〉 →
C〈〈X〉〉, A 7→ x0, B 7→ −x1. Then ϕKZ belongs to DMR1(C).
Lemma 1.2. Let µ ∈ k× and Φ ∈ DMRµ(k). Then one has the following equality in 1+ tk[[t]]:
(1.1.4) ΓΦ(t)ΓΦ(−t) =
µt
eµt/2 − e−µt/2
.
Proof. Set L̂ib
0
k
(X) be the subspace of L̂ibk(X) of all Lie series with vanishing coefficient of
x0. Then exp(L̂ib
0
k
(X)) is a subgroup of (exp(L̂ibk(X)),⊛). Moreover, one checks that the
map (exp(L̂ib
0
k(X)),⊛)→ 1 + tk[[t]], G 7→ ΓG(t) is a group morphism. Composing it with the
group endomorphism of 1 + tk[[t]] given by f(t) 7→ f(t)f(−t), one obtains a group morphism
̟ : (exp(L̂ib
0
k(X)),⊛)→ 1 + tk[[t]], G 7→ ΓG(t)ΓG(−t).
The corresponding Lie algebra morphism is a morphism L̂ib
0
k
(X) → tk[[t]]. Its restriction
to the Lie algebra of DMR0(k) was shown in [R], Proposition 3.3.3 to be zero. It follows that
DMR0(k) is contained in the kernel of ̟.
Together with the torsor result from Theorem 1.1, (2), and the nonemptiness of DMRµ(k)
([R], Theorem 1), this implies the existence of a functorial assignment taking any pair (k, µ),
where k is a Q-algebra and µ ∈ k×, to a series fk,µ ∈ 1+k[[t]], such that for any G ∈ DMRµ(k),
one has ΓG(t)ΓG(−t) = fk,µ(t).
The algebra k〈〈X〉〉 is equipped with an action of the multiplicative group k× (scaling action),
the automorphism corresponding to k ∈ k× being k •− given by k • xi := kxi, i = 0, 1. Then if
µ ∈ k× and Φ ∈ DMRµ(k), one has k•Φ ∈ DMRkµ(k). One then checks that fk,kµ(t) = fk,µ(kt)
for k, µ ∈ k×. In particular, one has fk,µ(t) = fk,1(µt) for µ ∈ k×.
We have the following equality in C〈〈A,B〉〉
logϕKZ = −
∑
n≥2
ζ(n)
(2πi)n
(ad A)n−1(B) + terms containing B more than once.
Moreover,
ΓϕKZ(t) = exp(
∑
n≥2
(−1)n
n
ζ(n)
(2πi)n
tn) = eγt/(2πi)Γ(1 +
t
2πi
),
where γ is the Euler-Mascheroni constant and where the last identity follows from the following
identity on the classical Γ-function logΓ(1− t) = γt+
∑
n≥2 ζ(k)t
k/k. The following identities
(a) Γ(t + 1) = tΓ(t), (b) Γ(t)Γ(−t) = πsin(πt) imply that Γ(1 +
t
2πi )Γ(1 −
t
2πi) =
t
et/2−e−t/2
,
therefore ΓϕKZ(t)ΓϕKZ(−t) = Γ(1 +
t
2πi )Γ(1 −
t
2πi) =
t
et/2−e−t/2
, so
f1,C(t) =
t
et/2 − e−t/2
∈ 1 + tC[[t]].
5The index stands for ’Knizhnik-Zamolodchikov’.
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This series actually has rational coefficients and therefore makes sense also in 1 + tk[[t]] for
any Q-ring k. By functoriality, we have therefore f1,k(t) =
t
et/2−e−t/2
, which implies fµ,k(t) =
t
eµt/2−e−µt/2
for any µ ∈ k×. 
1.1.6. Actions of k×. Recall the action of the group k× on the algebra k〈〈X〉〉 (Lemma 1.2).
It induces an action of k× on the group (k〈〈X〉〉×,⊛), which restricts to an action of k× on its
subgroup (exp(L̂ibk(X)),⊛). For G any of these two groups, we denote by k
×⋉G its semidirect
product with k×; this is the set k× × G, equipped with the product
(1.1.5) (µ, g)⊛ (µ′, g′) := (µµ′, g ⊛ (µ • g′)).
One checks that for G ∈ exp(L̂ibk(X)) and µ ∈ k×, one has Γµ•G(t) = ΓG(µt); it follows that
the group morphism Θ (see §1.1.2) is k×-equivariant, and therefore that it extends to a group
morphism
(1.1.6) Θ : k× ⋉ (exp(L̂ibk(X)),⊛)→ k
× ⋉ (k〈〈X〉〉×,⊛), (µ,G) 7→ (µ,Θ(G)).
One also checks that the map
(k× × k〈〈X〉〉×)× k〈〈X〉〉 → k〈〈X〉〉, ((µ,G), h) 7→ S(µ,G)(h) := G⊛ (µ • h)
defines an action of the group k× ⋉ (k〈〈X〉〉×,⊛) on the k-module k〈〈X〉〉. One checks that
the k-submodule k〈〈X〉〉x0 of k〈〈X〉〉 is preserved by this action. This induces an action of the
group k×⋉ (k〈〈X〉〉×,⊛) on the k-module k〈〈X〉〉, defined by the condition that the projection
πY : k〈〈X〉〉 → k〈〈Y 〉〉 is equivariant under the action of this group. This action is denoted
(1.1.7) (k× × k〈〈X〉〉×)× k〈〈Y 〉〉 → k〈〈Y 〉〉, ((µ,G), h) 7→ SY(µ,G)(h).
One checks that SY(µ,G)(h) = S
Y
G (µ • h) for G ∈ k〈〈X〉〉
×, µ ∈ k×, h ∈ k〈〈Y 〉〉, where • is the
action of k× on k〈〈Y 〉〉 by the algebra automorphism induced by µ • yn := µnyn for n ≥ 1.
1.1.7. A torsor over a semidirect product group. It follows from the compatibilities of πY , Θ
and ∆⋆ with the action of the group k
× that the action of this group on (exp(L̂ibk(X)),⊛) is
such that
∀k ∈ k×, ∀µ ∈ k, k • DMRµ(k) = DMRkµ(k).
This implies that the subgroup (DMR0(k),⊛) of (exp(L̂ibk(X)),⊛) is preserved by the action
of k×. Let k× ⋉ (DMR0(k),⊛) be the corresponding semidirect product; this is a subgroup of
k×⋉ (exp(L̂ibk(X)),⊛). The subset {(µ, g)|µ ∈ k×, g ∈ DMRµ(k)} of k×× exp(L̂ibk(X)) may
be denoted
(1.1.8) ⊔µ∈k× {µ} × DMRµ(k).
As k× × exp(L̂ibk(X)) is the underlying set of the group k× ⋉ (exp(L̂ibk(X)),⊛), (1.1.8) may
be viewed as a subset of this group.
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Proposition 1.3. The action of the group k×⋉(exp(L̂ibk(X)),⊛) on itself by left multiplication
restricts to an action of the group k× ⋉ (DMR0(k),⊛) on the set ⊔µ∈k×{µ} × DMRµ(k). This
action is free and transitive.
Proof. In (1.1.5), assume that g ∈ DMR0(k) and g′ ∈ DMRµ′(k). Then µ • g′ ∈ DMRµµ′(k),
therefore g ⊛ (µ • g′) ∈ DMRµµ′ (k). This proves the first statement. As the action of k× ⋉
(DMR0(k),⊛) on ⊔µ∈k×{µ}×DMRµ(k) is the restriction of a free action, it is free as well. Let
us show that it is transitive. Let µ′, µ′′ ∈ k× and let g′ ∈ DMRµ′(k), g′′ ∈ DMRµ′′ (k). Set
µ := µ′′/µ′, then µ•g′ ∈ DMRµ′′ (k). As the action of (DMR0(k),⊛) on DMRµ′′ (k) is transitive,
there exists g ∈ DMR0(k) such that g⊛ (µ • g′) = g′′. Then (µ, g) ∈ k×⋉ (DMR0(k),⊛) is such
that (µ, g)⊛ (µ′, g′) = (µ′′, g′′), which proves the announced transitivity. 
1.2. Stabilizer interpretation of double shuffle groups.
1.2.1. Stabilizer interpretation of DMR0(k). The stabilizer of ∆ˆ⋆ under the action of (exp(L̂ibk(X)),⊛)
on6 Homk-mod(k〈〈Y 〉〉,k〈〈Y 〉〉⊗ˆ2) induced by g 7→ SYΘ(g) is
Stab(∆ˆ⋆) = {g ∈ exp(L̂ibk(X))
∣∣ ∆ˆ⋆ ◦ SYΘ(g) = (SYΘ(g))⊗2 ◦ ∆ˆ⋆}.
One has
Theorem 1.4 ([EFu0]). The subset {eβx1 · g · eαx0
∣∣ α, β ∈ k, g ∈ DMR0(k)} of exp(L̂ibk(X))
is a subgroup of (exp(L̂ibk(X)),⊛) and one has
Stab(∆ˆ⋆) = {e
βx1 · g · eαx0
∣∣ α, β ∈ k, g ∈ DMR0(k)}
(equality of subgroups of (exp(L̂ibk(X)),⊛)).
1.2.2. Stabilizer interpretation of k× ⋉ DMR0(k). Combining the group morphism (1.1.6) and
the action of the target group of this morphism on the k-module k〈〈Y 〉〉 (see (1.1.7)), we
obtain an action of the group k× ⋉ (exp(L̂ibk(X)),⊛) on the k-module k〈〈Y 〉〉 and therefore
on the k-module Homk-mod(k〈〈Y 〉〉,k〈〈Y 〉〉⊗ˆ2). The stabilizer of ∆ˆ⋆ under the action of k× ⋉
(exp(L̂ibk(X)),⊛) on this space is
Stab
⋉(∆ˆ⋆) = {(k, g) ∈ k
× × exp(L̂ibk(X))|∆ˆ⋆ ◦ S
Y
Θ(k,g) = (S
Y
Θ(k,g))
⊗2 ◦ ∆ˆ⋆}.
Lemma 1.5. The action of k× on (exp(L̂ibk(X)),⊛) preserves the subgroup (Stab(∆ˆ⋆),⊛).
Proof. Let k ∈ k× and G ∈ k〈〈X〉〉×. Then Sk•G = (k •−)◦SG ◦ (k •−)−1 (equality of k-linear
endomorphisms of k〈〈X〉〉), therefore SYk•G = (k • −) ◦ S
Y
G ◦ (k • −)
−1 (equality of k-linear
endomorphisms of k〈〈Y 〉〉). Moreover, it g ∈ exp(L̂ibk(X)), then Θ(k • g) = k •Θ(g). It follows
that
(1.2.1) SYΘ(k•g) = (k • −) ◦ S
Y
Θ(g) ◦ (k • −)
−1.
6We denote by k-mod (resp., k-alg) the category of k-modules (resp., k-algebras).
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If now g ∈ Stab(∆ˆ⋆) and k ∈ k×, then
∆ˆ⋆ ◦ S
Y
Θ(k•g) = ∆ˆ⋆ ◦ (k • −) ◦ S
Y
Θ(g) ◦ (k • −)
−1 = (k • −)⊗2 ◦ ∆ˆ⋆ ◦ S
Y
Θ(g) ◦ (k • −)
−1
= (k • −)⊗2 ◦ (SYΘ(g))
⊗2 ◦ ∆ˆ⋆ ◦ (k • −)
−1 = (k • −)⊗2 ◦ (SYΘ(g))
⊗2 ◦ ((k • −)−1)⊗2 ◦ ∆ˆ⋆
= ((k • −) ◦ (SYΘ(g)) ◦ (k • −)
−1)⊗2 ◦ ∆ˆ⋆ = (S
Y
Θ(k•g))
⊗2 ◦ ∆ˆ⋆,
where the first and last equalities follow from (1.2.1), the second and fourth equalities follow
from the compatibility of ∆ˆ⋆ with the action of k
×, the third equality follows from g ∈ Stab(∆ˆ⋆).
All this implies that k • g ∈ Stab(∆ˆ⋆). 
One can then construct the semidirect product of (Stab(∆ˆ⋆),⊛) by k
×, and one then has a
group inclusion
k× ⋉ (Stab(∆ˆ⋆),⊛) ⊂ k
× ⋉ (exp(L̂ibk(X)),⊛).
Proposition 1.6. One has
(Stab⋉(∆ˆ⋆),⊛) = k
× ⋉ (Stab(∆ˆ⋆),⊛)
(equality of subgroups of k× ⋉ (exp(L̂ibk(X)),⊛)).
Proof. Let (k,G) ∈ k××exp(L̂ibk(X)). Then (k,G) ∈ Stab
⋉(∆ˆ⋆) is equivalent to (S
Y
Θ(k,G))
⊗2◦
∆ˆ⋆ = ∆ˆ⋆ ◦SYΘ(k,G). As S
Y
Θ(k,G) = S
Y
Θ(G) ◦ (k •−), this is equivalent to (S
Y
Θ(G) ◦ (k •−))
⊗2 ◦ ∆ˆ⋆ =
∆ˆ⋆ ◦ SYΘ(G) ◦ (k •−). Since (k • −)
⊗2 ◦ ∆ˆ⋆ = ∆ˆ⋆ ◦ (k • −), and since (k •−) is invertible, this is
equivalent to (SYΘ(G))
⊗2 ◦ ∆ˆ⋆ = ∆ˆ⋆ ◦ S
Y
Θ(G), therefore to G ∈ Stab(∆ˆ⋆). 
Corollary 1.7. The subgroup ({eβx1 ·g ·eαx0
∣∣ α, β ∈ k, g ∈ DMR0(k)},⊛) of (exp(L̂ibk(X)),⊛)
is stable under the action of k× and one has
k× ⋉ ({eβx1 · g · eαx0
∣∣ α, β ∈ k, g ∈ DMR0(k)},⊛) = (Stab⋉(∆ˆ⋆),⊛)
(equality of subgroups of k× ⋉ (exp(L̂ibk(X)),⊛)).
Proof. This follows from the conjunction of Theorem 1.4 and Proposition 1.6. 
1.3. The algebras WDRl ,W
B
l and their completions.
1.3.1. Filtered algebras. By a filtered k-algebra, we mean an associative k-algebra A equipped
with a descending sequence (FnA)n≥0 of sub-k-modules of A such that F
0A = A and FnA ·
FmA ⊂ Fn+mA for n,m ≥ 0. The associated graded algebra grA is defined as⊕n≥0FnA/Fn+1A.
The associated topological algebra Aˆ is the inverse limit over n ≥ 0 of the quotients A/FnA;
there is an algebra morphism A→ Aˆ. The topological algebra Aˆ is equipped with a descending
filtration given by FnAˆ = lim
←−
FnA/FmA. The constructions of gr(A) and Aˆ are functorial with
respect to the algebra morphisms which are compatible with the filtrations.
If M is any k-submodule of A, then the filtration of Aˆ induces a filtration on the closure
Mˆ of M in Aˆ. We denote by gr(Mˆ) the associated graded of this filtration and by gr(M) the
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associated graded of the filtration of M induced by that of A. Then the natural map M → Mˆ
induces an isomorphism gr(M)→ gr(Mˆ). WhenM is an algebra, Mˆ is a topological subalgebra
of Aˆ.
1.3.2. The algebras WDRl , Wˆ
DR
l . The objects introduced so far fit in the formalism of [DeT]
according to the following convention, which agrees with [R], foonote p. 187 and will to be used
from now on:
e0 := x0, e1 := −x1, f2 := Libk(X), fˆ2 := L̂ibk(X).
We will view f2 as a graded Lie algebra, where e0, e1 are of degree 1.
Let U(f2) be the enveloping algebra of f2, then we have the following isomorphisms
(1.3.1) U(f2) ≃ k〈X〉, U(f2)
∧ ≃ k〈〈X〉〉,
where U(f2)
∧ is the degree completion of U(f2). As the subspace U(f2)e1 (resp., U(f2)
∧e1) of
U(f2) (resp., U(f2)
∧) is in the kernel of the counit, its sum with the image k1 of the unit map
is direct.
Definition 1.8. We set
WDRl := k1 ⊕ U(f2)e1 ⊂ U(f2), Wˆ
DR
l := k1 ⊕ U(f2)
∧e1 ⊂ U(f2)
∧.
Then WDRl (resp., Wˆ
DR
l ) is a subalgebra (resp. closed subalgebra) of U(f2) (resp., U(f2)
∧).
We then have algebra isomorphisms
(1.3.2) WDRl ≃ k〈Y 〉, Wˆ
DR
l ≃ k〈〈Y 〉〉.
1.3.3. The algebras WBl , Wˆ
B
l . Let F2 be the free group with generators X0, X1. We denote by
kF2 its group algebra over k. The left ideal kF2(X1−1) is contained in the kernel of the counit
map, therefore its sum with the image k1 of the unit map is direct.
Definition 1.9. We set
WBl := k1⊕ kF2(X1 − 1) ⊂ kF2.
Then WBl is a subalgebra of kF2.
Let I ⊂ kF2 be the augmentation ideal. The collection (I
n)n≥0 of powers of I defines a
descending filtration on kF2. We denote by (kF2)
∧ the corresponding completed algebra.
We denote by WˆBl the completion of W
B
l for the I-adic topology of kF2; it is a topological
subalgebra of (kF2)
∧. The left ideal (kF2)
∧(X1− 1) of (kF2)∧ is contained in the kernel of the
counit map, therefore its sum with the image k1 of the unit map is direct.
Lemma 1.10. One has WˆBl = k1⊕ (kF2)
∧(X1− 1) (equality of closed subalgebras of (kF2)∧).
Proof. Since k1 ⊕ (kF2)∧(X1 − 1) is a closed subspace of (kF2)∧ containing WBl , one has
WˆBl ⊂ k1⊕ (kF2)
∧(X1 − 1). On the other hand, the closure of kF2(X1 − 1) in (kF2)∧ is a left
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ideal of (kF2)
∧ which contains X1 − 1, therefore it contains (kF2)∧(X1 − 1). It follows that
WˆBl contains k1 ⊕ (kF2)
∧(X1 − 1). 
1.3.4. Isomorphisms between gr(WˆBl ) and W
DR
l . Let µ ∈ k
×. There is a unique isomorphism
of filtered algebras
isoµ : (kF2)
∧ → U(f2)
∧, Xi 7→ exp(µei) for i = 0, 1,
so given by X0 7→ exp(µx0), X1 7→ exp(−µx1) (the ’exponential isomorphism’).
The associated graded isomorphism gr(isoµ) : gr((kF2)
∧)→ gr(U(f2)∧) is given, in degree 1,
by Xi − 1 7→ µei, for i = 0, 1.
There is a unique algebra isomorphism isolµ : Wˆ
B
l → Wˆ
DR
l , such that the diagram
(1.3.3) WˆBl
isolµ //
 _

WˆDRl  _

(kF2)
∧
isoµ
// U(f2)∧
commutes.
For µ ∈ k×, isolµ is strictly compatible with the filtrations on both sides and therefore induces
an algebra isomorphism
(1.3.4) gr(isolµ) : gr(Wˆ
B
l )→ gr(Wˆ
DR
l ) =W
DR
l .
If k ∈ k×, and µ′ := kµ, then isoµ′ = (k • −) ◦ isoµ, therefore gr(isoµ′) = (k • −) ◦ gr(isoµ);
similarly, gr(isolµ′) = (k • −) ◦ gr(iso
l
µ).
1.4. Construction of the coproduct ∆ˆ⋆ on WˆBl .
1.4.1. The coproduct ∆ˆ⋆ on WˆDRl . Define
∆⋆ :W
DR
l → (W
DR
l )
⊗2
as the pull-back of ∆⋆ by the isomorphism WDRl ≃ k〈Y 〉. Then ∆⋆ extends to a topological
coproduct WˆDRl → (Wˆ
DR
l )
⊗ˆ2, denoted by ∆ˆ⋆.
1.4.2. The action (k,G) 7→ SY(k,G) on Wˆ
DR
l . There are algebra isomorphisms U(f2)
∧ ≃ k〈〈X〉〉
and WˆDRl ≃ k〈〈Y 〉〉 given by (1.3.1) and (1.3.2). Under these isomorphisms, the k-linear
map πY : k〈〈X〉〉 → k〈〈Y 〉〉 corresponds to the map πY : U(f2)∧ → WˆDRl induced by the
decomposition U(f2)
∧ ≃ k1⊕ U(f2)∧e1 ⊕ U(f2)∧e0 ≃ WˆDRl ⊕ U(f2)
∧e0.
Under the isomorphisms (1.3.1) and (1.3.2), the actions of the group k×⋉ (exp(L̂ibk(X)),⊛)
on the k-modules k〈〈X〉〉 given by (k,G) 7→ S(k,G) and on k〈〈Y 〉〉 given by (k,G) 7→ S
Y
(k,G)
correspond to actions of the same group on U(f2)
∧ and WˆDRl , denoted (k,G) 7→ S(k,G) and
(k,G) 7→ SY(k,G); moreover, πY : U(f2)
∧ → WˆDRl intertwines the two module structures.
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1.4.3. Construction of ∆ˆ⋆. In addition to the group morphism
k× ⋉ (exp(L̂ibk(X)),⊛)→ Autk-mod(Wˆ
DR
l ), (k,G) 7→ S
Y
Θ(k,G) = S
Y
Θ(G) ◦ (k • −),
define a map
k× ⋉ (exp(L̂ibk(X)),⊛)→ Isok-mod(Wˆ
B
l , Wˆ
DR
l ), (k,G) 7→ S
Y
Θ(k,G),
by
SYΘ(k,G) := S
Y
Θ(k,G) ◦ iso
l
1 = S
Y
Θ(G) ◦ iso
l
k.
We then have
∀(k,G), (k′, G′) ∈ k× ⋉ (exp(L̂ibk(X)),⊛), S
Y
Θ((k,G)⊛(k′,G′)) = S
Y
Θ(k,G) ◦ S
Y
Θ(k′,G′).
Lemma-Definition 1.11. The map ⊔µ∈k×{µ} × DMRµ(k)→ Homk-mod(Wˆ
B
l , (Wˆ
B
l )
⊗ˆ2),
(1.4.1) (µ,Φ) 7→ ((SYΘ(µ,Φ))
−1)⊗2 ◦ ∆ˆ⋆ ◦ S
Y
Θ(µ,Φ)
is constant. We denote the unique element of the image of this map by ∆ˆ⋆.
Proof. For (µ,Φ) and (µ′,Φ′) elements of ⊔µ∈k×{µ} × DMRµ(k), there exists (k,G) ∈ k
× ⋉
(DMR0(k),⊛) such that (µ
′,Φ′) = (k,G)⊛ (µ,Φ). Then
((SYΘ(µ′,Φ′))
−1)⊗2 ◦ ∆ˆ⋆ ◦ S
Y
Θ(µ′,Φ′) = ((S
Y
Θ(k,G) ◦ S
Y
Θ(µ,Φ))
−1)⊗2 ◦ ∆ˆ⋆ ◦ S
Y
Θ(k,G) ◦ S
Y
Θ(µ,Φ)
= ((SYΘ(µ,Φ))
−1)⊗2 ◦
(
((SYΘ(k,G))
−1)⊗2 ◦ ∆ˆ⋆ ◦ S
Y
Θ(k,G)
)
◦ SYΘ(µ,Φ)
= ((SYΘ(µ,Φ))
−1)⊗2 ◦ ∆ˆ⋆ ◦ S
Y
Θ(µ,Φ)
where the first equality follows from (1.4.1), and the last equality follows from the inclusion
k× ⋉ (DMR0(k),⊛) ⊂ (Stab
⋉(∆ˆ⋆),⊛) (see Corollary 1.7). 
Remark 1.12. One can check that Principle 0.1 may be applied in the context given by (0.2.1),
and that the resulting vector v˜ ∈ V coincides with (isol1)
⊗2 ◦ ∆ˆ⋆ ◦ (iso
l
1)
−1.
1.5. Algebra morphism property of ∆ˆ⋆.
1.5.1. The automorphisms ag of the algebra U(f2)
∧. In (1.1.1), we defined a map k〈〈X〉〉× ∋
g 7→ ag ∈ Autk-alg(k〈〈X〉〉). Let us denote by (U(f2)∧)× ∋ g 7→ ag ∈ Autk-alg(U(f2)∧) the map
corresponding to it under the isomorphism k〈〈X〉〉 ≃ U(f2)∧.
1.5.2. The automorphisms alg of the algebra Wˆ
DR
l .
Lemma 1.13. For g ∈ (U(f2)∧)×, the continuous automorphism ag of U(f2)∧ restricts to a
continuous automorphism of the subalgebra WˆDRl , which will be denoted a
l
g.
Proof. Let g ∈ (U(f2)∧)×. Since ag is a vector space automorphism of U(f2)∧, and since
WˆDRl = k ⊕ U(f2)
∧e1, there is a unique automorphism a
l
g of Wˆ
DR
l such that 1 7→ 1 and
ae1 7→ ag(a)e1 for a ∈ U(f2)∧. As ag(e1) = e1, one has then alg(w) = ag(w) for any w ∈ Wˆ
DR
l .

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1.5.3. Algebra morphism property of ∆ˆ⋆.
Lemma 1.14. One has
∀g ∈ (U(f2)
∧)×, SYg = ρπY (g) ◦ a
l
g
(equality in Autk-mod(WˆDRl )), where ρπY (g) is the linear automorphism of Wˆ
DR
l induced by right
multiplication by πY (g).
Proof. In this proof, we denote by w 7→ wX the isomorphism WˆDRl ≃ k ⊕ U(f2)
∧e1 and by
u 7→ uY the inverse isomorphism.
Let w ∈ WˆDRl . Let us compute S
Y
g (w). A lift of w under U(f2)
∧ πY→ WˆDRl is wX ; it belongs
to k⊕U(f2)∧e1. Then Sg(wX) = ag(wX)g. According to Lemma 1.13, ag(wX) ∈ k⊕U(f2)∧e1.
Moreover, the map U(f2)
∧ πY→ WˆDRl satisfies the identity πY (ab) = aY πY (b) for a ∈ k⊕U(f2)
∧e1
and b ∈ U(f2)∧. Then
SYg (w) = πY (Sg(wX)) = πY (ag(wX)g) = (ag(wX))Y πY (g) = a
l
g(w)πY (g),
which proves the statement. 
Lemma 1.15. Let (µ,Φ) ∈ ⊔µ∈k×{µ} × DMRµ(k). Then
∆ˆ⋆ = ((a
l
Θ(Φ) ◦ iso
l
µ)
−1)⊗2 ◦ ∆ˆ⋆ ◦ a
l
Θ(Φ) ◦ iso
l
µ.
Proof. One has
∆ˆ⋆ = ((S
Y
Θ(Φ) ◦ iso
l
µ)
−1)⊗2 ◦ ∆ˆ⋆ ◦ S
Y
Θ(Φ) ◦ iso
l
µ (by definition of ∆ˆ⋆)
= ((ρπY (Θ(Φ)) ◦ a
l
Θ(Φ) ◦ iso
l
µ)
−1)⊗2 ◦ ∆ˆ⋆ ◦ ρπY (Θ(Φ)) ◦ a
l
Θ(Φ) ◦ iso
l
µ (by Lemma 1.14)
= ((alΘ(Φ) ◦ iso
l
µ)
−1)⊗2 ◦ ((ρπY (Θ(Φ)))
−1)⊗2 ◦ ∆ˆ⋆ ◦ ρπY (Θ(Φ)) ◦ a
l
Θ(Φ) ◦ iso
l
µ
= ((alΘ(Φ) ◦ iso
l
µ)
−1)⊗2 ◦ ∆ˆ⋆ ◦ a
l
Θ(Φ) ◦ iso
l
µ (using the primitiveness of πY (Θ(Φ)) for ∆ˆ⋆).

Theorem 1.16. ∆ˆ⋆ equips WˆBl with a topological cocommutative Hopf algebra structure.
Proof. By Lemma 1.15, for any (µ,Φ) ∈ ⊔µ∈k×{µ}×DMRµ(k), there is a commutative diagram
(1.5.1) WˆBl
∆ˆ⋆ //
alΘ(Φ)◦iso
l
µ

(WˆBl )
⊗ˆ2
(alΘ(Φ)◦iso
l
µ)
⊗2

WˆDRl
∆ˆ⋆
// (WˆDRl )
⊗ˆ2
The result then follows from the facts that alΘ(Φ) ◦ iso
l
µ is an algebra isomorphism Wˆ
B
l → Wˆ
DR
l
and that ∆ˆ⋆ equips WˆDRl with a topological cocommutative Hopf algebra structure. 
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1.6. Filtration properties of ∆ˆ⋆.
Theorem 1.17. (1) ∆ˆ⋆ is compatible with the filtration of WˆBl .
(2) The associated graded coproduct gr(∆ˆ⋆) : gr(WˆBl ) → gr(Wˆ
B
l )
⊗2 gives the coproduct
∆⋆ : WDRl → (W
DR
l )
⊗2 under the isomorphism gr(isolµ) : gr(Wˆ
B
l ) → W
DR
l for any
µ ∈ k× (see (1.3.4)), namely
∆⋆ = gr(iso
l
µ)
⊗2 ◦ gr(∆ˆ⋆) ◦ gr(iso
l
µ)
−1.
Proof. Let us prove (1). Let (µ,Φ) ∈ ⊔µ∈k×{µ} × DMRµ(k).
The composed isomorphism WˆBl
isolµ
→ WˆDRl
alΘ(Φ)
→ WˆDRl fits in the commutative diagram
WˆBl
isolµ //
 _

WˆDRl  _

alΘ(Φ) // WˆDRl  _

(kF2)
∧
isoµ
// U(f2)∧ aΘ(Φ)
// U(f2)∧
Since the bottom isomorphisms are compatible with filtrations, and since the filtrations of
the algebras of the top row are induced by those of the algebras of the bottom row, the top
isomorphisms, and therefore also the composed isomorphism alΘ(Φ)◦iso
l
µ, are strictly compatible
with filtrations.
This fact, together with the fact ∆ˆ⋆ is compatible with filtrations, and that ∆ˆ⋆ is the pullback
of ∆ˆ⋆ under the isomorphism a
l
Θ(Φ) ◦ iso
l
µ (see Lemma 1.15), then implies that ∆ˆ⋆ is compatible
with filtrations. This proves (1).
Let us prove (2). The fact that ∆ˆ⋆ is the pullback of ∆ˆ⋆ under a
l
Θ(Φ) ◦ iso
l
µ implies that the
left square of the following diagram commutes; the right square also obviously commutes.
gr(WˆBl )
gr(∆ˆ⋆)

gr(alΘ(Φ)◦iso
l
µ) // gr(WˆDRl )
gr(∆ˆ⋆)

∼ // WDRl
∆⋆

gr(WˆBl )
⊗2
gr(alΘ(Φ)◦iso
l
µ)
⊗2
// gr(WˆDRl )
⊗2
∼
// (WDRl )
⊗2
(2) then follows from the commutativity of the overall diagram and from gr(alΘ(Φ)) = idgr(k〈〈Y 〉〉).

1.7. A commutative diagram involving ∆ˆ⋆. For µ ∈ k
× and Φ ∈ (U(f2)
∧)×, we define
(1.7.1) al(µ,Φ) : Wˆ
B
l → Wˆ
DR
l , a(µ,Φ) : (kF2)
∧ → U(f2)
∧
by
al(µ,Φ) := a
l
Φ ◦ iso
l
µ, a(µ,Φ) := aΦ ◦ isoµ,
where alΦ is as in Lemma 1.13, aΦ is as in §1.5.1, iso
l
µ is as in §1.3.4 and isoµ as in §1.3.4.
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Combining the commutativity of diagram (1.3.3) with the compatibility of alΦ with aΦ, we
get the commutative diagram
(1.7.2) WˆBl
al(µ,Φ) //
 _

WˆDRl  _

(kF2)
∧
a(µ,Φ)
// U(f2)∧
Lemma 1.18. The diagram
WˆBl
al(µ,Φ)

isolµ // WˆDRl
alΘ(Φ)

WˆDRl
Ad(ΓΦ(−e1)
−1)
// WˆDRl
commutes7.
Proof. For Φ ∈ exp(L̂ibk(X)), one has
aΘ(Φ) = Ad(ΓΦ(−e1)
−1) ◦ aΦ
(equality in Autk-alg(k〈〈X〉〉)). One also has a(µ,Φ) = aΦ ◦ isoµ. This implies that the two
triangles in the following diagram
(kF2)
∧
a(µ,Φ)

isoµ // k〈〈X〉〉
aΘ(Φ)

aΦvv♠♠♠
♠♠♠
♠♠♠
♠♠♠
k〈〈X〉〉
Ad(ΓΦ(−e1)
−1)
// k〈〈X〉〉
commute, therefore that the square commutes. The result follows from restricting this diagram
to WˆBl and Wˆ
DR
l . 
For i = 0, 1, set by abuse of notation
(1.7.3) ei := ei ⊗ 1 ∈ (U(f2)
∧)⊗ˆ2, fi := 1⊗ ei ∈ (U(f2)
∧)⊗ˆ2;
when i = 1, we will view these elements as elements of (WˆDRl )
⊗ˆ2.
Proposition 1.19. If µ ∈ k× and Φ ∈ DMRµ(k), then the diagram
WˆBl
∆ˆ⋆ //
al(µ,Φ)

(WˆBl )
⊗ˆ2
(al(µ,Φ))
⊗2

WˆDRl
∆ˆ⋆
// (WˆDRl )
⊗ˆ2
Ad(
ΓΦ(−e1)ΓΦ(−f1)
ΓΦ(−e1−f1)
)
// (WˆDRl )
⊗ˆ2
commutes.
7Throughout the paper, we will use the following notation: if A is an algebra and if u ∈ A× (the group of
its invertible elements), then Ad(u) is the automorphism of A given by a 7→ uau−1.
THE BETTI SIDE OF THE DOUBLE SHUFFLE THEORY. I. THE HARMONIC COPRODUCT 21
Proof. Together with Lemma 1.18, diagram (1.5.1) implies that the following diagram
(1.7.4) WˆBl
∆ˆ⋆ //
al(µ,Φ)

(WˆBl )
⊗ˆ2
(al(µ,Φ))
⊗2

WˆDRl
Ad(ΓΦ(−e1)
−1)

(WˆDRl )
⊗ˆ2
Ad(ΓΦ(−e1)
−1)⊗2

WˆDRl
∆ˆ⋆
// (WˆDRl )
⊗ˆ2
commutes.
The identity ∆ˆ⋆ ◦ Ad(h(e1)) = Ad(h(e1 + f1)) ◦ ∆ˆ⋆ in Homk-alg(Wˆ
DR
l , (Wˆ
DR
l )
⊗ˆ2), where h
is an invertible formal series, then implies the result. 
2. A coproduct ∆ˆ♯ on WˆBl with an explicit expression
The purpose of this section is to construct an explicit element ∆ˆ♯ of Homk-mod(Wˆ
B
l , (Wˆ
B
l )
⊗ˆ2),
to be compared in the sequel of the paper with the element ∆ˆ⋆ obtained in §1. This construction
proceeds as follows. In §2.1, we give a presentation of the algebraWBl (Proposition 2.2). We use
this presentation in §2.2 to construct an algebra morphism ∆♯ : W
B
l → (W
B
l )
⊗2 (Proposition
2.3). In §2.3, we show that ∆♯ is compatible with the filtration of W
B
l introduced in §1.3.3
(Proposition 2.14), and define ∆ˆ♯ to be the element of Homk-mod(Wˆ
B
l , (Wˆ
B
l )
⊗ˆ2) obtained from
∆♯ by completion. We also show that the associated graded morphism of ∆ˆ♯ can be identified
with ∆⋆ (Proposition 2.17).
2.1. Presentation of WBl . Set for k ∈ Z,
ξ+k := X
k
0 (X1 − 1), and ξ
−
k := X
k
0 (X
−1
1 − 1).
These are elements of WBl = k⊕ kF2(X1 − 1) ⊂ kF2.
Lemma 2.1. The algebra WBl is the algebra whose generators are (ξ
+
k )k∈Z, (ξ
−
k )k∈Z, and rela-
tions are
(2.1.1) ∀k ∈ Z, ξ+k ξ
−
0 = ξ
−
k ξ
+
0 = −ξ
+
k − ξ
−
k .
Proof. Let A be the associative non-commutative algebra generated by (ξ+k )k∈Z, (ξ
−
k )k∈Z di-
vided by the two-sided ideal generated by the relation given in (2.1.1).
One checks that there is an algebra morphism
f : A → k⊕ kF2(X1 − 1),
uniquely determined by
ξ+k 7→ X
k
0 (X1 − 1) and ξ
−
k 7→ X
k
0 (X
−1
1 − 1).
We will prove that f is an algebra isomorphism.
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Let us first prove that f is surjective. For this, we will prove that for any word w in
X±10 , X
±1
1 , there exists a polynomial without constant term Pw over a set of noncommutative
variables {(ξ˜+k )k∈Z, ξ˜
−
0 } indexed by Z ⊔ {0}, such that
w · (X1 − 1) = Pw((ξ
+
k )k∈Z, ξ
−
0 ).
We argue by induction on the length |w| of w. If w = 1, then Pw = ξ˜
+
0 . Assume the statement
for |w| < n and let w be a word of length n. Then w = gw′, where g ∈ {X±10 , X
±1
1 } and w
′ has
length n− 1. If g = X±11 , then
w · (X1 − 1) = X
±1
1 w
′(X1 − 1) = Pw((ξ
+
k )k∈Z, ξ
−
0 ),
where Pw := (1 + ξ˜
±
0 )Pw′ . If g = X
±1
0 , then
w · (X1 − 1) = X
±1
0 w
′(X1 − 1) = Pw((ξ
+
k )k∈Z, ξ
−
0 ),
where we set
Pw :=
∑
k∈Z
ξ˜+k±1(Pw′)
+
k − ξ˜
+
±1(1 + ξ˜
−
0 )(Pw′)
−
0 ,
in which the expressions (Pw′)
+
k and (Pw′)
−
0 have the following meaning: for P a polynomial
in the noncommutative variables (ξ˜+k )k∈Z, ξ˜
−
0 without constant term, (P )
+
k and (P )
−
0 are the
polynomials in the same variables such that
P =
∑
k∈Z
ξ˜+k (P )
+
k + ξ˜
−
0 (P )
−
0 .
This surely proves that f : A → k⊕ kF2(X1 − 1) is surjective.
To prove that f is injective, we will:
a) equip the vector space A[t±1] with an algebra structure ∗, such that A → A[t±1],
a 7→ a⊗ 1 is an algebra morphism;
b) construct an algebra isomorphism F : A[t±1]→ kF2;
c) check that F extends f , in the sense that the following diagram commutes
(2.1.2) A
f // _
−⊗1

k⊕ kF2(X1 − 1) _

A[t±1]
F
// kF2
The above diagram implies that f is injective, which finally implies that it is an isomorphism.
(a) Construction of an algebra structure on A[t±1]. Let k〈(ξ˜±k )k∈Z〉+ be the ideal of k〈(ξ˜
±
k )k∈Z〉
generated by the generators (ξ˜±k )k∈Z. We have a direct sum decomposition k〈(ξ˜
±
k )k∈Z〉 =
k⊕ k〈(ξ˜±k )k∈Z〉+. Left multiplication induces a linear isomorphism
(⊕k∈Z(kξ˜
+
k ⊕ kξ˜
−
k ))⊗ k〈(ξ˜
±
k )k∈Z〉
∼
→ k〈(ξ˜±k )k∈Z〉+,
therefore there is a linear automorphism T of k〈(ξ˜±k )k∈Z〉+, uniquely determined by
(2.1.3) ∀k ∈ Z, ∀a ∈ k〈(ξ˜±k )k∈Z〉, T (ξ˜
±
k a) = ξ˜
±
k+1a.
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Let I be the two-sided ideal of k〈(ξ˜±k )k∈Z〉 generated by (2.1.1). Then I ⊂ k〈(ξ˜
±
k )k∈Z〉+. Set
A+ := k〈(ξ˜±k )k∈Z〉+/I, then
A = k⊕A+.
Let V ⊂ k〈(ξ˜±k )k∈Z〉+ be the linear span of all ξ˜
+
k ξ˜
−
0 + ξ˜
+
k + ξ˜
−
k and ξ˜
−
k ξ˜
+
0 + ξ˜
+
k + ξ˜
−
k , for k ∈ Z.
Then
I = V · k〈(ξ˜±k )k∈Z〉+ k〈(ξ˜
±
k )k∈Z〉+ · V · k〈(ξ˜
±
k )k∈Z〉.
It follows from the definition of T that T±1 maps the subspace k〈(ξ˜±k )k∈Z〉+ · V · k〈(ξ˜
±
k )k∈Z〉 to
itself. Moreover, for any a ∈ k〈(ξ˜±k )k∈Z〉, one has
T±1((ξ˜+k ξ˜
−
0 +ξ˜
+
k +ξ˜
−
k )a) = (ξ˜
+
k±1 ξ˜
−
0 +ξ˜
+
k±1+ξ˜
−
k±1)a, T
±1((ξ˜−k ξ˜
+
0 +ξ˜
+
k +ξ˜
−
k )a) = (ξ˜
−
k±1 ξ˜
+
0 +ξ˜
+
k±1+ξ˜
−
k±1)a,
which implies that T±1 maps V · k〈(ξ˜±k )k∈Z〉 to itself. All this implies that T
±1(I) ⊂ I, so
T (I) = I. It follows that T induces a linear automorphism of A+. Relation (2.1.3) then
implies:
(2.1.4) for P, P ′ ∈ A+ and a ∈ Z, we have T a(PP ′) = T a(P )P ′.
We now define a bilinear map
∗ : A[t±1]⊗2 → A[t±1]
as follows:
1) for a, b ∈ Z, (1⊗ ta) ∗ (1⊗ tb) = 1⊗ ta+b;
2) for a ∈ Z, P ∈ A+,
(1⊗ ta) ∗ (P ⊗ tb) := T a(P )⊗ tb, (P ⊗ ta) ∗ (1⊗ tb) := P ⊗ ta+b,
3) for a, b ∈ Z, and P,Q ∈ A+,
(P ⊗ ta) ∗ (Q ⊗ tb) := (P · T a(Q))⊗ tb,
where · is the product in A+.
It then follows from a case analysis, using (2.1.4), that
(2.1.5) the product ∗ defines an associative algebra structure on A[t
±1].
(b) Construction of an algebra isomorphism (A[t±1], ∗) ≃ kF2. The elements 1⊗t and 1⊗t−1
of (A[t±1], ∗) are mutually inverse; so are the elements 1 + ξ+0 and 1 + ξ
−
0 of A, and therefore
the elements (1 + ξ+0 )⊗ 1 and (1 + ξ
−
0 )⊗ 1 of A[t
±1]. All this implies that there is an algebra
morphism
G : kF2 → (A[t
±1], ∗)
uniquely determined by
X±10 7→ 1⊗ t
±1, X±11 7→ (1 + ξ
±
0 )⊗ 1.
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One checks that the algebra homomorphism f : A → k⊕ kF2(X1 − 1) restricts to a morphism
of algebras without unit
f+ : A+ → kF2(X1 − 1),
and that the following diagram commutes
A+
f+ //
T

kF2(X1 − 1)
X0·−

A+
f+
// kF2(X1 − 1)
Define now a linear map
F : A[t±1]→ kF2
by
1⊗ ta 7→ Xa0 , P ⊗ t
b 7→ f+(P )Xb0
for a, b ∈ Z, P ∈ A+. Then:
1) for a, b ∈ Z, F (1⊗ ta)F (1⊗ tb) = Xa0X
b
0 = X
a+b
0 = F (1⊗ t
a+b) = F ((1⊗ ta) ∗ (1⊗ tb));
2) for a ∈ Z, P ∈ A+,
F (1⊗ ta)F (P ⊗ 1) = Xa0 f
+(P ) = f+(T a(P )) = F (T a(P )⊗ 1) = F ((1 ⊗ ta) ∗ (P ⊗ 1)),
F (P ⊗ 1)F (1⊗ ta) = f+(P )Xa0 = F (P ⊗ t
a) = F ((P ⊗ 1) ∗ (1 ⊗ ta));
3) for a, b ∈ Z, P,Q ∈ A+,
F (P ⊗ ta)F (Q ⊗ tb) = f+(P )Xa0 f
+(Q)Xb0 = f
+(P )f+(T a(Q))Xb0
= f+(PT a(Q))Xb0 = F (PT
a(Q)⊗ tb) = F ((P ⊗ ta) ∗ (Q ⊗ tb)).
All this implies that F is an algebra morphism A[t±1]→ kF2. Let us now show that the algebra
morphisms F,G are mutually inverse.
We have
F ◦G(X±10 ) = F (1 ⊗ t
±1) = X±10 ,
F ◦G(X±11 ) = F ((1 + ξ
±
0 )⊗ 1) = 1 + F (ξ
±
0 ⊗ 1) = 1 + f˜
+(ξ±0 ) = 1 + (X
±1
1 − 1) = X
±1
1 ,
so F ◦G = idkF2 .
Similarly, G ◦ F is an algebra endomorphism of (A[t±1], ∗).
Given the structure of ∗, a collection of generators of this algebra is given by {g⊗1, 1⊗ t±1},
where g runs over a collection of algebraic generators of A, so such a collection of algebraic
generators is {(ξ±k ⊗ 1)k∈Z, 1⊗ t
±1}. One has
G◦F (ξ±k ⊗1) = F (f˜
+(ξ±k )) = G(X
k
0 (X
±1
1 −1)) = G(X0)
∗k∗(G(X±11 )−1) = (1⊗t
±1)∗k∗(ξ±0 ⊗1) = ξ
±
k ⊗1,
so G ◦ F = idA[t±1].
(c) Diagram involving f and F . The commutation of (2.1.2) follows from the definition of
F . 
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Lemma 2.1 leads to the following presentation:
Proposition 2.2. The algebra WBl is generated by the elements
Y +n := (X0 − 1)
n−1X0(1−X1) (n > 0),(2.1.6)
Y −n := (X
−1
0 − 1)
n−1X−10 (1−X
−1
1 ) (n > 0),
X1 and X
−1
1 .
with defining equations
(2.1.7) X1X
−1
1 = X
−1
1 X1 = 1.
Proof. By the presentations in the previous lemma, we have ξ−k = −ξ
+
k (1 + ξ
−
0 ) and ξ
−
k =
−ξ+k (1 + ξ
+
0 ), from which we can deduce that A is generated by ξ
+
k and ξ
−
−k for k > 0 with
defining equation (2.1.1) only for k = 0.
It is immediate to see that (Y +n )n>0 (resp. (Y
−
n )n>0) can be expressed by linear combinations
of (ξ−n )n>0 (resp. (ξ
−
n )n>0) and vice versa and that the equation (2.1.1) for k = 0 is equivalent
to (2.1.7), from which our claim follows. 
2.2. An algebra morphism ∆♯ :WBl → (W
B
l )
⊗2.
Proposition 2.3. There is a unique algebra morphism
∆♯ :W
B
l → (W
B
l )
⊗2
such that
∆♯(X
±1
1 ) = X
±1
1 ⊗X
±1
1 , ∆♯(Y
±
k ) = Y
±
k ⊗1+1⊗Y
±
k +
∑
k′,k′′>0,k′+k”=k
Y ±k′ ⊗Y
±
k′′ for any k ≥ 1.
It equips WBl with a cocommutative Hopf algebra structure.
Proof. The relations between the generators (see Proposition 2.2) are obviously preserved, there-
fore ∆♯ is well-defined. One directly checks the cocommutativity and coassociativity of ∆♯. One
also checks that for t a formal parameter, the series 1 +
∑
k≥1 t
kY ±k are group-like. It follows
that ∆♯ admits an antipode given by X
±1
1 7→ X
∓1
1 , Y
±
k 7→
∑
a≥1(−1)
a
∑
k1+···+ka=k
Y ±k1 · · ·Y
±
ka
.

Remark 2.4. If g is a Lie algebra and Γ is a group acting on g by Lie algebra automorphisms,
then the semidirect product U(g)⋊kΓ is equipped with a cocommutative Hopf algebra structure,
defined by the conditions that the elements of g are primitive and the elements of Γ are group-
like. The Hopf algebra (WBl ,∆♯) is isomorphic to the one obtained through this construction,
with g being the free Lie algebra over generators (Y
±,(ℓ)
k )k≥1,ℓ∈Z and Γ being Z, acting on g
by 1 · Y
±,(ℓ)
k = Y
±,(ℓ+1)
k . The isomorphism between U(g) ⋊ kΓ and W
B
l is given by Y
±,(ℓ)
k 7→
Ad(Xℓ1)(Y
±
k ), Γ ∋ ±1 7→ X
±1
1 ∈ W
B
l .
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Introduce the following convention. Let A be an abelian group and let f : Z → A be a
function. For a, b ∈ Z, we set
(2.2.1)
b∑
k=a
f(k) :=


f(a) + · · ·+ f(b) if b ≥ a,
0 if b = a− 1,
−f(a− 1)− · · · − f(b+ 1) if b < a− 1
Lemma 2.5. For any k ∈ Z, one has
(2.2.2) ∆♯(X
k
0 (1−X1)) = X
k
0 (1−X1)⊗ 1+1⊗X
k
0 (1−X1)+
k−1∑
i=1
X i0(1−X1)⊗X
k−i
0 (1−X1),
(2.2.3)
∆♯(X
k
0 (1−X
−1
1 )) = X
k
0 (1−X
−1
1 )⊗ 1+1⊗X
k
0 (1−X
−1
1 )−
k∑
i=0
X i0(1−X
−1
1 )⊗X
k−i
0 (1−X
−1
1 ).
Proof. Let t be a formal parameter. As we have seen, the series s±(t) := 1 +
∑
k≥1 t
kY ±k are
group-like for ∆♯. One computes these series as follows
s±(t) = 1+ tX
±1
0 {1− t(X
±1
0 − 1)}
−1(1−X±11 ) = (1+ t− tX
±1
0 )
−1(1+ t− tX±10 X
±1
1 ) = s˜±(u),
where u := t/(1 + t) and s˜±(u) := (1 − uX
±1
0 )
−1(1 − uX±10 X
±1
1 ). It follows that the series
s˜±(u) are group-like. Together with their expansions s˜±(u) = 1+
∑
k≥1 u
kX±k0 (1−X
±1
1 ), this
implies (2.2.2) for k ≥ 1 and (2.2.3) for k ≤ −1. Since X±11 are group-like, (2.2.2) for k is
equivalent to (2.2.3) for −k, which implies (2.2.2) for k ≤ −1 and (2.2.2) for k ≥ 1 . Finally,
(2.2.2) and (2.2.3) for k = 0 are direct consequences of the fact that X±11 are group-like. 
Remark 2.6. There is a unique Hopf algebra automorphism θ of (WBl ,∆♯) such that θ(X
±
1 ) :=
X∓1 and θ(Y
±
k ) := Y
∓
k for k > 0. This automorphism is compatible with the algebra inclusion
WBl ⊂ kF2 and with the automorphism of kF2 induced by Xi 7→ X
−1
i , i = 0, 1.
2.3. Construction and properties of ∆ˆ♯. Recall from §1.3.3 that for n ≥ 0, F
nWBl is the
intersection WBl ∩ I
n, where I ⊂ kF2 is the augmentation ideal. The collection of these spaces
defines a filtration of the algebra WBl , and Wˆ
B
l is then its completion. The algebra Wˆ
B
l is
naturally filtered and the natural morphism gr(WBl )→ gr(Wˆ
B
l ) is an algebra isomorphism.
2.3.1. Computation of FnWBl . For (ǫ, s) ∈ {+,−}× Z and n ≥ 1, set
ξ(ǫ, s|n) := Xs0(X0 − 1)
n−1(Xǫ1 − 1)
(where X+1 := X1 and X
−
1 := X
−1
1 ); note that ξ(±, s|1) = ξ
±
s for s ∈ Z (see §2.2). For n ≥ 0,
define the subspace Il(n) of WBl as follows:
• if n = 0, then Il(0) :=WBl ;
• if n ≥ 1, then Il(n) is the subspace of WBl linearly spanned by the products
ξ(ǫ1, s1|n1) · · · ξ(ǫk, sk|nk),
where k ≥ 1, (ǫ1, s1), . . . , (ǫk, sk) ∈ {+,−}× Z and where n1 + · · ·+ nk ≥ n.
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The algebraWBl is equipped with a morphism ǫl :W
B
l → k, obtained by restriction of the aug-
mentation morphism kF2 → k. As the family {ξ(ǫ, s|n)|(ǫ, s) ∈ {+,−}×Z, n ≥ 1} algebraically
generates WBl , one has the equality
Il(1) = Ker(ǫl).
Lemma 2.7. (1) For any n ≥ 0, one has Il(n) = FnWBl .
(2) The composition of the morphism ⊕n≥0Il(n)/Il(n + 1) → gr(WBl ) induced by the iso-
morphism from (1), of the isomorphism gr(isol1) : gr(Wˆ
B
l ) → W
DR
l for µ = 1 from
(1.3.4) and of the isomorphism WDRl ≃ k〈Y 〉 from (1.3.2) is the direct sum over n ≥ 0
of the maps
Il(n)/Il(n+ 1)→ (degree n part of k〈Y 〉),
the class of ξ(ǫ1, s1|n1) · · · ξ(ǫk, sk|nk) 7→ (−ǫ1yn1) · · · (−ǫkynk).
for ǫ1, . . . , ǫ
′
k ∈ {+,−} and n1 + · · ·+ nk = n.
Proof. The statements are obvious for n = 0.
For any (ǫ, s) ∈ {+,−} × Z and any k ≥ 1, one has ξ(ǫ, s|k) ∈ F kWBl , therefore for any
n ≥ 1, one has Il(n) ⊂ FnWl.
This collection of inclusions induces, for any n ≥ 0, a linear map Il(n)Il(n+1) →
FnWBl
Fn+1WBl
. The
collection of inclusions FnWBl ⊂ I
n induces, for any n ≥ 0, an injection F
nWBl
Fn+1WBl
→֒ I
n
In+1 .
Finally, according to [B], chap. 2, §5, no. 4, Theorem 2, there is a graded algebra isomorphism
between gr(kF2) = ⊕n≥0In/In+1 and the free algebra in two generators k〈X〉 = k〈x0, x1〉; this
isomorphism takes x0, x1 to the classes of X0 − 1, X1 − 1 in I/I2. Summarizing, we have a
diagram
Il(n)
Il(n+ 1)
→
FnWBl
Fn+1WBl
⊂
In
In+1
= k〈x0, x1〉[n]
where [n] indicates the part of degree n.
Recall that Il(n)/Il(n + 1) is linearly spanned by the ξ(ǫ1, s1|n1) · · · ξ(ǫk, sk|nk), where
(ǫ1, s1), . . . , (ǫk, sk) ∈ {+,−}× Z and where n1 + · · ·+ nk = n.
For s ∈ Z, one has ξ(+, s|n)− ξ(+, 0|n) = ξ(+, 0|n+ 1) + · · · + ξ(+, s − 1|n+ 1), therefore
ξ(+, s|n) ≡ ξ(+, 0|n) mod Il(n+1). Also ξ(−, s|n) + ξ(+, s|n) = −ξ(+, s|n)ξ(−, 0|1), therefore
ξ(−, s|n) ≡ −ξ(+, 0|n) mod Il(n + 1). All this implies that for any (ǫ, s) ∈ {+,−} × Z,
ξ(ǫ, s|n) ≡ ǫξ(+, 0|n) mod Il(n+ 1), therefore a generating family of Il(n)/Il(n+ 1) reduces to
(ξ(+, 0|n1) · · · ξ(+, 0|nk))n1+···+nk=n .
The map
(2.3.1)
Il(n)
Il(n+ 1)
→ k〈x0, x1〉[n]
then takes ξ(+, 0|n1) · · · ξ(+, 0|nk) to (−x
n1−1
0 x1) · · · (−x
nk−1
0 x1), and therefore maps the gen-
erating family (
ξ(+, 0|n1) · · · ξ(+, 0|nk)
)
n1+···+nk=n
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of Il(n)/Il(n + 1) to a linearly independent family of k〈x0, x1〉[n]. It follows that this family
of Il(n)/Il(n+ 1) is also linearly independent, therefore that it is a basis of Il(n)/Il(n+ 1). It
also follows that the map (2.3.1) is injective.
Using the injectivity of (2.3.1) and composing back the map (2.3.1) with the isomorphism
In
In+1 ≃ k〈x0, x1〉[n], we obtain that the map
Il(n)
Il(n+ 1)
→
In
In+1
is injective for any n ≥ 0. By an induction argument, one then obtains that for any n ≥ 0, the
map
Il(0)
Il(n)
→
I0
In
is injective. As this is the map
k⊕ kF2(X1 − 1)
Il(n)
→
kF2
In
,
it follows that (k⊕ kF2(X1 − 1)) ∩ In ⊂ Il(n), so FnWBl ⊂ Il(n).
All this proves that
FnWBl = Il(n),
i.e., the first statement, as well as the second statement. 
Lemma 2.8. The subspace Il(n) is a two-sided ideal of WBl . In particular, Il(n) is stable under
right multiplication by X±11 .
Proof. This follows from Lemma 2.7, 1) as each FnWBl is a two-sided ideal of W
B
l . 
2.3.2. Definition of ∆ˆ♯. Define a linear map
ξ : k[t±1]→WBl
by
ξ(f) := f(X0)(X1 − 1)
for f ∈ k[t±1].
Lemma-Definition 2.9. The assignment f 7→ t
′f(t′′)−t′′f(t′)
t′−t′′ defines a linear map k[t
±1] →
k[t′±1, t′′±1]. We denote by
Op : k[t±1] 7→ k[t±1]⊗2
the composition of this linear map with the isomorphism k[t′±1, t′′±1] → k[t±1]⊗2 given by
t′ 7→ t⊗ 1, t′′ 7→ 1⊗ t.
Proof. For a ∈ Z, the image of ta is−t′t′′(t′a−2+· · ·+t′′a−2) if a ≥ 1, and (t′t′′)a(t′−a+· · ·+t′′−a)
if a ≤ 0. 
THE BETTI SIDE OF THE DOUBLE SHUFFLE THEORY. I. THE HARMONIC COPRODUCT 29
Lemma 2.10. The map ∆♯ :W
B
l → (W
B
l )
⊗2 is such that
ξ(f) 7→ ξ(f)⊗ 1 + 1⊗ ξ(f) + ξ⊗2(Op(f))
for any f ∈ k[t±1].
Proof. Let k ∈ Z and f := tk. Then
ξ(f) = Xk0 (X1 − 1) 7→ ξ(f)⊗ 1 + 1⊗ ξ(f)−
k−1∑
i=1
Xk−i0 (X1 − 1)⊗X
i
0(X1 − 1)
= ξ(f)⊗ 1 + 1⊗ ξ(f) + ξ⊗2(−
k−1∑
i=1
t′k−it′′i)
= ξ(f)⊗ 1 + 1⊗ ξ(f) + ξ⊗2(
t′f(t′′)− t′′f(t′)
t′ − t′′
).

For a ≥ 0, let us denote by ((t− 1)a) the ideal of k[t±1] generated by (t− 1)a.
Lemma 2.11. For n ≥ 2, the map Op : k[t±1] → k[t±1]⊗2 defined in Lemma-Definition 2.9
takes ((t− 1)n−1) to
∑n−1
a=1 ((t− 1)
a−1)⊗ ((t − 1)n−a−1).
Proof. Assume that f ∈ ((t− 1)n−1), that is f(t) = (t− 1)n−1a(t), with a(t) ∈ k[t±1]. Then
t′f(t′′)− t′′f(t′)
t′ − t′′
=
t′(t′′ − 1)n−1a(t′′)− t′′(t′ − 1)n−1a(t′)
t′ − t′′
= (t′′ − 1)n−1
t′a(t′′)− t′′a(t′)
t′ − t′′
+ t′′a(t′)
(t′′ − 1)n−1 − (t′ − 1)n−1
t′ − t′′
The second term of the last line belongs to the announced space
∑n−1
a=1 ((t − 1)
a−1) ⊗ ((t −
1)n−a−1), while the first term belongs to k[t±1]⊗ ((t− 1)n−1), which is contained in this space.
This proves the result. 
For n ≥ 1, the ideal ((t− 1)n−1) of k[t±1] is linearly spanned over k by {ts(t− 1)n−1|s ∈ Z}.
By ξ(ts(t− 1)n−1) = ξ(+, s|n), this implies:
Lemma 2.12. Let n ≥ 1. The vector subspaces {ξ(f)|f ∈ ((t−1)n−1)} and Spank{ξ(+, s|n)|s ∈
Z} of WBl coincide.
Lemma 2.13. Let n ≥ 1 and (ǫ, s) ∈ {+,−} × Z. The image under ∆♯ : W
B
l → (W
B
l )
⊗2 of
ξ(ǫ, s|n) belongs to
∑
a,b≥0|a+b=n Il(a)⊗ Il(b).
Proof. Combining Lemma 2.10, Lemma 2.11 and Lemma 2.12, one obtains the existence of a
family of rational numbers C(n, a, s, s′, s′′) indexed by families (n, a, s, s′, s′′), where: n ≥ 1,
a ∈ [1, n− 1], s, s′, s′′ ∈ Z, such that the map ∆♯ :W
B
l → (W
B
l )
⊗2 is such that
(2.3.2)
ξ(+, s|n) 7→ ξ(+, s|n)⊗ 1+ 1⊗ ξ(+, s|n) +
n−1∑
a=1
∑
s′,s′′∈Z
C(n, a, s, s′, s′′)ξ(+, s′|a)⊗ ξ(+, s′′|n− a)
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for any n ≥ 1 and s ∈ Z. The right-hand side of (2.3.2) obviously belongs to
∑
a,b≥0|a+b=n Il(a)⊗
Il(b) (a subspace of (WBl )
⊗2), so ∆♯(ξ(+, s|n)) belongs to this space.
Proposition 2.3 implies that ∆♯(ξ(−, s|n)) = −∆♯(ξ(+, s|n))(X
−1
1 ⊗ X
−1
1 ). This equality,
together with Lemma 2.8, implies that the images of ξ(±, s|n) by ∆♯ belong to the same space.

Proposition 2.14. The morphism ∆♯ is compatible with the filtration of W
B
l , in other words,
if n ≥ 0, then ∆♯(Il(n)) ⊂
∑
a,b≥0|a+b=n Il(a)⊗ Il(b).
Proof. For n = 0, the result is trivial as Il(0) =W
B
l . For n ≥ 1, the result follows from Lemma
2.13 and from Il(a1) · · · Il(ak) ⊂ Il(a1 + · · · + ak) for a1, . . . , ak ≥ 0. (When n = 1, the result
may also be viewed as a consequence of ǫ⊗2l ◦∆♯ = ǫl.) 
Proposition 2.14 implies that for any n ≥ 0, ∆♯ induces an algebra morphism
WBl /Il(n)→ (W
B
l )
⊗2/
∑
a,b≥0|a+b=n
Il(a)⊗ Il(b).
Definition 2.15. The continuous algebra morphism obtained by taking inverse limits with
respect to n will be denoted
∆ˆ♯ : Wˆ
B
l → (Wˆ
B
l )
⊗ˆ2.
2.3.3. Associated graded morphism of ∆♯.
Lemma 2.16. The map ∆♯ :W
B
l → (W
B
l )
⊗2 is such that
(2.3.3) ξ(+, 1|n) 7→ ξ(+, 1|n)⊗ 1 + 1⊗ ξ(+, 1|n)−
n−1∑
a=1
ξ(+, 1|a)⊗ ξ(+, 1|n− a)
for any n ≥ 1.
Proof. This follows from Lemma 2.10 and from
Op(t(t− 1)n) =
t′t′′(t′′ − 1)n−1 − t′t′′(t′ − 1)n−1
t′ − t′′
= −
n−1∑
a=1
t′(t′ − 1)a−1t′′(t′′ − 1)n−a−1.

Proposition 2.17. The associated graded morphism of ∆♯ :W
B
l → (W
B
l )
⊗2 with respect to the
filtrations of both sides identifies with ∆⋆ : k〈Y 〉 → k〈Y 〉⊗2 under the sequence of isomorphisms
gr(WBl )
gr(isol1)→ WDRl ≃ k〈Y 〉, namely
∆⋆ = gr(iso
l
1)
⊗2 ◦ gr(∆♯) ◦ gr(iso
l
1)
−1.
THE BETTI SIDE OF THE DOUBLE SHUFFLE THEORY. I. THE HARMONIC COPRODUCT 31
Proof. The two sides of (2.3.3) belong respectively to Il(n) and to
∑n
a=0 Il(a)⊗ Il(n− a). The
image of ξ(+, 1|n) in the degree n part of the associated graded algebra of WBl is −x
n−1
0 x1 ∈
k〈Y 〉. It follows that the associated graded morphism of ∆♯ is the morphism
k〈Y 〉 → k〈Y 〉⊗2, −xn−10 x1 7→ −x
n−1
0 x1 ⊗ 1− 1⊗ x
n−1
0 x1 −
n−1∑
a=1
(−xa−10 x1)⊗ (−x
n−a−1
0 x1),
that is ∆⋆. 
3. Theorem 3.1 and its reformulation
As we explained, 3) in Theorem 0.2 is equivalent to the following statement.
Theorem 3.1. The coproducts ∆ˆ⋆ from Theorem 1.16 and ∆ˆ♯ from Definition 2.15 coincide,
namely
∆ˆ⋆ = ∆ˆ♯.
The sequel of this section is devoted to the statement of an equivalent formulation of this
result. This formulation is based on ”right” variants WBr ,W
DR
r of the algebras W
B
l ,W
DR
l of
§1. In §3.1, we introduce these ”right” variants and the related material. In §3.2 (Proposition
3.13), we state the announced equivalent formulation and prove its equivalence with Theorem
3.1.
3.1. Ingredients of diagram (3.2.1): ”right” counterpart of the material from §§1
and 2.
3.1.1. Algebras WDRr , Wˆ
DR
r ,W
B
r , Wˆ
B
r . In §1.3, we introduced the algebra U(f2), its completion
U(f2)
∧ and the subalgebras WDRl , Wˆ
DR
l .
Definition 3.2. We set
WDRr := k1 ⊕ e1U(f2) ⊂ U(f2), Wˆ
DR
r := k1 ⊕ e1U(f2)
∧ ⊂ U(f2)
∧.
Then WDRr (resp., Wˆ
DR
r ) is a subalgebra (resp., closed subalgebra) of U(f2) (resp., U(f2)
∧).
In §1.3, we also introduced the algebra kF2, its completion (kF2)∧ and the subalgebrasWBl ,
WˆBl . We now set:
Definition 3.3. We set
WBr := k1 ⊕ (X1 − 1) · kF2 ⊂ kF2, Wˆ
B
r := k1⊕ (X1 − 1) · (kF2)
∧ ⊂ (kF2)
∧.
Then WBr (resp., Wˆ
B
r ) is a subalgebra (resp., closed subalgebra) of kF2 (resp., (kF2)
∧).
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3.1.2. Isomorphisms Ad(e1), Ad(X1 − 1), Ad(f(X1 − 1)).
Lemma 3.4. There is a unique isomorphism of graded algebras
Ad(e1) :W
DR
l →W
DR
r ,
given by 1 7→ 1 and ae1 7→ e1a for a ∈ U(f2). It extends to an isomorphism Wˆ
DR
l → Wˆ
DR
r , also
denoted Ad(e1).
Proof. Immediate; note that Ad(e1) :WDRl →W
DR
r is a restriction of the automorphism Ad(e1)
of the localization of U(f2) with respect to the its invertible element e1. 
Lemma 3.5. There is a unique algebra isomorphism
Ad(X1 − 1) :W
B
l →W
B
r ,
given by 1 7→ 1 and a · (X1 − 1) 7→ (X1 − 1) · a for a ∈ U(f2). It extends to an isomorphism
WˆBl → Wˆ
B
r , also denoted Ad(X1 − 1).
Proof. Immediate; similarly to the remark of the proof of Lemma 3.4, Ad(X1 − 1) is the re-
striction of a conjugation automorphism. 
Let f ∈ t · k[[t]]×, so f = tg, with g ∈ k[[t]]×. Define Ad(f(X1 − 1)) : WˆBl → Wˆ
B
r by 1 7→ 1,
a · (X1 − 1) 7→ f(X1 − 1) · a · g(X1 − 1)−1. One shows:
Lemma 3.6. Ad(f(X1 − 1)) : Wˆ
B
l → Wˆ
B
r is an isomorphism of filtered topological algebras.
The associated graded morphism identifies with Ad(e1) :WDRl →W
DR
r .
3.1.3. The isomorphisms isorµ. Let µ ∈ k
×. In §1.3.4, we defined an isomorphism isoµ :
(kF2)
∧ → U(f2)∧ of filtered topological algebras.
There is a unique algebra isomorphism isorµ : Wˆ
B
r → Wˆ
DR
r , such that the diagram
WˆBr
isorµ //
 _

WˆDRr  _

(kF2)
∧
isoµ
// U(f2)∧
commutes.
For µ ∈ k×, isorµ is strictly compatible with the filtrations on both sides and therefore induces
an algebra isomorphism gr(isorµ) : gr(Wˆ
B
r )→ gr(Wˆ
DR
r ) =W
DR
r .
3.1.4. The automorphisms arg. In §1.7, we attached to g ∈ (U(f2)
∧)× an automorphism ag of
the topological k-algebra U(f2)
∧.
Lemma 3.7. If g ∈ (U(f2)∧)×, then ag restricts to an automorphism of the topological algebra
WˆDRr , which will be denoted as a
r
g.
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Proof. Since ag is a vector space automorphism of U(f2)
∧, and as WˆDRr decomposes as k1 ⊕
e1U(f2)
∧, there is a unique vector space automorphism arg of Wˆ
DR
r , such that a
r
g(1) = 1 and
arg(e1a) = e1ag(a) for any a ∈ U(f2)
∧. As ag(e1) = e1, one has a
r
g(y) = ag(y) for y ∈ Wˆ
DR
r .

3.1.5. The isomorphisms ar(µ,g). Let µ ∈ k
× and g ∈ (U(f2)∧)×. We define an isomorphism of
filtered topological algebras
(3.1.1) ar(µ,g) : Wˆ
B
r → Wˆ
DR
r
by ar(µ,g) := a
r
g ◦ iso
r
µ.
Lemma 3.8. For µ ∈ k× and g ∈ (U(f2)∧)×, the diagram
WˆBr
  //
ar(µ,g)

(kF2)
∧
a(µ,g)

WˆDRl
  // (U(f2))∧
is commutative.
Proof. Consider the diagram
WˆBr
  //
ar(µ,g)

isorµ
""❋
❋❋
❋❋
❋❋
❋
(kF2)
∧
a(µ,g)

isoµ
zz✉✉✉
✉✉
✉✉
✉✉
✉
WˆDRr
  //
arg||①①
①①
①①
①①
U(f2)
∧
ag
$$■
■■
■■
■■
■■
■
WˆDRr
  // U(f2)∧
It follows from the definition of a(µ,g) (resp. of a
r
(µ,g)) in (1.7.1) (resp. in (3.1.1)) that the right
(resp. left) triangle commutes. It follows from the definition of isorµ (resp. a
r
g) in §3.1.3 (resp.
in Lemma 3.7) that the upper (resp. lower) trapezoid is commutative. This implies that the
outer rectangle is commutative. 
Lemma 3.9. For µ ∈ k× and g ∈ (U(f2)∧)×, the diagram
WˆBl
Ad(log(X1)) //
al(µ,g)

WˆBr
ar(µ,g)

WˆDRl Ad(e1)
// WˆDRr
is commutative.
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Proof. This follows from the commutativity of the diagrams
WˆBl
Ad(log(X1)) //
isolµ

WˆBr
isorµ

WˆDRl Ad(e1)
// WˆDRr
and WˆDRl
Ad(e1) //
alg

WˆDRr
arg

WˆDRl Ad(e1)
// WˆDRr
,
which we now prove.
If f ∈ (kF2)∧, then
isorµ ◦Ad(log(X1))(f · (X1 − 1)) = iso
r
µ(log(X1) · f ·
X1 − 1
log(X1)
) = µe1 · isoµ(f) ·
eµe1 − 1
µe1
= Ad(e1)(isoµ(f) · (e
µe1 − 1)) = Ad(e1) ◦ iso
l
µ(f · (X1 − 1))
which proves that the restriction of the two maps of the left diagram agree on (kF2)
∧(X1−1) ⊂
WˆBl . Since they also agree on k1 ⊂ Wˆ
B
l , the left diagram is commutative.
If f ∈ (U(fk2 ))
∧, then
arg ◦Ad(e1)(f · e1) = a
r
g(e1 · f) = e1 · ag(f) = Ad(e1)(ag(f) · e1) = Ad(e1) ◦ a
l
g(f · e1),
which proves that the restriction of the two maps of the right diagram agree on (U(fk2 ))
∧e1 ⊂
WˆDRl . Since they also agree on k1 ⊂ Wˆ
DR
l , the right diagram is commutative. 
3.1.6. The algebra morphisms ∆ˆl,r⋆ and ∆ˆ
l,r
♯ . Recall that Ad(e1) is an isomorphism of graded
algebras WDRl →W
DR
r . We set:
Definition 3.10. ∆l,r⋆ :WDRl → (W
DR
r )
⊗2 is the composition Ad(e1)
⊗2 ◦∆⋆.
Then ∆l,r⋆ is morphism of graded algebras. It therefore induces a morphism between the
degree completions of these algebras, which we denote by
(3.1.2) ∆ˆl,r⋆ : Wˆ
DR
l → (Wˆ
DR
r )
⊗ˆ2.
Recall that Ad(X1 − 1) is an isomorphism of algebras WBl →W
B
r . We set:
Definition 3.11. ∆l,r♯ :W
B
l → (W
B
r )
⊗2 is the composition Ad(X1 − 1)⊗2 ◦∆♯.
Since the algebra morphisms ∆♯ and Ad(X1 − 1) : W
B
l → W
B
r are both compatible with
filtrations, so is the morphism ∆l,r♯ . We define
(3.1.3) ∆ˆ
l,r
♯ : Wˆ
B
l → (Wˆ
B
r )
⊗ˆ2
to be the completion of this morphism with respect to these filtrations. Then ∆ˆ
l,r
♯ coincides
with the composition WˆBl
∆ˆ♯
→ (WˆBl )
⊗ˆ2 Ad(X1−1)→ (WˆBr )
⊗ˆ2.
Using Proposition 2.17 and Lemma 3.6, one proves:
Lemma 3.12. The map ∆l,r♯ is compatible with the filtrations of its source and target, and the
associated graded map coincides with ∆l,r⋆ , so gr(∆
l,r
♯ ) = ∆
l,r
⋆ .
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3.2. Reformulation of the main theorem in terms of diagram (3.2.1).
Proposition 3.13. Let µ ∈ k× and Φ ∈ DMRµ(k).
The equality ∆ˆ⋆ = ∆ˆ♯ is equivalent to the commutativity of
(3.2.1) WˆBl
∆ˆ
l,r
♯ //
al(µ,Φ)

(WˆBr )
⊗2
(ar(µ,Φ))
⊗2

WˆDRl
∆ˆl,r⋆
// (WˆDRr )
⊗ˆ2
Ad
(
eµ(e1+f1)−1
e1+f1
ΓΦ(e1+f1)
ΓΦ(e1)ΓΦ(f1)
) // (WˆDRr )⊗ˆ2
where al(µ,Φ) (resp. a
r
(µ,Φ)) is as in (1.7.1) (resp. (3.1.1)), that is the equality of morphisms
WˆBl → (Wˆ
DR
r )
⊗ˆ2,
(ar(µ,Φ))
⊗2 ◦ ∆ˆ
l,r
♯ = Ad
(eµ(e1+f1) − 1
e1 + f1
ΓΦ(e1 + f1)
ΓΦ(e1)ΓΦ(f1)
)
◦ ∆ˆl,r⋆ ◦ a
l
(µ,Φ).
Proof. Consider the diagram
WˆBl
∆ˆ♯ // (WˆBl )
⊗ˆ2
Ad(X1−1)
⊗2
// (WˆBr )
⊗ˆ2
WˆBl
∆ˆ⋆ //
id
OO
al(µ,Φ)

(WˆBl )
⊗ˆ2
Ad(X1−1)
⊗2
//
(al(µ,Φ))
⊗2

id
OO
(WˆBr )
⊗ˆ2
(ar(µ,Φ))
⊗2

id
OO
WˆDRl
∆ˆ⋆
// (WˆDRl )
⊗ˆ2
Ad(
ΓΦ(−e1)ΓΦ(−f1)
ΓΦ(−e1−f1)
)
// (WˆDRl )
⊗ˆ2
Ad(e1)
⊗2
// (WˆDRr )
⊗ˆ2
Ad( e
µe1−1
e1
)⊗2
// (WˆDRr )
⊗ˆ2
This diagram is split into four squares, which we call TL, TR, BL, BR (where T, B stand
for top, bottom and R, L stand for right, left). The commutativity of TL is equivalent to
∆ˆ⋆ = ∆ˆ♯. Moreover, BL is the commutative square from Proposition 1.19, TR is trivial, and
BR is commutative because a(µ,Φ)(X1) = e
µe1 . Moreover, the rows of TR, BR and the columns
of BL, BR are invertible. It follows that ∆ˆ⋆ = ∆ˆ♯ is equivalent to the commutativity of the
external diagram.
According to Definition 3.11, the top arrow of the external diagram coincides with that of
(3.2.1). The left and right arrows of the external diagram trivially coincide with those of (3.2.1).
Let us show that the bottom arrow of the external diagram coincides with that of (3.2.1).
One checks that the diagram
(WˆDRl )
⊗ˆ2
Ad(
ΓΦ(−e1)ΓΦ(−f1)
ΓΦ(−e1−f1)
)
//
Ad(e1)
⊗2

(WˆDRl )
⊗ˆ2
Ad(e1)
⊗2

(WˆDRr )
⊗ˆ2
Ad(
ΓΦ(−e1)ΓΦ(−f1)
ΓΦ(−e1−f1)
)
// (WˆDRr )
⊗ˆ2
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is commutative.
Together with Definition 3.10, this implies that the bottom map of the external diagram is
equal to the composed map WˆDRl
∆ˆl,r⋆ // (WˆDRr )
⊗ˆ2
Ad( e
µe1−1
e1
eµf1−1
f1
ΓΦ(−e1)ΓΦ(−f1)
ΓΦ(−e1−f1)
)
// (WˆDRr )
⊗ˆ2 . The
functional equation (1.1.4) then implies that this map coincides with the bottom map of (3.2.1).
All this implies that the external diagram coincides with (3.2.1), and therefore that ∆ˆ⋆ = ∆ˆ♯
is equivalent to the commutativity of (3.2.1). 
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Part 2. Proof of Theorem 3.1
§§4–9 are devoted to the proof of Theorem 3.1. By Proposition 3.13, this proof can be
reduced to the commutativity of the diagram (3.2.1) relating ∆ˆl,r⋆ and ∆ˆ
l,r
♯ for some pair (µ,Φ),
µ ∈ k×, Φ ∈ DMRµ(k).
§4 contains preliminary material to be used in §§5 and 6. In §5, we construct a commutative
diagram relating ∆ˆl,r⋆ with infinitesimal braid Lie algebras (diagram (5.3.3)). In §6, we similarly
relate ∆ˆ
l,r
♯ with braid groups (diagram (6.3.3)). In §7, we recall some facts on associators,
and in particular how these objects relate braid groups to infinitesimal braid Lie algebras.
These properties are used in §8 for proving the commutativity of various diagrams involving
constituents of (5.3.3) and (6.3.3), which enables us to prove the commutativity of (3.2.1) for
any (µ,Φ) with µ ∈ k× and Φ in the set Mµ(k) of associators with the parameter µ. In §9,
we then obtain two proofs of Theorem 3.1: the first one uses the inclusion Mµ(k) ⊂ DMRµ(k)
([Fu2]), and the second one uses base change and the properties of the associator ϕKZ (see
§1.1.5).
4. Algebraic results to be used in §§5 and 6
In this section, we prove two algebraic results that will be used both in §5 and in §6. The
two results allow for the construction of algebra morphisms in different contexts. The context
of the first result is that of an algebra containing an ideal with freeness properties (§4.1, Lemma
4.1). The context of the second result is an algebra morphism to a matrix algebra (§4.2, Lemma
4.3).
4.1. Construction of algebra morphisms based on ideals with freeness properties.
Lemma 4.1. Let R be an associative algebra and let J ⊂ R be a two-sided ideal. Assume
that (ja)a∈[[1,d]] is a family of elements of J , which constitutes a basis of J for its left R-
module structure. For r ∈ R, let (mab(r))a,b∈[[1,d]] be the collection of elements of R defined by
jar =
∑d
b=1mab(r)jb.
Then the map R→Md(R), r 7→ (mab(r))a,b∈[[1,d]] is an algebra morphism.
Proof. Let R⊕d → J be the map (r1, . . . , rd) 7→
∑d
a=1 raja. This is an isomorphism of left R-
modules. It sets up an isomorphism of algebras EndR-left(J) ≃ EndR-left(R⊕d), where the index
”R-left” means endomorphisms of left R-modules. The map R → EndR-left(J), r 7→ (j 7→ jr)
is an algebra morphism when R is equipped with the opposite algebra structure. Similarly,
the map Md(R) → EndR-left(R⊕d) taking M ∈ Md(R) to the image under the canonical iso-
morphism R⊕d ≃ M1×d(R) of the endomorphism X 7→ XM is an algebra isomorphism when
Md(R) is equipped with the opposite algebra structure. We then obtain a sequence of algebra
morphisms
Rop → EndR-left(J) ≃ EndR-left(R
⊕d) ≃Md(R)
op,
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which yields an algebra morphism R→Md(R). One checks that this morphism is given by the
announced formula. 
Lemma 4.2. Let R be an associative algebra, let J ⊂ R be a two-sided ideal, free as a left
R-module with basis (ja)a∈[[1,d]]. Let f : R → R
′ be an algebra isomorphism, and let (j′a)a∈[[1,d]]
be a basis of f(J) ⊂ R′ as a left R′-module.
Then there exists a unique element P ∈ GLd(R′), such that


f(j1)
...
f(jd)

 = P


j′1
...
j′d

 (equality
in Md×1(R
′)). The morphisms ̟ : R → Md(R) and ̟′ : R′ → Md(R′) respectively attached
to the data (J ⊂ R, (ja)a∈[[1,d]]) and (J
′ ⊂ R′, (j′a)a∈[[1,d]]) as in Lemma 4.1 are related by the
following diagram
R
̟ //
f

Md(R)
Md(f)

R′
̟′
// Md(R′)
Ad(P )
// Md(R′)
Proof. For r ∈ R, one has


j1
...
jd

 r = ̟(r)


j1
...
jd

, therefore


f(j1)
...
f(jd)

 f(r) = f(̟(r))


f(j1)
...
f(jd)

,
that is P


j′1
...
j′d

 f(r) = f(̟(r))P


j′1
...
j′d

. Comparing this with the identity


j′1
...
j′d

 r′ = ̟′(r′)


j′1
...
j′d


for r′ ∈ R′, one obtains ̟′(r′) = P−1 · f(̟(f−1(r′))) · P . 
4.2. Construction of algebra morphisms based on morphisms to matrix algebras.
Let R be an associative algebra and let e ∈ R. Define ·e : R × R → R by r ·e r′ := rer′. Then
(R, ·e) is an associative algebra. The subspaces Re and eR of R are subalgebras. There are two
algebra morphisms morlR,e : (R, ·e) → Re and mor
r
R,e : (R, ·e) → eR, given by r 7→ re and by
r 7→ er.
Lemma 4.3. Let R,S be associative algebras, let e ∈ R, let n ≥ 1, and let f : R →Mn(S) be
an algebra morphism. Assume that there exist elements row ∈ M1×n(S) and col ∈ Mn×1(S),
such that f(e) = col · row.
Then the map f˜ : (R, ·e) → S, defined by r 7→ row · f(r) · col is an algebra morphism. One
then has a commutative diagram
(4.2.1) R
≃

f // Mn(S)
row·(−)·col

(R, ·e)
f˜
// S
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where
(4.2.2) row · (−) · col :Mn(S)→ S
is the linear map defined by m 7→ row ·m · col; in diagram (4.2.1), the horizontal arrows are
algebra morphisms and the vertical arrows are vector space morphisms.
Proof. For r, r′ ∈ R, one has
f˜(r ·e r
′) = f˜(rer′) = row · f(rer′) · col = row · f(r)f(e)f(r′) · col
= row · f(r) · col · row · f(r′) · col = f˜(r)f˜ (r′).

5. Relationship between ∆⋆ and infinitesimal sphere braid Lie algebras
The purpose of this section is to construct a commutative diagram relating ∆l,r⋆ with infin-
itesimal braid Lie algebras (diagram (5.3.3)); it is inspired by [DeT], more specifically by §6.3
and Proposition 6.2 in that paper.
In §5.1, we recall the definition of the infinitesimal braid Lie algebras tn, pn (n ≥ 1), as well
as the morphisms ℓ : p4 → p5, pri : p5 → p4 (i ∈ [[1, 5]]) and pr12 : p5 → (p4)
⊕2 relating them.
In §5.2, we introduce an ideal J(pr5) of the universal enveloping algebra U(p5) arising from
pr5, and show its freeness as a left U(p5)-module (Lemma 5.3). Lemma 4.1 then gives rise
to an algebra morphism ̟ : U(p5) → M3(U(p5)). By composing ̟ with the morphisms ℓ
and pr12, we construct a morphism ρ : U(f2) → M3(U(f2)
⊗2). In Lemma 5.6, by introducing
suitable elements row ∈M1×3(U(f2)⊗2) and col ∈M3×1(U(f2)⊗2), we show that the morphism
ρ satisfies the hypothesis of Lemma 4.3. Applying this lemma, we obtain in §5.2.4 a morphism
ρ˜ : (U(f2), ·e1)→ U(f2)
⊗2, which we compute in Lemma 5.7.
In §5.3, we show the commutativity of a diagram relating ∆l,r⋆ and ρ˜ (Lemma 5.10), and derive
from there the commutativity of a diagram relating ∆l,r⋆ and ̟, ℓ, pr12 and row · (−) · col :
M3(U(f2)
⊗2)→ U(f2)
⊗2 (Proposition 5.11, (5.3.3)).
5.1. Material on infinitesimal braid Lie algebras.
5.1.1. The Lie algebras tn, pn. For n ≥ 2, let tn be the graded Lie k-algebra with generators
tij , i 6= j ∈ [[1, n]] of degree 1, and relations tji = tij , [tij , tik + tjk] = 0 for i, j, k all different
in [[1, n]], and [tij , tkl] = 0 for i, j, k, l all different in [[1, n]]. The Lie algebra tn is called the
Drinfeld-Kohno, or infinitesimal braid, Lie algebra.
For n ≥ 4, we denote by pn the graded Lie k-algebra with generators eij of degree 1, where
i 6= j ∈ [[1, n]] and relations eji = eij ,
∑
j∈[[1,n]]−{i} eij = 0, [eij , ekl] = 0 for i, j, k, l all distinct
in [[1, n]]. The Lie algebra pn is called the sphere infinitesimal braid Lie algebra.
For n ≥ 3, there are surjective morphisms of graded Lie algebras tn ։ pn+1 given by
tij 7→ eij for i 6= j ∈ [[1, n]], tn+1 ։ pn+1 given by tij 7→ eij for i 6= j ∈ [[1, n + 1]], and an
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injective morphism tn →֒ tn+1 given by tij 7→ tij for i 6= j ∈ [[1, n]]; they fit in a commutative
diagram
tn // // _

pn+1
tn+1
;; ;;①①①①①①①①
Moreover, the morphism tn → pn+1 factorizes as tn ։ tn/Z(tn) ≃ pn+1, where Z(tn) is the
1-dimensional center of tn (it is concentrated in degree 1 and spanned by
∑
i<j∈[[1,n]] tij).
Remark 5.1. Let Pn (resp. Kn) be the pure sphere (resp. Artin pure) braid group with n
strands (see §6.1.1 and [Bir]). Its lower central series defines a descending group filtration. The
associated graded Z-module is a Z-Lie algebra. Then gr(Pn)⊗ k ≃ pn, and gr(Kn)⊗ k ≃ tn.
5.1.2. The morphisms ℓ, pri and pr12 between infinitesimal braid Lie algebras. There is a graded
Lie algebra isomorphism p4 ≃ f2, where e0 = e14 = e23, e1 = e12 = e34. One also sets
e∞ := −e0 − e1, so e∞ = e13 = e24.
One checks that there are Lie algebra morphisms pri : p5 → p4 for i = 1, 2, 5, given by
elt x ∈ p5 e12 e13 e14 e15 e23 e24 e25 e34 e35 e45
pr1(x) 0 0 0 0 e0 e∞ e1 e1 e∞ e0
pr2(x) 0 e∞ e0 e1 0 0 0 e1 e0 e∞
pr5(x) e1 e∞ e0 0 e0 e∞ 0 e1 0 0
These morphisms give rise to the Lie algebra morphism pr12 : p5 → p
⊕2
4 defined by pr12(x) :=
(pr1(x), pr2(x)).
There is a Lie algebra morphism ℓ : p4 → p5, given by e0 7→ e23, e1 7→ e12. It is such that
pr5 ◦ ℓ is the identity of p4.
We again denote by pr12, pri and ℓ the morphisms between universal enveloping algebras
U(p5)→ U(p4)⊗2, U(p5)→ U(p4) and U(p4)→ U(p5) induced by pr12, pri and ℓ.
5.2. Algebraic constructions related to an ideal of U(p5).
5.2.1. The structure of J(pr5).
Definition 5.2. We denote by J(pr5) the kernel Ker(U(p5)
pr5→ U(p4)). This is a two-sided
ideal of U(p5).
In order to study the structure of J(pr5), we prove the following Lemma 5.3.
Lemma 5.3. 1) The Lie subalgebra of p5 generated by the ei5, i ∈ [[1, 4]] is freely generated by
the ei5, i ∈ [[1, 3]], and coincides with the ideal Ker(pr5) of p5; it will be denoted as f3.
2) There exists a unique Lie algebra morphism inj : p4 → p5, given by eij 7→ eij if i, j ∈ [[1, 3]]
and ei4 7→ −
∑
j∈[[1,3]] eij . This morphism is injective.
3) There is a direct sum decomposition p5 = im(inj : p4 → p5)⊕ f3.
THE BETTI SIDE OF THE DOUBLE SHUFFLE THEORY. I. THE HARMONIC COPRODUCT 41
Proof. 1) follows from [Ih2], §1.1 with n = i = 5 (the notation for f3 in loc. cit. is Nn). The
existence and uniqueness of inj follows from a direct check based on the presentation of p4. One
also checks that pr5 ◦ inj = idp4 . This proves the injectivity of inj. All this proves 2). Finally,
3) follows directly from the facts that f3 = Ker(pr5) and that pr5 ◦ inj = idp4 . 
Remark 5.4. Using [Ih2], one can prove that the centralizer of e45 in p5 decomposes as a direct
sum ke45 ⊕ im(inj).
Lemma 5.5. The map U(p5)
⊕3 → J(pr5), (pi)i∈[[1,3]] 7→
∑
i∈[[1,3]] pi · ei5 is an isomorphism of
left U(p5)-modules.
Proof. Set
p˜4 := im(inj : p4 → p5).
Then p5 = p˜4⊕f3 is a decomposition of the Lie algebra p5 as a direct sum of two Lie subalgebras.
The tensor product of inj : U(p4) → U(p5) with the injection U(f3) → U(p5), followed by the
product in U(p5), induces a linear map
codec : U(p4)⊗ U(f3)→ U(p5).
This map is compatible with the PBW filtrations on both sides, and its associated graded map
is the linear map S(p4) ⊗ S(f3) → S(p5), which is an isomorphism of graded vector spaces, so
that codec is an isomorphism of filtered vector spaces.
The following diagram
(5.2.1) U(p4)⊗ U(f3)
codec //
id⊗ε
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
U(p5)
pr5

U(p4)
is commutative, where ε is the counit of U(f3). Indeed, for p ∈ U(p4) and f ∈ U(f3),
pr5 ◦ codec(p⊗ f) = pr5
(
inj(p)f
)
=
(
pr5(inj(p))
)
· pr5(f) = c(p) · ε(f),
where the first equality follows from the definition of dec, the second equality follows from the
algebra morphism property of pr5, and the third equality follows from the facts that pr5 ◦ inj =
idp4 and that f3 = Ker(pr5 : p5 → p4).
This diagram implies that J(pr5) is equal to the isomorphic image by codec of the subspace
U(p4)⊗U(f3)+ of U(p4)⊗U(f3), where U(f3)+ := Ker(ε : U(f3)→ k) is the augmentation ideal
of U(f3), that is
(5.2.2) J(pr5) = im(U(p4)⊗ U(f3)+
codec
→ U(p5)).
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Since the ei5, i ∈ [[1, 3]], belong to f3, the following diagram commutes
(5.2.3) U(p4)⊗ U(f3)⊕3
codec⊕3

// U(p4)⊗ U(f3)
codec

U(p5)
⊕3 // U(p5)
where the lower horizontal map is given by (pi)i∈[[1,3]] 7→
∑
i∈[[1,3]] piei5, and the upper horizontal
map is given by the tensor product the the identity in U(p4) with the map U(f3)
⊕3 → U(f3),
(ϕi)i∈[1,3] 7→
∑
i∈[[1,3]]ϕiei5.
Since U(f3) is freely generated, as an associative algebra, by the ei5, i ∈ [[1, 3]], the latter map
corestricts to a k-module isomorphism U(f3)
⊕3 → U(f3)+. It follows that the upper horizontal
map of (5.2.3) corestricts to an isomorphism U(p4)⊗ U(f3)⊕3 → U(p4)⊗ U(f3)+.
Since the vertical maps of (5.2.3) are isomorphisms, this implies that the lower horizontal map
of (5.2.3) corestricts to an isomorphism from U(p5)
⊕3 to the image by codec of U(p4)⊗U(f3)+,
which is J(pr5) according to (5.2.2). 
5.2.2. A morphism ̟ : U(p5)→M3(U(p5)). Lemma 5.5 says that the hypothesis of Lemma 4.1
is satisfied in the following situation: R = U(p5), J = J(pr5), d = 3, (ja)a∈[[1,d]] = (ei5)i∈[[1,3]].
We denote by
̟ : U(p5)→M3(U(p5))
the algebra morphism given in this situation by Lemma 4.1. Then for p ∈ U(p5), ̟(p) =
(aij(p))i,j∈[[1,3]], and
∀i ∈ [[1, 3]], ei5p =
∑
j∈[[1,3]]
aij(p)ej5
(equalities in U(p5)).
5.2.3. Construction and properties of a morphism ρ : U(f2)→M3(U(f2)⊗2). Define the algebra
morphism
(5.2.4) ρ : U(f2)→M3(U(f2)
⊗2)
to be the composition
U(f2)
ℓ
→ U(p5)
̟
→M3(U(p5))
M3(pr12)→ M3(U(f2)
⊗2),
where ℓ is as in §5.1.2, ̟ is as in §5.2.2, and M3(pr12) is the morphism induced by pr12, i.e.,
taking (pij)i,j∈[[1,3]] to (pr12(pij))i,j∈[[1,3]].
Lemma 5.6. Set
(5.2.5) row :=
(
e1 −f1 0
)
∈M1×3(U(f2)
⊗2), col :=

 1−1
0

 ∈M3×1(U(f2)⊗2)
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(recall that e1, f1 ∈ U(f2)⊗2 are e1 ⊗ 1, 1⊗ e1), then
ρ(e1) = col · row
(equality in M3(U(f2)
⊗2)).
Proof. One has ℓ(e1) = e12. Let us compute ̟(e12). One has
e15e12 = e12e15 + [e15, e12] = e12e15 + [e25, e15] = (e12 + e25)e15 − e15e25,
e25e12 = −e25e15 + (e12 + e15)e25
(applying the permutation of indices 1 and 2 to the previous equality),
e35e12 = e12e35,
which implies that
̟(e12) =

e12 + e25 −e15 0−e25 e12 + e15 0
0 0 e12

 ∈M3(U(p5)).
The image of this matrix in M3(U(f2)
⊗2) is
ρ(e1) =

 e1 −f1 0−e1 f1 0
0 0 0

 =

 1−1
0

(e1 −f1 0) = col · row.
Therefore ρ(e1) = col · row. 
5.2.4. Construction and properties of a morphism ρ˜ : (U(f2), ·e1)→ U(f2)
⊗2. Lemma 5.6 shows
that the hypothesis of Lemma 4.3 is satisfied in the following situation: R = U(f2), S = U(f2)
⊗2,
e = e1, n = 3, f = ρ, row and col are as in Lemma 5.6. We denote by
ρ˜ : (U(f2), ·e1 )→ U(f2)
⊗2
the algebra morphism given in this situation by Lemma 4.3.
Then for any f ∈ U(f2), one has
(5.2.6) ρ˜(f) = row · ρ(f) · col = row · {M3(pr12) ◦̟ ◦ ℓ(f)} · col ∈ U(f2)
⊗2.
Lemma 5.7. For any n ≥ 0,
ρ˜(en0 ) = e1e
n
0 + f1f
n
0 −
n−1∑
i=0
(e1e
i
0) · (f1f
n−1−i
0 )
(equality in U(f2)
⊗2).
Proof. According to (5.2.6), ρ˜(en0 ) = row · ρ(e
n
0 ) · col. As ρ is an algebra morphism, ρ(e
n
0 ) =
ρ(e0)
n. Then ρ(e0) =M3(pr12) ◦A ◦ ℓ(e0) =M3(pr12)(̟(e23)).
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Let us compute ̟(e23). One has
e15e23 = e23e15,
e25e23 = e23e25 + [e25, e23] = e23e25 + [e35, e25] = (e23 + e35)e25 − e25e35,
e35e23 = −e35e25 + (e23 + e25)e35
(applying the permutation of indices 2 and 3 to the previous equality),
which implies that
̟(e23) =

e23 0 00 e23 + e35 −e25
0 −e35 e23 + e25

 ∈M3(U(p5)).
Then
ρ(e0) =M3(pr12)(̟(e23)) =

e0 0 00 −e1 + f0 −e1
0 e0 + e1 − f0 e0 + e1

 ∈M3(U(f2)⊗2).
Set T :=
(
−e1 + f0 −e1
e0 + e1 − f0 e0 + e1
)
∈M2(U(f2)⊗2), then ρ(en0 ) =
(
en0 0
0 T n
)
, therefore
ρ˜(en0 ) = row · ρ(e
n
0 ) · col = e1e
n
0 +
(
−f1 0
)
T n
(
−1
0
)
,
where the last equality follows from the form of row and col.
One checks that T =
(
1 0
−1 1
)(
f0 −e1
0 e0
)(
1 0
−1 1
)−1
, therefore
T n =
(
1 0
−1 1
)(
f0 −e1
0 e0
)n(
1 0
1 1
)
=
(
1 0
−1 1
)(
fn0 −
∑n−1
i=0 f
i
0e1e
n−1−i
0
0 en0
)(
1 0
1 1
)
,
so
ρ˜(en0 ) = e1e
n
0 +
(
−f1 0
)(fn0 −∑n−1i=0 f i0e1en−1−i0
0 en0
)(
−1
−1
)
= e1e
n
0 + f1f
n
0 −
n−1∑
i=0
f1f
i
0e1e
n−1−i
0 ;
the result then follows from the commutativity of es with ft for s, t ∈ {0, 1}. 
Remark 5.8. If A is a unital associative algebra, then the following identity holds in M2(A)
(5.2.7) Ad(
(
1 0
a 1
)
)(
(
u v
0 w
)
) = Ad(
(
1 a−1
0 1
)
)(
(
a−1wa 0
au− wa− ava aua−1
)
)
provided u, v, w ∈ A and a ∈ A×. This implies the identity
T =
(
1 −1
0 1
)(
e0 0
e0 + e1 − f0 f0
)(
1 −1
0 1
)−1
,
allowing for an alternative computation of T n.
5.3. Relationship between infinitesimal braid Lie algebras and ∆l,r⋆ .
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5.3.1. Relationship between ρ˜ and ∆l,r⋆ . Denote by k[e0] the linear span in U(f2) of the elements
en0 , n ≥ 0.
Lemma 5.9. (U(f2), ·e1 ) is generated, as an associative (non-unital) algebra, by k[e0].
Proof. For k ≥ 1, the k-th power of the canonical injection, followed by the k-th fold product
·e1 , sets up a linear map k[e0]
⊗k → U(f2). One checks that this map is injective and that
its image coincides with the part of U(f2) of e1-degree equal to k − 1. So the composition
⊕k≥1k[e0]⊗k → ⊕k≥1U(f2)⊗k → U(f2), where the first map is the canonical injection and the
second map is the iteration of the product ·e1 , maps ⊕k≥1k[e0]
⊗k injectively (in fact, bijectively)
to U(f2). 
Recall that WDRl is the subalgebra of U(f2) equal to k⊕ U(f2)e1 (see §1.3). We set
(5.3.1) (WDRl )+ := U(f2)e1.
This is a (non-unital) subalgebra of WDRl .
Since the right multiplication by e1 is injective in U(f2), the algebra morphism
(5.3.2) morlU(f2),e1 : (U(f2), ·e1)→ (W
DR
l )+
(see §4) is an algebra isomorphism.
Lemma 5.10. The following diagram is commutative
(U(f2), ·e1)
ρ˜ //
morlU(f2),e1 ≃

U(f2)
⊗2
(WDRl )+
∆l,r⋆
// (WDRr )
⊗2
?
OO
where ∆l,r⋆ is as in §3.1.6, and the inclusion WDRr →֒ U(f2) is as in §3.1.1.
Proof. For n ≥ 1,
∆l,r⋆ ◦mor
l
U(f2),·e1
(en0 ) = ∆
l,r
⋆ (e
n
0 e1) = Ad(e1)
⊗2 ◦∆⋆(−yn+1)
= Ad(e1)
⊗2(−yn+1 ⊗ 1− 1⊗ yn+1 −
n∑
i=1
yi ⊗ yn+1−i)
= e1e
n
0 ⊗ 1 + 1⊗ e1e
n
0 −
n∑
i=1
e1e
i−1
0 ⊗ e1e
n−i
0 = ρ˜(e
n
0 ),
where the second equality follows from Def. 3.10, the third equality follows from (1.1.3), the
fourth equality follows from Lemma 3.4, and the last equality follows from Lemma 5.7.
It follows that the two maps of the above diagram agree on en0 , n ≥ 1. Since these maps are
algebra morphisms, and since the family en0 , n ≥ 0 generates (U(f2), ·e1 ) (see Lemma 5.9), this
diagram commutes. 
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Proposition 5.11. The following diagram commutes
(5.3.3)
U(f2)
≃ ⋄

ℓ // U(p5)
̟ // M3(U(p5))
M3(pr12)// M3(U(f2)⊗2)
row·(−)·col
⋄
// U(f2)⊗2
(U(f2), ·e1)
morlU(f2),e1 ≃

(WDRl )+
∆l,r⋆
// (WDRr )
⊗2
?
OO
where ℓ, pr12 are as in §5.1.2, ̟ is as in §5.2.2, and ∆
l,r
⋆ is as in §3.1.6; in this diagram, all
the maps are algebra morphisms, except for the maps marked with ⋄, which are only k-module
morphisms.
Proof. This follows from the combination the commutative diagram from Lemma 5.10 with the
specialization of the commutative diagram from Lemma 4.3. 
5.3.2. Completion of the diagram (5.3.3). Recall that U(f2) and U(p5) are graded k-algebras,
and that WDRl , W
DR
r are graded subalgebras of U(f2). These gradings equip all the k-algebras
in the commutative diagram of Proposition 5.9 with natural gradings; in the case of (U(f2), ·e1),
we define the grading by (U(f2), ·e1)n := U(f2)n−1.
Lemma 5.12. The commutative diagram (5.3.3) gives rise to a commutative diagram between
the degree completions of its constituents.
Proof. All the maps in this commutative diagram have degree 0, except for the maps row·(−)·col
and morlU(f2),e1 (marked with ⋄), which have degree 1. These maps therefore induce maps
between the degree completions of these algebras, and the completed diagram then commutes.

6. Relationship between ∆♯ and pure sphere braid groups
The purpose of this section is to construct a commutative diagram relating ∆l,r♯ with braid
groups (diagram (6.3.3)); this construction is inspired by that of §5.
In §6.1, we recall the definition of various families of braid groups (the Artin braid group,
the sphere braid group and the modular group of the sphere with marked points), of their
pure subgroups, and of a diagram of morphisms relating them (see (6.1.1)). We recall the
presentation of these groups and relate various generators by morphisms (Lemma 6.3). We then
give a presentation of the modular group P ∗5 which exhibits an order 5 cyclic symmetry, and may
be viewed as an analogue of the presentation of p5 in [Ih2], Proposition 4 (this presentation is
not used is the sequel of the paper). In §6.1.2, we define morphisms ℓ : F2 → P ∗5 , pri : P
∗
5 → F2
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(i ∈ [[1, 5]]), pr
12
: P ∗5 → (F2)
2 relating P ∗5 with the free group with two generators F2 or its
square.
In §6.2, we introduce an ideal J(pr
5
) of the group algebra kP ∗5 arising from pr5, and show its
freeness as a left kP ∗5 -module (Lemma 6.11). Lemma 4.1 then gives rise to an algebra morphism
̟ : kP ∗5 → M3(kP
∗
5 ). By composing ̟ with the morphisms ℓ and pr12, we construct a
morphism ρ : kF2 → M3((kF2)⊗2) (see (6.2.1)). In Lemma 6.12, by introducing suitable
elements row ∈ M1×3((kF2)⊗2) and col ∈ M3×1((kF2)⊗2), we show that the morphism ρ
satisfies the hypothesis of Lemma 4.3. Applying this lemma, we obtain in §6.2.4 a morphism
ρ˜ : (kF2, ·X1−1)→ (kF2)
⊗2, which we compute in Lemma 6.13.
In §6.3, we show the commutativity of a diagram relating ∆l,r♯ and ρ˜ (Lemma 6.16), and derive
from there the commutativity of a diagram relating ∆l,r♯ and ̟, ℓ, pr12 and row · (−) · col :
M3((kF2)
⊗2) → (kF2)⊗2 (Proposition 6.17, (6.3.3)). In the end of the subsection, we show
that the constituents of this diagram are compatible with the filtrations, which implies the
commutativity of the diagram between the completions of these maps.
6.1. Material on braid groups.
6.1.1. Braid groups. For X a topological space, let Cn(X) denote its configuration space of n
distinct points. Let also M0,n+1 be the moduli space of smooth complex projective curves of
genus zero with n + 1 marked points. Below, we give a list of topological spaces and simply-
connected subspaces, together with standard names and notation for the corresponding funda-
mental groups (see [Bir, Ih1, LoS]).
range of n n ≥ 1 n ≥ 1 n ≥ 3
space X Cn(C) Cn(P
1
C) Cn(P
1
C)/PGL2(C) ≃M0,n
subspace b Un Un Bn
notation for π1(X, b) Kn Pn P
∗
n
name of π1(X, b)
pure Artin
braid group
pure sphere (Hurwitz)
braid group
pure modular group of the
sphere with n marked points
range of n n ≥ 1 n ≥ 1 n ≥ 3
space X Cn(C)/Sn Cn(P
1
C)/Sn
Cn(P
1
C)/(Sn × PGL2(C))
≃M0,n/Sn
subspace b Sn · Un Sn · Un Sn · Bn
notation for π1(X, b) Bn Hn B
∗
n
name of π1(X, b) Artin braid group
sphere (Hurwitz)
braid group
modular group of the
sphere with n marked points
Here we set Un := {(x1, . . . , xn) ∈ Rn|x1 < · · · < xn} ⊂ Cn(C); we define B˜n ⊂ Cn(P1) to be
the set of n-tuples (x1, . . . , xn) in (P
1
R)
n, which lie on P1R in the counterclockwise order; one
has B˜n = PGL
+
2 (R) · Un; we define Bn as the quotient B˜n/PGL
+
2 (R); it is a simply-connected
subspace of Cn(P
1
C)/PGL2(C).
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By homotopy exact sequence, the pure groups appear as the kernels of the natural morphisms
of their non-pure counterparts to Sn, so
Kn = Ker(Bn → Sn), Pn = Ker(Hn → Sn), P
∗
n = Ker(B
∗
n → Sn).
According to [LoS], Appendix, B∗n is isomorphic to the quotient of the Artin braid group
Bn by the normal subgroup generated by ηn if n ≥ 3, which corresponds to the winding of xn
around (x1, . . . , xn−1) (see (6.1.6) for an expression in terms of standard generators), and by
its center Z(Bn), which is isomorphic to Z. One has Z(Bn) ⊂ Kn, and P ∗n+1 ≃ Kn/Z(Bn)
for n ≥ 2. One also has Pn ≃ P ∗n × C2, where C2 is the cyclic group of order 2 (see [LoS],
Proposition A4 iii) and also [Ih1], Corollary 2.1.2).
Remark 6.1. The isomorphism P ∗n+1 ≃ Kn/Z(Bn) can be interpreted as follows. There is an
isomorphism M0,n+1 ≃ Cn(C)/Aff, with Aff = {x 7→ ax + b | a ∈ C×, b ∈ C}; it gives rise
to a homotopy exact sequence π2(M0,n+1) → π1(Aff) → π1(Cn(C)) → π1(M0,n+1) → 1. The
spaces M0,n are K(π, 1)-spaces, as can be seen inductively from the homotopy exact sequences
of the fibrations M0,n+1 → M0,n, therefore π2(M0,n+1) = 1. One has Kn = π1(Cn(C)),
P ∗n+1 = π1(M0,n+1) and π1(Aff) = Z, so the above exact sequence implies P
∗
n+1 ≃ Kn/Z.
Remark 6.2. The isomorphism Pn ≃ P ∗n × C2 for n ≥ 2 implies, in the notation of Remark
5.1, the isomorphism gr(Pn) ≃ gr(P ∗n )×C2, therefore gr(P
∗
n )⊗ k ≃ gr(Pn)⊗ k ≃ pn as Q ⊂ k.
A diagram of pure braid groups. The canonical projection Cn+1(C) → Cn+1(P1C)/PGL2(C)
defines a morphism of topological spaces; this map takes Un+1 to Bn+1, therefore induces a
group morphism Kn+1 → P ∗n+1.
Define a morphism Cn(C) → Cn+1(P1C)/PGL2(C) to be the map taking (x1, . . . , xn) to the
class of (x1, . . . , xn,∞). This map takes Un to Bn+1, therefore induces a group morphism
Kn → P ∗n+1.
Let D be the open unit disc in C, let CDn (C) (resp. U
D
n ) be the intersection of Cn(C) (resp.
Un) with Dn. Then (CDn (C),U
D
n ) is a deformation retract of (Cn(C),Un), therefore Kn ≃
π1(C
D
n (C),U
D
n ). The morphism C
D
n (C) → Cn+1(C) given by (x1, . . . , xn) 7→ (x1, . . . , xn, 2)
takes UDn to Un+1, and therefore induces a morphism Kn → Kn+1.
Then the diagram
(6.1.1) Kn // // _

P ∗n+1
Kn+1
;; ;;✇✇✇✇✇✇✇✇
commutes.
Presentations of braid groups. According to [Ar], the group Bn is presented for n ≥ 1 by
generators σ1, . . . , σn−1, subject to relations σiσj = σjσi for |i − j| > 1, and σiσi+1σi =
σi+1σiσi+1 for i ∈ [[1, n− 1]]. The morphism Bn → Sn is then given by σi 7→ (i, i+ 1).
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For i < j ∈ [[1, n]], set
x˜ij := (σj−2 · · ·σi)
−1σ2j−1(σj−2 · · ·σi) = (σj−1 · · ·σi+1)σ
2
i (σj−1 · · ·σi+1)
−1 ∈ Bn.
Then one checks that x˜ij ∈ Kn. According to [Ar], a presentation of Kn is given by generators
x˜ij , i < j ∈ [[1, n]], subject to relations
(6.1.2) (aijk, x˜ij) = (aijk, x˜ik) = (aijk, x˜jk) = 1
for i < j < k and i, j, k ∈ [[1, n]], where aijk = x˜ij x˜ikx˜jk, together with
(6.1.3) (x˜ij , x˜kl) = (x˜ik, x˜
−1
ij x˜jlx˜ij) = (x˜il, x˜jk) = 1.
for i < j < k < l and i, j, k, l ∈ [[1, n]].
Set
ωn := x˜12 · (x˜13x˜23) · · · (x˜1n · · · x˜n−1,n) ∈ Kn.
Then ωn is a generator of Z(Bn), therefore
(6.1.4) P ∗n+1 = Kn/〈ωn〉.
For n ≥ 2 and i ∈ [[1, n]], define x˜i,n+1 ∈ Kn by
(6.1.5) x˜i,n+1 := (x˜1i · · · x˜i−1,ix˜i,i+1 · · · x˜in)
−1.
For i < j ∈ [[1, n+1]], we denote by xij ∈ P ∗n+1 the image of x˜ij ∈ Kn by the projection (6.1.4).
Lemma 6.3. If i < j ∈ [[1, n + 1]], then xij ∈ P ∗n+1 is the image of x˜ij ∈ Kn+1 under the
morphism Kn+1 → P ∗n+1.
Proof. If j ≤ n, then the image of x˜ij ∈ Kn under Kn → P ∗n+1 is xij ∈ P
∗
n+1, and the image of
the same element under Kn → Kn+1 is x˜ij ∈ Kn, so the result follows from the commutativity
of (6.1.1).
Assume now that j = n+ 1. According to [LoS], three lines after (A1), one has
(6.1.6) ηn+1 = σn · · ·σ
2
1 · · ·σn
(equality in Bn+1). Moreover, one checks that for i ∈ [[1, n]],
σi · · ·σn · η
−1
n+1 · (σi · · ·σn)
−1 = x˜1i · · · x˜i−1,ix˜i,i+1 · · · x˜i,n+1
(equality in Bn+1). The left-hand side belongs to the kernel of the morphism Bn+1 → B∗n+1,
and the right-hand side belongs to the subgroup Kn+1 ⊂ Bn+1, therefore the latter side belongs
to the kernel of the composed morphism Kn+1 ⊂ Bn+1 → B∗n+1. As this morphism factors as
Kn+1 ։ P
∗
n+1 →֒ B
∗
n+1, the right-hand side belongs to Ker(Kn+1 ։ P
∗
n+1). 
The following result may be viewed as an analogue of Proposition 4 in [Ih2].
Proposition 6.4. For i ∈ C5 ≃ [[1, 5]], define gi ∈ P ∗5 by gi := xi,i+1 (with the convention
x0,1 := x1,5). The group P
∗
5 is presented by generators gi (i ∈ C5), subject to the relations
(gi, gj) = 1 if i, j ∈ C5 and i− j 6= ±1, (g0, g1)(g1, g2)(g2, g3)(g3, g4)(g4, g0) = 1.
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Proof. It follows from (6.1.5) that for i ∈ [[1, 4]], one has
(6.1.7) xi,5 = (x1i · · ·xi−1,ixi,i+1 · · ·xi4)
−1 ∈ P ∗5 .
Relation ω5 = 1, namely
(6.1.8) x12x13x23x14x24x34 = 1,
together with relation (6.1.7) for i = 4, implies g4 = x45 = x12x13x23, therefore
(6.1.9) x13 = g
−1
1
g4g
−1
2
.
Relation (6.1.8) together with (x14, x23) = 1 yields x12x13x14x23x24x34 = 1, which together
with (6.1.7) for i = 1, yields x15 = x23x24x34. This relation yields
(6.1.10) x24 = g
−1
2
g0g
−1
3
.
By the commutation of x34 with x23x24x34, this relation also yields g0 = x15 = x24x34x23 =
x24x34g2, therefore x
−1
34 x
−1
24 = g2g
−1
0
. (6.1.8) implies x14 = x
−1
23 x
−1
13 x
−1
12 x
−1
34 x
−1
24 , which after
combination with the previous equality yields x14 = x
−1
23 x
−1
13 x
−1
12 g2g
−1
0
= g−1
2
x−113 g
−1
1
g2g
−1
0
.
Combining with (6.1.9), we obtain
(6.1.11) x14 = g
−1
4
g2g
−1
0
.
As P ∗5 is a quotient of K4 it is generated by {xij |i < j ∈ [[1, 4]]]}, therefore also by the union of
this set with g0, which is equal to {gi|i ∈ C5} ∪ {x13, x24, x14}. Relations (6.1.9), (6.1.10) and
(6.1.11) then imply that a generating set is {gi|i ∈ C5}.
The group P ∗5 may be viewed as generated by {gi|i ∈ C5}∪{x13, x24, x14}, subject to relations
(6.1.2), (6.1.3), ω5 = 1, and (6.1.7) for i = 1, 4. These relations imply expressions (6.1.9),
(6.1.10) and (6.1.11) of x13, x24, x14 in terms of {gi|i ∈ C5}. Substituting these expressions
in relations (6.1.2), (6.1.3), ω5 = 1, and (6.1.7) for i = 1, 4, we obtain a presentation of P
∗
5
in terms of the generators {gi|i ∈ C5}. The relations obtained in this way are the following.
Relation ω5 = 1 yields the commutation of g0 with g2. Relation (6.1.2) for (i, j, k) = (1, 2, 3)
yields the commutation of g4 with g1 and g2. Relation (6.1.2) for (i, j, k) = (2, 3, 4) yields the
commutation of g0 with g2 and g3. The first part of relation (6.1.3), namely (x12, x34) = 1,
yields the commutation of g1 with g3. The last part of relation (6.1.3), namely (x14, x23) =
1, yields a consequence of the already obtained commutations of g2 with g0 and g4. The
middle part of relation (6.1.3), namely (x13, x
−1
12 x24x12) = 1, together with the commutations
(g1, g3) = (g0, g1) = 1, yields the relation g0g
−1
2
g1g
−1
3
g2g
−1
4
g3g
−1
0
g4g
−1
1
= 1, which by again
using the commutation relations yields g0g
−1
4
g1g
−1
0
g2g
−1
1
g3g
−1
2
g4g
−1
3
= 1, which is equivalent
to the cyclic relation (g0, g1)(g1, g2)(g2, g3)(g3, g4)(g4, g0) = 1.
Relation (6.1.2) for (i, j, k) = (1, 2, 4) splits as the conjunction of x12x14x24 = x14x24x12 and
x14x24x12 = x24x12x14. The first relation yields a consequence of already obtained relations,
namely (g0, g2) = (g1, g3) = (g1, g4) = 1. After using (g0, g2) = (g1, g3) = 1, the second relation
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yields g0g
−1
3
g1g
−1
4
g2g
−1
0
g3g
−1
1
g4g
−1
2
= 1 which as above is equivalent to the already obtained
cyclic relation.
Relation (6.1.2) for (i, j, k) = (1, 3, 4) splits as the conjunction of x13x14x34 = x34x13x14 and
x34x13x14 = x14x34x13. The first relation yields a consequence of the already obtained relations
(g2, g4) = (g3, g1) = (g3, g0) = 1. After using (g2, g4) = 1 and the commutation of g1 with g
−1
3
,
the second relation yields the already obtained relation g0g
−1
3
g1g
−1
4
g2g
−1
0
g3g
−1
1
g4g
−1
2
= 1. 
Remark 6.5. Under the commutation relations, the cyclic relation
∏
i∈C5
(gi, gi+1) = 1 (using
the notation
∏
i∈C5
ai := a0a1 · · · a4) is equivalent to any of the relations
∏
i∈C5
gig
−1
i+j = 1,
where j ∈ C5 − {0, 1}. For j = 2, this relation expresses as
∏
i∈C5
(g−1i , g
−1
i+1) = 1. The cyclic
relation is also equivalent to the relation
∏
i∈C5
(g−i, g−i−1) = 1. All this proves that the group
D5 × C2 acts by automorphisms of P ∗5 as follows: the dihedral group D5 acts by permutation
of indices of the generators (gi)i∈C5 and the cyclic group C2 acts by gi 7→ g
−1
i .
Diagrammatic representation. The generators of Bn are depicted as follows when n = 4,
σ1 = , σ2 = , σ3 = and the convention for the product is
σ2σ1 =
The element x˜ij ∈ Kn is then depicted as follows
x˜ij =
i− 1
j − 1
According to these conventions, the diagrammatic representatives of the elements x˜i,5 ∈ B4
given by (6.1.5) are the following
x˜15 =
,
x˜25 =
,
x˜35 =
,
x˜45 =
.
For a, b ≥ 1, we define σa,b ∈ Ba+b to be the element represented by
(6.1.12)
σa,b =
a b
∈ Ba+b
.
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6.1.2. The morphisms ℓ, pr
i
and pr
12
between braid groups. Let F2 be the free group with
generators X0, X1. Similarly to (1.7.3), we will abuse notation by setting for i = 0, 1
(6.1.13) Xi := (Xi, 1) ∈ (F2)
2, Yi := (1, Xi) ∈ (F2)
2.
Lemma 6.6. 1) There are group morphisms pr
i
: P ∗5 → F2 for i = 1, 2, 5, given by
x ∈ P ∗5 x12 x13 x14 x15 x23 x24 x25 x34 x35 x45
pr
1
(x) 1 1 1 1 X0 (X1X0)
−1 X1 X1 (X0X1)
−1 X0
pr
2
(x) 1 (X0X1)
−1 X0 X1 1 1 1 X1 X
−1
1 X0X1 (X0X1)
−1
pr
5
(x) X1 (X0X1)
−1 X0 1 X0 (X1X0)
−1 1 X1 1 1
2) There is a group morphism ℓ : F2 → P ∗5 , given by X0 7→ x23, X1 7→ x12. We have
pr
5
◦ ℓ = idF2 .
Proof. Direct computation. 
Define pr
12
: P ∗5 → F
2
2 as the morphism p 7→ (pr1(p), pr2(p)). We will denote by ℓ, pri and
pr
12
the Hopf algebra morphisms relating the group algebras kF2, (kF2)
⊗2 and kP ∗5 induced
by ℓ, pr
i
and pr
12
.
Remark 6.7. The pure modular group of the sphere with 4 marked points P ∗4 is freely generated
by x12, x23, and therefore isomorphic to F2. Composing with this isomorphism the morphisms
pr
i
(resp. ℓ), one obtains the morphisms P ∗5 → P
∗
4 (resp. P
∗
4 → P
∗
5 ) induced by the morphisms
between moduli spaces consisting in forgetting the i-th marked point (resp. doubling the fourth
marked point).
6.2. Algebraic constructions related to an ideal of kP ∗5 .
6.2.1. The structure of J(pr
5
).
Definition 6.8. We denote by J(pr
5
) the kernel Ker(kP ∗5
pr
5→ (kF2)⊗2). This is a two-sided
ideal of kP ∗5 .
Let F3 be the free group with generators ai, i ∈ [[1, 3]]; there is a unique group morphism
F3 → P ∗5 , given by ai 7→ xi5 for i ∈ [[1, 3]].
Lemma 6.9. 1) The morphisms pr
5
and F3 → P ∗5 fit in an exact sequence 1 → F3 → P
∗
5 →
F2 → 1. As F3 → P ∗5 is injective, we will identify F3 with its image in P
∗
5 .
2) The map F2 × F3 → P
∗
5 , (f, f
′) 7→ ℓ(f) · f ′ is a bijection.
Proof. 1) follows from [Ih1], Proposition 2.1.3, based on [FvB]. 2) then follows from the fact
that ℓ is a section of pr
5
. 
Lemma 6.10. Let Fn be the free group with generators (ai)i∈[1,n] and let (kFn)+ be its augmen-
tation ideal. The map (kFn)
⊕n → (kFn)+, (f i)i∈[[1,n]] 7→
∑
i∈[[1,n]] f i ·(ai−1) is an isomorphism
of left kFn-modules.
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Proof. Let us prove surjectivity. The space (kFn)+ is k-linearly generated by the differences
w − 1, where w in a word in (aǫi)i∈[[1,n]],ǫ∈{±1}. Such a word w is a product a
ǫ(1)
f(1) · · · a
ǫ(k)
f(k), for
some k ≥ 0 and some functions f : [[1, k]]→ [[1, n]] and ǫ : [[1, k]]→ {±1}. Since
a
ǫ(1)
f(1) · · ·a
ǫ(k)
f(k) − 1 =
k∑
i=1
ǫ(i)a
ǫ(1)
f(1) · · · a
ǫ(i−1)
f(i−1)a
(ǫ(i)−1)/2
f(i) (af(i) − 1),
w − 1 belongs to the image of (kFn)⊕n → (kFn)+.
Let us prove the injectivity of this map. Set I := (kFn)+. Then each side of this map is
equipped with a separated descending filtration, given by Filk((kFn)
⊕n) := (Ik)⊕n for k ≥ 0
for the left side, and by Filk((kFn)+) := I
k+1. The map (kFn)
⊕n → (kFn)+ is compati-
ble with the filtrations of both sides. The associated graded spaces of degree k are k〈A〉⊕nk
for the left-hand side and k〈A〉k+1 for the right-hand side, where k〈A〉 is the free algebra
over generators α1, . . . , αn, and the associated graded map k〈A〉
⊕n
k → k〈A〉k+1 is given by
(ϕi)i∈[1,n] 7→
∑
i∈[[1,n]] ϕi · αi. As this map is injective, so is the map (kFn)
⊕n → (kFn)+. 
Lemma 6.11. The map (kP ∗5 )
⊕3 → J(pr
5
), (p
i
)i∈[[1,3]] 7→
∑
i∈[[1,3]] pi · (xi5 − 1) is an isomor-
phism of left kP ∗5 -modules.
Proof. The bijection from Lemma 6.9, 2) induces a linear isomorphism kF2 ⊗kF3
≃
→ kP ∗5 . For
(f, f ′) ∈ F2 × F3, pr5(ℓ(f) · f
′) = f as pr
5
◦ ℓ = idF2 and F3 = Ker(pr5). It follows that the
diagram
kF2 ⊗ kF3
≃ //
id⊗ε %%❑❑
❑❑
❑❑
❑❑
❑❑
kP ∗5
pr
5

kF2
It follows that J(pr
5
) is the image of kF2⊗ (kF3)+ under the linear isomorphism kF2⊗kF3
≃
→
kP ∗5 .
Since xi5 ∈ F3 for i ∈ [[1, 3]], the diagram
(kF2 ⊗ kF3)⊕3
≃ //

(kP ∗5 )
⊕3

kF2 ⊗ kF3
≃ // kP ∗5
commutes, where the vertical maps are, on the left-hand side, the tensor product of the idkF2
with kF⊕33 → kF3, (f i)i∈[[1,3]] 7→
∑
i∈[[1,3]] f i · (xi5 − 1), and on the right-hand side, the map
given by the same formula.
It follows from Lemma 6.10 that kF2 ⊗ (kF3)+ is the isomorphic image of the left vertical
map, therefore J(pr
5
) is the isomorphic image of (kP ∗5 )
⊕3 by the right vertical map, which
proves the claimed statement. 
54 BENJAMIN ENRIQUEZ AND HIDEKAZU FURUSHO
6.2.2. A morphism ̟ : kP ∗5 →M3(kP
∗
5 ). Lemma 6.11 says that the hypothesis of Lemma 4.1
is satisfied in the following situation: R = kP ∗5 , J = J(pr5), d = 3, (ja)a∈[[1,d]] = (xi5−1)i∈[[1,3]].
We denote by
̟ : kP ∗5 →M3(kP
∗
5 )
the algebra morphism given in this situation by Lemma 4.1. Then for p ∈ kP ∗5 , ̟(p) =
(aij(p))i,j∈[[1,3]], and
∀i ∈ [[1, 3]], (xi5 − 1)p =
∑
j∈[[1,3]]
aij(p)(xj5 − 1)
(equalities in kP ∗5 ).
6.2.3. Construction and properties of a morphism (kF2, ·X1−1)→ (kF2)
⊗2. Define the algebra
morphism
(6.2.1) ρ : kF2 →M3((kF2)
⊗2)
to be the composition
kF2
ℓ
→ kP ∗5
̟
→M3(kP
∗
5 )
M3(pr
12
)
→ M3((kF2)
⊗2),
where ℓ is as in 2) of Lemma 6.6, ̟ is as in §6.2.2, and M3(pr12) is the morphism induced by
pr
12
, i.e., taking (p
ij
)i,j∈[[1,3]] to (pr12(pij))i,j∈[[1,3]].
Lemma 6.12. Set
(6.2.2) row :=
(
X1 − 1 1− Y1 0
)
∈M1×3((kF2)
⊗2), col :=

Y1−1
0

 ∈M3×1((kF2)⊗2)
(where X1, Y1 ∈ F 22 ⊂ (kF2)
⊗2 are defined by (6.1.13)), then
ρ(X1 − 1) = col · row
(equality in M3((kF2)
⊗2)).
Proof. One has ℓ(X1) = x12. Let us compute ̟(x12). One has
(x15 − 1)x12 = (x15 − 1)x12x15x25x
−1
25 x
−1
15 = x12x15x25(x15 − 1)x
−1
25 x
−1
15
= x12x15x25(−x15x
−1
25 x
−1
15 + 1 + x
−1
25 x
−1
15 )(x15 − 1) + x12x15x25(1− x15)x
−1
25 (x25 − 1),
(x25 − 1)x12 = (x25 − 1)x12x15x25x
−1
25 x
−1
15 = x12x15x25(x25 − 1)x
−1
25 x
−1
15
= x12x15x25(x
−1
25 − 1)x
−1
15 (x15 − 1) + x12x15(x25 − 1),
(x35 − 1)x12 = x12(x35 − 1),
which implies that
̟(x12) =

x12x15x25(−x15x−125 x−115 + 1 + x−125 x−115 ) x12x15x25(1− x15)x−125 0x12x15x25(x−125 − 1)x−115 x12x15 0
0 0 x12

 ∈M3(kP ∗5 ).
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The image of ̟(x12 − 1) in M3((kF2)⊗2) by M3(pr12) is therefore
(X1 − 1)Y1 Y1(1 − Y1) 01−X1 Y1 − 1 0
0 0 0

 = (X1 − 1 1− Y1 0)

Y1−1
0

 = col · row.
Therefore ρ(X1 − 1) = col · row. 
6.2.4. Construction and properties of a morphism ρ˜ : (kF2, ·X1−1) → (kF2)
⊗2. Lemma 6.12
shows that the hypothesis of Lemma 4.3 is satisfied in the following situation: R = kF2,
S = (kF2)
⊗2, e = X1 − 1, n = 3, f = ρ, row and col are row and col from Lemma 6.12. We
denote by
ρ˜ : (kF2, ·X1−1)→ (kF2)
⊗2
the algebra morphism given in this situation by Lemma 4.3.
Then for any f ∈ kF2, one has
(6.2.3) ρ˜(f) = row · ρ(f) · col = row · {M3(pr12) ◦̟ ◦ ℓ(f)} · col ∈ (kF2)
⊗2.
Lemma 6.13. For any k ∈ Z,
ρ˜(Xk0 ) = (X1 − 1)X
k
0 ⊗ 1 + 1⊗ (1−X
−1
1 )X
k
0X1 −
k−1∑
i=1
(X1 − 1)X
i
0 ⊗ (1 −X
−1
1 )X
k−i
0 X1,
ρ˜(Xk0X
−1
1 ) = ρ˜(X
k
0 )(X
−1
1 ⊗X
−1
1 )
(equalities in (kF2)
⊗2).
Proof. According to (6.2.3), ρ˜(Xk0 ) = row · ρ(X
k
0 ) · col. As ρ is an algebra morphism, ρ(X
k
0 ) =
ρ(X0)
k. Then ρ(X0) =M3(pr12) ◦̟ ◦ ℓ(X0) =M3(pr12)(̟(x23)).
Let us compute ̟(x23).
As x15 commutes with x23, one has
(6.2.4) (x15 − 1) · x23 = x23 · (x15 − 1).
Since x25 commutes with x23x25x35, one has
x−123 x25x23 = x25x35x25x
−1
35 x
−1
25
which implies the first equality in the following chain of equalities
x−123 (x25 − 1)x23 = x25x35x25x
−1
35 x
−1
25 − 1 = x25(x35x25x
−1
35 x
−1
25 − 1) + x25 − 1
= x25{x35(x25x
−1
35 x
−1
25 − 1) + x35 − 1}+ x25 − 1
= x25[x35{x25(x
−1
35 x
−1
25 − 1) + x25 − 1}+ x35 − 1] + x25 − 1
= x25
(
x35[x25{x
−1
35 (x
−1
25 − 1) + x
−1
35 − 1}+ x25 − 1] + x35 − 1
)
+ x25 − 1
= x25x35x25x
−1
35 (x
−1
25 − 1) + x25x35x25(x
−1
35 − 1) + x25x35(x25 − 1) + x25(x35 − 1) + x25 − 1
= (−x25x35x25x
−1
35 x
−1
25 + x25x35 + 1)(x25 − 1) + (−x25x35x25x
−1
35 + x25)(x35 − 1),
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the following equalities being immediate. Therefore
(6.2.5)
(x25−1)·x23 = x23(−x25x35x25x
−1
35 x
−1
25 +x25x35+1)·(x25−1)+x23(−x25x35x25x
−1
35 +x25)·(x35−1).
Since x23x25x35 = x35x23x25, one has x
−1
23 x35x23 = x25x35x
−1
25 , which implies the first equal-
ity in the following chain of equalities
x−123 (x35 − 1)x23 = x25x35x
−1
25 − 1 = x25(x35x
−1
25 − 1) + x25 − 1
= x25{x35(x
−1
25 − 1) + x35 − 1}+ x25 − 1 = x25x35(x
−1
25 − 1) + x25 − 1 + x25(x35 − 1)
= (−x25x35x
−1
25 + 1)(x25 − 1) + x25(x35 − 1),
the following equalities being immediate. Therefore
(6.2.6) (x35 − 1) · x23 = x23(−x25x35x
−1
25 + 1) · (x25 − 1) + x23x25 · (x35 − 1).
Equalities (6.2.4), (6.2.5) and (6.2.6) imply that
̟(x23) =

x23 0 00 x23(−x25x35x25x−135 x−125 + x25x35 + 1) x23(−x25x35x25x−135 + x25)
0 x23(−x25x35x
−1
25 + 1) x23x25

 ∈M3(kP ∗5 ).
Then
ρ(X0) =M3(pr12)(̟(x23)) =

X0 0 00 (1−X1)X0 + Y −11 Y0Y1 (1 −X1)X0X1
0 X0 − Y
−1
1 Y0Y1X
−1
1 X0X1

 ∈M3((kF2)⊗2).
Set T :=
(
(1 −X1)X0 + Y
−1
1 Y0Y1 (1−X1)X0X1
X0 − Y
−1
1 Y0Y1X
−1
1 X0X1
)
∈M2((kF2)⊗2), then ρ(Xk0 ) =
(
Xk0 0
0 T k
)
,
therefore
ρ˜(Xk0 ) = row·ρ(X
k
0 )·col = (X1−1)X
k
0Y1+
(
1− Y1 0
)
T k
(
−1
0
)
= (X1−1)X
k
0Y1−(1−Y1)(T
k)11,
where the second equality follows from the form of row and col, and where (T k)11 means the
(1, 1)-entry of T k.
One checks that
T =
(
1 0
−X−11 1
)(
a b
0 c
)(
1 0
−X−11 1
)−1
where (
1 0
−X−11 1
)−1
=
(
1 0
X−11 1
)
and (
a b
0 c
)
=
(
Y −11 Y0Y1 (1−X1)X0X1
0 X−11 X0X1
)
.
For k ∈ Z, one has (
a b
0 c
)k
=
(
ak
∑k−1
i=0 a
ibck−i−1
0 ck
)
using the notation (2.2.1) so that
T k =
(
1 0
−X−11 1
)(
ak
∑k−1
i=0 a
ibck−i−1
0 ck
)(
1 0
X−11 1
)
=
(
ak +
∑k−1
i=0 a
ibck−i−1 ·X−11 ∗
∗ ∗
)
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therefore
(T k)11 = a
k +
k−1∑
i=0
aibck−i−1 ·X−11
= Y −11 Y
k
0 Y1 +
k−1∑
i=0
Y −11 Y
i
0Y1 · (1 −X1)X0X1 ·X
−1
1 X
k−i−1
0 X1 ·X
−1
1
= Y −11 Y
k
0 Y1 +
k−1∑
i=0
Y −11 Y
i
0Y1 · (1 −X1)X
k−i
0
= Y −11 Y
k
0 Y1 + (1 −X1)X
k
0 +
k−1∑
i=1
Y −11 Y
i
0Y1 · (1 −X1)X
k−i
0 .
It follows that
ρ˜(Xk0 ) = (X1 − 1)Y1X
k
0 − (1− Y1)(T
k)11
= (X1 − 1)Y1X
k
0 − (1− Y1){(1−X1)X
k
0 + Y
−1
1 Y
k
0 Y1 +
k−1∑
i=1
Y −11 Y
i
0Y1 · (1 −X1)X
k−i
0 }
= (X1 − 1)Y1X
k
0 − (1− Y1)(1 −X1)X
k
0 − (1− Y1)Y
−1
1 Y
k
0 Y1 − (1− Y1)
k−1∑
i=1
Y −11 Y
i
0Y1 · (1−X1)X
k−i
0
= (X1 − 1)X
k
0 + (Y1 − 1)Y
−1
1 Y
k
0 Y1 −
k−1∑
i=1
(1−X1)X
k−i
0 · Y
−1
1 (1− Y1)Y
i
0Y1,
which implies the first identity.
By Lemma 6.12, one has ρ(X1) = 1 + col · row. As 1 + row · col is equal to X1Y1 and is
therefore invertible, one checks that the inverse of 1+ col · row is 1− col · (1 + row · col)−1 · row,
therefore
ρ(X−11 ) = 1− col · (1 + row · col)
−1 · row = 1− col · (X1Y1)
−1 · row.
Then
ρ(Xk0X
−1
1 ) = row · ρ(X
k
0 ) ·
(
1− col · (X1Y1)
−1 · row
)
· col
= row · ρ(Xk0 ) · col ·
(
1− (X1Y1)
−1 · row · col
)
= ρ(Xk0 ) · (X1Y1)
−1,
which proves the second statement. 
Remark 6.14. Identity (5.2.7) from Remark 5.8 implies another decomposition of T , namely
T =
(
1 −X1
0 1
)(
X0 0
X0 − Y
−1
1 Y0Y1X
−1
1 Y
−1
1 Y0Y1
)(
1 −X1
0 1
)−1
,
which as in this remark allows for an alternative computation of T k.
6.3. Relationship between braid groups and ∆l,r♯ .
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6.3.1. Relationship between ρ˜ and ∆l,r♯ . Denote by k[X
±1
0 ] the linear span in kF2 of the elements
Xk0 , k ∈ Z, by k[X
±1
0 ]X
−1
1 the linear span of the elements X
k
0X
−1
1 , k ∈ Z. The sum of these
submodules of kF2 is direct.
Lemma 6.15. (kF2, ·X1−1) is generated, as an associative (non-unital) algebra, by k[X
±1
0 ] ⊕
k[X±10 ]X
−1
1 .
Proof. For s ≥ 0 and for (k0, . . . , ks) ∈ Zs+1, (ǫ1, . . . , ǫs) ∈ {±1}s, set
(6.3.1) w(k0, . . . , ks|ǫ1, . . . , ǫs) := X
k0
0 X
ǫ1
1 X
k1
0 · · ·X
ks−1
0 X
ǫs
1 X
ks
0 ∈ F2.
If s ≥ 0, let (F2)s be the subset of F2 of all the elements (6.3.1), where (k0, . . . , ks) ∈ Zs+1,
(ǫ1, . . . , ǫs) ∈ {±1}s; so when s = 0, (F2)0 is the set of all Xk0 , k ∈ Z.
One has for s ≥ 0, (k0, . . . , ks+1) ∈ Zs+1, (ǫ2, . . . , ǫs+1) ∈ {±1}s,
w(k0, . . . , ks+1|1, ǫ2, . . . , ǫs+1) = X
k0
0 ·X1−1 w(k1, . . . , ks+1|ǫ2, . . . , ǫs+1)
+w(k0 + k1, k2, . . . , ks+1|ǫ2, . . . , ǫs+1),
w(k0, . . . , ks+1| − 1, ǫ2, . . . , ǫs+1) = −X
k0
0 X
−1
1 ·X1−1 w(k1, . . . , ks+1|ǫ2, . . . , ǫs+1)
+w(k0 + k1, k2, . . . , ks+1|ǫ2, . . . , ǫs+1).
These identities enable one to prove by induction on s ≥ 0 that (F2)s is contained in the
associative, non-unital subalgebra of (kF2, ·X1−1) generated by k[X
±1
0 ] ⊕ k[X
±1
0 ]X
−1
1 . The
statement then follows from the fact that the union for s ≥ 0 of all (F2)s is equal to F2. 
Recall that WBl is the subalgebra of kF2 equal to k⊕ kF2(X1 − 1) (see §1.3). We set
(WBl )+ := kF2(X1 − 1).
This is a (non-unital) subalgebra of WBl .
Since the right multiplication by X1 − 1 is injective in kF2, the algebra morphism
(6.3.2) morlkF2,X1−1 : (kF2, ·X1−1)→ (W
B
l )+
(see §4) is an algebra isomorphism.
According to Proposition 2.2, X1 is an invertible element of WBl ; Y1 = (1, X1) is therefore
an invertible element of (WBl )
⊗2. We denote by Ad(Y1) the inner automorphism of this algebra
given by conjugation by Y1.
Lemma 6.16. The following diagram is commutative
(kF2, ·X1−1)
ρ˜
//
morl
kF2,X1−1
≃

(kF2)
⊗2
(WBl )+
Ad(Y1)
−1◦∆l,r♯
// (WBr )
⊗2
?
OO
where ∆l,r♯ is as in §3.1.6, and the inclusion W
B
r →֒ kF2 is as in §3.1.1.
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Proof. For k ∈ Z,
∆l,r♯ ◦mor
l
kF2,·X1−1
(Xk0 ) = ∆
l,r
♯ (X
k
0 (X1 − 1)) = Ad(X1 − 1)
⊗2 ◦∆♯(−X
k
0 (1−X1))
= Ad(X1 − 1)
⊗2(−Xk0 (1−X1)⊗ 1− 1⊗X
k
0 (1 −X1)−
k−1∑
i=1
X i0(1−X1)⊗X
k−i
0 (1 −X1))
= (X1 − 1)X
k
0 ⊗ 1 + 1⊗ (X1 − 1)X
k
0 −
k−1∑
i=1
(X1 − 1)X
i
0 ⊗ (X1 − 1)X
k−i
0
= (id⊗Ad(X1))(ρ˜(X
k
0 )) = Ad(Y1)(ρ˜(X
k
0 )),
and similarly
∆l,r♯ ◦mor
l
kF2,·X1−1
(Xk0X
−1
1 ) = ∆
l,r
♯ (X
k
0 (1−X
−1
1 )) = Ad(X1 − 1)
⊗2 ◦∆♯(X
k
0 (1−X
−1
1 ))
= Ad(X1 − 1)
⊗2(Xk0 (1 −X
−1
1 )⊗ 1 + 1⊗X
k
0 (1−X
−1
1 )−
k∑
i=0
X i0(1−X
−1
1 )⊗X
k−i
0 (1−X
−1
1 ))
= (X1 − 1)X
k
0X
−1
1 ⊗ 1 + 1⊗ (X1 − 1)X
k
0X
−1
1 −
k∑
i=0
(X1 − 1)X
i
0X
−1
1 ⊗ (X1 − 1)X
k−i
0 X
−1
1
= (X1 − 1)X
k
0X
−1
1 ⊗X
−1
1 +X
−1
1 ⊗ (X1 − 1)X
k
0X
−1
1 −
k−1∑
i=1
(X1 − 1)X
i
0X
−1
1 ⊗ (X1 − 1)X
k−i
0 X
−1
1
= (id⊗Ad(X1))(ρ˜(X
k
0 ))(X
−1
1 ⊗X
−1
1 ) = (id⊗Ad(X1))(ρ˜(X
k
0X
−1
1 )) = Ad(Y1)(ρ˜(X
k
0X
−1
1 ));
in each of these sequence of equalities, the second equality follows from Def. 3.11, the third
equality follows from Lemma 2.5, the fourth equality follows from Lemma 3.5, the fifth equality
follows from Lemma 6.13, and the last equality follows from Y1 = 1⊗X1.
It follows that the two maps of the announced diagram agree on the family of elements
Xk0 , X
k
0X
−1
1 , k ∈ Z. Since these maps are algebra morphisms, and since this family generates
(kF2, ·X1−1) (see Lemma 6.15), this diagram commutes. 
Proposition 6.17. The following diagram commutes
(6.3.3)
kF2
≃ ⋄

ℓ // kP ∗5
̟ // M3(kP ∗5 )
M3(pr
12
)
// M3((kF2)⊗2)
row·(−)·col
⋄
// (kF2)⊗2
(kF2, ·X1−1)
morl
kF2,X1−1
≃

(WBl )+
Ad(Y −11 )◦∆
l,r
♯
// (WBr )
⊗2
?
OO
where ℓ, pr
12
are as in §6.1.2, ̟ is as in §6.2.2, and ∆l,r♯ is as in §3.1.6; in this diagram, all
the maps are algebra morphisms, except for the maps marked with ⋄, which are only k-module
morphisms.
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Proof. This follows from the combination the commutative diagram from Lemma 6.16 with the
specialization of the commutative diagram from Lemma 4.3. 
Remark 6.18. Set row′ :=
(
Y1(X1 − 1) Y1(1 − Y1) 0
)
and col′ :=

 1−Y −11
0

. The diagram
obtained from (6.3.3) by replacing row · (−) · col by row′ · (−) · col′ and Ad(Y −11 ) ◦∆
l,r
♯ by ∆
l,r
♯
also commutes.
6.3.2. Completion of the diagram (6.3.3). Assume that A is a filtered k-algebra equipped with
a descending filtration (FnA)n≥0. If k is an integer ≥ 1, then Fn(Mk(A)) := Mk(FnA) for
n ≥ 0 defines a descending filtration on the algebra Mk(A). The associated graded algebra is
gr(Mk(A)) ≃Mk(gr(A)) and the associated graded algebra is Mk(A)∧ ≃Mk(Aˆ).
Definition 6.19. If V,W are k-modules equipped with descending filtrations (FnV )n≥0, (F
nW )n≥0,
then we say that the k-module map f : V → W is weakly compatible with the filtrations if for
some d ∈ Z, one has f(FnV ) ⊂ Fn+dW for any n ≥ 0; one then says that f has filtration shift
≤ d.
If f has filtration shift ≤ d, then it induces a degree d map gr(f ; d) : gr(V )→ gr(W ) and a
morphism of topological k-modules fˆ : Vˆ → Wˆ . (Although we will not need the notion, one
can consistently define the filtration shift of f to be the largest d such that f(FnV ) ⊂ Fn+dW
for any n ≥ 0 if it exists, and +∞ otherwise.)
Filtrations on the constituents of (6.3.3). The spaces in diagram (6.3.3) are all k-algebras.
They are equipped with descending filtrations in the following way:
(a) kF2, kP
∗
5 are group algebras and are therefore equipped with the adic filtration of their
augmentation ideals;
(b) M3(kP
∗
5 ) is a matrix algebra over a filtered algebra and is therefore filtered by the above;
(c) (kF2)
⊗2 is isomorphic to the group algebra of (F2)
2 and is therefore filtered. Then
M3((kF2)
⊗2) is a matrix algebra over this algebra and is therefore filtered;
(d) there is a sequence of inclusions (WBl )+ ⊂ W
B
l ⊂ kF2, which induce filtrations on (W
B
l )+
and on WBl , and therefore on (W
B
l )
⊗2 (see §1.3.3);
(e) the non-unital algebra (kF2, ·X1−1) is filtered by F
0(kF2) := kF2, F
n(kF2) := I
n−1 for
n ≥ 1.
Compatibilities of the morphisms of (6.3.3) with filtrations.
Lemma 6.20. Recall that F3 may be viewed as a normal subgroup of P
∗
5 (see Lemma 6.9). For
any g ∈ P ∗5 , for any i ∈ [[1, 3]], there exists an element w(g, i) ∈ F3, such that
(6.3.4) g−1xi5g = w(g, i)xi5w(g, i)
−1.
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Proof. As F3 is normal in P
∗
5 , for any g ∈ P
∗
5 , the inner automorphism of P
∗
5 given by con-
jugation by g−1 restricts to an automorphism θg of F3. Then g 7→ θg defines a group anti-
homomorphism θ : P ∗5 → Aut(F3). Let Aut
∗(F3) be the subgroup of Aut(F3), consisting in all
the automorphisms taking each xi5, i ∈ [[1, 3]], to a conjugate of this element. When g ∈ F3, θg
is an inner automorphism of F3, therefore belongs to Aut
∗(F3). One computes
θx12 : x15 7→ Ad(x15x25)(x15), x25 7→ Ad(x15)(x25), x35 7→ x35,
θx23 : x15 7→ x15, x25 7→ Ad(x25x35)(x25), x35 7→ Ad(x25)(x35),
which implies that the images by θ of x−112 and x
−1
23 , and therefore also of F2, lie in Aut
∗(F3).
Together with Lemma 6.9, this implies that the image of P ∗5 is contained in Aut
∗(F3), and
therefore the announced statement. 
Lemma 6.21. The algebra morphism ̟ : kP ∗5 →M3(kP
∗
5 ) has filtration shift ≤ 0.
Proof. Let J := (kP ∗5 )+. The announced statement means that for any n ≥ 0, ̟(J
n) ⊂
M3(J
n). This is obvious for n = 0, let us prove it for n = 1.
As ̟ is linear, and as J is spanned by the g − 1, where g ∈ P ∗5 , it suffices to show that
̟(g)− id ∈M3(J) for any g ∈ P ∗5 , where id is the unit matrix in M3(kP
∗
5 ). Let i ∈ [[1, 3]]; then
(xi5 − 1)g = g ·w(g, i)(xi5 − 1)w(g, i)
−1 = g ·w(g, i)(xi5 − 1)+ g ·w(g, i)(xi5 − 1)(w(g, i)
−1− 1)
where the first equality follows from (6.3.4).
The map kF⊕33 → (kF3)+, (f i)i∈[[1,3]] 7→
∑
i∈[[1,3]] f i · (xi5 − 1) is bijective. For w ∈ F3, we
denote by (f
i
(w))i∈[[1,3]] the preimage of w−1 in kF
⊕3
3 . Then
∑
i∈[[1,3]] f i(w) · (xi5−1) = w−1.
Substituting w by w(g, i)−1 in this identity, one obtains
(xi5 − 1)g = g · w(g, i)(xi5 − 1) +
∑
j∈[[1,3]]
g · w(g, i)(xi5 − 1)f j(w(g, i)
−1) · (xj5 − 1).
It follows that
̟(g)ij = g · w(g, i)δij + g · w(g, i)(xi5 − 1)f j(w(g, i)
−1).
As g · w(g, i) ∈ P ∗5 , g · w(g, i) ≡ 1 mod J . Moreover, as J is a two-sided ideal, g · w(g, i)(xi5 −
1)f
j
(w(g, i)−1) ∈ J . It follows that ̟(g)ij ≡ δij mod J , and therefore that ̟(g)− id ∈M3(J).
Therefore ̟(J) ⊂M3(J).
Then for n ≥ 1, ̟(Jn) ⊂ ̟(J)n ⊂M3(J)
n ⊂M3(J
n). 
Proposition 6.22. The morphisms in diagram (6.3.3) are weakly compatible with the filtrations
in the sense of Definition. 6.19; they all have filtration shift ≤ 0, except for kF2 ≃ (kF2, ·X1−1)
and row · (−) · col (marked with a ⋄), which have filtration shift ≤ 1.
Proof. The morphisms ℓ and pr
12
have filtration shift ≤ 0 as they arise from a group morphism,
so that M3(pr12) also has filtration shift ≤ 0. The map kF2 ≃ (kF2, ·X1−1) has filtration shift
≤ 1 by construction. The map row ·(−) ·col has filtration shift ≤ 1 as X1−1, Y1−1 both belong
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to F 1(kF2)
⊗2. The morphism morl
kF2,X1−1
has filtration shift ≤ 0 as In(X1 − 1) ⊂ In+1. The
morphism Ad(Y −11 )◦∆
l,r
♯ has filtration shift ≤ 0 for the following reasons: ∆♯ has filtration shift
≤ 0 (Proposition 2.14), Ad(X1−1) :W
B
l →W
B
r has filtration shift ≤ 0, and the automorphism
Ad(X−11 ) of W
B
l has filtration shift ≤ 0. The algebra morphism (W
B
l )
⊗2 →֒ (kF2)⊗2 has
filtration shift ≤ 0 by construction. Finally, the fact that the algebra morphism A has filtration
shift ≤ 0 follows from Lemma 6.21. 
Consequences of compatibility with filtration.
Lemma 6.23. (1) The associated graded algebras of the diagram (6.3.3) can be canonically
identified with the algebras of diagram (5.3.3);
(2) The associated graded maps gr(f, d) of the diagram (6.3.3) (where d = 0 except for the
maps marked ⋄, where d = 1) can be identified with the corresponding maps of diagram
(5.3.3).
Proof. This can be checked directly. 
Corollary 6.24. The maps from the diagram (5.3.3) induce continuous maps between the
completions of the algebras of this diagram. These completions will be denoted with a hat (ℓˆ,
ˆ̟ , etc.)
Proof. This follows from the fact that these maps are all weakly compatible with the filtrations,
see Proposition 6.22. 
7. Associators
The purpose of this section is to recall some facts on associators, and in particular how these
objects relate braid groups to infinitesimal braid Lie algebras.
In §7.1, we recall the definition of the set of associators over k with a given parameter µ ∈ k×
(Definition 7.3), as well as the basic nonemptiness result (Theorem 7.4, see [Dr]). In §7.2, we
recall the construction and properties of Γ-functions of associators (Lemma 7.5). In §7.3, we
recall from [BN] that the choice of an associator gives rise to a functor from a category PaB
of parenthesized braids to a category P̂aCD of parenthesized chord diagrams. This leads to
a collection of morphisms from algebras associated to braid groups to algebras associated to
infinitesimal braid Lie algebras. In §7.4, we apply these results to explicitly compute images
of particular elements of the modular group P ∗5 in the group of invertible elements of the
completion U(p5)
∧ of the enveloping algebra of the infinitesimal braid Lie algebra p5 (see
Proposition ).
7.1. The set Mµ(k) of associators.
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7.1.1. The notation Φ(a0, a1). LetA = F 0A ⊃ F 1A ⊃ · · · be a filtered algebra over k, complete
with respect to its filtration. Let a0, a1 ∈ F 1A. Then there is a morphism eva0,a1 : U(f2)
∧ → A,
uniquely determined by the conditions ei 7→ ai for i = 0, 1.
Definition 7.1. For Φ ∈ U(f2)∧, we set Φ(a0, a1) := eva0,a1(Φ) (this is an element of A).
Remark 7.2. (1) Assume that A = U(f2)∧, (a0, a1) := (e0, e1), then eva0,a1 = idU(fk2 )∧ ,
therefore Φ = Φ(e0, e1).
(2) Assume that A = k〈〈X〉〉, (a0, a1) := (x0,−x1), then eva0,a1 : U(f2)
∧ → k〈〈X〉〉 is the
isomorphism (1.3.1), and Φ(x0,−x1) is the image in k〈〈X〉〉 of Φ ∈ U(f2)∧ under this
isomorphism.
7.1.2. Definition of Mµ(k). Recall the graded Lie algebra t4 from §5.1.1.
Definition 7.3. ([Dr]) If µ ∈ k, one defines the set Mµ(k) of associators over k with parameter
µ to be the set of elements Φ ∈ exp(ˆf2) ⊂ U(f2)∧, such that
(7.1.1) Φ(e1, e0) = Φ(e0, e1)
−1, eµe0/2Φ(e∞, e0)e
µe∞/2Φ(e1, e∞)e
µe1/2Φ(e0, e1) = 1
(equalities in U(f2)
∧, called the 2-cycle and hexagon conditions),
Φ(t12, t23 + t24) · Φ(t13 + t23, t34) = Φ(t23, t34) · Φ(t12 + t13, t24 + t34) · Φ(t12, t23)
(equality in U(t4)
∧, called the pentagon condition).
In [Fu1], it was proved that Mµ(k) that the first two equalities are consequences of the latter
one, where µ is obtained from the expansion Φ = 1 + µ
2
24 [e0, e1]+ terms of degree ≥ 3.
7.1.3. Nonemptiness of Mµ(k).
Theorem 7.4 ([Dr]). (1) Let k := C. Identify the series ϕKZ ∈ C〈〈A,B〉〉 from §2 in [Dr]
(see Theorem 1.1) with an element of U(f2)
∧ via the isomorphism given by A 7→ e0,
B 7→ e1. Then ϕKZ ∈M1(C) (see [Dr], §2).
(2) If k is a Q-algebra and µ ∈ k×, then the set Mµ(k) is nonempty (see Proposition 5.3
in [Dr]).
Proposition 5.3 from [Dr] contains the statement that M1(k˜) 6= ∅ for k˜ a field containing Q
and µ ∈ k˜×. In particular, M1(Q) 6= ∅. If k is a Q-algebra, then the ring morphism Q → k
gives rise to a map M1(Q)→M1(k), proving the nonemptiness of M1(k). The automorphism
of U(f2)
∧ given by e1 7→ µei (i = 0, 1) then gives rise to a bijection M1(k) → Mµ(k), thus
proving (2) in Theorem 7.4.
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7.2. Γ-functions of associators. Let Φ ∈ Mµ(k). Let ϕ0, ϕ1 be the elements of U(f2)∧
defined by the equality Φ = 1+ϕ0e0+ϕ1e1 (equality in U(f2)
∧). Let e0, e1 be free commutative
formal variables; there is a unique continuous k-algebra morphism U(f2)
∧ → k[[e0, e1]], denoted
f 7→ fab, such that ei 7→ ei for i = 0, 1.
Lemma 7.5. Let µ ∈ k and Φ ∈ Mµ(k). Recall that Φ may be viewed as an element of
exp(L̂ibk(X)) through the isomorphism (1.3.1). One then defines ΓΦ(t) ∈ k[[t]]× according to
(1.1.2).
(1) One has the identity
(7.2.1) (1 + ϕ1e1)
ab =
ΓΦ(−e0)ΓΦ(−e1)
ΓΦ(−e0 − e1)
in k[[e0, e1]].
(2) ΓΦ satisfies the identity
ΓΦ(t)ΓΦ(−t) =
µt
eµt/2 − e−µt/2
in 1 + t2k[[t]].
Proof. In [E], one attaches to Φ a collection (ζΦ(n))n≥2 of elements of k with the following
properties: (a) for n even ≥ 2, one has ζΦ(n) = µn · ζ(n)/(2πi)n; (b) the series Γ˜Φ(t) (denoted
ΓΦ(t) in [E]) defined by Γ˜Φ(t) := exp(−
∑
n≥2 ζΦ(n)t
n/n) is such that
(7.2.2) (1 + ϕ1e1)
ab =
Γ˜Φ(e0 + e1)
Γ˜Φ(e0)Γ˜Φ(e1)
(identity in k[[e0, e1]]). Then
(r.h.s. of (7.2.2)) = exp(−
∑
n≥2
ζΦ(n)
n
{(e0 + e1)
n − en0 − e
n
1})
= exp(−
∑
n≥2
ζΦ(n)
n
{nen−10 e1 +O(e
2
1)}) = 1−
∑
n≥2
ζΦ(n)e
n−1
0 e1 +O(e
2
1),
and
(l.h.s. of (7.2.2)) = 1 +
∑
n≥2
(Φ|en−10 e1)e
n−1
0 e1 +O(e
2
1).
Then (7.2.2) implies ζΦ(n) = −(Φ|e
n−1
0 e1) for n ≥ 2. It follows that ΓΦ(t) = 1/Γ˜Φ(−t), where
ΓΦ is as in (1.1.2). Plugging this equality in (7.2.2), we obtain (7.2.1). This proves 1).
Let us prove 2). Since logΓ(1− t) = γt+
∑
n≥2 ζ(n)t
n/n, the series exp(2
∑
n even,n≥2
ζ(n)tn
n )
is equal to Γ(1 + t)Γ(1 − t). Using the computation of this series in the proof of Lemma 1.2,
one obtains
exp(2
∑
n even,n≥2
ζ(n)tn
n
) =
2πit
e(2πit)/2 − e−(2πit)/2
.
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Then
ΓΦ(t)ΓΦ(−t) = (Γ˜Φ(t)Γ˜Φ(−t))
−1 = exp(2
∑
n even,n≥2
ζΦ(n)t
n
n
) = exp(2
∑
n even,n≥2
ζ(n)(µt/(2πi))n
n
)
=
µt
eµt/2 − e−µt/2
,
which proves 2). 
Remark 7.6. Lemma 7.5 can also be derived by combining two results from [Fu2], namely the
inclusion result Mµ(k) ⊂ DMRµ(k) and the result on Γ-functions for elements of DMRµ(k).
7.3. Functors arising from associators.
7.3.1. The category PaB. For n ≥ 0, let Parn be the set of parenthesizations of the word
• • · · · •︸ ︷︷ ︸
n letters
. Set Par := ⊔n≥0Parn. The set Par is a monoid with product denoted (P,Q) 7→ PQ.
For P ∈ Par, we denote by |P | the integer n such that P ∈ Parn.
We denote by PaB the category with set of objects given by Ob(PaB) := Par and set of
morphisms given by PaB(P,Q) := ∅ if |P | 6= |Q|, PaB(P,Q) := B|P | if |P | = |Q|, where B|P |
is the Artin braid group with |P | strands.
The composition PaB(P,Q) × PaB(Q,R) → PaB(P,R) is given by the product in B|P | if
|P | = |Q| = |R|, more precisely (Q
g
→ R) ◦ (P
f
→ Q) := (P
gf
→ R) for f, g ∈ B|P |.
We now introduce particular morphisms of PaB:
(a) for P,Q,R ∈ Par, we denote by
aP,Q,R ∈ PaB((PQ)R,P (QR))
the image of 1 ∈ B|Q|+|Q|+|R| ≃ PaB((PQ)R,P (QR));
(b) for P ∈ Par and b ∈ B|P |, we denote by
bP ∈ PaB(P )
the image of b ∈ B|P | ≃ PaB(P );
(c) for P,Q ∈ Par, we denote by
σP,Q ∈ PaB(PQ,QP )
the image of σ|P |,|Q| ∈ B|P |+|Q| ≃ PaB(PQ,QP ), where σ|P |,|Q| is as in (6.1.12).
7.3.2. The category P̂aCD. For n ≥ 1, the permutation group Sn acts by automorphisms
of tn by permutation of indices via σ · tij = tσ(i)σ(j). This action gives rise to an algebra
structure on the tensor product U(tn)
∧⊗ kSn, and to a topological Hopf algebra on it, defined
by the conditions that the elements of Sn be group-like and the elements of tn be primitive; the
resulting topological Hopf algebra structure is denoted by U(tn)
∧ ⋊ Sn.
Following [BN], we denote by P̂aCD the category with set of objects Par and sets of mor-
phisms given by P̂aCD(P,Q) := (U t|P |)
∧ ⋊ S|P | if |P | = |Q| and P̂aCD(P,Q) := 0 otherwise,
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and with composition induced by the product in (U t|P |)
∧ ⋊ S|P | in the same way as the com-
position in PaB is induced by the product in braid groups.
We also denote by P̂aCD∗ the analogue of P̂aCD, where the Lie algebra t|P | is replaced by
its quotient p|P |+1. One then has a natural functor P̂aCD→ P̂aCD
∗.
7.3.3. The functor comp(µ,Φ) : PaB → P̂aCD. It follows from [BN], Theorem 1, that each
pair (µ,Φ), with µ ∈ k× and Φ ∈Mµ(k), gives rise to a functor
comp(µ,Φ) : PaB→ P̂aCD
determined by
(7.3.1) comp(µ,Φ)(σ•,•) = exp(−
µ
2
t12) ·
(
1 2
2 1
)
∈ P̂aCD(••),
(7.3.2) comp(µ,Φ)(a•,•,•) = Φ(t12, t23) ∈ P̂aCD((••)•, •(••)),
and its compatibility with operations of extensions, cabling and strand removal from [BN] in
both the source and target categories.
Let us again denote by
comp(µ,Φ) : PaB→ P̂aCD
∗
the composition of functors PaB
comp(µ,Φ)
→ P̂aCD→ P̂aCD∗.
We will denote by
(7.3.3) a
(5)
(µ,Φ) : B4 → (Up5)
∧ ⋊ S4
the composed map
B4 ≃ PaB(((••)•)•, ((••)•)•)
comp(µ,Φ)
→ P̂aCD
∗
(((••)•)•, ((••)•)•) ≃ (Up5)
∧ ⋊ S4.
It corestricts to a group morphism B4 → ((Up5)∧)× ⋊ S4.
7.3.4. Images by comp(µ,Φ) of particular morphisms.
Lemma 7.7. 1) If P,Q are in Par, with |P | = a, |Q| = b, then
comp(µ,Φ)(σP,Q) =
(
1 ··· a a+1 ··· a+b
b+1 ··· a+b 1 ··· b
)
· exp(
µ
2
∑
β∈a+[[1,b]]
eβ,a+b+1 + µ
∑
α<β∈a+[[1,b]]
eα,β)
(7.3.4)
=
(
1 ··· a a+1 ··· a+b
b+1 ··· a+b 1 ··· b
)
· exp(
µ
2
∑
α∈[[1,a]]
eα,a+b+1 + µ
∑
α<β∈[[1,a]]
eα,β) ∈ P̂aCD
∗(PQ,QP ).
2) If P,Q,R are in Par, with |P | = a, |Q| = b, |R| = c, then
(7.3.5)
comp(µ,Φ)(aP,Q,R) = Φ(
∑
γ∈a+b+[[1,c]]
eγ,a+b+1,
∑
α∈[[1,a]]
eα,a+b+1) ∈ P̂aCD
∗((PQ)R,P (QR)).
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Proof. 1) It follows from (7.3.4) that if P,Q are in Par, with |P | = a, |Q| = b, then
comp(µ,Φ)(σP,Q) =
(
1 ··· a a+1 ··· a+b
b+1 ··· a+b 1 ··· b
)
· exp(−
µ
2
∑
α∈A,β∈B
tα,β) ∈ P̂aCD(PQ,QP ),
where A := [[1, a]], B := a+ [[1, b]]. The image of − 12
∑
α∈A,β∈B tα,β under ta+b → pa+b+1 is
−
1
2
∑
α∈A,β∈B
eα,β =
1
2
∑
β∈B
(−
∑
α∈A
eα,β −
∑
β′∈B
eβ,β′)+
∑
α<β∈B
eα,β =
1
2
∑
β∈B
eβ,a+b+1+
∑
α<β∈B
eα,β.
By symmetry, one also has
−
1
2
∑
α∈A,β∈B
eα,β =
1
2
∑
α∈A
eα,a+b+1 +
∑
α<β∈B
eα,β .
This implies that the image of comp(µ,Φ)(σP,Q) in P̂aCD
∗(PQ,QP ) is the announced value.
2) It follows from (7.3.2) that if P,Q,R are in Par, with |P | = a, |Q| = b, |R| = c, then
comp(µ,Φ)(aP,Q,R) = Φ(
∑
α∈A,β∈B
tα,β,
∑
β∈B,γ∈C
tβ,γ) ∈ P̂aCD((PQ)R,P (QR)),
where A := [[1, a]], B := a+ [[1, b]], C := a+ b+ [[1, c]].
For I ⊂ [[1, a + b + c]], set eI :=
∑
i,i′∈I ei,i′ , and for I, J ⊂ [[1, a + b + c]] disjoint, set
eIJ :=
∑
i∈I,j∈J ei,j . Then∑
γ∈C
eγ,a+b+c+1 = −
∑
γ∈C,α∈A
eα,γ −
∑
γ∈C,β∈B
eβ,γ −
∑
γ,γ′∈C
eγ,γ′ = z + eAB,
where
z = −eAB − eAC − eBC − eC .
Similarly, ∑
α∈A
eα,a+b+c+1 = z
′ + eBC ,
where
z′ = −eAB − eAC − eBC − eA,
One immediately has [eAB, eC ] = [eBC , eA] = 0. Moreover, the relations [eα,β+ eα′,β , eα,α′ ] = 0
for α, α′ ∈ A and β ∈ B, and [eα′′,β, eα,α′ ] = 0 for β ∈ B and α, α′, α′′ ∈ A all distinct, imply
that [eAB, eA] = 0. Similarly, [eAC , eA] = 0 and [eAC , eC ] = [eBC , eC ] = 0. Finally,∑
α,α′∈A,β∈B,γ∈C
[eα,γ , eα′,β ] +
∑
α∈A,β,β′∈B,γ∈C
[eβ,γ, eα,β′ ] =
∑
α∈A,β∈B,γ∈C
[eα,γ , eα,β ] +
∑
α∈A,β∈B,γ∈C
[eβ,γ, eα,β ]
=
∑
α∈A,β∈B,γ∈C
[eα,γ + eβ,γ , eα,β] = 0
therefore [eAC + eBC , eAB] = 0.
All this implies
[z, z′] = [z, eAB] = [z
′, eBC ] = [z, eBC ] = [z
′, eAB] = 0,
which, together with the fact that Φ is the exponential of a Lie series without linear terms,
implies that comp(µ,Φ)(aP,Q,R) ∈ P̂aCD
∗((PQ)R,P (QR)) is the announced value. 
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7.4. Computation of images of elements.
7.4.1. Relations in B4.
Lemma 7.8. One has the following equalities in B4:
(7.4.1) x˜1,5 = σ3,1σ1,3,
(7.4.2) x˜2,5 = σ2,2 · x˜4,5 · σ
−1
2,2 .
(7.4.3) x˜4,5 = σ1,3σ3,1,
(7.4.4) x˜3,5 = σ1,3 · x˜4,5 · σ
−1
1,3 .
Proof. These equalities follow from the fact their left-hand sides can be represented as indicated
in Figure 7.1. 
x˜1,5 x˜2,5 x˜3,5 x˜4,5
Figure 7.1. Proof of Lemma 7.8
7.4.2. Relations in PaB.
Lemma 7.9. 1) The automorphism (x˜1,5)((••)•)• of the object ((••)•)• of the category PaB is
equal to the composition
((••)•)•
a••,•,•
→ (••)(••)
a•,•,••
→ •(•(••))
(x˜15)•(•(••))
→ •(•(••))
a−1•,•,••
→ (••)(••)
a−1••,•,•
→ ((••)•)•
of isomorphisms of this category.
2) The automorphism (x˜4,5)((••)•)• of the object ((••)•)• of the category PaB is equal to the
composition
((••)•)•
σ(••)•,•
→ •((••)•)
σ•,(••)•
→ ((••)•)•
of isomorphisms of this category.
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3) The automorphism (x˜2,5)((••)•)• of the object ((••)•)• of the category PaB is equal to the
composition
((••)•)•
a••,•,•
→ (••)(••)
σ−1••,••
→ (••)(••)
a−1••,•,•
→ ((••)•)•
(x˜45)((••)•)•
→
((••)•)•
a••,•,•
→ (••)(••)
σ••,••
→ (••)(••)
a−1••,•,•
→ ((••)•)•
of isomorphisms of this category.
4) The automorphism (x˜3,5)((••)•)• of the object ((••)•)• of the category PaB is equal to the
composition
((••)•)•
σ−1
•,(••)•
→ •((••)•)
a−1•,••,•
→ (•(••))•
(x˜45)(•(••))•
→ (•(••))•
a•,•••
→ •((••)•)
σ•,(••)•
→ ((••)•)•
of isomorphisms of this category.
Proof. Let B be the groupoid with set of objets equal to Z≥0 and sets of morphisms given by
B(n) := Bn if n ≥ 0 (with the convention B0 = 1) and B(n,m) := ∅ if m 6= n.
There is a functor forget : PaB → B given by forget(P ) := |P | at the level of objects
and defined at the level of morphisms by the condition that the map forget : PaB(P,Q) →
B(|P |, |Q|) is given by the composition PaB(P,Q) ≃ B|P | ≃ B(|P |, |Q|) when |Q| = |P |, and
is the only self-map of the empty set if |Q| 6= |P |.
Then
(7.4.5) ∀P,Q ∈ Ob(PaB), PaB(P,Q)→ B(|P |, |Q|) is an isomorphism.
Each of the items of the lemma states the equality of two elements of PaB((•(••))•). In
view of (7.4.5), this equality is a consequence of the equality of their images in B(4) = B4. The
latter equality is itself a consequence of Lemma 7.9: (7.4.3) (resp., (7.4.2), (7.4.4)) implies the
equality of elements of B4 relevant to 2) (resp., 3), 4)). 
Remark 7.10. The equalities from Lemma 7.9 can be translated in the graphical language of
[BN] as the statement that for i ∈ [[1, 4]], the isomorphism (x˜i5)((••)•)• of the object ((••)•)• of
the category PaB is equal to the composition of morphisms indicated in Figure 7.2.
Proposition 7.11. One has
(7.4.6) comp(µ,Φ)((x˜1,5)((••)•)•) = Ad
(
Φ(e4,5, e12,5)
−1Φ(e34,5, e1,5)
−1
)
(exp(µe1,5)),
(7.4.7)
comp(µ,Φ)((x˜2,5)((••)•)•) = Ad
(
Φ(e4,5, e12,5)
−1exp(
µ
2
e34,5)Φ(e34,5, e2,5)
−1
)
(exp(µe2,5)),
(7.4.8) comp(µ,Φ)((x˜3,5)((••)•)•) = Ad
(
exp(
µ
2
e4,5)Φ(e3,5, e4,5)
)
(exp(µe3,5)),
(7.4.9) comp(µ,Φ)((x˜4,5)((••)•)•) = exp(µe4,5).
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(( ) )
( ) ( )
( ( ))
( ( ))
( ) ( )
(( ) )
(x˜1,5)((••)•)•
(( ) )
( ) ( )
( ) ( )
(( ) )
(( ) )
( ) ( )
( ) ( )
(( ) )
(x˜2,5)((••)•)•
(( ) )
(( ) )
( ( ))
( ( ))
(( ) )
(( ) )
(x˜3,5)((••)•)•
(( ) )
(( ) )
(x˜4,5)((••)•)•
Figure 7.2. (x˜i,5)((••)•)•
Proof. One computes
comp(µ,Φ)((x˜1,5)•(•(••))) = comp(µ,Φ)(σ•(••),•) ◦ comp(µ,Φ)(σ•,•(••))
=
(
1 2 3 4
2 3 4 1
)
· exp(
µ
2
e45) ·
(
1 2 3 4
4 1 2 3
)
· exp(
µ
2
e15) = exp(µe15),(7.4.10)
where the second equality follows from the first equality in (7.3.4) for (P,Q) = (•(••), •) and
from the second equality in (7.3.4) for (P,Q) = (•, •(••)), and the last equality is a computation
in U(p5)
∧ ⋊ S4.
Then
comp(µ,Φ)((x˜1,5)((••)•)•) = comp(µ,Φ)(a••,•,•)
−1 ◦ comp(µ,Φ)(a•,•,••)
−1
◦ comp(µ,Φ)((x˜1,5)•(•(••))) ◦ comp(µ,Φ)(a•,•,••) ◦ comp(µ,Φ)(a••,•,•)
= Φ(e4,5, e12,5)
−1 · Φ(e34,5, e1,5)
−1 · exp(µe15) · Φ(e34,5, e1,5) · Φ(e4,5, e12,5),
where the first equality follows from Lemma 7.9, 1), and the second equality follows from (7.3.5)
for (P,Q,R) = (••, •, •) and (•, •, ••) and from (7.4.10). This proves (7.4.6).
One computes
comp(µ,Φ)((x˜4,5)((••)•)•) = comp(µ,Φ)(σ•,(••)•) ◦ comp(µ,Φ)(σ(••)•,•)
=
(
1 2 3 4
4 1 2 3
)
· exp(
µ
2
e15) ·
(
1 2 3 4
2 3 4 1
)
· exp(
µ
2
e4,5) = exp(µe4,5),
where the first equality follows from Lemma 7.9, 2), and the second equality follows from
the second equality in (7.3.4) for (P,Q) = (•, (••)•) and from the first equality in (7.3.4) for
(P,Q) = (•, (••)•). This proves (7.4.9).
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Then
comp(µ,Φ)((x˜2,5)((••)•)•) = comp(µ,Φ)(a••,•,•)
−1 ◦ comp(µ,Φ)(σ••,••) ◦ comp(µ,Φ)(a••,•,•)
◦ comp(µ,Φ)((x˜4,5)((••)•)•) ◦ comp(µ,Φ)(a••,•,•)
−1 ◦ comp(µ,Φ)(σ••,••)
−1 ◦ comp(µ,Φ)(a••,•,•)
= Φ(e4,5, e12,5)
−1 · exp(
µ
2
e34,5 + µe3,4) ·
(
1 2 3 4
3 4 1 2
)
· Φ(e4,5, e12,5)
· eµe4,5 · Φ(e4,5, e12,5)
−1 ·
(
1 2 3 4
3 4 1 2
)
· exp(−
µ
2
e34,5 − µe3,4) · Φ(e4,5, e12,5)
= Φ(e4,5, e12,5)
−1 · exp(
µ
2
e34,5) · exp(µe3,4) · Φ(e2,5, e34,5) · e
µe2,5 · Φ(e2,5, e34,5)
−1
· exp(−µe3,4) · exp(−
µ
2
e34,5) · Φ(e4,5, e12,5)
= Φ(e4,5, e12,5)
−1 · exp(
µ
2
e34,5) · Φ(e2,5, e34,5) · e
µe2,5 · Φ(e2,5, e34,5)
−1 · exp(−
µ
2
e34,5) · Φ(e4,5, e12,5)
= Φ(e4,5, e12,5)
−1 · exp(
µ
2
e34,5) · Φ(e34,5, e2,5)
−1 · eµe2,5 · Φ(e34,5, e2,5) · exp(−
µ
2
e34,5) · Φ(e4,5, e12,5),
where the first equality follows from Lemma 7.9, 3), the second equality follows from (7.3.5) for
(P,Q,R) = (••, •, •), from the second equality in (7.3.4) for (P,Q) = (••, ••) and from (7.4.9),
the third equality follows from computation in U(p5)
∧ ⋊ S4, in particular the fact that e3,4
commutes with e34,5, the fourth equality follows from the fact the e3,4 commutes with e2,5 and
e34,5, and the last equality follows from the duality identity (second equality of (7.1.1). This
proves (7.4.7).
Finally
comp(µ,Φ)((x˜3,5)((••)•)•) = comp(µ,Φ)(σ•,(••)•) ◦ comp(µ,Φ)(a•,••,•)
◦ comp(µ,Φ)((x˜4,5)(•(••))•) ◦ comp(µ,Φ)(a•,••,•)
−1 ◦ comp(µ,Φ)(σ•,(••)•)
−1
=
(
1 2 3 4
4 1 2 3
)
· exp(
µ
2
e1,5) · Φ(e4,5, e1,5) · e
µe4,5 · Φ(e4,5, e1,5)
−1 · exp(−
µ
2
e1,5) ·
(
1 2 3 4
2 3 4 1
)
= exp(
µ
2
e4,5) · Φ(e3,5, e4,5) · e
µe3,5 · Φ(e3,5, e4,5)
−1 · exp(−
µ
2
e4,5),
where the first equality follows from Lemma 7.9, 4), the second equality follows from (7.3.5)
for (P,Q,R) = (•, ••, •), from the second equality in (7.3.4) for (P,Q) = (•, (••)•) and from
(7.4.9), and the third equality follows from computation in U(p5)
∧ ⋊ S4. This proves (7.4.8).

8. Commutative diagrams relating de Rham and Betti morphisms
In §7, we recalled the properties of associators of relating braid groups with infinitesimal
braid Lie algebras. In this section, we fix a pair (µ,Φ), where µ ∈ k× and Φ is in the set Mµ(k)
of associators with the parameter µ, and we use these properties for proving the commutativity
of various diagrams relating (µ,Φ) and constituents of the completed versions of (5.3.3) and
(6.3.3); recall that these constituents include, on the de Rham side (diagram (5.3.3)), morphisms
ℓˆ,M3(pr
∧
12), ˆ̟ , and the map row·(−)·col, and on the Betti side (diagram (6.3.3)), the underlined
72 BENJAMIN ENRIQUEZ AND HIDEKAZU FURUSHO
versions of these maps. Using these results, we then prove the commutativity of (3.2.1) for any
(µ,Φ).
More precisely, in §8.1, we construct a commutative diagram relating ℓˆ to ℓˆ by (µ,Φ). In
§8.2, we similarly relateM3(pr∧12) toM3(pr
∧
12
) by (µ,Φ). In §8.3, we relate ˆ̟ to ˆ̟ by (µ,Φ). As
the morphism ˆ̟ (resp. ˆ̟ ) is related to a specific basis of the ideal J(pr5) (resp. J(pr5)), this
relation involves a matrix P ∈ GL3(U(p5)∧) which accounts for the discrepancy of these choices
of bases. The results of §§8.1-8.3 are used in §8.4 to relate ρˆ to ρˆ by (µ,Φ), where we recall that
ρˆ and ρˆ are compositions of constituents of (5.3.3) and (6.3.3). In §8.5, using the computations
from §7.4, we compute some linear combinations of entries of the matrix P ∈ GL3((U(f2)
⊗2)∧),
which is the image of P under the morphism pr12 : U(p5)→ U(f2)
⊗2 (Lemma 8.8). In the same
subsection, we then use this information to relate col to col by (µ,Φ) (Lemma 8.9). In §8.6, we
relate the matrix col · row to the matrix col · row by (µ,Φ) (Lemma 8.11); together with Lemma
8.9, this result enables us to relate row to row by (µ,Φ) (Lemma 8.12). The results of §§8.5
and 8.6 are combined in §8.7 to relate row · (−) · col to row · (−) · col by (µ,Φ). Finally, in §8.8
(Proposition 8.17), the results of §§8.1-8.7 are combined to prove the commutativity of (3.2.1)
for any (µ,Φ).
Throughout this section, we fix µ ∈ k× and Φ ∈Mµ(k).
8.1. Commutative diagram relating ℓˆ and ℓˆ. One checks that the morphism
(8.1.1) a(µ,Φ) : (kF2)
∧ → U(f2)
∧
defined in §1.7 is an isomorphism of topological Hopf algebras and is given by
(8.1.2) X0 7→ Φ(e0, e1)e
µe0Φ(e0, e1)
−1, X1 7→ e
µe1 .
Then:
Lemma 8.1. The following diagram of topological Hopf algebras
(kF2)
∧ ℓˆ //
a(µ,Φ)

(kP ∗5 )
∧
a
(5)
(µ,Φ)

U(f2)
∧
ℓˆ
// U(p5)∧
is commutative, where a(µ,Φ) is as in (8.1.1), ℓˆ is the completed version of ℓ from §6.1, a
(5)
(µ,Φ)
is as in (7.3.3), and ℓˆ is the completed version of ℓ from §5.1.2.
Proof. Using x12 = σ
2
1 , one computes a
(5)
(µ,Φ) ◦ ℓˆ(X1) = e
µe12 , which is computed to be equal
to ℓˆ ◦ a(µ,Φ)(X1). Using x23 = σ
2
2 , one computes a
(5)
(µ,Φ) ◦ ℓˆ(X0) = Φ(e23, e12)e
µe23Φ(e23, e12)
−1,
whereas ℓˆ ◦ a(µ,Φ)(X1) = Φ(e12, e23)
−1eµe23Φ(e12, e23). The relation Φ(e12, e23)Φ(e23, e12) = 1
then implies that these images are equal. 
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8.2. Commutative diagram relating M3(pr
∧
12) and M3(pr
∧
12).
Lemma 8.2. The following
(kP ∗5 )
∧
a
(5)
(µ,Φ)

pr∧
1 // (kF2)∧
a(µ,Φ)

U(p5)
∧
pr∧1
// U(f2)∧ U(f2)∧
Ad(Φ(e0,e1)
−1)
oo
(kP ∗5 )
∧
a
(5)
(µ,Φ)

pr∧
2 // (kF2)∧
a(µ,Φ)

U(p5)
∧
pr∧2
// U(f2)∧ U(f2)∧
Ad(Φ(e∞,e1)
−1e(µ/2)e1 )
oo
are commutative diagrams of topological Hopf algebras.
Proof. If follows from Proposition 6.4 that the elements xi,i+1, i ∈ C5 generate P ∗5 . So it suffices
to check the commutativity of the diagrams on these elements. The generators can be shown
to have the same images under the two maps of the first diagram, these images being given by
the following table.
generator x of P ∗5 x12 x23 x34 x45 x15
common value of
Ad(Φ(e0, e1)
−1) ◦ a(µ,Φ) ◦ pr
∧
1
(x)
and pr∧1 ◦ a
(5)
(µ,Φ)(x)
1 eµe0 Φ(e0, e1)
−1eµe1Φ(e0, e1) e
µe0 1
This implies that the first diagram commutes.
The situation in the case of the second diagram is given by the following table
generator x of P ∗5 x12 x23 x34 x45 x15
Ad(Φ(e∞, e1)
−1e(µ/2)e1)
◦a(µ,Φ) ◦ pr
∧
2
(x)
1 1
Φ(e∞, e1)
−1eµe1 ·
·Φ(e∞, e1)
⋆
Φ(e∞, e1)
−1eµe1 ·
·Φ(e∞, e1)
pr∧2 ◦ a
(5)
(µ,Φ)(x) 1 1
Φ(e∞, e1)
−1eµe1 ·
·Φ(e∞, e1)
eµe∞
Φ(e∞, e1)
−1eµe1 ·
·Φ(e∞, e1)
where ⋆ = Φ(e∞, e1)
−1e−(µ/2)e1Φ(e0, e1)e
−µe0Φ(e0, e1)
−1e−(µ/2)e1Φ(e∞, e1).
By the hexagon identity (second identity in (7.1.1)), one has
e(µ/2)t23Φ(t12, t23)e
(µ/2)t12 = Φ(t13, t23)e
(µ/2)t2,13Φ(t12, t13)
and by the exchange of t12 and t23, also
e(µ/2)t12Φ(t23, t12)e
(µ/2)t23 = Φ(t13, t12)e
(µ/2)t2,13Φ(t23, t13).
Taking the product of the last equality with the previous one and using the 2-cycle relation, we
get
e(µ/2)t12Φ(t23, t12)e
µt23Φ(t12, t23)e
(µ/2)t12 = Φ(t13, t12)e
µt2,13Φ(t12, t13)
Inverting, using the duality identity and conjugating by Φ(t13, t12)
−1e−(µ/2)t12 ·e(µ/2)t12 , we get
(8.2.1)
Φ(t13, t12)
−1e−(µ/2)t12 ·Φ(t12, t23)
−1e−µt23Φ(t23, t12)
−1e−µt12 ·(Φ(t13, t12)
−1e−(µ/2)t12)−1 = e−µt2,13 .
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Taking the image of the resulting identity by the morphism U(t3)
∧ → U(f2)∧ given by t12 7→ e1,
t23 7→ e0, t13 7→ e∞ and using the identity Φ(e1, e0)−1 = Φ(e0, e1), one obtains the equality
⋆ = eµe∞ . It follows that the second diagram commutes. 
Lemma 8.3. The following diagram commutes
M3((kP
∗
5 )
∧)
M3(a
(5)
(µ,Φ)
)

M3(pr
∧
12
)
// M3(((kF2)⊗2)∧)
M3((a(µ,Φ))
⊗2)

M3(U(p5)
∧)
M3(pr
∧
12)
//M3((U(f2)⊗2)∧)
Ad(κ)
// M3((U(f2)⊗2)∧)
where
(8.2.2) κ := e−(µ/2)f1Φ(e0, e1)Φ(f∞, f1) ∈ ((U(f2)
⊗2)∧)×,
and Ad(κ) denotes the automorphism taking each entry of a matrix to its image by the auto-
morphism Ad(κ) of (U(f2)
⊗2)∧.
Proof. Combining the tensor product of the two diagrams from Lemma 8.2 with the diagram
expressing the compatibility of a
(5)
(µ,Φ) with the coproducts of its source and target, one obtains
the following commutative diagram
(kP ∗5 )
∧
a
(5)
(µ,Φ)

pr∧
12 // ((kF2)⊗2)∧
(a(µ,Φ))
⊗ˆ2

U(p5)
∧
pr∧12
// (U(f2)⊗2)∧ (U(f2)⊗2)∧
Ad(Φ(e0,e1)
−1Φ(f∞,f1)
−1e(µ/2)f1 )
oo
from where we derive the announced commutative diagram. 
8.3. Commutative diagram relating ˆ̟ and ˆ̟ .
Lemma 8.4. There exists a unique element P ∈M3(U(p5)∧), such that
(8.3.1)


a
(5)
(µ,Φ)(x15 − 1)
a
(5)
(µ,Φ)(x25 − 1)
a
(5)
(µ,Φ)(x35 − 1)

 = P

e15e25
e35


(equality in M3×1(U(p5)
∧)). Then P ∈ GL3(U(p5)∧) and the following diagram is commutative
(8.3.2) (kP ∗5 )
∧
ˆ̟ //
a
(5)
(µ,Φ)

M3((kP
∗
5 )
∧)
M3(a
(5)
(µ,Φ)
)

U(p5)
∧
ˆ̟
// M3(U(p5)∧)
Ad(P )
//M3(U(p5)∧)
where ˆ̟ , ˆ̟ are the completions of ̟,̟.
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Proof. One checks that the following diagram commutes
(8.3.3) (kP ∗5 )
∧
a
(5)
(µ,Φ)

pr∧
5 // (kF2)∧
a(µ,Φ)

U(p5)
∧
pr∧5
// U(f2)∧
Since its vertical arrows are isomorphisms, it follows that a
(5)
(µ,Φ) induces an isomorphism between
the kernels of the horizontal maps, which are the completions J(pr
5
)∧ and J(pr5)
∧ of the ideals
J(pr
5
) and J(pr5). The existence and uniqueness of P ∈ M3(U(p5)
∧) with the indicated
properties follows from the facts that (ei5)i∈[[1,3]] is a basis of J(pr5) and that the a
(5)
(µ,Φ)(xj5 −
1), j ∈ [[1, 3]] belong to this space. The fact that P ∈ GL3(U(p5)∧) follows from the fact
that (a
(5)
(µ,Φ)(xj5 − 1))j∈[[1,3]] is also a basis of this module. It remains to apply Lemma 4.2,
with R = (kP ∗5 )
∧, J = J(pr
5
)∧, (ja)a∈[[1,d]] = (xi5 − 1)i∈[[1,3]], R
′ = U(p5)
∧, J ′ = J(pr5)
∧,
(j′a)a∈[[1,d]] = (ei5)i∈[[1,3]], f = a
(5)
(µ,Φ). 
Recall the element P ∈ GL3(U(p5)∧) from Lemma 8.4. Define P ∈ GL3((U(f2)⊗2)∧) by
P :=M3(pr
∧
12)(P ).
Let κ be as in (8.2.2) and let κ · P be the matrix obtained by the left multiplication by the
scalar κ of the entries of the matrix P . As κ is invertible, one has
(8.3.4) κ · P ∈ GL3((U(f2)
⊗2)∧).
Then one checks that the following diagram commutes
(8.3.5) M3(U(p5)
∧)
Ad(P ) //
M3(pr
∧
12) --❩❩❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩
M3(U(p5)
∧)
M3(pr
∧
12)// M3((U(f2)⊗2)∧)
Ad(κ) // M3((U(f2)⊗2)∧)
M3((U(f2)
⊗2)∧)
Ad(κ·P )
OO
.
8.4. Commutative diagram relating ρˆ and ρˆ. As the morphism ρ : U(f2)→M3(U(f2)⊗2)
given by (5.2.4) is graded, it gives rise to a continuous algebra morphism
(8.4.1) ρˆ : U(f2)
∧ →M3((U(f2)
⊗2)∧).
On the other hand, the morphism ρ : kF2 →M3((kF2)⊗2) is the composition of the continuous
morphisms ℓ, ̟ and M3(pr12), therefore it gives rise to a continuous algebra morphism
(8.4.2) ρˆ : (kF2)
∧ →M3(((kF2)
⊗2)∧).
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Lemma 8.5. The following diagram commutes
(8.4.3) (kF2)
∧
ρˆ
//
a(µ,Φ)

M3(((kF2)
⊗2)∧)
M3((a(µ,Φ))
⊗ˆ2)

U(f2)
∧
ρˆ
// M3((U(f2)⊗2)∧)
Ad(κ·P )
// M3((U(f2)⊗2)∧)
Proof. This follows from the juxtaposition of the diagram (8.3.5) and of the diagrams from
Lemmas 8.1, 8.3 and 8.4. 
8.5. Relationship between col and col.
Lemma 8.6. The matrix P ∈ GL3(U(p5)∧) from Lemma 8.4 in fact belongs to GL3(U(f3)∧).
Proof. It follows from Proposition 7 that for i ∈ [[1, 3]], a
(5)
(µ,Φ)(xi5−1) belongs to U(f3)
∧. Since it
also belongs to the augmentation ideal of U(p5)
∧, it belongs to the augmentation ideal U(f3)
∧
+ of
U(f3)
∧. As U(f3)
∧ is a free topological algebra over generators (ei5)i∈[[1,3]], there exists a unique
family (p˜ij)i,j∈[[1,3]] of elements of U(f3)
∧, such that for any i ∈ [[1, 3]], one has a
(5)
(µ,Φ)(xi5 − 1) =∑
j∈[[1,3]] p˜ij · ej . Then P˜ := (p˜ij)i,j∈[[1,3]] satisfies the equality (8.3.1), with P replaced by P˜ .
The uniqueness of a matrix satisfying this equality (see Lemma 8.4) then implies that P = P˜ ,
therefore that P ∈ M3(U(f3)∧). For each i ∈ [[1, 3]], one has a
(5)
(µ,Φ)(xi5 − 1) = µei5 + (element
of U(f3)
∧ of degree ≥ 2). This implies that P ∈ µid +M3(U(f3)∧+), therefore that P
−1 has
coefficients in U(f3)
∧. Therefore P ∈ GL3(U(f3)
∧). 
We define (pij)i,j∈[[1,3]] to be the elements of U(f3)
∧ such that
(8.5.1) P =

p11 p12 p13p21 p22 p23
p31 p32 p33

 .
Lemma 8.7. Let k〈〈e1, . . . , en〉〉 be the noncommutative formal power series algebra over gen-
erators e1, . . . , en. For i ∈ [[1, n]], let Πi be the endomorphism of k〈〈e1, . . . , en〉〉 defined by the
identity
∀a ∈ k〈〈e1, . . . , en〉〉, a = ǫ(a)1 +
n∑
i=1
Πi(a)ei,
where ǫ is the augmentation of k〈〈e1, . . . , en〉〉. Then one has for any k ≥ 1 and a1, . . . , ak ∈
k〈〈e1, . . . , en〉〉,
Πi(a1 · · ·ak) =
k∑
s=1
a1 · · · as−1Πi(as)ǫ(as+1 · · · ak).
Proof. The statement is trivial for k = 1. When k = 2, it is proved by using the decompositions
of a1 and a2. The general case can be proved by induction, using the statement for k = 2. 
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Lemma 8.8. Set
(8.5.2) v :=
1
µ
eµf1
ΓΦ(e1)ΓΦ(f1)
ΓΦ(e1 + f1)
∈ ((U(f2)
⊗2)∧)×.
Then
(8.5.3) κ · (p11 − p12) · v = e
µf1 ,
(8.5.4) κ · (p21 − p22) · v = −1,
(8.5.5) p31 − p32 = 0
(equalities in U(f2)
⊗2)∧), where κ is as in (8.2.2) and p 7→ p is the map pr∧12, so that P =
(pij)i,j∈[[1,3]] and (pij)i,j∈[[1,3]] is as in (8.5.1).
Proof. Let i ∈ [[1, 3]]. Recall that (pij)j∈[[1,3]] is the triple of elements of U(f3)
∧ such that
a
(5)
(µ,Φ)(xi5 − 1) =
∑
j∈[[1,3]] pijej5. In the notation of Lemma 8.7 with n = 3, (e1, e2, e3) :=
(e15, e25, e35), this means that pij = Πj(a
(5)
(µ,Φ)(xi5 − 1)) for any i, j ∈ [[1, 3]]. Therefore
(8.5.6) pi1 − pi2 = (Π1 −Π2)(a
(5)
(µ,Φ)(xi5 − 1)).
Proof of (8.5.3). Equation (8.5.6) for i = 1 and equation (7.4.6) yield
p11−p12 = (Π1−Π2)
(
Φ(−e123,5, e12,5)
−1Φ(−e12,5, e15)
−1·(eµe15−1)·Φ(−e12,5, e15)Φ(−e123,5, e12,5)
)
.
We now apply Lemma 8.7 for k = 5 and a1 = Φ
−1(−e35, e12,5), . . . , a5 := Φ(−e35, e12,5). Since
ǫ(a3) = ǫ(e
µe15 − 1) = 0, we obtain
p11 − p12 = a1a2a3a4(Π1 −Π2)(a5) + a1a2a3(Π1 −Π2)(a4)ǫ(a5) + a1a2(Π1 −Π2)(a3)ǫ(a4a5).
One computes ǫ(a4) = ǫ(a5) = 1, and (Π1 − Π2)(a3) =
eµe15−1
e15
. Lemma 8.7 implies that the
restriction of Π1 −Π2 to the subalgebra of U(f3)
∧ generated by e12,5 and e35 is zero. It follows
that (Π1 −Π2)(a5) = 0. All this implies that
p11 − p12 = a1a2a3(Π1 −Π2)(a4) + a1a2
eµe15 − 1
e15
.
Decompose Φ(a, b) = 1+ϕ0(a, b)a+ϕ1(a, b)b, where ϕ0, ϕ1 ∈ k〈〈a, b〉〉. Then a4 = Φ(−e12,5, e15) =
1+ϕ0(−e12,5, e15)(−e12,5)+ϕ1(−e12,5, e15)e15. So Π1(a4) = −ϕ0(−e12,5, e15)+ϕ1(−e12,5, e15),
Π2(a4) = −ϕ0(−e12,5, e15), so (Π1 −Π2)(a4) = ϕ1(−e12,5, e15). Finally
p11 − p12 = a1a2a3ϕ1(−e12,5, e15) + a1a2
eµe15 − 1
e15
.
= Φ(−e123,5, e12,5)
−1Φ(−e12,5, e15)
−1
(
(eµe15−1)ϕ1(−e12,5, e15) +
eµe15 − 1
e15
)
.
(equality in U(f3)
∧).
The element p11−p12 in (U(f2)
⊗2)∧ is the image of p11−p12 by the morphism pr12, given by
e15 7→ f1, e25 7→ e1, e35 7→ e∞+f0, which is such that e123,5 7→ (e1+e∞)+(f1+f0) = −e0−f∞.
Therefore
p11 − p12 = Φ(e0 + f∞, e1 + f1)
−1Φ(−e1 − f1, f1)
−1
(
(eµf1 − 1)ϕ1(−e1 − f1, f1) +
eµf1 − 1
f1
)
.
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Since Φ is the exponential of a Lie series without linear terms, and since e1 and f1 commute,
we have Φ(−e1 − f1, f1) = 1. So,
p11 − p12 = Φ(e0 + f∞, e1 + f1)
−1
(
(eµf1 − 1)ϕ1(−e1 − f1, f1) +
eµf1 − 1
f1
)
.
By (8.2.2), and by the commutation of ei with fj (i, j ∈ {0, 1,∞}), we have Φ(e0 + f∞, e1 +
f1)
−1 = κ−1e−(µ/2)f1 . Therefore
p11 − p12 = κ
−1 e
(µ/2)f1 − e−(µ/2)f1
f1
(
1 + f1ϕ1(−e1 − f1, f1)
)
.
Equality (7.2.1), together with the fact that the variables −e1 − f1 and f1 commute, implies
1 + f1ϕ1(−e1 − f1, f1) =
ΓΦ(e1 + f1)ΓΦ(−f1)
ΓΦ(e1)
,
therefore
p11 − p12 = κ
−1 e
(µ/2)f1 − e−(µ/2)f1
f1
ΓΦ(e1 + f1)ΓΦ(−f1)
ΓΦ(e1)
.
The identity from Lemma 7.5 (2), together with (8.5.2), then implies p11 − p12 = κ
−1eµf1v−1,
as claimed.
Proof of (8.5.4). Equation (8.5.6) for i = 2 and equation (7.4.7) yield
p21 − p22 = (Π1 −Π2)
(
Φ(−e123,5, e12,5)−1e−(µ/2)e12,5Φ(−e12,5, e25)−1 · (eµe25 − 1)·
Φ(−e12,5, e25)e(µ/2)e12,5Φ(−e123,5, e12,5)
)
.
We now apply Lemma 8.7 with a1 := Φ(−e123,5, e12,5)−1, . . ., a7 := Φ(−e123,5, e12,5). Since
ǫ(a4) = ǫ(e
µe25 − 1) = 0, we get
p21 − p22 = a1a2a3a4a5a6(Π1 −Π2)(a7) + a1a2a3a4a5(Π1 −Π2)(a6)ǫ(a7)
+a1a2a3a4(Π1 −Π2)(a5)ǫ(a6a7) + a1a2a3(Π1 −Π2)(a4)ǫ(a5a6a7).
The elements a6 and a7 belong to the subalgebra of U(f3)
∧ generated by e12,5 and e35. Lemma
8.7 implies that the restriction of Π1 − Π2 to this subalgebra is zero. This implies that (Π1 −
Π2)(a6) = (Π1 − Π2)(a7) = 0. One also has ǫ(a5) = ǫ(a6) = ǫ(a7) = 1, and (Π1 − Π2)(a4) =
1−eµe25
e25
. All this implies
p21 − p22 = a1a2a3
(
a4(Π1 −Π2)(a5) +
1− eµe25
e25
)
.
Recall the decomposition Φ(a, b) = 1+ϕ0(a, b)a+ϕ1(a, b)b, where ϕ0, ϕ1 ∈ k〈〈a, b〉〉. Then a5 =
Φ(−e12,5, e25) = 1+ϕ0(−e12,5, e25)(−e12,5)+ϕ1(−e12,5, e25)e25. So Π1(a5) = −ϕ0(−e12,5, e15),
Π2(a5) = −ϕ0(−e12,5, e15) + ϕ1(−e12,5, e25), so (Π1 −Π2)(a5) = −ϕ1(−e12,5, e25). So
p21 − p22 = a1a2a3
(
− (eµe25 − 1)ϕ1(−e12,5, e25) +
1− eµe25
e25
)
= Φ(−e123,5, e12,5)
−1e−(µ/2)e12,5Φ(−e12,5, e25)
−1
(
1 + e25ϕ1(−e12,5, e25)
)1− eµe25
e25
(equality in U(f3)
∧).
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The morphism pr12 : U(p5) → U(f2)
⊗2 is such that e25 7→ e1, e12,5 7→ e1 + f1, e123,5 7→
−e0 − f∞. The image of the last equality under pr12 is therefore
p21−p22 = Φ(e0+f∞, e1+f1)
−1e−(µ/2)(e1+f1)Φ(−e1−f1, e1)
−1
(
1+e1ϕ1(−e1−f1, e1)
)1− eµe1
e1
Since Φ is the exponential of a Lie series without linear terms, and since e1 and f1 commute,
we have Φ(−e1 − f1, e1) = 1. Using again Φ(e0 + f∞, e1 + f1)
−1 = κ−1e−(µ/2)f1 , and the
commutation of e1 and f1, we obtain
p21 − p22 = κ
−1e−(µ/2)e1−µf1
(
1 + e1ϕ1(−e1 − f1, e1)
)1− eµe1
e1
.
Equality (7.2.1), together with the fact that the variables −e1 − f1 and e1 commute, implies
1 + e1ϕ1(−e1 − f1, e1) =
ΓΦ(e1 + f1)ΓΦ(−e1)
ΓΦ(f1)
,
therefore
p21 − p22 = κ
−1e−(µ/2)e1−µf1 ·
ΓΦ(e1 + f1)ΓΦ(−e1)
ΓΦ(f1)
·
1− eµe1
e1
.
The identity from Lemma 7.5 (2), together with (8.5.2), then implies p21 − p22 = −κ
−1v−1, as
claimed.
Proof of (8.5.5). Equation (8.5.6) for i = 3 and equation (7.4.8) yield
p31− p32 = (Π1−Π2)
(
e−(µ/2)e123,5Φ(e35,−e123,5) · (e
µe35 − 1) · (e−(µ/2)e123,5Φ(e35,−e123,5))
−1
)
.
As we have seen, Lemma 8.7 implies that the restriction of Π1−Π2 to the subalgebra of U(f3)∧
generated by e12,5 and e35 is zero. Since the argument of Π1−Π2 in the above equality belongs
to this subalgebra, we have p31 − p32 = 0. It follows that p31 − p32 = 0, as claimed. 
Lemma 8.9. We have
(8.5.7) M3×1((a(µ,Φ))
⊗ˆ2)(col) = κ · P · col · v
(equality in M3×1((U(f2)
⊗2)∧)), where v is given by (8.5.2).
Proof. By (8.1.2), the left-hand side is equal to

eµf1−1
0

. By the definition of col in Lemma 5.6
and by (8.5.1), the right-hand side is equal to κ ·

p11 − p12p21 − p22
p31 − p32

 · v. The result then follows from
Lemma 8.8. 
8.6. Commutative diagram relating row and row.
Lemma 8.10. The morphism ρˆ from §8.4 is such that
ρˆ(eµe1 − 1) =
eµ(e1+f1) − 1
e1 + f1
col · row
(equality in M3((U(f2)
⊗2)∧)).
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Proof. By Lemma 5.6, one has ρ(e1) = col · row. If k ≥ 1, then ρ(ek1) = (col · row)
k =
col · (row · col)k−1 · row. Since row · col = e1 + f1, and since this element commutes with the
entries of col, one has ρ(ek1) = (e1 + f1)
k−1col · row.
Then
ρˆ(eµe1 − 1) =
∑
k≥1
µk
k!
ρ(ek1) =
∑
k≥1
µk
k!
(e1 + f1)
k−1col · row =
eµ(e1+f1) − 1
e1 + f1
col · row.

In Lemma 6.12, we defined row ∈M1×3((kF2)⊗2) and col ∈M3×1((kF2)⊗2).
Lemma 8.11. The elements col · row ∈ M3(((kF2)⊗2)∧) and col · row ∈ M3((U(f2)⊗2)∧) are
related by
(8.6.1) M3((a(µ,Φ))
⊗ˆ2)(col · row) = κ · P ·
eµ(e1+f1) − 1
e1 + f1
col · row · (κ · P )−1
where κ is as is (8.2.2) (equality in M3((U(f2)
⊗2)∧)).
Proof. According to Lemma 8.5, there is an equality
(8.6.2) M3((a(µ,Φ))
⊗ˆ2) ◦ ρˆ = Ad(κ · P ) ◦ ρˆ ◦ a(µ,Φ)
of morphisms (kF2)
∧ →M3((U(f2)⊗2)∧). Apply this equality to X1 − 1 ∈ kF2.
By Lemma 6.12, ρˆ(X1− 1) = col · row so the image of X1− 1 by the left-hand side of (8.6.2)
is the left-hand side of (8.6.1).
By (8.1.2), the image of X1 − 1 by a(µ,Φ) is e
µe1 − 1. By Lemma 8.10, the image of this
element under ρˆ is e
µ(e1+f1)−1
e1+f1
col · row, and the image of the latter element by Ad(Ξ · P ) is the
right-hand side of (8.6.2). This proves (8.6.2). 
Lemma 8.12. Set
(8.6.3) u := µe−µf1
ΓΦ(e1 + f1)
ΓΦ(e1)ΓΦ(f1)
eµ(e1+f1) − 1
e1 + f1
∈ ((U(f2)
⊗2)∧)×,
where v is as in (8.5.2).
Then
(8.6.4) M1×3((a(µ,Φ))
⊗ˆ2)(row) = u · row · (κ · P )−1
(equality in M3×1((U(f2)
⊗2)∧)).
Proof. Since e
µ(e1+f1)−1
e1+f1
commutes with the entries of col, and since
(8.6.5)
eµ(e1+f1) − 1
e1 + f1
= v · u,
the equation (8.6.1) may be rewritten as
M3×1((a(µ,Φ))
⊗ˆ2)(col) ·M1×3((a(µ,Φ))
⊗ˆ2)(row) = κ · P · col · v · u · row · (κ · P )−1.
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The equation (8.5.7) then enables one to rewrite this equality as follows
κ · P · col · v ·
(
M1×3((a(µ,Φ))
⊗ˆ2)(row)− u · row · (κ · P )−1
)
= 0.
Since v (resp. κ·P ) is an invertible scalar (resp. matrix), and since the mapM1×3((U(f2)⊗2)∧)→
M3((U(f2)
⊗2)∧), X 7→ col · X is injective, the map with the same source and target given by
X 7→ κ · P · col · v ·X is also injective. This implies the statement. 
8.7. Commutative diagram relating row · (−) · col and row·(−)·col.
Lemma 8.13. The following diagram of k-module morphisms is commutative
M3(((kF2)
⊗2)∧)
row·(−)·col //
≃M3((a(µ,Φ))
⊗ˆ2)

((kF2)
⊗2)∧
≃ (a(µ,Φ))
⊗ˆ2

M3((U(f2)
⊗2)∧) (U(f2)
⊗2)∧
M3((U(f2)
⊗2)∧)
row·(−)·col
//
Ad(κ·P ) ≃
OO
(U(f2)
⊗2)∧
≃ u·(−)·v
OO
where u · (−) · v is the linear map x 7→ uxv.
Proof. This follows from the juxtaposition of the obviously commutative diagram
M3(((kF2)
⊗2)∧)
row·(−)·col //
≃M3((a(µ,Φ))
⊗ˆ2)

((kF2)
⊗2)∧
≃ (a(µ,Φ))
⊗ˆ2

M3((U(f2)
⊗2)∧)
M1×3((a(µ,Φ))
⊗ˆ2)(row)·(−)·M3×1((a(µ,Φ))
⊗ˆ2)(col)
// (U(f2)⊗2)∧
with the following diagram
M3((U(f2)
⊗2)∧)
M1×3((a(µ,Φ))
⊗ˆ2)(row)·(−)·M3×1((a(µ,Φ))
⊗ˆ2)(col)
// (U(f2)⊗2)∧
M3((U(f2)
⊗2)∧)
row·(−)·col
//
Ad(κ·P ) ≃
OO
(U(f2)
⊗2)∧
≃ u·(−)·v
OO
whose commutativity follows from (8.5.7) and (8.6.4). 
8.8. Commutativity of the diagram (3.2.1). Recall the elements u, v ∈ (U(f2)⊗2)∧ ((8.6.3),
(8.5.2)).
Lemma 8.14. One has
eµf1u = µ·
eµ(e1+f1) − 1
e1 + f1
ΓΦ(e1 + f1)
ΓΦ(e1)ΓΦ(f1)
,
e1 + f1
eµ(e1+f1) − 1
ve−µf1 =
(
µ·
eµ(e1+f1) − 1
e1 + f1
ΓΦ(e1 + f1)
ΓΦ(e1)ΓΦ(f1)
)−1
(identities in (U(f2)
⊗2)∧).
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Proof. The first claimed equality follows directly from (8.6.3). Then
e1 + f1
eµ(e1+f1) − 1
ve−µf1 = u−1e−µf1 =
(
µ ·
eµ(e1+f1) − 1
e1 + f1
ΓΦ(e1 + f1)
ΓΦ(e1)ΓΦ(f1)
)−1
,
where the first equality follows from (8.6.5) and the second equality follows form the first claimed
equality. This proves the second claimed equality. 
Lemma 8.15. The following diagram is commutative
(kF2)
∧
a(µ,Φ) //
morl
kF2,X1−1

U(f2)
∧
morlU(f2),e1 // (WˆDRl )+
(WˆBl )+
al(µ,Φ)
// (WˆDRl )+
(−)·
e1
eµe1−1
OO
Proof. Consider the diagram
(WˆBl )+
al(µ,Φ) //
 r
$$■
■■
■■
■■
■■
(WˆDRl )+
(−)·
e1
eµe1−1 //
 _

(WˆDRl )+
lL
yyttt
tt
tt
tt
t
(kF2)
∧
a(µ,Φ) // U(f2)∧
(−)·
e1
eµe1−1 // U(f2)∧
(kF2)
∧
a(µ,Φ)
//
(−)·(X1−1)
OOmorlkF2,X1−1
[[✼✼✼✼✼✼✼✼✼✼✼✼✼✼✼✼✼
U(f2)
∧
(−)·(eµe1−1)
hh◗◗◗◗◗◗◗◗◗◗◗◗◗
(−)·e1
OO morlU(f2),e1
CC✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝✝
The commutativity of the upper left trapezoid follows from (1.7.2). The commutativity of
the upper right trapezoid follows from the fact that (WˆDRl )+ is a subalgebra of U(f2)
∧. The
commutativity of the left and right triangles follows from the definition of morlR,e (see §4.2). The
commutativity of the lower trapezoid follows from the fact that a(µ,Φ) : (kF2)
∧ → U(f2)∧ is an
algebra morphism, such thatX1−1 7→ eµe1−1. The fact that the middle triangle is commutative
follows from the fact that U(f2)
∧ is an associative algebra and from (eµe1 − 1) · e1eµe1−1 = e1.

Lemma 8.16. The following diagram is commutative
WˆDRl
∆ˆl,r⋆ //
(−)·
e1
eµe1−1

(WˆDRr )
⊗ˆ2
(−)·
e1+f1
eµ(e1+f1)−1

WˆDRl
∆ˆl,r⋆
// (WˆDRr )
⊗ˆ2
where (−) · a is the endomorphism of right multiplication by a.
Proof. It follows from its definition (3.1.2) that ∆ˆl,r⋆ is an algebra morphism. It therefore
intertwines the maps (−)· e1eµe1−1 : Wˆ
DR
l → Wˆ
DR
l and (−)·∆ˆ
l,r
⋆ (
e1
eµe1−1 ) : (Wˆ
DR
l )
⊗ˆ2 → (WˆDRl )
⊗ˆ2.
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One computes
∆ˆl,r⋆ (
e1
eµe1 − 1
) = Ad(e1)
⊗2 ◦ ∆ˆ⋆(
e1
eµe1 − 1
) = Ad(e1)
⊗2(
e1 + f1
eµ(e1+f1) − 1
) =
e1 + f1
eµ(e1+f1) − 1
,
where the first equality follows from the definition of ∆ˆl,r⋆ , the second equality follows from the
fact that ∆ˆ⋆ is an algebra morphism, and the last equality follows the the commutativity of the
diagram
k[[e1]]
  //
 q
""❋
❋❋
❋❋
❋❋
❋
WˆDRl
Ad(e1)

WˆDRr
in which the inclusions k[[e1]] →֒ WˆDRx , x ∈ {l, r} are defined by the condition that the composed
maps k[[e1]] →֒ WˆDRx →֒ U(f2)
∧ coincide with the canonical inclusion k[[e1]] →֒ U(f2)∧.
This implies that ∆ˆl,r⋆ intertwines (−) ·
e1
eµe1−1 and (−) ·
e1+f1
eµ(e1+f1)−1
, proving the claimed
commutativity. 
Proposition 8.17. If µ ∈ k× and Φ ∈Mµ(k), then the diagram (3.2.1) commutes.
Proof. Consider the following diagram. It is divided into the subdiagrams S1,..., S11.
(8.8.1)
(WˆBl )+
Ad(Y
−1
1
)◦∆ˆ
l,r
♯ //
al
(µ,Φ)

∆ˆ
l,r
♯
++
(WˆBr )
⊗ˆ2
S1
S6
Ad(Y1)
//
kK
xxrrr
rr
rr
rr
r
(ar
(µ,Φ)
)⊗ˆ2

(WˆBr )
⊗ˆ2
(ar
(µ,Φ)
)⊗ˆ2

(kF2)
∧
S2
S3
ρˆ //
morl
kF2,X1−1
ee❏❏❏❏❏❏❏❏❏❏
a(µ,Φ)

M3(((kF2)
⊗2)∧)
S4
row·(−)·col //
M3(a
⊗ˆ2
(µ,Φ)
)

((kF2)
⊗2)∧
S5
(a(µ,Φ))
⊗ˆ2

M3(((Uf2)
⊗2)∧)
U(f2)
∧
S7
ρˆ //
morl
U(f2),e1

M3(((Uf2)
⊗2)∧)
row·(-)·col
//
Ad(κP )
OO
((Uf2)
⊗2)∧
S8
u·(−)·v
// ((Uf2)⊗2)∧
(WˆDRl )+
S9
∆ˆ
l,r
⋆
// (WˆDRr )⊗ˆ2
S10
u·(−)·v //?

OO
(WˆDRr )
⊗ˆ2
S11
S3
ff▲▲▲▲▲▲▲▲▲▲
Ad(eµf1 )
%%❑❑
❑❑
❑❑
❑❑
❑❑
(WˆDRl )+
(−)·
e1
eµe1−1
::tttttttttt
∆ˆ
l,r
⋆
// (WˆDRr )⊗ˆ2
(−)·
e1+f1
eµ(e1+f1)−1
OO
u·(−)·
e1+f1
eµ(e1+f1)−1
v
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
Ad(
eµ(e1+f1)−1
e1+f1
ΓΦ(e1+f1)
ΓΦ(e1)ΓΦ(f1)
)
// (WˆDRr )⊗ˆ2
Let us explain the notation in this diagram. If A is an algebra and a, b are elements in A, we
denote by a · (−) · b the linear endomorphism of A given by x 7→ axb, so if a ∈ A is invertible,
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the endomorphism Ad(a) is then equal to a · (−) · a−1. We also denote by (−) · a the linear
endomorphism of A given by x 7→ xa.
According to Proposition 2.2, X1 is an invertible element in Wˆ
B
r , therefore Y1 = 1⊗X1 is an
invertible element in (WˆBr )
⊗ˆ2, so that the automorphism Ad(Y1) of (WˆBr )
⊗ˆ2 (top map of S6)
is well-defined. According to (8.5.2) and (8.6.3), u and v are invertible elements of (U(f2)
⊗2)∧
which belong to the topological subalgebra of this algebra generated by e1 and f1, therefore
they are invertible elements in (WˆDRr )
⊗ˆ2. Moreover eµf1 , e1+f1
eµ(e1+f1)−1
and ΓΦ(e1+f1)ΓΦ(e1)ΓΦ(f1) are also
obviously elements with the same properties. All this implies the well-definedness of all the
maps of the subdiagrams S10 and S11. As e1eµe1−1 belongs to the topological subalgebra of
U(f2)
∧ generated by e1, this element belongs to its subalgebra WˆDRl , so that there is a well-
defined endomorphism (−) · e1eµe1−1 of Wˆ
DR
l . It follows from (5.3.1) that (Wˆ
DR
l )+ coincides
with the kernel of the character ǫ : WˆDRl → k obtained by the restriction of the counit map
U(f2)
∧ → k to WˆDRl . As ǫ(
e1
eµe1−1 ) = µ
−1, we have ǫ ◦ ((−) · e1eµe1−1) = µ
−1 · ǫ (equality of
k-module morphisms WˆDRl → k), therefore (−) ·
e1
eµe1−1 restricts to a k-module endomorphism
of (WˆDRl )+, which is the common map of the pair of subdiagrams (S2, S9).
The other maps of the diagram (8.8.1) are introduced in the parts of this text indicated by
the following table, where by (S,S’) we understand the map(s) common to subdiagrams S and
S’.
map (S1,S2) (S1,S3) (S1,S4)
(S2,S3),
(S3,S4) top,
(S4, S5)
(S2,S7)
(S3,S4)
bottom
(S3,S7)
ref. (6.3.2) (8.4.2)
(6.2.2),
(4.2.2)
(8.1.1) (5.3.2) (8.3.4) (8.4.1)
map (S4,S7) (S4,S8) (S5,S6)
(S5,S8),
(S7,S8)
(S7,S9) ∆ˆ
l,r
♯ a
l
(µ,Φ)
ref.
(5.2.5),
(4.2.2)
Lem. 8.13,
(8.5.2), (8.6.3)
(3.1.1) Def. 3.2 (3.1.2) (3.1.3) (1.7.1)
Let us prove the commutativity of the various subdiagrams of (8.8.1):
• The commutativity of S1 follows from Proposition 6.17, Corollary 6.24, (6.2.1) and
(8.4.2).
• The commutativity of S2 (resp. S3, S4, S5) follows from Lemma 8.15 (resp. Lemma 8.5,
Lemma 8.13, Lemma 3.8).
• As (ar(µ,Φ))
⊗2 is an algebra morphism, it intertwines the automorphisms Ad(Y1) of
(WˆBr )
⊗ˆ2 and Ad((ar(µ,Φ))
⊗2(Y1)) of (WˆDRr )
⊗ˆ2. According to (8.1.2), one has a(µ,Φ)(X1) =
eµe1 . Lemma 3.8 then implies that ar(µ,Φ)(X1) = e
µe1 . Therefore (ar(µ,Φ))
⊗2(Y1) = e
µf1 .
This implies the commutativity of S6.
• The commutativity of S7 follows from Proposition 5.11, Lemma 5.12, (5.2.4) and (8.4.1).
• The commutativity of S8 follows from the fact that WˆDRr is a subalgebra of U(f2)
∧.
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• The commutativity of S9 follows from Lemma 8.16, combined to the fact that the
endomorphism (−) · e1eµe1−1 of Wˆ
DR
l restricts to an endomorphism of (Wˆ
DR
l )+.
• The commutativity of S10 follows from the associativity of the product in (WˆDRr )
⊗ˆ2.
• The commutativity of S11 follows from associativity of the product in (WˆDRr )
⊗ˆ2 com-
bined with Lemma 8.14.
This implies that the external diagram of (8.8.1) commutes, therefore that so does the restriction
of (3.2.1) to the submodule (WˆBl )+ of Wˆ
B
l . On the other hand, the restriction of (3.2.1) to the
submodule k1 of WˆBl also commutes, as it takes 1 ∈ Wˆ
B
l to the unity element 1
⊗2 of (WˆDRl )
⊗ˆ2
by the two composed morphisms of this diagram. As WˆBl = k1⊕ (Wˆ
B
l )+, it follows that (3.2.1)
commutes. 
9. Proof of Theorem 3.1
Recall that by Proposition 3.13, the proof of the Theorem 3.1 can be reduced to the com-
mutativity of the diagram (3.2.1) relating ∆ˆl,r⋆ and ∆ˆ
l,r
♯ for some pair (µ,Φ) where µ ∈ k
× and
Φ ∈ DMRµ(k). On the other hand, Proposition 8.17 establishes the commutativity of the same
diagram for any pair (µ,Φ) with µ ∈ k× and Φ ∈Mµ(k). In this section, we give two proofs of
Theorem 3.1:
(1) the first proof (§9.1) is based on the nonemptiness of Mµ(k) for µ ∈ k
× (Proposition
5.3 from [Dr], see (2) in Theorem 7.4), on the inclusion result Mµ(k) ⊂ DMRµ(k) from
[Fu2], and on Propositions 3.13 and 8.17;
(2) the second proof (§9.2) is based on the existence of an explicit complex associator with
µ = 1 (§2 from [Dr], see (1) from Theorem 7.4), on the fact that this element belongs to
DMR1(C), on the nonemptiness of DMRµ(k) for µ ∈ k× (recall that this nonemptiness,
which follows from §3.2.3 from [R], see (3) in Theorem 1.1, is necessary to the definition
of one of the ingredients of Theorem 3.1, namely ∆ˆ⋆), and again on Propositions 3.13
and 8.17.
As the diagram (3.2.1), which depends on a pair (µ,Φ) with µ ∈ k× and Φ ∈ (U(f2)∧)×, plays
a crucial role in both proofs, we will denote it by diagr(µ,Φ).
9.1. First proof of Theorem 3.1. Recall that one may compose the inclusion DMRµ(k) ⊂
k〈〈X〉〉× with the isomorphism k〈〈X〉〉× ≃ (U(f2)∧)× given in (1.3.1), and view DMRµ(k) as a
subset of (U(f2)
∧)×.
We recall:
Theorem 9.1 (Theorem 0.2 in [Fu2]). One has the inclusion Mµ(k) ⊂ DMRµ(k) of subsets of
(U(f2)
∧)×.
Let us now prove Theorem 3.1. Let k be a Q-algebra. According to Proposition 5.3 from [Dr]
(see (2) in Theorem 7.4), there exists an element Φk ∈M1(k). Proposition 8.17 then implies that
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diagr(1,Φk) commutes. Since Φk ∈ M1(k), Theorem 9.1 implies Φk ∈ DMRµ(k). Combining
this fact, the commutativity of diagr(1,Φk) and Proposition 3.13, one obtains ∆ˆ⋆ = ∆ˆ♯. 
9.2. Second proof of Theorem 3.1.
9.2.1. Change of notation. As this proof uses explicitly the dependence of objects of the paper
in the base ring k, we make in this subsection the following changes of notation. For X one
of the following discrete graded of filtered objects from the text: U(f2), WDRl , ∆⋆ (graded
objects), WBl , ∆♯ (filtered objects), the notation will from now on be X
k, so that these objects
will be denoted U(f2)
k, WDR,kl , ∆
k
⋆ , W
B,k
l , ∆
k
♯ . The completion of X was denoted Xˆ or X
∧
and will henceforth be denoted (Xk)∧, so that the objects U(f2)
∧, WˆDRl , ∆ˆ⋆, Wˆ
B
l , ∆ˆ♯ will be
denoted (U(f2)
k)∧, (WDR,kl )
∧, (∆k⋆ )
∧, (WB,kl )
∧, (∆k♯ )
∧. The object (WˆDRl )
⊗ˆ2 will be denoted
((WDR,kl )
⊗2)∧.
The object formerly denoted ∆ˆ⋆ has been defined not as a completion, but as the common
value of the result of a collection of operations on ∆ˆ⋆ (henceforth denoted (∆
k
⋆ )
∧). As this
object also depends on k, its notation will henceforth be (∆k⋆ )
∧.
The new notation for the map al(µ,Φ) : Wˆ
B
l → Wˆ
DR
l corresponding to (µ,Φ) ∈ k
× ×
((U(f2)
k)∧)× will be al,k(µ,Φ) : (W
B,k
l )
∧ → (WDR,kl )
∧.
9.2.2. Base change. For k a Q-algebra, denote by SCFMk the category of separated complete
filtered k-modules, i.e. filtered modules such that the intersection of the filtration submodules
is 0, and which are complete for the topology defined by the filtration submodules. There is
a functor −⊗ˆk : SCFMQ → SCFMk, taking te object V with filtration (FnV )n to V ⊗ˆk :=
lim
←−
(V/FnV )⊗ k.
Then for X in the list of symbols U(f2), WDRl , ∆⋆, W
B
l , ∆♯, one has (X
k)∧ = (XQ)∧⊗ˆk.
Recall that (∆k⋆ )
∧ belongs to MorSCFMk((W
B,k
l )
∧, ((WB,kl )
⊗2)∧) and that (∆Q⋆ )
∧ belongs to
MorSCFMQ((W
B,Q
l )
∧, ((WB,Ql )
⊗2)∧). Moreover, −⊗ˆk induces a map
(9.2.1) − ⊗ˆk : MorSCFMQ((W
B,Q
l )
∧, ((WB,Ql )
⊗2)∧)→ MorSCFMk((W
B,k
l )
∧, ((WB,kl )
⊗2)∧).
Lemma 9.2. One has
(∆k⋆ )
∧ = (∆Q⋆ )
∧⊗ˆk,
i.e., (∆Q⋆ )
∧ is mapped to (∆k⋆ )
∧ through the map (9.2.1).
Proof. If follows from §3.2.3 from [R] (see (3) in Theorem 1.1) that DMRµ(k) is nonempty for
any k and any µ ∈ k×. We may therefore choose an element ϕQ in DMR1(Q).
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According to Proposition 1.19, any Φ ∈ DMR1(k) gives rise to a commutative diagram
(WB,kl )
∧
(∆k⋆)
∧
//
al,k
(1,Φ)

(WB,kl )
∧
(al,k
(1,Φ)
)⊗2

(WDR,kl )
∧
(∆k⋆)
∧
// ((WDR,kl )
⊗2)∧
Ad(
ΓΦ(−e1)ΓΦ(−f1)
ΓΦ(−e1−f1)
)
// ((WDR,kl )
⊗2)∧
Let ϕk ∈ DMR1(k) be the image of ϕQ ∈ DMR1(Q) under the natural map DMR1(Q) →
DMR1(k). One may set Φ := ϕk and obtain the following commutative diagram
(WB,kl )
∧
(∆k⋆)
∧
//
al,k
(1,ϕ
k
)

(WB,kl )
∧
(al,k
(1,ϕ
k
)
)⊗2

(WDR,kl )
∧
(∆k⋆)
∧
// ((WDR,kl )
⊗2)∧
Ad(
Γϕ
k
(−e1)Γϕk
(−f1)
Γϕ
k
(−e1−f1)
)
// ((WDR,kl )
⊗2)∧
Specializing Proposition 1.19 to (k, µ,Φ) = (Q, 1, ϕQ), and applying −⊗ˆk, one obtains the
following diagram
(WB,Ql )
∧⊗ˆk
(∆Q⋆)
∧⊗ˆk
//
al,Q
(1,ϕQ)
⊗ˆk

(WB,Ql )
∧⊗ˆk
(al,Q
(1,ϕQ)
)⊗2⊗ˆk

(WDR,Ql )
∧⊗ˆk
(∆Q⋆)
∧⊗ˆk
// ((WDR,Ql )
⊗2)∧⊗ˆk
Ad(
ΓϕQ
(−e1)ΓϕQ
(−f1)
ΓϕQ
(−e1−f1)
)⊗ˆk
// ((WDR,Ql )
⊗2)∧⊗ˆk
One can identify canonically all the spaces and morphisms of the two previous diagrams, except
for the top horizontal morphism. Moreover, the vertical morphisms are isomorphisms. This
implies the equality of the top horizontal morphisms of the two diagrams, and therefore the
announced equality. 
9.2.3. End of the argument. According to §2 from [Dr] (see (1) in Theorem 7.4), there exists an
element ϕKZ ∈M1(C). Proposition 8.17 then implies that diagr(1, ϕKZ) commutes. According
to §3.2.3 from [R] (see (3) in Theorem 1.1), one has ϕKZ ∈ DMR1(C). Combining this fact,
the commutativity of diagr(1, ϕKZ) and Proposition 3.13, one obtains ∆ˆ
C
⋆ = (∆
C
♯ )
∧. One has
(∆C♯ )
∧ = (∆Q♯ )
∧⊗ˆC, and according to Lemma 9.2, one has (∆C⋆ )
∧ = (∆Q⋆ )
∧⊗ˆC, therefore
(∆Q♯ )
∧⊗ˆC = (∆Q⋆ )
∧⊗ˆC. As the map (9.2.1) is injective for general k, it also injective for k = C;
we then derive ∆ˆQ⋆ = (∆
Q
♯ )
∧. Applying −⊗ˆk to this equality and using (∆k♯ )
∧ = (∆Q♯ )
∧⊗ˆk, and
(∆k⋆ )
∧ = (∆Q⋆ )
∧⊗ˆk (again a consequence of Lemma 9.2), one obtains ∆ˆk⋆ = (∆
k
♯ )
∧, as wanted.

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Part 3. Categorical aspects
10. Categorical aspects
In this section, we discuss the categorical aspects of some of the constructions used in part
2. Recall that the main steps of this part are §§5, 6 and 8. The main result of §5 (resp. §6) is
diagram (5.3.3) (resp. (6.3.3)) relating ∆l,r⋆ (resp. ∆
l,r
♯ ) with maps arising from infinitesimal
braid Lie algebras (resp. braid groups). In §1.7, we constructed, for any pair (µ,Φ), where
µ ∈ k× and Φ ∈ Mµ(k), algebra morphisms a
l
(µ,Φ) : Wˆ
B
l → Wˆ
DR
l and a
r
(µ,Φ) : Wˆ
B
r → Wˆ
DR
r . In
§7, we constructed additional morphisms depending on (µ,Φ) relating each vertex of (5.3.3) with
the corresponding vertex of (6.3.3), and in §8, we proved the commutativity of various diagrams
of algebras involving these morphisms, and as a consequence obtained the commutativity of
(3.2.1).
The categorical counterpart of (5.3.3) is discussed in §10.2. The main result here is Propo-
sition 10.3, where it is shown that the functor (∆l,r⋆ )
∗ fits in the categorical diagram (10.2.2),
which commutes up to natural equivalence (the category of quadruples QuadDR in this diagram
was inspired by [DeT], §5, and the diagram itself was inspired by the computations of [DeT],
§6.3).
In §10.3, we discuss the categorical counterpart of (6.3.3). The main result here is Proposition
10.6, where it is shown that the functor (∆l,r♯ )
∗ fits in the diagram (10.3.2), which commutes up
to natural equivalence and should be viewed as a ”Betti” analogue of the ”de Rham” diagram
(10.2.2).
In §10.4, we discuss the categorical counterpart of §8. In Lemma 10.7, we obtain the cat-
egorical counterpart of the main result of this section, the diagram (3.2.1). We also con-
struct the categorical counterparts of the various steps of §8. For this, we construct a functor
comp(µ,Φ) : Quad
DR
fin → Quad
B
fin (see Lemma 10.8) which relates two of the vertices of diagrams
(10.2.2) and (10.3.2). In Lemmas 10.9, 10.10 and 10.11, using results from §8, we prove the
commutativity up to natural equivalence of three diagrams of categories relating vertices of
these two diagrams to one another, and involving the comparison functors comp(µ,Φ), (a
l
(µ,Φ))
∗,
((ar(µ,Φ))
⊗2)∗ and ((a(µ,Φ))
⊗2)∗.
In §10.5, we introduce the notion of a cube of categories, where vertices are categories, edges
are functors, and faces are natural equivalences, and the notion of the flatness of such an object.
We show that one may combine the natural equivalences (10.2.2), (10.3.2) and those of Lemmas
10.7, 10.9, 10.10 and 10.11 to construct such a cube of categories. It can be shown that this
cube is flat.
10.1. Categorical background. Let Cat be the 2-category of categories, where arrows are
functors and 2-arrows are natural transformations. If f, g : C → D are two functors between the
categories C and D, we denote by Eq(f, g) the set of natural equivalences between them, i.e. the
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set of functorial assignments Ob(C) ∋ X 7→ ηX ∈ IsoD(f(X), g(X)). An element η ∈ Eq(f, g)
will be depicted as follows:
C
f
""
g
??η
D
If f, g, h : C → D are functors, and if η ∈ Eq(f, g), η′ ∈ Eq(g, h), we denote by η′◦η ∈ Eq(f, h)
the composed natural equivalence (vertical composition), and by idf ∈ Eq(f, f) the trivial
equivalence of f with itself. If f1, f2 : C → D and g1, g2 : D → E are functors, if η ∈ Eq(f1, f2),
η′ ∈ Eq(g1, g2), we denote by η′ · η ∈ Eq(g1 ◦ f1, g2 ◦ f2) the composed natural equivalence
(horizontal composition).
Let GrAlg (resp. FilAlg) be the category of Z≥0-graded k-algebras (resp. of filtered k-
algebras, in the sense of §1.3.1).
Objects of GrAlg include the graded algebras k (with only nonzero component in degree
0), U(f2)
⊗2, U(p5), WDRl , (W
DR
r )
⊗2. Objects of FilAlg include the filtered algebras k (with
F kk = 0 for k ≥ 1), (kF2)⊗2, kP5, WBl , (W
B
r )
⊗2.
Let GrMod,GrModfin be the contravariant functors GrAlg→ Cat such that for A a graded
algebra, GrMod(A) is the category of Z≥0-graded A-modules and GrModfin(A) is the full sub-
category of objects with finite support.
For B is a graded A-bimodule, define an endofunctor FB of GrMod(A) by GrMod(A) ∋
M 7→ FB(M) := HomGrMod(A)(B,M), in which B is viewed as a left A-module, the A-module
structure on FB(M) being given by (aϕ)(b) = ϕ(ba), for a ∈ A, ϕ ∈ HomGrMod(A)(B,M), and
b ∈ B. Note that the endofunctor FB of GrMod(A) restricts to an endofunctor, also denoted
FB , of GrModfin(A).
Let also FilMod,FilModfin : FilAlg → Cat be the contravariant functors such that for A
a filtered algebra, FilMod(A) is the category of filtered modules, i.e. modules M equipped
with a decreasing filtration M = F 0M ⊃ F 1M ⊃ · · · , compatible with the filtration of A,
and FilModfin(A) is the full subcategory of filtered modules M such that such that F
kM = 0
for large enough k. Note that if Aˆ is the completion of A, then there is a natural equivalence
FilModfin(A) ≃ FilModfin(Aˆ).
For B a filtered (i.e. equipped with a decreasing filtration compatible with the filtration of
A) A-bimodule, define an endofunctor FB of FilMod(A) by FilMod(A) ∋ M 7→ FB(M) :=
HomFilMod(A)(B,M), in which B is viewed as a left A-module, the A-module structure on
FB(M) being defined as above. The endofunctor FB of FilMod(A) restricts to an endofunctor,
also denoted FB, of FilModfin(A).
If now A (resp. A) is a graded (resp. filtered) algebra, any morphism of filtered algebras
f : Aˆ → Aˆ induces a functor f∗ : GrModfin(A) → FilModfin(A) obtained by the composition
GrModfin(A)→ FilModfin(Aˆ)→ FilModfin(Aˆ) ≃ FilModfin(A).
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10.2. Categorical interpretation of the relationship between ∆⋆ and infinitesimal
braid Lie algebras (§5).
10.2.1. A category QuadDR. We define QuadDR to be the category where objects are the
quadruples (V,W, α, β), where V is an object of GrMod(U(f2)), W is a graded k-module (i.e. an
object of GrMod(k)), α : V →W and β :W → V are k-module morphisms of respective degrees
1 and 0, such that (e1)|V = β ◦ α (equality in Endk(V )), where U(f2) ∋ x 7→ x|V ∈ Endk(V )
is the action morphism. A morphism (V,W, α, β)→ (V ′,W ′, α′, β′) is a pair of a U(f2)-module
morphism V → V ′ and a k-module morphismW →W ′, both of degree 0, such that the natural
diagrams commute.
We define QuadDRfin to be the full subcategory of Quad
DR where the objects (V,W, α, β) are
such that V is an object of GrModfin(U(f2)) and W is an object of GrModfin(k).
10.2.2. A functor FDRQW : Quad
DR → GrMod(WDRl ). If (V,W, α, β) is an object of Quad
DR, then
W is equipped with the following action ofWDRl : the element 1 ∈ W
DR
l acts by idW ∈ Endk(W ),
and for x ∈ U(f2), the element xe1 ∈ WDRl acts by α ◦ x|V ◦ β ∈ Endk(W ).
There is a functor
FDRQW : Quad
DR → GrMod(WDRl ),
taking the quadruple (V,W, α, β) to the k-module W equipped with this action. It restricts
and corestricts to a functor FDRQW : Quad
DR
fin → GrModfin(W
DR
l ).
10.2.3. A functor FDRV Q : GrMod(U(f2)
⊗2) → QuadDR. In §5.1.2, we defined graded algebra
morphisms pr12 : U(p5) → U(p4)
⊗2 ≃ U(f2)⊗2 and ℓ : U(f2) ≃ U(p4) → U(p5). They induce
functors pr∗12 : GrMod(U(f2)
⊗2)→ GrMod(U(p5)) and ℓ∗ : GrMod(U(p5))→ GrMod(U(f2)⊗2).
As J(pr5) is a gradedU(p5)-bimodule, one may construct the endofunctor FJ(pr5) of GrMod(U(p5)),
such that
FJ(pr5)(N) = HomGrMod(U(p5))(J(pr5), N)
(see §10.1).
Recall that J(pr5) is freely generated, as a left U(p5)-module, by ei5, i ∈ [[1, 3]]. This implies
that ifN is any gradedU(p5)-module, the map evN : FJ(pr5)(N) = HomGrMod(U(p5))(J(pr5), N)→
N⊕3, ϕ 7→ (ϕ(ei3))i∈[[1,3]] is a graded k-module isomorphism.
If C is an object in GrMod(U(f2)
⊗2), we set:
• V (C) := ℓ∗ ◦ FJ(pr5) ◦ pr
∗
12(C); this is an object in GrMod(U(f2));
• W (C) is C viewed as a graded k-module;
• α(C) : V (C) → W (C) takes ϕ ∈ V (C), viewed as a U(p5)-equivariant map J(pr5) →
pr∗12C, to e1 · ϕ(e15)− f1 · ϕ(e25) ∈ C ≃W (C);
• β(C) :W (C)→ V (C) takes c ∈ C ≃W (C) to the unique element ϕc of
HomGrMod(U(p5))(J(pr5), pr
∗
12C) ≃ V (C),
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such that ϕc(e15) = c, ϕc(e25) = −c, ϕc(e35) = 0, i.e. to the preimage of (c,−c, 0) by
evpr∗12(C).
Lemma 10.1. If C is an object in GrMod(U(f2)
⊗2), then the diagram
V (C)
x|V (C) //
evpr∗
12
(C)

V (C)
evpr∗
12
(C)

C⊕3
ρ(x)·−
// C⊕3
commutes for any x ∈ U(f2), where ρ is as in (5.2.4).
Proof. Let ϕ ∈ V (C). Then x|V (C)(ϕ) is the element ℓ(x)|V (C)(ϕ), which is the element ϕ(− ·
ℓ(x)) of V (C) ≃ HomGrMod(U(p5))(J(pr5), pr
∗
12C). The image of this element by evpr∗12(C) is
the triple (ϕ(ei5ℓ(x)))i∈[[1,3]]. Since ei5ℓ(x) =
∑
j∈[[1,3]]̟(ℓ(x))ijej5 (see §5.2.2), and since ϕ
is U(p5)-equivariant, one has ϕ(ei5ℓ(x)) =
∑
j∈[[1,3]] pr12(̟(ℓ(x))ij)ϕ(ej5) which is equal to∑
j∈[[1,3]] ρ(x)ijϕ(ej5) by the definition of ρ. On the other hand, the image of ϕ by evpr∗12(C) is
the triple (ϕ(ei5))i∈[[1,3]], whose image by ρ(x) · − is the same element. 
Lemma 10.2. The assignment C 7→ (V (C),W (C), α(C), β(C)) is a functor
FDRV Q : GrMod(U(f2)
⊗2)→ QuadDR.
It restricts and corestricts to a functor FDRV Q : GrModfin(U(f2)
⊗2)→ QuadDRfin .
Proof. Let C be a U(f2)
⊗2-module. Consider the diagram
V (C)
evpr∗12(C) //
β(C)◦α(C)

α(C)
##❍
❍❍
❍❍
❍❍
❍❍
C⊕3
row·−
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥
col·row·−

= // C⊕3
ev−1
pr∗12(C) //
ρ(e1)·−

V (C)
(e1)|V (C)

W (C)
β(C){{✈✈
✈✈
✈✈
✈✈
✈
≃ // C
col·−   ❆
❆❆
❆❆
❆❆
❆
V (C)
evpr∗
12
(C)
// C⊕3 =
// C⊕3
ev−1
pr∗12(C)
// V (C)
In this diagram, the commutativity of the triangles is obvious. The commutativity of the
upper and lower left quadrilaterals follows from the definitions of the involved morphisms.
The commutativity of the middle (resp. right) square follows from Lemma 5.6 (resp. Lemma
10.1). This implies the equality β(C) ◦ α(C) = (e1)|V (C), therefore (V (C),W (C), α(C), β(C))
is an object of QuadDR. The functoriality of the assignment C 7→ (V (C),W (C), α(C), β(C)) is
obvious. 
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10.2.4. A natural equivalence ηDR.
Proposition 10.3. There is a natural equivalence ηDR
(10.2.1) GrMod(U(f2)
⊗2)
FDRVQ //
(inc⊗2)∗

QuadDR
FDRQW

GrMod((WDRr )
⊗2)
(∆l,r⋆ )
∗
//
ηDR
2:❧❧❧❧❧❧❧❧❧❧❧❧❧
❧❧❧❧❧❧❧❧❧❧❧❧❧
GrMod(WDRl )
between the two composite functors GrMod(U(f2)
⊗2) → GrMod(WDRl ) of the above diagram,
in which the top and right functors are those defined in Lemma 10.2, §10.2.2, and where inc is
the inclusion morphism WDRr →֒ U(f2). It restricts to a natural equivalence
(10.2.2) GrModfin(U(f2)
⊗2)
FDRVQ //
(inc⊗2)∗

QuadDRfin
FDRQW

GrModfin((W
DR
r )
⊗2)
(∆l,r⋆ )
∗
//
ηDR
19❦❦❦❦❦❦❦❦❦❦❦❦❦❦
❦❦❦❦❦❦❦❦❦❦❦❦❦❦
GrModfin(W
DR
l )
Proof. Let C be a U(f2)
⊗2-module. Its image by the composite functor GrMod(U(f2)
⊗2) →
QuadDR → GrMod(WDRl ) is the k-module W (C), equipped with the action of W
DR
l given by
xe1 7→ (xe1)|W (C), in which (xe1)|W (C) is the endomorphism W (C)
β(C)
→ V (C)
x|V (C)
→ V (C)
α(C)
→
W (C) of W (C). Its image by the functor (∆l,r⋆ )
∗ ◦ (inc⊗2)∗ is the k-module C, equipped with
the action ofWDRl given by xe1 7→ (xe1)|C , in which (xe1)|C is the endomorphism of C induced
by inc⊗2 ◦∆l,r⋆ (xe1) ∈ U(f2)⊗2.
For x ∈ U(f2), consider the diagram
W (C)
(xe1)|W (C)

β(C) ##❍
❍❍
❍❍
❍❍
❍❍
≃ // C
col·−
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
= //
row·ρ(x)·col·−

C
= //
inc⊗2◦∆l,r⋆ (xe1)·−

C
(xe1)|C

V (C)
evpr∗12C //
x|V (C)

C⊕3
ρ(x)·−

V (C)
evpr∗
12
C
//
α(C)
{{✈✈
✈✈
✈✈
✈✈
✈
C⊕3
row·−
  ❆
❆❆
❆❆
❆❆
❆❆
W (C)
≃
// C =
// C =
// C
First consider the polygons inside the left square: the left quadrilateral commutes by the
definition of (xe1)|W (C); the commutativity of the upper and lower quadrilaterals have been
checked in the proof of Lemma 10.2; the small square commutes by Lemma 10.1; and the
commutativity of the right quadrilateral is obvious. The commutativity of the middle rectangle
follows from the identity inc⊗2 ◦ ∆l,r⋆ (xe1) = row · ρ(x) · col, which follows from (5.3.3). The
commutativity of the right square follows from the definition of (xe1)|C . All this implies the
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commutativity of the overall diagram, and therefore that the assignment
ηDR : C 7→ (W (C)
∼
→ C)
is a natural equivalence. 
10.3. Categorical interpretation of the relationship between ∆♯ and braid groups
(§6).
10.3.1. A category QuadB. We define QuadB to be the category whose objects are the quadru-
ples (V ,W, α, β), where V is an object of FilMod(kF2), W is a filtered k-module (i.e., an object
of FilMod(k)), α : V → W and β : W → V are k-module morphisms, where α (resp. β) has
filtration shift ≤ 1 (resp. ≤ 0), such that (X1 − 1)|V = β ◦ α (equality in Endk(V )), where
kF2 ∋ x 7→ x|V ∈ Endk(V ) is the action morphism. Morphisms are defined as in §10.2.1.
We define QuadBfin to be the full subcategory of Quad
B where the objects (V ,W, α, β) are
such that V is an object of FilModfin(kF2) and W is an object of FilModfin(k).
10.3.2. A functor FBQW : Quad
B → FilMod(WBl ). If (V ,W, α, β) is an object of Quad
B, then
W is equipped with the following action of WBl : the element 1 ∈ W
B
l acts by idW ∈ Endk(W ),
and for x ∈ kF2, the element x(X1 − 1) ∈ WBl acts by α ◦ x|V ◦ β ∈ Endk(W ).
There is a functor
FBQW : Quad
B → FilMod(WBl ),
taking the quadruple (V ,W, α, β) to the k-module W equipped with this action. It restricts
and corestricts to a functor FBQW : Quad
B
fin → FilModfin(W
B
l ).
10.3.3. A functor FBV Q : FilMod((kF2)
⊗2)→ QuadB. In §6.1.2, we defined graded algebra mor-
phisms pr
12
: kP5 → (kF2)⊗2 and ℓ : kF2 → kP5. They induce functors pr∗12 : FilMod((kF2)
⊗2)→
FilMod(kP5) and ℓ
∗ : FilMod(kP5)→ FilMod(kF2). As J(pr5) is a filtered kP5-bimodule, one
may construct the endofunctor F J(pr
5
) of FilMod(kP5), such that
F J(pr
5
)(N) = HomFilMod(kP5)(J(pr5), N)
(see §10.1).
Recall that J(pr
5
) is freely generated, as a left kP5-module, by xi5−1, i ∈ [[1, 3]]. This implies
that if N is any graded kP5-module, the map evN : FJ(pr
5
)(N) = HomFilMod(kP5)(J(pr5), N)→
N⊕3, ϕ 7→ (ϕ(xi3 − 1))i∈[[1,3]] is a graded k-module isomorphism.
If C is an object in FilMod((kF2)
⊗2), we set:
• V (C) := ℓ∗ ◦ FJ(pr
5
) ◦ pr
∗
12
(C); this is an object in FilMod(kF2);
• W (C) is C viewed as a filtered k-module;
• α(C) : V (C) → W (C) takes ϕ ∈ V (C), viewed as a kP5-equivariant map J(pr5) →
pr∗
12
C, to (X1 − 1) · ϕ(x15 − 1)− (Y1 − 1) · ϕ(x25 − 1) ∈ C ≃W (C);
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• β(C) :W (C)→ V (C) takes c ∈ C ≃W (C) to the unique element ϕ
c
of
HomFilMod(kP5)(J(pr5), pr
∗
12
C) ≃ V (C),
such that ϕ
c
(x15 − 1) = Y1 · c, ϕc(x25 − 1) = −c, ϕc(x35 − 1) = 0, i.e. to the preimage
of (Y1 · c,−c, 0) by evpr∗
12
(C).
Lemma 10.4. If C is an object in FilMod((kF2)
⊗2), then the diagram
V (C)
x|V (C) //
evpr∗12(C)

V (C)
ev∗pr
12
(C)

C⊕3
ρ(x)·−
// C⊕3
commutes for any x ∈ kF2, where ρ is as in (6.2.1).
Proof. The argument is similar to the proof of Lemma 10.1, and is based on the definition of ρ
and of ̟ (§6.2.2). 
Lemma 10.5. The assignment C 7→ (V (C),W (C), α(C), β(C)) is a functor
FBV Q : FilMod((kF2)
⊗2)→ QuadB.
It restricts and corestricts to a functor FBV Q : FilModfin((kF2)
⊗2)→ QuadBfin.
Proof. The proof is similar to that of Lemma 10.2, and is based on the definitions of row and
col (see (6.2.2)), Lemma 6.12 and Lemma 10.4 for x = X1 − 1. 
10.3.4. A natural equivalence ηB.
Proposition 10.6. There is a natural equivalence ηB
(10.3.1) FilMod((kF2)
⊗2)
FBVQ //
(inc⊗2)∗

QuadB
FBQW

FilMod((WBr )
⊗2)
(∆l,r
♯
)∗
//
ηB
2:♠♠♠♠♠♠♠♠♠♠♠♠♠
♠♠♠♠♠♠♠♠♠♠♠♠♠
FilMod(WBl )
between the two composite functors FilMod((kF2)
⊗2) → FilMod(WBl ) of the above diagram,
where inc is the inclusion morphism WBr →֒ kF2. It restricts to a natural equivalence
(10.3.2) FilModfin((kF2)
⊗2)
FBVQ //
(inc⊗2)∗

QuadBfin
FBQW

FilModfin((W
B
r )
⊗2)
(∆l,r♯ )
∗
//
ηB
19❧❧❧❧❧❧❧❧❧❧❧❧❧❧
❧❧❧❧❧❧❧❧❧❧❧❧❧❧
FilModfin(W
B
l )
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Proof. Making use of Lemma 10.4 and of the identity
inc⊗2 ◦Ad(Y −11 ) ◦∆
l,r
♯ (x(X1 − 1)) = row · ρ(x) · col
for x ∈ kF2 (identity in (kF2)⊗2), which follows from (6.3.3), one can repeat the arguments of
the proof of Proposition 10.3 to construct a natural equivalence
FilModfin((kF2)
⊗2)
FBVQ //
(inc⊗2)∗

QuadBfin
FBQW

FilModfin((W
B
r )
⊗2)
(Ad(Y −11 )◦∆
l,r
♯ )
∗
//
η˜B
19❧❧❧❧❧❧❧❧❧❧❧❧❧❧
❧❧❧❧❧❧❧❧❧❧❧❧❧❧
FilModfin(W
B
l )
which upon composition with the natural equivalence
FilMod((WBl )
⊗2)
id
++
Ad(Y1)
∗
33
KS
FilMod((WBl )
⊗2)
induced by FilMod((WBl )
⊗2) ∋ X 7→ (Y −11 )|X ∈ Autk-mod(X) yields the natural equivalence
(10.3.1). The natural equivalence (10.3.2) is then obtained by restriction as in Proposition 10.3.

10.4. Categorical interpretation of the diagrams relating the de Rham and Betti
morphisms (§8).
10.4.1. Categorical analogue of Proposition 8.17.
Lemma 10.7. There is a natural equivalence η′
(10.4.1) GrModfin(WDRl )
η′
%-❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
(al(µ,Φ))
∗
// FilModfin(WBl )
GrModfin((W
DR
r )
⊗2)
((ar(µ,Φ))
⊗ˆ2)∗
//
(∆l,r⋆ )
∗
OO
FilModfin((W
B
r )
⊗2)
(∆l,r♯ )
∗
OO
Proof. Dualizing the commutative diagram of Proposition 8.17, we see that for any M ∈
GrModfin((WDRr )
⊗2), the k-module automorphism of M induced by the action of
eµ(e1+f1) − 1
e1 + f1
ΓΦ(e1 + f1)
ΓΦ(e1)ΓΦ(f1)
∈ ((WDRr )
⊗2)∧
is an isomorphism
η′M : (∆
l,r
♯ )
∗((ar(µ,Φ))
⊗ˆ2)∗(M)→ (al(µ,Φ))
∗(∆l,r⋆ )
∗(M)
in FilModfin(WBl ). 
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10.4.2. A functor comp(µ,Φ) : Quad
DR
fin → Quad
B
fin. Let µ ∈ k
× and Φ ∈Mµ(k). The pair (µ,Φ)
induces a filtered algebra isomorphism a(µ,Φ) : (kF2)
∧ → U(f2)∧ (see (1.7.1)) and therefore a
functor (a(µ,Φ))
∗ : GrModfin(U(f2))→ FilModfin(kF2). The identity of k also induces a functor
id∗ : GrModfin(k)→ FilModfin(k).
Let (V,W, α, β) be an object in QuadDRfin . Set V := (a(µ,Φ))
∗(V ), W := id∗(W ), α :=
α ◦ ( e
µe1−1
e1
)|V , β := β. Then V , W are objects of FilModfin(kF2), FilModfin(k), and α, β are
k-linear maps V →W , W → V .
Lemma 10.8. The assignment (V,W, α, β)→ (V ,W, α, β) defines a functor
comp(µ,Φ) : Quad
DR
fin → Quad
B
fin.
Proof. As α (resp. β) has degree 1 (resp. 0), it has filtration shift ≤ 1 (resp. ≤ 0) when viewed
as a k-linear map V →W (resp. W → V ). Since u˜, v˜ are sums of terms of degree ≥ 0, u˜|V , v˜|V
have filtration shift 0 when viewed as k-linear endomorphisms of V . It follows that α (resp. β)
has filtration shift ≤ 1 (resp. ≤ 0).
One then computes (X1 − 1)|V = (a(µ,Φ)(X1) − 1)|V = (e
µe1 − 1)|V = (
eµe1−1
e1
· e1)|V =
( e
µe1−1
e1
)|V ◦ (e1)|V = β ◦ α ◦ (
eµe1−1
e1
)|V = β ◦ α (equality in Endk(V )), where the fifth equality
follows from the fact that (V,W, α, β) is an object of QuadDRfin . 
10.4.3. Three natural equivalences ηVW , ηWQ and ηQV .
Lemma 10.9. Let resDR : GrModfin(U(f2)
⊗2)→ GrModfin((WDRr )
⊗2), resB : FilModfin((kF2)
⊗2)→
be the functors dual to the canonical inclusions canDR : (WDRr )
⊗2 ⊂ (U(f2))⊗2, canB : (WBr )
⊗2 ⊂
(kF2)
⊗2.
There is a natural equivalence ηVW
GrModfin(U(f2)
⊗2)
(a⊗2
(µ,Φ)
)∗
//
resDR

FilModfin((kF2)
⊗2)
resB

ηVW
qy ❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
GrModfin((W
DR
r )
⊗2)
((ar(µ,Φ))
⊗2)∗
// FilModfin((WBr )
⊗2)
Proof. Since the composite morphisms a⊗2(µ,Φ) ◦ canB and canDR ◦ (a
r
(µ,Φ))
⊗2 are equal, one
obtains the desired natural equivalence, with ηVW acting by the identity. 
Lemma 10.10. There is a natural equivalence ηWQ
GrModfin(WDRl )
ηWQ
$,❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
(al(µ,Φ))
∗
// GrModfin(WBl )
QuadDRfin comp(µ,Φ)
//
FDRQW
OO
QuadBfin
FBQW
OO
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Proof. Let (V,W, α, β) be an object in QuadDRfin . Its image by F
DR
QW is the k-moduleW , equipped
with the action of WDRl such that (xe1)|W = α ◦ x|V ◦ β; the image of the latter object by
(al(µ,Φ))
∗ is the same k-module, equipped with the action of WBl such that (x(X1 − 1))|W =
(a(µ,Φ)(x)(e
µe1 − 1))|W is equal to
α ◦ (a(µ,Φ)(x)
eµe1 − 1
e1
)|V ◦ β = α ◦ (a(µ,Φ))|V ◦ β ◦
eµα◦β − 1
α ◦ β
.
On the other hand, the image of (V,W, α, β) in QuadBfin is the quadruple
((a(µ,Φ))
∗(V ),W, α ◦ (
eµe1 − 1
e1
)|V , β).
The image of the latter object by FBQW is W , equipped with the action of W
B
l such that
(x(X1 − 1))|W = α ◦ (
eµe1 − 1
e1
)|V ◦ (a(µ,Φ)(x))|V ◦ β =
eµα◦β − 1
α ◦ β
◦ α ◦ (a(µ,Φ)(x))|V ◦ β.
One obtains the desired natural equivalence, with ηWQ acting as follows
ηWQ(V,W, α, β) : (a
l
(µ,Φ))
∗ ◦ FDRQW (V,W, α, β) ≃W
α◦β
eα◦β−1 // W ≃ FBQW ◦ comp(µ,Φ)(V,W, α, β).

Lemma 10.11. There is a natural equivalence ηQV
QuadDRfin
comp(µ,Φ) //
ηQV %-❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
QuadBfin
GrModfin(U(f2)
⊗2)
(a⊗2
(µ,Φ)
)∗
//
FDRVQ
OO
FilModfin((kF2)
⊗2)
FBVQ
OO
Proof. Let C be an object in GrModfin(U(f2)
⊗2). Then comp(µ,Φ) ◦ F
DR
V Q(C) is the object
(10.4.2) ((a(µ,Φ))
∗V (C),W (C), α(C) ◦ ℓ(
eµe1 − 1
e1
)|V (C), β(C))
where
(a(µ,Φ))
∗V (C) ≃ (a(µ,Φ))
∗ℓ∗HomU(p5)(J(pr5), pr
∗
12(C)) ≃ ℓ
∗(a
(5)
(µ,Φ))
∗HomU(p5)(J(pr5), pr
∗
12(C))
by Lemma 8.1, while FBV Q ◦ (a
⊗2
(µ,Φ))
∗(C) is the object
(10.4.3) (ℓ∗HomkP∗5 (J(pr5), pr
∗
12
(C)), C, α(C), β(C))
where C := (a⊗2(µ,Φ))
∗(C).
As C has finite support as a U(f2)
⊗2-module, the same is true of pr∗12(C) as a U(p5)-module.
Moreover, J(pr5) is free as a U(p5)-module. It follows that there is an isomorphism
(10.4.4) HomU(p5)(J(pr5), pr
∗
12(C)) ≃ HomU(p5)∧(J(pr5)
∧, pr∗12(C)).
The same arguments imply the isomorphism
(10.4.5) HomkP∗5 (J(pr5), pr
∗
12
(C)) ≃ Hom(kP∗5 )∧(J(pr5)
∧, pr∗
12
(C)).
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It follows from (8.3.3) that a
(5)
(µ,Φ) induces an isomorphism J(pr5)
∧ → J(pr5)
∧, moreover Lemma
8.2 implies that there is a well-defined kP ∗5 -module morphism
(a
(5)
(µ,Φ))
∗HomU(p5)∧(J(pr5)
∧, pr∗12(C))→ Hom(kP∗5 )∧(J(pr5)
∧, pr∗
12
(C)),
(10.4.6) ϕ 7→ κ · ϕ ◦ a
(5)
(µ,Φ) =
(
x 7→ κ · ϕ(a
(5)
(µ,Φ)(x))
)
,
where κ is as in (8.2.2). Combining this with the isomorphisms (10.4.4), (10.4.5), we obtain
the isomorphism
η1,QV (C) : (a
(5)
(µ,Φ))
∗HomU(p5)(J(pr5), pr
∗
12(C))→ HomkP∗5 (J(pr5), pr
∗
12
(C)),
given by (10.4.6).
In (8.5.2), we defined v ∈ (U(f2)⊗2)×; then v−1 belongs to the same group. As C is an object
of GrModfin(U(f2)
⊗2), this element acts on C. We define a k-linear map
η2,QV (C) : C → C, c 7→ v
−1 · c.
Let us show that the diagram
(10.4.7) C
η2,QV (C)

β(C) // HomU(p5)(J(pr5), pr
∗
12(C))
η1,QV (C)

C
β(C)
// HomkP∗5 (J(pr5), pr
∗
12
(C))
commutes. Let c ∈ C. Let ϕc := β(C)(c), c := v−1 · c, ϕc := β(C)(c). Then the k-linear map
η1,QV (C) ◦ β(C)(c)
is equal to η1,QV (C)(ϕc), which is κ · ϕc ◦ a
(5)
(µ,Φ), and is therefore such that
xi5 − 1 7→ κ · ϕc(a
(5)
(µ,Φ)(xi5 − 1)) = κ · (pi1 − pi2) · c =


eµf1 · v−1 · c if i = 1,
−v−1 · c if i = 2,
0 if i = 3,
using the results and notation of Lemma 8.8.
On the other hand, the k-linear map
β(C) ◦ η2,QV (C)(c)
is equal to xi5 − 1 7→


Y1 · c if i = 1,
−c if i = 2,
0 if i = 3.
As c = v−1 · c and a⊗2(µ,Φ)(Y1) = e
µf1 , we have β(C) ◦ η2,QV (C)(c) = η1,QV (C) ◦ β(C)(c),
therefore (10.4.7) commutes.
Recall that β(C) ◦ α(C) = ℓ(e1)|V (C); it follows that
β(C) ◦ α(C) ◦ ℓ(
eµe1 − 1
e1
)|V (C) = ℓ(e1)|V (C).
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On the other hand,
β(C) ◦ α(C) = (x12 − 1)|V (C).
For ϕ ∈ HomU(p5)(J(pr5), pr
∗
12(C)), one then has
η1,QV (C) ◦ β(C) ◦ α(C)(ϕ) = η1,QV (C)
(
J(pr5)→ C, x 7→ ϕ(x · (e
µe12 − 1))
)
=
(
J(pr
5
)→ C, x 7→ κ · ϕ(a
(5)
(µ,Φ)(x) · (e
µe12 − 1))
)
while
β(C) ◦ α(C) ◦ η1,QV (C)(ϕ) = β(C) ◦ α(C)
(
J(pr
5
)→ C, x 7→ κ · ϕ(a
(5)
(µ,Φ)(x))
)
=
(
J(pr
5
)→ C, x 7→ κ · ϕ(a
(5)
(µ,Φ)(x(x12 − 1)))
)
.
The two elements coincide as a
(5)
(µ,Φ)(x12 − 1) = e
µe12 − 1.
It follows that the diagram
Hom∗U(p5)(J(pr5), pr
∗
12(C))
β(C)◦α(C)//
η1,QV (C)

Hom∗U(p5)(J(pr5), pr
∗
12(C))
η1,QV (C)

Hom∗
kP5(J(pr5), pr
∗
12
(C))
β(C)◦α(C)
// Hom∗
kP5(J(pr5), pr
∗
12
(C))
commutes. Since (10.4.7) commutes, and by the injectivity of β(C) : C → Hom∗
kP5(J(pr5), pr
∗
12
(C)),
it follows that the diagram
Hom∗U(p5)(J(pr5), pr
∗
12(C))
α(C) //
η1,QV (C)

C
η2,QV (C)

Hom∗
kP5(J(pr5), pr
∗
12
(C))
α(C)
// C
commutes. This and the commutativity of (10.4.7) imply that the pair (η1,QV (C), η2,QV (C))
is an isomorphism from the object (10.4.2) to the object (10.4.3), which is obviously functorial
with respect to C. We then set
ηQV := (C 7→ (η1,QV (C), η2,QV (C))).

10.5. A cube of categories. By a cube of categories, we mean the following data:
• a collection of categories (Cξ)ξ∈Ξ, indexed by Ξ := {0, 1}3 ⊂ ⊕3i=1Z~i
• a collection of functors fξ,~i : Cξ → Cξ+~i for any pair (ξ,
~i) ∈ Ξ × {~1,~2,~3} such that
ξ +~i ∈ Ξ
• a collection of natural equivalences ηa,i ∈ Eq(fa~i+~k,~j ◦ fa~i,~k, fa~i+~j,~k ◦ fa~i,~j), indexed by
(a, i) ∈ {0, 1} × [[1, 3]], where (i, j, k) is the cyclic permutation of (1, 2, 3) starting at i.
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f0,~3
η0,2
η0,3
η0,1
C~3
f~3,~2
C~2+~3
η1,3
f~3,~1 f~2+~3,~1
C~1+~3 f~1+~3,~2 C~1+~2+~3
f~1,~3
C0 C~2
f0,~2
f0,~1
f~2,~1
f~2,~3
C~1 C~1+~2
f~1,~2
η1,1
η1,2
f~1+~2,~3
There are therefore 8 categories, 12 functors, and 6 natural equivalences. The situation is
depicted as follows
The element
η(1) ◦ η(2) ◦ η(3),
where
η(i) =
(
idf~i+~j,~k · η
0,k
)
◦
(
η1,j · idf0,~j
)−1
(where (i, j, k) is a cyclic permutation of (1, 2, 3)) is then an element of Eq(f~1+~2,~3 ◦ f~1,~2 ◦
f0,~1, f~1+~2,~3 ◦ f~1,~2 ◦ f0,~1).
We say that the cube of categories is flat iff this element is the identity equivalence.
One then shows that the data
C0 := GrModfin(U(f2)
⊗2), C~1 := GrModfin((W
DR
r )
⊗2), C~2 := FilModfin((kF2)
⊗2), C~3 := Quad
DR
fin ,
C~1+~2 := FilModfin((W
B
r )
⊗2), C~2+~3 := Quad
B
fin, C~3+~1 := GrModfin(W
DR
l ), C~1+~2+~3 := FilModfin(W
B
l ),
f0,~1 := res
DR, f0,~2 := (a
⊗2
(µ,Φ))
∗, f0,~3 := F
DR
V Q , f~1,~2 := ((a
r
(µ,Φ))
⊗2)∗, f~1,~3 := (∆
l,r
⋆ )
∗, f~2,~1 := res
B,
f~2,~3 := F
B
V Q, f~3,~1 := F
DR
QW , f~3,~2 := comp(µ,Φ), f~1+~2,~3 := (∆
l,r
♯ )
∗, f~2+~3,~1 := F
B
QW , f~1+~3,~2 := (a
l
(µ,Φ))
∗,
η0,1 := ηQV , η
0,2 := ηDR, η0,3 := ηVW , η
1,1 := η′, η1,2 := ηB, η1,3 := (ηWQ)
−1.
give rise to a flat cube of categories in the above sense.
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kF2, §1.3(p.15)
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k〈Y 〉, §1.1(p.10)
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̟, §4.1(p.38), §5.2(p.42)
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QuadDR, §10.2(p.90)
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resB, §10.4(p.96)
resDR, §10.4(p.96)
ρπY (g), §1.5(p.18)
ρ, §5.2(p.42)
ρ˜, §5.2(p.43)
ρ, §6.2(p.54)
ρ˜, §6.2(p.55)
row, §4.2(p.38), §5.2(p.42)
row, §6.2(p.54)
row′, §6.3(p.60)
SG, §1.1(p.10)
SYG , §1.1(p.10)
S(µ,G), §1.1(p.12)
SY
(µ,G)
, §1.1(p.12)
Sn, §7.3(p.65)
SCFMk, §9.2(p.86)
σ1, . . . , σn−1, §6.1(p.48)
Stab(∆ˆ⋆), §1.2(p.13)
T , §5.2(p.44)
T , §6.2(p.56)
tij , §5.1(p.39)
tn, §5.1(p.39)
Θ, §1.1(p.10)
θg , §6.3(p.61)
u, §8.6(p.80)
Un, §6.1(p.47)
U(f2), §1.3(p.15)
(U(f2), ·e1 ), §5.3(p.45)
U(f2)∧, §1.3(p.15)
U(p5), §5.0(p.39)
U(tn)∧ ⋊ kSn, §7.3(p.65)
v, §8.5(p.77)
V (C), §10.2(p.90)
V (C), §10.3(p.93)
(V,W,α, β), §10.2(p.90)
(V ,W, α, β), §10.3(p.93)
WB
l
, §1.3(p.15)
WˆBl , §1.3(p.15)
WBr , §3.1(p.31)
WˆBr , §3.1(p.31)
WDR
l
, §1.3(p.15)
WˆDRl , §1.3(p.15)
WDRr , §3.1(p.31)
WˆDRr , §3.1(p.31)
(WDRl )+, §5.3(p.45)
W (C), §10.2(p.90)
W (C), §10.3(p.93)
X, §1.1(p.9)
x0, x1, §1.1(p.9)
X0, X1, §6.1(p.52)
xij , §6.1(p.49)
x˜ij , §6.1(p.49)
x˜i,n+1, §6.1(p.49)
Ξ, §10.5(p.99)
ξ+
k
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, §2.1(p.21)
ξ(ǫ, s | n) , §2.3(p.26)
ξ(f), §2.3(p.28)
Y , §1.1(p.10)
yn, §1.1(p.10)
Y0, Y1, §6.1(p.52)
Y +n , Y
−
n , §2.1(p.25)
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