We charactrize and investigate the highest achievable exponential growth rate of the expected number of rate-distortion codewords that are within a certain distance from a given source vector.
Introduction
Consider a lossy source coding scheme that operates strictly above that rate-distortion function of a given source. In other words, some degree of redundancy is present, which is normally the case.
Although undesirable from the strict rate-distortion tradeo point of view, this redundancy often provides certain degrees of freedom to design codebooks that possess other desirable properties. One well known example is that of codebooks that achieve the optimum source coding error exponent (see, e.g., 1], 2]), that is, the fastest exponential decay of the probability of the nonexistence of codewords within a given distance from the random source vector.
In this paper we consider a di erent, though somewhat related, approach for utilizing the degrees of freedom provided by the coding redundancy. We seek codebooks that are optimal in the sense of maximizing the expected number of codewords that are within the given distance from the input vector. We shall refer to the set of codewords within a sphere of a given radius, centered at the source vector X as a list of codewords for X, or simply as a list for X. There are a few motivations for maximizing the expected list size. One motivation is that a typically large list size is likely to yield reduction in the number of needed metric computations until nding the rst codeword that represents the source within the desired distortion level. Another motivation is that if there is a large variety of candidate codewords for encoding the source within a certain distortion, one has the exibility to select among them the best one in the sense of having some other desirable features. For instance, one would like to minimize distortion discontinuities near the block edges, or to minimize another delity criterion, and so on. The goal of maximizing lists in lossy source coding is somewhat dual to that of minimizing lists in channel decoding (see, e.g., 3], 4] and references therein). The motivations, however, are substantially di erent.
The main contribution of this paper is in deriving a single-letter characterization of the best achievable exponential growth rate of the expected list size as the block length tends to in nity. In particular, in Section 3 we provide a coding theorem and a converse theorem that characterize the highest attainable exponential rate. In Section 4, we discuss some properties of this exponential growth rate as a function of the coding rate and the distortion level, along with some examples.
Problem De nition
Let X = f1; 2; :::; Jg be the alphabet of a memoryless source characterized by a vector of letter probabilities P = fp(1); p(2); :::; p(J)g, and let Y = f1; 2; :::; Kg denote the reproduction alphabet. Let (x; y) 0, x 2 X, y 2 Y, denote a single-letter distortion measure. Let X n and Y n denote the nth Cartezian powers of X and Y, respectively. The distortion between a source vector x = (x 1 ; :::; x n ) 2 X n and a reproduction vector y = (y 1 ; :::; y n ) 2 Y n is de ned as n (x; y) = P n i=1 (x i ; y i ). Let C denote a codebook of M code vectors of length n, y 1 ; y 2 ; :::; y M in Y n , where M = e nR , R being the coding rate in nats per source symbol. Throughout the sequel, random variables will be denoted by capital letters while speci c values they may take on will be denoted by the respective lower case letters. Thus, X = (X 1 ; :::; X n ) 2 X n will denote a random source vector drawn by the given memoryless source P, and Y = (Y 1 ; :::; Y n ) 2 Y n will denote the random reproduction vector corresponding to X for a given codebook C.
Let R(D) denote the rate-distortion function of the source w.r.t ( ; ). We shall assume that the coding rate R is strictly larger than R(D) for a given allowable per-letter distortion level D.
For a given input vector x 2 X n and codebook C, let L(x) denote the number of code vectors fy i g that satisfy n (x; y i ) nD, i.e.,
If n (x; y i ) nDg; (1) where If g denotes the indicator function.
Our goal is to characterize the best achievable exponential growth rate of EL(X) as n ! 1 among all codebooks of rate no greater than R, that satisfy E n (X; Y ) nD.
Main Result
Before we present the main result, we rst de ne some additional notation.
For a given vector x 2 X n , the empirical probability mass function (EPMF) is the vector P x = (p x (x); x 2 X), where p x (x) = n x (x)=n, n x (x) being the number of occurrences of the letter x in the vector x. The type T x of a vector x is the set of all vectors x 0 2 X n such that P x 0 = P x . The empirical entropy associated with x is the entropy associated with its EPMF P x , i.e., H x (X) = H(P x ) = ? X x2X p x (x) ln p x (x); (2) where both notations will be used interchangeably. Similarly, the EPMF of the sequence y will be denoted Q y = (q y (y); y 2 Y), where q y (y) is the relative frequency of y in y. The respective type will be denoted by T y , and the associated empirical entropy will be denoted by H y (Y ) or H(Q y ).
In the same manner, for sequence pairs (x; y) 2 X n Y n the joint EPMF is the matrix V xy = fv xy (x; y); x 2 X; y 2 Yg where v xy (x) = n xy (x; y)=n, n xy (x; y) being the number of joint occurrences of x i = x and y i = y. The joint type T xy of (x; y) is the set of all pair sequences (x 0 ; y 0 ) 2 X n Y n for which V x 0 y 0 = V xy . The empirical joint entropy denoted as H xy (X; Y ) or H(V xy ) is the joint entropy associated with the EPMF V xy .
A conditional type T xjy for a given y is the set of all sequences x 0 in X n for which (x 0 ; y) 2 T xy . The conditional EPMF is de ned as the matrix W xjy = fw xjy (xjy); x 2 X; y 2 Yg, where w xjy (xjy) w xjy (xjy) ln w xjy (xjy) p(x) ; (5) where the minimum is understood as in nity if G n (D; Q y ) is empty. Finally, let
where the maximum is taken over all EPMFs of vectors in Y n .
We are now ready to state the main theorem.
Theorem 1 Let P be a memoryless source with a rate-distortion function R(D) w.r.t a distortion measure ( ; ).
(a) Converse part: For any rate R block code of length n, EL(X) (n + 1) JK?1 e nEn(R;D) :
(b) Direct part: If R > R(D) there exists a rate (R + (ln 2)=n) block code of length n such that E n (X; Y ) nD for large n, and at the same time EL(X) (n + 1) ?(JK?1) e nEn(R;D) :
The theorem is meaningful if E n (R; D) converges to a limit E(R; D) as will be discussed in the next section.
The remaining part of this section is devoted to the proof of Theorem 1.
Proof. We begin with the converse part. First, observe that
Prf n (X; y i ) nDg:
Therefore, we shall primarily focus on the behavior of the probability of the event S(y) 4 = fx : n (x; y) nDg for a given y 2 Y n . 
where we have used the facts 6] that jT xjy j e nH xjy (XjY ) and that the number of distinct conditional types fT xjy g associated with pair sequences of length n is upper bounded by (n + In both cases the number of codewords is less than or equal to 2 e nR which means that the coding rate is at most R + (ln 2)=n nats per source symbol. Since in both cases the codebook consists of e nR random codewords governed by Q 0 and since R > R(D) then by the standard random coding argument (see, e.g., 5]) there exists a set of e nR codewords that yields an average per-letter distortion less than or equal to D, provided that n is su ciently large. In both cases, the number of codewords from T is lower bounded by jT j^e nR (n + 1) ?(K?1) e nR^H(Q ) 6].
Similarly as above, by using the method of types 6] it is easy to show that 
proving the direct part.
Properties of the List Size Exponent Function and Examples
In this section we study some properties of the asymptotic exponent of the expected list size. We rst have to establish the convergence of E n (R; D) to a limit E(R; D) as n ! 1. We next provide a numerical example. Fig. 1 
The maximizing PMF is given by q = 0:4 and hence the last equation is valid for every R h(0:4) = 0:673 nats/symbol, which is close to the maximum possible rate in a binary alphabet, i.e., R = ln 2 = 0:693 nats/symbol. According to the construction in the proof of the direct part of Theorem 1, the codebook contains all sequences from T , i.e., sequences with 40% zeroes and 60%
ones, as well as codewords of the best composition Q 0 corresponding the test channel of R(D), i.e., sequences with 22.2% zeroes and 77.8% ones.
Conclusion and Future Research
We have characterized and studied properties of the largest attainable expected list size exponent function in lossy source coding. Possible directions for extending these results are the following.
General moments. Analogously to reported work on list channel decoding (e.g., 3], 4], and others), it would be interesting to obtain single-letter characterizations of EfL(X) g for any > 0.
Large deviations performance. Another performance measure that would be interesting to investigate is the asymptotic behavior of the probability that L(X) < e n(E(R;D)? ) for a given > 0.
Continuous alphabet sources. Since rate-distortion theory is primarily aimed at e cient representations of continuous alphabet sources, this extension appears natural. 
