We briefly review the need for careful study of "variance partitioning" and "optimal model selection" in functional positron emission tomography (PET) data analysis, emphasizing the use of principal component analysis (PCA) and the importance of data analytic tech niques that allow for heterogeneous spatial covariance structures. Using an p50]water dataset, we demonstrate that-even after data processing-the intrasubject signal component of primary interest in baseline activation stud ies constitutes a very small fraction of the intersubject Abbreviations used: AIC, Akaike information criterion; ANCOV A, analysis of covariance; ANOV A, analysis of vari ance; 3D, three-dimensional; FA, factor analysis; FWHM, full width at half-maximum; PCA, principal component analysis;
In the mid-1980s, Clark et al. (1985a Clark et al. ( , 1986 pointed out that models and statistical techniques designed to identify regions of "cerebral specializa tion" in functional brain measurements may pro duce results that are as much a consequence of re gional coupling (as reflected in the regional corre lation structure) as of "regional specialization. " When comparing two regions using hypothesis testing techniques, it is possible to conclude that the regions are both significantly different, suggesting "regional specialization, " and significantly cou pled, suggesting "regional integration. " To avoid confounding "specialization" and "integration" ef fects in models of brain function, Clark et al. pro posed that we should focus on variance partitioning (see Appendix) rather than null-hypothesis-testing approaches. The aim of this commentary is to refo cus attention on the issues raised by Clark and col-variance. This small intrasubject variance component is subtly but significantly changed by using analysis of co variance instead of scaled sub profile model processing before applying PCA. Finally { we argue that the concept of "functional connectivity" should be interpreted very generally until the relative roles of inter-and intrasubject variability in both disease and normal PET datasets are better understood. Key Words: Brain activation-Func tional connectivity-Positron emission tomography Principal component analysis-Statistical models. leagues in the face of an increasing number of so phisticated modeling options and the tendency to "black box" nonoptimized modeling techniques. Our goal is to highlight the need for careful attention to techniques for variance partitioning and optimal model selection in positron emission tomography (PET) data analysis.
Since the early 1980s, many studies have relied on measurements of regional coupling using corre lation matrices (e. g. , Horwitz and McIntosh, 1984; Metter et aI. , 1984; Horwitz, 1990) , principal com ponent analysis (PCA) (e.g. , Clark et aI., 1985b; Moeller et aI., 1987; Rottenberg et aI., 1987; Moeller and Strother, 1991; Strother et aI., 1991 Strother et aI., , 1993 Strother et aI., , 1995 Friston et aI. , 1993) , and factor analysis (FA) (e. g., Volkow et aI. , 1986; Camargo et aI. , 1992; Szabo et aI. , 1992) . [It is important to note that use of PCA or FA does not imply a standard PCA or FA technique and that PCA and FA are related but distinct analysis techniques, though they are often confused (Jackson, 1991) . ] The need for explicit variance partitioning-identified by Clark et aI. nearly 10 years ago-was addressed by using PCA with Q-analysis (see Appendix; Clark et aI. , 1985b) and with Moeller's scaled subprofile model (SSM) (Moeller et aI. , 1987) . Nevertheless, most analyses of functional brain measurements are per formed within the context of regional specialization using null-hypothesis-testing approaches without explicit measurement of correlation or covariance structure. Such studies are exemplified by sub traction e S O]water PET activation studies (e.g., Fox et al., 1988) and the analysis of covariance (ANCOV A)-adjusted statistical parametric maps (SPMs) of Friston et al. (1990) .
Friston's selection of models has recently been questioned (Clark and Carson, 1993; Strother et aI., 1995) , and distinguishing between his dependent and independent models (see Friston et al., 1990; Friston, 1993a) is less straightforward than he indi cated (J. Moeller, personal communication). Fris ton et al. (1990) defined two models: a dependent model, (1) and an independent model derived from Eq. 1 with the assumption that activation is predominantly ad ditive and 8ik2 «; 1:
where i = pixels, j = subjects, k = scans of differ ent stimulus states, Cijk = pixel activity, Gjk = pixel-independent global effect for each scan, ro; = pixel activity that is independent of global effects in the baseline state, rli = total and partial depen dence of pixel activity on pixel-independent global effects for independent and dependent models, re spectively, 8ikl = a small stimulus-induced change in rOi for pixel i, and 8ik2 = a small stimulus-induced change in rli for pixel i. Friston tested the relative validity of these models by attempting to examine the regression slopes of Cijk on Gjk. He did this by replacing the pixel-independent global effect (Gjk) by the subject mean over pixels (C.jk), which has the important if unintended consequence that the pa rameters estimated by the ANCOV A procedure are not those defined in his model equations: Gjk is not an identifiable parameter. From Eq. I-the depen dent model-take the mean over pixels, rearrange to produce an expression for Gjk, and substitute this expression for Gjk back into Eq. 1 to obtain the intercept and slope actually being fitted by the re gression procedure:
or, more simply,
and a·k = (ki8ik)I/. The statistical power l to detect differences in the regression slope (which includes only terms from the dependent model) is lower than that required to detect differences in the fitted in tercept. Therefore, one may fail to identify slope differences and incorrectly select an independent model, and the undetected slope differences may significantly affect the detection of intercept differ ences because the intercept of Eq. 3 includes acti vation (8) terms from both dependent and indepen dent models. This situation, with multiple depen dent hypothesis tests for slopes and then for intercepts (dependent on the outcome of the slope tests) and with interdependent Type I and Type II error probabilities, can be difficult to analyze rigor ously and may be dealt with using the alternative approach of optimal model selection criteria (see following; Sclove, 1987) . We agree with Friston that different models may suit different data analytic situations; however, we disagree that Eq. 2 (independent model) has been clearly demonstrated to be "optimal" compared with Eq. 1 (dependent model), for either the specific data in his original article (Friston et al., 1990) or, as he acknowledges in Friston (1993a) , more gener ally. Independently reducing the error variance on a pixel-by-pixel basis across scans (e.g., ANCOV A adjusted SPM) does not guarantee an "optimal form" for the signal and error variance partition of scans treated as groups of image volumes, as in the PCA of a group's regional covariance matrix. Here we have compared processing using Eq. 2 to SSM . SSM may be thought of as a modified form of Eq. 1, which retains the proportional global scaling factor and can account for nonlinearities as a function of global activity by explicitly modeling inter-and intrasubject variation. Modern concepts of functional connectivity in the brain are based on the assumption that cognitive activation and disease lead to modified regional in teractions; therefore, we believe that potentially im portant data are being lost in studies that fail to explicitly model and measure regional interactions, i.e., subject-region and scan (time)-region covari ance. Such regional coupling effects appear as non zero off-diagonal terms in covariance or correlation I Power = specificity = prob(true negative); probability of identifying truly different slopes in a test of the null hypothesis that the slopes are equal. matrices formed between subject or region pairs in a group of scans (see Horwitz, 1990) .
Several authors have incorporated regional cor relations due to local spatial image smoothness (e.g., due to reconstructed image resolution) into tl,,:� ir data analytic models for activation subtraction studies (Friston et aI., 1991; Worsley et aI., 1992) , and Po line and Mazoyer (1993) have extended the model to include a constant intersubject covari ance. For their null hypothesis, these authors as sume that these models of covariance structure rep resent the only significant source of variance asso ciated with regional interactions in their datasets. There is, however, no reason to believe that such assumptions have general validity, even when re stricted to activation-subtraction datasets; recent literature suggests that there are significant hetero geneous covariance structures in baseline-acti vation e S O]water datasets (Friston, 1993b; Friston et aI., 1993; Horwitz and McIntosh, 1993; Strother et aI., 1995) . The existence of such signal structure reflecting "functional connectivity" between re mote regions implies that the simple models based on homogeneous covariance structures (e.g., equal correlations between pairs of pixels) may generate unreliable significance levels for their associated ac tivation effects. One possible manifestation of a highly heterogeneous covariance structure is the appearance of significant intersubject variability across baseline activation repeat trials as observed by Mazoyer et ai. (1993) in baseline activation stud ies. In the context of region-of-interest (ROI) mea surements from cross-sectional fluorodeoxyglucose PET and 133Xe single-photon emission computed tomography studies, intersubject variability has been successfully dealt with by using peA and SSM (SSM/PCA; Moeller and Strother, 1991) to model the resulting unknown heterogeneous covariance structure in a wide range of datasets (Rottenberg et aI., 1987; Anderson et ai., 1988; Strother et aI., 1989 Strother et aI., , 1993 Sackeim et aI., 1990; Eidelberg et ai., 1990 Eidelberg et ai., , 1994 Phillips et ai., 1991; Sackeim et ai., 1993) . Pawlik (1991) has suggested that issues of significant intersubject variability and heteroge neous covariance structure may be dealt with by variance partitioning within the framework of re peated measures analysis of variance (ANOV A) with appropriate preprocessing and correction for the heterogeneity of covariance structures (i.e., nonsphericity corrections). However, the applica tion of such techniques to the high-dimensional ob servation vectors (i.e., many ROls or pixels) for a comparatively small number of experimental units (i.e., subjects) does not appear to have been well studied in the statistical literature (McCormack, 1990; Ford et ai., 1991) . Whatever approach is taken, the literature strongly suggests that it is not appropriate to rely solely on data analysis tech niques that ignore interaction terms or require them to be negligible or take a fixed form; the variance and covariance structure due to scan-and/or sub ject-region interactions should be explicitly esti mated and/or demonstrated to be of no experimen tal significance.
SSM/PCA provides the tools to deal with many of these problems. The SSM has more in common with the traditional approach advocated by Pawlik (1991) than is immediately obvious, for SSM is based on techniques developed to test for nonaddi tivity (i.e., a significant interaction term) in two way ANOV As with only one observation per cell. (Note that the use of a multiplicative or additive global effects term is a separate and unrelated is sue.) With the assumption of only one observation per cell, it is impossible to separate true interaction effects from random variability using classic vari ance partitioning approaches (Jackson, 1991) . Nev ertheless, the conservative one-observation-per cell assumption-for example, that successive "baseline" [I S O]water PET scans are not random replicates-has been made because we do not be lieve that internal brain states (and functional PET scans) associated with neurological disease or con trolled external stimulation are optimally repre sented by the model structures underlying classic ANOVA techniques, viz., (a) fixed mean relation ships between subsets of observations (fixed effects models), (b) random variables (random effects mod els), and (c) combinations of a and b, mixed models (Scheffe, 1959) . SSM incorporates a traditional two way ANOV A variance partition into subject, re gion, and subject-region interaction terms (see Ap pendix). A PCA or equivalently, in this instance, a singular value decomposition is then used to parti tion the interaction term. This approach using a PCA to partition an interaction term into signal and noise components has been studied in the statistical literature and is termed a "factor analysis of vari ance" (Gollob, 1968; Yochmowitz, 1982) or M-anal ysis, as distinct from PCA with the standard R-and less common Q-analysis (see Appendix; Jackson, 1991) . The PCA sorts subject-region interactions into a series of uncorrelated components with de creasing variance. A PCA therefore guarantees that regional coupling has been accounted for, and it provides, in addition, an explicit estimate of the variance accounted for by (a) the components re tained as significant interaction measurement ef fects and (b) the components assigned to the error term. As a result, PCA is an excellent technique for exploring variance partltlOning of a multivariate data structure, whether or not PCA is used in the final analysis.
An example of the use of SSM/PCA to demon strate (a) misregistration effects as a function of image smoothing and (b) the pixel-based covari ance structure associated with a repeatedly scanned activation state is provided in Fig. 1 . Six serial bolus [150] water measurements of cerebral blood flow were performed with the Headtome IV scan ner on 13 normal subjects (five "young" subjects aged 20-22 years; eight "old" subjects aged 50-68 years) listening to white noise with their eyes closed
,. � and covered. Scan data were transformed to Talair ach space (Strother et al., 1994) , and a pixel-based SSM analysis was performed. A plot of first versus second eigenvector subject weights perfectly dis criminated the young and old groups; three older subjects, who were obvious outliers in both un smoothed and smoothed [three-dimensional (3D) 1-cm full width at half-maximum (FWHM) Gaus sian] datasets, were subsequently discarded. The results of pixel-based SSM analyses of the remain ing 10 unsmoothed and smoothed subject datasets (10 x 6 = 60 scans) are presented Fig. 1 and com pared with an ANCOV A-adjusted/PCA related to
FIG. 1. Plots of the first and second eigenvectors of z-scored subject weights from pixel-based processing ac cording to the scaled subprofile model (SSM) for princi pal component analysis (PCA) of 60 smoothed (three dimensional 1-cm full width at half-maximum Gaussian) and unsmoothed CBF image volumes in Talairach space compared with the 60 smoothed image volumes pro cessed with analysis of covariance (ANCOVA) and ana lyzed using PCA. The data represent five "young" and five "old" normal subjects who were each scanned six times at 10-min intervals while listening to white noise. Each subject is represented by a different symbol: "young" subjects, open symbols; "old" subjects, filled symbols. Subject weights from the first eigenvectors are plotted on the ordinate versus weights from the second eigenvectors on the abscissa for unsmoothed data analyzed with SSM/ PCA (A), smoothed data analyzed with SSM/PCA (8), and smoothed data analyzed with ANCOVA-adjusted/PCA (C).
For the SSM/PCAs, the first eigenvectors accounted for 28% (eigenvalue = 8,732) and 17% (eigenvalue = 14,636) of the total variance of the smoothed and unsmoothed datasets, respectively; the second eigenvectors ac counted for 11% (eigenvalue = 3,335) and 8% (eigenvalue = 6,586) of the total variance of the smoothed and un smoothed datasets, respectively. For the ANCOVA adjusted/PCA, the first and second eigenvectors accounted for 24% and 13% of the total variance, respectively. that of Friston et al. (1993) . The intersubject av eraging that Friston et al. performed prior to ANCOVA adjustment was not performed to allow both SSM and ANCOVA approaches to include in tersubject variance effects for comparison with in trasubject effects. Figure 1A and B demonstrate the complete intersubject separation of young and old subject groups, the similarity of the first eigen vectors (r = 0.99, p < 0.001; see Table 1 ), and the impact of smoothing on the results for a single 20year-old subject, who ceased to be an outlier after smoothing. Inspection of the images associated with the first and second eigenvectors suggests that they are strongly influenced by intersubject mis alignment effects. Figure 1C illustrates the results for an ANCOV A-adjusted/PCA with smoothed data, which demonstrate the same complete sepa ration of young and old subject groups and similar first and second eigenvector distributions compared ,with the SSM/PCA results (r = 0.99, p < 0.001, see Table 1 ; r = 0.93, p < 0.001, respectively). How ever, the ANCOVA-adjusted/PCA results failed to identify any effect of smoothing on interscan mis alignment similar to that seen in Fig. 1A and B . The intrasubject clusters in Fig. 1B are generally tighter than those in Fig. lC , suggesting that SSM process ing has produced a more consistent intrasubject baseline measurement than has ANCOVA-adjusted processing. Quantitatively, the intrasubject vari ance as a percentage of the intersubject variance for the first and second eigenvectors is 1 and 2%, re spectively, for Fig. 1B and 2 .5 and 5.5%, respec tively, for Fig. 1 C. 0.97 (p < 0.001) 0.95 (p = 0.002) 4 0.96 (p < 0.001) 0.95 (p = 0.002) 5 0.99 (p < 0.001) 0.92 (p = 0.004) 6 0.99 (p < 0.001) 0.88 (p = 0.009) 7 0.97 (p < 0.001) 0.75 (p = 0.04) 8 0.99 (p < 0,001) 0.6 1 (p = 0.10) 9 0.86 (p = 0.01) 0.44 (p = 0.19) 10 0.98 (p < 0.001) -0.Q3 (p = 0.48) All subjects 0.99 (p < 0.001) 0.99 (p < 0.001)
For abbreviations see the text. Significance levels are uncorrected for mUltiple comparisons. 10 multiple comparisons) between SSM and ANCOV A-adjusted processing, but the other five are significantly different. Therefore, while SSM and ANCOVA-adjusted processing have little effect on the intersubject variance component, they pro duce significant subject-dependent differences in the intrasubject variance components. A similar subject-dependent processing difference has been found by , and as the relatively small intrasubject variance component is the pri mary signal of interest in baseline activation stud ies, the optimization of data-processing techniques used to extract this small intrasubject component constitutes an important and unresolved problem. Friston et al. (1993) have equated measurement of "functional connectivity" with the PCA of a very limited time series of PET measurements in the same subject, as distinct from cross-sectional anal yses of multiple subject�. Equating functional connectivity with such a time series assumes that intersubject variability is dependent upon cognitive/ functional processes that differ from those deter mining intrasubject variability. We believe this is unlikely, especially for extended sampling periods of �10 min. Historically, extensive use has been made of neurobehavioral deficits resulting from strokes, tumors, and other restricted brain lesions to elucidate the functional connectivity of the brain. It seems, therefore, unhelpful and unnecessarily re strictive to reserve the concept of functional con nectivity for results obtained from incremental in trasubject activation studies in normal subjects. The relative importance of intra-and intersubject variation in normal and diseased subjects for the study of functional connectivity remains to be es tablished (see Fig. 2 ). The use of e50]water PET and fluorodeoxyglucose PET time series and sub ject groups, together with PCA-based analysis tech niques, will help to resolve this issue. Figure 2 il lustrates that an SSM/PCA of cross-sectional re gional CMRglc data that is dependent only on intersubject effects may be very sensitive to subtle changes in brain function that have no external manifestation.
We believe that the neuroimaging community should encourage formal comparisons of the results of different model constructs in the analysis of functional brain images. For some datasets, an ANCOV A-based SPM may be sufficient, whereas for others it may be inappropriate. The ANCOV A based SPM (without peA) typically contains fewer parameters than an SSM/PCA, so that if regional coupling accounts for a small amount of variance in a particular dataset, the SPM result may, in fact, be "better" (i.e., fewer parameters are required). Dotted lines define the limits of "normality." Note the large number of seropositive outliers with large positive subject weights above the normal range that predict relative hyper metabolism in thalamus and striatum; most of these patients have normal subject weights for the first eigenvector (see Strother et aI., 1993) . Among these outliers, only three sero positive patients were clinically judged to be neurologically abnormal. The first and second eigenvectors accounted for 25 and 10% of the total variance, respectively.
However, the fact that a data analytic model can be used to produce images containing brain regions that may be involved in a particular cognitive pro cess or disease state does not constitute sufficient evidence for preferentially selecting that data ana lytic model. In recent years, Akaike's information criterion (AIC) has been widely used for data-based model selection (Akaike, 1974; Flury, 1988) , and Sclove (1987) has reviewed the role of model selec tion as an alternative to sequential hypothesis test ing. Advocates of AIC-based model selection es sentially ignore the hypothesis-testing concept of a "correct" or "true" model, claiming that this concept is meaningless as long as the amount of data collected is finite (Flury, 1988) . We believe that AIC and related optimal model selection tech niques may prove useful for comparing alternative models for PET data analysis, just as they have provided useful tools for comparing metabolic mod els (Palmer et al., 1993) . We agree with Friston et al. (1993) that a para digm shift is required in the way in which neurosci entists approach the analysis of brain data. How ever, we believe that the techniques required to make this shift have, by and large, already been described in the literature. We also believe that the modulation of pre-existing brain states by disease progression or by graded activation tasks are con-ceptually similar and can be approached using iden tical data analytic strategies. The apparent dis tinction between ROI and pixel-based analyses dis appears once one realizes that, with M-analysis pre processing (see Appendix), the simplest form of the covariance matrix to be analyzed is formed by pair ing subjects across ROls or pixels, resulting in a matrix with dimensions of the number of subjects.
As we and others have demonstrated, users of PCA (or equivalent singular value decomposition proce dures) and related data analytic techniques must consider the fact that variance partitioning-and hence their final results-may be sensitive to (a) use of correlation rather than covariance matrices; (b) data processing, viz., R-, Q-, or M-analysis together with the use of ANCOV A adjustment or SSM using natural logarithms to remove global effects; and (c) the related but different model assumptions inher ent in factor analysis. These caveats are particularly important for baseline activation studies where, even with SSM or ANCOV A-adjusted processing, the intrasubject variance signal of interest is a very small fraction of the intersubject variance signal. A significant amount of work remains to be done as regards the selection of optimal PCA-based models and forms of variance partitioning for different ex perimental techniques and datasets.
APPENDIX

Variance partitioning
Variance partitioning refers to the arithmetic de composition or partition of the sum of squares of the deviations of sample values about their sample mean. For a two-way ANOV A of measurements rij' where i = regions and j = subjects, the following algebraic identity holds: ij ij ij + 2: (r ij -rior.j + r .. )2 ij This demonstrates the partition of the total sample variance into a region variance component, a sub ject variance component, and an interaction term, i.e., variance due to the subject-region covariance structure and random errors. Each of the interac tion term's values may be explicitly calculated form dij by subtracting both subject and region mean effects and adding the grand mean-and the dij values analyzed using PCA or singular value de composition. The resulting principal components form a variance partition of the interaction term in the "sum of squares" sense: The sum of the squares of the subject weights in each eigenvector summed across all principal component eigenvec tors equals the variance of the interaction term. With the additional details of an initial logarithmic transformation to deal with the mUltiplicative global factor (i.e., region-independent subject effects) and some subtleties involved in estimating values for this factor, these variance-partitioning components are those provided by an SSM analysis .
R-, Q-, and M-analysis R-, Q-, and M-analysis refers to particular data preprocessing steps involving subtraction of ob servation or variable means or both from sample values before applying PCA or singular value de composition (Jackson, 1991) . With subjects as ob servations and regions as variables in the variance partitioning example described, then (a) R-analysis (subtract regional means across subjects) uses PCA · to partition the sum of the subject variance and in teraction terms, (b) Q-analysis (subtract subject means across regions) uses PCA to partition the sum of the region variance and interaction terms, and (c) M-analysis (subtract subject followed by re gion means, i.e. , double centering) uses PCA to par tition the interaction term alone.
