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1. Introduction
In random matrix theory, supersymmetry is an indispensable tool [1, 2, 3, 4]. Recently,
this method was extended from Gaussian probability densities to arbitrary rotation
invariant ones. Presently, there are two approaches referred as superbosonization.
The first approach is a generalization of the Hubbard–Stratonovich transformation for
rotation invariant random matrix ensembles [5]. The basic idea is the introduction
of a proper Dirac–distribution in superspace, extending earlier work in the context of
scattering theory [6], universality considerations [7], field theory [8, 9] and quantum
chromodynamics [10]. The second approach is the superbosonization formula developed
in Refs. [11, 12]. It is an identity for integrals over superfunctions on rectangular
supermatrices which are rotation invariant under an ordinary group.
Here, we further extend the generalized Hubbard–Stratonovich transformation to
the orthogonal and the unitary symplectic symmetry class in a unifying way. To this
end, we use an analog of the Sekiguchi differential operator for ordinary matrix Bessel–
functions. We also aim at a presentation which is mathematically more sound than the
one in Ref. [5].
The article is organized as follows. The problem is posed in Sec. 2. We give an
outline of the calculation in Sec. 3. In Sec. 4, we present the generalized Hubbard–
Stratonovich transformation. In Sec. 5, we carry out the calculation for arbitrary
ensembles as far as possible. Then, we restrict the computation to the three classical
symmetry classes. We, thereby, extend the supersymmetric Ingham–Siegel integral [5].
In Sec. 6, we give a more compact expression of the generating function in terms of
supermatrix Bessel–functions. We show that the generating function is independent
of the chosen representation for the characteristic function. The one–point and higher
correlation functions are expressed as eigenvalue integrals in Sec. 7. In the appendices,
we present details of the calculations.
2. Posing the problem
We consider a sub-vector space MN of the hermitian N × N–matrices Herm (2, N).
Herm (β,N) is the set of real orthogonal (β = 1), hermitian (β = 2) and quaternionic
self-adjoint (β = 4) matrices and β is the Dyson-index. We use the complex 2 × 2
dimensional matrix representation for quaternionic numbers H. The results can easily
be extended to other representations of the quaternionic field. For the relation between
the single representations, we refer to a work by Jiang [13].
The object of interest is an arbitrary sufficiently integrable probability density P
on MN . Later, we assume that P is an invariant function under the action of the group
U (β)(N) =

O(N) , β = 1
U (N) , β = 2
USp(2N) , β = 4
(2.1)
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andMγ2N = Herm (β,N). Here, we introduce γ2 = 1 for β ∈ {1, 2} and γ2 = 2 for β = 4
and, furthermore, γ1 = 2γ2/β and γ˜ = γ1γ2. These constants will play an important
role in the sequel.
We are interested in the k–point correlation functions
Rk(x) = d
k
∫
MN
P (H)
k∏
p=1
tr δ(xp1 N −H)d[H ] (2.2)
with the k energies x = diag (x1, . . . , xk). Here, d is the inverse averaged eigenvalue
degeneracy of an arbitrary matrix H ∈ MN . The measure d[H ] is defined as in Ref.
[14], it is the product of all real and imaginary parts of the matrix entries. For example,
we have d = 1/2 for M2N = Herm (4, N) and d = 1 for no eigenvalue degeneracy as
for MN = Herm (β,N) with β ∈ {1, 2}. We use in Eq. (2.2) the δ–distribution which
is defined by the matrix Green’s function. The definition of the k–point correlation
function (2.2) differs from Mehta’s [15]. The two definitions can always be mapped onto
each other as explained for example in Ref. [4].
We recall that it is convenient to consider the more general function
R̂k
(
x(L)
)
= dk
∫
MN
P (H)
k∏
p=1
tr[(xp + Lpıε)1N −H ]−1d[H ] (2.3)
where we have suppressed the normalization constant. The quantities Lj in x
(L) =
diag (x1 + L1ıε, . . . , xk + Lkıε) are elements in {±1}. We define x± = diag (x1 ±
ıε, . . . , xk ± ıε). Considering the Fourier transformation of (2.2) we have
rk(t) = (2π)
−k/2
∫
Rk
Rk(x)
k∏
p=1
exp (ıxptp) d[x] =
=
(
d√
2π
)k ∫
MN
P (H)
k∏
p=1
tr exp (ıHtp) d[H ] . (2.4)
The Fourier transformation of (2.3) yields
r̂k(t) = (2π)
−k/2
∫
Rk
R̂k
(
x(L)
) k∏
p=1
exp (ıxptp) d[x] =
=
k∏
p=1
[−Lp 2πıΘ(−Lptp) exp (εLptp)] rk(t) (2.5)
where Θ is the Heavyside–distribution.
As in Ref. [5], the k–point correlation function is completely determined by Eq.
(2.3) with Lp = −1 for all p if the Fourier transform (2.4) is entire in all entries, i.e.
analytic in all entries with infinite radius of convergence. We obtain such a Fourier
transform if the k–point correlation function Rk is a Schwartz–function on R
k
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property ∫
Rk
|Rk(x)|
k∏
p=1
exp
(
δ˜xp
)
d[x] <∞ , ∀δ˜ ∈ R . (2.6)
This set of functions is dense in the set of Schwartz–functions on Rk without this
property. The notion dense refers to uniform convergence. This is true since every
Schwartz–function times a Gaussian distribution exp
(
−ǫ
k∑
p=1
x2p
)
, ǫ > 0, is a Schwartz–
function and fulfils Eq. (2.6). We proof that rk, see Eq. (2.4), is indeed entire in all
entries for such k–point correlation functions. To this end, we consider the function
rkδ(t) =
∫
Bδ
Rk(x)
k∏
p=1
exp (ıxptp) d[x], (2.7)
where Bδ is the closed k-dimensional real ball with radius δ ∈ R+. Due to the Paley–
Wiener theorem [16], rkδ is for all δ ∈ R+ entire analytic. Let BCδ˜ be another k-
dimensional complex ball with radius δ˜ ∈ R+. Then, we have
lim
δ→∞
sup
t∈BC
δ˜
|rkδ(t)− rk(t)| ≤ lim
δ→∞
∫
Rk\Bδ
|Rk(x)|
k∏
p=1
exp
(
δ˜xp
)
d[x] = 0 . (2.8)
The limit of rkδ to rk is uniform on every compact support on C
k. Thus, rk is entire
analytic.
The modified correlation function R̂k for all choices of the Lp can be reconstructed
by Eq. (2.5). In Sec. 7, we extend the results by a limit–value–process in a local convex
way to non-analytic functions.
We derive R̂k (x
−) from the generating function
Zk
(
x− + J
)
=
∫
MN
P (H)
k∏
p=1
det[H − (x−p + Jp)1 N ]
det[H − (x−p − Jp)1N ]
d[H ] (2.9)
by differentiation with respect to the source variables [17]
R̂k
(
x−
)
=
(
d
2
)k
∂k∏k
p=1 ∂Jp
Zk
(
x− + J
)∣∣∣∣∣
J=0
(2.10)
where x− + J = x− ⊗ 1 4 + diag (J1, . . . , Jk) ⊗ diag (−1 2, 1 2). By definition, Zk is
normalized to unity at J = 0.
3. Sketch of our approach
To provide a guideline through the detailed presentation to follow in the ensuing
Sections, we briefly sketch the main ideas as in Ref. [5] and as further extended in
the present contribution.
To express the generating function (2.9) as an integral in superspace, we write
the determinants as Gaussian integrals over vectors of ordinary and Grassmann
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variables. We then perform the ensemble average which is equivalent to calculating
the characteristic function
Φ(K) =
∫
P (H) exp(ı trHK)d[H ] (3.1)
of the probability density. The rotation invariance of P (H) carries over to Φ(K). The
ordinary matrix K contains the abovementioned vectors of ordinary and Grassmann
variables as dyadic matrices. It has a dual matrix B in superspace whose entries are all
scalarproducts of these vectors. The reduction in the degrees of freedom is fully encoded
in this duality, as the dimensions of K and B scale with N and k, respectively. The
crucial identity
trKm = StrBm, ∀m ∈ N, (3.2)
yields the supersymmetric extension of the rotation invariant characteristic function,
Φ(K) = Φ(trK, trK2, ...) = Φ(StrB, StrB2, ...) = Φ(B) , (3.3)
which is now viewed as a function in ordinary and superspace. We rewrite it by inserting
a proper Dirac–distribution in superspace,
Φ(B) =
∫
Φ(ρ)δ(ρ−B)d[ρ] (3.4)
∼
∫ ∫
Φ(ρ) exp[ıStr (ρ−B)σ]d[ρ]d[σ] , (3.5)
where the supermatrix ρ and σ are introduced as integration variables. The vectors
of ordinary and Grassmann variables now appear as in the conventional Hubbard–
Stratonovich transformation and can hence be integrated out in the same way. We
are left with the integrals over ρ and σ. If we do the integral over ρ we arrive at the
result
Zk
(
x− + J
) ∼ ∫ Q(σ)Sdet −N/γ1(σ − x− − J)d[σ]. (3.6)
for the generating function. The superfunction Q is the superspace Fourier transform
of Φ and plays the role of a probability density in superspace,
Q(σ) =
∫
Φ(ρ) exp(ıStr ρσ)d[ρ] . (3.7)
If we choose to integrate over σ instead, we obtain another representation of the
generating function
Zk
(
x− + J
) ∼ ∫ Φ(ρ)I(ρ) exp[−ıStr ρ(x− + J)]d[ρ] , (3.8)
which still contains the characteristic function. The distribution I(ρ) appears. It is the
supersymmetric version of the Ingham–Siegel integral. It is a rotation invariant function
resulting from the Fourier transformation of the superdeterminant in Eq. (3.6).
One way to proceed further is to diagonalize the supermatrix ρ and to integrate
over the angles. We may omit Efetov–Wegner terms and have
Zk
(
x− + J
) ∼ ∫ Φ(r)I(r)ϕ(−ır, x− + J)d[r], (3.9)
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where ϕ is a supermatrix Bessel–function. The differentiation with respect to J gives
R̂k. We can introduce other signatures of L by Fourier transformation of Eq. (3.8) and
identification with Eq. (2.5). Eventually, we find the correlation functions Rk.
4. Generalized Hubbard–Stratonovich transformation
In Sec. 4.1, we express the determinants in Eq. (2.9) as Gaussian integrals and introduce
the characteristic function of the matrix ensemble. In Sec. 4.2, we qualitatively present
the duality between ordinary and superspace which is quantitatively discussed in Sec.
4.3. Then, we restrict the matrix ensembles to the classical symmetry classes. In
Sec. 4.4, we investigate the diagonalization of the dyadic matrix K appearing from the
Gaussian integrals. The ambiguity of the supersymmetric extension of the characteristic
function is discussed in Sec. 4.5. In Sec. 4.6, we present the symmetries of the appearing
supermatrices. In Sec. 4.7, we replace the dyadic supermatrix in the supersymmetric
extended characteristic function with a symmetric supermatrix discussed in the section
before.
4.1. Average over the ensemble and the characteristic function
To formulate the generating function as a supersymmetric integral, we consider a
complex Grassmann algebra Λ =
2Nk⊕
j=0
Λj with Nk-pairs {ζjp, ζ∗jp}j,p of Grassmann
variables [18]. We define the k anticommuting vectors and their adjoint
ζp = (ζ1p, . . . , ζNp)
T and ζ†p = (ζ
∗
1p, . . . , ζ
∗
Np) , (4.1)
respectively. For integrations over Grassmann variables, we use the conventions of Ref.
[14]. We also consider k N–dimensional complex vectors {zp, z†p}1≤p≤k. In the usual
way, we write the determinants as Gaussian integrals and find for Eq. (2.9)
Zk(x
− + J) = (−ı)Nk
∫
MN
∫
CkN
d[ζ ]d[z]d[H ]P (H)×
× exp
(
ı
k∑
p=1
{
ζ†p[H − (x−p + Jp)1 N ]ζp + z†p[H − (x−p − Jp)1N ]zp
})
(4.2)
where d[ζ ] =
k∏
p=1
N∏
j=1
dζjpdζ
∗
jp, d[z] =
k∏
p=1
N∏
j=1
dzjpdz
∗
jp and CkN = C
kN × Λ2Nk. Using
k∑
p=1
(
ζ†pHζp + z
†
pHzp
)
= trHK˜ (4.3)
with
K˜ =
k∑
p=1
(
zpz
†
p − ζpζ†p
)
(4.4)
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leads to
Zk(x
− + J) = (−ı)Nk
∫
CkN
FP
(
πˆ(MN ; K˜)
)
×
× exp
(
−ı
k∑
p=1
[
(x−p + Jp)ζ
†
pζp + (x
−
p − Jp)z†pzp
])
d[ζ ]d[z] . (4.5)
where the integration over H is the Fourier transformation of the probability density P ,
FP
(
πˆ(MN ; K˜)
)
=
∫
MN
P (H) exp
(
ı trHK˜
)
d[H ] . (4.6)
This Fourier transform is called characteristic function and is denoted by Φ in Ref. [5]
and in Eq. (3.1). The projection operator πˆ(MN) onto the space MN is crucial. For
Mγ2N = Herm (β,N) the projection operator is
πˆ
(
Herm (β,N); K˜
)
=
1
2
[
K˜ + Ŷ (K˜)
]
(4.7)
with
Ŷ (K˜) =

K˜T , β = 1
K˜ , β = 2
(Ys ⊗ 1N ) K˜T
(
Y Ts ⊗ 1N
)
, β = 4
(4.8)
and the symplectic unit
Ys =
[
0 1
−1 0
]
, (4.9)
where 1 N is the N×N–unit matrix. The transposition in Eq. (4.8) can also be replaced
by the complex conjugation due to K˜† = K˜. The projection onto the set of diagonal
matrices
N⊕
j=1
R is
πˆ
(
N⊕
j=1
R; K˜
)
= diag
(
K˜11, K˜22, . . . , K˜NN
)
. (4.10)
4.2. Duality between ordinary and superspace
Is it always possible to find a supermatrix representation for the characteristic function
FP such that Eq. (4.5) has an integral representation over supermatrices as it is known
[5, 12] for rotation invariant P on Mγ2N = Herm (β,N)? The integral (4.5) is an
integral over the supervectors vj = (z
∗
j1, . . . , z
∗
jk,−ζ∗j1, . . . ,−ζ∗jk)T and their adjoint
v†j = (zj1, . . . , zjk, ζj1, . . . , ζjk). The adjoint “†” is the complex conjugation with the
supersymmetric transposition and “T” is the ordinary transposition. The entries of the
matrix K˜ are v†nvm. If we do not use any symmetry of the matrix ensemble, we can
write these scalar products of supervectors as supertraces
v†nvm = Str vmv
†
n . (4.11)
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Then, we can transform each of these supertraces with a Dirac–distribution to an
integral over a (k + k) × (k + k)–supermatrix. We defined the Dirac–distribution in
superspace as in Refs. [19, 10]. The ambiguity discussed in Ref. [20] occurring by such
a transformation is discussed in the subsections 4.5 and 6.3.
The procedure above is tedious. Using the symmetries of the ensemble (FP,MN),
we can reduce the number of integrals in superspace. We will see that the number of
commuting real integrals and of Grassmannian integrals is 2k2+2k2 (β = 2) or 4k2+4k2
(β ∈ {1, 4}) for a rotation invariant matrix ensembles on Herm (β,N). If there is not
a symmetry the number of integrals has not been reduced. One has to integrate over
N(N + 1) ordinary hermitian k × k–matrices and their corresponding anticommuting
parameters if the transformation above is used.
4.3. Analysis of the duality between ordinary and superspace
We consider an orthonormal basis {An}1≤n≤d of MN where d is the dimension of MN .
We use the trace trAnAm = δnm as the scalar product and recall that MN is a real
vector space. Every element of this basis is represented as
An =
N∑
j=1
λjnejne
†
jn with
N∑
j=1
λ2jn = 1 . (4.12)
Here, ejn are the normalized eigenvectors of An to the eigenvalues λjn. Then, we
construct every matrix H ∈MN in this basis
H =
d∑
n=1
hnAn . (4.13)
We find for the characteristic function
FP
(
πˆ(MN ; K˜)
)
=
∫
MN
P
(
d∑
n=1
hnAn
)
exp
(
ı
d∑
n=1
hn trAnK˜
)
d[H ] =
= FP
(
d∑
n=1
tr
(
K˜An
)
An
)
. (4.14)
With help of Eq. (4.12) and an equation analogous to (4.11), the characteristic function
is
FP
(
πˆ(MN ; K˜)
)
= FP
(
d∑
n=1
Str
(
N∑
j=1
λjnV ejne
†
jnV
†
)
An
)
(4.15)
with V = (v1, . . . , vN). We see that the matrix K˜ is projected onto
K = πˆ(MN ; K˜) (4.16)
where the projection is the argument of the characteristic function in Eq. (4.14). The
matrices in the supertraces of (4.15) can be exchanged by (k+k)×(k+k)–supermatrices
with the Delta–distributions described above. If the ensemble has no symmetry then we
have reduced the number of supermatrices to the dimension ofMN . Nevertheless, we can
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find a more compact supersymmetric expression of the matrixK such that the number of
the resulting integrals only depends on k but not on N . This is possible if K is a dyadic
matrix of vectors where the number of vectors is independent of N and the probability
distribution only depends on invariants of H . The ensembles with Mγ2N = Herm (β,N)
and a probability density P invariant under the action of U (β)(N) fulfil these properties.
It is known [5, 12] that these cases have a very compact supersymmetric expression.
Furthermore, these ensembles are well analyzed for Gaussian–distributions with help of
the Hubbard–Stratonovitch transformation [1, 3, 2].
In the present context, the cases of interest are Mγ2N = Herm (β,N) with a
probability density P invariant under the action U (β)(N). We need this symmetry to
simplify Eq. (4.15). Let N ≥ γ1k. This restriction also appears in the superbosonization
formula [12]. If N < γ1k, one has to be modify the calculations below. For the
superbosonization formula, Bunder, Efetov, Kravtsov, Yevtushenko, and Zirnbauer [20]
presented such a modification.
The symmetries of a function f carry over to its Fourier transform Ff . Thus,
the characteristic function FP is invariant under the action of U (β)(N). Let K˜0
be an arbitrary ordinary hermitian matrix in the Fourier transformation (4.6) of the
probability density. We assume that the characteristic function is analytic in the
eigenvalues of K˜0. Then, we expand FP as a power series in these eigenvalues.
Since the characteristic function is rotation invariant every single polynomial in this
power series of a homogeneous degree is permutation invariant. With help of the
fundamental theorem of symmetric functions [21] we rewrite these polynomials in the
basis of elementary polynomials. This is equivalent to writing these polynomials in
the basis of the traces tr
[
πˆ
(
Herm (β,N), K˜0
)]m
, m ∈ N. The analytic continuation
of FP from K˜0 to K˜ yields that the characteristic function in (4.6) only depends on
tr
[
πˆ
(
Herm (β,N), K˜
)]m
, m ∈ N.
Defining the matrix
V † = (z1, . . . , zk, Y z
∗
1 , . . . , Y z
∗
k, ζ1, . . . , ζk, Y ζ
∗
1 , . . . , Y ζ
∗
k) (4.17)
and its adjoint
V = (z∗1 , . . . , z
∗
k, Y z1, . . . , Y zk,−ζ∗1 , . . . ,−ζ∗k , Y ζ1, . . . , Y ζk)T (4.18)
with
Y =

1 N , β = 1
0 , β = 2
Y Ts ⊗ 1 N , β = 4
, (4.19)
we find
K = πˆ
(
Herm (β,N); K˜
)
=
1
γ˜
V †V . (4.20)
The crucial identity
tr(V †V )m = Str (V V †)m (4.21)
Random matrix ensembles and supersymmetry 10
holds for all β. It connects ordinary and superspace. For β = 2, a proof can be found
in Ref. [5]. In Appendix A, we show that the equation
StrV1V2 = Str V2V1 (4.22)
holds for all rectangular matrices of the form
V1 =
 a︷︸︸︷A1 b︷︸︸︷B1 }c
C1 D1 }d
 and V2 =
 c︷︸︸︷A2 d︷︸︸︷B2 }a
C2 D2 }b
 (4.23)
where Aj and Dj have commuting entries and Bj and Cj anticommuting ones. This
implies in particular that Eq. (4.21) holds for all β. Hence, we reduced the amount of
supermatrices corresponding to K˜ in Eq. (4.15) to one (2k+2k)×(2k+2k)–supermatrix.
In Ref. [5], the characteristic function Φ was, with help of Eq. (4.21), extended
to superspace. We follow this idea and, then, proceed with the Dirac–distribution
mentioned above.
4.4. Problems when diagonalizing K
In Ref. [5], two approaches of the duality relation between ordinary and superspace were
presented. The first approach is the duality equation (4.21) for β = 2. In our article,
we follow this idea. In the second approach, the matrix K was diagonalized. With the
eigenvalues of K, a projection operator was constructed for the definition of a reduced
probability density according to the probability density P .
The latter approach fails because K is only diagonalizable if it has no degeneracy
larger than γ2. Moreover for diagonalizable K, one can not find an eigenvalue λ = 0.
This is included in the following statement which we derive in Appendix E.
Statement 4.1
Let N, N˜ ∈ N, H(0) ∈ Herm (β,N), l ∈ R eN and {τq}1≤q≤ eN γ2N–dimensional vectors
consisting of Grassmann variables τq = (τ
(1)
q , . . . , τ
(γ2N)
q )T . Then, the matrix
H = H(0) +
eN∑
q=1
lq
[
τqτ
†
q + Ŷ
(
τ ∗q τ
T
q
)]
(4.24)
can not be diagonalized H = Udiag (λ1, . . . , λN)U
† by a matrix U with the properties
U †U = UU † = 1 N , U
∗ = Ŷ (U) (4.25)
and the body of U lies in U (β)(N) iff H(0) has degeneracy larger than γ2. Moreover, H
has no eigenvalue λ ∈ R.
In our particular case, K can not be diagonalized for k < N − 1. Hence, we do
not follow the second approach of Ref. [5]. We emphasize that none of the other results
in Ref. [5] is affected as they are proven by the correct first approach which we pursue
here.
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4.5. Ambiguity of the characteristic function in the supersymmetric extension
In this section, we discuss the problem that the extension of the characteristic function
FP from ordinary matrices to supermatrices is not unique. This results from the
fact that symmetric supermatrices comprise two kinds of eigenvalues, i.e. bosonic and
fermionic eigenvalues. Whereas ordinary symmetric matrices have only one kind of
eigenvalues. In the supertraces, these two different kinds are differently weighted by a
minus sign. To illustrate this problem, we also give a simple example.
The rotation invariance of FP enables us to choose a representation FP0 of FP
acting on an arbitrary number of matrix invariants
FP0 (trKm|m ∈ N) = FP (K) . (4.26)
For this representation, a unique superfunction exists defined by
Φ0(σ) = FP0 (Str σm|m ∈ N) (4.27)
where
FP0 (StrBm|m ∈ N) = FP0 (trKm|m ∈ N) (4.28)
with B = γ˜−1V V †. However, the choice of the representation FP0 is not unique. The
question arises whether it is a well defined object. It is clear that two representations
FP0 and FP1 are equal on Herm (β,N) due to the Cayley–Hamilton theorem,
FP0(H) = FP1(H) , H ∈ Herm (β,N). (4.29)
The Cayley–Hamilton theorem states that there is a polynomial which is zero for H .
Thus, HM withM > N is a polynomial in {Hn}1≤n≤N . Plugging an arbitrary symmetric
supermatrix σ into the corresponding superfunctions Φ0 and Φ1 we realize that the
choices are not independent such that
Φ0(σ) 6= Φ1(σ) (4.30)
holds for some σ.
For example with N = 2, k = 1 and β = 2, let the characteristic function
FP (H) = FP0 (trH3). We get with help of the Cayley–Hamilton theorem
FP1
(
trH2, trH
)
= FP0
(
2 trH trH2 − tr3H) = FP0 (trH3) = FP (H) . (4.31)
Let the set of U (β)(p/q)–symmetric supermatrices be{
σ ∈ Mat(γ˜p/γ˜q)
∣∣∣σ† = σ, σ∗ = ŶS(σ)} and (4.32)
ŶS(σ) =

[
1 2p 0
0 Ys ⊗ 1 q
]
σ
[
1 2p 0
0 Y Ts ⊗ 1 q
]
, β = 1,
σ∗ , β = 2,[
Ys ⊗ 1 p 0
0 1 2q
]
σ
[
Y Ts ⊗ 1 p 0
0 1 2q
]
, β = 4,
(4.33)
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with respect to the supergroups
U (β)(p/q) =

UOSp (+)(p/2q) , β = 1
U (p/q) , β = 2
UOSp (−)(2p/q) , β = 4
. (4.34)
Mat(γ˜p/γ˜q) is the set of (γ˜p+γ˜q)×(γ˜p+γ˜q)–supermatrices with the complex Grassmann
algebra
8k2⊕
j=0
Λj. The definition of the two representations UOSp
(±) of the supergroup
UOSp can be found in Refs. [22, 14]. We refer to the classification of Riemannian
symmetric superspaces by Zirnbauer [23].
We consider a U (1/1)–symmetric supermatrix σ. This yields for the
supersymmetric extension of Eq. (4.31)
FP0
(
2Str σStrσ2 − Str 3σ) 6= FP0 (Strσ3) = FP0(1
4
(
3
Str 2σ2
Str σ
+ Str 3σ
))
. (4.35)
One obtains the last equation with a theorem similar to the Cayley–Hamilton theorem.
More specificly, there exists a unique polynomial equation of order two
σ2 − Str σ
2
Strσ
σ − 1
4
(
Str 2σ − Str
2σ2
Str 2σ
)
= 0 , (4.36)
for a U (1/1)–symmetric supermatrix σ.
The resulting integral in Sec. 5 for the generating function Zk|MN=Herm (β,N) is
invariant under the choice of Φ0. This is proven in Sec. 6.3. Such an ambiguity of
the supersymmetric extension of the characteristic function was also investigated by
the authors of Ref. [20]. They avoided the question of the definition of a Dirac–
distribution on superspace by the superbosonization formula. We introduce for the
supersymmetric extension from Eq. (4.28) to Eq. (4.27) a Dirac–distribution depending
on the representation of the superfunction.
4.6. Symmetries of the supermatrices
We find for a chosen representation FP0
Zk(x
− + J) = (−ı)k2N
∫
Ck2N
Φ0(B) exp
[−ıStr (x− + J)B] d[ζ ]d[z] . (4.37)
Here, we introduce k2 = γ2k, k1 = γ1k and k˜ = γ˜k. We will simplify the integral (4.37)
to integrals over k1 eigenvalues in the Boson–Boson block and over k2 eigenvalues in the
Fermion–Fermion block.
For every β, we have
B† = B , (4.38)
i.e. B is self-adjoint. The complex conjugation yields
B∗ =
{
Y˜ BY˜ T , β ∈ {1, 4}
Y˜ B∗Y˜ T , β = 2
(4.39)
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with the (2k + 2k)× (2k + 2k)–supermatrices
Y˜
∣∣∣
β=1
=
 0 1 k 01 k 0 0
0 0 Ys ⊗ 1 k
 , Y˜ ∣∣∣
β=4
=
 Ys ⊗ 1 k 0 00 0 1 k
0 1 k 0
 (4.40)
and Y˜
∣∣∣
β=2
= diag (1, 0, 1, 0)⊗ 1 k. We notice that for the unitary case B is effectively
a (k + k) × (k + k)–supermatrix, i.e. half the dimension. With help of the properties
(4.38) and (4.39) we construct the supermatrix sets
Σ˜0(β, k) =
{
σ ∈ Mat(2k/2k)
∣∣∣∣∣σ† = σ, σ∗ =
{
Y˜ σY˜ T , β ∈ {1, 4}
Y˜ σ∗Y˜ T , β = 2
}}
. (4.41)
A matrix in Σ˜0(β, k) fulfils the odd symmetry (4.39). We transform this symmetry with
the unitary transformations
U |β=1 = 1√
2
 1 k 1 k 0−ı1 k ı1 k 0
0 0
√
2 1 2k
 , U |β=4 = 1√
2

√
2 1 2k 0 0
0 1 k 1 k
0 −ı1 k ı1 k
 , (4.42)
U |β=2 = 1 4k, according to the Dyson–index, arriving at the well–known symmetries
of symmetric supermatrices [23], see also Eq. (4.32). Defining the sets Σ0(β, k) =
UΣ˜0(β, k)U
†, we remark that the body of the Boson–Boson block of any element in
these sets is a matrix in Herm (β, k1). The body of the Fermion–Fermion block of any
matrix in Σ0(β, k) lies in Herm (4/β, k2).
We introduce a generalized Wick–rotation eıψ to guarantee the convergence of the
supermatrix integrals. The usual choice of a Wick–rotation is eıψ = ı for investigations
of Gaussian probability densities [5, 1, 2]. Here, general Wick–rotations [14] are also
of interest. Probability densities which lead to superfunction as exp (−Str σ4) do not
converge with the choice ı. Thus, we consider the modified sets
Σψ(β, k) = Ψ̂ψΣ0(β, k)Ψ̂ψ . (4.43)
with Ψ̂ψ = diag (1 2k, e
ıψ/21 2k). Let Σ
0
ψ(β, k) be the set of supermatrices which contains
only zero and first order terms in the Grassmann variables.
In the sequel, we restrict our calculations to superfunctions which possess a Wick–
rotation such that the integrals below are convergent. We have not further explored the
set of superfunctions with this property, but we know that this set has to be very large
and sufficient for our purposes. For example, superfunctions of the form
Φ0(σ) = Φ˜(σ) exp
(−Str σ2n) , n ∈ N, (4.44)
fulfil this property if lnΦ˜(σ) does not increase as fast as Strσ2n at infinity.
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4.7. Transformation to supermatrices by a Dirac–distribution
Following Refs. [6, 5, 10], Φ0(B) can be written as a convolution in the space of
supermatrices Σ0ψ(β, k) with a Dirac–distribution. We have
Zk(x
− + J) = (−ı)k2N
∫
Ck2N
∫
Σ0ψ(β,k)
Φ0(ρ)δ
(
ρ− UBU †) d[ρ]×
× exp [−ıStr (x− + J)B] d[ζ ]d[z] (4.45)
where the measure is defined as
d[ρ] = d[ρ1]d[ρ2]
∏
1≤m≤k2
1≤n≤k1
dηnmdη
∗
nm . (4.46)
Here, {ηnm, η∗nm} are pairs of generators of a Grassmann algebra, while ρ1 is the Boson–
Boson and ρ2 is the Fermion–Fermion block without the phase of the Wick–rotation.
Since ρ1 and ρ2 are in Herm (β, k1) and Herm (4/β, k2), respectively, we use the real
measures for d[ρ1] and d[ρ2] which are defined in Ref. [14]. We exchange the Dirac–
distribution by two Fourier transformations as in Refs. [5, 10]. Then, Eq. (4.45)
becomes
Zk(x
− + J) = (−ı)k2N22k(k−γ˜)
∫
Ck2N
∫
Σ0
−ψ(β,k)
FΦ0(σ)×
× exp [ıStrB (U †σU − x− − J)] d[σ]d[ζ ]d[z] (4.47)
where the Fourier transform of Φ0 is
FΦ0(σ) =
∫
Σ0ψ(β,k)
Φ0(ρ) exp (−ıStr ρσ) d[ρ] . (4.48)
We write the supertrace in the exponent in Eq. (4.47) as a sum over expectation values
StrB
(
U †σU − x− − J) = 1
γ˜
N∑
j=1
trΨ†j
(
U †σU − x− − J)Ψj (4.49)
with respect to the real, complex or quaternionic supervectors
Ψ†j =

{
zjn, z
∗
jn, ζjn, ζ
∗
jn
}
1≤n≤k
, β = 1
{zjn, 0, ζjn, 0}1≤n≤k , β = 2{[
zjn
zj+N,n
]
,
[
−z∗j+N,n
z∗jn
]
,
[
ζjn
ζj+N,n
]
,
[
−ζ∗j+N,n
ζ∗jn
]}
1≤n≤k
, β = 4
(4.50)
The integration over one of these supervectors yields∫
Ck2
exp
[
ı
γ˜
trΨ†j
(
U †σU − x− − J)Ψj] d[Ψj] = ık2Sdet −1/γ1p (σ − x− − J) . (4.51)
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p projects onto the non-zero matrix blocks of Σ−ψ(β, k) which are only (k+k)×(k+k)–
supermatrices for β = 2. p is the identity for β ∈ {1, 4}. The Eq. (4.51) is true because
U commutes with x− + J . Then, Eq. (4.47) reads
Zk(x
− + J) = 22k(k−γ˜)
∫
Σ0
−ψ(β,k)
FΦ0(σ)Sdet −N/γ1p
(
σ − x− − J) d[σ] . (4.52)
Indeed, this result coincides with Ref. [5] for β = 2 where the Fourier transform FΦ0(σ)
was denoted by Q(σ). Eq. (4.52) reduces for Gaussian ensembles with arbitrary β to
expressions as in Refs. [3] and [2]. The integral is well defined because ε is greater
than zero and the body of the eigenvalues of the Boson–Boson block is real. The
representation (4.52) for the generating function can also be considered as a random
matrix ensemble lying in the superspace.
Eq. (4.52) is one reason why we called this integral transformation from the
space over ordinary matrices to supermatrices as generalized Hubbard–Stratonovich
transformation. If the probability density P is Gaussian then we can choose Φ0 also
as a Gaussian. Thus, this transformation above reduces to the ordinary Hubbard–
Stratonovich transformation and the well-known result (4.52).
5. The supersymmetric Ingham–Siegel integral
We perform a Fourier transformation in superspace for the convolution integral (4.52)
and find
Zk(x
− + J) = 22k(k−γ˜)
∫
Σ0ψ(β,k)
Φ0(ρ)I
(β,N)
k (ρ) exp
[−ıStr ρ (x− + J)] d[ρ] . (5.1)
Here, we have to calculate the supersymmetric Ingham–Siegel integral
I
(β,N)
k (ρ) =
∫
Σ0
−ψ(β,k)
exp
(−ıStr ρσ+) Sdet −N/γ1pσ+d[σ] (5.2)
with σ+ = σ + ıε1 4k.
Ingham [24] and Siegel [25] independently calculated a version of (5.2) for ordinary
real symmetric matrices. The case of hermitian matrices was discussed in Ref.
[26]. Since we were unable to find the ordinary Ingham–Siegel integral also for the
quaternionic case, we give the result here. It is related to Selbergs integral [27]. Let
R ∈ Herm (β,m), ε > 0 and a real number n ≥ m− 1 + 2/β, then we have∫
Herm (β,m)
exp
(−ı trRS+) det−n/γ1S+d[S] = ı−βmn/2G(β)n−m,mdetλR Θ(R) (5.3)
where S+ = S + ıε1 γ2m, the exponent is
λ =
n−m
γ1
− γ1 − γ2
2
(5.4)
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and the constant is
G
(β)
n−m,m =
(γ2
π
)βm(n−m+1)/2−m n∏
j=n−m+1
2πβj/2
Γ (βj/2)
. (5.5)
Γ(.) is the Euler gamma–function and Θ(.) is the Heavyside-function for matrices which
is defined as
Θ(R) =
{
1 , R is positive definite
0 , else
. (5.6)
The ordinary Ingham–Siegel integral was recently used in the context of supersymmetry
by Fyodorov [26]. The integral was extended to the superspace Σ0π/2(2, k) in Ref. [5].
In this article, we need a generalization to all Σ0−ψ(β, k), in particular β = 1, 4.
The integral (5.2) is invariant under the action of U (β)(k1/k2). Thus, it is convenient
to consider I(r, ε), where r = diag (r11, . . . , rk˜1, r12, . . . , rk˜2) is the diagonal matrix of
eigenvalues of ρ and contains nilpotent terms. The authors of Ref. [10] claimed in their
proof of Theorem 1 in Chapter 6 that the diagonalization at this point of the calculation
yields Efetov–Wegner terms. These terms do not appear in the ρ2 integration because
we do not change the integration variables, i.e. the integration measure d[ρ] remains the
same. For the unitary case, see Ref. [5]. We consider the eigenvalues of ρ as functions
of the Cartesian variables. We may certainly differentiate a function with respect to
the eigenvalues if we keep track of how these differential operators are defined in the
Cartesian representation.
As worked out in Appendix C.1, the supersymmetric Ingham–Siegel integral (5.2)
reads
I
(β,N)
k (ρ) = Cdet
κr1Θ(r1)det
kr2 exp
(−eıψε tr r2) [D(4/β)k2r2 (ıeıψγ1ε)]N δ(r2)|∆k2(r2)|4/β . (5.7)
The constant is
C =
(
−e
−ıψ
γ1
)k2N (
− γ˜
2π
)k1k2 (2π
γ1
)k2 ( π
γ1
)2k2(k2−1)/β G(β)Nk1
g
(4/β)
k2
(5.8)
with
g
(4/β)
k2
=
1
k2!
k2∏
j=1
π2(j−1)/βΓ (2/β)
Γ (2j/β)
. (5.9)
while the exponent is given by
κ =
N
γ1
+
γ2 − γ1
2
(5.10)
and the differential operator
D
(4/β)
k2r2
(
ıeıψγ1ε
)
=
1
∆k2(r2)
det
[
rN−ba2
(
∂
∂ra2
+ (k2 − b) 2
β
1
ra2
− eıψγ1ε
)]
1≤a,b≤k2
(5.11)
is the analog to the Sekiguchi differential operator [28]. We derived it in Appendix B.
The complexity of D
(4/β)
k2r2
(ıeıψε) makes Eq. (5.7) cumbersome, a better
representation is desirable. To simplify Eq. (5.7), we need the following statement
which is shown in Appendix C.2.
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Statement 5.1
We consider two functions F, f : Herm (4/β, k2) → C invariant under the action of
U (4/β)(k2) and Schwartz–functions of the matrix eigenvalues. Let F and f have the
relation
F (ρ2) = f(ρ2) det ρ
N/γ1−k
2 for all ρ2 ∈ Herm (4/β, k2) . (5.12)
Then, we have∫
Rk2
∫
Herm (4/β,k2)
F (r2)det
kr2|∆k2(r2)|4/β exp (ı tr r2σ2) detN/γ1
(
e−ıψσ2 + ıε1 k˜
)
d[σ2]d[r2] =
= w1f(0) =
∫
Rk2
F (r2)|∆k2(r2)|4/β
[
w2 exp
(
εeıψ tr r2
)
|∆k2(r2)|4/β
k2∏
j=1
(
∂
∂rj2
)N−k1
δ(rj2)
]
d[r2] (5.13)
where the constants are
w1 =
(
2π
γ1
)k2 ( π
γ1
)2k2(k2−1)/β (ıNe−ıψN)k2
g
(4/β)
k2
k2∏
b=1
N∏
a=1
(
a
γ1
+
b− 1
γ2
)
(5.14)
w2 =
(−1)k1k2
g
(4/β)
k2
(
2π
γ1
)k2 ( π
γ1
)2k2(k2−1)/β [ (−ı)Ne−ıψN
(N − k1)!γN1
]k2 k2−1∏
j=0
Γ (N + 1 + 2j/β)
Γ (1 + 2j/β)
. (5.15)
This statement yields for the supersymmetric Ingham–Siegel integral
I
(β,N)
k (ρ) = WΘ(r1)
detκr1
|∆k2(r2)|4/β
k2∏
j=1
(
∂
∂rj2
)N−k1
δ(rj2) (5.16)
where the constant reads
W =
(
γ˜
2π
)k1k2 (2π
γ1
)k2 ( π
γ1
)2k2(k2−1)/β [ (−e−ıψ)N
(N − k1)!γN1
]k2
×
× G
(β)
Nk1
g
(4/β)
k2
k2−1∏
j=0
Γ (N + 1 + 2j/β)
Γ (1 + 2j/β)
. (5.17)
We further simplify this formula for β = 1 and β = 2. The powers of the Vandermonde–
determinant ∆
4/β
k2
(r2) are polynomials of degree k2 × 2(k2 − 1)/β. The single power of
one eigenvalue derivative must be 2(k2− 1)/β if we substitute these terms in Eq. (5.16)
by partial derivatives of the eigenvalues, for details see Appendix C.2. Hence, this power
is a half-integer for β = 4. Also, ∆k2(r2) has no symmetric term where all eigenvalues
have the same power. Therefore, we can not simplify the quaternionic case in the same
manner.
We use the identities
n∏
j=1
∂n−1
∂xn−1j
∆2n(x) = (−1)n(n−1)/2n! [(n− 1)!]n , (5.18)
n∏
j=1
∂2(n−1)
∂x
2(n−1)
j
∆4n(x) = n! [(2n− 2)!]n
n−1∏
j=0
(2j + 1) (5.19)
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and find
I
(1,N)
k (ρ) = 2
−k(k−2)
[
2πe−ıψN
(N − 2)!
]k
×
× Θ(r1) det r(N−1)/21
k∏
j=1
(
− ∂
∂rj2
)N−2
δ(rj2) (5.20)
and
I
(2,N)
k (ρ) = (−1)k(k+1)/22−k(k−1)
[
2πe−ıψN
(N − 1)!
]k
×
× Θ(r1) det rN1
k∏
j=1
(
− ∂
∂rj2
)N−1
δ(rj2) . (5.21)
For β = 4, we summarize the constants and have
I
(4,N)
k (ρ) = 2
−k(k−2)
[
2πe−ıψN
(N − k)!
]2k
×
× Θ(r1) det rN+1/21
4kk!
πk|∆2k(r2)|
2k∏
j=1
(
− ∂
∂rj2
)N−k
δ(rj2) . (5.22)
These distributions are true for superfunctions whose Fermion–Fermion block
dependence is as in Eq. (5.12). Eqs. (5.20) and (5.21) can be extended to distributions
on arbitrary Schwartz–functions which is not the case for Eq. (5.22). The constants in
Eqs. (5.20) and (5.21) must be the same due to the independence of the test–function.
Statement 5.2
Equations (5.20) and (5.21) are true for rotation invariant superfunctions Φ0 which are
Schwartz–functions in the Fermion–Fermion block entries along the Wick–rotated real
axis.
We derive this statement in Appendix C.3.
Indeed, the Eq. (5.21) is the same as the formula for the supersymmetric Ingham–
Siegel integral for β = 2 in Ref. [5]. Comparing both results, the different definitions
of the measures have to be taken into account. We also see the similarity to the
superbosonization formula [9, 8, 12, 11, 20, 10] for β ∈ {1, 2}. One can replace the
partial derivative in Eq. (5.20) and (5.21) by contour integrals if the characteristic
function Φ0 is analytic. However for β = 4, more effort is needed. For our purposes,
Eqs. (5.7) and (5.22) are sufficient for the quaternionic case. In the unitary case, the
equivalence of Eq. (5.21) with the superbosonization formula was confirmed with help
of Cauchy integrals by Basile and Akemann. [10]
6. Final representation of the generating function and its independence of
the choice for Φ0
In Sec. 6.1, we present the generating function as a supersymmetric integral over
eigenvalues and introduce the supersymmetric Bessel–functions. In Sec. 6.2, we revisit
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the unitary case and point out certain properties of the generating function. Some
of these properties, independence of the Wick–rotation and the choice of Φ0, are also
proven for the orthogonal and unitary–symplectic case in Sec. 6.3.
6.1. Eigenvalue integral representation
The next step of the calculation of the generating function Zk(x
−+J) is the integration
over the supergroup. The function Φ0(ρ)I
(β,N)
k (ρ) is invariant under the action of
U (β)(k1/k2).
We define the supermatrix Bessel–function
ϕ
(β)
k1k2
(s, r) =
∫
U (β)(k1/k2)
exp
(
Str sUrU †
)
dµ(U) (6.1)
as in Refs. [29, 14]. We choose the normalization∫
Σ0ψ(β,k)
f(σ) exp (Strσx) d[e−ıψ/2η]d[eıψσ2]d[σ1] =
=
∫
Rk1
∫
Rk2
f(s)ϕ
(β)
k1k2
(s, x)
∣∣∣B(β)k (s1, eıψs2)∣∣∣ d[eıψs2]d[s1] + b.t. (6.2)
which holds for every rotation invariant function f . This normalization agrees with
Refs. [30, 31, 29, 5, 14]. The boundary terms (b.t.) referred to as Efetov–Wegner terms
[32, 33, 10] appear upon changing the integration variables [34] or, equivalently, upon
partial integration [14]. The Berezinian is
B
(β)
k (s1, e
ıψs2) =
∆βk1(s1)∆
4/β
k2
(eıψs2)
V 2k (s1, e
ıψs2)
(6.3)
where Vk(s1, e
ıψs2) =
k1∏
n=1
k2∏
m=1
(
sn1 − eıψsm2
)
mixes bosonic and fermionic eigenvalues.
These Berezinians have a determinantal structure
B
(β)
k (s1, e
ıψs2) =

det
[
1
sa1 − eıψsb2 ,
1
(sa1 − eıψsb2)2
]
1≤a≤2k
1≤b≤k
, β = 1
det2
[
1
sa1 − eıψsb2
]
1≤a,b≤k
, β = 2
B
(1)
k (e
ıψs2, s1) , β = 4
. (6.4)
For β = 2 this formula was derived in Ref. [32]. The other cases are derived in
Appendix D. We notice that this determinantal structure is similar to the determinantal
structure of the ordinary Vandermonde–determinant raised to the powers 2 and 4. This
structure was explicitly used [15] to calculate the k–point correlation function of the
GUE and the GSE.
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We find for the generating function
Zk(x
− + J) = 22k(k−γ˜)eıψk1
∫
Rk1
∫
Rk2
Φ0(r)I
(β,N)
k (r)×
× ϕ(β)k1k2(−ır, x− + J)
∣∣∣B(β)k (r1, eıψr2)∣∣∣ d[r2]d[r1] + b.t. . (6.5)
The normalization of Zk is guaranteed by the Efetov–Wegner terms. When setting
(k − l) with l < k of the source variables Jp to zero then we have
Zk(x
− + J)
∣∣
Jl=...=Jk=0
= Zl−1(x˜
− + J˜) , (6.6)
x˜ = diag (x1, . . . , xl−1), J˜ = diag (J1, . . . , Jl−1), by the integration theorems in Ref.
[1, 35, 36, 37, 3, 14]. This agrees with the definition (2.9).
6.2. The unitary case revisited
To make contact with the discussion in Ref. [5], we revisit the unitary case using the
insight developed here.
For a further calculation we need the explicit structure of the supersymmetric
matrix Bessel–functions. However, the knowledge of these functions is limited. Only
for certain β and k we know the exact structure. In particular for β = 2 the
supermatrix Bessel–function was first calculated in Ref. [32, 30] with help of the heat
equation. Recently, this function was re-derived by integrating the Grassmann variables
in Cartesian coordinates [14],
ϕ
(2)
kk (−ır, x− + J) =
ık exp (−εStr r)
2k2πk
×
×
det [exp (−ırm1(xn − Jn))]1≤m,n≤k det
[
exp
(
ıeıψrm2(xn + Jn)
)]
1≤m,n≤k√
B
(2)
k (r1, e
ıψr2)B
(2)
k (x− J, x+ J)
(6.7)
with x± J = diag (x1 ± J1, . . . , xk ± Jk) and the positive square root of the Berezinian√
B
(2,2)
k (r1, e
ıψr2) = det
[
1
ra1 − eıψrb2
]
1≤a,b≤k
= (−1)k(k−1)/2∆k(s1)∆k(e
ıψs2)
Vk(s1, eıψs2)
. (6.8)
Due to the structure of ϕ
(2)
kk and B
(2)
k , we write the generating function for β = 2 as an
integral over Φ0 times a determinant [5]
Zk(x
− + J) = (−1)k(k+1)/2det−1
[
1
xa − xb − Ja − Jb
]
1≤a,b≤k
∫
Rk
∫
Rk
Φ0(r)×
× det [FN(r˜mn, x˜mn)Θ(rm1) exp (−εStr r˜mn)]1≤m,n≤k d[r2]d[r1] + b.t. (6.9)
where r˜mn = diag
(
rm1, e
ıψrn2
)
, x˜mn = diag (xm − Jm, xn + Jn) and
FN(r˜mn, x˜mn) =
ırNm1 exp (−ıStr r˜mnx˜mn)
(N − 1)!(rm1 − eıψrn2)
(
−e−ıψ ∂
∂rn2
)N−1
δ(rn2) . (6.10)
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Then, the modified k–point correlation function is
R̂k(x
−) =
∫
Rk
∫
Rk
Φ0(r)×
× det [FN (r˜mn, xmn)Θ(rm1) exp (−εStr r˜mn)]1≤m,n≤k d[r2]d[r1] + b.t.(6.11)
and the k–point correlation function is
Rk(x) =
∫
Rk
∫
Rk
Φ0(r) det
[
FN(r˜mn, xmn)
2πı
]
1≤m,n≤k
d[r2]d[r1] + b.t. . (6.12)
We defined xmn = diag (xm, xn). The boundary terms comprise the lower correlation
functions. The k–point correlation function for β = 2 is a determinant of the
fundamental function
R(fund)(xm, xn) =
∫
R
∫
R
Φ0(r)
FN(r, xmn)
2πı
dr2dr1 (6.13)
if there is one characteristic function FP0 with a supersymmetric extension Φ0
factorizing for diagonal supermatrices,
Φ0(r) = Sdet diag
[
Φ̂0(r11), . . . , Φ̂0(rk1), Φ̂0
(
eıψr12
)
, . . . , Φ̂0
(
eıψrk2
)]
, (6.14)
with Φ̂0 : C → C. For example, the shifted Gaussian ensemble in App. F of Ref. [5] is
of such a type.
In Eq. (6.13) we notice that this expression is independent of the generalized
Wick–rotation. Every derivative of the fermionic eigenvalue r2 contains the inverse
Wick–rotation as a prefactor. Moreover, the Wick–rotation in the functions are only
prefactors of r2. Thus, an integration over the fermionic eigenvalues r2 in Eq. (6.11)
cancels the Wick–rotation out by using the Dirac–distribution. Also, this integration
shows that every representation of the characteristic function gives the same result, see
Theorem 6.1 in the next subsection. However, the determinantal structure with the
fundamental function in Eq. (6.13) depends on a special choice of Φ0.
6.3. Independence statement
For β = 1 and β = 4 we do not know the ordinary matrix Bessel–function explicitly.
Hence, we can not give such a compact expression as in the case β = 2. On the other
hand, we can derive the independence of the Wick–rotation and of the Φ0 choice of the
generating function.
Statement 6.1
The generating function Zk is independent of the Wick–rotation and of the choice of the
characteristic functions supersymmetric extension Φ0 corresponding to a certain matrix
ensemble (P,Herm (β,N)).
Derivation:
We split the derivation in two parts. The first part regards the Wick–rotation and the
second part yields the independence of the choice of Φ0.
Random matrix ensembles and supersymmetry 22
Due to the normalization of the supermatrix Bessel–function (6.2), ϕ
(β)
k1k2
(−ır, x−+
J) only depends on eıψr2. The same is true for Φ0. Due to the property
D
(4/β)
k2r2
(
ıeıψγ1ε
)
= eık2ψD
(4/β)
k2,eıψr2
(ıγ1ε) , (6.15)
the Ingham–Siegel integral in the form (5.7) times the phase eı(k1−k2)ψ only depends on
eıψr2 and e
−ıψ∂/∂r2. The additional phase comes from the ρ–integration. Thus, we see
the independence of the Wick–rotation because of the same reason as in the β = 2 case.
Let Φ0 and Φ1 be two different supersymmetric extensions of the characteristic
function FP . Then these two superfunctions only depend on the invariants
{Strσmj}1≤j≤l0 and {Str σnj}1≤j≤l1, mj, nj , l0, l1 ∈ N. We consider Φ0 and Φ1 as
functions of Cl0 → C and Cl1 → C, respectively. Defining the function
∆Φ(x1, . . . , xM) = Φ0(xm1 , . . . , xml0 )− Φ1(xn1 , . . . , xnl1 ), (6.16)
where M = max{ma, nb}, we notice with the discussion in Sec. 4.5 that
∆Φ(x1, . . . , xM)|xj=trHj = 0 (6.17)
for every hermitian matrix H . However, there could be a symmetric supermatrix σ with
∆Φ(x1, . . . , xM)|xj=Str σj 6= 0. (6.18)
With the differential operator
Dr =
[
D
(4/β)
k2r2
(
ıeıψγ1ε
)]N−k1 ϕ(β)k1k2(−ır, x− + J)
Vk(r1, eıψr2)
, (6.19)
we consider the difference of the generating functions
∆Zk(x
− + J) = Zk(x
− + J)|Φ0 − Zk(x− + J)|Φ1 =
=
∫
Rk1
|∆k2(r1)|βdetκr1Θ(r1) Dr∆Φ(x)|xj=Str rj
∣∣
r2=0
d[r1] (6.20)
Here, we omit the Efetov–Wegner terms. The differential operator is invariant under the
action of the permutation group S(k2) on the fermionic block Herm (4/β, k2). Hence,
we find
Dr∆Φ(x)|xj=Str rj
∣∣
r2=0
=
∑
a∈{0,...,N−k1}M
|a|≤k2(N−k1)
da(r)
M∏
j=1
∂aj
∂x
aj
j
∆Φ(x)|xj=Str rj
∣∣∣∣∣∣∣∣∣
r2=0
=
=
∑
a∈{0,...,N−k1}M
|a|≤k2(N−k1)
da(r1)
M∏
j=1
∂aj
∂x
aj
j
∆Φ(x)|xj=tr rj =
= 0, (6.21)
where da are certain symmetric functions depending on the eigenvalues r. At r2 = 0
these functions are well-defined since the supermatrix Bessel–functions and the term
V −1k (r1, e
ıψr2) are C
∞ at this point. Thus, we find that
∆Zk(x
− + J) = 0. (6.22)
This means that the generating function is independent of the supersymmetric extension
of the characteristic function. 
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7. One–point and higher order correlation functions
We need an explicit expression or some properties of the supermatrix Bessel–function
to simplify the integral for the generating function. For k = 1 we know the supermatrix
Bessel–functions for all β. The simplest case is β = 2 where we take the formula (6.12)
with k = 1 and obtain
R1(x) = R
(fund)(x, x) =
∫
R
∫
R
Φ0(r)
FN (r, x1 2)
2πı
dr2dr1 . (7.1)
Since the Efetov–Wegner term in the generating function is just unity there are no
boundary terms in the level density. For β ∈ {1, 4} we use the supermatrix Bessel–
function [29, 38, 14]
ϕ
(1)
21 (−ır, x− + J) =
−2J
π
exp
[−ıStr r(x− + J)]×
× [ıStr r + J (r11 − eıψr2) (r21 − eıψr2)] . (7.2)
We find
R̂1(x
−) = −ı
∫
R2
∫
R
Φ0(r) det r
(N−1)/2
1 Str r
|r11 − r21|
(r11 − eıψr2)2(r21 − eıψr2)2 ×
× exp (−ıx−Str r)Θ(r1) 1
(N − 2)!
(
−e−ıψ ∂
∂r2
)N−2
δ(r2)d[r1]dr2 (7.3)
for β = 1 and
R̂1(x
−) = −4ı
∫
R
∫
R2
Φ0(r)r
2N+1
1 Str r
eıψr12 − eıψr22
(r1 − eıψr12)2(r1 − eıψr22)2 ×
× exp (−ıx−Str r)Θ(r1) det eıψr2
(2N + 1)!
(
4e−2ıψD
(1)
2,r2
)N δ(r12)δ(r22)
eıψr12 − eıψr22d[r2]dr1(7.4)
for β = 4. The differential operator has the explicit form
D
(1)
2,r2 =
∂2
∂r12∂r22
− 1
2
1
r12 − r22
(
∂
∂r12
− ∂
∂r22
)
. (7.5)
For the level density we have
R1(x) = − 1
2π
∫
R2
∫
R
Φ0(r) det r
(N−1)/2
1 exp (−ıxStr r) Str r
|r11 − r21|
(r11 − eıψr2)2(r21 − eıψr2)2 ×
× (Θ(r1) + Θ(−r1)) 1
(N − 2)!
(
−e−ıψ ∂
∂r2
)N−2
δ(r2)d[r1]dr2 (7.6)
for β = 1 and
R1(x) = −2
π
∫
R
∫
R2
Φ0(r)r
2N+1
1 exp (−ıxStr r) Str r
eıψr12 − eıψr22
(r1 − eıψr12)2(r1 − eıψr22)2 ×
× det e
ıψr2
(2N + 1)!
(
4e−2ıψD
(1)
2,r2
)N δ(r12)δ(r22)
eıψr12 − eıψr22d[r2]dr1 (7.7)
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for β = 4. The equations (7.4) to (7.7) comprise all level–densities for arbitrary matrix
ensembles invariant under orthogonal and unitary–symplectic rotations. As probability
densities which do not factorize are included, these results considerably extend those
obtained by orthogonal polynomials.
For higher order correlation functions we use the definition (2.3) and the definition
of the matrix Green’s function. With help of the quantities L = diag (L1, . . . , Lk) ∈
{±1}k and L̂ = L⊗ 1 2γ˜ , this yields
Rk(x) = 2
2k(k−γ˜)
∫
Rk1
∫
Rk2
Φ0(r)lim
ǫց0
∑
L∈{±1}k
k∏
j=1
Lj
I
(β,N)
k
(
L̂r
)
exp
(
−εStr L̂r
)
(2πıe−ıψγ1)k
×
×
(
k∏
j=1
−1
2
∂
∂Jj
)
ϕ
(β)
k1k2
(−ır, x(0) + J)
∣∣∣∣∣
J=0
∣∣∣B(β)k (r1, eıψr2)∣∣∣ d[r2]d[r1] + b.t. (7.8)
for analytic correlation functions. We extend this formula to all rotation invariant
ensembles by the universality of the integral kernel. First, we make a limit of a uniformly
convergent series of Schwartz–functions analytic in the real components of its entries
to every arbitrary Schwartz–function describing a matrix ensemble. The Schwartz–
functions are dense in a weak sense in the sets of Lebesgue–integrable Functions Lp and
the tempered distributions. Thus, we integrate Eq. (7.8) with an arbitrary Schwartz–
function on Rk and take the limit of a series of Schwartz–functions describing the
ensembles to a tempered distribution which completes the extension.
8. Remarks and conclusions
We extended the method of the generalized Hubbard–Stratonovich transformation to
arbitrary orthogonally and unitary–symplectically invariant random matrix ensembles.
Due to a duality between ordinary and supersymmetric matrix spaces, the integral for
the k–point correlation function is over a superspace. This integral was reduced to an
eigenvalue integral for all probability densities, including those which do not factorize.
The results are in terms of the characteristic function. Thus, the characteristic function
has to be calculated for the ensemble in question. Since the matrix Bessel–functions
of the ordinary orthogonal and unitary–symplectic group [39, 29, 40] and, thus, the
supermatrix Bessel–functions of UOSp (2k/2k) are not known explicitly beyond k = 1,
we can not further simplify our results. However, we found the previously unknown
determinantal structure of the Berezinian of UOSp (2k/2k).
Up to the restriction N ≥ k1, formula (7.8) is exact for every k, N and rotation
invariant ensemble. Thus, it can serve not only as starting point for universality
considerations [7], but for all other studies.
The expressions for the supersymmetric Ingham–Siegel integrals (5.20), (5.21) and
(5.22) confirm the equivalence of the superbosonization formula [20, 11, 12] with our
derivation. A work for a proof of this equivalence for all β’s is in progress. The
comparison of the superbosonization formula [12, 11] with Eq. (5.1) shows that the
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crucial difference lies in the integration domain. However, the Dirac–distribution and
the partial derivatives in the fermionic part imply a representation as a contour integral
which is equivalent to the compact space used in the superbosonization formula.
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Appendix A. Circularity of the supertrace for rectangular supermatrices
The circularity for rectangular matrices of pure commuting entries or anticommuting
entries was derived by Berezin [18]. Since we have not found the general theorem for
arbitrary rectangular supermatrices, we give the trivial statement.
Statement Appendix A.1
Let the matrices V1 and V2 be the same as in Eq. (4.23). Then, we have
StrV1V2 = Str V2V1 (A.1)
Derivation:
We recall the circularity of the trace for rectangular matrices of commuting elements
trA1A2 = trA2A1 and its anticommuting analogue trB1B2 = − trB2B1 which has been
proven by Berezin [18]. We make the simple calculation
StrV1V2 = trA1A2 + trB1C2 − trC1B2 − trD1D2
= trA2A1 − trC2B1 + trB2C1 − trD2D1
= Str V2V1 (A.2)

For our purposes we must prove
tr(V †V )m = Str (V V †)m . (A.3)
We define V1 = V
† and V2 = (V V
†)m−1V and get a = 2k, b = 2k, c = γ2N and
d = 0. Applying corollary Appendix A.1 and reminding that trA = StrA for a matrix
of commuting elements and identification with the Boson–Boson block, we have the
desired result (A.3).
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Appendix B. A matrix–Bessel version of the Sekiguchi differential operator
We derive a version for the Sekiguchi differential operator for the ordinary matrix Bessel–
functions ϕ
(β)
N (y, x) on the connection between the Jack–polynomials and the ordinary
matrix Bessel–functions.
The Sekiguchi differential operator is defined as [28]
DNz(u, β) = ∆
−1
N (z) det
[
zN−ba
(
za
∂
∂za
+ (N − b)β
2
+ u
)]
1≤a,b≤N
=
= ∆−1N (z) det
[
β
2
(
za
∂
∂za
+ u
)
zN−ba +
(
1− β
2
)
zN−ba
(
za
∂
∂za
+ u
)]
1≤a,b≤N
. (B.1)
Here, u is a boost and the expansion parameter to generate the elementary polynomials
in the Cherednik operators, for more explicit information see Ref. [41]. Let J
(β)
N (n, z)
the Jack–polynomial with the partition n1 ≥ . . . ≥ nN and the standard parameter
α = 2
β
in Macdonald’s [42] notation. The Jack–polynomials are eigenfunctions with
respect to DNz(u, β)
DNz(u, β)J
(β)
N (n, z) =
N∏
a=1
[
na + (N − a)β
2
+ u
]
J
(β)
N (n, z) . (B.2)
The aim is to find a similar differential operator for the ordinary matrix Bessel–function
ϕ
(β)
N (y, x) such that
D
(β)
Nx(B)ϕ
(β)
N
(
y
γ2
, x
)
=
N∏
a=1
ı (ya +B)ϕ
(β)
N
(
y
γ2
, x
)
=
= det1/γ2 ı(y +B1 γ2N)ϕ
(β)
N
(
y
γ2
, x
)
. (B.3)
Statement Appendix B.1
The differential operator which fulfils Eq. (B.3) is
D
(β)
Nx(B) = ∆
−1
N (x) det
[
xN−ba
(
∂
∂xa
+ (N − b)β
2
1
xa
+ ıB
)]
1≤a,b≤N
. (B.4)
Derivation:
Kohler [43] has presented a connection between the Jack–polynomials and the matrix
Bessel–functions. Let
za = e
ı 2pi
L
xa and na =
L
2π
ya −
(
N + 1
2
− a
)
β
2
(B.5)
then it is true
ϕ
(β)
N
(
y
γ2
, x
)
= lim
L→∞
(
∆N(z)
∆N (x)∆N (y)
)β/2 N∏
a=1
z−β(N−1)/4a J
(β)
N (n, z) . (B.6)
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We expand the determinant in Eq. (B.1) and have
DNz(u, β) =
= ∆−1N (z)
∑
m∈{0,1}N
N∏
a=1
[
β
2
(
za
∂
∂za
+ u
)]ma
∆N (z)
N∏
a=1
[(
1− β
2
)(
za
∂
∂za
+ u
)]1−ma
. (B.7)
Using the substitution (B.5) and
∆˜(x) =
∏
1≤a<b≤N
2ı sin
(π
L
(xa − xb)
)
exp
(
ıπ
xa + xb
L
)
, (B.8)
we consider the limit
lim
L→∞
(
2πı
L
)N
DNz(u, β) =
= lim
L→∞
1
∆˜(x)
∑
m∈{0,1}N
N∏
a=1
[
β
2
(
∂
∂xa
+ ı
2πu
L
)]ma
∆˜(x)×
×
N∏
j=1
[(
1− β
2
)(
∂
∂xa
+ ı
2πu
L
)]1−ma
=
= ∆−1N (x)
∑
m∈{0,1}N
N∏
a=1
[
β
2
(
∂
∂xa
+ ıB
)]ma
∆N (x)
[(
1− β
2
)(
∂
∂xa
+ ıB
)]1−ma
=
= ∆−1N (x) det
[
β
2
(
∂
∂xa
+ ıB
)
xN−ba +
(
1− β
2
)
xN−ba
(
∂
∂xa
+ ıB
)]
1≤a,b≤N
=
= ∆−1N (x) det
[
xN−ba
(
∂
∂xa
+ (N − b)β
2
1
xa
+ ıB
)]
1≤a,b≤N
. (B.9)
Here, we defined a boost B = lim
L→∞
2πu/L . The eigenvalue in Eq. (B.2) is in the limit
lim
L→∞
(
2πı
L
)N N∏
a=1
[
na + (N − a)β
2
+ u
]
=
N∏
a=1
ı (ya +B) = det
1/γ2 ı(y +B1 γ2N) . (B.10)
We assume that Eq. (B.6) is a uniformly convergent limit. Thus, we combine (B.6),
(B.9) and (B.10) with Eq. (B.2) and find Eq. (B.4). 
Indeed, D
(β)
Nx(B) is for the unitary case, β = 2,
D
(2)
Nx(B) = ∆
−1
N (x)
N∏
a=1
(
∂
∂xa
+ ıB
)
∆N (x) . (B.11)
Appendix C. Calculation of the supersymmetric Ingham–Siegel integral
In Appendix C.1, we compute the Ingham–Siegel integral. We derive the statements 5.1
and 5.2 in Appendix C.2 and Appendix C.3, respectively.
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Appendix C.1. Decomposition of the Boson–Boson and Fermion–Fermion block
integration
We split σ in its Boson–Fermion block structure
pσ =
[
σ1 e
−ıψ/2σ†η
e−ıψ/2ση e
−ıψσ2
]
. (C.1)
The following calculation must be understand in a weak sense. We first integrate
over a conveniently integrable function and, then, perform the integral transformations.
Hence, we understand I
(β,N)
k as a distribution where we must fix the underlying set
of test–functions. For our purposes, we need Schwartz–functions analytic in the real
independent variables.
Since the superdeterminant of p (σ + ıε1 4k) is
Sdet pσ+ =
det (σ1 + ıε1 k˜)
det
[
e−ıψσ2 + ıε1 k˜ − e−ıψση (σ1 + ıε1 k˜)−1 σ†η
] (C.2)
we shift σ2 by analytic continuation to σ2 + ση (σ1 + ıε1 k˜)
−1 σ†η and obtain
I
(β,N)
k (ρ) =
∫
Σ0
−ψ(β,k)
exp
(−ı tr r1σ1 + ı tr r2σ2 + ı tr [r2ση (σ1 + ıε1 k˜)−1 σ†η])×
× exp (εStr r)
[
det
(
e−ıψσ2 + ıε1 k˜
)
det (σ1 + ıε1 k˜)
]N/γ1
d[σ] . (C.3)
An integration over the Grassmann variables yields
I
(β,N)
k (ρ) =
(−ıγ˜
2π
)k1k2
exp (εStr r) detkr2 ×
×
∫
Herm (β,k1)
exp (−ı tr r1σ1) det (σ1 + ıε1 k˜)−N/γ1−k d[σ1]×
×
∫
Herm (4/β,k2)
exp (ı tr r2σ2) det
(
e−ıψσ2 + ıε1 k˜
)N/γ1
d[σ2] . (C.4)
With help of Eq. (5.3) we have
I
(β,N)
k (ρ) = ı
−k2NG
(β)
Nk1
(
− γ˜
2π
)k1k2
detκr1Θ(r1) exp
(−eıψε tr r2)×
× detkr2
∫
Herm (4/β,k2)
exp (ı tr r2σ2) det
N/γ1
(
e−ıψσ2 + ıε1 k˜
)
d[σ2] . (C.5)
The remaining integral over the Fermion–Fermion block σ2,
I(r2) = exp
(−eıψε tr r2) ∫
Herm (4/β,k2)
exp (ı tr r2σ2) det
N/γ1
(
σ2 + ıe
ıψε1 k˜
)
d[σ2] , (C.6)
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is up to a constant a differential operator with respect to r2 times the Dirac–distribution
of r2 because the determinant term is for β ∈ {1, 2} a polynomial in σ2 and for β = 4
we use Cramers–degeneracy. We give several representations of this distribution.
We first start with an eigenvalue–angle decomposition of σ2 = Us2U
† where s2 is
diagonal and U ∈ U (4/β)(k2). Integrating over the group U (4/β)(k2), Eq. (C.6) becomes
I(r2) = exp
(−eıψε tr r2) g(4/β)k2 ×
×
∫
Rk2
ϕ
(4/β)
k2
(r2, s2)det
N/γ1
(
s2 + ıe
ıψε1 k˜
) |∆k2(s2)|4/βd[s2]. (C.7)
For more information about the ordinary matrix Bessel–function
ϕ
(4/β)
k2
(r2, s2) =
∫
U (4/β)(k2)
exp
(
ı tr r2Us2U
†
)
dµ(U) (C.8)
with normalized Haar–measure dµ(U) see in Ref. [39, 40]. The constant g
(β)
n is defined
by ∫
Herm (β,n)
f(H)d[H ] = g(β)n
∫
Rn
f(E)|∆n(E)|βd[E] (C.9)
independent of a sufficiently integrable function f which is invariant under the action of
U (β)(n). The Gaussian distribution is such a function. For the left hand side we obtain∫
Herm (β,n)
exp
(− trH2) d[H ] = γ−n(2n−1)/22 2−βn(n−1)/4πn/2+βn(n−1)/4 .(C.10)
The integral on the right hand side is equal to
∫
Rn
exp
(
−γ2
n∑
j=1
E2j
)
|∆n(E)|βd[E] =

2−n(n−5)/4
n∏
j=1
Γ
(
j
2
+ 1
)
, β = 1,
2−n(n−1)/2πn/2
n∏
j=1
Γ (j + 1) , β = 2,
2−n(2n−1/2)πn/2
n∏
j=1
Γ (2j + 1) , β = 4,
(C.11)
see Mehta’s book [15]. Thus, we have
g(β)n =
1
n!
n∏
j=1
πβ(j−1)/2Γ (β/2)
Γ (βj/2)
. (C.12)
This constant is the quotient of the volumes of the permutation group S(n) and of
the flag manifold U (β)(n)/[U (β)(1)]n with the volume element defined as in Ref. [44]
denoted by VolB.
We plug the differential operator of Appendix B (B.3) into Eq. (C.7) and have
I(r2) = g
(4/β)
k2
exp
(−eıψε tr r2) (ıγ1)−k2N ×
×
[
D
(4/β)
k2r2
(
ıeıψγ1ε
)]N ∫
Rk2
φ
(4/β)
k2
(r2, s2)|∆k2(s2)|4/βd[s2] . (C.13)
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The integration over the eigenvalues leads to the Dirac–distribution
I(r2) =
(
2π
γ1
)k2 ( π
γ1
)2k2(k2−1)/β exp (−eıψε tr r2)
g
(4/β)
k2
(ıγ1)
−k2 ×
×
[
D
(4/β)
k2r2
(
ıeıψγ1ε
)]N δ(r2)
|∆k2(r2)|4/β
(C.14)
and we find the representation for the supersymmetric Ingham–Siegel integral (5.7).
Appendix C.2. Derivation of statement 5.1
The boost ıeıψε in the determinant can simply be shifted away because of
D
(4/β)
k2r2
(
ıeıψγ1ε
)
exp
(
εeıψ tr r2
)
= exp
(
εeıψ tr r2
)
D
(4/β)
k2r2
(0) = exp
(
εeıψ tr r2
)
D
(4/β)
k2r2
(C.15)
and Eq. (C.14). Let S the set of U (4/β)(k2)–invariant Schwartz–functions on
Herm (4/β, k2)→ C. The ordinary matrix Bessel–functions are complete and orthogonal
in S with the sesquilinear scalar product
〈f |f ′〉 =
∫
Rk2
f ∗(x)f ′(x)|∆k2(x)|4/βd[x] . (C.16)
The completeness and the orthogonality are
〈φ(4/β)k2 (x)|φ
(4/β)
k2
(x′)〉 =
∫
Rk2
|φ(4/β)k2 (y)〉〈φ
(4/β)
k2
(y)| |∆k2(y)|4/βd[y] =
=
∫
Rk2
φ
(4/β)
k2
(y, x)φ
(4/β)∗
k2
(y, x′)|∆k2(y)|4/βd[y] =
= C
(β)
k
1
k2!
∑
p∈S(k2)
k2∏
j=1
δ(xj − x′p(j))
|∆k2(x)|2/β |∆k2(x′)|2/β
(C.17)
where S(n) is the permutation group of n elements. We defined the constant
C
(β)
k =
(
2π
γ1
)k2 ( π
γ1
)2k2(k2−1)/β (
g
(4/β)
k2
)−2
. (C.18)
Thus, we write D
(4/β)
k2r2
in the Bessel–function basis
D
(4/β)
k2
= C
(β)
k
−2
∫
Rk2
|φ(4/β)k2 (y)〉〈φ
(4/β)
k2
(y)| |∆k2(y)|4/βd[y]×
× D(4/β)k2x
∫
Rk2
|φ(4/β)k2 (y′)〉〈φ
(4/β)
k2
(y′)| |∆k2(y′)|4/βd[y′] =
= C
(β)
k
−1
∫
Rk2
det(iγ1y)
1/γ1φ
(4/β)
k2
(y, x)φ
(4/β)∗
k2
(y, x′)|∆k2(y)|4/βd[y] (C.19)
Random matrix ensembles and supersymmetry 31
with the action on a function f ∈ S
D
(4/β)
k2
|f〉 = C(β)k
−1
∫
Rk2
∫
Rk2
det(iγ1y)
1/γ1φ
(4/β)
k2
(y, x)φ
(4/β)∗
k2
(y, x′)f(x′)×
× |∆k2(x′)|4/β|∆k2(y)|4/βd[x′]d[y] . (C.20)
Due to this representation of the Sekiguchi differential operator analog, ık2D
(4/β)
k2
is
symmetric with respect to the scalar product (C.16)
〈f |ık2D(4/β)k2 |f ′〉 = 〈ık2D
(4/β)
k2
f |f ′〉 . (C.21)
Let L be a real number. Then, we easily see with help of Eq. (B.4)
D
(4/β)
k2x
det xL/γ1 =
k2∏
b=1
(
L+
2
β
b− 2
β
)
det x(L−1)/γ1 . (C.22)
Since the property (C.21), we obtain for a function f ∈ S∫
Rk2
det xL/γ1 |∆k2(x)|4/βD(4/β)k2x f(x)d[x] =
= (−1)k2
∫
Rk2
f(x)|∆k2(x)|4/βD(4/β)k2x det xL/γ1d[x] =
= (−1)k2
k2∏
b=1
(
L+
2
β
b− 2
β
) ∫
Rk2
f(x)|∆k2(x)|4/β det x(L−1)/γ1d[x] . (C.23)
The boundary terms of the partial integration do not appear because f is a Schwartz–
function and D
(4/β)
k2x
has the representation (C.19).
Let F and f be the functions of statement 5.1. Then, we calculate∫
Rk2
∫
Herm (4/β,k2)
F (r2)det
kr2|∆k2(r2)|4/β exp (ı tr r2σ2) detN/γ1
(
e−ıψσ2 + ıε1 k˜
)
d[σ2]d[r2] =
=
∫
Rk2
∫
Herm (4/β,k2)
f(r2)det
N/γ1r2|∆k2(r2)|4/β exp (ı tr r2σ2)×
×detN/γ1 (e−ıψσ2 + ıε1 k˜) d[σ2]d[r2] =
=
(−ıe−ıψ
γ1
)k2N
g
(4/β)
k2
∫
Rk2
∫
Rk2
f(r2) exp
(
εeıψ tr r2
) |∆k2(r2)|4/β ×
×detN/γ1s2|∆k2(s2)|4/β
(
D
(4/β)
k2s2
)N
φ
(4/β)
k2
(r2, s2)d[s2]d[r2] =
= (ıe−ıψ)k2Ng
(4/β)
k2
N∏
a=1
k2∏
b=1
(
a
γ1
+
b− 1
γ2
)
×
×
∫
Rk2
∫
Rk2
f(r2) exp
(
εeıψ tr r2
) |∆k2(r2)|4/β|∆k2(s2)|4/βφ(4/β)k2 (r2, s2)d[s2]d[r2] =
=
(
2π
γ1
)k2 ( π
γ1
)2k2(k2−1)/β (ıe−ıψ)k2N
g
(4/β)
k2
γk2N1
k2−1∏
j=0
Γ (N + 1 + 2j/β)
Γ (1 + 2j/β)
f(0) . (C.24)
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The second equality in Eq. (5.13) is true because of
f(0) =
k2∏
j=1
1
(N − k1)!
(
∂
∂rj2
)N−k1 [
f(r2) exp
(
εeıψ tr r2
)
det r
N/γ1−k
2
]∣∣∣∣∣
r2=0
. (C.25)
The function in the bracket is F times the exponential term exp
(
εeıψ tr r2
)
.
Appendix C.3. Derivation of statement 5.2
We have to show ∫
Herm (4/β,k2)
∫
Herm (4/β,k2)
F (ρ2)det
kρ2 exp (ı tr ρ2σ2) det
N/γ1σ2d[σ2]d[ρ2] ∼
∼
∫
Rk2
F (r2)
k∏
j=1
(
− ∂
∂rj2
)N−2/β
δ(rj2)d[r2] (C.26)
for every rotation invariant Schwartz–function F : Herm (4/β, k2) → C and β ∈ {1, 2}.
Due to∫
Herm (4/β,k2)
exp (ı tr r2σ2) detσ
N/γ1
2 d[σ2] ∼
∫
R
∫
R4(k2−1)/β
yNexp
[
ırk22 tr(y1 γ˜ + v
†v)
]
d[v]dy ×
×
∫
Herm (4/β,k2−1)
exp (ı tr r˜2σ˜2) detσ˜
(N+2/β)/γ1
2 d[σ˜2](C.27)
with the decompositions r2 = diag (r˜2, rk221 γ˜) and
σ2 =
[
σ˜2 v
v† y1 γ˜
]
, (C.28)
we make a complete induction. Thus, we reduce the derivation to∫
R
∫
R
∫
R4(k2−1)/β
f(x)xk1yNexp
[
ıx tr(y + v†v)
]
d[v]dydx ∼
∫
R
f(x)
∂N−2/β
∂xN−2/β
δ(x)d[x] (C.29)
where f : R→ C is a Schwartz–function. The function
f˜(y) =
∫
R
f(x)xk1 exp (ıxy) dx (C.30)
is also a Schwartz–function. Hence, we compute∫
R
∫
R
∫
R4(k2−1)/β
f(x)xk1yNexp
[
ıx tr(y + v†v)
]
d[v]dydx =
=
∫
R
∫
R4(k2−1)/β
f˜
[
tr(y + v†v)
]
yNd[v]dy =
=
∫
R
∫
R4(k2−1)/β
yN−2(k2−1)/β
(
− ∂
∂y
)2(k2−1)/β
f˜
(
tr(y + v†v)
)
d[v]dy ∼
Random matrix ensembles and supersymmetry 33
∼
∫
R
∫
R+
v˜2(k2−1)/β−1
(
− ∂
∂v˜
)2(k2−1)/β
f˜
(
tr(y + v˜)
)
yN−2(k2−1)/βdv˜dy ∼
∼
∫
R
f˜ (tr y) yN−2(k2−1)/βdy ∼
∼
∫
R
f(x)xk1
(
− ∂
∂x
)N−2(k2−1)/β
δ(x)dx ∼
∼
∫
R
f(x)
∂N−2/β
∂xN−2/β
δ(x)d[x] , (C.31)
which is for β ∈ {1, 2} well–defined.
Appendix D. Determinantal structure of the UOSp (2k/2k)–Berezinian
Statement Appendix D.1
Let k ∈ N, x1 ∈ C2k and x2 ∈ Ck. x1 and x2 satisfy the condition
xa1 − xb2 6= 0 , ∀a ∈ {1, . . . , 2k} ∧ b ∈ {1, . . . , k} . (D.1)
Then, we have
∆2k(x1)∆
4
k(x2)
V 2k (x1, x2)
= (−1)k(k−1)/2 det
{ 1
xa1 − xb2
}
1≤a≤2k
1≤b≤k
,
{
1
(xa1 − xb2)2
}
1≤a≤2k
1≤b≤k
 . (D.2)
We prove this theorem by complete induction.
Derivation:
We rearrange the determinant by exchanging the columns
det
{ 1
xa1 − xb2
}
1≤a≤2k
1≤b≤k
,
{
1
(xa1 − xb2)2
}
1≤a≤2k
1≤b≤k
 =
= (−1)k(k−1)/2 det
[
1
xa1 − xb2 ,
1
(xa1 − xb2)2
]
1≤a≤2k
1≤b≤k
. (D.3)
Thus, the minus sign in Eq. (D.2) cancels out.
We find for k = 1
det

1
x11 − x2
1
(x11 − x2)2
1
x21 − x2
1
(x21 − x2)2
 = (x11 − x21)
(x11 − x2)2(x21 − x2)2 . (D.4)
We assume that this theorem is for k − 1 true. Let
s =
[
1
xa1 − xb2 ,
1
(xa1 − xb2)2
]
1≤a≤2k
1≤b≤k
=
[
s1 w
v s2
]
, (D.5)
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s1 =

1
x11 − x12
1
(x11 − x12)2
1
x21 − x12
1
(x21 − x12)2
 , (D.6)
s2 =
[
1
xa1 − xb2 ,
1
(xa1 − xb2)2
]
3≤a≤2k
2≤b≤k
, (D.7)
v =
[
1
xa1 − x12 ,
1
(xa1 − x12)2
]
3≤a≤2k
and (D.8)
w =

1
x11 − xb2
1
(x11 − xb2)2
1
x21 − xb2
1
(x21 − xb2)2

2≤b≤k
. (D.9)
Then, we have
det s = det s1 det(s2 − vs−11 w)
(D.4)
=
(x11 − x21)
(x11 − x12)2(x21 − x12)2 det(s2 − vs
−1
1 w) . (D.10)
The matrix in the determinant is equal to
(s2 − vs−11 w)T =

(x11 − xa1)(x21 − xa1)(x12 − xb2)2
(xa1 − x12)2(x11 − xb2)(x21 − xb2)
1
xa1 − xb2
(x11 − xa1)(x21 − xa1)(x12 − xb2)
(xa1 − x12)2(x11 − xb2)2(x21 − xb2)2
Pab
(xa1 − xb2)2

3≤a≤2k
2≤b≤k
(D.11)
where Pab is a polynomial
Pab = (xa1 − xb2)(x11 − xb2)(x12 − xb2)− (xa1 − x12)(x11 − xb2)(x21 − xb2)−
−(x21 − xb2)(xa1 − xb2)(x11 − x12) =
= (x11 − xb2)(x21 − xb2)(x12 − xb2) +
+(xa1 − xb2) [(x11 + x21)(x12 + xb2)− 2x11x21 − 2x12xb2] =
= A
(1)
b + (xa1 − xb2)A(2)b . (D.12)
The polynomials A
(1)
b and A
(2)
b are independent of the index a. Due to the multilinearity
and the skew symmetry of the determinant, the result is
det s =
(x11 − x21)
(x11 − x12)2(x21 − x12)2
2k∏
a=3
(x11 − xa1)(x21 − xa1)
k∏
b=2
(x12 − xb2)4
2k∏
a=3
(xa1 − x12)2
k∏
b=2
(x11 − xb2)2(x21 − xb2)2
det s2 (D.13)
which completes the induction. 
Appendix E. Derivation of statement 4.1
Let λ be the wanted eigenvalue and is a commuting variable of the Grassmann algebra
constructed from the {τ (p)q , τ (p)∗q }p,q. Then, we split this eigenvalue in its body λ(0) and
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its soul λ(1), i.e. λ = λ(0) + λ(1). Let v the γ2N–dimensional eigenvector of H such that
Hv = λv and v†v = 1 . (E.1)
In this equation, we recognize in the lowest order of Grassmann variables that λ(0) is
an eigenvalue of H(0). Then, let λ(0) be an eigenvalue of the highest degeneracy δ of
H(0), i.e. δ = dim ker(H(0) − λ(0)1 N). Without loss of generality, we assume that H(0)
is diagonal and the eigenvalue λ(0) only appears in the upper left δ × δ–matrix block,
H(0) =
[
λ(0)1 δ 0
0 H˜(0)
]
. (E.2)
We also split the vectors in δ and N − δ dimensional vectors
v(0) =
[
v1
v2
]
and τq =
[
τq1
τq2
]
. (E.3)
Thus, we find the two equations from (E.1)
T11v1 − λ(1)v1 + T12v2 = 0 , (E.4)
T21v1 +
[
H˜(0) − λ1 N−δ + T22
]
v2 = 0 (E.5)
where Tnm =
eN∑
q=1
lq
[
τqnτ
†
qm + Y˜
(
τ ∗qnτ
T
qm
)]
. Eq. (E.5) yields
v2 = −
[
H˜(0) − λ1 N−δ + T22
]−1
T21v1 . (E.6)
Hence, the body of v2 is zero and we have for Eq. (E.4)
T11v1 − λ(1)v1 − T12
[
H˜(0) − λ1N−δ + T22
]−1
T21v1 = 0 . (E.7)
If the degeneracy is δ > γ2, we consider a δ–dimensional real vector w 6= 0 such
that w†v1 = 0. Then, we get for the lowest order in the Grassmann variables of Eq.
(E.7) times w†
w†T11v
(0)
1 = 0 (E.8)
where v
(0)
1 is the body of v1. The entries of w
†T11 are linearly independent. Thus, the
body of v1 is also zero. This violates the second property of (E.1).
Let the degeneracy δ = γ2. Then, v1 is γ2-dimensional and is normalizable. For
β = 4, we have the quaternionic case and the matrix before v1 in Eq. (E.7) is a diagonal
quaternion. Hence, it must be true
λ(1)1 γ2 = T11 − T12
[
H˜(0) − λ1N−δ + T22
]−1
T21 . (E.9)
Considering the second order term in the Grassmann variables of Eq. (E.9), λ’s second
order term is T11 for β ∈ {1, 2} and tr T11/2 for β = 4. Eq. (E.9) is unique solvable
by recursive calculation. We plug the right hand side of Eq. (E.9) into the λ(1) on the
same side and repeat this procedure. Hence, we define the operator
O(µ) =
1
γ2
tr
{
T11 − T12
[
H˜(0) − (λ(0) + µ)1N−δ + T22
]−1
T21
}
and (E.10)
On+1(µ) = O [On(µ)] . (E.11)
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Then, λ(1) = On(λ(1)) is true for arbitrary n ∈ N. The recursion is finished for n0 ∈ N
if λ(1) = On0(λ(1)) = On0(0). Due to the Grassmann variables, this recursion procedure
eventually terminates after the (γ2NN˜/2)’th time. Thus, the eigenvalue λ depends on
Grassmann variables and is not a real number.
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