Abstract-Aiming at designing the image processing unit of a visual prosthesis for sight handicapped, an efficient picture simplification scheme for tactile outputs is proposed. Some psychological considerations are given to help in its development. A new simple and robust segmentation method which combines the advantages of both the classical edge and region approaches is introduced. This method uses, on the one hand, the inherent property of edges to provide transition thresholds between regions of monotonous intensity, and on the other hand, the fact that region segmentation methods give closed regions. A region labeling is applied using those thresholds, yielding well outlined areas. Artificial textures are introduced to help in the tactile discrimination of shapes.
I. VISUAL PROSTHESIS RESEARCH
A. Background THE field of sensory prosthesis for sight handicapped has been tremendously explored for a long time [1] , [2] . Despite a lot of research, the problem of "showing" the blind an image has, however, still no answer. Most of the already existing devices [3] have been designed for specific purposes and they replace a very restricted part of vision, such as mobility aids [4] (laser cane, ultrasonic binaural sensor ...) and reading aids [3] (Optacon text reader, Kurzweil speaking machine ... .). Current investigations actually stress complex prosthetic systems, like neurological stimulators of the visual cortex [5] and tactile vision systems [6] , [7] . In addition to technological difficulties, the development of these systems raises several psychological problems. This work tries to incorporate such considerations to help in the development of a tactile prosthesis.
Tactile perception of simple patterns is a well-known information acquisition mean for the sight handicapped. The Braille alphabet and relief maps of cities are some examples. Experiments with the tactile perception of more complex images have been performed some years ago by Bach-Y-Rita and others [6] with a rather mitigated success. Such tactile prosthesis are composed of an image sensor, a processing unit, and a tactile display [8] . This paper describes the conception of algorithms for the image processing unit. [9] . Practically speaking, this may signify that the subject will be able to operate the image sensor himself. He will extract the transformation law between his action on the camera and the evolutive tactile pattern he feels; this perceptual invariants extraction will enable the tactile picture understanding process. However, this evolutive prosthesis would imply a rather formidable learning task.
The work presented here aims at a different application: the development of an image processor yielding tactile images for educational purposes. Such a machine would be used in classes for blind children, providing relief illustrations from grey-level documents.-This will help the children to develop their mental images, facilitating experiments and coordination of movements. From concerned teachers there is a real need of such an "on-line" portable device. Relief printers, yielding 0.2 to 0.6 mm high outputs, are close to being available [10] .
For the above mentioned evolutive approach, there is perhaps no direct need of complex image processing, the subject's sensory system being solicitated to do the most of the task. For our application, however, the tactile image has to be simplified: this is the Gestalt approach. Preliminary tests with blind subjects show that the pictorial information has to be processed in order to remove irrelevant details while emphasizing informative patterns like the contours of objects. These contours have to be closed to delimite and separate semantic entities. Synthetic textures have also to be introduced to help in the tactile discrimination of shapes. In order to obtain closed contours of informative areas, a new edge/region method for image segmentation has been designed. It avoids iterative processes, therefore it is more convenient for a simple portable implementation than more efficient but more complex algorithms. Instead of using the normal grey-level histogram which may be problematic to process, only some pixels inside the regions of constant feature are used. These points can be found just beside the edges. The method consists in extracting skeletonized contours,1 then to shift them with respect to the edges. Local contour intensity histograms are computed on the original image at addresses pointed by these skeletonized contours; due to the way they are determined they are usually unimodal, sometimes bimodal. These icontour histograms (one for each contour) are thresholded and accumulated, providing a density function where modes are quite separated. Segmentation thresholds are determined at the valleys, and a staircase look-up function (in fact a requantization law) is built, each step corresponding to one of the thresholds.
The shift between the edge image and the contour image is done when preprocessing the picture. If the resulting value of the convolving operator is attributed to the upper left-hand corner of the window, each convolution shifts the filtered image by the half of the mask size. Fig. 1 presents the block diagram of the method.
III. IMPLEMENTATION AND RESULTS

A. Preprocessing
One of the test images used for this study is the cameraman [ Fig. 2(a) ]. It is digitized with a raster of 256 X 256 points and quantized to 8 bits. Its grey-level histogram is shown in Fig. 2(b) . It is not a typically relevant test image in the context of our work because it introduces quite complex spatial notions. However, its complexity makes it suitable to evaluate the goodness of the methods. The algorithms yielding the skeletonized contours [14] , [151 are briefly recalled here.
First, median smoothing [16] is applied to reduce the high frequency noise without blurring edges. The size of the filter is a function of the details that have to be kept or removed. It cannot be too large because this would distord the shapes, but if too small it would have no effect. This size has been experimentally fixed to 5 X 5 points, providing a shift of two pixels.
The edge extraction is then performed by applying the usual 2 X 2 high-pass Mero (1) The shift is there one point, the total shift of the whole preprocessing being three points.
B. Contours Extraction
The ridge-riding algorithm [ 171 provides directly skeletonized contours. It is applied on the preprocessed image, which is seen as a surface where the ridges are the edges. The procedure * requires two thresholds: one above which a track begins, following a ridge, and the other below which the track stops. This algorithm yields skeletons which are probably the most significant ones, that is the ridges of the edges. It is robust because it detects contours even in very poorly contrasted areas. Fig. 3 shows the result of the algorithm, after elimina-and na2 are the 1 -ftactiles). If the histogram has three equally filled modes, the thresholds are selected in the two valleys. The more asymmetric it becomes, the more shifted toward the high peaks they are.
C. Segmentation good compromise between a too strong smoothing (greater ratios), which alters the selection of thresholds and the acceptance of spurious noise. After MA filtering, each histogram is thresholded in order to detect the main(s) mode(s). The threshold is fixed at half of the maximal value of each of them, but the results are not sensitive to this choice. All these binary contour histograms are finally summed (Fig. 5 ). The MA smoothing is then again applied. Thresholds fdr the segmentation are determined as the valleys (if they are large, each of their extremity is accepted). The staircase look-up function is then built, each step corresponding to one -of the thresholds (Fig. 6 ). After labeling, a post-processing majority filter is applied to remove the very small regions and to provide large areas which are more easily tactily interpretable. The label at the center of a convolving window is replaced by the most occurring one inside this neighborhood. The extent of this window has been fixed to 3 X 3 points (larger sizes distord too much shapes). Since this majority filtering converges quickly, it has been only applied once. Fig. 7 shows the borders between the regions of same label. pictures for our purpose. It also could be easily extended to multifeature segmentation.
IV. RESULTS AND CONCLUDING COMMENTS
As mentioned above, synthetic textures have to be created to ease in the tactile discrimination of regions. It has been chosen to texture only the largest ones (supposed to be those with the most occurring labels), which are difficult to be tactily discriminated. Fig. 8 shows the picture 7 filled in with four different synthetic patterns.
This method has been experimented on three complex images and on several single pictures (animals, objects ...), always with good segmentation. It is actually implemented on a CDC Cyber 170-720 computer; however, a portable realization is planned for the near future.
B. Conclusion
Aiming at designing the image processing unit of a visual prosthesis for sight handicapped, an efficient picture simplification scheme for tactile outputs is proposed. A new, simple, fast, and robust segmentation method which combines the advantages of both the classical edge and region approaches is introduced. This method uses, on the one hand, the inherent property of edges to provide transition thresholds between regions of monotonous intensity, and on the other hand, the fact that region segmentation methods give closed regions. 'A region labeling is applied using those thresholds, yielding welloutlined areas. Artificial textures are introduced to help in the tactile discrimination of the shapes. Mr. Pun is a student member of Eurasip.
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