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ABSTRACT
Anomaly Detection in Hyperspectrai Signatures using Automated Derivative
Spectroscopy Methods
by
Srilatha Panchanathan
Dr. Eugene McGaugh, Examination Committee 
Associate Professor of Electrical and Computer Engineering 
University of Nevada, Las Vegas
The goal of this research was to detect anomalies in remotely sensed Hyperspectrai 
images using automated derivative based methods. A database of Hyperspectrai 
signatures was used that had simulated additive Gaussian anomalies that modeled a 
weakly concentrated aerosol in several spectral bands. The automated pattern detection 
system was carried out in four steps. They were 1) feature extraction, 2) feature reduction 
through linear discriminant analysis, 3) performance characterization through receiver 
operating characteristic curves and 4) signature classification using nearest mean and 
maximum likelihood classifiers. The Hyperspectrai database contained signatures with 
various anomaly concentrations ranging from weakly present to moderately present and 
also anomalies in various spectral reflective and absorptive bands. It was found that the 
automated derivative based detection system gave classification accuracies of 97 percent 
for a Gaussian anomaly of SNR -45 dB and 70 percent for Gaussian anomaly of SNR
111
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-85 dB. This demonstrates the applicability of using derivative analysis methods for 
pattern detection and classification with remotely sensed Hyperspectrai images.
IV
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CHAPTER 1
INTRODUCTION
1.1 Background
Remote Sensing is the practice of deriving information about the earth’s surface 
using images acquired from airborne or satellite measurements in different regions of the 
electromagnetic spectrum. Basically the science of remote sensing uses radiation 
reflected or emitted from objects on the earth’s surface as a measure of their inherent 
characteristics. This information is then exploited for numerous practical applications in 
fields like agriculture, meteorology, weather prediction, military surveillance and 
reconnaissance, environmental assessment, monitoring urban growth and hazardous 
waste disposal, to name a few. Modem remote sensing as is prevalent now began in the 
early 70’s, with the launching of Lands at 1 and with the development of fine resolution 
sensors.
A broad overview of a typical remote sensing system is shown in Figure 1. The 
sensor acquires data, which contains specific physical features of surface objects, by 
recording radiation emitted or reflected from the landscape. The raw sensor data is 
transformed to reveal certain kinds of information, and is then used for application 
specific analysis. The manner in which electromagnetic radiation propagates and reaches 
the sensor is an interesting phenomenon and a brief explanation is necessary to
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Figure 1 Typical Remote Sensing Schematic Overview
understand how data collected is affected by it. Table 1 [1] shows the primary spectral 
regions used in remote sensing. Solar radiation travels unchanged to the top of the 
atmosphere and is modified by propagation through the atmosphere to the earth’s surface, 
is then modified by reflection and by propagation again through the atmosphere to the 
sensor [1]. Also reaching the sensor is the radiation scattered by the atmosphere. 
Therefore numerous components are present at the input to the sensor and correction is 
carried out for the extraneous inputs. The sensor is an imaging spectrometer with a lens to 
collect radiation reflected or emitted from the scene. A collimator projects this as a
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Table 1. Primary Spectral Regions used in Earth Remote Sensing
Name
Wavelength
Range
Radiation
Source
Surface Property 
of Interest
Visible (V) 0.4 - 0.7 um Solar Reflectance
Near InfraRed 
(NIR) 0.7 -  1.1 pm Solar Reflectance
Short Wave 
InfraRed 
(SWIR)
1.1 -  1.35 pm 
1 .4 -  1.8 pm 
2 -  2.25 pm
Solar Reflectance
Mid Wave 
InfraRed 
(MWIR)
3.0 -4 .0  pm 
4.5 -  5.0 pm Solar, thermal
Reflectance,
Temperature
Thermal InfraRed 
(TIR)
8 -  9.5 pm 
10 -  14 pm Thermal Temperature
Microwave Radar 1mm -  Im Thermal (passive) 
Artificial (active)
Temp (passive) 
Roughness (active)
parallel beam through a diffraction grating that separates the radiation into discrete 
spectral bands. Depending on the number of spectral bands, there are 3 broad areas 
of remote sensing [2]. They are, multispectral, in which data is acquired in four to seven 
spectral bands; hyperspectrai in which data is acquired in hundreds of spectral bands 
simultaneously; and ultraspectral where the number is in thousands. The focus of this 
work was on hyperspectrai remote sensing.
The advantage of hyperspectrai remote sensing is that it can produce data with 
sufficient resolution for directly identifying materials with diagnostic spectral features. 
Typically sensors operate over the spectral range of 400nm-2400nm producing 210 
images each 10 nm wide [3]. The size of the ground area that is imaged is about 11 km x 
11 km. All these bands are contiguous and completely acquire the reflectance spectrum of 
each pixel in the hyperspectrai image. The collected data is in the form of a digital image 
and has a grid of pixels obtained by the hyperspectrai sensor scanning the ground region
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
of interest in the cross track direction, i.e., orthogonal to the motion of sensor platform. A 
pixel is created whenever the sensor system digitally samples the continuous data stream 
provided by the scanner. There are different scanning methods. The line scanner uses a 
single detector element to scan the scene. A whiskbroom scanner uses several detector 
elements aligned in-track to do parallel scanning along the direction of movement of the 
sensor system. The pushbroom scanner has thousands of detector elements, which are 
aligned cross-track to do parallel scanning orthogonal to the direction of movement of the 
sensor system. The spacing between pixels on the ground is the Ground Sample Interval 
(GSI). GSI is actually a measure of how much is the spatial distance between 2 
consecutively scanned ground areas. The sensor system is so designed that GSI is equal 
to the Ground-Projected Instantaneous Field of View (GIFOV). This is the geometric 
projection of the detector element width onto the earth’s surface. GSI equal to GIFOV 
implies that the ground area scanned in each movement of the sensor system does not 
overlap, but lines up next to each other much like a grid of squares. A pixel is 
characterized by these 3 quantities, GSI, GIFOV, and Q, which is the number of bits 
corresponding to each data sample.
The information content of the remotely sensed digital image depends on the 
resolution of the image in the spatial, spectral and temporal domain. GIFOV is a measure 
of the distance on ground corresponding to one pixel of the image. It is possible to detect 
objects even smaller than the GIFOV, this area of analysis is called subpixel target 
detection. But it depends on the contrast of the object with the background and another 
parameter called the radiometric resolution. For example, if the dark background has a 
reflectance of 4 % while the lighter target a reflectance of 8 % they would have a contrast
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
ratio of 2:1. If the target size were 50% of GIFOV, then it would be large enough to have 
an appreciable reflectance difference with background to be detectable at the sensor. On 
the other hand, if it were, say 10% of GIFOV, the same contrast ratio would not be 
sufficient to make it fall above the detector threshold [1]. So spatial resolution is a 
function of target and background reflectances as well as quantization of image. The 
detector element in the sensor splits the incoming radiation into discrete spectral bands, 
each of which is a weighted sum of the energy of that band with respect to the energy 
over the entire spectral pass band. The ability of the sensor to resolve details depends on 
this weighting. If the target has fine absorption lines and if the sensor can only measure in 
widely separated bands, then there is a complete loss of information as it is submerged or 
averaged out in the spectral response curves of the sensor. Thus detectability also is a 
function of the width of the band gaps. Bands that are 10 nm wide have greater spectral 
resolution than bands that are 50 nm wide. Also, where these spectral bands occur is as 
important the bandwidth of the individual bands. This is the reason that hyperspectrai 
sensors with contiguous band placements over a wide spectral range are superior to 
multispectral sensors with few discretely placed spectral bands.
The collected hyperspectrai data has numerous formats in which it is stored for 
the preprocessing stage. One of it is called the image cube and refers to the representation 
of hyperspectrai data as a three dimensional figure. The X and Y axes are the image of 
the ground while the Z-axis is the accumulation of spectral data as all bands are stacked 
on top of each other. Generally, the top of the cube is the image at the smallest 
wavelength and the bottom corresponds to the same image taken at the longest 
wavelength. Intermediate wavelengths are found as slices through the cube. A spectral
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
signature is the value for a single pixel traced through the cube and is determined by the 
material on the ground being imaged. One important application of remote sensing is 
using precisely these spectral signatures as the basis to distinguish different types of 
materials. Figure 2 shows what a typical hyperspectrai signature looks like. These 
spectral signatures are variable for the same material on the ground especially if 
vegetation is present, and is dependent on growth stage, plant health and moisture. The 
other factor that can affect analysis of hyperspectrai signatures is the modification of the 
signatures by the atmosphere. These factors will play an important role while comparing 
relative signatures within an image acquisition, rather than analyzing absolute signatures.
12000
10000 F
6000^
4000 r
2000 r
-2000 L
25050 100 150
Constituent Bands
200
Figure 2 Hyperspectrai signature
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1.2 Goals of Study
The primary goal o f this research was to develop an automated anomaly detection 
system in hyperspectrai signatures using derivative based methods. The hyperspectrai 
signatures are images of what is called ‘ground truth’ at different spectral wavelengths 
and are obtained by tracking one pixel of the image through the entire image cube. This 
detection system was used to test the presence of weakly concentrated aerosols in the 
lower atmosphere. The presence of this anomaly can be detected in certain wavelength 
bands and that depends on the nature of the anomaly that is present in the target, it’s 
physical and chemical composition. One of the important goals of this work was to be 
able to detect aerosols in the atmosphere for which no a priori information was known. 
That is, there is no information about the wavelength bands where the subpixel target 
generally is known to show up.
As opposed to the above, the detection system was also tested with cases where 
this a priori information about the anomaly’s spectral location was used to classify the 
signature as having or not having the anomaly. The advantages of the latter are faster 
processing time and higher classification rates. The ‘searching’, as it were, for the 
anomaly in the signature is then restricted to a few spectral bands in width that is known 
as the Region of Interest (ROI). The ideal scenario would be one in which no a priori 
information was used to locate the anomaly and the input to the detection system was the 
entire hyperspectrai signature.
The detection system has a number of processing stages as shown in Figure 3. 
The initial and most important stage is feature extraction. The method used to obtain 
features from the signature should be such that they will reveal the specific characteristics
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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of the anomaly in the signature. The Gaussian nature of the anomaly taken into account, a 
derivative based feature extraction method was proposed and used in this study. One of 
the secondary goals of the research was also to identify at the end of the testing phase, the 
order of derivatives that generally worked best at classifying anomalies of this type. This 
would reduce the processing time and make the detection system more efficient in terms 
of speed of classification, as there is an elimination of redundant features. Other stages in 
the system are the feature reduction and classification stage, which follow from the 
feature extraction stage.
How successful the system is at classifying signatures depends as much on the 
concentration of the anomaly as on the choice of processing methods to reveal the 
presence of the anomaly. Obviously, an anomaly which is strongly concentrated and 
therefore forms a large part of the signature pixel intensity, will be easily identified, 
rather than a weakly concentrated anomaly which is overridden by the other material in 
the target and hence invisible to the detection system. A third goal of the research was to 
try and improve the classification rate of precisely these weakly concentrated anomalies 
to match the classification rate obtained while identifying a strong anomaly.
In conclusion, the goals of this study were, one and most importantly, develop an 
automated anomaly detection system for hyperspectrai signatures, two, test the 
performance of the system for signatures with no a priori information about anomaly 
location, three, identify features which worked best at classification and eliminate 
redundant features, and four, test performance for weakly and strongly concentrated 
anomalies to find out the concentration threshold that was required by this system for the 
best performance.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
1.3 Motivation and Scope of Study 
A number of smoothing and derivative algorithms have been in existence to 
extract spectral details from spectral data sets [4]. These approaches use feature 
extraction methods for a few isolated hyperspectrai signatures to examine manually the 
distinction between signatures with and without anomalies. Ruffin, et al have adopted a 
Savitzky and Golay method of filtering to detect absorption band positions from 
reflectance spectra [5]. The motivation for this work was to use derivative spectroscopy 
methods, which have been traditionally employed for multispectral data and as, recently 
as 1998, extended for hyperspectrai data, to create an automated system for anomaly 
detection and classification.
This system optimizes the feature extraction process by carrying out feature 
reduction, which eliminates redundant features and thus reduces data processing time. 
The input to the system is, firstly, a set of hyperspectrai signatures which the system 
trains on to determine the features to use for the classification stage. Given that, if a 
signature is the input, the output is a decision on whether the signature contains the 
anomaly or not and also the accuracy attributed to that classification. The intermediate 
steps are hidden from the user. All that the system requires is an initial set of signatures 
for the training phase, for which anomaly presence or absence is already known. To 
achieve this level of automation using a software approach in terms of data entry and, at 
the end, decision on data, was the primary motivation of this work.
The scope of this research was to analyze the performance of the automated 
system for anomalies of various concentrations, anomalies at different spectral locations 
and also anomalies for which no a priori information was known in terms of its spectral
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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band. Performance analysis was, of course, the classification accuracy obtained after 
testing phase for each of these inputs.
1.4 System Overview 
A hyperspectrai database was constructed out of an image cube called the 
Hyperspectrai Digital Image Collection Experiment (HYDICE) data cube. To test the 
performance of the system, signatures for which the ground truth was known were 
required. For this purpose, for half the signatures in each of the test data sets, an anomaly 
was artificially introduced and the other half were ‘clean’ signatures. This constituted the 
input to the detection system. For each of the data sets, anomalies were added to model 
different concentrations of an aerosol, at 10%, 5%, 3% and 1% of the mean strength of 
the signature. Data sets were also created with positive and negative anomalies, the 
former indicating increased reflectance over the surrounding material in the scene and the 
latter indicating an increased absorbance over materials in the scene.
The entire detection system consists of 3 stages. Figure 3 shows the overview of 
the system at the block diagram level. Stage 1 consists of feature extraction. A derivative 
based method has been adopted for feature extraction. In this method, several derivatives 
of the signature are computed and used as the features of the signature. First, the 
derivative computation is done at specific ROI in the signature and extended throughout 
the 210 bands of the signature meaning that no a priori information is known about the 
signature. The derivative values at each spectral band location within the ROI are 
averaged to give one feature of the signature. To explain more, the 2° ,̂ 4̂  ̂and 5^ 
derivatives are used as features, that is, the average of the 2" ,̂ 4‘̂  and 5^ derivatives
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Figure 3 Automated subpixel target detection system overview
within the ROI gives 1 feature set consisting of 3 values, also known as a 1x3 feature 
vector. In another method, the minimum, maximum and average of the derivatives 
respectively gives the feature vector. Both methods have been used to test the 
performance of the system. The rationale behind choosing these specific derivatives is the 
following: It has been proved that the 2"'* derivative of a Gaussian function has a negative 
magnitude at the absorption band position, the 4* derivative has a positive magnitude and 
the derivative is a zero crossing.
The second stage of this system is the feature reduction stage. The purpose of 
feature reduction is reduce the dimensionality of the feature vector from 1x3 to 1x1, 
where the single feature is actually a weighted sum of the 1x3 feature vector. The
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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weights themselves are decided depending on how good they are individually at 
discriminating between classes, in this case, the classes being, one without anomaly and 
one with anomaly. The advantage of using this transformation is that by reducing feature 
space, data processing time is reduced, and therefore, this system could also be used for a 
real time application. If it were to be assumed that the data formed well separated 
compact clusters in a 3 dimensional space, in this case, the optimum weights are those 
that maximize the separation between the classes while also compensating for any 
existing correlation between the classes.
The third stage of the system is the classification stage. The reduced feature space 
of 1XI vector for each signature in the data set is used to classify the signature as having 
or not having the anomaly. Two classifiers have been used in this work: 1) The Nearest 
Mean classifier 2) The Maximum Likelihood classifier. Both of them use the reduced 
feature space as inputs to decide whether the signature contains the anomaly or not. Also 
both of these classifiers have been trained on a data set of HYDICE signatures, through a 
supervised training process. They were then tested on the data set in an unbiased manner 
i.e., the signatures used for training and testing were randomly selected and unbiased.
To explain briefly about the Nearest Mean Classifier, this classifier uses a training 
data set and it is assumed that the true classification is known for every signature in the 
training data set. The mean feature vector is computed for each class, in this case, the 
problem is a 2 class problem. For an unknown feature vector, the class that it belongs to 
is found by computing the Euclidean distance between the feature vector and the 2 
classes and it is assigned to the class that is closest. The Maximum Likelihood classifier 
trains in the same way as the Nearest Mean classifier. It computes the probability density
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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function (pdf) of each class from its reduced feature scalars, to determine the decision 
threshold between the classes, all this being done with the training data set for which the 
‘truth’ is already known. The class boundaries determine to which class an unknown test 
input is assigned.
The performance of the system is evaluated using Receiver Operating 
Characteristic Curves (ROC). ROC curves are a powerful diagnostic tool traditionally 
used by the medical community to measure the information content of images. ROC 
cur\'es work on the principle that a class of test cases has a Gaussian pdf due to the fact 
that they are independent and identically distributed. If there are 2 such classes, these 
pdfs overlap and the area of overlap known as the area under the ROC curve is then a 
measure of how good is the discriminating ability of the features taken from the test cases 
to compute the above quantitative index. Generally the smaller this index, the lesser the 
accuracy of discrimination between the classes and hence a less reliable detection system 
and the larger this index, the greater is the reliability of the system.
1.5 Thesis Organization
The material in this thesis is organized into 6 chapters. Chapter 2 is divided into 2 
sections. Section I discusses the work that has been done in the field of Hyperspectral 
Remote Sensing by other researchers. Section 2 discusses the vast body of literature that 
exists on the research carried out in the recent past, specifically on derivative analysis 
methods.
Chapter 3 elaborates on the hyperspectral database used in this work. Chapter 4 
discusses the methodologies developed in the thesis. It has 4 sections. The first one
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explains the feature extraction process using differentials, the way the differentials have 
been computed and the way in which they have been applied on the hyperspectral 
signatures. This is followed by a section on feature reduction through Linear 
Discriminant Analysis and one on ROC curves. The last section explains the classifiers 
used in this work, i.e. the Nearest Mean and Maximum Likelihood classifiers.
Chapter 5 presents the results of the thesis and is divided into 6 sections. In each 
section, the results for a specific type of anomaly, feature extraction method and 
classification method are tabulated and explained. Section 1 presents classification results 
for anomalies in certain spectral bands. Section 2, discusses results for anomalies with 
different variances and Section 3 for positive and negative anomalies. Section 4 compares 
the results of the 2 feature extraction methods used in this thesis, i.e.. Mean and Minmax 
method. Section 5 compares the results from the Nearest Mean and Maximum Likelihood 
classifiers. Section 6 provides the optimum feature sets to be used for the feature 
extraction process.
Chapter 6 provides the conclusions of the work and recommendations for future 
research. The research work is summarized and further extensions of the work are 
sussested.
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LITERATURE SURVEY 
The field of remote Sensing has seen enormous developments since the early 70’s 
when the first LANDSAT was launched. Remote Sensing now has extensive applications 
in fields like agriculture, environmental monitoring, military surveillance etc. Over the 
years, data collection and data processing methods have been enhanced and several new 
techniques have come onto the scene from the conventional spectroscopy methods to the 
latest wavelet based methods. One most important use of these methods is feature 
extraction from the satellite data. This data is in the form of images and objects of interest 
are embedded in these images. Discrimination of data from other details in the image and 
its recognition from spectral features constitutes feature extraction. Another goal in data 
processing which researchers in the Remote Sensing field look at is data compression. 
Satellite images offer a large amount of information, all of which is not useful from the 
point of view of target detection. Also compression is required due to memory constraints 
and for ease of computation in processing algorithms. The following paragraphs will 
discuss in detail the various Remote Sensing methods and applications.
2.1 Current State of Knowledge on Hyperspectral Remote Sensing Methods 
Extensive literature exists on wavelet based methods for feature extraction. 
Mathematically, wavelets are a set of basis functions obtained from a single mother
15
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wavelet by dilating and translating the mother wavelet. An attractive and useful property 
of wavelets is that they provide good time and frequency resolution simultaneously, the 
Fourier transform fails to do that. This makes wavelets very suitable for pattern 
recognition problems as they can detect many important features in images like edges.
Stiezal et al have used the wavelet transform to select features in the spectral 
signature on which the classification of the Airborne Visible Infrared Imaging 
Spectrometer (AVIRIS) data was carried out [6]. The results of the study were found to 
be superior to a classification based on the coefficients of the discrete cosine transform. 
Each spectral signature was transformed to a set of coefficients using a wavelet 
decomposition, for which a fast algorithm was implemented. The five highest varying 
coefficients were chosen as the elements of the feature vector to represent the spectral 
signature. A total of 97 % of the spectral signature was contained within the five 
coefficients. The wavelets that were used were compactly supported in a particular range 
of spectral bands. A Euclidean classifier was used for this 3-class problem and showed 
that reasonably good accuracy’s could be obtained with few wavelet coefficients.
Bruce et al have used the wavelet modulus-maximus (mod-max) method for 
extracting pattern features [7]. The mod-max method is based on the fact that a sharp 
variation in the input signal will produce an extremum in each scale of the mod-max 
representation, from which, a sequence of extrema is formed. Using this sequence of 
extrema, the mod-max method was used to extract features that characterized signal 
variation. It was found that scales used in the wavelet decomposition had to be limited in 
order to prevent merging of two adjacent extrema, which happened at some larger scales. 
This work suggests the appropriate range of scales to be used with the mod-max method.
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A large variety of mother wavelets are being used by researchers in the field of 
hyperspectral remote sensing, each selected according to the application or goal of 
research. Tjuanta et al have used orthonormal wavelets for identification and 
quantification of air pollutants from remotely sensed data [8]. A wavelet function was 
used here because it gave both scale and wave number localization to an absorption 
spectrum. Using the Daubechies mother wavelet, the analysis for air pollutant 
identification was carried out, first on a relatively low resolution followed by analyses at 
progressively higher resolutions. Good classification results were obtained and as a result 
of orthogonality between detail signals, the detection sensitivity improved.
Rodenas et al have used several 2 D wavelets for ocean wave detection and 
orientation from Synthetic Aperture Radar (SAR) ocean image profiles [9]. SAR is a 
radar system placed in an aircraft or satellite and is used to capture images of objects on 
the ground. They have a unique way of doing that. Objects in the scene are illuminated 
over an interval of time as the aircraft gradually flies above the scene. The SAR system 
receives scattered signals from the landscape during this interval and records the 
reflections from the ground area of interest. This constitutes data in the SAR system. In 
this work, an optimum wavelet basis function was constructed to resemble the SAR 
image profile for which a special class of wavelets called cubic B splines was used. It 
was found that this wavelet performed better at classifying the SAR images compared to 
the standard Discrete Wavelet Transform (DWT) decomposition. Before applying any 
processing methods, the images were made speckle free by filtering them. A continuous 
wavelet transform was also used to extract features and classify the images.
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Wavelets are used extensively for image compression and image filtering. 
Zeppenfeldt et al have proposed a method to select an optimum threshold to compress 
SAR images using wavelets [10]. Conventional algorithms have the goal of achieving a 
certain compression ratio, whereas the intent of work by these researchers was to 
minimize the Mean Square Error (MSE) between the reconstructed image and original 
image. A set of images from Remote Sensing satellites and the famous Lena image, all of 
the same size and resolution, were used as the database for the study. A wavelet 
transform was applied on them to obtain a vector of wavelet coefficients. The principle 
behind wavelet compression is that this transformation de-correlates information present 
in any image or signal. In a normal image, there is a very high degree of correlation 
between adjacent pixels, so essentially the information content of these pixels is almost 
the same. An error model was constructed which was used to select the optimum 
threshold value, based on the estimation that the distribution of the coefficients is 
Laplacian. Optimizing the threshold actually meant eliminating as many coefficients as 
possible to meet a certain desired MSE. Two approaches were used: 1) coefficients 
whose absolute value was below the threshold were set to zero 2) coefficients whose 
absolute value was above the threshold value were set to the threshold value. The former 
removed the high frequency low amplitude components of the image, while the latter 
removed the high frequency high amplitude components. The thresholded coefficients 
were then quantized and encoded through run length encoding, after which the image was 
reconstructed and error statistics were computed. Results showed that it was possible to 
compress images with a certain MSE using wavelets. For SAR images, the reconstructed 
images had good quality as well as high compression ratios It was found that quantization
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of the lowest resolution produced images with artifacts and thus was necessary to leave 
the lowest resolution intact without any quantization, especially for lossless compression.
Wemess et al used wavelets for SAR image compression [II]. Three kinds of 
wavelets were used for data compression, a 27-coefficient filter called the BL wavelet 
bases, Daubechies 4 and Daubechies 20. After transformation, a bit allocation scheme 
was used which minimized the overall MSE error of reconstruction. The bits were then 
quantized using a hybrid quantization strategy. A hybrid system consisting of vector and 
scalar quantizers was used because the SAR data is inherently complex and requires 
different schemes at different coding rates. The measure of compression efficiency used 
in this work was the ratio of the original image’s variance to MSE error. Simulations 
were conducted to determine the extent of compression and also the compression 
achieved by the 3 types of wavelet functions. Results showed that the reconstructed 
images were of good quality at compression ratios as high as 32:1. Daubechies wavelets 
performed better and also de-correlated the images more by packing more energy into the 
coarser resolution portions of the decomposition. Compared to JPEG images based on 
Discrete Cosine Transform (DCT), wavelet compressed images had better quality at 
lower data rates. At higher data rates, the performance of the 3 wavelets depended on a 
parameter called regularity, which is a measure of smoothness of the wavelet function. 
The better the regularity, the better was the performance.
Hollinger et al have used the wavelet transform to compress hyperspectral images 
using a method called the modified zero tree [12]. A wavelet transform decomposed the 
image into 3 directions, horizontal, vertical and diagonal and the remaining was a low 
frequency component, which is a low-resolution view of the original image. The
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transform procedure was repeated recursively on the sub images to n levels of 
decomposition. The zero tree method of compression is based on the assumption that if a 
wavelet coefficient in a coarse scale sub image, say the vertical sub image is 
insignificant, then the coefficients corresponding to the vertical sub image at all 
resolutions are insignificant. This original sub image was called the zero tree root (ZTR) 
and all its descendants formed members of the zero tree. The idea was to increase the 
number of coefficients of the zero tree and for that a small amount of distortion was 
allowed by incorporating small valued significant descendants also as members of the 
zero tree, so that more coefficients could be zeroed out. The remaining coefficients were 
encoded using an adaptive arithmetic encoding algorithm. Results showed an SNR of 40 
dB for 2 compression ratios of 32:1 and 50:1. The reconstructed images did not have any 
blockiness that was seen in JPEG images even at high compression ratios.
Derivative spectroscopy is widely used in the field of remote sensing for the 
detection of absorption and reflectance band features. It involves computing derivatives 
of the spectra at various orders and various resolutions to identify band positions of 
interest. Traditionally used with multispectral data, processing methods in this area have 
been modified and extended for use with hyperspectral data as well. Tsai et al [13] have 
used several smoothing and derivative computation procedures with laboratory spectra 
and have discussed the effect of these algorithms on feature extraction from these spectra. 
Real time data collected from spectrometers aboard satellites or aircrafts are noise prone 
and have to be smoothed to make feature extraction more accurate. Smoothing algorithms 
typically filter with a filter size depending on the type of spectra under analysis. Three 
smoothing algorithms were used to clean up the spectrum in this work: Savitzky Golay
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which is based on convolution of filter with spectrum, Kawata Minami smoothing which 
assumes that noise is of constant variance irrespective of the wavelength of the band and 
lastly a simple boxcar filter. For the boxcar filter, the choice of filter length has an effect 
on noise removal. The longer the filter window, the greater the smoothing, but 
simultaneously fine spectral details were lost. There was thus a trade off between noise 
removal and the ability to resolve fine spectral details. Subsequently, derivatives of the 
spectrum were computed, the motivation behind using derivatives was that the absorption 
band positions of interest could be detected at certain orders of derivatives, and this was 
not evident in the original spectra. Derivatives were computed using finite 
approximation. Spectral details revealed in the derivative spectra were a function of band 
separation. It was found best results were obtained if the band separation was selected 
according to the size of spectral details. Also, an expanded criterion of using the 2“̂ *, 4* 
and 5'*’ order derivatives worked best at identification of details in a spectrum consisting 
of Gaussian constituents.
Tsai et al have conducted an in depth study on the use of derivatives with the 
spectrum of vegetation and a synthetic vegetation spectrum as well [14]. A derivative 
algorithm based on a finite approximation method was used to compute derivatives of the 
fluorescence spectrum of a soybean leaf. The parameter affecting analysis was band 
separation At large band separations, the magnitude of derivatives was reduced as they 
were normalized by a power of the band separation. This meant that certain spectral 
features could be filtered out by selecting a separation larger than them and other features 
of interest could be enhanced. A synthetic spectrum with 5 Gaussian constituents, of 
which 2 were artifacts, was generated to test the algorithm. The criterion for detecting the
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3 main absorption bands was that the 5^ derivative was a zero crossing. Bands were 
decomposed at a series of separations and it was observed that when the band separations 
were smaller than the artifacts, they could detect the 3 positions of interest. The 
derivative smoothed out and suppressed both the artifacts at high separations. A similar 
study was done with a vegetation spectrum and the absorption bands were detected 
successfully at certain scales.
Huguenin et al have conducted an extensive study on feature extraction from 
absorption band positions [15]. The goal of their work was to develop a high order 
derivative analysis algorithm that automatically extracts absorption band positions from 
reflectance spectra. Gaussians were used to model the reflectance spectra of material and 
based on this, it was proved that an isolated Gaussian function could be differentiated to 
give a zero crossing at the 5* derivative position, a positive value at the 4* derivative and 
a negative value at the 3̂*̂ derivative. For overlapping bands, there were errors in 
measuring the band positions and the errors depended on the strengths, widths and 
separations of the overlapping bands. It was found that error was lower for higher order 
derivatives. Also higher order derivatives amplified the absorption band features, as they 
were subdued in a reflectance spectrum due to diffuse scattering. Derivative analysis, 
particularly at higher order derivatives suppressed errors due to continuum contributions, 
phase angle between target and detector and calibration. Results showed detection of 
bands from low quality synthetic spectra at reasonable accuracies.
Ruffin et al have used the Savitzky-Golay filtering method to simultaneously 
smooth and differentiate absorption spectra so as to detect absorption band positions [16]. 
In contrast to Tsai et al, who computed derivatives using finite approximation, in this
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study, a least squares polynomial was used to compute the derivatives. The principle 
behind the technique was to preserve spectral characteristics rather than noise removal. 
The Savitzky Golay filter coefficients [17] [18] [19] were obtained from tables and were 
dependent on the filter length chosen, the order of the interpolating polynomial and the 
order of the derivative required. This filter was then convolved with a sliding window to 
find a smoothed value at the center of the window based on a least square fit. A low order 
polynomial was used to preserve the low frequency characteristics of the spectrum while 
removing high frequency noise. A synthetic spectrum consisting of 6 overlapping 
Gaussian bands was created to test the method and it was found that all 6 absorption band 
positions were detected with good accuracy some as high as 94 %.
Using features extracted from hyperspectral images through various methods, the 
images are classified into categories depending on the definition of the categories based 
on ground truth. Neural networks are a powerful tool to use in classification and pattern 
recognition problems of this type and perform equal to or better than conventional 
classifiers. Moon et al have used an Artificial Neural Network (ANN) to assign into 13 
classes, a hyperspectral image of the Lunar Crater Volcanic Field in Nye County, Nevada 
[20]. An ANN is an interconnected network of processing units, which mimics the human 
nervous system. It has 3 layers, an input layer, some hidden processing layers and an 
output layer where the input data is classified into one of many nodes. The 
interconnections have weights that are adjusted as the network learns from the training 
data. In this work, a 224-band hyperspectral image is transformed to the wavelet domain 
in order to compress the data set which was done by selecting the largest coefficients. 
Classifications based on 4 types of wavelet coefficients were compared with those from a
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classifier that used all bands of the spectra as input. It was found that, on an average, the 
ANN was able to classify with 75 % accuracy using a limited data subset from the 
wavelet domain.
Burman has developed a unique evolutionary algorithm to detect targets from 
hyperspectral images as well as to identify the individual materials in the target and their 
abundances [21]. This is referred to as spectral unmixing. Hyperspectral data of 3 terrains 
were collected, the image cube was calibrated and atmospheric correction was applied to 
it. It was filtered to remove noise and gain variations. An ANN, which was trained on 
reference signatures, was employed to classify the input signature into broad categories. 
The signature was then passed on to a subsystem which estimated the percentage of 
constituent materials in the single pixel signature, which actually translated to an area of 
20 m x 20 m on the ground. This subsystem used an evolutionary algorithm to do that. 
An evolutionary algorithm is a combination of algorithms from a population consisting of 
genetic programming, artificial neural nets, and artificial life. A new algorithm was 
formed which selected parts of existing ones and modified them with crossover functions, 
the selection was made on the basis of a minimized cost model. The ANN was trained 
with 100 signatures and tested on test sets consisting of several hundred uncorrelated 
signatures. Results showed an accuracy as high as 96 % in classifying 5 materials in 1 
image scene. The same method was also extended to test the abundance of DNA in 
human cells so as to detect cancer.
Robinson et al have developed a number of algorithms for target detection and 
unmixing based on statistical approaches [22]. The image to be detected was a forest 
scene, which was segmented into 9 regions, 3 horizontal and 3 vertical. 1 segment was
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used for analysis. Representative background and target pixels were identified from the 
scene for use as templates in Linear Unmixing. A spectrally matched filter was applied to 
detect the target. The matched filter is a dot product operation of the target template 
vector with each scene pixel and reduces the dimensionality of data to a scalar after 
which it is compared to a predetermined threshold. If the value exceeded the threshold, 
then the pixel contained the material within it. Another algorithm for separating materials 
from the scene was developed which used a mathematical approach similar to Principal 
Component Analysis (PGA) to generate a set of coefficients for a template target and 
classify it by clustering. PGA is a statistical method used to represent the data as a sum of 
weighted coefficients. These coefficients are known as the principal components of the 
data. The algorithms were highly generalized and robust and could detect targets filling 
less than 10% of the sensor pixel.
2.2 Current State of Knowledge on Hyperspectral Remote Sensing Applications 
Hyperspectral Remote Sensing is used in a wide variety of fields like agriculture, 
environmental monitoring, military surveillance, oceanography, seismology etc. The 
following paragraphs discuss the specific applications of hyperspectral remote sensing in 
a few of these fields.
A number of researchers have used information from hyperspectral images for 
agricultural purposes. Yuequin et al have studied the reflectance spectra derived from 
hyperspectral signals over entire growth cycles of 5 crops, early rice, later rice, summer 
maize, cotton and soybean [23]. Features of the crop change during its growth cycle and 
this was exploited to identify the different crops growing in the same agricultural patch
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simultaneously but at different growth stages. Reflectance spectra o f crops or vegetation 
show sharp reflectance changes in some bands known as the red edge. The first order 
derivatives of the spectra were used as features to discriminate between crop types. 
Specifically, the red edge spectral band, which showed up in its first derivative, displayed 
significant change during its growth cycle. In this work, 3 parameters were used to define 
features of crop reflectance. They were: (I) wavelength of maximum slope, (2), 
maximum slope and (3), area under the derivative at the red edge spectral band. The 5 
crops were studied for a period from June to September and after analyzing the above 
parameters, it was found that the difference of wavelength of maximum slope was largest 
when the 5 crops were in their maturity stages or late in growth stages. For all the 
development stages in the crop growth cycle, a combination of area of derivative or 
maximum slope and its wavelength was found to be successful in identifying the crop 
type.
Bostater has used derivative spectroscopy methods to detect areas in an image 
scene which have plant stress or plant dysfunction related to the moisture content of the 
leaf structure and leaf chemistry [24]. An approach was used which combined knowledge 
of radiative transfer modeling o f vegetative canopies and algorithms from derivative 
spectroscopy. Reflectance measurements of open oak vegetation were made in Central 
Florida and the second order derivatives from their optical signatures was used to identify 
and discriminate up to 5 species of oak. Optical signatures of vegetation canopies are 
correlated to plant leaf moisture and ground water table levels. Thus canopy reflectance 
signatures were used to select the optimal bands which were in turn used to determine 
areas of the image scene that had water stress and were therefore unsuitable for crop
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growth. Derivative images were created for the Kennedy Space Center in Florida which 
were colored according to the amount of moisture or vegetation on the ground. These 
colored spectroscopy images indicated a high moisture region at the end of the landing 
strip and a dry region which was the shuttle landing facility and this conformed to ground 
truth. Similar maps were created for the coastal region near Satellite beach in Florida and 
Patrick Air Force Base.
Gong et al have used hyperspectral data from canopy reflectances to identify six 
conifer tree species [25]. This data was processed to smooth out the signatures and first 
derivatives of the signatures were taken. These 2 sets of data were independently used to 
test the detection system. A neural network and the Linear Discriminant Analysis (LDA) 
algorithm were separately used to classify the tree species. Care was taken to make 
measurements in conditions so that the sensors were not affected by the variation of 
illumination, solar angle, viewing geometry, amount of shadow and shade, and forest 
floor conditions. Thus, measured reflectance signatures were representative of the 
characteristics of the forest species alone. Hyperspectral data was collected from six sites 
near the University of California at Berkeley and species recognition was tested from 
samples taken at each of the study sites. The same number of test and training samples 
were used for both the neural network and LDA algorithm for purposes of comparison. 
With neural networks applied to first derivative data from all spectral bands, the overall 
average identification rate was found to be 79 %. It was 17 % higher than the method in 
which smoothed signatures was given as input and 10 % higher than the LDA results 
when exactly the same data was used. Measurements were made from both sunlit and 
shaded parts of canopies to analyze the effect of illumination on accuracy of
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identification. When the test samples were averaged, it was found that the overall 
accuracy was 78 % with first derivative data as input to the neural network, while sunlit 
samples gave an accuracy of 91 % Experiments showed that the discriminating power of 
the visible region was stronger than the near infrared region. With only 18 bands of the 
blue green region used as features, the accuracy was 64 % and it dropped to 52 % when a 
much larger number of infra red bands was used. Other experiments showed that a 
smaller number of spectral bands produced better classification accuracies than using all 
bands. An error propagating neural network was used for the study and had a hidden 
layer of 50 nodes with a learning rate of 0.2.
Another area of application of hyperspectral imagery is environmental 
monitoring, pollution assessment, detection of chemicals in the atmosphere etc. Griffin et 
al have used data from AVIRIS sensors to characterize partial smoke filled or cloud filled 
atmosphere [26]. The method proposed in this work was basically used to identify an area 
of ground that had burnt vegetation producing a smoke plume, a thick cloud, two 
smoldering fires and a smoke free zone. A feature extraction algorithm based on Principal 
Component Analysis (PGA) along with knowledge of the unique characteristics of the 
spectral signatures of the features was used to identify the section of the AVIRIS scene 
above which there was cloud or smoke. PGA is generally used to de-correlate data and 
maximize information content in a reduced number of features. Since the principal 
components of the image are orthogonal and de-correlated, the different image features 
can be separated with appropriate thresholds derived from knowledge of the properties of 
the spectral signatures. For example, reflectance from clouds is invariant in the visible 
and near IR regions, in contrast to aerosols whose reflectance changes with wavelength.
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This property of cloud spectra is exploited to eliminate portions of the imaged scene 
which do not have cloud cover, by removing pixels with ratios of 2 spectral bands less 
than 0.7. Similarly, the distinctive properties of smoke plumes and burnt vegetation were 
employed to segment out their respective principal components. For an imaged scene in 
Linden, CA, the above method produced accurate separation of classes and shape of the 
different regions of the ground below.
Holden et al have worked on the problem of classifying different types of coral 
reefs [27]. Coral reefs are sensitive indicators of global climate change and hence it is 
essential to develop a system to detect and monitor changes in coral reef ecosystems 
using remote sensing techniques. For instance, when the sea surface temperature rises, 
corals lose a pigment and appear bleached. The two major sources of error that had to be 
avoided in this study, according to the authors, were, loss of reflected energy from the 
coral reef due to the water column above and similarity in spectral signatures of different 
coral reef types like white sand and bleached coral. This study was conducted on the 
island of Sulawesi in Indonesia, which had a variety of coral reef types. First, spectral 
data was collected from the reefs by a high-resolution instrument over a range of 350nm- 
1050 nm and with a resolution as small as 1.423 nm. Then PGA was applied on the 
spectral signature to calculate eigen values of the signal. After this, first order derivatives 
were computed for the signatures to determine wavelength bands that amplified the 
differences between the coral types. It was found that the first three principal components 
separated out three kinds of coral reef, 2 types of healthy and 1 bleached coral. Also 
wavelength regions that were best to differentiate healthy coral and bleached coral were 
suggested.
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Gao et al have identified water vapor columns from hyperspectral images in the 
6 - 1 2 region [28] Atmospheric water vapor profiles have uses in fields like 
meteorology and climatology. Radiance received at the sensor is a total of many 
components including solar radiance, atmospheric transmittance, scattering by particles 
in the atmosphere etc. All these were taken into account to derive water vapor amounts 
from hyperspectral data. In addition to this, other facts had to be accounted for also. For 
instance, the reflectance of ground targets is not the same at all wavelengths, in fact, they 
vary linearly with wavelength in the 0.94 and 1.14/zm water vapor absorption bands. The 
radiation scattered in the lower atmosphere is absorbed by the water vapor. If aerosols are 
present, then the effect of scattered radiation is negligible. In this study, a ratioing 
technique was used to extract water vapor bands. Several narrow spectral bands near the 
center of the water vapor absorption band were averaged to form one broad absorption 
channel. Similarly, averaging channels created two other broad windows. The advantage 
of this technique was that the ratio of the broad absorption channel with the combination 
of the other two windows removed the linear surface reflectance effect and gave the mean 
atmospheric transmittance of the broad absorption channel. By comparing the mean 
transmittance with the theoretically calculated mean transmittances using atmospheric 
and spectral models, the water vapor column amount was derived.
Wang et al have proposed a scheme to remove clouds and their shadows from 
hyperspectral images so that detection of vegetation or monitoring of the ground area 
would become easier [29]. Clouds cast their shadows on the earth’s surface and cause 
problems in optical remote sensing. To remove these clouds and shadows, the authors 
have proposed a four-step algorithm. In this method, 2 images of the ground were taken
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at different times, but o f the same area. One image was used as the main image and the 
other as the reference image. In the first step, brightness of the reference image was 
corrected relative to the main image. In the second step, the cloud regions were detected 
using the fact that clouds have a high reflectance, the image was decomposed into 
coefficients using DWT and then a reflectance threshold was applied to the image to 
remove the part covered by clouds. In the third step, shadows of the clouds were detected 
based on the fact that they smoothed brightness changes on the ground, thus the DWT 
coefficient values were used to remove shadows from the image. In the fourth step, the 
reference and main image were fused, i.e. complementary information corresponding to 
the cloud and shadow regions were extracted from the reference image and incorporated 
into the main image. The fused image was constructed by taking the inverse wavelet 
transform based on the combined wavelet transform values. Two scenes covering the 
Osaka bay and Osaka plain containing clouds and shadows and different locations were 
used as the main and reference images to test the algorithm. It was seen that most of the 
clouds and shadows in the fused image had been neatly removed, except in a few parts 
where the clouds or shadows overlapped in both the images. The algorithm could also be 
used to remove fog, mist or haze contamination.
The area of hyperspectral remote sensing is now being exploited for commercial 
and military uses. In the military arena, Wehn, et al. describes an integrated pair of 
military resources called Geobox and Hawkeye [30]. These resources facilitate 
quantitative, automatic hyperspectral data exploitation. Geobox takes framed image data 
from a variety of sensors and performs a user-configurable set of geometric and 
radiometric corrections. Hawkeye integrates a range of algorithms into a common
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framework to detect, classify, and map forest changes, urban construction, disturbed soil, 
and targets of military concern.
The Office of Naval Research has conducted many studies involving 
hyperspectral sensors and data. In fact, the Navy’s Hyperspectral Remote Sensing 
Technology Program demonstrates the utility of a hyperspectral earth-imaging system to 
support the needs of naval operations. One key component of the program is the 
development of the Naval EarthMap Observer (NEMO) satellite system to provide a 
large hyperspectral database. NEMO will carry the Coastal Ocean Imaging Spectrometer, 
which will provide imaging with 210 spectral channels over the wavelengths of 0.4 to 2.5 
pm, along with a co-registered panchromatic imager for high spatial resolution. An 
onboard processing system called the Optical Real-Time Spectral Identification System 
will provide feature extraction and data compression.
In this section, numerous remote sensing applications have been discussed which 
use the wealth of information in the contiguous spectral bands of hyperspectral data to 
perform tasks as diverse as detecting cancer to predicting global weather. This data in 
conjunction with signal processing methods described in the preceding section are a 
powerful tool for analysis and pattern recognition.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTERS
HYPERSPECTRAL DATABASE 
The database used in this project was created from the HYDICE data cube [1]. 
Each image in the cube was captured at a particular spectral band 10 nm wide and there 
are 210 such bands over the solar reflective portion of the spectrum from 400nm to 2400 
nm. Each image had 102,400 (320x320) pixels in each spectral band. The entire data 
matrix was thus of the order of 320x320x210. A subset of this HYDICE cube was 
created to facilitate faster computations. The HYDICE subset was 100x100x210 in size 
and signatures were extracted from this subset to form data matrices for use in the 
research. Each image in the cube was of a city scene that had several man-made objects 
like roads, cars and buildings. This is shown in Figure 4.
The data matrix had 1000 randomly selected HYDICE signatures from the subset 
formed by tracking a signature through the entire image cube. The pixel coordinates were 
determined by a two-dimensional uniform distribution.
u(x,y) = for 0<x, y<  100 (3.1)
A uniform distribution was used so that all the 100x100 pixels/signature were equally 
likely to be selected. Each data matrix had 1000 signatures. Into 500 of these signatures, a 
synthesized anomaly was added, as shown in Figure 5. Since one goal of the research was 
to detect a specific geophysical variable (aerosols), the anomalies were added into 
specific spectral bands corresponding to the band where the variables were known to
33
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Figure 4 One spectral band in the HYDICE cube
 . .  . .
Randomly Select 
1000 signatures
variance, and amplitude
500 Without Anomaly
500 With Anomalymean.
Figure 5 Generating signatures from the HYDICE cube
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show up. This was done to model the presence of the anomaly artificially in the signature. 
The specific geophysical variables and the relationship of three HYDICE bands to their 
spectral ranges are shown in Table 2 The anomalies added are at different spectral bands, 
of different strengths, and different variances to model all possible physical occurrences 
of the actual variables in nature.
The anomaly was an additive Gaussian function.
— ( y l —/X )
e l a  ' (3.2)
where ^  r-— is the maximum amplitude of the anomaly , À is the HYDICE spectral / (TV 2^
band , (Tis the standard deviation and ji  is the band at the anomaly’s maximum. The 
reason for using a Gaussian shaped anomaly is because of the assumption that 
absorption/reflectance spectra of target materials are relatively symmetric about the band 
center. Huguenin and Jones have used this assumption to model absorption/reflectance 
spectra of materials [15]. The assumption is based on the fact that scattering produces a 
randomness of illumination in the observed band, which results in a distribution function 
that contains contributions from a large set of transmitted light orientations. Therefore,
Table 2 Specific geophysical variables as related to subpixel target (anomaly)
center bands
Specific Geophysical Variable HYDICE Band Spectral Range
Aerosol properties 38 745-754nm
Aerosol properties 41 783-792nm
Aerosol/atmosphere properties 50 869—878nm
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the absorption/reflectance band shape should tend towards a Gaussian distribution 
according to the central limit theorem of statistics.
The additive Gaussian anomaly’s variance, for the most part, spanned seven 
bands. The amplitude at the band center was a percentage of the mean value of all the 
signatures in the particular band. This was done to model differing strengths of the 
anomaly’s presence. Four such amplitudes of 10 %, 5 % 3 % and I % were used to 
provide a range of difficulty for the classification algorithms. Some of the data matrices 
have anomalies that represent increased reflectance and therefore add to the mean 
amplitude of the signature at a particular band, others represent increased absorbance and 
subtract from the mean amplitude of the signature at a particular spectral band. This is 
shown in Figure 6.
To analyze the effects of anomaly variance on the classification algorithms, 4 data 
matrices with variance other than 7 were created. The variance of these anomalies is 
proportional to the amplitude at the center band. For example, an anomaly with 
maximum amplitude of 10 % of the mean will have a variance of 10 while one with a 
maximum amplitude of 3 % has a variance of 3. The anomaly with maximum amplitude 
of 1 % has a variance of 2 rather than 1 because it would translate into a spike at the 
center band and would be impractical to classify.
The average signal-to-noise ratios (SNR) for each data matrix in the database is 
shown in Figure 7 where the signal is represented by the anomaly and the noise is 
represented by a HYDICE signature. While the variance has little impact on the average 
SNR, the SNR is proportional to the amplitude of the anomaly. The average SNR is 
determined by
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Figure 6 Positive and negative anomalies added to an example hyperspectral signature
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1000 1000
(1/ 1000) ^ S N R „  =(1/ 1000)2 ^  <inomal\ (3.3)
n = l n = l O '„
where n is the n'* signature in the data matrix, <T‘nnom<z/y is the variance of the additive
anomaly and <T„“is the variance of the n'* signature in the data matrix. From Figure 7, it 
is seen that the SNR values in the database vary from a high of -^6  dB to a low of -98 
dB. —46 dB corresponds to an additive anomaly of 10 % and —98 dB corresponds to an 
additive anomaly of 1 %. Such low SNR values indicate how insignificant the anomalies 
are, when compared to the HYDICE signature. The nomenclature of the data matrices 
includes the band center, variance and concentration of the anomaly. For example.
0.00 C . c .e IC lu
c.
-20.0G- u - c>C Ï— c r
M
c i
-40.0G ’
-60.0G
-80.0G
-100.06
- 120.00-
Data Matrix
Figure 7 Signal to noise ratios of each data matrix in the database
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Hysig38_7_10p, refers to an anomaly of variance 7 at band 38 with an amplitude which 
is 10 % of the mean amplitude of the signatures at that band. The ‘p ’ indicates that a 
positive anomaly has been added, a suffix ‘neg’ indicates that a negative anomaly has 
been added.
As mentioned earlier, the signatures were obtained by tracking a pixel through the 
data cube, the coordinates of the pixel being chosen through a uniform distribution, 
meaning that any pixel from the IGGx IGG was equally likely to be selected. Therefore, 
the signatures could be very diverse depending on the spatial characteristics of the region 
on the ground that is being imaged. For example, a non-uniform scene on the ground like 
that of a city would produce differing spectral signatures in the reflectance band 
positions. As opposed to this, spatially uniform areas would produce similar reflectance 
spectral signatures. The results reveal that the existence of the anomaly is much more 
accurate when applied to a uniform scene.
Various interactive programs have been developed in MATLAB and these have 
GUI’s (Graphical User Interfaces) to allow the user to create a data matrix of size 
lGGxlGGx21G from the larger HYDICE database containing nearly 21.5G4 million 
pixels. After creating the data matrix, the programs use a random number generator that 
selects lOGO signatures from the matrix, based on a uniform distribution mentioned in 
Equation 3.1. With a simple point and click procedure, the user can point to any spectral 
band, amongst the 21G bands from 4GG-24GG nm to add the anomaly. The user can also 
specify the variance and strength of the anomaly.
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CHAPTER 4
METHODOLOGffiS 
This section describes data processing algorithms that have been developed and 
used in this work. Section 1 discusses a Derivative based feature extraction procedure 
used on the HYDICE data cube as stage 1 of the entire target detection system. This has 
been organized into 3 subsections dealing with the manner in which derivatives have 
been computed, which spectral bands of the signal they have focused on and what 
combinations of derivatives have been employed for processing the spectral signatures. 
Section 2 pertains to a feature reduction algorithm called Linear Discriminant Analysis 
(LDA). Section 3 explains the performance criterion used to evaluate the accuracy of 
feature extraction and reduction. Section 4 discusses 2 classifiers used in this work, the 
Nearest Mean and Maximum Likelihood classifier.
4.1 Derivative Based Feature Extraction 
The goals of feature extraction are [31]
1. Extract the features or characteristics of the signal that uniquely define the signal.
2. Modify the features obtained in accordance with the specific application.
3. Reduce the dimensionality of the features into a manageable number without 
discarding vital information.
4. Select features that provide fast training times for classifiers.
40
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Computing derivatives of spectral signatures has been a traditional method of 
feature extraction [15][16][17]. The motivation of using derivative based methodology in 
this work was to develop an automated system for target detection on hyperspectral data. 
The reflectance or absorbance spectra of the anomaly in the observed band has a 
Gaussian distribution function due to scattering of light from multiple directions and 
sources [17]. A derivative based method is particularly suited for this kind of application 
as essentially the differentials of a Gaussian functions would extract the peculiarities of 
spectral information hidden in the bands and therefore could be used to discriminate 
between classes of materials on the ground.
There are other advantages to using a derivative based approach in analyzing the 
absorption bands of a reflectance spectrum in a diffusely scattered medium [17]. If there 
are large variance continuum features in the spectral signature, they are suppressed by 
higher order derivative operations. The accuracies of band position determination are 
generally unchanged by the presence or absence of continuum contributions, irrespective 
of the fact that these broad features add, subtract, multiply or divide with the signal. As 
mentioned before, the synthetic hyperspectral signature used in the work contains an 
additive Gaussian anomaly. The results of band detection are not strongly dependent on 
whether the anomaly is an additive or multiplicative convolution of constituent 
absorption bands in a real time environment. Also, the derivative based band selection 
criterion described in the following section is insensitive to the distribution function of 
the anomaly in the absorption spectrum of the material, meaning that even if the material 
has some other Probability Distribution Function (pdf), like Lorentzian etc, the same
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criterion could be used. This is true as long as the function is relatively symmetric about 
the band center.
4.1.1 Computation through Finite Approximation 
Finite Approximation has been used to compute derivatives of spectral signatures 
in this work. According to this criterion, the first derivative is simply a difference of band 
strengths divided by band separation [15]
ds _ s ( Â , ) - s ( À ^ )
where AÀ is the separation between bands or the band resolution and is equal to A, —À j ,
and j(/l) is the strength of band À , i and j  are the spectral band positions with A, <X^.
Any order of derivative can be computed with the finite approximation method. The n’’' 
derivative is represented as,
i-*-n
dn _  d  +
-  iT t )   rm ;  —rm ;—
. . 2/ + 72 . . .  .where j  = -------  n  2i + n is even
22 +72 +  I  . .
J  = -----------  if 22 +  72 IS odd
The above 2 statements mean that if the position of the resultant derivative, j, falls 
between 2 bands, it is assigned to the next higher band. The coefficients Ĉ . are the
elements of the Pascal’s triangle [32] of the n “' row. In this work, the 2“̂ *, 4'^ and 5'** 
derivatives of the spectral signature have been used as a feature vector. A question arises 
as to why these derivatives in particular have been used and why not any other. The
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answer is that, as mentioned earlier, the anomaly in the absorption band is modeled as a 
Gaussian random variable. If we consider a single isolated absorption band, and compute 
its derivatives, we will find that the 2°^ derivative is negative, the 4‘*' derivative is positive 
and the 5^  derivative is a zero crossing at the band center of interest. To explain 
mathematically, the resultant band shape is approximated by
f ( v )  = he (4.3)
where h is the mean band strength at band center vq and a  is the standard deviation. At 
the band center vo,
/" (V „ )  =  - A  (4.4)
/ " ' ( v o ) = ^  (4.5)
<T'
/^ (v o )= 0  (4.6)
The above 3 equations show that the 2"̂ * derivative of a Gaussian is a negative quantity at 
the band center, the 4'*’ derivative is a positive quantity and the 5'  ̂ derivative is a zero 
crossing, which is in fact true for all odd derivatives. This is the justification for using the 
above criterion as a feature vector for the hyperspectral data and as the results show, has 
been found to be very successful in detecting Gaussian anomalies. The reason for using 
the 5'^ derivative as a zero crossing and not the derivative, is that, the error in locating
the band position of the anomaly is lesser for higher order derivatives as the slope of the
derivative is larger by a magnitude of 5 times compared to the l"  derivative. Thus the 
structure is sharper in the higher order derivative functions. Also, orders higher than 5 
have been avoided to keep the computational complexity of derivative computation low, 
so that in the future such systems could be implemented in hardware.
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The feature vector consisting of the 3 derivatives is described below and 
calculated from equation (4.2).
dS . 7 f ( / î j ) - 2 5 ( y î , , . , ) + 5 ( / î j . , , )
d?} (A/l)-
ds . _  s{À, ) -  ) + 6s(Ài^:.) -  45(A,^3 ) + j(A„^ )
dÀ* (A/l)"
ds . s(À, ) -  ) + 1 0 j(/l ,+2 ) -  1 0 .r(yl,.̂ 3 ) + 5j(A,+^ ) -  s{À, )
04 7)
0L8)
(4 9)
dÀ^ "  ( A À f
Figure 8 shows a typical hyperspectral signature and the 3 derivatives that have been used 
as a feature vector.
4.1.2 Derivatives in the Region of Interest 
The target that is being detected in this study is the presence of aerosols in the 
atmosphere. Two cases have been investigated, one in which it is assumed that we have a 
priori knowledge of the bands where the target is expected to be found. In this case, the 
feature vector is computed for only those specific bands or the ROI. In the other case, the 
ROI is expanded to encompass more and more bands and finally it spans the entire length 
of the spectral signature to simulate the situation when we have no a priori infonnation 
about the location of the anomaly. Searching for the anomaly’s presence without any clue 
as to its spectral location and achieving that at reasonable accuracies is the goal of this 
automated target detection system. It would then be perfect for use in a real time 
environment where frequently we do not have a priori information about the target 
location.
A hyperspectral signature with it’s ROI is shown in Figure 9. The band center of 
the anomaly is Àq and a  is the length of the search window. This means that the
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detection system is searching for the anomaly in a spectral window of À ^ - a  to Ag + 
This spans 2 a  + 1 spectral bands. Each band has a length of 10 nm. In this study, search
windows of 4, 5, 7, 10, 15, 25 bands, and the entire signal, which is 210 bands, have been
used to investigate the effects of the uncertainty of the anomaly’s location on the 
accuracy of determining whether a signature contained the anomaly or not.
As mentioned earlier, the 2" ,̂ 4* and 5'*' derivatives of the signature have been 
used as a feature vector. Two methods have been used to compute features:
1. The mean of these derivatives in the ROI has been taken to give a 1x3 feature vector.
^  (4.10)
2. The minimum value of the 2"  ̂ derivative in the ROI, the maximum value of the 4'*’ 
derivative in the ROI and the mean of the 5‘* derivative in the ROI is a 1x3 feature 
vector. This is called the minimax criterion.
FV.  =[min(s(2))...max(s(4))...mean(s(5))]^_^_^^„ (4.11)
500&
50 100 200150 250
À, -<z À, ^0 + ce
Figure 9 Hyperspectral Signature with its ROI
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where s(2), s(4) and s(5) represent the 2"‘*, 4'*‘, and 5* derivatives respectively. There are 
a 1000 signatures in each data set, 500 of them containing a synthetic Gaussian anomaly 
of a specific variance, at a specific band center and a specific strength. Following the 
method given by equations (4.10) and (4.11), a 1000x3 vector of features is formed for 
both cases, each signature consisting of a 1x3 vector of values, either from the mean of 
the derivatives or from the minimax criterion.
There are a few points to be observed in the computation of derivatives. One is 
that, they are normalized by a power of the band resolution or AA . Figure 10 shows the 
magnitude of the reflectance values shrinking as the order of the derivative increases. 
Another important point is that there is a drift of bands in the signal after its derivative is 
calculated. For instance, the band of the original reflectance spectrum is shifted to the 
(i+l)^ band of the 2°^ derivative, the (f+2)'^ band of the 4̂  ̂derivative and (i+3)‘*‘ band of 
the S'^derivative. Therefore an ROI o f  - a :  + a  is actually displaced by a few
bands when its derivatives are taken. A third point is that there is a spectral shrinking of 
the bands which is a function of the band separation. For instance, for the 5'*’ derivative, if 
a wide band separation is chosen, say, AA = 10, then the signal shrinks by ( n x  AA ) 
bands, in this case 50 bands which is a significant amount. Thus the derivatives cannot be 
computed at the beginning and the end of the original spectrum. To overcome this 
problem, the signal has been artificially expanded by inflecting it about the last band to 
(nxAyl ) bands, so that after taking its derivative, it would retain the original number of 
bands and would allow derivatives to be taken at the beginning and end of the spectrum. 
Thus, anomalies at any location can be detected by this system and it is not constrained
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by the band separation used to compute derivatives. Figure 10 shows the effect of 
smoothing of wide band resolutions on the derivative of the signal.
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4.1.3 Feature Extraction through Exhaustive Search 
One goal of this research was to identify the features that worked best at 
classification. To accomplish this, an exhaustive search method was used. There are 7 
combinations of the 3 derivatives that make up the feature vector (FV)
1. FV=2"‘* derivative
2. FV=4'^ derivative
3. FV=5‘̂  derivative.
4. FV=[2"^ 4'^ ] derivatives.
5. FV=[2"‘‘ ,5"^]derivatives
6. FV=[4^ , 5^ ] derivatives.
7. FV=[2"'* ,4=̂  ,5'*']derivatives.
Derivatives of the hyperspectral signature were taken at band resolutions from 1 through 
7 bands. At each of these band resolutions, the 7 combinations of derivatives mentioned 
above were reduced to a scalar using LDA and their performance tested using ROC 
curves. This was done to investigate if there was a combination out of these 7, which 
consistently did best in separating the signatures with and without the anomaly. Also if 
there was a particular band resolution that performed better than others, i.e., could the 
characteristic features of the anomaly be seen only in a particular feature vector and at a 
particular resolution depending on the nature of the anomaly present.
The band resolutions were restricted to a maximum of 7 bands or 70 nm width 
because it was known that the variance of the anomaly was 70nm. Therefore at much 
larger band resolutions, signature decomposition would completely ignore the anomaly as 
it would be a minor detail in the signal at such large separations. Thus, the investigation
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was limited to a resolution of the order of the anomaly. Also, the signature was not 
smoothed or filtered prior to processing because derivative analysis was being performed 
and larger derivatives of any signal have the effect of smoothing out the signal.
Also the exhaustive search across all derivative combinations and all band 
resolutions was done for a number of search windows ranging from 4 bands in width to 
the entire signature, to simulate the case where no a apriori information about the 
anomaly was known. In the end, the feature set which had a good performance 
characteristic index (set by the user to be between 0.7 to 0.8) as calculated from the ROC 
curves across all the search windows was the one out of the 7 available feature sets that 
was used to test the accuracy of classification with the Nearest Mean and the Maximum 
Likelihood classifier.
4.2 Feature Reduction 
Feature reduction is an important step in the process of anomaly detection and its 
main purpose is to reduce the dimensionality of the feature set to make further processing 
easier. Linear Discriminant Analysis is a classical method used in pattern recognition 
problems to make the feature space more manageable. In this work, a statistical 
procedure known as Fisher’s linear discriminant was employed to find a linear 
combination of the feature vector to yield a scalar.
4.2.1 Linear Discriminant Analysis 
In Fisher’s discriminant analysis [33] the samples forming compact clusters in 
feature space are projected onto a line. If the line is arbitrary, as shown in Figure 11(a) 
this projection will result in a confused mixture of samples. But there could be one
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orientation of the line for which all the samples belonging to the 2 classes are well 
separated. This is shown in figure 11(b). The goal of discriminant analysis is to find the 
orientation of such a line. Mathematically, LDA involves finding the weights, w , for the 
n components of each class, expressed as
y = vv'.r (4.12)
where x  is the feature vector for the class. A measure of separation between the projected 
points is the difference of class means. If w, is the mean of the d  -dimensional class, then 
the class mean for the projected points is
m. (4.13)
The aim is to maximize the difference of the class means, —nin, so that the projected 
data are as far apart as possible. This alone is not an indicator of the separation. Only
Figure 11 Projection of class samples on a line
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from the means and  the variance of the 2 classes, would emerge the true picture of the 
class separation. The scatter or variance of a class is defined as
? r  = 5 ^ (y -m ,) -  (4.14)
Thus (1/n) (?i' + ?%") is the total within class scatter of the projected samples. Fisher’s
discriminant function is defined as that linear function w'.r for which the criterion 
function /(w ) is maximized
(4.15)
5l"
The above equation basically means that the linear function is one which seeks to 
separate the means of the classes projected on the line as much as possible, while 
minimizing the variance of the classes making them well separated compact clusters in 
the transformed linear domain. To obtain 7(w) as a function of w, a Scatter matrix is 
defined
S, = 2^(A '-m ,)(.Y -m J' (4.16)
JE.V,
The within-class scatter matrix is 5,,. which is a sum of the scatter of the 2 classes 
individually, 5 ,+52. Then,
5," = ^ ( w 'x —w'm, )■ = (4.17)
x̂ Xi
The total scatter matrix as a function of w is
?,' + S2~ = w'S„.w (4.18)
Similarly, to obtain the difference of the means as a function of w ,
(m, —fhzŸ  =(w 'm, —w'mn)' =w'SgW  (4.19)
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Sg is called the between class scatter matrix and is equal to
5g = (m, —m^Xnii —m^Y  (4.20)
Substituting for S„. and S g , J(w)  from equation (4.15) is written as
(4.21)
w S,,.vv
To maximize J , the vector w must satisfy the equation
SgW = ÀSw w  (4.22)
Since, SgW is in the direction of /n, — W; and the scale factor À can be ignored, the 
linear discriminant weight vector is
w = 5,vr”'(m, — m ,) (4.23)
This is the vector which when substituted in equation (4.12) forms the linear coefficients 
of the samples in a class, and produces an equivalent scalar value.
4.3 Performance Evaluation 
Once the weighting function has been determined using Linear Discriminant 
Analysis, assuming of course, that the truth about the samples used to determine the 
weighting function is already known, the accuracy of this weighting function has to be
evaluated. For performance evaluation the ROC curve was used. Performance evaluation
would mean two things, (1), determining the number of class A data that have been 
correctly classified as class A and (2), determining the number of class B data correctly 
classified as class B.
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4.3.1 ROC Curves
ROC analysis has been described by Charles Metz [34] [35] as a simple yet 
complete empirical description of the decision threshold effect, indicating all possible 
combinations of the relative frequencies of the various kinds of correct and incorrect 
decisions. Two indices have been defined to obtain a true picture of the accuracy of 
decision making.
. . .  Number of true positive decisions .. _Sensitivity = ---------------------    (4.24)
Number of positive cases
. Number of true negative decisions ..Specificity = ------------------------    (4.25)
Number of negative cases
Sensitivity is also called the True Positive Fraction (TPF) and Specificity is called the 
True Negative Fraction (TNF). Theses two terms represent 2 kinds of accuracy, for the 
actually positive and for the actually negative cases. Accuracy is related to sensitivity and 
specificity by the formula:
Sensitivity x [Fraction of the study that is positive]
Accuracy = (4.26)
+ Specificity X  [Fraction of the study that is negative]
Positive cases in this study are those signatures which contain the anomaly and negative 
cases are those which do not contain the anomaly. Two other terms called False Positive 
Fraction (FPF) and False Negative Fraction (FNF) are defined. FPF represents the 
fraction of negative cases that are falsely classified as positive and FNF represents the 
fraction of positive cases that are falsely classified as negative. From the above 
definitions, it is follows that the sum of TPF and FNF is 1, as also is the sum of TNF and 
FPF.
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The distribution of test cases is Gaussian in nature and this arises from the Central 
Limit Theorem (CLT) [36] in statistics. It states that for a set of Random Variables (RV) 
that are independent and identically distributed, the probability density function of the 
test cases will approach a Normal distribution with a mean and variance equal to that of 
the RV’s. Figure 12 shows the distribution of Class A and Class B samples. A decision 
threshold has to be selected that separates the 2 classes. Different choices of thresholds 
yield different values of correct and incorrect decisions. Most often, a single threshold 
value will not cleanly separate the Class A and Class B populations since the classes 
overlap. For instance, in Figure 12, moving the decision threshold to the right (or 
increasing it) will cause both TPF and FPF to reduce. This means that lesser number of 
class A cases will be correctly decided as class A, and the number of class B cases 
decided as class A will also be reduced. In addition, true negative and false negative 
decisions will become more frequent.
Decision threshold
Negative Decisions
V /  \
TNF >! /  \
Positive Decisions
TPF
FNF FPF
D ecision Axis
Figure 12 Actual distribution of test cases
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Changing the decision threshold several times will give rise to pairs of TPF and 
FPF. These values may be plotted on a graph with TPF on the vertical axis and FPF on 
the horizontal axis, both ranging from 0 to 1. The values of TPF and FPF corresponding 
to the threshold are determined by the distribution of both classes, their means and 
variances. These points lie on the ROC curve. A parameter measuring the area under the 
ROC curve is [37] used to quantify the accuracy of detection. Figure 13 shows a typical 
ROC curve. Any point in the curve would give the TPF for a fixed FPF. Thus a curve 
with a larger area under it would imply a larger TPF (approaching a maximum of I) for
AROC
1.0
Varying thresholds
0.0
FPF0.0 1.0
Figure 13 ROC Curve
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the same FPF. The ROC curve shows the extent to which FPF must be increased to 
increase TPF to any required level. An area under the ROC curve of 1 would mean a TPF 
of 1 and FPF of 0. This implies that all the positive and negative cases are decided 
correctly.
4.4 Classification
The goal of this research is to classify an unknown signature as one containing the 
anomaly or not with a high degree of accuracy or reliability. ROC curves indicate the 
general performance of the weighting function and use a priori information to do so. The 
purpose of using classifiers is to assign the unknown signatures to one class or the other. 
Classifiers are trained on a set of data to ascertain the weighting function, which best 
discriminates between the 2 classes and then tested on an entirely different set of data. 
This is called supervised learning with unbiased testing. In this work, 2 classifiers have 
been used. Nearest Mean and Maximum Likelihood classifiers.
4.4.1 Nearest Mean Classification 
In Nearest Mean classification, an unknown signature is assigned to class A or B 
depending on the Euclidean distance between the signature and the class. The Euclidean 
distance between 2 classes is defined as:
jV -l
V 7=0
where Xj and Zj are the members of the 2 N dimensional classes. In this work, 500
vectors were used for training the classifier and it was tested on another 500 vectors. 
These vectors were obtained from the database of 1000 hyperspectral signatures, which
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contained 500 signatures with an artificial Gaussian anomaly. Since the training set was 
completely isolated from the test set, it did not in any way bias the results of 
classification. Also the large number of training and test vectors ensured that the 
classifier accuracy had a high degree of reliability and was a true measure of the identity 
of the signature. Prior to the training process, the signatures used for training, i.e. 250 
which contained the anomaly and 250 which did not, were reduced using LDA and the 
weights corresponding to the features were obtained. The feature vector of 1x3 in this 
study was reduced to a single scalar value. Thus, a 1x250 vector of scalar values was 
obtained for each class and the means of the classes were computed. Similarly, the test 
set had 500 ‘unknown’ signatures and the same weights from the training process were 
applied to each of the unknown signature feature sets to reduce their dimensionality. 
Then the distance between the class mean and the signature was computed using the 
formula:
d = (4.28)
The class that was closest to the unknown signature was the class to which the signature 
was assigned. The accuracy of classification was computed as the fraction of test cases 
that were correctly classified. This was possible since the true classification of all 500 test 
as well as 500 training vectors was known.
4.4.2 Maximum Likelihood Classification 
In Maximum Likelihood classification, both the mean and variance of the classes 
was taken into account to decide which class a signature was assigned. This is unlike the 
Nearest Mean classifier, which decides only on the basis of class means. In this sense, the 
Maximum Likelihood classifier is superior to the Nearest Mean classifier. The 2 class
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distributions are assumed to be Gaussian due to the Central Limit Theorem (CLT) of 
statistics. The pdf of each class is determined with a mean and variance equal to the mean 
and variance of the class. The Gaussian p d fs of the 2 classes overlap and the key point is 
to determine the class boundaries as shown in Figure 14. Once that is done, the unknown 
signature is assigned to a particular class depending on the class boundary it falls in.
Similar to Nearest Mean classification, a training set of data is required for the 
classifier. But here the goal of training is to decide what the class boundaries are in terms 
of a reduced feature scalar. The input to the classifier is the unknown signature in the 
form of a reduced scalar value. This is compared with the class boundaries and assigned 
to either class A or B. A priori class statistics are used to determine class boundaries.
Cliiss B
Reduced 
►  Feature 
Scalar
Figure 14 Maximum Likelihood Classification
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CHAPTERS
RESULTS
The methodologies described in chapter 4 were applied to the hyperspectral 
database and results were obtained for anomalies with specific band centers, anomalies 
with changing variance and anomalies that modeled absorbance and reflectance spectra. 
Also a comparison was made between the 2 feature extraction methods and between the 2 
classifiers used in this work. The optimum feature sets in terms o f band resolution and 
derivative combination were determined after analyzing the results fi'om 20 data matrices 
ferming the cumulative database.
5.1 Anomalies in specific band centers 
Tests were carried out for anomalies in Bands 38, 41 and 50, because aerosols, 
which were the ‘target’ in this study were usually detectable in those bands. To study the 
effect o f aerosol detection at all strengths and band position uncertainties, synthetic 
anomalies were added (or subtracted) at 10%, 5%, 3% and 1% o f the mean strength o f the 
signature in the band. The detection system scanned for the anomaly over a range of 
cases from a case assuming no a priori knowledge to using the exact variance o f the 
anomaly as the ROI. A number o f  interesting results were found. The ROI spanned 
2 a +1 bands where a  was a search length o f 4 , 5, 7, 10, 15 and 25 bands.
60
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1. On an average, anomalies in all spectral band centers could be detected with 
accuracy’s as high as 96 % for an anomaly size o f 10 %, dropping to an accuracy o f 60% 
for an anomaly size o f 1 %. The best accuracy for an almost negligible anomaly o f 1 % 
was found to be 69% using the Nearest Mean classifier on a data matrix with band center 
38. Figure 15 shows the classification results as a function o f ROI and anomaly strength 
for one particular data matrix;.
2. The classification accuracies improved dramatically, by as much as 40 % as the ROI 
was reduced fiom the entire signature length to a width approaching the anomaly size. 
Also, the accuracy did not continue to increase, but decreased for a  < 7  bands. The 
reason for this is simple: the detection system works better if  more a priori information is 
given to it about the anomaly’s spectral band location. Increasing the ROI would mean 
that the system is searching over a large area and the anomaly becomes embedded in the 
search area thus reducing the accuracy o f classification. Also narrowing the ROI to less 
than the variance o f the anomaly would make the system focus on only a part o f the 
anomaly. An ROI o f 15 bands ( a  =  7) covers 99% o f the anomaly while a lower ROI o f 9
1 0 %
R e g i o n  of  I n t e r e s t
Figure 15 Maximum Likelihood classification accuracy for a positive anomaly o f
variance 7 added to Band 41.
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bands ( a  = 4 ) covers about 80% thus making it less accurate to use as an effective ROI. 
This does not imply that the system performs badly in all other cases. The classification 
accuracy was found to be as high as 74 % for an anomaly size o f  10 % and an ROI 
covering the entire signature.
5.2 Anomalies with changing variance.
To explore the effects o f changing variance on the accuracy o f  classification, 4 
data matrices were created that had variances spanning 10, 5, 3 and 2 spectral bands. The 
variance in these anomalies is proportional to the amplitude o f the anomaly. For instance, 
an anomaly with an amplitude that is 10 % o f the mean amplitude o f signal strength had a 
variance o f 10, an anomaly with an amplitude that is 5 % o f the mean ançlitude o f signal 
strength had a variance o f 5. Similarly a 3 % anomaly had a variance o f 3 and a 1 % 
anomaly had a variance o f 2, since a variance o f 1 would mean a spike and that would be 
impossible to classify. The center o f the anomaly was at band 38 and it was negative in 
nature. The general trend was that as the variance o f the anomaly increased it showed 
better classification accuracy. This can be seen when comparing Table 16 and Table 22. 
The 10 % anomaly with a variance o f  10 was detected with slightly greater accuracy than 
a 10 % anomaly with variance o f 7 across most ROI. A similar result occurred for a 3 % 
anomaly with a variance o f 7 compared to a 3 % anomaly with variance o f 3. The former 
was detected in nearly 84 % (Table 16) o f the test cases while the latter in nearly 82 % 
(Table 22) o f the test cases. Performance also rose with increasing anomaly strength at all 
ROI’s. This was similar to the trend seen in the data matrices with a fixed variance.
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Figure 16 shows the results for anomalies with changing variance modeling the 
absorption spectra o f aerosols.
5.3 Positive and negative anomalies 
Tables 15 —20 and 27 - 32 show the classifier results for negative and positive 
anomalies o f Band 38. The difference between the classification rates was seen in the fact 
that positive anomalies were detected with a higher accuracy at larger ROI. On the whole, 
the absorption or reflectance spectrum of target material did not make huge differences in 
its detectability. Negative anomalies exhibited the same trend o f improved classification 
at larger amplitudes and narrower ROI. The best accuracy for the negative anomaly was 
97.4 % (Table 17), which was nearly the same for the positive anomaly. Figure 17 shows 
the comparison o f classification accuracy for positive, negative anomalies and anomalies 
with changing variance.
5.4 Mean vs. Minmax criterion o f  derivatives as features.
Figure 18 shows the classification results for the 2 feature extraction methods
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Figure 16 Maximum Likelihood classification accuracy for a negative anomaly o f
variance 7 added to Band 38
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38. The study shows that the mean o f the 2“* ,4* and 5“* derivatives in the ROI provides 
better classification rates than the minimum o f the 2“̂* derivative, the maximum o f the 4^ 
derivative and the mean o f  the 5* derivative in the ROI. The Minmax criterion seemed to 
do better when the ROI was large for the positive anomaly case. A classification accuracy 
o f 74.8 % resulted assuming no a priori information about the anomaly’s spectral 
location, i.e., for an ROI equal to the entire signature. This increased to 96.4 % (Table 
29) when the search area focussed on 25 % o f the signature’s spectral width o f  210 
bands. These numbers were 54.2 % and 85.6 % (Table 32) using the mean o f derivatives 
as the feature vector. These figures slightly dropped in conq)arison to the mean o f  the 
derivatives method as the search area became narrower. By and large, using the mean o f  
the derivatives as a featme vector gave better classification rates for aU ROI. The 
difference in the performance rates was between 4 — 14 %, the greatest difference seen as 
the strength o f the anomaly decreased to 1 % o f mean signature value at the band. This 
can be seen when comparing Tables 5 and 8 for the 1 % and a  =7 case.
An ROI was defined for weeding out the anomaly fi*om somewhere within it. I f  an 
anomaly was present in the ROI, the 2“* derivative, for instance, would have a negative 
value at the anomaly’s spectral location. Taking the mean o f the 2™* derivative in the 
entire ROI would yield a negative number for the mean value o f  the ROI. The minmax 
criterion picks out the minimum value o f the 2“** derivative in the ROI. The minimum 
value (which is a negative value for the 2“* derivative) is a true indicator o f the anomaly’s 
presence only if  it lies within the range defined by the Full Width H alf 
Maximum(FWHM) [15]. This could be a possible reason for the mean o f the derivatives 
as a more stable and accurate feature vector than the minmax criterion.
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5.5 Nearest Mean vs. Maximum Likelihood.
A comparison o f the classification rates o f the Nearest Mean and Maximum 
likelihood classifier for a database with a positive anomaly in Band 38 is shown in Figure 
19 and Figure 20. There is no consistent trend with the performance o f  these 2 classifiers.
DM: Positive anomaly 
variance 7 band center 4 1
DM: Positive anomaly 
ariaace 7 band center 38 variance 7 band center 38
DM: Negative anom aly DM: Negative anomaly cbaagtng 
van an ce band center 38
DM: Positive anomaly 
variance 7 band center SO
l.O
0.9 Anomaly
Amplitude
0.8
0.7
0.6
0.5
0.4
Featnre Extraction Region o f  Interest (ROD
Figure 19 Nearest Mean classification accuracy for all data matrices
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Figure 20 Maximum Likelihood Classification Accuracy for all data matrices
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In some cases, the Nearest Mean classifier outperforms the Maximum Likelihood, while 
in other cases, the opposite is true. Both the classifiers were trained on a large set o f 500 
signatures o f which 250 contained the anomaly and 250 did not. The governing trend was 
classification rates in excess o f 90 % for narrower ROI’s approaching the variance o f the 
anomaly and for increasing strength o f anomaly. The classification rates fell o ff on both 
sides o f an ROI that matched the anomaly variance and covered 99 % o f the area o f the 
Gaussian anomaly. In Figure 19, for the larger strength anomalies the performance was 
almost the same, but for the 3 % and 1 % anomaly, the Nearest Mean classifier did better 
than the Maximum Likelihood.
5.6 Optimum feature sets selected through exhaustive search 
One goal o f this research was to identify the feature combination and band 
resolution o f the derivatives, which were best for feature extraction. In this study, an 
exhaustive search was carried out across all scales and feature combinations and for each 
search window too. The scale — feature set that did best in terms o f area under the ROC 
curve was culled out for use in the subsequent stages. For example, if  the feature set o f all 
3 derivatives at scale 5 gave consistently good ROC results for all search windows, this 
was the combination at which the 10%, 5%, 3% and 1% data matrices were decomposed 
and used further in LDA. One predictable result that came out o f the study was that the 
combination o f all 3 derivatives as features was the one that gave best ROC results. This 
was seen in all the data matrices. Figure 21 shows the results for the optimum scale for 
decomposition. For the mean o f derivatives criterion, a band resolution o f 5 bands 
outperformed the other band resolutions. For the minmax criterion, a band resolution o f 6
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
68
did consistently well for all the data matrices. For one data matrix alone, the band 
resolution was equal to 7. Band resolutions that are o f  the order o f the anomaly size are 
expected to accurately trap the features of the anomaly while larger band resolutions 
either detect only gross features and fine resolutions detect only the details in the 
signature. Tables 33 - 39 show the results o f exhaustive search for one data matrix with 
the optimum feature — scale combination highlighted.
Features extracted usmg 
Mean o f  detivaDves
Features extracted using 
Msi.Max and Mean of 
derivatives
Note: 2nd.4th.5th derivatives o f  
signal used for feature extraction
tf
5  2
5  w
. .  £
Figure 21 Optimum feature sets selected through exhaustive search
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CHAPTER 6
CONCLUSIONS AND RECOMMENDATIONS 
In this thesis, an automated target detection system was developed and tested on a 
set of HYDICE signatures. The effects of target characteristics and system parameters on 
the results of the study were analyzed. Target characteristics included the target shape, 
strength, spectral location and variance. System parameters included the search window, 
band resolution, feature extraction methods and classification methods. In the study, the 
target is an aerosol whose presence or absence in a signature is detected by the system. 
Twenty data matrices were created with anomalies at different spectral locations, of 
different strengths and variances. One thousand signatures forming the data matrix were 
chosen randomly applying a uniform distribution to a data cube of size 100x100x210. 
Each signature was obtained by tracking a pixel through the cube across all the 210 
spectral bands.
Into 500 of these signatures, anomalies were synthetically added to model the 
occurrence of the aerosol in the atmosphere and this was done after studying the spectral 
characteristics of this chemical. The spectral characteristics of aerosols reveal that they 
occur in certain bands only, i.e. Bands 38, 41 and 50 as mentioned in Table 2. Using this 
information, a Gaussian anomaly was inserted in the above bands with a variance of 7 
bands and with strengths of 10 %, 5 %, 3 % and 1% of the mean amplitude o f the 
signature at the above bands. Statistical signal processing methods were applied
69
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To find features that could distinguish between signatures that contained the target and 
the ones that did not.
The automated system had several steps for processing the input HYDICE 
signatures. They were feature extraction, feature reduction and classification. Feature 
extraction was carried out using a derivative based method, feature reduction was carried 
out using a statistical procedure called LDA. This involved finding appropriate linear 
weights for each feature so that the resultant weighted single feature could by itself 
distinguish between the 2 classes of ‘target’ and ‘no target’. The efficacy of feature 
extraction was evaluated using ROC curves and the accuracy with which the system 
classified signatures with and without the target was determined using 2 conventional 
classifiers. Nearest Mean and Maximum Likelihood.
The results o f the study revealed a fact that was consistently seen across all the 
data matrices - the results were heavily dependent on the search window. If the system 
used a priori information about the target in the processing stage, for the most part, 
classification rates were between 95 -  100 %. This far surpassed expectations of the 
performance of this automated detection system, keeping in mind the fact that the target 
was an insignificant portion of the signature. The SNR’s for the target ranged between 
-50 to -90 dB. This meant that the target was around between 3 -5  orders of magnitude 
weaker than the signature. Results were best for ROI’s equal to or close to the variance of 
the target. An ROI o f ± 7 bands produced the best classification results.
Band resolution was another system parameter that influenced the results of the 
study. Different band resolutions were explored to see if there was one that consistently 
brought out the features of the target in a more effective manner than others. This was
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evaluated through ROC curves. Band resolutions from 1 to 7 bands were used to 
decompose the signal into its derivatives. It was seen that as the band resolution 
approached the order of the variance of the anomaly, the performance in terms of area 
under the ROC curve improved. This fact was generally true irrespective of the method 
through which the features were computed, either using the Mean or the Minmax 
criterion of derivatives. Band resolutions much smaller than the size of the anomaly 
failed to capture the features of the anomaly, while band resolutions much larger than the 
size of the anomaly captured only the gross features of the signal and ignored the 
anomaly since it was completely embedded in the signal. It was seen that a band 
resolution of 5 bands was successful in anomaly detection for the mean of derivatives 
case and a band resolution of 6 bands for the Minmax criterion of derivatives. Since the 
size of the anomaly was 7 bands, resolutions of 5 and 6 bands were able to trap the 
features accurately in all ROT s.
A set of 7 combinations of 3 derivatives was investigated to see if a reduced 
number of features could give high classification rates. They were — a feature set 
consisting of the 2"  ̂ , 4^ , 5̂  ̂ derivatives alone, a combination of the 2"̂ * and the 4'^, the 
2"  ̂and the 5^ and the 4̂  ̂and the 5^ . Finally all 3 derivatives were also used as a feature 
vector. The evaluations revealed that the vector consisting of the 2"̂ *, the 4'^ and the 5̂ '’ 
derivatives gave the best area under the ROC curve of 0.80 and above for band 
resolutions approaching the size of the anomaly at all ROT s. For narrow ROTs, feature 
vectors consisting of 2 derivatives alone was found to be sufficient in decomposing the 
signature to give good classification results. The more uncertainty there is in the position 
of an anomaly, the greater the information that needs to be extracted from the signature in
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order to obtain good classification rates. Since the goal of the study was to test the 
performance of the system even for cases of no a priori knowledge, ultimately all the 3 
derivatives were used to extract features. If the system were to work with exact 
knowledge of target spectral band location, 2 derivatives would be enough to classify the 
anomalies accurately.
Thus, in conclusion the recommendations of the study are to decompose the 
signatures using the mean of derivatives method with a feature vector consisting of all 3 
derivatives and also to use an ROI and a band resolution of an order close to the size of 
the anomaly. An ROI and variance close to 7 bands in width can be used for detecting 
anomalies with classification rates of greater than 90% using the Automated Target 
Detection System developed in this work.
This study has shown enormous potential in analyzing remotely sensed 
Hyperspectral images to bring out the wealth of information hidden in the fine closely 
spaced contiguous bands of such images for use in pattern recognition problems. Several 
enhancements can be made to increase the system’s scalability and generality. In this 
study, an Exhaustive Search technique has been used to determine the optimum feature 
and scale of decomposition that performs reasonably well in separating the 2 classes at all 
ROI’s. Such a search consumes computational time and degrades speed, which is a 
precious resource when operating under the constraints of a real-time system. 
Implementation in real-time is the next phase after the design and testing phase. An 
optimization algorithm can be developed to pinpoint the feature and scale which will give 
the best classification and this can be used to save costly computation time spent in 
combing through all the features and scales of decomposition.
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Other methods of feature extraction can be explored in addition to the derivative 
based methodology utilized in this study. Much work has been done with wavelets in 
hyperspectral remote sensing as described in Chapter 2. Wavelets are a relatively new 
mathematical technique and specifically Discrete Wavelet Transforms (DWT) have fast 
algorithms that use filter banks for their computation. The DWT can show enormous 
potential in isolating quickly and efficiently the entire signature into gross and detail 
coefficients at different scales, the number of scales being a power of 2. The Continuous 
Wavelet Transform (CWT) has been investigated as another feasible method for target 
detection. The CWT decomposes a signal as a continuous series of shifts and scales of a 
mother wavelet and can be a powerful tool to bring out the features of small anomalies 
that are revealed on at a specific scale of decomposition. This method is not as fast as the 
DWT based method. The work based on wavelets could be extended so as to make it 
easier for real-time implementation. Wavelets decompose a signal into a group of 
coefficients. Thresholding these coefficients to retain the most important ones which 
pertain to the target and discarding the other coefficients could significantly reduce the 
number of inputs to the LDA algorithm thus reducing compute time. This would make an 
important contribution towards simplification and reduction of data handled by the 
system.
One more recommendation of this work is to use more sophisticated classifiers to 
separate the individual classes. A minimum distance based classifier has been used here 
with excellent results for the limited case of a 2-class problem. Neural networks are a 
possible tool and are used extensively in the pattern recognition area. The architecture of 
neural networks makes them very suitable to classify an input signature into one of n
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classes. Thus with neural networks forming the last stage of data processing, this 
automated target detection system can be extended to handle multi class problems. The 
system developed in this thesis is a prototype that works on the model of a Hyperspectral 
signature with a Gaussian anomaly. Implementing the prototype in hardware could be a 
challenging and interesting project. Digital Signal Processor (DSP) chips can make this a 
reality. Enhancements have to be made to the prototype to quicken the most important 
data processing stage, i.e. feature extraction. A study can be made to compare the 
execution times and complexities of different feature extraction methods, after which 
DSP chips can be programmed to implement the method that has the lowest computation 
time. A real time implementation of the prototype that has been proved successful in 
detecting anomalies in Hyperspectral signatures through a software design and testing 
phase will be make this automated target detection system an industrially viable solution 
which can be used in numerous application areas for pattern recognition and 
classification.
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Table 3 Area under the ROC curve using Mean of derivatives for positive anomaly of
variance 7  adcled to Band150
anom all alpha=25 alpha=15 alpha=10 alpha=7 alpha=5 alpha=4
10% 0.519 0.719 0.884 0.893 0.998 0-774 0.773
5% 0.519 0.694 0.803 0.811 0.935 0.690 0.640
3% 0.544 0.655 0.655 0.665 0.852 0.655 0.633
1% 0.556 0.567 0.579 0.564 0.640 0.581 0.527
Table 4 Maximum Likelihood classification accuracy using Mean of derivatives for
anom all alpha=25 alpha=15 alpha=10 alpha=7 alpha=5 alpha=4
10% 0.490 0.856 0.916 0.906 0.960 0.866 0.838
5% 0.504 0.694 0.828 0.896 0.932 0.786 0.582
3% 0.506 0.542 0.552 0.600 0.898 0.496 0.700
1% 0.506 0.514 0.516 0.510 0.572 0.490 0.476
Table 5 Nearest Mean classification accuracy using Mean of derivatives for positive
anom all alpha=25 alpha=15 alpha=10 alpha=7 alpha=5 alpha=4
10% 0.466 0.846 0.930 0.938 0.962 0.824 0.716
5% 0.494 0.742 0.834 0.866 0.932 0.788 0.546
3% 0.518 0.656 0.784 0.752 0.892 0.712 0.556
1% 0.506 0.492 0.510 0.514 0.676 0.516 0.492
Table 6 Area under the ROC curve using Minmax criterion of derivatives for positive
anom all alpha=25 alpha=1S alpha=10 alpha=7 alpha=5 alpha=4
10% 0.531 0.601 0.628 0.843 0.812 0.645 0.753
5% 0.530 0.555 0.527 0.718 0.652 0.606 0.650
3% 0.525 0.570 0.517 0.639 0.577 0.569 0.588
1% 0.566 0.563 0.558 0.573 0.566 0.552 0.555
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Table 7 Maximum Likelihood classification accuracy using Minmax criterion of
anom all alpha=25 alpha=15 alpha=10 alpha=7 alpha=5 alpha=4
10% 0.516 0.672 0.546 0.882 0.932 0.794 0.810
5% 0.492 0.542 0.548 0.814 0.876 0.536 0.692
3% 0.490 0.548 0.494 0.510 0.522 0.495 0.546
1% 0.482 0.526 0.470 0.484 0.510 0.490 0.484
Table 8 Nearest Mean classification accuracy using Minmax criterion of derivatives for
anom all alpha=25 alpha=15 alpha=10 alpha=7 alpha=5 alpha=4
10% 0.504 0.646 0.648 0.858 0.944 0.806 0.836
5% 0.496 0.570 0.566 0.780 0.894 0.720 0.790
3% 0.488 0.582 0.488 0.734 0.696 0.550 0.614
1% 0.468 0.500 0.504 0.506 0.502 0.496 0.502
Table 9 Area under the ROC curve using Mean of derivatives for positive anomaly of
variance 7 adc ed  to Banc 41
anom all alpha=25 alpha=15 alpha=10 alpha=7 alpha=5 alpha=4
10% 0.572 0.695 0.968 0.976 0.996 0.998 0.854
5% 0.519 0.645 0.838 0.774 0.849 0.845 0.657
3% 0.538 0.578 0.741 0.721 0.775 0.754 0.625
1% 0.532 0.557 0.592 0.572 0.572 0.596 0.552
Table 10 Maximum Likelihood classification accuracy using Mean of derivatives for
anom all alpha=25 alpha=15 alpha=10 alpha=7 alpha=5 alpha=4
10% 0.512 0.800 0.948 0.924 0.954 0.964 0.922
5% 0.504 0.570 0.886 0.876 0.868 0.908 0.712
3% 0.508 0.576 0.794 0.778 0.824 0.850 0.520
1% 0.468 0.496 0.544 0.492 0.512 0.510 0.504
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Table 11 Nearest Mean classification accuracy using Mean of derivatives for positive
anom all alpha=25 alpha=1S alpha=10 alpha=7 alpha=5 alpha=4
10% 0.484 0.784 0.950 0.924 0.960 0.972 0.910
5% 0.474 0.648 0.906 0.854 0.872 0.910 0.700
3% 0.502 0.620 0.782 0.746 0.842 0.834 0.662
1% 0.472 0.528 0.626 0.604 0.578 0.686 0.574
Table 12 Area under the ROC curve using Minmax criterion of derivatives for positive
anom all alpha=25 alpha=15 alpha=10 alpha=7 alpha=5 alpha=4
10% 0.543 0.950 0.970 0.978 0.914 0.859 0.784
5% 0.508 0.855 0.789 0.816 0.761 0.732 0.662
3% 0.514 0.717 0.715 0.641 0.656 0.559 0.550
1% 0.550 0.560 0.540 0.553 0.548 0.532 0.531
Table 13 Maximum Likelihood classification accuracy using Minmax criterion of
anom all alpha=25 alpha=15 alpha=10 alpha=7 alpha=5 alpha=4
10% 0.502 0.916 0.944 0.956 0.922 0.862 0.760
5% 0.490 0.844 0.850 0.844 0.804 0.496 0.666
3% 0.504 0.762 0.788 0.684 0.750 0.646 0.644
1% 0.488 0.554 0.496 0.502 0.510 0.496 0.496
Table 14 Nearest Mean classification accuracy using Minmax criterion of derivatives for
anom all alpha=25 alpha=15 alpha=10 a lp h as? alpha=5 alpha=4
10% 0.490 0.940 0.938 0.960 0.926 0.874 0.850
5% 0.492 0.828 0.870 0.862 0.850 0.744 0.722
3% 0.484 0.770 0.744 0.850 0.720 0.680 0.680
1% 0.500 0.602 0.594 0.536 0.520 0.498 0.484
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Table 15 Area under the ROC curve using Mean of derivatives for negative anomaly of
variance 7 adc e d  to Banc 138
anom all aipha=25 alpha=15 alphaslO a lp h as? alphasS alphas4
10% 0.557 0.785 0.964 0.981 0.979 0.965 0.903
5% 0.568 0.674 0.890 0.884 0.855 0.893 0.760
3% 0.532 0.620 0.790 0.764 0.730 0.728 0.664
1% 0.533 0.542 0.605 0.583 0.619 0.630 0.554
Table 16 Maximum Likelihood classification accuracy using Mean of derivatives for
anom all alphas25 a lp h a s is a lphaslO a lp h as? alphasS alphas4
10% 0.496 0.836 0.958 0.966 0.968 0.936 0.898
5% 0.514 0.686 0.906 0.906 0.898 0.902 0.818
3% 0.472 0.624 0.848 0.812 0.744 0.838 0.578
1% 0.496 0.496 0.514 0.522 0.530 0.504 0.498
Table 17 Nearest Mean classification accuracy using Mean of derivatives for negative
anom all a lphas25 a lp h a s is a lphaslO a lp h as? alphasS alphas4
10% 0.526 0.862 0.972 0.960 0.958 0.974 0.950
5% 0.520 0.684 0.868 0.896 0.872 0.930 0.820
3% 0.450 0.600 0.836 0.860 0.796 0.818 0.696
1% 0.500 0.510 0.652 0.568 0.690 0.628 0.540
Table 18 Area under the ROC curve using Minmax criterion of derivatives for negative
anomaly of variance 7 added to Band 38
anom all a lphas25 a lp h a s is a lphaslO a lp h as? alphasS alphas4
10% 0.549 0.724 0.917 0.948 0.984 0.946 0.771
5% 0.549 0.598 0.763 0.770 0.828 0.750 0.595
3% 0.550 0.584 0.676 0.664 0.697 0.589 0.535
1% 0.525 0.558 0.571 0.566 0.607 0.579 0.548
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Table 19 Maximum Likelihood classification accuracy using Minmax criterion of
anom all alpha=25 a lp h a s is alphaslO alp h as? alphasS alphas4
10% 0.506 0.714 0.912 0.900 0.942 0.926 0.812
5% 0.522 0.570 0.850 0.800 0.864 0.864 0.680
3% 0.506 0.588 0.722 0.752 0.814 0.520 0.528
1% 0.510 0.514 0.508 0.508 0.506 0.486 . 0.492
Table 20 Nearest Mean classification accuracy using Minmax criterion of derivatives for
anom all a lphas25 a lp h a s is a lphaslO alp h as? alphasS alphas4
10% 0.526 0.728 0.914 0.914 0.954 0.946 0.862
5% 0.494 0.580 0.852 0.812 0.866 0.864 0.690
3% 0.472 0.584 0.786 0.708 0.780 0.736 0.550
1% 0.506 0.530 0.608 0.574 0.580 0.530 0.486
Table 21 Area under the ROC curve using Mean of derivatives for negative anomaly with
changing variance added to Band 38
anom all alphas2S a lp h a s is alphaslO alphas? alphasS alphas4
10%_10 0.523 0.855 0.986 0.986 0.973 0.986 0.940
5%_5 0.535 0.591 0.691 0.786 0.778 0.702 0.652
3%_3 0.577 0.604 0.729 0.739 0.798 0.722 0.619
1%_2 0.562 0.571 0.566 0.564 0.574 0.541 0.543
Table 22 Maximum Likelihood classification accuracy using Mean of derivatives for
anom all alphas2S a lp h a s is a lphaslO alp h as? alphasS alphas4
10%_10 0.508 0.854 0.938 0.974 0.950 0.940 0.932
5%_5 0.458 0.658 0.872 0.884 0.892 0.886 0.700
3%_3 0.524 0.500 0.610 0.776 0.816 0.816 0.552
1%_2 0.494 0.484 0.502 0.510 0.634 0.486 0.504
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Table 23 Nearest Mean classification accuracy using Mean of derivatives for negative
anom all alpha=25 alpha=15 alphaslO a lp h as? alphasS alphasA
10%_10 0.506 0.816 0.958 0.972 0.946 0.956 0.946
5%_5 0.418 0.666 0.886 0.906 0.904 0.778 0.612
3%_3 0.522 0.562 0.726 0.636 0.820 0.760 0.538
1%_2 0.516 0.518 0.540 0.506 0.662 0.542 0.492
Table 24 Area under the ROC curve using Minmax criterion of derivatives for negative
anom aly w ith  chang ing  variance adc ed to Banc 38
anom all alphas2S a lp h a s is a lphaslO a lp h as? alphasS alphasA
10%_10 0.517 0.806 0.903 0.914 0.981 0.959 0.837
5%_5 0.502 0.526 0.685 0.758 0.774 0.705 0.569
3%_3 0.572 0.566 0.676 0.714 0.703 0.615 0.541
1%_2 0.527 0.566 0.545 0.558 0.542 0.519 0.509
Table 25 Maximum Likelihood classification accuracy using Minmax criterion of
anom all alphas2S a lp h a s is alphaslO alp h as? a lphasS alphasA
10%_10 0.490 0.824 0.892 0.896 0.938 0.940 0.872
5%_5 0.506 0.534 0.826 0.810 0.858 0.850 0.680
3%_3 0.478 0.494 0.640 0.726 0.818 0.598 0.504
1%_2 0.518 0.490 0.486 0.542 0.490 0.502 0.490
Table 26 Nearest Mean classification accuracy using Minmax criterion of derivatives for
anom all alphas2S alp h as i S alphaslO alp h as? alphasS alphasA
10%_10 0.498 0.810 0.914 0.894 0.934 0.936 0.862
5%_5 0.514 0.568 0.812 0.842 0.878 0.842 0.630
3%_3 0.512 0.496 0.596 0.732 0.780 0.716 0.532
1%_2 0.476 0.478 0.504 0.548 0.524 0.498 0.482
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Table 27 Area under the ROC curve using Mean of derivatives for positive anomaly with
variance 7 added to Band 38
anom all alpha=25 a lp h a s is alphaslO a lp h as? alphasS alphasA
10% 0.534 0.836 0.987 0.992 0.987 0.978 0.931
5% 0.525 0.682 0.862 0.912 0.851 0.844 0.708
3% 0.537 0.553 0.709 0.693 0.692 0.742 0.676
1% 0.543 0.533 0.611 0.587 0.607 0.622 0.580
Table 28 Maximum Likelihood classification accuracy using Mean of derivatives for
anom all alphas2S a lp h a s is alphaslO alp h as? alphasS alphasA
10% 0.522 0.842 0.970 0.964 0.962 0.962 0.914
5% 0.486 0.640 0.876 0.908 0.884 0.868 0.798
3% 0.502 0.604 0.562 0.810 0.780 0.570 0.576
1% 0.482 0.486 0.494 0.514 0.496 0.532 0.518
Table 29 Nearest Mean classification accuracy using Mean of derivatives for positive
anom all alphas2S a lp h a s is alphaslO alphas? alphasS alphasA
10% 0.542 0.856 0.962 0.940 0.950 0.950 0.904
5% 0.492 0.682 0.888 0.900 0.886 0.912 0.778
3% 0.492 0.652 0.802 0.842 0.822 0.838 0.698
1% 0-492 0.474 0.580 0.562 0.664 0.618 0.554
Table 30 Area under the ROC curve using Minmax criterion of derivatives for positive
anom all alphas2S a lp h a s i S alphaslO alphas? alphasS alphasA
10% 0.710 0.997 0.998 0.997 0.936 0.731 0.882
5% 0.566 0.905 0.935 0.893 0.810 0.650 0.753
3% 0.595 0.716 0.741 0.732 0.713 0.536 0.588
1% 0.544 0.595 0.621 0.602 0.596 0.542 0.548
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Table 31 Maximum Likelihood classification accuracy using Minmax criterion
anom all alpha=25 a lp h asi 5 alphaslO a lp h a s? alphasS alphasA
10% 0.620 0.966 0.974 0.960 0.950 0.836 0.900
5% 0.624 0.894 0.910 0.874 0.856 0.662 0.782
3% 0.534 0.782 0.716 0.852 0.664 0.498 0.532
1% 0.494 0.520 0.486 0.506 0.494 0.500 0.498
Table 32 Nearest Mean classification accuracy using Minmax criterion
anom all alphas25 a lp h a s is a lphaslO a lp h a s? alphasS alphasA
10% 0.748 0.964 0.970 0.940 0.934 0.822 0.898
5% 0.596 0.900 0.938 0.904 0.872 0.634 0.792
3% 0.548 0.826 0.888 0.864 0.790 0.566 0.664
1% 0.492 0.616 0.654 0.590 0.566 0.498 0.514
Table 33 Area under the ROC curve using Minmax criterion of derivatives for positive
Scale Feat 1 Feat 2 F e a ts Feat 1,2 Feat 1,3 Feat 2,3 All 3
1 0.543 0.510 0.499 0.580 0.543 0.511 0.583
2 0.579 0.524 0.619 0.822 0.732 0.637 0.920
3 0.739 0.545 0.580 0.955 0.888 0.645 0.961
4 0.853 0.555 0.694 1.000 0.915 0.892 1.000
5 0.641 0.559 0.681 0.739 0.699 0.698 0.769
6 0.632 0.552 0.596 0.774 0.806 0.743 0.813
7 0.686 0.548 0.537 0.811 0.765 0.531 0.817
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Table 34 Area under the ROC curve using Minmax criterion of derivatives for positive
Scale Feat 1 Feat 2 F e a ts F eat 1,2 F eat 1,3 Feat 2,3 Alls
1 0.535 0.492 0.500 0.552 0.539 0.492 0.556
2 0.554 0.526 0.625 0.851 0.720 0.668 0.871
3 0.734 0.548 0.613 0.949 0.733 0.614 0.951
4 0.842 0.549 0.654 1.000 0.920 0.833 1.000
5 0.836 0.535 0.662 0.995 0.998 0.878 0.999
6 0.687 0.552 0.685 0.874 0.931 0.856 0.935
7 0.724 0.545 0.510 0.888 0.818 0.499 0.894
Table 35Area under the ROC curve using Minmax criterion of derivatives for positive
Scale Feat 1 Feat 2 Feat 3 Feat 1,2 Feat 1,3 Feat 2,3 Alls
1 0.517 0.512 0.500 0.529 0.530 0.517 0.529
2 0.555 0.527 0.506 0.873 0.666 0.532 0.873
3 0.734 0.599 0.652 0.869 0.983 0.852 0.992
4 0.794 0.563 0.588 0.976 0.876 0.653 0.976
5 0.824 0.534 0.653 0.996 0.990 0.897 0.996
6 0.790 0.552 0.781 0.995 0.959 0.878 0.996
7 0.733 0.516 0.725 0.922 0.869 0.734 0.985
Table 36 Area under the ROC curve using Minmax criterion of derivatives for positive
Scale Feat 1 Feat 2 Feat 3 F eat 1,2 Feat 1,3 Feat 2,3 Alls
1 0.523 0.521 0.510 0.520 0.526 0.524 0.522
2 0.557 0.511 0.561 0.781 0.624 0.574 0.783
3 0.730 0.529 0.535 0.951 0.959 0.684 0.975
4 0.747 0.518 0.708 0.972 0.760 0.961 0.996
5 0.556 0.541 0.712 0.842 0.834 0.816 0.909
6 0.612 0.515 0.622 0.781 0.906 0.699 0.955
7 0.741 0.481 0.619 0.910 0.901 0.680 0.951
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Table 37 Area under the ROC curve using Minmax criterion of derivatives for positive
Scale Feat 1 Feat 2 Feat 3 Feat 1,2 Feat 1,3 Feat 2,3 All 3
1 0.533 0.508 0.519 0.541 0.534 0.521 0.546
2 0.534 0.526 0.513 0.541 0.543 0.531 0.546
3 0.549 0.514 0.508 0.672 0.666 0.548 0.722
4 0.552 0.504 0.619 0.736 0.715 0.831 0.831
5 0.556 0.526 0.538 0.661 0.601 0.551 0.686
6 0.597 0.546 0.657 0.714 0.972 0.900 0.977
7 0.620 0.523 0.963 0.825 0.983 0.990 0.995
Table 38 Area under the ROC curve using Minmax criterion of derivatives for positive
Scale Feat 1 F eat 2 Feat 3 Feat 1,2 Feat 1,3 Feat 2,3 All 3
1 0.523 0.526 0.517 0.534 0.514 0.517 0.525
2 0.516 0.518 0.517 0.530 0.531 0.539 0.545
3 0.511 0.517 0.520 0.529 0.539 0.529 0.539
4 0.510 0.515 0.525 0.562 0.518 0.525 0.563
5 0.527 0.515 0.523 0.642 0.606 0.722 0.785
6 0.522 0.512 0.581 0.672 0.712 0.697 0.715
7 0.512 0.516 0.560 0.477 0.741 0.871 0.890
Table 39 Area under the ROC curve using Minmax criterion of derivatives for positive
Scale Feat 1 Feat 2 Feat 3 Feat 1,2 Feat 1,3 Feat 2,3 All 3
1 0.522 0.527 0.551 0.518 0.551 0.552 0.561
2 0.516 0.518 0.554 0.526 0.554 0.555 0.560
3 0.512 0.513 0.547 0.518 0.556 0.557 0.557
4 0.514 0.515 0.534 0.522 0.521 0.522 0.522
5 0.511 0.511 0.540 0.523 0.532 0.529 0.536
6 0.509 0.511 0.532 0.518 0.536 0.536 0.537
7 0.510 0.512 0.546 0.516 0.572 0.571 0.572
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