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Abstract 
 
This research reviews existing climate change literature and quantifies the 
climate change mitigation and adaptation potential of specific agricultural 
diversification activities at an individual farm level. It comprises modelling 
and simulations of net emission reductions and discounted market values of 
a range of small-scale renewable energy and carbon sequestration projects. 
The research aim is to enable private agricultural entities and governments to 
compare alternative investment options for both climate change mitigation 
and adaptation in the southwest of Western Australia. The research includes 
an analysis of ten small-scale renewable electricity systems and a range of 
sub-scenarios. In addition, six forestry sequestration projects are modelled, 
and one analysis of displacing fertiliser by using biochar are assessed. 
 
The  results  indicate  that  privately-owned,  small-scale,  grid-connected 
renewable  energy  systems  were  not  competitive  adaptation  options  for 
private  entities  relative  to  sourcing  electricity  from  centralised  renewable 
electricity generators connected to the network. The total discounted capital 
and  operating  costs,  and  the  relatively  minor  mitigation  potential  of  the 
small-scale energy systems resulted in very high mitigation costs. The overall 
discounted values of the systems were relatively insensitive to the magnitude 
of the existing subsidy mechanisms, either capital subsidies or feed-in tariffs.  
 iv 
 
The forestry sequestration project results for the higher rainfall region show 
large differences in total discounted project costs over time. These costs were 
highly  dependent  on  the  project  financing  arrangements,  while  the  tree 
species selection, and the previous land use were primary determinants of the 
biomass growth and the total carbon sequestered. The results indicate that 
the most productive agricultural lands in the region might be permanently 
retired from food production and replaced by single species tree plantations, 
although the viability of this option is dependent on future carbon market 
eligibility  rules  and  carbon  values.  The  biochar  sequestration  modelling 
results indicate that a reduction of phosphorus fertiliser use in low-rainfall 
cropping regions was possible when applying large quantities of biochar to 
the  soil.  The  cost-effectiveness  of  using  biochar  in  cropping  systems  was 
found to be insensitive to phosphorus fertiliser price or carbon market values. 
In contrast, the commercial viability of this option was highly dependent on 
the price paid for biochar, rather than the carbon price. v 
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Glossary 
Adaptation: initiatives and measures to reduce the vulnerability of natural and 
human systems against actual or expected climate change effects. The various 
types of adaptation include: anticipatory and reactive; private and public; and, 
autonomous and planned (Intergovernmental Panel on Climate Change 2007). 
Adaptation  benefits:  the  avoided  damage  costs  of  the  accrued  benefits 
following  the  adoption  and  implementation  of  adaptation  measures 
(Intergovernmental Panel on Climate Change 2007). 
Adaptation  costs:  costs  of  planning,  preparing  for,  facilitating,  and 
implementing  adaptation  measures,  including  transition  costs 
(Intergovernmental Panel on Climate Change 2007). 
Adaptive capacity: the whole of capabilities, resources and institutions of a 
country  or  region  to  implement  effective  adaptation  measures 
(Intergovernmental Panel on Climate Change 2007). 
Afforestation:  planting  of  new  forests  on  lands  that  historically  have  not 
contained forests (for at least 50 years).     
Barrier: any obstacle to reaching a goal, adaptation or mitigation potential that 
can  be  overcome  or  attenuated  by  a  policy,  programme,  or  measure 
(Intergovernmental Panel on Climate Change 2007). 
Barrier  removal:  includes  correcting  market  failures  directly  or  reducing 
transaction  costs  in  the  public  and  private  sectors  by  e.g.  improving 
institutional  capacity,  reducing  risk  and  uncertainty,  facilitating  market 
transactions,  and  enforcing  regulatory  policies  (Intergovernmental  Panel  on 
Climate Change 2007). 
Baseline: reference for measurable quantities for which an alternative outcome 
can be measured (Intergovernmental Panel on Climate Change 2007). 
Biomass: the total mass of living organisms in a given area or volume; recently 
dead plant material is often included as dead biomass. The quantity of biomass 
is  expressed  as  a  dry  weight  of  as  the  energy,  carbon,  or  nitrogen  content 
(Intergovernmental Panel on Climate Change 2007). 
Climate  change: refers to a change in the  state of  the climate  that can be 
identified (e.g., by using statistical tests) by changes in the mean and/or the 
variability of its properties, and that persists for an extended period, typically 
decades  or  longer.  The  United  Nations  Framework  Convention  on  Climate 
Change  (UNFCCC)  defines  climate  changes  as  a  change  of  climate  which  is 
attributed directly or indirectly to human activity that alters the composition of 
the global atmosphere and which is in addition to natural climate variability 
observed over comparable time periods (Intergovernmental Panel on Climate 
Change 2007). xxv 
 
Co-benefits: the benefits of policies implemented for various reasons at the 
same time, acknowledging that most policies designed to address greenhouse 
gas  mitigation  have  other,  often  at  least  equally  important,  rationales 
(Intergovernmental Panel on Climate Change 2007). 
Complementarity:  the  inter-relationship  of  adaptation  and  mitigation 
whereby the outcome of one supplements or depends on the outcome of the 
other (Klein et al. 2007). 
Deforestation: conversion of forest to non-forest (Intergovernmental Panel on 
Climate Change 2007). 
Discounting: a mathematical operation making monetary (or other) amounts 
received or expended at different points in time (often years) comparable across 
time. The operator uses a fixed or possibly a time-varying discount rate (>0) 
from year to year that makes future value worth less today (Intergovernmental 
Panel on Climate Change 2007). 
Fossil  fuels: carbon based fuels from fossil  hydrocarbon deposits,  including 
coal,  peat,  oil  and  natural  gas  (Intergovernmental  Panel  on  Climate  Change 
2007). 
Greenhouse gas: those gaseous constituents of the atmosphere, both natural 
and  anthropogenic,  that  absorb  and  emit  radiation  at  specific  wavelengths 
within  the  spectrum  of  thermal  infrared  radiation  emitted  by  the  Earth’s 
surface,  the  atmosphere  itself,  and  by  clouds.  This  property  causes  the 
greenhouse effect (Intergovernmental Panel on Climate Change 2007). 
Gross  Domestic  Product  (GDP):  is  the  monetary  value  of  all  goods  and 
services produced within a nation (Intergovernmental Panel on Climate Change 
2007). 
Implementation: describes the actions taken to meet commitments under a 
treaty and encompasses legal and effective phases. Legal implementation refers 
to legislation, regulation, judicial decrees, including other actions such as efforts 
to  administer  progress  which  governments  take  to  translate  international 
accords into domestic law and policy. Effective implementation needs policies 
and programmes that induce change s in the behaviour and decisions of target 
groups. Target groups then take effective measures of mitigation and adaptation 
(Intergovernmental Panel on Climate Change 2007). 
Kyoto  Protocol:  the  Kyoto  Protocol  to  the  United  Nations  Framework 
Convention on Climate Change (UNFCCC) was adopted in 1997 in Kyoto, Japan, 
at the Third Session of the Conference of the Parties (COP) to the UNFCCC. It 
contains  legally  binding  commitments,  in  addition  to  those  included  in  the 
UNFCCC. Countries included in Annex B of the Protocol agreed to reduce their 
anthropogenic greenhouse gas emissions by at least 5% below 1990 levels in the 
commitment period 2008 to 2012. The Kyoto Protocol entered into force on 16 
February 2005 (Intergovernmental Panel on Climate Change 2007). xxvi 
 
Land-use: refers to the total of arrangements, activities and inputs undertaken 
in a certain land cover type (a set of human actions). The term land use is also 
used  in  the  sense  of  the  social  and  economic  purposes  for  which  land  is 
managed  (e.g.,  grazing,  timber  extraction,  and  conservation,  etc.) 
(Intergovernmental Panel on Climate Change 2007). 
Land-use change: refers to a change in the use or management of land by 
humans, which may lead to a change in land cover. Land cover and land-use 
may have an impact on the surface albedo, evapotranspiration, sources, and 
sinks of greenhouse gases, or other properties of the climate system and may 
thus have a radiative forcing and/or other impacts on climate, locally or globally 
(Intergovernmental Panel on Climate Change 2007). 
Mainstreaming: the integration of policies and measures to address climate 
change in ongoing sectoral and development planning and decision-making, 
aimed  at  ensuring  the  sustainability  of  investments  and  at  reducing  the 
sensitivity of development activities to current and future climate conditions 
(Klein, Schipper, and Dessai 2005), as cited by (Klein et al. 2007). 
Measures: technologies, processes and practices that reduce greenhouse gas 
emissions below anticipated future levels. Examples of measures are renewable 
energy  technologies,  waste  minimisation  processes,  and  public  transport 
commuting practices, etc. (Intergovernmental Panel on Climate Change 2007). 
Mitigation: technological change and substitution that reduce resource inputs 
and  emissions  per  unit  of  output.  Although  several  societal,  economic  and 
technological policies would produce an emissions reduction, with respect to 
climate change, mitigation means implementing policies to reduce greenhouse 
gas emissions and enhance sinks (Intergovernmental Panel on Climate Change 
2007). 
Mitigation Potential: the amount of mitigation that could be  – but is not yet – 
realised over time (Intergovernmental Panel on Climate Change 2007). Studies 
of  market  potential  can  be  used  to  inform  policymakers  about  mitigation 
potential with existing policies and barriers, while studies of economic potential 
show what might be achieved if appropriate new and additional policies were 
put into place to remove barriers and include social costs and benefits. The 
economic  potential  is  therefore  generally  greater  than  the  market  potential 
(Intergovernmental Panel on Climate Change 2007). 
Net market benefits: climate change, especially moderate climate change, is 
expected to bring positive and negative impacts to market-based sectors, but 
with significant differences across sectors and regions and depending on both 
the rate and magnitude of climate change. The sum of the positive and negative 
market-based benefits and costs summed across all sectors and all regions for a 
given period is called net market benefits. Net market benefits exclude any non-
market impacts (Intergovernmental Panel on Climate Change 2007). xxvii 
 
No behest option: when the benefits of an activity equal or exceed both the 
costs to the private investor and the society, excluding the benefits of avoided 
climate change (McHenry 2011). 
No regrets option: when the benefits of an activity equal or exceed costs to 
society, excluding the benefits of avoided climate change (Intergovernmental 
Panel on Climate Change 2001). 
Non-market impacts: are impacts that effect ecosystems or human welfare, 
but that are not easily expressed in monetary terms, e.g., an increased risk of 
premature  death,  or  increases  in  the  number  of  people  at  risk  of  hunger 
(Intergovernmental Panel on Climate Change 2007). 
Opportunities:  circumstances  to  decrease  the  gap  between  the  market 
potential of any technology or practice and the economic potential, or technical 
potential (Intergovernmental Panel on Climate Change 2007). 
Policies  (in  terms  of  the  UNFCCC):  are  taken  and/or  mandated  by  a 
government, often in conjunction with business and industry within its own 
country,  or  with  other  countries,  to  accelerate  mitigation  and  adaptation 
measures. Examples of policies are carbon and other energy taxes, fuel efficiency 
standards for automobiles, etc. (Intergovernmental Panel on Climate Change 
2007). 
Portfolio: a coherent set of actions to achieve a particular goal. A climate policy 
portfolio  may  include  adaptation,  mitigation,  research  and  technology 
development, as well as other actions aimed at reducing vulnerability to climate 
change.  By  widening  the  scope  in  measures  and  technologies  more  diverse 
events and uncertainties can be addressed (Klein et al. 2007; Intergovernmental 
Panel on Climate Change 2007). 
Projection: a potential future evolution of a quantity or set of quantities, often 
computed  with  the  aid  of  a  model.  Projections  are  distinguished  from 
predictions  in  order  to  emphasize  that  projections  involve  assumptions 
concerning,  for  example,  future  socio-economic  and  technological 
developments  that  many  may  not  be  realised,  and  are  therefore  subject  to 
substantial uncertainty (Intergovernmental Panel on Climate Change 2007). 
Reforestation: planting of forests on lands that previously contained forests 
but that have been converted to some other use (Intergovernmental Panel on 
Climate Change 2007). 
Region: is a territory characterised by specific geographical and climatological 
features. The climate of a region is affected by regional and local-scale forcings 
like topography, land-use characteristics, lakes etc., as well as remote influences 
from other regions (Intergovernmental Panel on Climate Change 2007). 
Resilience: the ability of a social or ecological system to absorb disturbances 
while retaining the same basic structure and ways of functioning, the capacity xxviii 
 
for  self-organisation,  and  the  capacity  to  adapt  to  stress  and  change 
(Intergovernmental Panel on Climate Change 2007). 
Scenario: a plausible and often simplified description of how the future may 
develop, based on a coherent and internally consistent set of assumptions about 
driving forces and key relationships. Scenarios may be derived from projections, 
but are often based on additional information from other sources, sometimes 
combines  with  a  narrative  storyline  (Intergovernmental  Panel  on  Climate 
Change 2007). 
Sensitivity:  is  the  degree  to  which  a  system  is  affected,  either  adversely  or 
beneficially, by climate variability or climate change. The effect may be direct 
(e.g., a change in crop yield in response to a change in the mean, range, or 
variability of temperature) or indirect (e.g., damages caused by an increase in 
the frequency of coastal flooding due to sea level rise) (Intergovernmental Panel 
on Climate Change 2007). 
Social costs and discount rates: reflect the perspective of a society. Social 
discount  rates  are  lower  than  those  used  by  private  investors 
(Intergovernmental Panel on Climate Change 2007). 
Tax: a carbon tax is a levy on the carbon content of fossil fuels. Because virtually 
all of the carbon in fossil fuels is ultimately emitted as carbon dioxide, a carbon 
tax is equivalent to an emissions tax on each unit of CO2-e emissions. An energy 
tax – a levy on the energy content of fuels – reduces demand for energy and so 
reduces carbon dioxide emissions from fossil fuel use. An eco-tax is designed to 
influence  human  behaviour  (specifically  economic  behaviour)  to  follow  an 
ecologically benign path. An international carbon/emissions/energy tax is a tax 
imposed  on  specified  sources  in  participating  countries  by  an  international 
agreement. A harmonised tax commits participating countries to impose a tax 
at a common rate on the same sources. A tax credit is a reduction of tax in order 
to stimulate purchasing of or investment in a certain product, like greenhouse 
gas emission reducing technologies. A carbon change is the same as a carbon 
tax (Intergovernmental Panel on Climate Change 2007). 
Technology: the practical application of knowledge to achieve particular tasks 
that  employs  both  technical  artefacts  (hardware,  equipment)  and  (social) 
information  (“software”,  know-how  for  production  and  use  of  artefacts) 
(Intergovernmental Panel on Climate Change 2007). 
Technology  transfer:  the  exchange  of  knowledge,  hardware  and  associated 
software, money and goods among stakeholders that leads to the spreading of 
technology for adaptation or mitigation. The term encompasses both diffusion 
of  technologies  and  technological  cooperation  across  and  within  countries 
(Intergovernmental Panel on Climate Change 2007). 
Tradable  permit:  is  an  economic  policy  instrument  under  which  rights  to 
discharge pollution – in this case an amount of greenhouse gas emissions – can 
be exchanged through either a free or controlled permit-market. An emission xxix 
 
permit is a non-transferable or tradable entitlement allocated by a government 
to a legal entity (company or other emitter) to emit a specified amount of a 
substance (Intergovernmental Panel on Climate Change 2007). 
Trade-off: a balancing of adaptation and mitigation when it is not possible to 
carry out both activities fully at the same time (Klein et al. 2007). 
Uncertainty: an expression of the degree to which a value (e.g., the future state 
of the climate system) is known. Uncertainty can result for lack of information 
or  from  disagreement  about  what  is  known  or  even  knowable.  It  may  have 
many  types  of  sources,  from  quantifiable  errors  in  the  data  to  ambiguously 
defined concepts or terminology, or uncertain projections of human behaviour. 
Uncertainty  can  therefore  be  represented  by  quantitative  measures,  for 
example,  a  range  of  values  calculated  by  various  models,  or  by  qualitative 
statements,  for  example,  reflecting  the  judgement  of  a  team  of  experts 
(Intergovernmental Panel on Climate Change 2007).  
United Nations  Framework Convention on Climate Change (UNFCCC): 
the Convention was adopted on 9 May 1992 in New York and signed at the 1992 
Earth Summit in Rio de Janeiro by more than 150 countries and the European 
Community.  Its  ultimate  objective  is  the  “stabilisation  of  greenhouse  gas 
concentrations  in  the  atmosphere  at  a  level  that  would  prevent  dangerous 
anthropogenic interference with the climate system”. It contains commitments 
for all Parties in Annex I (all OECD member countries in the year 1990 and 
countries with economies in transition) aim to return greenhouse gas emissions 
not controlled by the Montreal Protocol to 1990 levels by the year 2000. The 
Convention  entered  into  force  in  March  1994  (Intergovernmental  Panel  on 
Climate Change 2007). 
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Prologue 
Our family have been farming in Western Australia for over 110 years. I grew up 
on the family farm, went to school in the local public schools until year 12, and 
moved to Perth for part-time work and a tertiary education. In Perth I met my 
wife Julia, and we now are both undertaking our PhD’s while running part of the 
farm with dad, mum, my brother, and his wife. After some years in Perth, we 
plan to build and live on the farm.  
We are both committed to the future of rural and regional areas, which is clear 
from  our  research.  Currently,  Julia  is  undertaking  an  Australian  Research 
Council funded PhD titled “Arts and Social Wellbeing in Rural Communities”. 
Her  honours  topic  was  similarly  focussed:  “An  Exploratory  study  of  Arts 
Participation  and  Wellbeing  in  Regional  WA  –  A  Quantitative  Study  Of 
Denmark  in  the  Great  Southern  Region”.  My  own  honours  thesis  was 
“Australian  Agricultural,  Energy  &  Climate  Change  Policies  &  Trends  in 
Performance  of  Stand-alone  Power  Supply  Systems  in  Pastoral  Western 
Australia”.  
The primary reason I embarked on this PhD is because the existing information 
we required to integrate climate change adaptation and mitigation options on 
our farm, and the policies with some influence over our on-farm planning, were 
insufficient  for  our  purposes.  Expanding  my  academic  research  on  carbon 
markets, climate change mitigation measures, renewable energy systems and 
policy  into  agricultural  production  system  integration,  was  based  on  the 
principle that incremental and iterative integration was required in this sector – 
reflecting  the  incremental  evolution  of  Australian  farming  over  the  last  few 
decades.  This  contrasts  with  “overly-available”  information  regarding,  in  my 
opinion at least, drastic land-use change policy proposals derived from “top-
down” approaches, rather than from a rigorous assessment from those with a 
reasonable grasp of the modern agricultural sectoral systems. 
By collating farm-scale micro-environmental data, manufacturer specifications 
for  energy  technology  performance,  emission  factors  for  new  mitigation 2 
 
options, software tools, existing economic policy and market values (etc.), I was 
able  to  undertake  feasibility  analyses  and  scenarios  to  quantify  the  cost 
effectiveness and mitigation potential of incorporating some new technologies 
and practices into farming operations to a finer resolution, specific to the SW of 
WA.  
This research was undertaken on the premise that there is much speculation 
and  under-informed  assertions  regarding  the  performance  and  cost-
effectiveness  of  new  small-scale  technologies  used  to  mitigate  on-farm 
emissions. Without a balanced commitment to quantify the market value to 
landholders, policymakers, or the actual mitigation that is possible relative to 
existing technologies, resultant choices are likely be sub-optimal.  
I  have  aimed  to  make  the  information  in  this  thesis  relatively  simple  when 
compared to my scientific journal article submissions. This was a purposeful 
attempt to contribute to a body of knowledge more widely read than journal 
articles, to enable a straightforward review of technology choices for both on-
farm and policy decision-makers. As we and many others in our region would 
like to remain productively farming, I hope this work will be useful to folks 
exploring potentially viable options to increase our productivity while reducing 
environmental footprints and vulnerability to climate-related impacts. 3 
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1. Introduction 
Agricultural lands occupy 40-50% of the Earth’s land surface, which includes 
croplands,  managed  grasslands,  and  permanent  crops.  It  accounts  for  an 
estimated 10-12% of total global anthropogenic emissions of greenhouse gases 
(GHGs) (Smith et al.  2007),  and  is an  important  sector  to be considered  in 
relation  to  both  climate  change  mitigation  and  adaptation.  Agriculture  is 
extremely vulnerable to climatic change, as such changes effect a multitude of 
aspects  related  to  land  and  water  management  (Barker  et  al.  2007).  The 
outcome of climatic change on many of the land and water management inter-
relationships  is  dependent  on  local  conditions  and  management  options. 
Systematic assessments and comparisons of appropriate scale mitigation and 
adaptation options are useful to local agricultural decision-makers (Klein et al. 
2007). 
 
Synergies between mitigation and adaptation may be unique to some particular 
development strategies, or may be possible in a range of development strategies 
(Klein et al. 2007). Many mitigation options use existing technologies and thus 
can  be  implemented  immediately,  including  crop  and  grazing  land 
management,  restoration  of  soils  and  degraded  land,  land  use  change, 
agroforestry,  and  improved  livestock  and  manure  management  (Smith  et  al. 
2007).  However,  analytical  frameworks  for  evaluating  the  links  between 
mitigation and adaptation are often either inadequate, or competing with each 
other  (Klein et al. 2007). This research attempts to provide a small range of 5 
 
options  within  existing  economic  frameworks  to  explore  these  links  in  the 
agricultural regions in the southwest (SW) of Western Australia (WA). These 
options  are  primarily  focussed  on  clean  energy  and  carbon  sequestration 
technologies  and  practices  suitable  to  agricultural  regions,  which  have  both 
adaptation and mitigation components. 
 
1.1 Thesis Overview 
This research begins with an introduction to the research area terminology, the 
general scope of agricultural mitigation and adaptation to date, current research 
aims, and the research methods used to advance the field. The research includes 
a  discussion  of  the  observed  and  projected  climate  changes  and  natural 
variability within the Australian climate and agriculture, focussing on the SW of 
WA to develop context to the simulation and results and discussion. 
 
Chapters 3 and 4 use this context to review the developments in international 
climate  change  policy  and  the  associated  mechanisms  that  provide  the 
theoretical  substance  which  has  underpinned  the  research  method  and 
language, with a particular focus on mitigation and adaptation, and the various 
stakeholders. 
 
Chapter  5  includes  a  review  of  economic  model  approaches,  assessment 
methods, and tools to underpin the logic of the final choice of the software, 6 
 
simulations, and modelling used in this research to quantify private mitigation 
and adaptation. 
 
Chapters  6  and  7  contain  additional  data  collection  detail  methods  that 
supplement the research methodology section in Chapter 1. Chapters 6 and 7 
also include the project feasibility analyses for the small-scale renewable energy 
options, and biosequestration options.  
 
The  final  chapter  reviews  and  concludes  the  research  findings  and  provides 
recommendations where further investigation is required.  
 
1.2 Research Questions and Aims 
This research aims to answer the question “What carbon markets and clean 
energy  technologies  are  available  for  implementation  by  a  private  rural 
landholder, and are they profitable now?” To provide appropriate answers to 
this  question,  the  research  estimated  values  and  uncertainties  of  both  the 
market adaptation and the market mitigation potential of specific projects. The 
geographical scope selected for this research is the SW of WA, which included 
the regional areas surrounding Perth, Katanning, Manjimup, Albany, Bunbury, 
and Hopetoun (Figure 1.1). 
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Figure 1.1: The geographical scope of the research (Southwest of Western 
Australia). Adapted from: (Western Australian Land Information Authority 
(Landgate) 2008). 
 
By including both the market mitigation potential and the market adaptation 
potential to find “no behest” agricultural options, agriculturalists can quantify 
their mitigation potential (in terms of emissions) and their adaptation potential 
(in terms of additional profit or loss) to find an option that best suits their goals.  
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As “no regrets” opportunity benefits are equal to, or exceed costs to society 
(excluding  the  benefits  of  avoided  climate  change),  the  term,  “no  behest” 
opportunities is used to represent when the benefits of an opportunity equal or 
exceed both the costs to the private investor and the society. The word “behest” 
expresses the value of requiring no incentives or regulation to motivate private 
entities to act. Therefore, “no behest” options are a special type of “no regrets” 
option. Unlike the difficulty of achieving sector-wide uptake of many voluntary 
“no  regrets”  policies,  there  is  only  a  need  for  the  removal  of  barriers  of 
communication  and  capacity  to  assist  the  implementation  of  “no  behest” 
policies, as “no behest” opportunities are defined as financially viable privately 
in the current market. “No regrets” measures are an attractive concept, although 
they are difficult to implement as there are often several additional barriers to 
the adoption of these measures (Callaway, Naess, and Ringius 1998). 
 
Taking  the  “no behest” concept further, without an implicit or  real price  of 
carbon  for  the  conventional  farming  sector,  agriculturalists  do  not  have  a 
market  signal  to  incorporate  mitigation  into  their  activities.  Individual 
agriculturalists  are  then  left  with  only  adaptation  strategies  that  they  can 
voluntarily  undertake,  unless  they  are  mandated  to  do  so.  Then,  in  this 
simplified situation, the net result of the adaptation measures on conventional 
profitability  determines  the  extent  of  voluntary  industry-wide  adaptation 
measure implementation. “No behest” opportunities result in a greater uptake 
of  adaptation  measures  than  “no  regrets”  opportunities.  This  is  because  “no 9 
 
behest” options, by definition, reduce the private costs to the agriculturalist and 
do not require altruism on the part of the agriculturalist/investor to reduce the 
social  costs  of  their  operations.  Unfortunately,  agriculturalists  do  not  often 
receive incentives for actively providing positive externalities, and will be at a 
competitive  disadvantage  to  other  agriculturalists  that  simply  pursue  profit 
maximisation. Therefore, finding “no behest” options for agriculturalists at the 
farm scale within the budget of most individual businesses was the primary 
objective of the research. To fulfil this primary objective, the author proposed a 
method of determining if an option is a “no behest” option. This method used 
was  a  combination  of  traditional  economic  feasibility  methods  and  climate 
change concepts to assist the iterative processes of balancing farm production 
systems  to  maximise  profitability.  This  required  a  consideration  of  the 
mitigation potential and the development of the “no behest” concept to assist 
adaptation option decision-making. 
 
While  explicitly  acknowledging  uncertainties,  agriculturalists  assessing  their 
property’s mitigation and adaptation potential can strategically position their 
operations to maximise prospective revenues and reduce anticipated liabilities 
arising from the increasing encroachment of climate change policies into the 
agricultural sector. Capitalising on available “no behest” opportunities for this 
transitionary period will decrease the financial risk to agriculturalists in this 
interim period of relative climate policy insecurity. 
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Policymakers are increasingly calling upon the agricultural and general research 
community to provide:  
·  reliable information on current climate impacts, their location, and the 
groups or systems most affected; 
·  reliable estimates of the impacts to be expected under projected climate 
change; 
·  prior knowledge of potentially alarming or irreversible impacts; 
·  an  estimation  of  various  risks  and  opportunities  associated  with  a 
changing climate; 
·  effective  approaches  for  identifying  and  evaluating  both  existing  and 
prospective adaptation measures and strategies; 
·  methods of costing different outcomes and response measures, and;  
·  a  basis  to  compare  and  prioritise  alternative  response  measures, 
including both adaptation and mitigation (Carter et al. 2007). 
 
This research aims to provide information for the last three points above (five to 
seven), specifically for the selection of projects that may be implemented in the 
SW of WA. This research uses temporal analogues of first-order effects (crop 
yields  etc.)  to  determine  conservative  productivity  levels  likely  over  the 
modelled investment cycle. Temporal analogues of second-order effects (such as 
profitability,  rural  income  etc.)  were  incorporated  using  observed,  peer-11 
 
reviewed first-order effects to enable realistic responses that have occurred in 
the past. This in turn facilitates a quantification of the impact of each project, 
noting the uncertainty of market and policy changes and extremes. 
 
Currently, there is an inadequacy of analytical frameworks for evaluating the 
links  between  adaptation  and  mitigation  (Klein  et  al.  2007).  This  research 
attempts  to  provide  a  limited,  albeit  precise  analytical  and  institutional 
framework for an assessment within the context of agricultural stakeholders 
making decisions concerning both adaptation and mitigation, and a relatively 
simple and quantifiable methodology of integrating project market prices and 
carbon sequestration using current technology. 
 
Policies that provide a real or implicit price for carbon could create incentives 
for  producers  and  consumers  to  significantly  invest  in  low-greenhouse  gas 
(GHG)  products,  technologies  and  processes  (Intergovernmental  Panel  on 
Climate Change 2007). However, various published estimates of carbon prices 
required to stabilise atmospheric GHG concentrations even at the dangerously 
high  level  of  550  ppm  CO2-e  by  2100  are  dependent  on  technological 
development scenarios up to 2030, and range from around zero to more than 
100 USD per tCO2-e (Intergovernmental Panel on Climate Change 2007; Gupta 
et al. 2007; Intergovernmental Panel on Climate Change 2007). Such a range of 
potential carbon prices are of little use for conventional strategic agricultural 
investments. Therefore, the modelling assumes a carbon price of zero in most 12 
 
project scenarios to reflect a current lack of policy to give a real financial value 
to  agricultural  mitigation.  Nonetheless,  the  projects  do  include  CO2-e 
accounting for mitigation potential purposes to provide a conservative approach 
that does not leave an investor uncertain of the mitigation benefits or costs, or 
reliant  on  the  vagaries  of  current-day  climate  policymaking  and  markets. 
Enabling an annualised quantification of tCO2-e emissions for the mitigation 
potential allows a simple multiplication of tCO2-e with any future carbon price 
an investor may be able to secure or project. This refines the research method to 
reduce the scenario required for modelling, and also decreases the uncertainties 
of final outputs. 
 
1.3 Research Method 
1.3.1 Design Background 
This research explores a range of adaptation options in the medium to high 
rainfall areas of SW of WA to assess their relative viability and practicality for 
implementation.  The  “on-farm”  adaptation  options  chosen  for  analyses  were 
derived from three competitive advantages possessed by the agricultural region:  
1) the excellent renewable energy resources available;  
2) the large area of land available for sequestering carbon, and;  
3)  the  ability  for  providing  offsets  for  external  industries  that  also  increase 
agricultural total factor productivity.  
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Information regarding adaptation option costs and benefits were derived from 
existing peer-reviewed literature, commercial market information, and quotes 
obtained by the author. All were collated to provide a realistic simulation and 
model to assess project feasibility. Due to the limitations to available published 
information  and  datasets,  much  data  were  cross-referenced  by  the  personal 
author’s knowledge as an active agriculturalist in the region.  
 
Specifically, this research uses a bottom-up market mitigation methodological 
approach  to  obtain  the  market  mitigation  potential  of  selected  market 
adaptation  activities  that  agriculturalists  can  undertake  using  existing 
technologies (discussed in detail in Chapters 4 and 5). The units chosen for each 
feasibility study were Australian dollars (AUD or AUD ha
-1, depending on the 
project)  to  quantify  the  market  adaptation  potential,  and  tonnes  of  carbon 
dioxide  equivalent  emissions  (tCO2-e
-1)  to  quantify  the  market  mitigation 
potential. Each project’s market adaptation and market mitigation potential was 
described  in  terms  of  an  “equivalent  carbon  price”  which  combined  the 
adaptation potential and mitigation potential of the project. The units of the 
equivalent carbon price were dollars per tonne of carbon dioxide equivalent 
emissions (AUD tCO2-e
-1), or dollars per hectare, per tonne of carbon dioxide 
equivalent  emissions  (AUD  ha
-1  tCO2-e
-1),  depending  on  the  project.  The 
calculation of both the market mitigation and market adaptation potentials for 
each  year  of  the  project  enables  the  calculation  of  both  a  marginal  market 
mitigation potential, and a marginal market adaptation potential, for each year.  14 
 
A project investment cycle of 15 years was chosen as a reasonable timeline for 
agricultural investments, as this represents around half a generation of farming 
decision-making to avoid issues of intergenerational discounting. This cycle was 
also chosen to reduce the uncertainty of modelling scenarios, to avoid using 
climate model projections, and solely rely on historical observations of the non-
anthropogenic inter-annual climate variability of the region. The author argues 
that the observed inter-annual variability of the SW of WA is a more robust 
baseline  to  assess  the  feasibility  of  projects,  than  climate  change  model 
projections  over  the  next  15  years  in  the  region.  This  is  because  of  the 
fundamental importance of the extremes of seasons and climates to agricultural 
decision-making in the SW of WA, as management methods to enhance yields 
are closely related to extremely variable events, particularly rainfall (Risbey et al. 
1999).   
 
1.3.2 Meteorological Data 
The daily solar radiation on a horizontal plane, air temperature, and the wind 
speed input were data used in the simulation were derived from the Bureau of 
Meteorology (BOM) station at Albany Airport (Station 009741, Lat.(S): -34.9414, 
Long.(E): 117.8022, 69 m above sea level). The transformed data were sourced 
from RETScreen’s (version 4) climate database containing 4,700 ground-station 
locations including Albany, which also incorporates the improved NASA Surface 
Meteorology and Solar Energy Dataset. The Albany airport was selected as a 
representative  data  set  for  the  focus  region  as  it  exhibits  many  similar 15 
 
meteorological characteristics of most agricultural regions in the medium to 
high  rainfall  regions  with  a  moderate  climate,  and  good  wind,  solar,  and 
seasonal  hydrological  resources.  Whilst  many  areas  exhibit  highly  localised 
variations when compared to the Albany airport data, the impracticalities of 
simulating for a range of locations was the deciding factor in the selection of 
one representative meteorological location. 
 
The simulation site’s annual average clearness index is 0.512, the annual average 
horizontal plane solar radiation received is 4.323 kWh m
-2 day
-1 (Figure 1.2), and 
the annual average temperature is 15.4 degrees Celsius (Figure 1.3). The wind 
data  was  recorded  from  an  anemometer  at  10  m  height  aboveground,  and 
generic wind sheer calculations with a surface roughness of 0.1 were used to 
characterise the wind resource (Figure 1.4). The modelling used both annual 
and monthly averages to determine system performance. 
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Figure 1.2: Annual solar radiation data for Albany airport. Source: (Department 
of Natural Resources Canada 2010). 
 
 
Figure 1.3: Annual and monthly mean ambient temperature data for Albany 
airport. Source: (Department of Natural Resources Canada 2010). 
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Figure 1.4: Annual and monthly mean wind speed data for Albany airport. 
Source: (Department of Natural Resources Canada 2010). 
 
The hydrological resource was generated by the author and was derived from a 
combination of intermittent site monitoring of local river systems and rainfall 
data, iteratively combined with known local farm gully dam sizes characteristic 
of  the  SW  region  of  WA.  The  annual  average  available  water  flow  rate  was 
scaled to 10 L s
-1. The input data shown in Figure 1.5 shows the component 
available to the modelled pico-hydroelectric unit and was not the total resource. 
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Figure 1.5: Generated annual and monthly mean available hydrological flows 
used for the hydro-electric simulations. 
 
 
1.3.3 Primary Data and Technical Modelling 
RETScreen,  version  4  databases  were  used  to  incorporate  renewable  energy 
resource  and  meteorological  data  in  suitable  for  technical  simulations.  The 
technical simulations were performed using HOMER version 2.68 beta, released 
by the National Renewable Energy Laboratory (NREL) of the U.S. on 24 July 
2009. HOMER is a distributed power and micro-power optimisation model that 
simulates the operation of renewable energy-based systems by making energy 
balance  calculations  for  each  simulation  interval  throughout  an  entire  year 
(HOMER  Energy  LLC  2010).  A  15  minute  simulation  interval  was  chosen  to 
provide enough resolution to model the intermittent nature of the farm loads 
and renewable energy resources. The program compares the electricity demand 19 
 
to  the  energy  that  the  system  is  able  to  supply,  and  calculates  the  flow  of 
electricity to and from each component of the system. HOMER performs these 
energy  balance  calculations  for  each  system  configuration  and  determines 
whether  it  can  meet  the  electricity  demand  under  the  specified  conditions. 
Rather than compare a range of theoretical systems and relative component 
sizing (as is a common application of HOMER), a range of commonly installed 
small-scale  renewable  energy  system  designs  were  simulated  to  analyse  the 
technical and economic performance of existing investments occurring in the 
SW of WA. All systems were designed to meet relevant Australian Standards 
and assumed installation by suitably accredited persons and entities. 
 
The  accuracy  of  the  system  simulation  results  depends  primarily  on  the 
accuracy of the input data and assumptions. The energy simulation results are 
particularly sensitive to load estimations and renewable resource assessment 
data. The high precision of the modelling outputs should not be misinterpreted 
as a high level of certainty, as many assumptions underpin its appropriateness 
and accuracy. 
 
1.3.4 System Economics and Electricity Tariff Baselines 
While  both  HOMER  and  RETScreen  can  perform  economic  analyses,  an 
explicitly clear economic model was developed in a simple spreadsheet. This 
was  to  ensure  all  unique  attributes  of  the  various  renewable  energy 
technologies,  policies,  emission  calculations,  and  biomass  growth  data  were 20 
 
able  to  be  re-modelled  with  an  economic  overlay,  and  verified  for  both 
assumption and formulae error to enable subsequent modification/duplication 
by third parties. The spreadsheet, referred to in this research as “the model”, 
incorporated the technical performance output data from RETScreen, HOMER, 
and peer reviewed literature to increase flexibility for the feasibility studies. The 
model incorporated capital expenditure cost calculations including (but were 
not limited to):  
·  loans; 
·  site preparation and equipment modification etc.);  
·  operating cost components (including, but not limited to maintenance, 
replacements, fuel/electricity costs etc.), and; 
·  the value of the remaining systems post decommissioning.  
 
The model incorporated current market prices (and in some cases additional 
estimates) of both energy and carbon prices, projected over the 15 year project 
lifetime. Each feasibility study contained a number of assumptions and included 
a discount rate, detailed in each respective scenario, a discount rate of 11% and 
an inflation rate of 3% and was used for the analyses. This resulted in a real 
discount  rate  of  8%.  Whilst  rural  infrastructure  investments  generally  use  a 
slightly lower real discount rate, commercial investments often use much higher 
real discount rates. Therefore, a flat real discount rate of 8% over the 15 year 
investment  reflected  a  balanced  (and  common)  approach  to  determine  the 21 
 
economic value of the modelled systems. (See section 5.2.5 “Discounted Cash 
Flow (DCF) Analyses” for a detailed discount rate justification).  
 
Conventional economic methods, such as Net Present Value (NPV), its negative, 
the Net Present Cost (NPC), and internal rates of return (IRR) (when possible), 
were  used  to  create  a  simple  economic  analysis  model  suitable  for  private 
citizens  and  businesses  to  quantify  benefits  and  costs  over  time.  These 
economic methods were chosen as they are well established. For example, the 
NPV method was applied to financial investments by Simon Bruges as early as 
1582, and bond tables with the equivalent of the IRR were in use by the latter 
half of the 19th century (Parker 1968). However, such methods are not without 
limitations,  as  the  most  probable  NPV  for  a  project  (even  with  a  sensitivity 
analysis) does not recognise the asymmetric probabilities associated with each 
variable  (Slater,  Reddy,  and  Zwirlein  1998).  In  addition,  IRRs  cannot  be 
calculated  when  there  is  no  positive  cash  flow  (Ljungqvist  and  Richardson 
2003). However, a simulation and scenario approach can explicitly recognise 
some asymmetries and their effect on the NPV calculation to demonstrate the 
project’s upside potential as well as downside risk (Slater, Reddy, and Zwirlein 
1998), although this research only modelled a very limited number of possible 
simulations and scenarios.  
 
The controversial nature of assumptions about adaptation behaviour of large 
numbers  of  disaggregated  institutions  and  complications  of  projected 22 
 
technological  developments  must  not  be  ignored  by  modelling  analysis 
(Schneider  1997).  As  such,  the  regionally  specific  bottom-up  adaptation  and 
mitigation potential assessment models used in this analyses are able to account 
for many of the detailed local features and constraints (including ecological, 
institutional  and  landowner-behavioural),  in  addition  to  providing  scope  for 
variable  assumptions,  econometrics  applied,  and  flexible  baselines 
(Intergovernmental Panel on Climate Change 2007).  
 
As an example of the detail of assumptions required for the capital and ongoing 
cost estimations for small-scale renewable energy systems, there are commonly 
choices between “high-end” and “low-end” technologies in terms of quality and 
reliability. Furthermore, the modelled  cost analyses  were based on  a system 
lifetime of 15 years.  However, for a PV module the assumed lifetime of 15 years 
was likely to be an underestimate. Conversely, the lifetime of the inverters and 
battery banks were also modelled as 15 years, which is likely an overestimate, 
based on recent research under Australian conditions (McHenry 2009). Despite 
these  limitations,  an  iteratively
a  balanced  approach  was  chosen  for  each 
simulation and scenario based on the author’s knowledge of such small-scale 
renewable energy systems and carbon sequestration options. 
 
                                                 
a The use of the word ‘iteratively’ in this sense is based on the mathematical 
definition  where  a  number  of  parameters  are  calculated  to  approximate  a 
result.  In  this  case,  to  achieve  an  ‘average’  cost,  quality,  and  replacement 
interval.  23 
 
The model assessment is designed to obtain results relevant to the effect of farm 
level  output  and  income.  This  is  the  primary  reason  behind  the  further 
development  of  the  “market  mitigation”  and  “market  adaptation”  potential 
concept – to obtain results directly relevant to agriculturalists. This includes the 
input  of  first-order  crop  level  production  impact  (or  likewise  energy 
produced/offset, and emissions net produced/mitigated), to the second-order 
market values at the farm level. This stepwise analysis allows for consideration 
of nuances (such as market prices or policy reform/development) that will likely 
influence the decision-making process, including Australia’s naturally variable 
climate, sectoral emission profiles, and their respective value and vulnerability. 
 
Agricultural lands in the SW of WA are generally supplied with electricity from 
the regional network (known as the SWIS – Southwest Interconnected System), 
using the government-owned retailer, Synergy’s Home Business Plan (K1) tariff. 
The daily supply charge and the cost of the first 20 kWh are identical with the 
Synergy Home Plan (A1) tariff, tailored for non-agricultural domestic useres. 
However,  electricity  consumption  above  20  kWh  per  day  is  supplied  at  the 
Synergy Business Plan (L1) tariff rate, which is tailored for non-agricultural small 
businesses (Synergy 2010). Each of these tariffs has significantly increased in 
recent years (Table 1.1). 
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Charges per day  Pre 1/07/’09  Post 1/07/’09  Post 1/4/’10  Post 1/7/’10 
Supply  25.57 ¢ day
-1  32.33 ¢ day
-1  34.75 ¢ day
-1  38.23 ¢ day
-1 
< 20 kWh  13.94 ¢ kWh
-1  17.61 ¢ kWh
-1  18.93 ¢ kWh
-1  20.83 ¢ kWh
-1 
> 20 - < 1650 kWh  17.47 ¢ kWh
-1  22.08 ¢ kWh
-1  23.73 ¢ kWh
-1  26.11 ¢ kWh
-1 
 
Table 1.1: Summary of K1 tariff charges (GST inclusive). Source: (Synergy 2010; 
Frontier Economics 2009). 
 
The WA Renewable Energy Buyback Scheme (REBS) is available for renewable 
energy grid-connected systems on the SWIS of capacity between 500 W and 5 
kW. REBS is calculated on the net import total over the billing period, at a tariff 
equal to the purchase rate minus GST. However, this was amended in 2010 to 
AUD0.07  per  kWh  on  the  SWIS,  while  the  other  major  government-owned 
retailer in WA, Horizon Power which operate off the SWIS, remain at the equal 
rate minus GST. Therefore, on the SWIS the Synergy REBS renders the value of 
electricity exported into the grid from residential homes at around one-third of 
the value of electricity sales to homes. To be eligible for REBS, the client must 
be on the A1 or SmartPower (a time of use variable) tariff, and residences on the 
K1 tariff are ineligible. Similarly K1 clients are ineligible to receive the WA feed-
in tariff (FiT). As the K1 tariff supply structure (under 20 kWh) reflects the A1 
tariff, it may be perceived as inconsistent that K1 tariff customers are ineligible 
for REBS. Therefore, K1 customers, many of which are located in rural areas, are 
unable to receive equivalency for exported and imported electricity to and from 
the SWIS network akin to A1 or SmartPower customers.  25 
 
Rural regions are often located in the “fringe-of-grid” areas that are known to 
require additional voltage and frequency improvement measures. Decreased net 
demand in “fringe-of-grid” areas may become a suitable adaptation alternative 
to  additional  utility  generation  capacity,  or  network  extension  in  some 
circumstances. However, this would require further analyses and was outside 
the scope of this research.  
 
In the model, electricity exports to the SWIS received a zero economic return 
due to the K1 tariff REBS ineligibility. Each system performance simulation was 
designed  to  supply  electricity  to  a  agricultural  homestead  in  real-time  (15 
minute simulated intervals) only displacing electricity imports. The simulation 
calculates electricity exports from the small-scale homestead generation system 
to the network, although it was given a zero economic  value in the model. 
Therefore,  any  economic  benefits  of  small  distributed  generators  providing 
capacity (and possibly voltage and frequency control ancillary services) in the 
simulation and model will be captured by the SWIS network operator (Western 
Power),  or  various  other  generators  under  the  auspice  of  the  SWIS  System 
Management. The model represents this as an opportunity cost at the expense 
of K1 customers. This particular model is relevant to around 13,000 customers 
on the K1 tariff, consuming an estimated 130,000 MWh each year on average, 
which is also increasing (Office of Energy 2009). 
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1.3.5 Electricity Supply, Load Profile Data and Simulations 
The simulated agricultural property homestead is connected to the SWIS with a 
standard rural supply of 230-240V, 32A two phase distribution line. The analyses 
solely  focussed  on  modelling  the  electricity  consumption  of  the  main 
homestead and two primary sheds. The property has two other main electrical 
network  extensions  which  are  used  on  an  infrequent  basis  for  water  point 
supply recharging in summer months via pumps. As these infrequently used 
extensions total annual electricity demand was estimated to be less than 3% of 
total annual farm electricity use, this demand component was omitted to focus 
on the two primary sheds and homestead.  
 
The two sheds can be best described as a general workshop, and a shearing 
shed, while the homestead is a medium-to-large house. The sheds have several 
infrequently-used,  medium-to-high  demand  appliances,  including  shearing 
handpiece motors, welder, grinder, compressor, and various other small electric 
tools. The homestead has a gas oven and stove, and a wood-fired heater used for 
both space and water heating, a solar hot water heater (electric booster), and no 
electric air-conditioning. Significant homestead electrical appliances include a 
medium sized freezer, a medium fridge, a hot water electric booster, washing 
machine, clothes dryer, general kitchen appliances, several domestic lights, and 
a  cathode  ray  tube  TV.  For  simplicity,  this  research  will  only  refer  to  the 
“homestead” when describing both the homestead and the shed. 
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An energy audit was undertaken, based on several site visits, using a 10 day real-
time consumption monitoring, and three years of historical electricity retailer 
billing data. The electricity demand was found to be only slightly lower (~2 kWh 
day
-1) than the average residential home in WA. These two datasets formed the 
basis of the load assumptions that modelled the characteristics of the average 
and peak electricity demand over an average year. The three-year electricity 
retailer billing for electricity consumption (Figure 1.6) and the homestead audit, 
revealed  significant  inter-year  and  intra-day  fluctuations  in  electricity  loads. 
These  included  a  refurbishment  of  the  wood-fired  heater,  and  short-term 
seasonal personnel changes. The higher electricity demand periods correspond 
to summer demand periods. During the summer of 2008 and 2009 the farm 
hosted  two  seasonal  workers,  which  noticeably  increased  electricity  demand 
from the 2007 summer. 
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Figure 1.6: Average electricity consumption 05/2006 to 05/2009 for the 
homestead (kWh day
-1). 
 
 
Simulated load profiles for the homestead are presented in Figure 1.7 and Figure 
1.8. These profiles were developed from the three years of billing data, the on-
site monitoring, and energy audit. The simulated intra-day electricity demand 
has significant variation and reflects the normal daily routine of the homestead 
and the farm operations. The most commonly used larger electricity loads are 
related to cooking, electric water heating, refrigeration, general domestic, and 
shed electrical appliances. Many of these loads are amenable to some level of 
intra-day deferral for demand side management (DSM).  29 
 
 
 
Figure 1.7: Simulated 15 minute interval homestead electrical load profile. 
 
As the complete time series of the farm’s load profile was not available, the 
model’s random variability of “day-to-day” and “time-step-to-time-step” were 
allocated 50% and 250%, respectively to reflect an intermittent demand profile. 
These  random  time-step variations produced a maximum peak load on a 15 
minute basis of around 10.1 kW, which was chosen for consistency with parallel 
operational demands from the energy audit appliance data. The high day-to-day 
energy demand variability reflects the high irregularity of rural tasks that persist 
through weekends, and seasonal changes (Figure 1.8). 30 
 
 
Figure 1.8: Simulated intra-hourly, hourly, daily, and monthly electrical load 
profiles for the homestead. 
 
The  simulation  results  were  highly  dependent  on  the  input  load  data  and 
assumptions.  Similarly,  the  net  renewable  electricity  production  results  are 
sensitive to renewable energy resource inputs and how they relate to real-time 
load  simulations.  In  turn,  the  simulated  technical  and  economic  results  are 
dependent  on  the  load  and  renewable  energy  generation  component(s),  in 
addition to cost estimations projected over time.  
 
An  independent  assessment  of  the  uncertainty  of  the  input  data  (primarily 
meteorological data) and simulated results have not been undertaken for each 
feasibility study. However, as mentioned previously, much model verification 31 
 
has been undertaken for both the HOMER and RETScreen software packages 
and both NASA and BOM have data quality assurance procedures. Thus, the 
research results should only be used as a guide on the understanding that actual 
performance results will vary depending on the installation site. In addition, 
there are more obvious input uncertainties, including future electricity prices, 
REBS eligibility changes, potentially increased network charge components for 
bi-directional  electricity  support  infrastructure,  the  introduction  of  feed-in 
tariffs, REC prices, and the eligibility rules for such changes. 
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1.3.6 Renewable Energy Certificates (RECs) Calculations 
One  REC  is  equivalent  to  1  MWh  of  renewable  energy  produced  by  an 
accredited renewable energy generator. Rebate structures available for solar PV 
systems have undergone recent changes, and these are  based on the earning of 
RECs. Previously, under the Solar Homes and Communities Program, a 1 kW PV 
grid-connected system was eligible for an AUD8,000 capital cost subsidy. The 
deemed  RECs  generated  by  the  system  were  often  sold  to  the  installers  to 
further minimise the owner’s capital expenditures. At the present time (2011), 
the only available rebate for this system is the Solar Credit Scheme.  
 
Under the Solar Credit Scheme, specified sizes and outputs of small PV, wind, 
or hydroelectric systems are allocated RECs as a small generating unit (SGU). 
Assuming the simulated system is designed and installed by a Clean Energy 
Council accredited  installer (for both stand-alone  and grid-connected power 
systems),  the  system  is  eligible  to  create  RECs  as  a  SGU  (Office  of  the 
Renewable Energy Regulator 2010). Table 1.2 shows the eligibility requirements 
for each technology type. 
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System type  System capacity (elec. output yr
-1)  Installation period 
Wind  ≤ 10 kW, and (<25 MWh)  Post 31 Mar. 2001 
PV  ≤ 100 kW, and (<250 MWh)  Post 31 Nov. 2005 
PV  ≤ 10 kW, and (<25 MWh)  Post 31 Mar. 2001 
Hydroelectric   ≤ 6.4 kW, and (<25 MWh)  Post 31 Mar. 2001 
Table 1.2: Requirements for eligibility for SGU system types. Source: (Office of 
the Renewable Energy Regulator 2010). 
 
An example of how to calculate the total REC entitlement for a PV SGU system 
is determined by a deeming formula, presented in Equation 1.1.  
 
Total REC entitlement = Zone rating × Rated power output (kW) × Solar 
Credits multiplier × Deeming period (yrs). 
Equation 1.1: Total REC entitlement equation. Source: (Office of the Renewable 
Energy Regulator 2010). 
 
The “zone rating” is related to the solar output of a system deemed for a region, 
and is assigned via postcodes (See Table 1.3 for WA postcodes and ratings). The 
ratings  indicate  a  relative  performance  weighting  for  PV  system  electricity 
production, related to the regional solar resource, for inclusion in the total REC 
entitlement calculation. As the farm postcode would fall into the “6316 to 6357” 
range, the simulated farm has a zone rating of 1.185.  
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Rating  Postcode range  Rating  Postcode range 
1.382  Between 5800 and 6243  1.185  Between 6244 and 6250 
1.382  Between 6251 and 6254  1.185  Between 6255 and 6270 
1.382  Between 6271 and 6315  1.185  Between 6316 and 6357 
1.382  Between  6358 and 6393  1.185  Between  6394  and 6400 
1.382  Between  6401 and 6430  1.536  Between 6431 and 6431 
1.185  Between  6432 and 6433  1.536  Between  6434 and 6439 
1.622  Between  6440 and 6441  1.382  Between 6442 and 6444 
1.185  Between  6445 and 6459  1.382  Between 6460 and 6467 
1.536  Between 6468 and 6469  1.382  Between 6470 and 6471 
1.536  Between 6472 and 6474  1.382  Between 6475 and 6506 
1.536  Between 6507 and 6555  1.382  Between 6556 and 6573 
1.536  Between 6574 and 6602  1.382  Between 6603 and 6607 
1.536  Between 6608 and 6641  1.622  Between 6642 and 6724 
1.536  Between 6725 and 6750  1.622  Between 6751 and 6797 
1.536  Between 6798 and 6799  1.382  Between 6800 and 6999 
Table 1.3: Deemed zone ratings by postcode for small PV systems in WA. Source: 
(Office of the Renewable Energy Regulator 2010). 
  
The  period  of  time  for  which  the  total  REC  entitlement  is  calculated  are 
determined  by  the  owner.  The  model  selected  a  “deeming  period”  for  the 
simulations that was the longest possible for each technology type. This was to 
maximise the initial capital subsidy to the owner. The available deeming periods 
for each technology type are shown in Table 1.4. 35 
 
Technology type  Available maximum deeming periods 
PV  15 years 
Wind  5 years 
Hydroelectric  5 years 
Table 1.4: Maximum deeming periods by technology type. Source: (Office of the 
Renewable Energy Regulator 2010). 
 
 
The final variable in the total REC entitlement calculation is known as the “REC 
multiplier”.  The  REC  multiplier  is  the  result  of  a  deeming  policy  which  in 
practice inflates systems installed presently, in terms of economic value, relative 
to systems installed in the future. The multipliers deemed over time are based 
on the installation date, and are shown in Table 1.5. 
  
Installation period  Multiplier 
1 July 2010 to 30 June 2011   5 x 
1 July 2011 to 30 June 2012   5 x 
1 July 2012 to 30 June 2013   4 x 
1 July 2013 to 30 June 2014   3 x 
1 July 2014 to 30 June 2015   2 x 
Table 1.5: Installation period multiplier reduction over time. Source: (Office of 
the Renewable Energy Regulator 2010). 36 
 
Equation 1.2 shows the total REC entitlement equation over a 15 year deeming 
period for the simulated 1 kW PV system installed between 1 July 2010 and 30 
June 2012 on the farm property.  
  
1.185 × 1.00 × 5 × 15 = 88.875 
Equation 1.2: Total REC entitlement calculation for the simulated system over 15 
years. Source: (Office of the Renewable Energy Regulator 2010) 
 
The formal total REC entitlement is rounded down for this system size to yield 
88 RECs. Therefore, the system was entitled to create and sell 88 RECs over the 
15 year deeming period. The Office of the Renewable Energy Regulator also have 
a “Small Generation Unit REC Calculator” on their website. The calculator was 
used to determine the REC entitlement for all simulation designs (Table 1.6).  
 
System  Deeming period  REC Entitlement 
1 kW PV grid-connected  15 years  88 
3 kW PV grid-connected  15 years  159 
6 kW PV stand-alone  15 years  213 
1 kW wind grid-connected  5 years  47 
3 kW wind grid-connected  5 years  85 
0.4 kW hydroelectric grid-connected  5 years  38 
1 kW hydroelectric grid-connected  5 years  95 
 
Table 1.6: REC entitlement for each simulated system as derived from the Office 
of the Renewable Energy Regulator’s Small Generation Unit REC Calculator.  
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2. Climate Change, Australia and Agriculture  
Changes in the atmospheric concentrations of GHGs, aerosols, land cover, and 
incident solar radiation alter the energy balance of the climate system and are 
drivers of climate change (Intergovernmental Panel on Climate Change 2007). 
The observed global  increase  in atmospheric nitrous oxide concentrations  is 
primarily due to agriculture, and it is very likely that the observed increase in 
methane  concentration  is  predominantly  due  to  agricultural  activities 
(Intergovernmental Panel on Climate Change 2007). Continental and regional 
long-term  changes  in  other  aspects  of  climate  have  also  been  observed, 
especially as the land responds faster than the oceans to temperature changes,  
(Intergovernmental Panel on Climate Change 2007).  
 
Since 1950 there has been a 0.3 to 0.7
oC warming in the Australian and New 
Zealand region, with more heatwaves, fewer frosts, less rain in SW Australia, 
and  increase  in  Australian  droughts,  alongside  a  rise  in  sea  level  of  70mm 
(Hennessy et al. 2007), as cited in Parry, Canziani, and Palutikof (2007). If the 
trends of the past 50 years continue, the association of Australian droughts with 
increasing records of mean daily maximum temperature and evaporation will 
persist (Nicholls 2004). In the  Intergovernmental Panel on Climate Change’s 
(IPCC) Working Group II (WG II) Fourth Assessment Report (4AR), a  mean 
warming of 0.1 to 1.3
oC was projected by the year 2020, relative to 1990 within 
800 km of the Australian coast (Hennessy et al. 2007). The corresponding mean 
warming projections from the WG II in the 4AR for 2050 and 2080 were 0.3 to 39 
 
3.4
oC,  and  0.4  to  6.7
oC,  respectively  (Hennessy  et  al.  2007).  WG  II’s  4AR 
Technical  Report  (2007)  summarised  that  observational  evidence  from  all 
continents (and most oceans), shows many natural systems are experiencing 
regional climatic changes, particularly temperature increases (Parry, Canziani, 
and Palutikof 2007). 
 
GHG  emissions  can  be  stabilised  by  deploying  available  technologies,  or 
technologies  that  are  expected  to  become  available  in  coming  decades 
(Intergovernmental Panel on Climate Change 2007). This assumes both public 
and private research, development, and extension (RD&E) will be undertaken 
for  technical  acquisition,  development,  deployment  and  diffusion  of  these 
technologies  and  addressing  related  barriers  (Intergovernmental  Panel  on 
Climate Change 2007). While all Intergovernmental Panel on Climate Change 
stabilisation scenarios concur that 60-80% of GHG reductions over the coming 
century  will  have  to  come  from  the  energy  and  industrial  processes,  the 
inclusion of land-use and forestry mitigation options provides greater flexibility 
and  cost-effectiveness  (Intergovernmental  Panel  on  Climate  Change  2007). 
GHG emissions from the energy sector are projected to rise by over 50% from 
26.1GtCO2-e (7.1GtC) in 2004 to 37-40 GtCO2-e (10.1-10.9 GtC) by 2030 (Sims et 
al. 2007). This provides ample opportunity for the agricultural sector to provide 
both mitigation and adaptation to the global effort, and also generates concern 
over what the eventual impacts of this level of anthropogenic emissions will be 
on the agricultural sector.  40 
 
In  practice,  such  coarse  sectoral  and  climate  projections  into  the  future 
currently  mean  little  to  day-to-day  agricultural  management  and  planning. 
Successful  agricultural  management  and  planning  requires  a  much  higher 
resolution of information to customise appropriate mitigation and adaptation 
measures that are suitable to individuals’ capacity economically, physically, and 
institutionally,  all  customised  to  regional-scale  geographical  and  climatic 
vulnerability and resilience characteristics. 
 
2.1 Australian Climate Variability and Agriculture 
Australia  has  the  highest  inter-annual  natural  rainfall  variability  of  all  the 
continents,  and  the  principal  cause  of  this  natural  variability  is  El 
Niño/Southern Oscillation Index (ENSO, or the SOI  (Risbey et al. 1999). As the 
ENSO/SOI is coupled to the annual cycle, the increased use of such variability 
indicators  can  increase  the  predictability  of  the  season  and  thus  decrease 
seasonal  farm  managerial  uncertainties  (Nicholls  1991).  Conversely,  use  of 
indicators  such  as  these  will  lead  to  diverse  management  practices  used  for 
particular  years  according  to  the  particular  projected  characteristics  of  the 
season in the naturally variable, but somewhat predictable climate oscillations 
(Nicholls 1991).  
 
Variability of rainfall is currently the principal climatic factor that determines 
agricultural  management  in  Australia,  as  yield  is  closely  related  to  rainfall 41 
 
(Risbey  et  al.  1999).  Periodic  dry  years  are  a  normal  part  of  the  Australian 
climate,  and  historically  farm  management  plans  have  generally  taken  this 
variability  into  account  with  a  number  of  strategies,  such  as  de-stocking, 
delayed re-stocking, and feed storage strategies, among many others (Harle et 
al. 2007). Over the coming decades, annual changes due to climate change are 
likely  to  be  relatively  small  when  compared  to  existing  natural  inter-annual 
variatiability (Harle et al. 2007).  
 
Figure  2.1:  The  average  annual  rainfall  (1971-2000)  for  Western  Australia, 
Northern Territory, and South Australia. Source: (Bureau of Meteorology 2010). 
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Societies have long managed and adapted to the impacts of weather and climate 
related events. However, to reduce the vulnerability to climate changes over and 
above  the  natural  variability,  such  as  the  recent  flooding,  and  longer  term 
droughts  over  Australia,  more  extensive  adaptation  will  be  required  than  is 
currently  implemented  (Intergovernmental  Panel  on  Climate  Change  2007). 
Therefore,  the  increased  climate  variability  introduced  with  longer-term 
climatic changes, require risk management practices that increase farm stability 
and resilience to reduce the impact of disturbances and climate stresses (Harle 
et al. 2007; Tobor-Kaplon et al. 2005; Griffiths et al. 2000; Brussaard, de Ruiter, 
and Brown 2007). 
 
2.2 The Southwest Observed and Projected Climate 
Observed annual average changes in crucial agricultural inputs are an important 
communication  tool  (Figure  2.2).  However,  the  coarse  resolution  of  annual 
averages does not capture the higher seasonal resolutions required for on-farm 
management  decision-making,  and  of  more  use  are  research  concerning 
seasonal  patterns  and  associated  projections.  Observed  changes  in  summer 
rainfall  since  1950  show  extensive  drying  has  occurred  in  the  SW  of  WA 
(Whetton et al. 2005). Around half of the reduction in observed rainfall from 
1958-1975 to 1976-2003 was due to a reduction in the number of troughs linked 
to wet conditions with the other half being associated with other synoptic types 
(Hope, Drosdowsky, and Nicholls 2006). Winter rainfall in the southwest has 
decreased substantially since 1950, and decreased abruptly in the mid 1970s by 43 
 
around  15-20%.  The  largest  observed  decrease  is  from  March  to  July,  while 
August to October rainfall has actually increased (Australian Greenhouse Office 
2007).  
 
Figure 2.2: Trend in annual total rainfall (1950 – 2008, mm/10 years). Source: 
(Bureau of Meteorology 2009). 
 
The SW of WA is less strongly affected by ENSO than the rest of Australia 
(Nicholls  1991), and the rainfall decrease in the SW of WA  is  likely to be a 
combination of increased GHG concentrations, natural climate variability, and 44 
 
land-use change (Australian Greenhouse Office 2007). The capture of rainfall 
and water storage is another crucial agricultural input. Rainfall flow into Perth’s 
dams has dropped by about 50% since the mid 1970s from the 1911-74 long-term 
average (Power, Sadler, and Nicholls 2005). Increasing trends in atmospheric 
pressure  in  mid  winter  correlate  with  the  rainfall  change  in  the  region 
(Australian Greenhouse Office 2007).  
 
The Intergovernmental Panel on Climate Change’s 2007 4AR included a large-
scale global projection of relative changes in runoff by the end of the 21
st century 
representing the median values of 12 climate models using the SRES (Special 
Report on Emission Scenarios) A1B scenario. In this projection, the SW of WA 
saw  a  90%  model  agreement  on  a  reduction  in  runoff,  with  the  median 
reduction  value  of  between  20  and  40%  of  1980-1999  runoff  levels 
(Intergovernmental  Panel  on  Climate  Change  2007).  A  similar  multi-model 
projection, based on the SRES
b A1B scenario, of changes of SW rainfall (for the 
period  2090-2099  relative  to  1980-1999)  was  also  included  in  the  4AR.  This 
projection  also  showed  a  model  agreement  of  close  to  90%  in  a  projected 
rainfall decrease for December to February of between 20% and 10%, and more 
than 90% model agreement of a decrease of between 30% and 20% for June to 
August (Intergovernmental Panel on Climate Change 2007).  
 
                                                 
b See section 5.1 Navigating Climate Change Economic Model Approaches for 
further SRES discussion. 45 
 
In a summary of the ranges of uncertainty for rainfall changes simulated by 15 
climate models for the Intergovernmental Panel on Climate Change’s 4AR, the 
annual average rainfall is projected to decrease by between 3% and 22% by 2030 
in the extreme SW, and, 0 to 22% in the rest of the SW, and between 0% to 15% 
for southern coastal regions of the SW of WA. By 2070 these rainfall change 
model simulation uncertainties projected annual average decreases of between 
7% and 70% to occur in the extreme SW, zero to 70% in the rest of the SW, and 
zero to 45% for southern coastal regions (Suppiah et al. 2007). These projections 
may have applications for long-term farm planning, although is of little use for 
short-to-medium term (<30 years) farm management activities.  
 
While noting the magnitude, spatial, and temporal uncertainties in projections 
such  as  these,  climate  change  is  expected  to  exacerbate  current  stresses  on 
water resources from population growth and economic and land-use change, 
including  urban  areas  (Intergovernmental  Panel  on  Climate  Change  2007). 
Scenario  information  is  increasingly  being  developed  at  a  finer  geographical 
resolution  and  been  applied  to  the  SRES  storylines,  producing  new  regional 
scenarios of socio-economic conditions, land use and land cover, atmospheric 
composition, climate and sea level (Carter et al. 2007). However, there is wide 
agreement  between  climate  scientists  that  these  projections  require  higher 
temporal and geographical resolution and verification procedures to become 
more reliable, although such projections are unavailable for the focus region of 
this research at present. 46 
 
Climate  change  models  are  an  approximation  of  geographically  specific  
processes of longer-term temporal contexts (Halsaes, Kuhl, and Olesen 2007), 
and regional models vary in model structure, coverage, analytical approach, and 
assumptions  (Nabuurs  et  al.  2007).  Model  validation  is  necessary,  but  not 
sufficient  to  ensure  the  reliability  of  projected  changes  in  climate  models 
(Suppiah et al. 2007). The use of validated simulation models developed for, or 
near the region of interest often incorporates systems processes that are unique 
to the area (Balbus et al. 1998), and the reliability of most climate models in the 
Australian  region  are  tested  by  comparing  observed  and  simulated 
precipitation, average temperature and mean sea-level pressure (Suppiah et al. 
2007). 
 
A  regional  modelling  study  by  Williams  et  al.  (2001)  on  the  sensitivity  of 
Australian fire danger and climate change found that a doubling of atmospheric 
CO2-e  concentrations will increase the fire danger throughout the entire south 
of the continent with the equal greatest national increase of 40% in the Fire 
Danger Index (FDI) occurring for the southeast of WA (Williams, Karoly, and 
Tapper 2001). Katanning, which represented the SW in the Williams et al. (2001) 
study, found that the period of greatest severity occurs at the end rather than 
the beginning of the fire season and is more severe (with nearly half of the 
season  is  expected  to  have  “very  high”  or  “extreme”  fire  danger  days  and 
“extreme” days doubling in frequency), whilst the length of the season remained 
constant (Williams, Karoly, and Tapper 2001).  47 
 
While  climate  change  models  operate  in  a  geographical  and  longer-term 
temporal  contexts,  economic  analyses  are  based  on  economic  decisions,  or 
institutional  boundaries  within  enterprises  and  markets,  often  over  a  much 
shorter timeframe (Halsaes, Kuhl, and Olesen 2007). Therefore, this research 
uses published peer-reviewed general agricultural production research impact 
findings from climate modelling to inform the assumptions that might be a 
crucial input to the project feasibility studies. 
 
2.3 Net Agricultural Impacts, Vulnerability and Adaptability 
A  wide  range  of  interrelated  or  compounding  climate  change  impacts  are 
projected  for  weed  and  pest  control,  water  supplies,  bushfire  management, 
forestry  productivity,  animal  husbandry,  pasture  management,  aquaculture, 
land-use practices, and infrastructure. Projected risks to major infrastructure   
including,  failure  of  floodplain  and  drainage/sewerage  protection,  increased 
storm and fire damage, and heatwave associated electricity interruptions due to 
climate  change  are  likely  to  increase  in  frequency  by  2030  (Hennessy  et  al. 
2007). Vulnerability in the SW is likely to rise as a consequence of more extreme 
events, especially by 2050, and climate-related damage will be a major challenge 
to adaptation (Parry, Canziani, and Palutikof 2007). 
 
Balancing  potentially  negative  impacts  with  potentially  positive  impacts  of 
climate  change  (e.g.,  increased  growth  rates,  improved  food  conversion 
efficiencies,  less  winter  cooling  energy  consumption  etc.),  reveal  the 48 
 
complexities  in  speculating  about  aggregate  climate  effects  in  Australia 
(Easterling et al. 2007). Climate change impacts will vary regionally, although 
aggregated and discounted to the present, they are very likely to impose a net 
annual  cost  that  increases  over  time  as  global  temperatures  increase  (Parry, 
Canziani,  and  Palutikof  2007).  Heatwaves  and  fires  are  virtually  certain  to 
increase in intensity and frequency and floods, droughts, and storm surges are 
very likely to become more frequent and intense, with large areas of mainland 
Australia likely to have less soil moisture on average (Hennessy et al. 2007), as 
cited in Parry, Canziani, and Palutikof (2007). 
 
Exceptionally  hot  average  temperature  years,  and  years  with  extremely  low 
rainfall are projected to increase for the SW of WA. By around 2010-to-2040, 
exceptionally hot years are likely to occur every 1.2 years on average, and impact 
around 80% of the SW. Over the same period, exceptionally low rainfall years 
are likely to occur every seven years, and impact around 18% of the SW. These 
extremes  are  compounded  by  projections  of  fewer  cold  nights,  increases  in 
extreme weather events (including heavier rain events and more frequent and 
extreme drought in the SW of WA (CSIRO and Bureau of Meteorology 2007, 
2008). 
 
Climate impacts on agricultural production will heavily depend on precipitation 
and evaporation changes, especially as 80% of total agricultural land and close 
to 100% of pasture land is rain fed (Easterling et al. 2007). Changes in rainfall 49 
 
and temperature are leading to major changes in runoff and water availability 
(Intergovernmental  Panel  on  Climate  Change  2007),  which  is  evident  from 
falling water supplies, and water security problems are very likely to intensify by 
2030 in southern Australia (Hennessy et al. 2007), as cited in Parry, Canziani, 
and Palutikof (2007). Where trees are not water-limited, warming extends the 
growing season in southern Australia, but warming is projected to create new 
negative impacts (Hennessy et al. 2007).  
 
Production from agriculture and forestry is projected to decline by 2030 due to 
increased  drought  and  fire  and  the  reduction  of  water  security  issues  in 
southern and eastern Australia (Intergovernmental Panel on Climate Change 
2007; Hennessy et al. 2007; Parry, Canziani, and Palutikof 2007). The “elevated 
risks  of  fires  [in  forests],  insect  outbreaks,  wind  damage  and  other  forest-
disturbance events are projected, although little is known about their overall 
effect on timber production” (Easterling et al. 2007, p299). 
 
Projections of the interactions of agricultural weeds, insect pests and disease 
with climate changes suggest changes in species composition and changes in 
their geographic location (Easterling et al. 2007). As a consequence, significant 
biodiversity loss projected to occur by 2020 in ecologically rich sites including 
SW of WA (Intergovernmental Panel on Climate Change 2007). This is a major 
unknown for the agricultural production system in the SW of WA, which is 50 
 
nestled  in  a  relatively  small  unique  bioregion  with  little  prospect  of  finding 
suitable cooler climates for translocation. 
 
Reduction  in  animal  forage  quality,  changes  in  grazing  behaviour,  increased 
thermal stress, decreased conception rates, and livestock loss may result due to 
increased CO2 concentrations and temperatures (Easterling et al. 2007). A 20% 
reduction  in  rainfall  is  likely  to  reduce  pasture  productivity  by  15%  and 
liveweight gain in cattle by 12%, substantially reducing stocking rates (Hennessy 
et  al.  2007).  Animal  water  demand  is  likely  to  rise  alongside  temperature 
increases as water demand is strongly related to temperature (Harle et al. 2007). 
The  15  climate  models  used  for  the  Intergovernmental  Panel  on  Climate 
Change’s  4AR  projected  the  annual  temperature  increases  in  the  SW  to 
translates to between 1 to 32 more days over 35
oC by 2020 (Suppiah et al. 2007), 
as cited in Hennessy et al. (2007). Aquacultural impacts such as stress due to 
increased  temperature,  oxygen  demand  and  acidity  of  water  coupled  with 
uncertain water supplies, extreme weather events, disease frequency, uncertain 
fishmeal  supplies  etc.,  illustrate  the  particular  vulnerability  of  this  sector 
(Easterling et al. 2007).  
 
The natural systems on which agriculture and aquaculture rely exhibit moderate 
adaptive capacity, and the projected rates of climate change are very likely to 
exceed rates of evolutionary adaptation for many species (Hennessy et al. 2007), 
as cited in Parry, Canziani, and Palutikof (2007). The limited number of species 51 
 
that comprise the vast majority of agricultural and aquacultural production is of 
particular concern for policymakers. 
 
Fortunately, these sombre, although potentially “worst-case scenario” research 
findings are not ubiquitous across all Australian regions as the climate and the 
vulnerability to climate change varies widely across the continent. Vulnerable 
regions to climate change show evidence of:  
·  large projected impacts from climatic change; 
·  low adaptive capacity; 
·  substantial populations; 
·  economic importance; 
·  substantial levels of exposed infrastructure, and; 
·  other major stresses (e.g., continued rapid population growth, ongoing 
unsustainable  development,  continuing  land  degradation,  ongoing 
habitat loss and threats from rising sea level) (Hennessy et al. 2007), as 
cited in Parry, Canziani, and Palutikof (2007). 
 
In addition to climate stresses, reduced resilience and adaptive capacity from 
non-climate  stresses  can  increase  vulnerability  to  climate  change  (Parry, 
Canziani,  and  Palutikof  2007).  Vulnerability  to  climate  change  is  a  broader 
concept than potential impacts, as vulnerability assessments tend to consider 52 
 
socio-economic  and  psychological  factors  and  differential  adaptive  capacity 
(Fussel and Klein 2006). For example, perceptions of high vulnerability and low 
adaptive capacity appeal to fear and guilt and can negatively influence adaptive 
action  by  de-motivating  adaptive  behaviour  (Adger  et  al.  2007).  Thus, 
vulnerability studies are diverse beasts, as neither vulnerability as an outcome, 
or  contextual  vulnerability  can  be  easily  quantified,  translated  into  practice, 
represented  over  time,  or  characterised  by  a  suitable  metric  (Adger  2006). 
Nonetheless, vulnerability measures can account for the temporal dynamics of 
risk being either a temporary of chronic state (Adger 2006), and is useful to 
conceptualise (Equation 2.1). 
 
Vulnerability = exposure × sensitivity or adaptive capacity 
Equation 2.1: The definition of vulnerability. Source: (Swart and Raes 2007). 
 
Vulnerability  may  refer  to  the  vulnerable  system  itself  (e.g.,  forest  and 
agricultural  lands),  the  impact  to  the  system  (e.g.,  increased  frequency  and 
severity of fires), or the mechanism causing these impacts (e.g., the decrease in 
rainfall  and  water  availability)  (Parry,  Canziani,  and  Palutikof  2007).  The 
fundamental scale of vulnerability is local and is aggregated up to larger scales, 
such as the state or national. However, this aggregation will likely lead to loss of 
information  about  pockets  of  vulnerability  (Eriksen  and  Kelly  2006). 
Vulnerability to climate change can be exacerbated by localised stresses such as 
current climate hazards, unequal access to resources, food insecurity, trends in 53 
 
economic globalisation, and the incidence of diseases (Intergovernmental Panel 
on Climate Change 2007).  
 
Adaptation to risks of a changing climate is necessary to reduce vulnerability. In 
simple terms, agricultural systems must adapt to reduce risk, as the probability 
and the climate hazards are essentially external to agricultural decision-making 
(Equation  2.2).  The  Australian  Greenhouse  Office  guide  “Climate  Change: 
Impacts & Risk Management - A Guide for Business and Government” presents 
the  accepted  methodology  for  risk  assessment  in  Australia  (Equation  2.2) 
(Australian Greenhouse Office 2006). 
 
Risk = probability × climate hazard × vulnerability. 
Equation 2.2: The definition of risk. Source: (Swart and Raes 2007; Australian 
Greenhouse Office 2006). 
 
In  predominantly  agricultural  regions,  successful  adaptation  measures  can 
“smooth  out”  yield  fluctuations  while  increasing  average  yields,  benefiting 
agriculturalist  social  welfare.  However,  many  studies  make  the  unrealistic 
assumption of perfect adaptation by individual agriculturalists, as knowledge of 
causes,  impacts,  and  possible  solutions,  does  not  always  lead  to  changes  in 
behaviour  that  lead  to  adaptation  (Adger  et  al.  2007).  Although  successful 
adaptation will be vital in many regions, there are usually formidable financial, 
technological,  institutional,  environmental,  informational  behavioural,  social, 54 
 
cognitive,  cultural,  and  political  barriers  that  constrain  both  the 
implementation and effectiveness of adaptation measures (Intergovernmental 
Panel  on  Climate  Change  2007;  Hennessy  et  al.  2007).  The  outputs  of  this 
research seek to elucidate barriers to successful adaptation for the simulations 
and models. Nonetheless, successful adaptation strategies will bring a range of 
new  opportunities  to  the  agricultural  sector  (Intergovernmental  Panel  on 
Climate  Change  2007).  Therefore,  agricultural  research  needs  to  focus  on 
impacts  and  adaptation  strategies  for  a  complete  range  of  farming  systems, 
including both costs and benefits for rural livelihoods
c (Hennessy et al. 2007).  
 
Adaptation is necessary in the short and long-term (Intergovernmental Panel on 
Climate  Change  2007),  and  adaptation  practices  can  be  differentiated  along 
several dimensions:  
·  spatial scale (local, regional, national); 
·  sectoral (water resources, agriculture, tourism, etc.); 
·  type of action (physical, technological, market); 
·  actor (private sector, local communities and individuals); 
·  climatic zone (dryland, etc.); 
                                                 
c  For  example,  tourism  is  likely  to  directly  benefit  from  drier  and  warmer 
weather in some areas of Australia. However this does little to enhance food 
production and productivity (Hennessy et al. 2007).  
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·  baseline  income/development  level  of  the  systems  in  which  they  are 
implemented (developed countries etc.), or; 
·  some combination of these and other categories (Adger et al. 2007). 
 
Unfortunately,  the  available  literature  on  adaptation  costs  and  benefits  is 
limited, fragmented, and not fully developed or understood (Parry, Canziani, 
and Palutikof 2007; Intergovernmental Panel on Climate Change 2007; Adger et 
al. 2007). However, there are growing numbers of cost and benefit estimates at 
regional and project level for agriculture, energy, water resource management, 
and infrastructure investments. These regional estimates identify a number of 
measures that can be implemented at low cost or with high benefit-cost ratios 
(Parry,  Canziani,  and  Palutikof  2007;  Intergovernmental  Panel  on  Climate 
Change 2007; Adger et al. 2007). Although to date, many of these assessments 
and measures are publically unavailable for the SW region. This research aims 
to contribute to the available estimates of adaptation and mitigation costs and 
benefits for the SW of WA. 
 
Fortunately,  there  are  relatively  few  constraints  for  agriculturalists  to 
autonomously  implement  many  adaptation  and  mitigation  options 
(Intergovernmental  Panel  on  Climate  Change  2007).  These  autonomous 
adaptation and mitigation options often comprise many familiar agricultural 
adaptive strategies, including: 56 
 
·  using varieties and/or species with resistance to heat shock and drought; 
·  altering fertiliser applications consistent with the climate changes; 
·  varying watering and other water management practices according to 
need; 
·  wider use of water harvesting technologies; 
·  conservation of soil moisture by crop residue retention; 
·  water  management  to  prevent  waterlogging,  erosion  and  nutrient 
leaching; 
·  increased water use efficiency; 
·  changing seedling and harvesting times; 
·  diversifying income by integrating other farming activities; 
·  using seasonal climate forecasting to reduce production risk; 
·  integrated pest and pathogen management; 
·  use of varieties and species resistant to pests and diseases, and; 
·  maintaining  or  improving  monitoring  and  quarantine  regimes 
(Easterling  et  al.  2007;  Intergovernmental  Panel  on  Climate  Change 
2007). 
 
This research focuses on aspects of the adaptive strategies in points two and 
nine.  Examples  of  major  constraints  to  the  above  thirteen  strategies  are 57 
 
primarily technological and financial, alongside fundamental limits to new crop 
varietital access (Intergovernmental Panel on Climate Change 2007). However, 
autonomous adaptations may not be widely adopted as there are many non-
climate  issues  to  manage,  including  the  possible  interactions  of  adaptation 
options  and  economic,  institutional,  information  and  cultural  barriers 
(Easterling et al. 2007).  
 
Many barriers can be overcome or lessened by government policy development. 
Policies and instruments available to government to create the incentives for 
mitigation already exist, and are already used to influence the direction that 
adaptation  takes.  These  policies  and  instruments  include  regulations  and 
standards, taxes and charges, tradable permits, financial incentives, voluntary 
agreements,  information  instruments,  research  and  development, 
demonstrations,  and  the  integration  of  climate  change  policies  in  wider 
development  policies.  Indeed,  the  main  opportunities  deriving  from  these 
policies,  measures  and  instruments  are  the  reduction  of  climate  change 
vulnerability  and  reducing  the  barriers  to  their  implementation 
(Intergovernmental Panel on Climate Change 2007).  
 
There  is  high  agreement  that  many  mitigation  options  can  result  in  many 
benefits (both mitigation and adaptation) that may offset a substantial fraction 
of the costs associated with their implementation (Intergovernmental Panel on 
Climate Change 2007). This research explores a small range of clean energy and 58 
 
biosequestration options and their associated implementation costs to quantify 
the adaptation and mitigation benefit and costs to private entities.  
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3. International Climate Change Developments 
The UNFCCC definition of climate change limits changes that are proven to be 
anthropogenic,  whereas  the  Intergovernmental  Panel  on  Climate  Change 
definition  includes  natural  and  anthropogenic  causes  of  climate  change  and 
thus allows a larger role for adaptation to all forms of climate change (Swart and 
Raes  2007).  However,  as  the  UNFCCC  process  will  currently  not  finance 
adaptation measures in developed countries, citizens and private entities seem 
the  likely  source  of  motivation  to  encourage  adaptation  measure 
implementation in these countries. This is the rationale behind focussing on the 
market mechanisms and rules that are currently mature and available to private 
individuals and businesses in this research.  
 
While mitigation actions are evaluated in terms of their emission-reduction and 
cost-effectiveness, this approach for adaptation is inappropriate as there is not 
always a single measure of the effectiveness of adaptation measures (Callaway, 
Naess, and Ringius 1998), and effectiveness varies by region. Thus, the bulk of 
adaptation  actions  have  historically  been  motivated  by  the  self-interest  of 
affected private parties, possibly facilitated by public policies that are generally 
state or nation-specific (Klein et al. 2007). 
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3.1 International Climate Change Mechanisms  
The Kyoto Protocol mentions human-induced land-use changes and forestry 
activities (afforestation, reforestation, deforestation, etc.), as sinks and sources 
of GHGs, and that agricultural sinks as offsets may be allowed into the future 
(Klein et al. 2007; Kyoto Protocol 1997). However, such mechanisms are often 
undeveloped, use timeframes that are difficult for private entities, and often do 
not reflect the known vagaries of actual emission sources and sinks.  
 
Article 3 of the Kyoto Protocol states that the Conference of the Parties
d (COP) 
would at its first session, or as soon as practicable decide upon modalities, rules 
and guidelines as  to how, and which, additional human-induced changes  in 
sources and removals by sinks in the agricultural soils and the land-use change 
and forestry categories shall be calculated by Annex I countries, and that these 
decisions shall apply to the second and subsequent commitment periods (Kyoto 
Protocol  1997).  However,  many  of  these  modalities,  rules,  guidelines,  and 
provisions  are  currently  unsuitable  for  current  business  planning  over  the 
normal decision-making timeframes. Nonetheless, under Article 2 of the Kyoto 
Protocol,  Annex  I  parties  are  required  to  promote  sustainable  forms  of 
agriculture in light of climate change considerations (Kyoto Protocol 1997). This 
requirement leaves only governments with essentially a non-binding incentive 
                                                 
d The COP approve procedures and mechanisms to determine and address non-
compliance  with  the  provisions  of  the  Kyoto  Protocol,  which  include  the 
development of an indicative list of consequences that takes into account the 
cause, type, degree and frequency of non-compliance (Kyoto Protocol 1997). 62 
 
to  support  agriculture  - a sector primarily controlled by many small private 
entities,  with  no  incentive  or  specific  capability  to  undertake  the  large 
administrative burden of such compliance activities.  
 
3.1.1 Complexity in Australian Emissions Accounting 
For  the  first  commitment  period  from  2008  to  2012,  Australia’s  aggregate 
anthropogenic CO2-e emission limitation is equal to 108% of 1990 emissions 
multiplied by five, minus the net land-use change and forestry CO2-e emission 
sinks  relative  to  1990,  plus  or  minus  any  transferred  or  acquired  emissions 
reduction units from other parties (Kyoto Protocol 1997). Unlike most other 
sectors that emit GHGs, the agricultural sector emissions are mostly methane 
and nitrous oxide (Table 3.1). These emissions are predominantly from enteric 
fermentation in ruminants, prescribed burning and microbial activities in soil 
and water following fertiliser application (Table 3.2). 
Table 3.1: Australian 2006 sectoral net GHG emissions (Mt, Kyoto accounting)
e. 
Source: (McHenry 2009). 
                                                 
e  Where: 
(a)  emissions  are  included  in  industrial  processes  for  reasons  of 
confidentiality  in  the  National  Greenhouse  Gas  Inventory  (NGGI); 
(b)  net 
credits from land use, land use change and forestry should only be included in 63 
 
 
 
Table 3.2: Western Australian 2006 agricultural soil emission subcategory totals 
(Gg, Kyoto accounting). Source: (McHenry 2009). 
 
The  natural  variability  of  the  Australian  climate  has  resulted  in  Australia 
choosing to not account for Article 3.4 emissions in the Kyoto Target in the 
National  Inventory  Report  to  the  UNFCCC.  Australia’s  Article  3.4  emissions 
omitted all native forests under management, revegetation that does not meet 
forest criteria, and carbon stored in soil and vegetation on both grazing and 
crop lands (Department of Climate Change 2008). Australian soil carbon is only 
reported  for  the  Kyoto  target  as  a  component  of  land-use  change  activities 
under Article 3.3. The Article 3.4 emissions are excluded because of the risks 
associated with including large annual fluctuations due to climate-dependent, 
                                                                                                                                          
this account during the first commitment period. They are included as a guide 
for the Kyoto target, which is expected to be 597 Mt each year over the period; 
IE included elsewhere, and; - not applicable. Sector percentages and total will 
not add due to rounding. 64 
 
non-anthropogenic  emissions.  Figure  3.1  is  an  explicit  example  of  the 
vulnerability of organic carbon pools to climatic variables. As the ENSO/SOI
f is 
coupled to the annual cycle (Nicholls 1991), emissions in the short-to-medium 
term are unrelated to the success or failure of mitigation policy.  
 
Figure 3.1: A comparison between Australia’s national reported Kyoto emissions, 
with and without Article 3.4 emissions and the Southern Oscillation Index 
(SOI). Source: (McHenry 2009). 
 
The inherent vulnerability of organic carbon pools to climate has important 
consequences for land use planning and management practices, and uncertainty 
                                                 
f The SOI is calculated by the Australian Bureau of Meteorology from mean sea 
level air pressure differences between Tahiti and Darwin in Australia. Negative 
SOI values are associated with a reduction of Australian rainfall (or El Niño 
events), while positive values are associated with an increased probability of 
increased annual rainfall (La Niña event). 65 
 
remains about several key issues about frequencies of extremes on carbon pool 
stability (Easterling et al. 2007). As rainfall variability is currently the principal 
climatic factor that determines agricultural management in Australia (Risbey et 
al. 1999), policy-makers should take into account these natural climatic cycles 
when attempting to develop mechanisms that integrate agriculture into broader 
climate policy. 
 
The complexity of the accounting process has resulted in Australian agricultural 
emission  subcategories  being  collated  using  direct,  indirect  and  animal 
production  emissions,  at  the  resolution  of  the  States  and  the  Northern 
Territory. In WA, indirect emissions from fertilisers, manures and burning is the 
largest subcategory of agricultural soil emissions, with slightly under half of the 
State’s total agricultural soil emissions. WA’s direct agricultural soil emissions 
from  applying  fertilisers,  manures,  nitrogen  fixing  crops  and  crop  residues 
contribute around one-third of the total, and the remaining emissions are from 
animal excretion on paddock. These emission totals, available from the NGGI 
for  each  year  from  1990,  show  the  steady  increase  in  emissions  from  this 
subcategory  in  WA  (Figure  3.2).  Reducing  agricultural  soil  emissions  in  the 
NGGI requires agriculturalists to be aware of the links between their specific 
management practices and the resulting direct and indirect emissions.  
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Figure 3.2: Western Australian agricultural soil emissions from 1990 to 2006. 
Source: (McHenry 2009). 
 
In such complex accounting mechanisms, there is a requirement for improved 
information  instruments  to  transfer  knowledge  for  improved  mitigation  and 
adaptation by agriculturalists. Even what is meant by “direct” and “indirect” soil 
emission categories are sometimes a source of confusion when attempting to 
reduce  overall  emissions  from  farm  activities,  particularly  with  the  use  of 
fertilisers  and  manures.  For  example,  manuring  has  a  number  of  practical 
applications in agronomy, but net carbon sequestration is not one of them. This 
is  because  more  soil  organic  carbon  (SOC)  is  produced  in  soils  when  crop 
residues  are  allowed  to  decompose  than  when  they  are  fed  to  animals  to 
produce manure. Nitrogen fertiliser is also commonly recommended to increase 
SOC. While this is true for local-scale farming in terms of reducing farm GHG 67 
 
emissions with the increase of SOC in the 0-30 cm of topsoil layers, the amount 
sequestered is insufficient to balance global emissions produced during fertiliser 
manufacture (Schlesinger 2000).  
 
Developing standardised methods of quantifying SOC offset projects for specific 
land  and  soil-use  changes  streamlines  the  procedures  involved  in  offset 
certification and verification. Unfortunately, the use of standardised accounting 
methodologies  without  sufficient  model  verification  will  likely  result  in 
inadequate  estimates  of  the  actual  sequestered  carbon  in  soils  for  private 
markets. This inadequacy is likely to result in discounting of soil carbon offsets 
in carbon trading markets to the point where Australian SOC offset projects will 
not occur (McHenry 2009). While pockets of practical and technical difficulties 
to  successful soil sequestration remain,  there is a  need for parallel work  on 
reducing political and market barriers to agriculturalists using soils to generate 
offsets under various emissions offset trading schemes. 
 
In  terms  of  forestry  sequestration  projects,  the  Australian  Commonwealth 
Government  has  sought  to  increase  national  participation  in  Clean 
Development  Mechanism  (CDM)  projects  (Department  of  Climate  Change 
2009). However, the Commonwealth has been unwilling to partake in CDM 
forestry projects due to sink permanence issues. Under current Kyoto Protocol 68 
 
rules, offset CDM afforestation or reforestation credit units
g expire, and must be 
replaced (Department of Climate Change 2008; Hohne et al. 2007). If forestry-
related CDM credit units are retired against a national target, and there is a 
reversal of sequestration, another Kyoto Protocol unit must replace it when it 
either loses certification, or expires. Thus, the Commonwealth considers retiring 
forestry-related  CDM  units  against  Australia’s  Kyoto  Protocol  target  an 
unacceptable exposure to a replacement liability, and the Commonwealth also 
excluded  these  forestry-related  CDM  units
h  from  the  previously  proposed 
Carbon Pollution Reduction Scheme (CPRS) (Department of Climate Change 
2008).  Private  entities  considering  forestry  biosequestration  may  pause  to 
consider the risks of contingent obligations and administration costs that are 
unacceptably high for a government, as it is clear that even governments have 
not often pursued them. 
 
The single aim of all climate change policy is to efficiently generate mitigation 
and adaptation. Therefore, future climate change policy should seek to avoid 
imposing  unresponsive  arrangements  that  are  complex  in  nature,  and 
insensitive  to  economic  differences  between  regions.  Such  outcomes  create 
considerably  different  compliance  costs  between  adherents,  and  uncertainty 
between  competing  opportunities,  which  trigger  disagreements  over  fairness 
                                                 
g Formally called Certified Emission Reductions (CERs) 
h Temporary CERs (tCERs) expire after less than two commitment periods, and 
long-term (lCERs) may expire between 20 and 60 years, depending on the 
project. 69 
 
(Babiker et al. 2002). In simple terms, the role of governments should primarily 
focus  on  subsidising  desirable  changes  to  economic  activity,  mitigating 
significant  negative  externalities  of  economic  activities  by  disincentives,  and 
regulating undesirable actions (Mendelsohn 2000). Governments can facilitate 
positive  mitigation  and  adaptation  policy  outcomes  by  providing  various 
information services about future climates, their potential impact, and possible 
mitigation  and  adaptation  options,  as  obtaining  this  information  privately 
would  be  an  unnecessary  duplication  of  resources  and  be  too  expensive  for 
private entities  (Mendelsohn 2000). 
 
3.2 Mitigation and Adaptation  
Mitigation means implementing policies to reduce GHG emissions and enhance 
sinks. Mitigation can reduce, delay, and avoid many climate change impacts 
(Intergovernmental  Panel  on  Climate  Change  2007).  Examples  of  mitigation 
technologies and practices available to agriculturalists include:  
·  improved  crop  and  grazing  land  management  to  increase  soil  carbon 
storage;  
·  restoration of degraded lands;  
·  reducing deforestation;  
·  improved nutrition through strategic nutrition; 
·  use of production-enhancing agents;  
·  breeding improvements;  70 
 
·  disease and pest control; 
·  production efficiency through reproduction efficiency;  
·  improved livestock manure management;  
·  improved fertiliser application techniques;  
·  improved crop yields;  
·  renewable energy generation and biofuels use to replace fossil fuel use, 
and; 
·  afforestation  and  reforestation  (Intergovernmental  Panel  on  Climate 
Change 2007; Halsaes et al. 1998). 
 
This research focuses on aspects of the mitigation strategies in points five, ten, 
eleven,  twelve,  and  thirteen.  One  challenge  for  the  climate  change  research 
community is to identify, develop, and analyse the interface between mitigation 
and  adaptation  strategies  (Goklany  2007).  This  will  include  adaptations  that 
improve  conventional  productivity,  and  assess  options  that  determine  such 
options’ economic attractiveness and potential for specific regions. Specifically, 
this  research  explores  areas  of  adaptation  and  mitigation  that  private 
individuals and businesses would undertake autonomously to avoid (or benefit 
from)  the  impacts  of  climate  change  in  both  the  absence  and  presence  of 
government policies in the SW of WA. (For a detailed discussion of difference 
aspects  of  private  and  public  considerations,  see  sections  3.2.1,  3.3,  3.4,  and 
Chapter 4.) 71 
 
3.2.1 Mitigation and Adaptation Management 
Neither adaptation, nor mitigation alone can avoid all climate change impacts. 
However, they can complement each other and together reduce the risks of 
climate  change  (Intergovernmental  Panel  on  Climate  Change  2007). 
Responding to climate change by private individuals and businesses involves an 
iterative management process that includes both adaptation and mitigation and 
takes into account climate change damage, co-benefits, sustainability, equity 
and attitudes to risk (Intergovernmental Panel on Climate Change 2007). The 
economic  value  of  the  damage  avoided  by  both  types  of  actions  (or  their 
benefits)  can  be  achieved  by  methods  such  as  formal  cost-benefit  analyses 
(Callaway,  Naess,  and  Ringius  1998).  However,  these  type  of  analyses  often 
result  in  sophisticated  methods  and  models,  and  introduces  numerous 
uncertainties with valuation of market and environmental impacts (Callaway, 
Naess, and Ringius 1998). In many cases, even basic model assumptions can be 
easily invalidated or unnecessarily add to uncertainties for specific analyses. 
 
The  logic  that  adaptation  influences  the  costs  and  benefits  of  mitigation 
activities  does  not  hold  when  only  considering  private  citizens  and  their 
investment choices. This is because at present the private citizen is not liable to 
pay the cost of mitigation activities, and the logic is thus reduced to “adaptation 
effects the benefits of mitigation activities”, as private citizens receive a positive 
externality from mitigation measures of others. Furthermore, as private citizens 
and  entities  adapt,  they  reduce  the  benefits  of  mitigation,  resulting  in  less 72 
 
private value in mitigation and more impetus on adaptation, especially in the 
short-term. However,  making major  changes in  the  short-term requires  vast 
capital  outlays  and  premature  redundancy  of  existing  capital.  Thus, 
distinguishing between short-term and long-term mitigation and adaptation is 
important as capital is largely fixed for the short-term, but over the long-term 
all the capital is eventually replaced (Mendelsohn 2000).  
 
Generally, costs will be reduced if policies include the market failures of climate 
change damage and the benefits of technical innovation for low carbon options. 
Mitigation costs are likely to be greater if emission balancing options across the 
economy are attempted without the ability to trade emissions across all sectors 
in a cost efficient fashion (Barker et al. 2007). The implementation of a stable 
and a predictable carbon price in the range of 20-50 US$/tCO2-e (US$75-185/tC), 
reached  globally  by  2020-2030  and  sustained  or  increased  thereafter,  is 
projected to deliver deep emission reductions by mid century consistent with 
stabilisation around 550ppm CO2-e. Such a price would deliver these emission 
savings  by  creating  incentives  large  enough  to  entice  investment  into  low 
carbon options, such as energy efficiency, and to halt deforestation and reward 
afforestation (Barker et al. 2007).  
 
There is substantial economic scope for the mitigation of global GHG emissions, 
although there are considerable differences in this scope at the sectoral level 
(Intergovernmental  Panel  on  Climate  Change  2007).  Examples  of  mitigation 73 
 
policies, measures and instruments suitable for the agricultural, forestry and 
energy sectors include:  
·  financial  incentives  and  regulations  for  improved  land  management, 
maintaining soil carbon content, soil carbon sequestration, efficient use 
of  fertilisers  and  irrigation,  increase  forested  areas,  decrease 
deforestation, and manage forests; 
·  replacing fossil fuel use with bioenergy; 
·  reduction of fossil fuel subsidies; 
·  taxes or charges on fossil fuels; 
·  feed in tariffs for renewable energy technologies; 
·  renewable energy production obligations, and; 
·  renewable  energy  producer  subsidies  (Intergovernmental  Panel  on 
Climate Change 2007; Halsaes et al. 1998). 
 
Thus, the agricultural sector is well placed to utilise key mitigation technologies 
and practices. The remaining barriers are predominantly a lack of knowledge 
and capacity about these new markets and technological opportunities and how 
they  may  benefit  or  cost  the  existing  farm  production  systems  in  terms  of 
effective adaptation. 74 
 
3.3 Private Stakeholders and Climate Investments  
Stakeholders are crucial as they make the decisions and hold the specialised 
knowledge  needed  to  evaluate  and  implement  options  (Dessai  and  Hulme 
2004). Stakeholders are exposed to a variety of variables, including financial, 
regulatory, strategic, operational, physical assets, livelihoods, and reputations 
(Klein  et  al.  2007).  Long-term  stakeholder  contribution  towards  the 
development  of  adaptive  strategies  allows  the  integration  of  scientific 
knowledge to assess their viability over time (Carter et al. 2007), as targeted 
approaches  will  be  more  efficient  ways  of  accomplishing  long-term 
environmental and social objectives (Nordhaus 1997). 
 
Private sector climate change initiatives have a cost perspective that is different 
from the social cost concept (Markandya, Halsaes, and Milborrow 1998). If there 
is substantial uncertainty about the future benefits of a particular option, even if 
the current costs are relatively clear, the private entities may postpone action 
(Mendelsohn  2000).  Current  agricultural  sector  mitigation  measures  are  too 
uncertain  and  short-term  to  deliver  significant  private  sector  investment,  as 
investors require clear, predictable, long-term and robust incentives (Barker et 
al.  2007).  Three  important  areas  to  progress  towards  less  uncertainty  and  a 
realistic treatment of adaptation within climate change studies are: 
·  empirical  research  to  strengthen  the  effectiveness  of  adaptation 
strategies and their costs; 
·  the influence of uncertainty on autonomous adaptation options, and; 75 
 
·  the  endogenous  choices  of  private  individuals  and  businesses  (Leary 
1999). 
 
In  order  to  predict  future  benefits,  the  private  entity  or  citizen  would  be 
required  to  predict  future  climate  change  in  their  locality,  appreciate  the 
possible  impacts,  and  understand  the  available  options  to  abate  negative 
impacts (Mendelsohn 2000). This is clearly a challenge for most agriculturalists, 
as  well  as  researchers,  and  policymakers.  However,  focussed  and  rigorous 
collaborative  scientific research reduces epistemic uncertainty over time and 
allows  adaptation  and  mitigation  measures  to  be  developed    for  future 
implementation as the knowledge base increases (Dessai and Hulme 2004).  
 
Frameworks for estimating adaptation benefits, costs and net benefits can be 
based on private entities (Sathaye and Christensen 1998). This research takes 
such a normative framework, based on utilising the private economic entities’ 
adaptive capacity, perception of risk, and specific knowledge of their area of 
expertise to maximise their private welfare and to quantify this welfare in terms 
of profit, and also the corresponding GHG emissions.  
 
In theory, private entities adapt their production, consumption, and investment 
decisions autonomously by setting their private marginal costs equal to their 
private marginal benefits in relation to supply and demand (Callaway, Naess, 76 
 
and Ringius 1998). If risk reduces the marginal productivity of mitigation, more 
risk reduces mitigation. Formalising the mitigation-adaptation issue in a model 
grounded  in  endogenous  risk  allows  individuals  to  select  their  level  of  risk 
avoidance through a mix of mitigation and adaptation. Examples of endogenous 
decision-making by agriculturalists to counter risk include diverse options such 
as altering cropping and pest control strategies to increase the odds they will 
not  incur  significant  losses  from  pests,  and  applying  sunscreen  to  reduce 
sunburn and skin cancer risk. A formal endogenous risk organising framework 
to link mitigation and adaptation in regard to climate risk allows unmeasured 
empirical links to be included in decision-making (Kane and Shogren 2000).  
 
Obtaining knowledge surrounding the links between mitigation and adaptation 
links is crucial to systematically assess competing strategies. Unfortunately, at 
present competing strategies often guide governmental expenditures regarding 
research into climate change adaptation and mitigation and occur separately 
from each other, with little concern for the endogenous risks of such options 
(Kane  and  Shogren  2000).  Each  portfolio  option  requires  evaluation  of  its 
individual  and  collective  merit,  and  decision-makers  at  all  levels  often 
undertake near-term action with many uncertainties and competing options, 
even with shadow prices
i (such as carbon prices) to integrate possible events 
                                                 
i Where markets do not operate competitively and efficiently, prices will not 
reflect the economic opportunity cost and will need to be corrected to equal the 
economic  opportunity  cost.  This  correction  is  called  the  shadow  price 
(Markandya, Halsaes, and Milborrow 1998). 77 
 
that may shift adaptation portfolios (Klein et al. 2007). Endogenous adaptive 
capacity assessments rely heavily on stakeholder involvement, decision-making, 
and both quantitative and qualitative information (Fussel and Klein 2006).  
 
Costs influencing an individual stakeho0lder’s decision-making are referred to 
as  “private  costs”  (Markandya,  Halsaes,  and  Milborrow  1998),  and  private 
citizens have the liberty to adapt on their own accord (Kane and Shogren 2000). 
Private adaptation is a response by an individual or firm, and in capital intensive 
sectors  such  as  agriculture,  and  adaptation  is  often  a  measured  process  of 
investment and accelerated depreciation (Mendelsohn 2000). Thus, to achieve 
efficient private adaptation the adaptation activity must maximise net benefits 
to the individual.  
 
It is worth noting that while private entities will respond to price signals, these 
responses will not be optimal if prices do not reflect both private as well as 
marginal social costs (Callaway, Naess, and Ringius 1998). For example, while a 
private adaptation measure might be efficient, it may not be considered just, as 
private adaptation may be subsidised by those who experience negative impacts 
of climate change, meaning the general public (Mendelsohn 2000). There is also 
the  potential  for  abuse  of  public  funding  given  to  project  managers  that 
dishonestly depict their project motivation was derived from climate change 
                                                                                                                                          
 78 
 
mitigation and adaptation objectives when such projects were intended to be 
undertaken in any case (Klein, Schipper, and Dessai 2005). Thus, governments 
need  to  be  cautious  about  compensating  private  entities  for  autonomous 
adaptation and favouring some actions on the basis of administrative simplicity 
or other non-fundamental criteria (Callaway, Naess, and Ringius 1998).  
 
In contrasts, private adaptation measures also generate positive externalities for 
governments,  and  private  entities  can  reasonably  argue  that  they  might  be 
entitled to be compensated for providing these public goods and services. A 
fundamentally balanced policy approach must incorporate a rigorous scientific 
analysis  to  ensure  its  effectiveness,  and  must  be  easily  integrated  into 
conventional  business  decision-making  nomenclature  to  leverage  private 
investment. 
 
3.4 Governments: Tools, Direction, and Private Investor Certainty 
Private entities require their investments to yield results in short-to-medium 
time frames, which complicates the setting of common objectives and criteria to 
guide public investments (Corfee-Morlot, Berg, and Caspary 2003). Government 
policy  objectives  of  adaptation  to  climate  variability  aim  to  reduce  the 
vulnerability to future climate change and also generate significant benefits in 
the present climate. Thus, the exploration of optimisations of mitigation and 
adaptation  benefits  to  private  markets  are  a  relatively  simple  place  to  start 
(Leary 1999), and there is an intuitive appeal of implementing mitigation and 79 
 
adaptation  simultaneously  from  a  policy  perspective  (Klein,  Schipper,  and 
Dessai  2005).  However,  as  various  political  forces  are  likely  to  encourage 
governments  to  engage  in  inefficient  adaptation  behaviour,  it  is  unclear  if 
efficient levels of joint adaptation between governments and private entities will 
be undertaken (Mendelsohn 2000). Even in wealthy nations, the costs of climate 
change may fall on a small but influential social group, and therefore, the costs 
of adaptation may be distributed across the entire population through the tax 
system. Yet, in the same country, another small group might incur heavy costs 
by mitigation policies, without the possibility to spread this burden (Klein et al. 
2007). It is through these narrow lenses that mitigation and adaptation are often 
cast as competing priorities for policymakers at the national level, resulting in 
disputes between interest groups for limited funding (Barker et al. 2007).  
 
Certain mitigation efforts can foster adaptive capacity if they eliminate market 
failures  and  market  distortions,  and  other  mitigation  efforts  are  perverse 
subsidies that prevent stakeholders from making decisions on the basis of the 
true social costs of the available options (Klein et al. 2007). Many groups can 
produce  analyses  of  “optimised”  decisions  about  funding  the  adaptation-
mitigation mix in the national interest (Barker et al. 2007). These optimisations 
can rely on many assumptions that can be used to promote one option over 
another.  For  example,  trade-offs  between  mitigation  and  adaptation  when 
expansion  of  irrigation  infrastructure  is  required  to  increase  food  security, 
which leads to increased food costs and higher GHG emissions (Swart and Raes 80 
 
2007). Even fundamentally appropriate assumptions can be easily “misused” to 
validate/invalidate  certain  options,  or  create  the  lack  of  action  in  more 
vulnerable areas due to more politically savvy regions  siphoning  the limited 
funding available. Nonetheless, adaptation investments are likely to be most 
effective,  in  terms  of  reducing  climate  change  vulnerability  where  adaptive 
capacity is highest (Klein, Schipper, and Dessai 2005). 
 
In addition to the opportunity costs between selecting particular adaptation 
investments,  adaptation  activities  can  be  made  at  the  expense  of  mitigation 
efforts,  as  one  action  to  reduce  climate  change  vulnerability  may  increase 
emissions
j.  Similarly,  mitigation  efforts  can  also  divert  resources  away  from 
adaptation. However, direct trade-offs are rare as the participants and financiers 
are often distinct, although large investments may change market prices, which 
then  lead  to  a  further  change  in  behaviour  (Klein  et  al.  2007).  In  general, 
opportunities  to  enhance  mitigative  and  adaptive  capacity  increase  the 
efficiency and effectiveness of both mitigation and adaptation measures (Klein, 
Schipper, and Dessai 2005).  
 
                                                 
j  In  the  aforementioned  irrigation  example,  while  it  may  directly  increase 
emissions, there is also the possibility that a particular irrigation investment 
may  actually  reduce  net  emissions  by  either  improving  regional  water-use 
efficiency, or displacing other production systems that would lead to a net 
reduction  in  vulnerability.  There  is  not  often  a  simple  “one  size  fits  all” 
generalisation that can be used for most activities, which is a contributing 
factor to why this research framework uses a regional approach. 81 
 
Mitigative and adaptive capacity are believed to be determined by the same set 
of  factors  which  include  economic  wealth,  technology,  infrastructure, 
information,  knowledge,  skills,  institutions,  equity,  and  social  capital  (Klein, 
Schipper,  and  Dessai  2005).  The  identification  of  mitigation  and  adaptation 
synergies  and  avoidance  of  trade-offs  through  increased  institutional  linking 
and improving response capacities of private entities can attain a wide range of 
sectoral climate change objectives. Such a collaborative approach may occur 
prior  to  the  often  drawn-out  process  of  so-called  “policy  mainstreaming”  to 
occur  (Swart  and  Raes  2007),  and  may  even  facilitate  the  process.  Policy 
mainstreaming is based on  the premise  that human  vulnerability  to climate 
change is reduced with a corresponding increase in living standards when either 
climate change mitigation occurs or when successful adaptation takes place. 
However, prior to policy mainstreaming, policymakers are required to facilitate 
research  into  potentially  successful  integration  and  implementation  of 
mitigation  and  adaptation  options  into  sectoral  and  development  policies 
(Klein, Schipper, and Dessai 2005). 
 
The IPCC (2007) compiled a list of general findings about the performance of 
climate change policies:  
·  overcoming barriers and implementation of climate policies are easier 
when integrated into broader development policies; 
·  standards and regulation provide some certainty about emission levels 
and may be preferable to other instruments when information or other 82 
 
barriers  prevent  producers  and  consumers  from  responding  to  price 
signals;  
·  setting a price for carbon by taxes is an efficient way of internalising 
costs  of  GHG  emissions,  but  cannot  guarantee  a  particular  level  of 
emissions;  
·  tradable permits will establish a price for carbon, but the fluctuation of 
this price makes it difficult to estimate the total cost of complying with 
emission permits;  
·  the  volume  of  allowed  emissions  determines  their  environmental 
effectiveness,  while  the  allocation  of  permits  has  distributional 
consequences; 
·  subsidies and tax credits are often critical to overcome barriers, but their 
economic cost is generally higher than regulation, taxes, tradable permits 
and policy integration; 
·  voluntary agreements between industry and government, in the main, do 
not achieve significant emission reductions beyond business as usual
k;  
·  information instruments, or awareness campaigns may reduce emissions  
by  promoting  informed  choices  and  possibly  leading  to  behavioural 
change
l;  
                                                 
k  They  do  however,  raise  awareness  among  stakeholders,  are  politically 
attractive, and have played a role in the evolution of many national policies. 83 
 
·  Research,  development  and  demonstration  (RD&D)  can  stimulate 
technological advances, reduce costs, and enable progress toward GHG 
concentration stabilisation (Intergovernmental Panel on Climate Change 
2007, 2007, 2007).  
 
Without  additional  policies  global  GHG  emissions  are  projected  to  increase 
between 25% and 90% by 2030 relative to 2000. While maintaining developed 
nations’  high  standards  of  living,  it  would  be  impossible  to  stabilise  GHG 
concentrations  at  a  level  that  would  prevent  dangerous  anthropogenic 
interference with the climate system without technology research, development 
demonstration, deployment and diffusion (RDDD&D) and induced technology 
change (Rogner et al. 2007). Energy technology RDDD&D are policy levers that 
governments  can  encourage  climate  change  mitigation  and  adaptation. 
However,  present  energy  technology  research  and  development  funding  has 
remained roughly constant over the last 15 years despite much climate change 
policy development (Rogner et al. 2007). In the example of the forestry sector, 
climate change policies have been more successful in changing behaviour when 
they are consistent with underlying profitability incentives, or where there is 
sufficient  political  will,  financial  resources  and  regulatory  capacity  for  an 
effective implementation (Nabuurs et al. 2007). This knowledge can be applied 
by  policymakers  for  more  effective  policy  implementation  in  other  sectors 
                                                                                                                                          
l However, the wider impact of such options has not been clearly demonstrated 
to date in a range of climate change related options. 84 
 
outside of forestry. As governments typically have less authority to regulate the 
maintenance of forest cover and management on private lands, the provision of 
incentives  (e.g.  tax  credits,  subsidies,  cost  sharing,  contracts,  technical 
assistance, and environmental service payments) are often successful (Nabuurs 
et al. 2007). However, there remain  significant barriers for afforestation and 
reforestation  projects  including  the  complexity  of  the  rules  that  lead  to 
uncertainties  among  project  developers  and  investors  (Nabuurs  et  al.  2007). 
Policymakers should thus focus on minimising the economic opportunity cost 
of mitigation and adaptation and the financial costs of programme participation 
(Markandya,  Halsaes,  and  Milborrow  1998).  Policymakers  should  focus  on 
minimising the economic opportunity cost of both mitigation and adaptation, 
as well as the financial costs of programmes, as it is the financial cost that often 
determine what is implemented on the ground.  
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4. Adaptation, Mitigation and Agriculture 
Adaptation is not an alternative to mitigation, but is a necessary objective on a 
par with mitigation (Lisa and Schipper 2006), although most agriculturalists will 
unlikely  regard  climate  change  mitigation  as  a  first-order  concern  (Kingwell 
2006).  However,  the  fundamental  elements  of  agriculture  are  likely,  in  the 
short-term  at  least,  to  be  dependent  on  good  entrepreneurial  decisions  and 
investment performance, rather than the relatively long timeframes relevant to 
climate change decision-making (Kingwell 2006; Verchot et al. 2007). Therefore, 
a  practical  consideration  of  the  link  between  conventional  agricultural 
adaptation, and climate change adaptation and mitigation measures is needed 
(Verchot et al. 2007).  
 
The agricultural sector faces additional costs of capital adjustment to climate 
change which are different from those of much of the economy, as the sector 
relies on extremely long-lived assets (such as irrigation or rail infrastructure), 
and undertakes many long-term management investments such as agroforestry 
(Kingwell  2006).  “Post-normal  science”  is  characterised  by  situations  with 
pervasive  uncertainty,  disputed  values,  high  stakes,  and  are  interactively 
complex with decisions being urgent (Dessai and Hulme 2004). Therefore, it 
may be more appropriate for agriculturalists  to refrain from asking “what  is 
likely to happen in the future?”, as it is becoming more apt to ask “what actions 
should we take, given that we cannot predict the future?” (Schlesinger 2000). 
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4.1 Mitigation and Adaptation Estimate Uncertainties 
Much is known about the basic biology and climate sensitivities of important 
agricultural  crops,  plants,  and  animals,  although  less  is  known  about  non-
managed biota and the interaction of these areas (Basher 1999). At present, the 
uncertainties in assessing the impacts of climate change on regional ecosystems 
are  comparable  to  uncertainties  in  the  regional  climate  change  scenarios 
themselves. Compounding the issue is our  often  rudimentary understanding 
and  inability  to  manage  natural  ecosystems  (Balbus  et  al.  1998).  Non-linear 
environmental  impacts,  such  as  streamflow,  and  other  factors,  can  lead  to 
stranded assets. An example is the decline of the regional rainfall by 10% since 
the mid-1970s, and a decline of streamflow into major dams by over 40% over 
the  same  period,  and  around  60%  over  the  last  decade  in  some  areas  of 
Australia (Kingwell 2006). This leads to under-utilisation of existing regional 
water infrastructure assets, and can also lead to a degradation of water quality.  
 
Additional  capital  costs  can  be  incurred  at  the  farm-scale  if  existing 
infrastructure is inappropriate due to climatic changes, such as insufficient farm 
water storage over the dry season in a drying climate, or large grain handling 
and  storage  assets  in  areas  with  declining  grain  production.  Avoiding  over-
investment in assets that are redundant or under-utilised under new regional 
climatic conditions is a crucial component of adaptation in agricultural regions 
(Kingwell 2006).  
 88 
 
Climate change can also lead to the redundancy of some local and regionally 
specific knowledge, as this information is slowly diminishing in value to the 
region. This has significant implications for the practice of using the cumulative 
long-term knowledge from R&D projects that have underpinned much of the 
regional productivity gains achieved in the past (Kingwell 2006). Agricultural 
production is a sequential process where inputs and timing of input responses 
at several production stages is crucial for a successful outcome (Halsaes, Kuhl, 
and Olesen 2007). Agricultural innovation may continue to more than offset 
future productivity declines due to climate change, as agriculturalists in the SW 
of  WA  in  the  recent  past  have  recorded  yield  increases  during  the  recent 
moderate climatic changes and climate extremes (Kingwell 2006).  
 
Researching  the  suitability  of  additional  activities  that  contribute  to  both 
adaptation and mitigation may provide additional security, cost-effectiveness, 
and  is  often  eligible  for  existing  agricultural  funding  mechanisms  from 
governments (Lisa and Schipper 2006). Therefore, adaptation assessments need 
to  examine  in  detail  the  available  options,  including  the  feasibility  of  their 
implementation  and  compatibility  with  other  objectives  (Fussel  and  Klein 
2006). Understanding the climate impact processes and the development and 
implementation of new adaptation practices requires an extensive foundation of 
high quality climatic, biological, environmental and social system data (Basher 
1999). Agricultural adaptation to local climate conditions requires: 
·  climatic factors (temperature, rain, wind, etc.); 89 
 
·  non-climatic factors (prices, pests, policies, etc.); 
·  internal  functions  of  the  agricultural  systems  and  their  climate 
sensitivity; and; 
·  interactions (physical, biological etc.), including integrated functioning 
(Basher 1999). 
 
Adaptation  can  be  adequately  modelled  with  a  static  analysis
m  when  the 
analysis does not stretch over several decades or centuries (Mendelsohn 2000). 
While the data requirements for adaptation research will depend on the topic 
and  adaptation  method,  adaptation  research  often  includes  trend  studies, 
sensitivity  analyses,  model  building,  scenario  development,  case  studies  and 
adaptation  development  (Basher  1999).  These  sensitivity  analyses,  models, 
scenarios,  etc.,  all  implicitly  recognise  the  high  level  of  subjectivity  and 
uncertainty over time.  
 
Classical probabilities are based on long-term historical records of events, which 
allow simple adaptation planning, for example, the 100-year flood line easement 
(Stewart 2000), as cited in Dessai and Hulme (2004). In contrast, climate change 
probabilities are projective and subjective, as they are not based on historical 
observation,  but  climate  change  scenarios  and  local  knowledge  (Dessai  and 
Hulme 2004). While an agriculturalist would often prefer classical probabilities 
                                                 
m This research is essentially based on static-analysis framework. 90 
 
to guide adaptation measures, they must make do with the highly conditional 
probabilities associated with the uncertainties of climate change (Dessai and 
Hulme 2004). Robust strategies are insensitive to uncertainty about the future 
by definition. Therefore, the question that researchers should ask is: “do robust 
strategies exist and, if so, what are they, and can we assess them?” (Schlesinger 
2000).  Nonetheless,  the  development  of  modest  scenarios  can  effectively 
explore the potential options for agricultural systems due to moderate climate 
change impacts, including “worst case scenarios” which have utility in exploring 
extreme events and a wider range of options for longer-term adaptation (Basher 
1999).  Therefore,  climate  change  can  essentially  be  seen  as  a  contingency 
problem, and nations will make the choice to either make large reductions in 
GHGs,  or  not.  Therefore,  as  it  is  not  known  which  collective  decision  the 
aggregate of high-emission nations will make, Australia needs to prepare for 
both alternatives, and variants in between (Schlesinger 2000).  
 
4.2 Agricultural Mitigation and Mitigation Potentials. 
Mitigation is a public good (non-rival and non-excludable) and thus free-riding 
will  emerge  from  any  nation’s  unilateral  actions  (Kane  and  Shogren  2000). 
However,  agricultural  mitigation  measures  often  have  synergies  with 
sustainable  development  policies,  and  many  explicitly  influence  social, 
economic,  and  environmental  aspects  of  sustainability  (Smith  et  al.  2007), 
which may directly benefit unilateral actions. Unfortunately, most individual 
mitigation options have little direct consequence for influencing vulnerability to 91 
 
climate change (Swart and Raes 2007), and no one sector or technology can 
address  the  entire  mitigation  challenge  (Barker  et  al.  2007).  Similarly,  most 
adaptation  options  have  relatively  few  consequences  for  global  emissions. 
Nevertheless, mitigation can also lead to reduced stresses other than climate 
change, such as reducing industrial air pollution that leads to agricultural soil 
contamination (Swart and Raes 2007).  
 
Agricultural GHG emissions  can be  reduced  by substituting fossil fuels with 
energy produced from agricultural feedstocks, such as crop residues, dung and 
energy crops (Smith et al. 2007). Reducing emissions per unit of production 
from agricultural technological developments can occur from improved animal 
management  and  husbandry  techniques,  superior  animal  breeds  and  crop 
varieties, enhanced nutrient application, improved animal nutrition and dietary 
additives,  higher  animal  fertility,  precision  agriculture,  forestry  and  energy 
crops (etc.) (Smith et al. 2007). Furthermore, many of these mitigation activities 
underpin much of the historical productivity gains  in Australian agriculture, 
and  are  likely  to  continue  to  contribute  towards  future  productivity 
improvements.  
 
The  development  of  independently-derived,  regionally-specific,  marginal 
mitigation curves provides a consistent estimation of prices, and illuminates the 
importance of other underlying cost drivers for decision-makers (Fischer and 92 
 
Morgenstern 2006). Four principal factors likely to contribute to differences in 
estimates of carbon mitigation costs are: 
·  projections  of  baseline  emissions,  which  determine  the  quantity  of 
abatement required to meet fixed Kyoto Protocol targets; 
·  model structural characteristics such as sectoral and technological detail, 
substitution  possibilities,  international  linkages  and  optimisation 
techniques; 
·  the degree of flexibility allowed in meeting emission constraints, and; 
·  the  consideration  of  averted  climate  damages  or  benefits  from 
reductions in conventional pollutants associated with mitigation (Fischer 
and Morgenstern 2006). 
 
There is medium and agreement and much evidence that biomass from forestry 
can contribute 12-74 EJ yr
-1 to global energy consumption, with a mitigation 
potential roughly equal to 0.4-4.4 GtCO2–e yr
-1, depending on the assumption 
whether biomass replaces coal or gas in power plants (Nabuurs et al. 2007). 
There is also high agreement and much evidence that soil carbon sequestration 
is the mechanism with the highest mitigation potential (Smith et al. 2007). As 
agricultural mitigation options such as soil carbon sequestration and forestry 
are viewed as cost competitive with non-agricultural options in achieving long-
term  climate  objectives,  participation  in  market-based  mechanisms  can 
compensate agriculturalists for the mitigation services they provide (Smith et al. 93 
 
2007).  However,  there  are  significant  barriers  to  adoption  of  carbon 
sequestration activities on agricultural lands. These include: 
·  maximum storage (limits to the maximum capacity for the ecosystems to 
sequester carbon);  
·  reversibility  (subsequent  changes  in  management  can  reverse 
sequestration gains);  
·  baselines (the net GHG emission reductions need to be assessed relative 
to an appropriate baseline);  
·  uncertainty (both mechanism and measurement uncertainty in complex 
biological and ecological processes and spatial and temporal variability); 
·  emission displacement (mitigation may occur in one region or sector, to 
be  only  “exported”  into  another  region  or  sector  with  no  emission 
constraints); 
·  transaction  costs  (incentive-based  market  participants  only  receive 
market prices less brokerage costs, which may be substantial); 
·  measurement  and  monitoring  costs  (while  carbon  resource 
quantification costs are expected to be small, they may be a significant 
barrier); 
·  property rights (some areas do not have clear-cut land ownership which 
may inhibit management changes); 94 
 
·  other  barriers  (including  capital  availability,  rate  of  capital  stock 
turnover and technological development, risk attitudes, lack of research, 
agricultural land and water competition pressure, agricultural product 
demand, etc.) (Smith et al. 2007). 
 
As  agro-ecosystems  are  inherently  complex  and  few  practices  yield  win-win 
outcomes without some trade-offs (Smith et al. 2007), a diversified portfolio 
based on a variety of criteria is required (Barker et al. 2007). 
 
The IPCC define a “no regrets” opportunity in the Third Assessment Report 
(TAR) Mitigation appendices as:  
“...those options whose benefits such as reduced energy costs 
and  reduced  emissions  of  local/regional  pollutants  equal  or 
exceed their costs to society, excluding the benefits of avoided 
climate change” (Intergovernmental Panel on Climate Change 
2001, p717).  
 
Historically, “no regrets” definitions, policies and activities have not been based 
upon private business benefits to mitigation and adaptation, and thus may be 
perceived to be suboptimal private business options or, at worst, result in a net 
cost  to  those  who  partake  in  such  activities  (Intergovernmental  Panel  on 
Climate Change 2001; McHenry 2011).  
 
To enhance the theoretical premise in terms of generating net private benefits 
from  leveraging  private  investment  to  assist  climate  change  mitigation  and 95 
 
adaptation,  this  research  provides  a  concise  review  of  the  five  mitigation 
potentials, and their association and application to adaptation opportunities. 
The  five  mitigation  potentials  are:  the  physical,  technical,  economic,  socio-
economic, and market  potentials (Intergovernmental Panel on Climate Change 
2001). 
 
4.2.1 Mitigation Potentials 
The climate change mitigation potential “is the amount of mitigation that could 
be - but is not yet - realized over time” (Intergovernmental Panel on Climate 
Change  2007,  p11).  While  the  physical  mitigation  potential  is  largely  a 
theoretical  upper  limit  to  mitigation  (Intergovernmental  Panel  on  Climate 
Change 2001), the technical mitigation potential is defined as:  
“...the  amount  by  which  it  is  possible  to  reduce  [GHG] 
emissions  or  improve  energy  efficiency  by  implementing  a 
technology  or  practice  that  has  already  been  demonstrated” 
(Intergovernmental Panel on Climate Change 2007, p11) (Figure 
4.1).  
 
Practical constraints to achieving the technical potential, in particular economic 
limitations,  inhibit  the  amount  of  mitigation  and  adaptation  that  occur  in 
practice. The economic mitigation potential is defined as:  
“...the  portion  of  technological  [sic]  potential  for  [GHG] 
emissions reductions  or energy efficiency improvements  that 
could  be  achieved  cost-effectively  through  the  creation  of 
markets, reductions of market failures, increased financial and 
technological transfers” (Intergovernmental Panel on Climate 
Change 2001, p714).  
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The economic mitigation potential takes into account social costs and benefits, 
and uses social discount rates, assuming that market efficiencies are improved 
by  measures  and  barrier  removal.  Social  benefits  and  costs  include  all  the 
externalities  of  market  transactions  and  social  discount  rates  reflect  longer 
perspectives  of  societies,  and  are  lower  than  those  used  by  private  entities 
(Intergovernmental  Panel  on  Climate  Change  2007).  These  are  contrasted 
against the private benefits and costs of private citizens and businesses that are 
reflected by relatively higher discount rates and short time horizons. 
 
The socio-economic potential is defined as one that:  
“...represents  the  level  of  GHG  mitigation  that  would  be 
achieved if technologies that are cost effective from a societal 
perspective  are  implemented”  (Intergovernmental  Panel  on 
Climate Change 2001, p347).  
 
The IPCC’s TAR states that the “socioeconomic [sic] potential may lie anywhere 
in  the  space  between  the  economic  and  technological  [sic]  potential” 
(Intergovernmental Panel on Climate Change 2001, p348).  
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Figure 4.1: Physical, technical, economic, socio-economic and market mitigation 
potentials presented with the concept of costs, benefits of positive and negative 
emission mitigation. Source: (McHenry 2011). 
 
 
While the IPCC TAR puts forward this as part of the socio-economic mitigation 
potential definition, this research suggests that in some situations this is not the 
case.  Instances  where  the  socio-economic  mitigation  potential  does  not  lie 
between the economic and technological potentials may occur when there is 
insufficient social capacity to implement the most cost effective opportunities in 98 
 
a specific place. This may originate from a variety of reasons, including a lack of 
consumer awareness of an alternative technology, or the lack of a local supplier 
to make available the alternative opportunity. The TAR stated that the socio-
economic potential is often not achieved due to “barriers derived from peoples’ 
individual  habits,  attitudes  and  social  norms,  and  vested  interests  in  the 
diffusion of new technology” (Intergovernmental Panel on Climate Change 2001, 
p347). Thus, the socio-economic potential could lie anywhere inside the market 
mitigation potential, or between the market and economic potentials due to 
consumers  being  unaware,  for  example  of  heat  pump  air  conditioning,  or 
installers being unavailable, even whilst the technology may be the most cost-
effective  for  a  region.  Therefore,  in  practice,  this  research  suggests  that  the 
socio-economic  mitigation  potential  may  lie  anywhere  up  to  the  technical 
potential, depending on the social capacity in a place, predominantly due to 
information or skill asymmetries (McHenry 2011). This changeability between 
regions  is  the  reason  this  research  explicitly  reverses  the  socio-economic 
potential  to  that  of  the  IPCC  in  Figure  4.1  and  Figure  4.2.  These  obvious 
theoretical  definition  complexities  may  be  a  contributing  factor  to  why  the 
socio-economic potential was omitted from the original AR4 Synthesis Report 
appendix.  Therefore,  this  research  does  not  explicitly  focus  on  the  socio-
economic  potential,  and  where  necessary  more  often  uses  the  economic 
potential as a more well-defined mitigation potential.  
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The final mitigation potential is known as the market potential. The market 
potential is based on:  
“...private  costs  and  private  discount  rates,  which  might  be 
expected to occur under forecast market conditions, including 
policies and measures currently in place, noting that barriers 
limit  actual  uptake”  (Intergovernmental  Panel  on  Climate 
Change 2007, p11). 
 
Furthermore, the IPCC states that:  
“[s]tudies  of  market  potential  can  be  used  to  inform 
policymakers about mitigation potential with existing policies 
and barriers, while studies of economic potential show what 
might be achieved if appropriate new and additional policies 
were put into place to remove barriers and include social costs 
and  benefits”  (Intergovernmental  Panel  on  Climate  Change 
2007, p11). 
In addition to:  
“[t]he economic potential is therefore generally greater than the 
market potential” (Intergovernmental Panel on Climate Change 
2007, p11). 
 
One exception to these definitions may be the case of the “early adopter”, who 
chooses to support technologies that are immature, with a high unit cost, and 
are  often  not  the  most  cost-effective  option.  Interestingly,  the  early  adopter 
achieves GHG emissions reductions or energy efficiency improvements that are 
often  not  cost-effective,  even  without  the  creation  of  markets,  increased 
financial  or  technological  transfers.  This  research  surmises  that  the  active 
interest of early adopters have effectively reduced their personal information 
asymmetry  between  the  technical  and  market  potentials  of  clean  energy 
opportunities.  This  occurrence  may  also  be  seen  as  an  example  where  the 100 
 
market mitigation potential outstrips the economic mitigation potential. It may 
be argued that it also blurs the limits of the technological mitigation potential 
due  to  the  perception  of  when  a  technology  is  considered  “demonstrated”. 
These  and  other  examples  reveal  the  elasticity  of  the  mitigation  potential 
concept in practice (McHenry 2011). 
 
4.2.2 Refining Mitigation Potentials for Implementation 
While  the  various  mitigation  potentials  are  useful  to  articulate  barriers  and 
means to overcome them (as is made clear by the excellent work contained in 
the Intergovernmental Panel on Climate Change’s Working Group III Chapter 5 
in the TAR), in practice, the mitigation potentials are not particularly useful to 
private entities in comparison to their utility to scientists and policymakers. 
This  is exemplified by the hypothetically  complex relationships between the 
socio-economic mitigation potential and the other potentials. The TAR states 
that the socio-economic potential:  
“...represents  the  level  of  GHG  mitigation  that  would  be 
achieved if all technologies that are cost effective (on the basis 
of  a  social  rather  than  a  private  rate  of  discount)  are 
implemented, without regard to existing concerns about their 
performance characteristics, and without regard to social and 
cultural obstacles to their use. Even if all market, institutional, 
social, and cultural barriers were removed, some technologies 
might  not  be  widely  used  simply  because  they  are  too 
expensive. That is, the definition of socio-economic potential 
includes  the  requirement  that  technologies  be  cost-effective” 
(Intergovernmental Panel on Climate Change 2001, p351).  
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This language presents the various dilemmas that policymakers face in terms of 
public acceptance of alternative options, and is no wonder that progress has 
been  slow  in  many  jurisdictions.  While  these  issues  are  real  in  many 
circumstances  and  require  acknowledgement,  these  barriers  are  scenario 
specific, change with time, and also exhibit a relative importance in terms of 
small and large barriers. Importantly, there are also means to overcome such 
barriers and presenting potential solutions alongside possible barriers at least 
goes some way to de-mystifying options that may be known to have historically 
succeeded in specific situations and/or jurisdictions.  
 
The  often  challenging  education  of  newly  elected/appointed  government 
representatives with little experience with climate change theory and practice is 
likely  a  contributing  factor  to  the  current/recent  preference  for  market 
mechanisms.  Market  mechanisms  in  effect  subcontract  out  a  “top-down” 
political decision to be undertaken by private businesses with often a longer 
institutional memory than a couple of political cycles. Utilising the engines of 
both governments and commercial innovation is necessary for the magnitude, 
complexity,  and  cross-jurisdictional  reality  of  climate  change.  However,  this 
“co-investment” necessitates a development of a pseudo-standardised (although 
flexible)  quantitative  verification  process  for  mitigation  and  adaptation 
opportunities that can provide security and transparency to all stakeholders and 
the wider community. This has been achieved in many individual instances, 
although  this  research  seeks  to  make  methods  and  models  to  integrate 102 
 
mitigation  and  adaptation  more  widely  understood,  resistant  to 
misinterpretation,  and  also  more  suitable  to  private  entities  than  existing 
methods. 
 
As the market mitigation potential research can be used to inform policymakers 
about  possible  mitigation  options  with  existing  policies  and  barriers,  the 
economic mitigation potential can be used to show what might be achieved if 
new policies removed barriers and incorporated social costs and benefits (Gupta 
et  al.  2007).  Using  bottom-up  mitigation  potential  studies  are  useful  for 
assessments  of  mitigation  options  that  emphasise  specific  technologies  and 
regulations. These are contrasted with top-down mitigation potential studies 
which  assess  economy-wide  mitigation  potential  of  options,  which  may  use 
globally  consistent  frameworks  and  aggregated  information  to  capture 
macroeconomic  and  market  feedbacks  (Intergovernmental  Panel  on  Climate 
Change 2007). These mitigation potential costs (otherwise known as abatement 
cost)  studies  can  produce  information  that  informs  policymakers  when 
comparing  the  relative  advantages  and  disadvantages  of  competing  policy 
options  or  opportunities  (Sathaye  et  al.  2007).  A  mitigation  opportunity  is 
defined as:  
“...a situation or circumstance to decrease the gap between the 
market  potential  of  any  technology  or  practice  and  the 
economic potential, socio-economic potential, or technological 
[sic]  potential”  (Intergovernmental  Panel  on  Climate  Change 
2001, p717). 
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As “no regrets” potentials are defined as “the gap between the market potential 
and  the  socio-economic  potential”  (Intergovernmental  Panel  on  Climate 
Change  2001,  p717),  there  is  clearly  room  for  a  parallel  scenario-specific  “no 
behest”  term  that  adds  focus  towards  the  gap  between  cost-effective 
opportunities that lie between the market and economic mitigation potentials 
(Figure 4.2).  
 
 
Figure 4.2: The refinement of the IPCC’s mitigation potentials to include 
adaptation potentials of specific investments with associated mitigation (tCO2-
e) and adaptation ($) units to quantify each potential. Source: (McHenry 2011). 
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As the “no behest” opportunity is confined to options with net benefits to both 
private  businesses  and  society,  exploring  such  options  is  likely  to  lead  to 
developments  that  expand  mitigation  potentials  and  also  stimulate  a 
convergence  of  potentials  by  research  into  new  policy  mechanisms  to 
internalise  externalities  such  as  climate  change.  Thus,  as  policymakers  are 
seeking to “change the rules” of existing markets to mitigate climate change, 
there  remains  a  need  to  explore  the  impacts,  opportunities  and  barriers  for 
businesses and sectors of the economy to adapt to such rule changes, akin to 
the mitigation potential theoretical approach . 
 
4.3 Agricultural Adaptation Theory 
Sustainable livelihood vulnerability refers to the susceptibility to circumstances 
of not being able to sustain a livelihood (Adger 2006). Agricultural livelihood 
adaptation activities include such actions as abandoning land, adjusting harvest 
and  planting  dates,  changing  production  inputs,  crop  substitution,  early 
warning system establishment, adjusting insurance premiums (Callaway, Naess, 
and  Ringius  1998),  ad  such  adaptations  are  a  form  of  self-insurance  in 
themselves  (Kane  and  Shogren  2000).  Adaptation  plays  a  crucial  role  in 
agricultural  research  generally,  and  technological  change  in  agriculture  is 
imperative in the economic development of many regions (Anderson 1993).  
 
In principle, the benefits of adaptation are the damage costs that are avoided by 
taking  adaptation  measures  (Klein,  Schipper,  and  Dessai  2005).  Australian 105 
 
agriculture  has  historically  shown  considerable  collective  ability  to  adapt  to 
changing resource availability, technological and economic conditions (Balbus 
et al. 1998). However, adaptation can be a private good in which the benefits of 
adaptation may accrue only to those who adapt (Kane and Shogren 2000). Some 
sectors and regions in Australia are experiencing impacts from recent climate 
changes, and climate change adaptation has already commenced to some extent 
(Parry, Canziani, and Palutikof 2007).  
 
The  AR4  discussed  climate  change  model  scenarios  that  included  increased 
frequency of heat stress, droughts and flooding events that reduce crop yields 
and livestock productivity beyond impacts due to changes in mean variables 
(Easterling et al. 2007). However, it is important to describe the uncertainties of 
analyses at each step, as when research is scaled up from effects on yields to 
those on income, these uncertainties generally become plainly manifest (Balbus 
et al. 1998). For climate change impact researchers to gain trust and improve 
decision-making,  awareness-building  and  dialogue  is  necessary  between 
stakeholders with unique knowledge that contributes to the research outcomes 
(Carter  et  al.  2007).  This  is  of  special  importance  to  the  different  costs 
associated  with  various  adaptation  options,  and  therefore,  they  must  be 
integrated in a localised strategy with stakeholders (Easterling et al. 2007). 
 
Adaptation  measures  are  seldom  undertaken  in  response  to  climate  change 
alone, and are frequently integrated within existing risk reduction strategies, 106 
 
which in Australia include natural climate variability (Intergovernmental Panel 
on  Climate  Change  2007).  Climate  change  adaptation  can  involve  either 
reducing  damages  that  would  otherwise  occur,  or  take  advantage  of  new 
opportunities  that  climate  change  makes  possible  (Mendelsohn  2000). 
Adaptation-driven  actions  will  likely  have  both  positive  consequences  for 
mitigation (e.g., residue return to fields to improve water holding capacity will 
also  sequester  carbon),  and  negative  consequences  for  mitigation  (e.g., 
increasing  use  of  nitrogen  fertiliser  to  overcome  falling  yield  leading  to 
increased nitrous oxide emissions) (Smith et al. 2007). Conversely, mitigation-
driven  actions  in  agriculture  could  result  in  both  positive  adaptation 
consequences  (e.g.,  carbon  sequestration  projects  with  positive  drought 
preparedness  aspects),  or  negative  adaptation  consequences  (e.g.,  if  heavy 
dependence  on  variable  energy  resources  increases  the  sensitivity  of  energy 
supplies to the climate) (Smith et al. 2007).  
 
In  practice,  adaptation  to  climate  change  includes  adaptation  responses  to 
extremes of weather, to variability from year to year, and to changes in long-
term mean conditions, both independently, and as they relate to each other 
(Smit  et  al.  2000).  In  theory,  by  quantifying  both  the  potential  impacts  of 
climate  change  on  a  system  with  no  adaptation  and  the  residual  impacts 
assuming adaptation, the difference between these two quantities represents 
the  benefits  of  adaptation.  The  costs  of  implementing  these  adaptation 107 
 
measures can be subtracted from the benefits of adaptation to obtain the net 
benefits of adaptation (Klein, Schipper, and Dessai 2005). 
 
Adaptation costs are the value of the real resources given up (the opportunity 
cost) to create the adaptation benefits, while adaptation benefits are the value of 
the  climate  change  damages  avoided  by  adaptation  actions.  Net  adaptation 
benefits are the value of adaptation benefits minus adaptation costs. These costs 
are  the  difference  between  climate  change  costs  and  net  adaptation.  Thus, 
climate change costs are the net costs of climate change if no adaptation occurs 
(Callaway, Naess, and Ringius 1998). Therefore, in theory: 
“...the  level  of  adaptation  chosen  should  be  such  that  the 
present  value  of  the  marginal  costs  of  actions  undertaken  is 
equal to the marginal value of the reduced impacts resulting 
from the actions” (Markandya, Halsaes, and Milborrow 1998, 
p35).  
In  practice,  this  relatively  simple  calculation  is  fraught  with  difficulties, 
especially the practice of distinguishing between adaptation actions to climate 
change  and  climate  variability,  as  both  types  of  adaptation  are  similar  in 
practice (Klein, Schipper, and Dessai 2005). Fundamentally, adaptation alone is 
not expected to cope with all the projected effects of climate change, especially 
over the long-term as the magnitudes of impacts increase (Intergovernmental 
Panel on Climate Change 2007). To complicate matters, a reduced resilience 
and adaptive capacity from non-climate stresses can increase vulnerability to 
climate change (Parry, Canziani, and Palutikof 2007).  108 
 
4.3.1 Australian Agricultural Adaptive Capacity 
Adaptive  capacity  is  defined  as  the  whole  of  capabilities,  resources  and 
institutions of a country or region to implement effective adaptation measures 
(Intergovernmental  Panel  on  Climate  Change  2007).  Adaptive  capacity  is 
dynamic and is influenced by a society’s natural and human-made capital assets, 
social networks and entitlements, human capital and institutions, governance, 
and  national  income  (Intergovernmental  Panel  on  Climate  Change  2007). 
Casting  agricultural  adaptation  as  a  simple,  neat  and  precise  physical  and 
economic process, devoid of social dimensions, personal values, tradeoffs and 
decision-making processes is simplistic and problematic (Risbey et al. 1999).  
 
Adaptation  includes  behavioural  adjustments  that  households,  firms  and 
institutions take  in response to direct climate change and variability and in 
response to indirect effects on input and output prices (Leary 1999). As adaptive 
capacity  is  unequal  across  and  within  societies,  exploring  regional  and  local 
contexts  for  adaptive  capacity  can  provide  insights  into  opportunities  and 
constraints  to  successful  adaptation  (Adger  et  al.  2007).  The  agricultural 
environment is more complex than is usually portrayed in adaptation studies, 
and  agriculturalists  make  decisions  in  an  environment  characterised  by  fast 
changes in weather, pests, and market conditions, and by slower changes in 
climate, terms of trade, soil quality, and water availability (Risbey et al. 1999). 
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While  Australian  agriculture  has  considerable  adaptive  capacity  in  terms  of 
human  systems  (well-developed  economy,  extensive  technical  capabilities, 
major  agricultural  Research  and  Development  Corporations  (RDCs),  several 
agricultural  Cooperative  Research  Centres  (CRCs),  disaster  strategies  and 
biosecurity  measures),  Australian  natural  systems  have  relatively  limited 
adaptive capacity (Hennessy et al. 2007). As agriculturalists essentially harness 
natural  systems,  they  will  need  to  utilise  ecological  indicators  to  inform 
adaptation.  Ecological  boundaries  can  be  used  to  define  areas  at  risk  from 
degradation,  drought,  salinity,  loss  of  biodiversity,  etc.  Many  effects  of 
environmental stresses on the physiology and production of plants and animals 
have been established from available peer-reviewed science (Balbus et al. 1998). 
Adaptation measures taken after climate change (called reactive adaptations) 
are  generally  made  easier  to  implement  when  anticipatory  adaptation  has 
already occurred (Smith, Ragland, and Pitts 1996). However, there is often little 
incentive for adaptation as there are few incentives from policymakers or from 
market failures (Klein, Schipper, and Dessai 2005). The precautionary principle 
would be well-served by addressing urgent climate-related adaptation hurdles 
in agriculture today, when it also leads to some near-term mitigation when it 
becomes more affordable and effective (Goklany 2007). 
 
4.3.2 Planned and Autonomous Adaptation 
Many benefits of adaptation are internal to private households and entities and 
provide a strong incentive  to implement adaptation options. The alternative 110 
 
measures  available  can  be  modelled  in  cost-benefit  analyses.  This  contrasts 
dramatically with mitigation, for which there are potentially significant benefits 
that  are  external  to  the  private  entities  that  engage  in  mitigation  activities. 
However, adaptations that protect public goods in a conventional market may 
not  result  in  any  benefit  to  private  entities.  Therefore,  the  incentives  to 
implement adaptation options may be weak (Leary 1999). Nonetheless, planned 
adaptation activities involve an active development of infrastructure or adaptive 
capacity  which  incorporate  the  broader  community  and  local  institutions 
(Easterling et al. 2007).  
 
Planned adaptation to climate change can include: 
·  climate change impact monitoring and communication to, and between 
agriculturalists; 
·  targeted  policy  support  for  surveillance  of  pests,  diseases  and  other 
changes; 
·  support for major livelihood and land use changes, industry relocation or 
sectoral migration; 
·  new  infrastructure  and  institutions  to  support  the  diffusion  of  new 
practices; 
·  continued  research  and  monitoring  into  effective  and  ineffective 
adaptations and their costs, and; 111 
 
·  support for the development and availability of alternatives to respond to 
projected changes (Easterling et al. 2007). 
 
There  are  several  general  alternative  measures  for  the  agricultural  sector  to 
adapt to anticipated climate change. These include planting drought-tolerant 
species (Smith, Ragland, and Pitts 1996), and additional farm water storage and 
pumping  infrastructure  which  may  become  increasingly  necessary  as  the 
climate becomes warmer and dryer (Balbus et al. 1998). Adaptations must take 
into account climate-related changes, such as changes in wind regimes that may 
increase or decrease the wind availability during warmer periods of generally 
higher water demands. When windmill-powered water bores are the primary 
water supply technology, the additional installation of windmills may increase 
vulnerability when wind is less available in some regions. Hydroelectricity is 
also vulnerable to climate variability, as any significant change in river flows will 
have implication for hydroelectric generation projects (Balbus et al. 1998). Thus 
a  diversity  of  options/technologies  will  reduce  vulnerability  to  the  loss  of  a 
single energy input (or fuel). 
 
In addition, the majority of energy generation, transmission, and distribution 
equipment  are  subject  to  damage  by  extreme  weather,  which  is  projected 
increase in intensity and frequency with climate change. Transmission lines also 
have greater resistance in higher temperatures which increase line losses. As the 
resistance of copper and aluminium wires increase by around 0.4% with each 112 
 
degree increase of temperature between 0
oC and 100
oC, if the mean temperature 
increases by 3
oC, a system with 8% line losses will increase to around 9%. The 
system generation requirements will thus need to increase by 1% (Balbus et al. 
1998). As most of the transmission and distribution infrastructure supply rural 
and regional towns, governments may choose to pass on these additional costs 
to those who receive the benefits of such services.  
 
Adaptation should not only take into account climatic changes. An example of 
successful  anticipatory  adaptation  to  non-climate  factors  from  forestry  and 
horticulture enterprises is the routine species adjustments in terms of cultivar 
selection for particular  areas in response to market signals, although the rate of 
the response depends on the rotation length for the region (Balbus et al. 1998). 
Informing if, when, and what adaptation measure(s) or adaptive capacities are 
required for a particular production system, market, or region can include a 
regional vulnerability assessment.  
 
Vulnerability  assessments,  undertaken  using  a  range  of  research  methods, 
provide  insights  into  the  factors,  processes,  and  structures  that  determine 
adaptive  capacity.  Indeed,  much  of  the  current  understanding  of  adaptive 
capacity  is  derived  from  such  vulnerability  assessments  (Eriksen  and  Kelly 
2006), as cited in Adger et al. (2007). As agriculturalists operate mostly at the 
farm-scale,  the  most  appropriate  scale  for  vulnerability  assessments  is  the 
micro-scale (Risbey et al. 1999).  113 
 
Agriculturalists generally make decisions based on past farming decisions, the 
availability of the resources they own and can use, incentives, disincentives, and 
the  socio-political  and  cultural  setting  of  their  region,  and  often  operate  in 
considerable uncertainty and in a dynamic setting. Tactical (<1 year), strategic 
(1-5  years),  and  structural  (>5  years),  decision-making  is  undertaken 
continuously  in  the  agricultural  sector  by  entities  as  diverse  as  the 
agriculturalist  and  national/international  governments  (Risbey  et  al.  1999). 
However, any consideration of adaptation requires system delineation of the 
subject and boundaries (Smit et al. 2000), and perfect adaptation by entities 
with a perfect foresight of climatic trends is unrealistic (Schneider, Easterling, 
and Mearns 2000). This often occurs in economic models that implicitly assume 
adaptation  decisions  are  made  in  economically  rational  ways  with  perfect 
hindsight in moving from one equilibrium state to another (Risbey et al. 1999).  
 
Agricultural adaptation should be placed in context with other environmental, 
social and economic changes, as there is little point in individual agriculturalists 
planning adaptation to climate change in fifty years time when more pressing 
changes are pending (Risbey et al. 1999). By focusing detailed assessments on 
the feasibility of some specific autonomous adaptation and mitigation options 
at  the  farm-scale,  policymakers  will  have  greater  certainty  at  the  level  of 
adaptive  capacity  support  required  to  implement  longer-term  strategic 
adaptation and mitigation measures in a cost-effective manner. 
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In contrast to planned adaptation from policymakers, autonomous adaptation 
are responses to climate change and climate variability that households and 
firms would choose when acting autonomously, which excludes responses that 
require collective action (Leary 1999). Autonomous adaptation measures occur 
despite of, or in the absence of public adaptation policies (Markandya, Halsaes, 
and  Milborrow  1998).  Autonomous  adaptation  may  go  unnoticed  if  climate 
change is gradual, although the rate and magnitude of climate change in some 
parts of the world will exceed the background rate of change that occurs in 
agriculture  (Balbus  et  al.  1998).  Private  entities  by  necessity  must  often 
introduce adaptive responses on an ad-hoc basis with little empirical support 
for their effectiveness. Critical difficulties in assessing autonomous adaptation 
are a lack of appropriate tools and a lack of relevant empirical observations 
(Leary  1999).  Thus,  there  is  a  need  for  research  on  synergies  and  trade-offs 
between  various  adaptation  measures,  and  between  adaptation  and  other 
development  priorities  (Adger  et  al.  2007),  at  the  micro  and  strategic-scale. 
Therefore, this research has attempted to provide a research methodology that 
enables quantification of various climate change adaptation measures, flexible 
enough  to  be  useful  for  comparing  between  adaptation  and  other  priorities 
outside of climate change sphere. 
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4.4 Adaptation Potentials 
As there are both synergies and trade-offs between adaptation and mitigation 
options (Intergovernmental Panel on Climate Change 2007), policymakers and 
private entities need to determine the most appropriate suite of adaptation and 
mitigation options for their respective aims. Whether or not these aims are in 
terms of a quantity of GHG abatement, or an increase in profitability, or are top-
down or bottom-up, an empirical analysis is useful to supplement the iterative 
process. To facilitate this analysis, this research has used the intrinsic logic of 
the  “mitigation  potentials”  to  create  a  similar  concept,  the  “adaptation 
potential”. 
 
The  adaptation  potential  (Equation  4.1)  quantifies  the  adaptation  costs  and 
benefits relative to existing production profitability, and employs discounted 
cash  flow  (DCF)  and  NPV  methods.  Parallel  economic  adaptation  and 
mitigation  quantification  provides  a  framework  and  a  mechanism  to  assist 
individuals,  businesses,  and  policymakers  to  decide  which  combination  of 
adaptation  and  mitigation  strategies  will  be  most  profitable  for  private 
investments, and provide the most positive externalities to a society. The units 
of  the  adaptation  potential  are  simply  dollars  (in  Australia)  relative  to  any 
chosen  baseline,  usually  business  as  usual  (BAU),  and  can  be  positive  or 
negative. Figure 4.3 shows how the mitigation and adaptation potentials relate 
on  a  Cartesian  co-ordinate  system.  For  example,  if  a  project  yields  a  net 
adaptation benefit (assumed to be equivalent to a positive NPV in this model) 116 
 
the  project  will  reside  graphically  somewhere  in  either  the  first  or  fourth 
quadrant. If the project also generates net mitigation relative to a BAU scenario, 
then  the  project  would  reside  in  the  first  quadrant.  Likewise,  if  the  project 
generates net mitigation relative to BAU, although yields a lower NPV (or a 
NPC) than the BAU or an alternative scenario, the project would be located in 
the second quadrant. 
 
Adaptation potential = benefits - costs. 
(where benefits are the potential impacts of climate change with zero 
adaptation, minus residual impacts with adaptation. Costs are simply 
implementation costs). 
Equation 4.1: The adaptation potential. 
 
 
Barriers,  limits  and  costs  of  adaptation  measures  are  highly  dependent  on 
specific geographical and climate risk factors, institutional, social, political and 
financial  constraints  (Intergovernmental  Panel  on  Climate  Change  2007). 
Therefore  an  adaptation  potential  concept  must  be  flexible  enough  to  be 
applicable to a wide range of market production systems, and is why adaptation 
is equated with a monetary value in this theoretical model.  
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Figure 4.3: The refinement of the mitigation potentials to include adaptation 
potentials of specific investments with associated mitigation and adaptation 
units to quantify each potential. 
 
 
In a purposeful mirroring of mitigation potentials, the five proposed adaptation 
potentials  are:  physical,  technical,  economic,  socio-economic  and  market 
adaptation potentials. For practical applications of existing technologies it is 
useful  to  focus  on  opportunities  between  the  market,  socio-economic  and 
economic adaptation potentials using social costs, benefits and discount rates, 118 
 
and also private costs, benefits and discount rates. In the theoretical perfect 
market, the socio-economic mitigation and adaptation potentials will be equal 
to the economic mitigation and adaptation potentials. Therefore, the processes 
of internalising externalities and removing information asymmetries will see a 
convergence of the market and economic mitigation potential and the market 
and economic adaptation potential.  
 
In  a  similar  manner  to  market  mitigation  potential,  the  market  adaptation 
potential is based on private costs and benefits which are expected to occur 
under forecast market conditions over an interval, using private discount rates 
(Figure 4.4). Similarly, the “economic adaptation potential” is calculated using 
social  costs,  benefits  and  discount  rates.  Determining  which  economic 
adaptation opportunities are the most valuable involves calculating net positive 
benefits (negative costs), or net negative benefits (positive costs) for each option 
to approach and possibly expand the economic adaptation potential. It is clear 
that the calculation of an economic adaptation potential will be a difficult task. 
 
In  contrast,  the  “market  adaptation  potential”  is  defined  as  the  sum  of  the 
market adaptation potential costs and market adaptation potential benefits over 
a  specified  interval.  Market  adaptation  potential  costs  include  planning, 
preparing  for,  facilitating,  and  implementing  adaptation  measures,  including 
potential transitional costs. Therefore, the goal to the agriculturalist will be to 
minimise  cost  and  resources  involved  in  planning,  facilitating  and 119 
 
implementing adaptation measures. This will be balanced by the likely market 
adaptation potential benefits. These costs will be balanced by the likely market 
adaptation  potential  benefits,  which  include  revenue  and  other  quantifiable 
benefits following the adoption and implementation of adaptation measures. 
 
Conveniently,  the  adaptation  and  mitigation  potential  benefits  or  costs  can 
exhibit  identical  units  to  conventional  profitability  indicators,  to  be  either 
added  or  subtracted  from  the  conventional  returns.  For  example, 
agriculturalists’ market adaptation potential
n can be quantified in terms of $ ha
-1 
for cropping, horticultural or livestock operations, or even $ tree
-1 or $ head
-1. In 
this example, when the farm market mitigation potential (with units of $ tCO2-
e
-1) is transformed into the adaptation potential with a carbon price, the units 
remain as $ ha
-1 (or $ tree
-1, or $ head
-1).  
 
                                                 
n In some circumstances the benefits of adaptation are difficult to express in a 
single  metric,  which  impedes  adaptation  comparisons  and  valuations  in 
different social, economic and political circumstances (Klein et al. 2007). 120 
 
 
Figure 4.4: The market and economic mitigation and adaptation potential 
models show the relationships between mitigation and adaptation potentials. 
The model also represents the adaptation and mitigation options that may be 
undertaken (in grey) if new mechanisms are developed to internalise 
externalities to create a perfect market. In this case, the market potential would 
be equal to the economic potential.  Source: (McHenry 2011). 
 
 
To become a useful tool for agriculturalists, the uncertainty of the net market 
adaptation  potential  for  each  adaptation  measure  must  be  reduced  to  an 
acceptable level. Uncertainties in the estimates of adaptation potentials are due 
to quantifying the existing levels of profit, changes in profitability, and other 
factors specific to the farm production system. The difficulty of estimating these 
net  market  adaptation  potentials  form  an  important  barrier  to  adaptation 
measure  implementation.  The  continued  reduction  of  this  barrier  forms  a 
principal aim of this research.  
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Policymakers can make use of the mitigation and adaptation potential concepts 
through analysing the economic mitigation and adaptation potentials. Again, in 
a similar manner to economic mitigation potential, the economic adaptation 
potential takes into account social costs and benefits and social discount rates, 
assuming market efficiency is improved by both policies and barrier removal. 
The  economic  adaptation  potential  can  only  be  achieved  when  adequate 
policies are in place and barriers removed. Thus, as “no regrets” opportunities 
are equal to a positive economic adaptation potential, “no behest” opportunities 
are equal to a positive market adaptation potential
o.  
 
Attempting to quantify both “no regrets” and “no behest” options can illuminate 
opportunities where social and private interests may intersect in specific sectors 
and  regions.  This  can  provide  a  guide  for  limits  and  margins  for  the 
introduction of support or penalty policy options, at either the macroeconomic 
or  microeconomic-scales.  However,  as  this  research  focuses  on  private 
agricultural  entities,  it  makes  use  of  the  market  adaptation  and  market 
mitigation approach to obtain the change in profitability and reduction in GHG 
emissions of specific activities that agriculturalists can undertake now in the 
current  policy  environment,  without  relying  on  the  development  of  more 
adequate policies. 
 
                                                 
o  This  research  does  not  explore  either  economic  adaptation  or  economic 
mitigation potentials beyond their concepts. 122 
 
4.5 Calculating “No Regrets” Options and the Private Equivalent 
By definition, “no behest” opportunities are cost effective privately and socially 
in  the  current  market  and  there  are  fewer  barriers  to  achieving  sector-wide 
uptake when compared to “no  regrets” policies. The  removal of information 
asymmetries  and  institutional  barriers  become  the  focus  in  assisting  the 
dissemination  of  “no  behest”  policies,  and  the  relationship  between  the 
government and businesses is fundamentally more amicable when voluntary 
options are cost effective to the business. Therefore, in theory, by pursuing “no 
behest”  opportunities  it  is  more  likely  that  more  adaptation  and  mitigation 
activities will occur in the marketplace, as doing so will reduce private costs, 
and thus require no altruism from businesses to reduce the social costs of their 
activities.  
 
Notwithstanding the attractiveness of these theoretical concepts to achieve a 
number of economic, social, and environmental objectives, in practice there are 
many barriers to marketplace adoption and policy acceptance (Callaway, Naess, 
and Ringius 1998; Bein and Rintoul 1999). However, this work assumes that the 
primary  barrier  to  adoption  is  that  costs  and  benefits  of  mitigation  remain 
external to the majority of market transactions. As a variety of new mechanisms 
are  being  introduced  by  governments  to  internalise  mitigation  values  into 
markets, businesses will need to recalculate the value of their activities to their 
total worth. 
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In  terms  of  evaluating  distributional  effects,  institutional  feasibility, 
environmental, and cost effectiveness of new mitigation and adaptation policies 
and instruments (Intergovernmental Panel on Climate Change 2007; Gupta et 
al.  2007;  Intergovernmental  Panel  on  Climate  Change  2007),  businesses  and 
policymakers  can  approximate  mitigation  and  adaptation  potentials  using  a 
conventional  investment  decision-making  model.  Such  quantifications  can 
involve several mathematical relationships between emissions and cash flows 
(including  NPV,  DCF,  GDP
p,  GSP
q  total  emissions,  emission  rates,  emission 
targets,  marginal  abatement  cost  etc.)  to  provide  numeric  and  graphical 
representations of various competing investment options over time. This can 
assist  the  process  of  new  or  existing  climate  change  policy  and  instrument 
evaluation, and provide a solid mathematical underpinning with an explicit set 
of assumptions.  
 
As  most  economic  assessment  techniques  follow  cash  flows  over  time,  the 
mitigation  and  adaptation  potential  must  also  be  able  to  be  represented 
temporally.  Over  time  societies  and  businesses  aim  to  expand  their  positive 
adaptation and mitigation potential horizons by investing in new systems and 
technologies. These mitigation (￿) and adaptation (￿) potential time horizons 
can also be represented as a formula, a matrix, or visually in a Cartesian form 
with (z), the direction of time denoted by n number of  sequential intervals 
                                                 
p Gross Domestic Product (GDP). 
q Gross State Product (GSP). 124 
 
(Figure 4.5). Figure 4.5 is a graphical representation of how capacity building 
over time can expand adaptation and mitigation potentials that occur on the 
ground  (P-P+4),  towards  the  expanding  technical  potential.  Figure  4.5  is  a 
graphical representation of how a number of capacity building investments (n 
to  n+4)  over  time  (z)  can  expand  the  mitigation  (￿)  and  adaptation  (￿) 
potentials  of  projects  implemented  on  the  ground  (P-P+4),  towards  the 
expanding technical potential (the outer circle). 
 
 
Figure 4.5: The expansion of new adaptation (￿) and mitigation (￿) potential 
horizons (P to P+4) over time (z), (n to n+4), all represented in a 3D diagram. 
Source: (McHenry 2011). 
 
In a more practical manner, such mitigation and adaptation potentials can be 
visually  represented  in  conventional  Cartesian  form  for  either  private 
investments or public policy options (Figure 4.6). 
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Figure 4.6 illustrates two mutually exclusive investments that a private entity 
may choose. Each investment was analysed to approximate the NPV (positive or 
negative  adaptation  potential)  and  the  net  emissions  (positive  or  negative 
mitigation potential) over time. The theoretical investments represented by the 
heavy black line are of a wood gasification unit and associated small harvested 
forestry plantation to provide enough gas to co-fire with an existing large fuel-
oil generator. The theoretical investment represented by the thin dotted line is a 
coal  gasification  unit  and  the  emissions  of  the  coal  (and  proportionate 
emissions associated with coal mining), to also provide gas to co-fire with the 
same fuel-oil generator. Both investments have positive NPVs relative to the 
baseline of using additional fuel-oil. 
 
Figure  4.6  shows  that  the  theoretical  renewable  option  is  around  twice  as 
expensive to establish as the coal option in year n. However, the associated 
embodied emissions of the renewable option are slightly less than half of the 
coal gasification investment. The cumulative DCF of, and annual emissions are 
shown throughout the years (represented by n+1, n+2,..) to the final year (n+4), 
where  both  of  the  options  are  decommissioned.  The  NPV  of  the  renewable 
option at the final year is represented by Aa on the adaptation potential (￿) axis, 
while the total net emissions are represented by Ma on the mitigation potential 
(￿) axis.  
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As the theoretical renewable investment option has both a positive mitigation 
and adaptation potential, this option is an attractive option. However, the coal 
option NPV is greater than the renewable option, which is represented by Ab. In 
an economy that does not value the emissions produced (Mb), the coal-based 
option with a negative mitigation potential will likely be chosen by the private 
investor as the more favourable adaptation opportunity in this market. This will 
occur  despite  any  social  value  for  the  difference  between  the  mitigation 
potential  of  the  two  options  (Mb  –  Ma),  being  greater  than  the  difference 
between  the  adaptation  potential  of  the  market  options  (Ab  –  Aa),  as  the 
mitigation value is not internalised.  
 
This graphically represented scenario is an example of a market adaptation and 
market  mitigation  potential,  which  relates  to  private  benefits,  costs,  and 
discount  rates.  It  also  represents  the  classic  case  of  a  missed  “no  regrets” 
opportunity, where the social value of CO2-e mitigation remains represented by 
the  gap  between  the  market  potential  and  socio-economic  potential  of  the 
investment.  In  this  scenario,  for  the  renewable  option  to  be  a  “no  behest” 
opportunity, a market value of mitigation must be equal to or greater than the 
market potential, either by a relative change in each project’s financial value, or 
the inclusion of a mitigation value.  
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Figure 4.6: Two competing investments (the heavy black line is the wood 
gasification unit and the associated small harvested forestry plantation 
calculations, and the thin dotted line is a coal gasification unit) and their 
relative mitigation and adaptation potentials over time, represented in a 2D 
diagram. Each year is represented by a cross on the line to represent the z axis 
in a 2D mitigation and adaptation potential chart. Source: (McHenry 2011). 
 
The market mitigation and adaptation potential calculations can be used  to 
determine  the  value  of  carbon  at  each  interval  required  for  this  likely  “no 
regrets” opportunity to become a “no behest” opportunity. These calculations 
can be used to provide a visual platform to compare competing investments. 128 
 
However, the market mitigation and market adaptation potentials concepts also 
enable the generation of a practical mathematical relationship between past and 
projected  scenarios  of  traditional  productivity,  or  private  value  indicators 
alongside likely GHG emission trends. 
 
4.6 Integrating Private Mitigation and Adaptation 
Even  the  most  stringent  mitigation  efforts  cannot  avoid  further  impacts  of 
climate change, which makes a portfolio of adaptation and mitigation essential, 
especially in the near-term (Intergovernmental Panel on Climate Change 2007). 
The mitigation potential was developed to assess the scale of GHG reductions 
that could be made, relative to emission baselines, for a given carbon price, 
expressed in a cost per unit of carbon dioxide equivalent ($ CO2-e
-1) emissions 
avoided  or  reduced  (Intergovernmental  Panel  on  Climate  Change  2007). 
Unfortunately  to  date,  there  is  no  single  standardised  approach  in  the 
underlying  literature  that  is  used  to  systematically  assess  the  mitigation 
potential (Barker et al. 2007). However, a simulation approach can explicitly 
recognise  project  asymmetries  and  their  effect  on  the  mitigation  or  NPV 
calculations to demonstrate the project’s upside potential as well as downside 
risk (Slater, Reddy, and Zwirlein 1998), as mitigation strategies that result in a 
reduction in economic growth have a high opportunity cost (Kane and Shogren 
2000).  
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Uncertainties  in  the  estimates  of  adaptation  potentials  stem  from  the 
quantification  of  existing  levels  of  profit,  changes  in  profitability,  and  other 
factors specific to the production system or activity. The difficulty of estimating 
adaptation  potentials  forms  an  important  barrier  to  adaptation  measure 
implementation. However, their quantification with uncertainties and scenarios 
enable a more effective projection of adaptation behaviour of a large numbers of 
disaggregated  institutions  and  resulting  development  (Schneider  1997). 
Regionally-specific project-based bottom-up assessments are able to account for 
many detailed local features and constraints (including ecological, institutional 
and landowner-behavioural), but also provide scope for variable assumptions, 
alternatives, econometrics applied, and flexible baselines (Nabuurs et al. 2007).  
 
The  pursuit  of  generating  practical  mathematical  relationships  between  past 
and projected scenarios of traditional productivity, or private value indicators 
alongside likely GHG emission trends, can add an additional level of rigor to 
investigating contextually specific innovative options. Refining the theory and 
mathematical relationships between investment options enable businesses and 
policymakers to more accurately compare various competing adaptation and 
mitigation measures to more effectively determine “no behest” options.  
 
Figure 4.7 shows nine charts (a-i) that represents market adaptation and market 
mitigation  potentials  for  a  theoretical  15  kVA  batch  wood  gasification  unit 
scenario (excluding fuel costs), calculated against a baseline of displacing an 130 
 
equivalent diesel system stand-alone power supply system in remote pastoral 
WA over a 25 year period. Charts a), d), and g) represent the NPV, annual DCF, 
and  the  change  in  annual  DCF,  respectively.  The  mathematical  relationship 
between  these  three  charts  in  calculus  nomenclature  is  known  as  integrals 
and/or derivatives. For example, the cumulative sum of each annual net DCF 
value over an interval yields the annual running (or instantaneous) NPV. If the 
DCF  curve  was  approximated  by  a  polynomial,  the  area  under  the  definite 
integral of the DCF polynomial would approximate the NPV
r (Equation 4.2). 
 
Similarly, and probably more useful, the instantaneous NPV approximation can 
be differentiated once to generate an approximated instantaneous DCF for an 
interval, and again to generate the change in DCF over each interval (Equation 
4.3, Equation 4.4, and Equation 4.5). 
 
Equation 4.2: The relationship between NPV and DCF approximations. 
 
Equation 4.3: Approximating instantaneous discounted cash flow over an 
interval. 
                                                 
r  Polynomial  approximation  of  such  relationships  (especially  the  NPV  vs 
mitigation potential curve) has greater utility at the macroeconomic scale in 
terms of studying underlying trends in national emission target progress and 
emission intensity forecasting over time. 131 
 
 
Equation 4.4: Net Present Value (NPV).Where, C = cash flow, z = time of the 
cash flow, d = the discount rate, n = the year number of the project (between 0 
and 15 in this case). 
 
 
Equation 4.5: Discounted cash flow (DCF). 
 
Charts  b),  e),  and  h)  in  Figure  4.7  represent  the  cumulative  mitigation,  the 
annual (or marginal) mitigation and the change in annual mitigation generated 
from the 15kWe gasification unit. The mathematical relationship between these 
three  charts  are  the  same  as  charts  a),  d),  and  g),  with  chart  b)  being 
representative of the integral of chart e), while chart h) is the derivative of e). 
Similarly, the cumulative mitigation approximation curve can be differentiated 
once to obtain the annual mitigation rate, and twice to achieve the change in 
annual mitigation.  
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Figure 4.7: Wood gasifier NPV (a), DCF (d) and annual change in DCF (g), and 
corresponding cumulative emissions (b), annual emissions (e) and annual 
change in emissions (h) over a 25 year interval. Charts (c), (f) and (i) show 
adaptation ($ on the ￿ axis) and mitigation (tCO2-e on the ￿ axis) in a single 
chart to track each variable of the investment over time. Source: (McHenry 
2011). 
 
Charts c), f), and i) represent the first column of charts (adaptation potentials) 
on the ￿ axis and the second column (mitigation potentials) on the ￿ axis. Chart 
c) tracks  the  relative changes in annual NPV against the cumulative annual 133 
 
mitigation, thus allowing one to see the relationship between the discounted 
value of adaptation and mitigation of the project in one chart, and where the 
value, or emissions are accrued over each interval. Chart f) traces the annual 
DCF and annual mitigation, while chart i) shows the rate of change of both the 
annual DCF and annual mitigation.  
 
One may recognise that charts c) and f) are equivalent to the instantaneous 
abatement cost, and marginal instantaneous “abatement cost” of each interval 
respectively.  In  this  context,  these  terms  are  redefined  in  the  charts  as 
mitigation benefit and marginal mitigation benefit, as the cost is negative and 
the  emissions  are  abated.  This  language  also  exhibits  a  more  positive 
connotation  than  “abatement  cost”.  “Marginal  abatement  cost”  (MAC) 
modelling  is  known  to  be  sensitive  to  underlying  assumptions  and  baseline 
scenarios, sometimes described as a “black box” which generates a surprising 
wide  range  of  MAC  curve  results  (Fischer  and  Morgenstern  2006). 
Unfortunately,  MAC  curves  are  often  presented  without  specifying  if  the 
analyses  included  “market  costs”  for  private  entities,  or  “economic/socio-
economic  costs”  that  incorporate  positive  and  negative  externalities  from 
market transactions. Furthermore, it is also not always instantly clear from and 
MAC curve if the model incorporates the full embodied emissions for an option, 
or  a  specified  subcategory  of  lifecycle  emissions,  or  simply  the  emissions 
resulting from the implementation of the option. Finally, as private entities are 
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MAC  curve  presentation  generally  does  indicate  the  time-dependent  capital 
cost, and subsequent cash flows, or how any real discount rate influences cash 
flows over time, or how policy or market assumptions influence the presented 
options (other than an indication of uncertainty at the tip of a column). In 
contrast the development of the integrated mitigation and adaptation potential 
curves and nomenclature enables economic potentials and market potentials to 
clarify the scope of the analysis to both private entities and governments in an 
explicitly  detailed  and  useful  form  describing  multiple  levels  of  results 
mathematically and visually. 
 
According  to  chart  c),  the  final  mitigation  benefit  for  the  project  (or  the 
negative  abatement  cost  ￿)  is  $15,588  for  mitigating  145.527  tCO2-e;  (￿),  an 
average  $107.11  per  tCO2-e,  over  the  25  year  period.  The  annual  (or 
instantaneous)  mitigation  benefit  (equivalent  to  the  marginal  negative 
abatement cost) can be determined for each year in chart f). For example, the 
annual (or marginal) mitigation for year ten is found by simply dividing ￿ by ￿: 
DCF = ￿ = $1,462 and mitigation = ￿ = 5.731 tCO2-e, or $255.10 per tCO2-e.  
 
The flexibility of presenting the adaptation potential as ￿, and the mitigation 
potential  as  ￿,  over  time  (z)  in  two  dimensions  allows  these  relationship 
between  mitigation  and  adaptation  over  time  to  be  visualised  with  high 
precision easily without 3D modelling software. Mathematically it enables the 
relationship  between  the  abatement  cost  curves  to  be  represented  as  an 135 
 
approximated function of the change in adaptation with respect to mitigation 
(or the inverse) over a suitable interval. This relationship can be re-represented 
as a function of either $ tCO2-e
-1, or tCO2-e $
-1 over either mitigation, adaptation, 
or emissions, all over time
s. This form of representation also conveys the ability 
to sequester (or abate) more than 100% of emissions and producing abatement 
cost curves without limits to infinity. 
 
This theoretical gasification project is an example of a “no behest” opportunity, 
as the project generates positive net market adaptation and positive net market 
mitigation against the baseline option over the lifetime of the investment. As 
the  mitigation  in  this  example  was  unvalued  in  private  market  terms,  any 
further instruments that introduce a carbon price to represent the social value 
of the mitigation is unnecessary, in theory. The above example of a scenario-
specific bottom-up market adaptation and mitigation potential assessment is 
useful  to  reduce  some  of  this  asymmetry.  In  addition  to  bottom-up 
microeconomic assessments, top-down macroeconomic issues are also suitable 
to examination using the mitigation and adaptation potential approaches. 
 
                                                 
s In the traditional Cartesian coordinate representation the author wishes to 
express  the  ability  of  the  approximated  mitigation  (￿)  and  adaptation  (￿) 
functions to represent time (z) implicitly. An example is the crosses along the 
curves in Figure 4.6, or in an explicit manner with a 3D relationship over time 
shown in Figure 4.5. 136 
 
One  significant  benefit  of  using  Cartesian  coordinates  and  polynomials  for 
approximating adaptation and mitigation potentials is to forecast relationships 
into the future, based on the actual rates of change that have occurred over 
time. Adaptation and mitigation forecasts such as these reduce the need for 
iterative manipulation of data and may enhance the current estimation of the 
BAU baseline progress. This approach also enables “hindcasting”, by means of 
quantifying the mitigation and adaptation required in each interval to achieve a 
desired  target  in  a  specified  year.  Importantly,  the  Cartesian  coordinate 
mitigation (￿) and adaptation (￿) potentials represented without the time axis 
(z)  does  not  meet  the  required  mathematical  definition  of  a  function,  and 
therefore,  must  be  dealt  with  carefully  to  derive  mathematically  logical 
conclusions.  For  a  polynomial  approximation  of  the  relationship  between 
adaption (￿) and mitigation (￿) only, the domain of ￿ must be restricted to an 
appropriate interval. Inverting the analysis (and axes) to look at the effect on 
mitigation (￿) with respect to adaptation (￿), reveals how the rate of change, 
acceleration,  and  total  mitigation  changes  over  the  chosen  domain  of 
adaptation  (￿).  In  this  scenario,  the  independent  variable  is  ￿,  and  the 
dependent variable is ￿, and the function of ￿, ƒ(￿), is equal to the function of 
mitigation with respect to adaptation. The derivative of the function of ￿, ƒ'(￿), 
is equal to the rate of change of mitigation with respect to adaptation, and the 
second differential of ￿, ƒ''(￿), is equal to the acceleration of mitigation with 
respect  to  adaptation.  These  three  approximated  functions  are  useful  to 
determine what the changes in the domain of ￿ (emissions) are for adaptation, 137 
 
and the same can be approximated for the function of ￿, ƒ(￿): the function of 
adaptation with respect to mitigation (Table 4.1). 
 
In private market terms: 
    ƒ(￿) is the cumulative DCF (or NPV), with respect to mitigation; 
    ƒ'(￿) is the DCF at any point in time, with respect to mitigation; 
    ƒ"(￿) is the rate of change of the DCF, with respect to mitigation. 
Similarly, in public terms: 
    ƒ(￿) = cumulative GSP (or regional product etc.), with respect to mitigation; 
    ƒ'(￿) = annual GSP, with respect to mitigation; 
    ƒ"(￿) = rate of change of GSP, with respect to mitigation. 
 
Table 4.1: A private and public representation of the function of adaptation with 
respect to mitigation, with its first and second differential. (Substitution of ￿ for 
￿ gives the function of mitigation with respect to adaptation). 
 
The definite integral of the cumulative annual DCF or annual emissions of a 
private entity is equal to the NPV or total GHG emission liability over a period, 
respectively.  This  is  equal  to  the  present  market  adaptation  and  mitigation 
potentials of the entities’ activities. The aim for a private entity is to expand 
these potentials in the 1st quadrant of the adaptation and mitigation potential 
chart to combine their mitigation and adaptation activities, when either social 
responsibility, suitable “no behest” opportunities, or climate change policies and 
instruments exist.  
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Creating limited and sometimes far-fetched synergies or complexities between 
mitigation and adaptation could lead to projects that are difficult to implement 
and  administer,  are  not  cost-effective  and  consequently  produce  insufficient 
mitigation  and  adaptation  benefits  (Klein,  Schipper,  and  Dessai  2005). 
Nonetheless, the unavoidability of combining mitigation and adaptation exists 
(Huq and Grubb 2003), despite the methods and models for adaptation and 
mitigation typically having different spatial and temporal scales, and relevant 
entities and sectors are often disconnected (Swart and Raes 2007). Conversely, 
with  increasing  knowledge,  the  artificial  separation  of  adaptation  and 
mitigation theory and subsequent strategies, risks outcomes that are simplistic, 
costly, ineffective, and distorting (Kane and Shogren 2000). The integration of 
adaptation practices into mitigation projects would maximise the utility of the 
investment flow and enhance institutional capacity to cope with risks associated 
with climate change (Nabuurs et al. 2007).  
 
Cross-disciplinary  collaborations  between  scientific  areas  (including  applied 
research  and  social  science)  are  needed  for  successful  introduction  of  new 
energy  supply  and  end-use  technologies  necessary  to  combat  the 
unprecedented  challenge  of  supporting  human  growth  and  progress  while 
protecting global and local environments (Sims et al. 2007). As many of these 
options exist, it is the transfer, diffusion and deployment of such technological 
developments that is required to implement mitigation and adaptation options 
(Smith  et  al.  2007).  Focusing  on  specific  objectives  allows  the  explicit 139 
 
comparison of the various options in a transparent manner, allowing private 
entities, policymakers and the public to determine what is in their respective 
interests  (Nordhaus  1997).  The  ability  to  research,  develop,  refine,  obtain, 
operate  and  maintain  technologies  advances  both  adaptive  and  mitigative 
capacity by increasing technological options, economic resources, and human 
capital  (Goklany  2007).  Synergies  may  be  unique  to  some  particular 
development paths, or may be possible in many development paths (Klein et al. 
2007).  Although,  generally,  the  many  intricacies  of  the  interrelationships 
between  adaptation  and  mitigation  become  clear  in  detailed  analysis  and 
implementation stages (Klein et al. 2007; Parry, Canziani, and Palutikof 2007). 
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5. Economic Analyses and Climate Change Impacts 
This  chapter  explores  the  available  literature  of  various  climate  change 
economic assessment tools in terms of suitability for analysing regional small-
scale agricultural mitigation and adaptation projects. Several disadvantages and 
advantages  of  prominent  tools  and  methods  are  discussed  in  brief,  with  a 
succinct justification of why particular  tools  and  methods  were or  were  not 
incorporated into the research methodology.   
 
Mitigation and adaptation options are interdependent strategies and can often 
be  complementary,  competing,  or  substitutable.  When  mitigation  and 
adaptation are complementary, increased marginal productivity of mitigation 
activities fosters additional mitigation (Kane and Shogren 2000). A hypothetical 
example  may  be  the  co-benefits  of  regional  wind  farm  developments  that 
simultaneously  reduce  air  pollution  (by  displacing  fossil  fuel  consumption), 
improve transmission investment, subsequently improving rural development 
opportunities, which in aggregate may offset net mitigation costs for the region 
to near or below zero.  
 
If mitigation and adaptation are substitutes, often when high risks are present 
(as high risk is often the case in agricultural production systems), there is an 
increased  marginal  productivity  of  mitigation,  and  an  increased  desire  for 
regional adaptation (Kane and Shogren 2000). However, an increased marginal 
productivity  for  mitigation  activities  is  often  rare  for  private  entities  in  the 141 
 
current  policy  environment.  If  mitigation  and  adaptation  implementation 
measures look promising from a private perspective, it is often assumed that 
these adjustments will proceed autonomously (Mendelsohn  2000).  However, 
this assumption is often not realistic, and feasibility studies may be used to infer 
if these adjustments are undertaken autonomously or not
t. Nonetheless, there is 
a growing awareness that synergies between mitigation and adaptation in rural 
areas  could  provide  both  significant  net  adaptation  benefits  and  mitigation 
benefits (Barker et al. 2007). At the farm-scale, mitigation efforts can both be 
complementary and compete with traditional farming practices and production 
(Schneider and McCarl 2006), as there is often more than one parallel enterprise 
underway on the property. 
 
Definitions  of  optimal  adaptation  and  mitigation  that  can  be  tailored  to 
different  objectives  retain  normative  characteristics  that  allow  descriptive 
analyses – assuming an appropriate framework is used (Callaway, Naess, and 
Ringius 1998). While mitigation may be easily calculated in terms of a change in 
projected tCO2-e from baselines, the net benefits or costs of adaptation is often 
difficult to express in a single metric, and has been attributed different values 
depending  on  the  social,  economic,  and  political  circumstances  (Klein  et  al. 
2007). This often results in a lack of inclusion of adaptation in project or policy 
assessments.  
                                                 
t This work aims to provide outputs that enable an assessment of whether this is 
the case for the project feasibility studies modelled in this research.  142 
 
Assisting  both  public  and  private  decision-makers  in  structuring  practical 
options  and  selecting  between  alternatives  can  be  fostered  by  economic 
analyses (Tol 2005). Economic analyses allow the investigation of the effect of 
changing  conditions  upon  input  and  output  market  prices,  and  the 
opportunities  available  to  minimise  losses  or  maximise  gains  (Balbus  et  al. 
1998). However, the use of any formal models should be interpreted with care 
and caution, as climate change tests analytic and economic decision-making 
analysis tools to an unprecedented extent (Tol 2005).  
 
5.1 Navigating Climate Change Economic Model Approaches 
Both governments and individuals often pursue objectives other than welfare 
maximisation,  with  welfare  itself  having  a  flexible  definition  to  those  that 
pursue  it  (Callaway,  Naess,  and  Ringius  1998).  Economic  frameworks  for 
maximising  welfare  can  be  based  on  utilising  the  private  economic  entity’s 
adaptive  capacity,  risk  perception,  aiming  to  quantify  this  welfare.  A 
quantitative measure in the same metric as mitigation is useful for comparing 
competing adaptations (Smith, Ragland, and Pitts 1996). A monetisation of this 
welfare has the advantage of expressing climate change impacts in the same 
units  as private  costs  and benefits, and is  also  the most common  metric to 
conduct mitigation and adaptation assessments.  
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Monetary estimates that are based on a sound theoretical framework, and make 
use  of  the  best  estimation  techniques  available,  can  enable  more  effective 
decision-making (Fankhauser, Tol, and Pearce 1998). Monetary investments can 
preserve or create options for adaptation in the future, which is likely to be 
invaluable when improved information is available regarding climate change 
benefits and costs (Leary 1999). When aiming to increase mitigation, both the 
public and private investor aims to minimise total  costs and maximise total 
benefits  (Markandya,  Halsaes,  and  Milborrow  1998).  This  maximising  of 
expected benefits minus expected costs can provide a benchmark that shows 
how well one can do, given the initial conditions. Maximising net benefits can 
also serve as analogous benchmarks from which we can estimate the cost of 
externalities, damages caused by market distortions, and sometimes, the value 
of more complete information (Yohe 2003). 
 
Climate  change  damages  are  net  losses  in  net  welfare  caused  by  physical 
damage of climate change compared to a baseline, taking into account partial 
adjustment  to  climate  change,  but  not  specific  actions  to  adapt  to  climate 
change (Callaway 2004). To be practical, climate change damage estimates must 
be of sufficient resolution and be based on empirical work (Fankhauser, Tol, 
and Pearce 1998). As distinct from damages, climate change costs are the cost of 
the real resources used in climate change adaptation. The cost of precaution is 
the cost of assuming, ex-ante, that the climate will change from one particular 
state  (C0)  to  another  (C1),  and  taking  action  to  avoid  expected  damages  by 144 
 
increasing investment. Conversely, the cost of caution is the cost of assuming, 
ex-ante, that climate will not change, and thus, making no new investment. To 
clarify, if over time the climate does change, the cost of caution is equal to the 
net benefits of adaptation, with the sign reversed (Callaway 2004).  
 
In  terms  of  adaptation,  the  reverse  of  climate  change  damages  are  climate 
change benefits. Climate change benefits are the reduction in climate change 
damages avoided by specific adaptation actions (Callaway 2004). Quantification 
entails measuring the damages and benefits in terms of their physical effects on 
both non-market and market systems, while valuation entails converting the 
magnitude of costs and benefits from physical units to monetary units (Balbus 
et al. 1998). Therefore, the economic opportunity cost can be interpreted as the 
value of “the next best thing” that could have been produced with the same 
resources,  as  it  represents  the  value  of  a  foregone  opportunity  to  use  the 
resources for something else, even when no financial flow occurs (Markandya, 
Halsaes, and Milborrow 1998). 
 
In  many  cases,  empirical  data  from  which  the  costs  and  effectiveness  of 
adaptation measures can be calculated are limited or unavailable (Leary 1999). 
These complexities should not in theory reduce the importance of assessing the 
net  value  of  adaptation.  Unfortunately,  policymakers  often  determine  that 
mitigation and adaptation are substitutes by considering that a level of either 
mitigation or adaptation can achieve an equivalent reduction in local damages 145 
 
in economic terms (Callaway 2004). In practice, at the local-scale mitigation and 
adaptation are far from perfect substitutes, as many climatic change adaptations 
cannot be fostered by economic means, such as unmanaged ecosystems and 
natural environments with low adaptive capacity. Therefore, decisions should 
be based on information about the local costs and benefits of adaptation and 
mitigation. The local costs and benefits are more important than global cost and 
benefits for adaptation, and research regarding global costs and benefits of both 
adaptation and mitigation should be derived from the local level up and not 
from the global level down (Callaway 2004).  
 
The  most  utilised  baseline  scenarios  for  compiling  the  assessments  in  the 
Intergovernmental Panel on Climate Change’s 4AR are the SRES B2 and A1B 
marker scenarios, and the International Energy Agency’s 2004 World Energy 
Outlook  (2004  WEO).  Some  Intergovernmental  Panel  on  Climate  Change 
emission scenarios, such as those developed for the SRES (2000) are suitable for 
worldwide, sectoral, and multi-gas coverage (Barker et al. 2007). However, these 
scenario baselines are often insufficiently detailed to be useful as a basis for 
making bottom-up emission reduction calculations in the agricultural sector.  
 
There are often systematic and striking discrepancies between bottom-up and 
top-down models at the sector level, and historically, the agricultural, fisheries 
and forestry sectors are often not represented well by top-down models due to 
their unique biological characteristics and land use complexities. Furthermore, 146 
 
the  ranges  of  bottom-up  and  top-down  aggregate  estimates  of  potentials 
overlap substantially under all cost ceilings, except for the “no regrets” bottom-
up options (which generate high abatement potentials) (Barker et al. 2007).  
 
In  Australia’s  market-orientated  agricultural  system,  farm  returns  are  more 
important  than  yields,  as  yields  historically  are  not  a  good  indicator  of 
profitability  (Risbey  et  al.  1999).  Thus,  physical  top-down  models  will  not 
capture local returns particularly well, and a bottom-up economic model will be 
of  more  use  to  characterise  the  costs  and  benefit  of  substitutes  and 
competing/complementary responses appropriate to agricultural systems.  
 
The two major roles for climate change adaptation science are related to impact 
assessment and response option evaluation (Smit et al. 1999). This research is 
concerned with exploring such response options from a bottom-up perspective. 
Reviews,  syntheses,  and  meta-analyses  of  the  interrelationships  between 
adaptation and mitigation are likely to become more common in the next few 
years (Klein et al. 2007). This may result in greater detail of the intricacies of the 
interrelationships  between  adaptation  and  mitigation  options  and  their 
implementation stages (Klein et al. 2007; Parry, Canziani, and Palutikof 2007). 
Balancing mitigation and adaptation options largely depends on how mitigation 
costs  are  related  to  gross  damages,  minus  the  damages  averted  through 
adaptation,  plus  costs  of  adaptation.  Thus,  a  suite  of  complementary 
frameworks  may  eventually  provide  additional  certainty  for  stakeholders  at 147 
 
various  levels  of  decision-making  from  the  spectrum  spanning  the  local, 
regional,  national,  and  international  (Klein  et  al.  2007).  Current  research 
regarding  inter-relationships  between  adaptation  and  mitigation  include 
conceptual  and  policy  analyses,  and  bottom-up  studies  that  analyse  specific 
inter-relationships and their implications for sectors and communities at the 
regional-scale  (Klein  et  al.  2007).  Currently,  their  utility  at  the  local-scale  is 
questionable, or simply under-developed. 
 
5.2 Exploration of Assessment Methods for Model Formulation  
The  benefits  of  both  mitigation  and  adaptation  are  local  in  nature  and  are 
related  as  technical  complements.  In  theory,  local  mitigation  benefits  may 
retain  a  constant  level  of  climate-related  damage,  and  may  also  result  in  a 
decreased  requirement  for  local  climate  change  adaptation  (Callaway  2004). 
Obtaining the current temporal balance at the local-scale is a primary focus for 
agricultural mitigation and adaptation activities.  
 
The assessment of competing, complementary, or substitutable options requires 
an appropriate methodology. Current assessment methods, while appropriate 
for certain applications, are inappropriate for the majority of local assessments. 
For  brevity,  this  research  has  collated  a  succinct  review  and  critique  of 
prominent assessment methods, and how each adds value or adds unnecessary 
complexity when used at the local level. The five methods reviewed are: the 
Comprehensive  Mitigation  Assessment  Process  (COMAP);  the  Integrated 148 
 
Assessment  Model  (IAM),  the  Climate  Change  Impacts,  Adaptation  and 
Vulnerability Analysis (CCIAV), the Discounted Cash Flow (DCF) analysis, and 
Analogue Analysis. Despite their respective limitations, they are reviewed in this 
research as they contain fundamental elements that are essential to local-scale 
mitigation and adaptation integration. 
 
5.2.1 The Comprehensive Mitigation Assessment Process 
The Comprehensive Mitigation Assessment Process (COMAP) consists of: 
·  identifying  and  categorising  appropriate  mitigation  options  for 
sequestering carbon; 
·  assessing current and future land area available for mitigation options; 
·  assessing current and future farm demand for wood products; 
·  determining land area and wood production scenarios; 
·  estimating the carbon sequestration per unit area for major land classes; 
·  estimating the unit costs and benefits; 
·  evaluating cost-effectiveness indicators; 
·  developing future carbon sequestration and cost scenarios; 
·  exploring  institutional  arrangements  and  incentives  necessary  for  the 
implementation of the options, and; 
·  estimating  the  national  macroeconomic  effects  of  these  scenarios 
(Sathaye, Makundi, and Andrasko 1995). 149 
 
While  projecting  current  and  future  land  areas  available,  many  of  these 
elements may be suitable for large institutional analyses. However, they have 
variable utility for local and private projects. Assuming a private forestry project 
focus, COMAP scenarios would likely be based on the extrapolation of current 
trends for land use, tree planting, and forest production (Sathaye, Makundi, and 
Andrasko 1995). This is not likely to focus on direct benefits for each landholder, 
and will introduce many macroeconomic complexities. The implementation of a 
forestry mitigation option will result in monetary and non-monetary benefits 
that  can  be  classified  into  direct  and  indirect  benefits.  Direct  benefits  may 
include fuel wood, timber, and recreational areas, whereas indirect benefits may 
include increased employment for the region, watershed protection, roads, etc. 
Explicitly valuing the direct benefits from the sale of timber and other forest 
products also avoids the often complex task of valuing many indirect benefits, 
and conventionally ignores externalities beyond product transactions (Sathaye, 
Makundi,  and  Andrasko  1995).  Thus,  the  fundamentally  useful  COMAP 
elements to local regional assessments are the generation of direct benefits and 
costs at a market transaction value. This research uses the same approach of 
calculating market costs and benefits for each project. 
 
5.2.2 Integrated Assessment Models (IAMs) 
IAMs consider both adaptation and mitigation by combining energy models 
and  sectoral  impact  models  with  climate,  land-use,  and  socio-economic 
scenarios  to  compare  the  costs  and  benefits  of  climate  change  (Klein  et  al. 150 
 
2007). Climate policy IAMs to date are dominated by mitigation assessment. In 
terms of a mitigation project, the total cost of an option is simply the total cost 
of  the  project  added  together  ($),  the  average  cost  is  simply  the  total  cost 
divided by the number of items ($ CO2-e
-1), and the marginal abatement cost 
(MAC) is simply the rate of change of total cost with respect to the emission 
reduction  (Markandya,  Halsaes,  and  Milborrow  1998).  Adaptation,  when 
considered, is either represented as a choice between a number of technological 
options, or it is developed from additional social and economic assumptions 
(Schneider 1997), as cited in Klein et al. (2007). IAMs include assumptions about 
adaptations  or  their  absence,  and  likely  adaptations  are  either  based  on 
theoretical principles, observation, or speculation (Smit et al. 1999). Confusion 
created  by  the  results  of  research  using  inconsistent  approaches  between 
adaptation and mitigation research and IAMs (as well as bottom-up studies), 
require  the  use  of  clear  and  explicit  definitions  in  the  assumptions  and 
processes undertaken by researchers (Klein et al. 2007).  
 
While  the  IAM  is  a  flexible  and  powerful  assessment  tool,  the  model  may 
inadequately  value  uncertainty,  contain  high  aggregation,  inherently  lack 
empirical  variables, and requires extensive datasets (International  Centre for 
Integrated  Assessment  and  Sustainable  Development  (ICIS)  2003). 
Furthermore, the resulting outputs may be inappropriate for small-scale private 
agriculturalist  operations.  This  research  aims  to  complement  the  benefits  of 
IAMs by combining energy models with scenarios and land-use comparisons to 151 
 
identify  if  and  when  adaptation  and  mitigation  can  be  complementary, 
substitutes, or competing. 
 
5.2.3 Climate Change Impacts, Adaptation and Vulnerability (CCIAV) 
Analyses 
The  recognition  that  climate  change  must  be  adapted  to  has  increased  the 
demand for approaches to assessing climate change impacts, adaptation, and 
vulnerability (Carter et al. 2007). The vulnerability-based approach focuses on 
the  risks,  propensities  for  harm,  and  finding  options  to  minimise  costs  and 
maximise  potential  benefits  (Adger  2006),  as  cited  in  Carter  et  al.  (2007). 
Adaptation approaches and vulnerability assessments can utilise both top-down 
and bottom-up approaches (Dessai 2005), as cited in Carter et al. (2007), as they 
can  include  socio-economic  assessments  from  both  scaling  global  climate 
models, and by using location-specific responses (Carter et al. 2007).  
 
CCIAV  approaches  and  methods    focus  on  risk  management  by  examining 
adaptation options and adaptive capacity required to increase the resilience of a 
system exposed to climate change (Parry, Canziani, and Palutikof 2007; Smit 
and  Wandel  2006),  as  cited  in  Carter  et  al.  (2007).  The  advantages  of  risk 
management include: a formalised method to manage uncertainty; stakeholder 
involvement;  non-policy-prescriptive  methods  for  evaluating  policy  options; 
integration  of  different  disciplinary  approaches,  and;  mainstreaming  climate 152 
 
change into broad decision-making contexts (Carter et al. 2007; Parry, Canziani, 
and Palutikof 2007).  
 
CCIAV assessment approaches consider both current and future adaptations to 
climate, adaptive capacity, social vulnerability, multiple stresses, and adaptation 
in  the  context  of  sustainable  development.  There  are  currently  five  formal 
CCIAV  approaches:  impact  assessment;  adaptation  assessment;  vulnerability 
assessment; integrated assessment; and risk management; with each approach 
having particular strengths and weaknesses (Carter et al. 2007).  
 
As  CCIAV  assessments  usually  require  input  regarding  climate,  social,  and 
economic development, and often other environmental factors that change over 
time, multiple projections of future developments are required. These projected 
scenarios are often disaggregated to represent regional scales (Parry, Canziani, 
and Palutikof 2007), which may or may not capture developments over time 
that mirror parallel bottom-up scenarios.  
 
CCIAV  assessment  implementation  is  fundamentally  constrained  by  limited 
availability and access to quality data at all levels (Carter et al. 2007). However, 
many  CCIAV  assessments  are  now  also  obtaining  data  through  local 
stakeholders.  Confounding  these  analyses  are  the  local  adaptations  that  are 
continually  taking  place  autonomously,  as  is  the  case  when  a  few  years  of 153 
 
unusually  late  rains  will  often  convince  sheep  and  cattle  agriculturalists  to 
produce more silage. 
 
Adaptation  requires  consideration  of  existing  and  future  variability,  as  even 
small  changes  in  the  mean  may  bring  major  changes  in  the  frequency  of 
extreme events, and also a shift in the distribution of such events (Smit et al. 
1999). In practice, it is difficult to draw the line between an investment that 
strengthens  adaptive  capacity  (and  therefore  reduces  vulnerability)  and  an 
adaptation  measure  (which  also  reduces  vulnerability)  (Callaway  2004).  As 
vulnerability and adaptation consequences can be included as simply one of 
many aspects of mitigation activities (Swart and Raes 2007), an assessment may 
be  undertaken  subsequent  to  a  cost-benefit  analysis    of  mitigation  and 
adaptation  measures,  to  make  clear  the  distinction  between  adaptation 
consequences and adaptation measures.  
 
For  specific  projects,  it  appears  to  make  more  sense  to  include  mitigation 
consequences  in  a  cost-benefit  analysis  of  adaptation  projects,  rather  than 
searching for optimal combinations of adaptation and mitigation (Swart and 
Raes 2007). This can simplify analyses such as CCIAV’s to be more appropriate 
for private mitigation and adaptation options at the local-regional-scale. 
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5.2.4 Cost-Benefit Analyses (CBAs) 
Expedited economic cost-benefit methods, while not as precise or defensible 
when comprehensiveness is called for, nonetheless can be successfully used in 
small  project  analyses  in  many  circumstances  (Balbus  et  al.  1998).  CBA  is  a 
prominent decision analytic framework that is internally consistent, founded on 
axioms of rational behaviour, and are a practical form of welfare or utility theory 
(Tol 2003). CBAs can be used to determine whether an individual adaptation 
response  should  be  undertaken,  and  are  often  employed  to  assess  the  most 
efficient  allocation  of  resources  by  balancing  various  costs  and  benefits 
anticipated in a proposed project into common units of value (Balbus et al. 
1998).  
 
A CBA involves the identification and screening of benefits and costs, and often 
a  conversion  to  monetary  units  (Balbus  et  al.  1998).  CBAs  use  a  monetary 
measure to value all benefits and costs of options in present value terms to 
allow a comparison between alternative options over time (Balbus et al. 1998; 
Smith, Ragland, and Pitts 1996). Narrowing the CBA to private entities simplifies 
the scope of such a study by ignoring difficulties of trans-boundary pollution 
issues, sole ownership principles, cross-sectoral issues, social welfare costs and 
benefits, and market failures.  
 
Input  data  limitations  can  prevent  a  useful  CBA  (Balbus  et  al.  1998),  and 
developing  CBAs  requires  appropriate  data  types,  technical  expertise, 155 
 
professional  judgement,  familiarity  with  impact  assessments,  socio-economic 
baselines,  etc.  There  is  a  also  a  question  over  the  appropriateness  of  using 
expected-utility maximisation, and therefore, the ability of conventional CBA to 
deal  with  uncertainties  of  climate  change,  especially  catastrophes  and  the 
question of social discount rates (Ingham and Ulph 2003). A social discount rate 
of 1% to 4% is appropriate to introduce a present value of costs and benefits that 
occur over the long-term – this comes with the possibility of higher rates for 
high productivity growth, and even a negative value for a resultant decline in 
productivity  (Bein  and  Rintoul  1999).  However,  determining  a  social  cost  of 
carbon  under  uncertainty  is  a  major  dilemma  (Ingham  and  Ulph  2003), 
although explicitly acknowledging uncertainties addresses many of the critiques 
of the cost-benefit approach (Schlesinger 2000).   
 
Nonetheless, there is a need to recognise and continually refine assumptions, 
projections, and the value of variables in the approach. Addressing uncertainty 
and  risk  in  a  CBA  may  entail  sensitivity  analyses  and  scenarios,  which  can 
include  probabilistic  approaches  when  required  (Balbus  et  al.  1998).  A 
sensitivity  analysis  is  used  to  investigate  how  sensitive  decisions  are  to 
uncertainties, and can be applied to each parameter, and also can be used to 
quantify  the  uncertainty  of  the  best  available  information  that  propagate 
through an analysis (Dessai 2005). 
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Undertaking a CBA at the local-scale is appropriate, given the avoidance of a 
mismatch of scale (between global and local) and entities (various industries 
and  ministries)  (Tol  2005).  A  mismatch  of  timescale  for  mitigation  and 
adaptation costs and benefits may be avoided to some extent in the analysis 
through the choice of a relatively short-term private investment cycle.  
 
Comparing climate change impact outcomes with and without adaptation is a 
simple  means  to  account  for  the  benefits  and  costs  of  adaptation  (Callaway 
2004). Therefore, for private entities,  the cost-benefit method can  provide a 
detailed  analysis  of  either  competing,  substitute,  and  complementary 
adaptation  measures  (Balbus  et  al.  1998).  Similar  logic  can  be  used  for 
mitigation  option  financial  accounting,  and  if  emissions  data  of  sufficient 
reliability are available, this may be a simple calculation - depending on the 
complexity of any carbon market or tax.  
 
Financial accounting provides an incentive to adopt project loans and interest 
payments considered as project costs, as actual financial costs play a prominent 
role  in  decision-making  at  the  project  level  (Markandya,  Halsaes,  and 
Milborrow 1998). Therefore, a CBA in the form of a DCF analysis provides a 
rigorous, quantitative means for assessing project attractiveness (Slater, Reddy, 
and Zwirlein 1998). Furthermore, most economists readily accept the concept 
that estimating market values by calculating the discounted value of cash flows 
is a useful and reliable technique (Kaplan and Ruback 1995). 157 
 
5.2.5 Discounted Cash Flow (DCF) Analyses 
It is important for analyses to recognise that social, economic, and ecological 
systems evolve in a piecemeal fashion in response to a plethora of stimuli (Smit 
et al. 2000). Drawing a system boundary for a closed private model (such as the 
farm boundary or business) simplifies the analysis and does not require cost and 
benefits  inputs  from  outside  this  clear  boundary  (Sathaye,  Makundi,  and 
Andrasko 1995). Assuming idealised conditions (competitive markets with no 
distortions  of  the  market  price),  the  appropriate  future  goods  and  services 
discount rate is the real rate of return on investment over the time horizon. 
Therefore, using the real return in the regional marketplace as the discount rate 
is appropriate for an economic analysis (Nordhaus 1997). For example, the NPV 
per  hectare  and  per  tonne  of  C  of  an  activity  can  determine  the  net  direct 
benefit  or  cost,  assuming  the  use  of  a  discount  rate  appropriate  to  private 
investments (Sathaye, Makundi, and Andrasko 1995).  
 
The discount rate is a number per unit time that allows the conversion of future 
values into today’s value, and is widely used in investment finance, and real 
estate projects. There is no simple formula for determining a discount rate over 
the long-term that will please all (Nordhaus 1997). However, using discounting 
with economic analyses, one can determine the present technical and market 158 
 
potential, which the private entity can compare with other non-climate related 
substitutes, competing or complementary, over time
u. 
 
There are two approaches to discounting: an “ethical” approach, based on what 
should be applied, and a “descriptive” approach based on what rates people 
actually apply day to day. The ethical approach results in low rates of discount 
(often around 3% in real terms), and the descriptive approach can result in very 
high discount rates (Markandya, Halsaes, and Milborrow 1998). The discount 
rate should reflect the risk of the strategic investment, which can be a difficult 
task  for  projects  characterised  by  significant  uncertainty  (Slater,  Reddy,  and 
Zwirlein 1998). The most common form of discount rate is the “nominal interest 
rate”,  which  is  the  interest  rate  not  corrected  for  inflation,  while  the  “real 
interest rate” is the nominal interest rate minus the inflation rate (Nordhaus 
1997; Gans et al. 2000) (Equation 5.1 and Equation 5.2).  
 
nominal interest rate (%) = the interest rate (%) uncorrected for inflation  
Equation 5.1: Nominal interest rate. 
 
real interest rate (%) = the interest rate (%) – the inflation rate (%)  
Equation 5.2: Real interest rate. 
 
                                                 
u This can provide additional certainty to policymakers to efficiently leverage 
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The  relatively  high-pace  of  change,  and  subsequent  high  risk  of  particularly 
technological  and  policy  changes  in  climate-related  markets  requires  an 
appropriate  approach  for  determining  discount  rates  with  a  risk-adjusted 
government-backed  security.  One  such  security  is  the  Reserve  Bank  of 
Australia’s cash rate, adjusted with a risk premium
v (Slater, Reddy, and Zwirlein 
1998). The cash rate is the interest rate that financial institutions can earn from 
overnight  loans  of  their  currency  or  reserves,  and  this  underpins  all  other 
interest  rates  in  a  domestic  economy
w  (Gans  et  al.  2000).  Therefore,  the 
relationship  between  financial  analyses  and  discount  rates  is  that  analyses 
consider net returns to equity capital or to a private group, and the discount 
rate is considered as the marginal cost of money with unadjusted taxes and 
subsidies (Markandya, Halsaes, and Milborrow 1998). In reality, it is hard to 
rationalise a discount rate below 6% annually on a post-tax basis, and one could 
easily argue for numbers in the double digit range (Nordhaus 1997).  
 
For simplicity, this research will not apply a discount rate to carbon flows in 
mitigation  projects,  as  there  is  little  benefit  from  including  relatively  small 
amounts of emissions mitigation now, compared with larger amounts of future 
                                                 
v The calculation of such a risk premium is problematic, as while additional risk 
premiums can cater for high levels of uncertainty, high risk premiums will 
also undervalue innovative projects that may represent unexploited promising 
opportunities (Slater, Reddy, and Zwirlein 1998). 
w The Reserve Bank of Australia uses overnight interest rate in the short-term 
money market, or the “cash rate” to influence domestic monetary policy (Gans 
et al. 2000). 
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mitigation. However, when calculating the NPV of a project and combining this 
with  the  simple  aggregated  projected  mitigation  potential  generates  an 
intrinsically discounted carbon value over time.  
 
Once an appropriate discount rate is determined, it is used in an economic 
analysis (Nordhaus 1997). In the DCF model, value is created when the present 
value of a project’s expected cash inflows exceed the present value of the cash 
outflows, resulting in a positive NPV. A DCF analysis for investments requires 
projecting  expenditures,  fixed  and  working  capital  investments,  production 
volumes, market prices, operating and maintenance costs, and their respective 
timing,  all  against  a  baseline  (Slater,  Reddy,  and  Zwirlein  1998).  There  is 
complexity in calculation of baselines to which the new strategy is compared, as 
baselines are often mistakenly assumed to be sustainable (Slater, Reddy, and 
Zwirlein  1998).  Nevertheless,  the  analysis  must  be  broad  enough  to  include 
market  potential  options  that  could  be  implemented  under  the  current 
institutional and market arrangements, including the way these arrangements 
are likely to evolve (Markandya, Halsaes, and Milborrow 1998).  
 
It must be noted that an ad-hoc manipulation of discount rates to try to achieve 
long-term goals is a poor substitute for developing policies that focus directly on 
the objectives of successful mitigation and adaptation (Nordhaus 1997). DCF 
models tend to devalue strategic investments that do not produce clear and 
quantifiable  cash  flow  streams  (Slater,  Reddy,  and  Zwirlein  1998).  Whilst, 161 
 
analyses should include the use of multiple scenarios and sensitivity analyses for 
the main scenario parameters (Halsaes et al. 1998), developing a most likely 
NPV for a project with a simple sensitivity analysis ignores the asymmetry issue 
(Slater, Reddy, and Zwirlein 1998). Acknowledging that innovative strategies are 
conducted with uncertainty, a simulation and scenario approach to calculate an 
NPV  explicitly  recognises  asymmetry  to  demonstrate  upside  potential  and 
downside  risk
x (Slater,  Reddy, and Zwirlein  1998). For example, the costs  of 
carbon storage of a forestry mitigation investment include (although are not 
limited to) the present value of project costs for development and its ongoing 
costs, and the present value of the project’s opportunity cost (Sathaye, Makundi, 
and Andrasko 1995). A simple option quickly turns into a detailed analysis of 
forecast  baselines  of    economic  development,  emissions,  emission  costs, 
institutional  capacity,  vulnerability,  and  adaptive  capacity  etc.  (Klein  et  al. 
2007).  
 
DCF  forecasts  should  not  be  understood  as  what  will  actually  happen,  as 
implementation  problems  will  include  forecast  inaccuracies,  biases,  and 
inappropriate  discounting  (Slater,  Reddy,  and  Zwirlein  1998).  Issues  such  as 
extinction and severe climate change are examples where it is inappropriate to 
use discount rates and there is a lack of practical robust set of market prices for 
such  complexities  to  trade-off  against  (Nordhaus  1997).  Further  intricacies 
                                                 
x  This  research  uses  a  simulation  and  scenario  approach  for  the  energy 
technology assessments to assess modelling sensitivity. 162 
 
include the possibility of negative discount rates when benefits from successful 
adaptation over time increase adaptive capacity (Klein et al. 2007). However, in 
the  main,  adaptation  benefits  will  be  relatively  immediate,  while  mitigation 
benefits are likely to be seen in several decades (except for ancillary benefits 
such as reduced air pollution)
y due to GHG atmospheric residence times (Klein 
et al. 2007).  
 
While scientific research aims to reduce uncertainty, decision-making aims to 
manage uncertainty by making the best possible use  of available knowledge 
(Carter  et  al.  2007).  This  will  ideally  involve  a  close  collaboration  between 
researchers and stakeholders (Carter et al. 2007; Parry, Canziani, and Palutikof 
2007). The plethora of  available climate and economic model projections is 
large,  and  there  is  a  critical  need  for  a  selection  of  plausible  future  local 
scenarios bolstered by case studies and analogues to successfully navigate the 
complexities  and  uncertainties  of  the  agricultural  systems  involved  (Basher 
1999). 
 
                                                 
y Thus, GHG emitters may argue along economic lines that as the impacts of 
emissions  today  will  be  dispersed  over  time  (an  interval  dependent  on  the 
global warming potential of each GHG), then the carbon emission liability may 
then be distributed over time. This may spur discounting in decision-making for 
carbon prices if this is allowed in carbon market “banking” mechanisms. 163 
 
5.2.6 Analogue Analyses 
Analogues can be extremely useful to calibrate how climate systems work, but 
are  limited  by  the  unique  nature  of  regional  climatic  changes  (Dessai  and 
Hulme 2004). Nonetheless, the analogue method can use regional variations in 
the present climate to indicate likely responses under future climate scenarios 
(Balbus  et  al.  1998).  Much  of  the  information  required  for  case  studies  and 
analogues  useful  to  adaptation  research  is  made  available  through  existing 
national  data  collections  (Basher  1999).  Existing  empirical  observations  of 
climate and natural systems in some circumstances may be used to anticipate 
future impacts as an analogue, in which past variations may substitute for future 
changes  (Balbus  et  al.  1998).  In  addition,  aggregated  regional  farm-level 
appraisals  could  be  suitable  as  input  data  for  regional  analogues  that  may 
provide  an  accounting  calibration  function  for  activities  over  regions  with 
heterogeneous  soils,  microclimates,  and  various  management  conditions 
(Schneider and McCarl 2006).  
 
The three kinds of empirical analogues (historical events, historical trends, and 
regional  or  spatial  analogues  of  present  climate)  can  be  combined  with 
quantitative model scenarios. The most successful qualitative analyses are those 
that integrate what is known as a result of formal research, with that which is 
unknown. These techniques of analysis can serve to integrate quantitative and 
qualitative  information,  and  can  formally  incorporate  unique  stakeholder 164 
 
knowledge  of  ecological  and  economic  circumstances  that  they  operate  in 
(Balbus et al. 1998). 
 
Forecasting by analogy is based on the practical assumption that experience and 
knowledge can be applied to adapt to future climates. An outline of a simple 
analogous method is the identification of likely climatic changes from climatic 
scenario  projections  and  combining  them  with  either  existing  or  proposed 
adaptation  options  that  were  implemented  locally  (or  in  an  neighbouring 
locality) during extreme events (Balbus et al. 1998). The resources required to 
apply analogue approaches will vary according to the necessary resolution to 
guide  future  planning  and  the  level  of  investment  decision-making  required 
(Balbus et al. 1998). By exploring options that somewhat resemble existing local 
agricultural  practices,  one  can  reduce  problems  associated  with  transitional 
costs, such as new capital, to account for such hidden costs in the adoption of 
new  practices  (Markandya,  Halsaes,  and  Milborrow  1998).  The    analogue 
approach requires a wide range of data and expertise regarding past events, and 
usually  involves  local  input  and  the  relevant  research  community  of 
climatologists,  meteorologists,  hydrologists,  entomologists  etc.  to  assess 
uncertainties and interpret results in a manner that can, if possible,  be applied 
(Balbus et al. 1998). 
 
At the local level, the “archetypal livelihood” should guide particular adaptation 
analyses  to  maximise  usefulness  and  appropriateness  of  the  findings  to  be 165 
 
assimilated into the existing farm business production systems (Corfee-Morlot, 
Berg, and Caspary 2003). It is important to note that non-climate policies have 
historically had a larger impact on agricultural mitigation than climate policies 
in  Australia  to  date,  and  barriers  to  implementation  are  not  likely  to  be 
overcome  without  synergies  between  policy/economic  incentives  and  other 
programmes, such as technology and information sharing (Smith et al. 2007). 
Therefore, adaptation measures taken in anticipation of climate change should 
be harmonised with responses to current extreme events (Balbus et al. 1998), 
and the agricultural natural resource management “industry” is well placed to 
make  use  of  synergies  between  climate  change  adaptation  and  mitigation 
(Corfee-Morlot, Berg, and Caspary 2003). 
 
5.3 Some Issues with Assessment Methods 
The notion of an optimal mix of adaptation and mitigation is problematic as it 
often assumes a “zero-sum” budget for adaptation and mitigation, and that it is 
possible to capture the individual interests of all who are likely to be impacted 
by climate change over time (Klein et al. 2007; Parry, Canziani, and Palutikof 
2007). Economic costs can be established fairly well, however, the economic 
benefits  (derived  from  the  physical  yield  and  technical  performance)  are  a 
challenge to estimate, especially over time (Anderson 1993). Due to the complex 
nature of adaptive mechanisms, many modelled responses may be lacking in 
empirical evidence for the assumed effectiveness, and important costs may be 
left out (Leary 1999).  166 
 
Market economic valuations assume perfect competition, perfect information, 
rational consumption, and such valuations often omit the value of public goods 
or external costs and benefits. The use of a common monetary metric implies 
that all items can be traded and that natural resource depletion can be offset by 
increases  in  human-produced  capital  or  good  substitution.  An  economic 
valuation  of  non-market  goods  is  often  difficult,  impractical,  or  offensive. 
Shadow  pricing  of  external  costs  into  a  single  metric  will  only  narrowly 
represent the real value, and may not always be valid (Bein and Rintoul 1999). 
Nonetheless, including shadow prices for climate change externalities may shift 
adaptation portfolios in some circumstances (Klein et al. 2007). 
 
Quantifying  the  damage  associated  with  climate  change  and  the  results  of 
adaptation is exceedingly difficult (Markandya, Halsaes, and Milborrow 1998). 
As climate change impacts the cost of production, it also affects the price of 
products, which lead to further market-induced changes (Balbus et al. 1998). 
Additionally,  the  economic  values  derived  from  a  “willingness  to  pay” 
framework tends to be significantly smaller than estimates that measure the 
same damage values using the “willingness to accept” framework (Fankhauser, 
Tol, and Pearce 1998).  
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The reality is that uncertainties of the future climate(s) introduce additional 
uncertainties to the value of costs and benefits of adaptation, and reduce the 
likelihood  of  a  clear  decision  to  implement  the  adaptation  measure  (Leary 
1999). Thus, cost estimation is confounded by imprecise information and such 
uncertainties  need  to  be  expressed  clearly,  otherwise  the  analysis  may  be 
misleading to decision-makers (Markandya, Halsaes, and Milborrow 1998).  
There are two general problems with most adaptation models:  
·  they  often  focus  on  adaptation  measures  whose  sole  objective  is  to 
counteract the impacts of climate change, and;  
·  the related problem of measuring adaptation costs that represent the 
difference between a reference and climate change scenario (Callaway, 
Naess, and Ringius 1998).  
 
The lack of reliable data for local and sectoral-scale climate change impacts 
results in the adoption of many arbitrary assumptions and much simplification. 
Local level project investment decision-making often relies more on total costs 
and equity considerations (Bein and Rintoul 1999). However, adaptation studies 
often emphasise levels of autonomy, if they are taken in advance or after the 
climate  has  changed.  However,  not  many  comprehensive  or  systematic 
adaptation studies have been undertaken at a local level (Callaway, Naess, and 
Ringius 1998). Discrepancies between studies and authors often arise due to 
inconsistencies in: 168 
 
·  ignoring or arbitrarily valuing externalities; 
·  disregarding natural resource and non-market values; 
·  representing future social values by present social values; 
·  measuring willingness to pay for saving natural assets rather than the 
higher willingness to offer compensation for their loss, and; 
·  conducting “best guess” analyses which might be a fraction of possible 
analyses and options (Bein and Rintoul 1999). 
 
Incorporation of farm-specific information and the local environment is difficult 
to  elicit  for  formal  models,  but  is  critical  in  the  process  of  adaptation  and 
adoption  (Anderson  1993).  Agriculturalists  may  adopt  new  practices  to 
maximise their wellbeing (which is a fundamental primary source of adaptation 
study input data and assumptions), which generally include: 
·  increasing profits; 
·  reducing risk exposure; 
·  maximising efficient use of existing capital; 
·  minimising competition for agriculturalists time; 
·  low training requirements; 
·  minimising management needs; 
·  complementing existing practices, and; 
·  willingness to invest in new capital (Schneider and McCarl 2006). 169 
 
Thus, the evaluation of adoption involves many closely related steps including 
experience  and  satisfaction  with  the  new  technique,  including  long-term 
maintenance, and safety (Anderson 1993). Analysts will do well to appreciate 
that the relatively high level of local and seasonal variability between years in 
Australia will result in no single action being suitable for all years (Mendelsohn 
2000). 
 
5.4 Appropriate Resolutions of Private Assessments 
Private entity project analyses can reduce the complications introduced by the 
use  of  many  formal  climate  change  assessment  tools  and  methods  for 
agricultural options at the local scale, which exhibits a monetary benefit and 
cost quantification. The advantage of private project assessments is that they 
allow very detailed accounting of resources and emissions, and can focus on 
direct cost assessment and carbon accounting for a specific activity (Halsaes et 
al.  1998).  The  selection  of  appropriate  assessment  methods  and  resolutions 
include the consideration of: 
·  the level of precision needed for decision-making; 
·  the usefulness of the tool for decision-makers; 
·  the ability of the method to address magnitudes of uncertainty; 
·  the effectiveness of the method to include adaptation effectiveness; 
·  the availability of inputs, such as regional data and cost estimates, and;  
·  the availability of capital, time and knowledge (Balbus et al. 1998).  170 
 
 
An  explicit  transparency  of  underlying  assumptions,  data,  premises, 
uncertainties  and  potential  effects  is  fundamental  to  the  scientific  study  of 
assessments,  especially  at  the  development  stage  (Eriksen  and  Kelly  2006). 
Sectoral  and  project  levels  of  analysis  are  more  useful  in  designing  high-
resolution  climate  change  mitigation  and  adaptation  measures  (Markandya, 
Halsaes, and Milborrow 1998). When compiling available data, there must be 
consideration of the appropriateness of the information for further aggregation 
into regional assessments, including: 
·  issues surrounding the specific location of the measurements; 
·  sampling frequency and the time/season of collection; 
·  measurement precision and accuracy; 
·  incompatible instruments or methodologies; 
·  the completeness and consistency of the dataset; 
·  the association with other necessary datasets and their metadata; 
·  availability and cost of obtaining the dataset; 
·  issues with definitions, poor communication, and; 
·  surveyor bias, external pressure, and influence (Basher 1999). 
 
When individual projects are modest in scale, the impact of several projects are 
not  likely  to  influence  wider  market  prices,  producer  behaviour,  or  market 
interrelationships  (Halsaes  et  al.  1998).  Therefore,  they  can  be  largely 171 
 
disregarded. Farm level models can be used to determine if and at what point an 
agriculturalist  may  introduce  new  systems,  or  modify  existing  production 
systems (Balbus et al. 1998). Mitigation and adaptation costs are summed over 
the project period, and possible side benefits of the impacts and adaptations are 
subtracted with non-monetary impacts described to maintain integrity (Bein 
and Rintoul 1999).  
 
Project assessments assume that each individual project is a stand-alone case 
(Halsaes et al. 1998). However, in practice there are interdependencies, such as 
the use of existing capital, and, for example, bioenergy systems that rely on 
biomass production from land that may compete with other land uses on the 
farm. These interdependencies or synergies between adaptation and mitigation 
options  can  increase  the  cost-effectiveness  of  certain  actions,  although  such 
synergies provide no guarantee that resources and knowledge are sufficient to 
efficiently reduce risks (Klein et al. 2007).  
 
Extrapolation to longer-term climate change adaptation options appropriate to 
the climate projections must be undertaken with more caution, observation, 
research, and continual re-assessment of options, than is generally taken with 
short-term  strategies.  As  the  consequences  of  future  climate  change  have 
damage costs that are based on many assumptions and much “guessing” (van 
den Bergh 2004) they can be ignored for short-term timeframes. The problem of 172 
 
very  long-term  or  inter-generational  discounting  is  minimised  by  a  15  year 
investment cycle. As Anderson stated in 1993:  
“While unreasonable haste may be the direct road to error, the 
careful  studious  route  may  never  reach  its  destination” 
(Anderson 1993, p307). 173 
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6. Energy System Results and Discussion 
This  chapter  presents  both  the  results  and  the  discussion  for  the  feasibility 
studies.  The  chapter  simulates  and  models  each  system  separately,  with  a 
description of the system design and assumptions, followed by the results and 
discussion. The primary feasibility studies are listed in Table 6.1. 
 
Feasibility  Section   Primary system design and scenario 
1  6.1  1 kW PV grid-connect system  
2  6.2  3 kW PV grid-connect system 
3  6.3  6 kW PV stand-alone system 
4  6.4  120  W PV water pumping system 
5  6.5  1 kW wind grid-connect system 
6  6.6  3 kW wind grid-connect system 
7  6.7  400 W hydro grid-connect system 
8  6.8  1 kW hydro grid-connect system 
9  6.9  6 kW gasifier grid-connect system 
10  6.10  6 kW gasifier stand-alone system 
11  6.10  6 kW diesel stand-alone system 
12  6.10  6 kW biodiesel stand-alone system 
Table 6.1: The list of primary system designs and scenarios. 
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6.1 A 1 kW Grid-connected Photovoltaic Array 
A 1 kW solar PV array and a 1.1 kW grid-connected inverter were simulated 
supplying  the  homestead  electricity  load  in  parallel  with  the  Southwest 
Interconnected  System  (SWIS)  electricity  network.  All  PV  technology 
simulations assumed a temperature coefficient of power of -0.5% 
oC
-1, a nominal 
operating temperature of 47
oC, an efficiency at standard test conditions of 13%, 
a  derating  factor  of  85%,  and  a  ground  reflectance  of  20%.  The  PV  array 
simulations were all non-tracking systems orientated with an azimuth of 180 
(degrees West of South), and a slope of 35
o, (measured from the  horizontal 
plane). The 1 kW grid-connected PV system was modelled against the baseline 
of grid-only connection. Figure 6.1 is a schematic diagram of the simulated PV 
system.  (Note  that  the  “converter”  is  described  in  text  as  the  “inverter”, 
reflecting HOMER nomenclature). 
 
 
Figure 6.1: System schematic with the electricity network.  
 
6.1.1 Technical Simulation Results 
Figure  6.2  shows  annual  and  monthly  electrical  simulation  results  of  the  15 
minute  intervals  for  an  average  year.  The  “AC  primary  load”  is  the  total 176 
 
electricity consumption in the homestead from all sources, including electricity 
from the inverter and the network (4,380 kWh). The “grid sales”, is the total 
annual kWh exported to the electricity network per annum. This occurs in the 
simulation because there was insufficient electricity demand in the homestead 
in the simulated 15 minute interval to consume the electricity produced by the 
inverter. This reflects how systems are metered in practice.  
 
In this scenario, the grid sales of 576 kWh have zero economic value due to K1 
tariff ineligibility, which will have an impact on the NPV of the 1 kW PV system. 
Figure 6.2 shows the fraction of the total production that was derived from the 
PV  system  (27.9%).  This  percentage,  while  accurate,  does  not  represent  the 
actual percentage of electricity consumed in the homestead that was supplied 
by the PV system. Figure 6.3 shows the “energy out”, of the total annual net 
electricity export from the inverter. This value was the actual useful electricity 
produced by the PV system. 
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Figure 6.2: Electrical energy simulation results for the homestead. 
   
 
Figure 6.3: Inverter annual simulation results for the homestead. 
 
The total PV-derived electricity production consumed in the homestead was 
calculated by subtracting grid sales (576 kWh) from energy out (1,331 kWh). 
Therefore,  in  this  scenario  the  total  number  of  simulated  kWh  that  the  PV 
system supplied to the homestead before exporting the excess to the electricity 
network in the year was 755 kWh. This information is summarised in Table 6.2. 178 
 
Table  6.2  also  shows  the  annual  average  percentage  of  inverter  electricity 
production consumed in the homestead (56.7%). Therefore, almost half of the 
inverter  output  was  exported  onto  the  grid  at  no  financial  benefit  in  this 
scenario. The percentage of the total annual homestead electricity consumption 
that was supplied by the inverter output was only 17.2%.  
 
Total homestead electricity consumption from all sources  4,380 kWh year
-1 
Total electricity exported to the electricity network  576 kWh year
-1 
Net electricity production from inverter  1,331 kWh year
-1 
Total inverter production consumed in the homestead  755 kWh year
-1 
% of inverter production consumed by the homestead  56.7% 
% of annual homestead electricity supplied by the inverter  17.2% 
Table 6.2: Summary of annual average simulated technical outputs. 
 
The simulated electricity exported to the electricity network is shown in Figure 
6.4. The simulated data can be used by the residents of the homestead to defer 
some electricity use to the hours of greater export to increase the percentage of 
inverter  production  consumed  in  the  homestead.  The  load  shifting  of 
consumption  towards  hours  of  greater  solar  irradiance  (and  thus  inverter 
output) will lower the exported electricity totals. 
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Figure 6.4: Monthly average hourly homestead electricity exported to the grid. 
 
6.1.2 Adaptation and Mitigation Model Results 
Capital  costs  for  all  system  components  including  PV  module,  inverter,  and 
balance of system prices were based on the actual costs in 2010. (See sections 
and 1.3.4 System Economics and Electricity Tariff Baselines, and 1.3.6 Renewable 
Energy Certificate (RSCs) Calculations for methodological details). All costs (in 
Australian dollars) are summarised in Table 6.3, and were GST inclusive unless 
otherwise specified. Despite the recent large increases in electricity prices, the 
price of electricity was assumed to be consistent over the 15 year interval. A 
constant electricity price was selected for simplicity, and to avoid issues related 
to  the  current  lack  of  a  periodic  formal  tariff  review  process  (Frontier 
Economics 2009).  180 
 
 
Table 6.3: The DCF and emissions calculation results for the 1 kW PV grid-connected system over a 15 year interval. (Note the system’s 
NPV is in red, and the remaining system value for each modelled system was based on the value of the remaining capital equipment 
after decommissioning). 181 
 
 
Figure 6.5: The DCF of the 1 kW PV system over the 15 year interval. 
 
The analysis determined the life-cycle market adaptation and market mitigation 
potential  of  the  system  (CO2-e)  emissions  that  occur  through  displacing 
network  electricity  and  associated  emissions.  Despite  the  reduction  in  net 
electricity import from the network, the NPV, or in this case the NPC, does not 
recoup the initial investment (Figure 6.5).  
 
The total life-cycle market mitigation potential of the system was 9.513 tCO2-e 
over the 15 year interval. This was based on a simplified assumption of the 2009 
“scope 2” SWIS emissions factor of 0.84 kgCO2-e kWh
-1 remaining stable over 
the 15 year interval. This was likely to be an overestimate as the SWIS emission 
factor has slowly reduced over time, decreasing the per unit mitigation potential 182 
 
of  cleaner  electricity  options  relative  to  the  network.  Additionally,  the 
mitigation potential result for the simulation was also based on the assumption 
that the electricity exported onto the network does not displace conventional 
supply,  while  the  inverter  output  supplied  directly  to  the  homestead  does 
reduce conventional electricity  and associated emissions. It should be noted 
that  even  the  assumption  that  the  electricity  consumed  in  the  homestead 
produced from the PV system results in any emission reduction from a large 
fossil-fuel  generator  is  unrealistic.  An  enormous  number  of  systems  will  be 
required  on  the  SWIS  to  reduce  the  scheduled  output  of  generators  in  the 
hundreds of MW range, controlled by System Management. Nonetheless, the 
market  mitigation  potential  calculations  are  a  useful  indicator  for  investors 
regardless  of  the  overall  level  of  penetration  they  may  make  into  networks. 
Table  6.4  summarises  the  current  market  adaptation  and  market  mitigation 
potentials of the system. 
 
NPV  AUD-6,436 
Mitigation (tCO2-e)  9.513 
Table 6.4: The market adaptation potential (NPV) and market mitigation 
potential (tCO2-e) of the 1 kW PV grid-connected system. 
 
The system’s market adaptation and mitigation potential can be represented in 
terms of an equivalent carbon price. For each tCO2-e of mitigation, a cost of 
AUD677 was borne by the system owner over the 15 year market life-cycle.  183 
 
6.1.3 Discussion 
While noting the technical and modelling uncertainties, the project was clearly 
not  commercially  competitive  against  network  connection,  with  a  negative 
NPV. The relatively small mitigation achieved with the system and the high cost 
of this emission reduction would not be an effective climate change market 
mitigation measure, or market adaptation measure to avoid increased electricity 
prices. The K1 tariff ineligibility for Synergy’s and Horizon Power’s REBS net-
metering scheme, and a zero price for any mitigation increased the net life-cycle 
market  adaptation  potential  cost  of  the  system.  However,  the  discounted 
difference between REBS eligibility over the modelled market life-cycle was not 
large.  The  NPV  of  AUD-5,502  represents  the  life-cycle  market  adaptation 
potential  cost  of  the  system  even  with  Horizon  Power’s  REBS  eligibility,  a 
difference of only AUD934 over the 15 year period. 
 
The  above  model  assumes  that  the  eligibility  and  rules  for  the  Renewable 
Energy Target’s (RET’s) RECs mechanism, the Solar Credits Scheme SGU rebate 
policy, and the ineligibility for the REBS and the existing WA State feed-in-tariff 
(FiT) remain consistent over the 15 year period
z. PV systems on the K1 tariff are 
ineligible for the FiT under the current rules. The numerous likely changes to 
this assumed scenario somewhat devalues these models, however, the technical 
                                                 
z Note that under the current rules, the WA State FiT only applies to PV, wind 
and hydro systems over a 10 year period. 184 
 
and  mitigation  simulations  enables  future  approximations  of  many  probable 
policy scenarios and their associated value. 
 
In terms of determining an financial value to load-shifting options for properties 
with a 1 kW PV system and on the K1 tariff, the maximum market adaptation 
potential of this approach alone can be calculated by the difference between the 
NPV  scenarios  of  AUD-6,436  and  AUD-5,409.  The  AUD-5,409  NPV  was 
calculated  by  assuming  the  entire  1,331  kWh  of  electricity  produced  by  the 
inverter displaced imported electricity over the 15 years at a total kWh cost of 
AUD0.2083, including GST. This figure differs from the calculated NPV of AUD-
5,502 due to the inclusion of the GST component of electricity imports from the 
network, and the zero GST component of electricity exports to the network. 
Therefore,  the  maximum  discounted  financial  value  was  AUD1,027  for  load-
shifting-only options over the 15 year market life-cycle. 
 
The purchase of efficient appliances and the further use of low-energy lighting 
will likely be of greater additional benefit than load shifting DSM adaptation 
measures  in  reducing  total  homestead  demand  and  associated  mitigation. 
However, this will not significantly improve the market adaptation potential of 
the  1  kW  PV  system.  To  quantify  the  value  of  higher  efficiency,  these 
technologies will require their own market adaptation and market mitigation 
potential modelling. The market adaptation and market mitigation potentials of 185 
 
installing  additional  energy-saving  technologies  to  further  reduce  electricity 
demand, such as a solar hot water system, and efficient lighting was outside the 
scope of this analysis. Such options were excluded as there is already much 
available  literature  quantifying  the  benefits  and  cost-effectiveness  of  such 
options, and this thesis aimed to explore more recent technical alternatives. 
 
6.2 A 3 kW Grid-connected Photovoltaic Array 
An identical load profile and total consumption was used in a simulation of a 3 
kW solar PV array and a 3.5 kW grid-connected inverter supplying the load in 
parallel  with  the  SWIS  electricity  network.  The  system  schematic  of  the 
simulated PV system was identical to the 1 kW PV system (Figure 6.1).  
 
6.2.1 Technical Simulation Results 
Figure 6.6 and Figure 6.7 show the annual and monthly electrical simulation 
results for the 3 kW  PV system and the inverter output for each 15 minute 
interval  for  an  average  year.  Table  6.5  summarises  the  total  electricity 
consumed,  exported,  inverter  production,  the  percentage  of  inverter  output 
consumed  in  the  homestead,  and    the  percentage  of  homestead  electricity 
supplied  by  the  inverter.  The  percentage  of  the  3  kW  PV  system  inverter 
production consumed by the homestead slightly decreased to 41.6%, relative to 
the 56.7% for the 1 kW PV system. This was due to an approximate quadrupling 
of exported electricity resulting from an approximate tripling of system outputs. 
The percentage of homestead electricity the 3 kW PV system supplied directly 186 
 
was around double that of the 1 kW PV system. This was a consequence of the 
higher  capacity  of  the  3  kW  PV  system  to  supply  loads  greater  than  the 
maximum output of the 1 kW PV system. 
 
 
Figure 6.6: Simulation results for the homestead with the 3 kW PV system. 
 
 
Figure 6.7: Inverter output annual simulation results for the 3 kW PV system. 
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Total homestead electricity consumption from all sources  4,380 kWh year
-1 
Total electricity exported to the electricity network  2,329 kWh year
-1 
Net electricity production from inverter  3,992 kWh year
-1 
Total inverter production consumed in the homestead  1,663 kWh year
-1 
% of inverter production consumed by the homestead  41.6% 
% of annual homestead electricity supplied by the inverter  37.9% 
Table 6.5: Summary of annual average simulated 3 kW PV system outputs. 
 
The  simulated  monthly  average  hourly  electricity  exported  to  the  electricity 
network from the 3 kW PV system is shown in Figure 6.8. The significantly 
higher average daily exports reflect the simulation of identical load data against 
a  much  larger  output  of  the  3  kW  PV  system  compared  with  the  1  kW  PV 
system. 
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Figure 6.8: Monthly average hourly homestead electricity exported to the grid. 
 
6.2.2 Adaptation and Mitigation Model Results 
Market prices for the 3 kW PV system, like the 1 kW PV system, were based on 
the actual 2010 average values for the K1 tariff, as shown in Table 6.6 (rather 
than simply three times the 1 kW PV system). The discount rates, emissions 
factors,  and  inflation  rates  were  identical  to  the  1  kW  PV  array  model.  The 
model assumes a zero financial value for electricity exports onto the network 
from the existing REBS ineligibility of K1 tariff customers.  
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Table 6.6: The DCF and emissions calculation results for the 3 kW PV grid-connected system over a 15 year interval, with the NPV in red190 
 
 
Figure 6.9: The DCF of the 3 kW PV system over the 15 year interval. 
 
The market adaptation potential for the 3 kW PV system did not recoup the 
initial investment (Figure 6.9), although the market mitigation potential of the 
system was 20.954 tCO2-e over the 15 year interval. Table 6.7 summarises the 
current market adaptation and market mitigation potentials of the system. For 
each tCO2-e of mitigation a cost of AUD716 was borne by the system owner, an 
increase from AUD677 for the 1 kW PV system. 
 
NPV  AUD-15,015 
Mitigation (tCO2-e)  20.954 
Table 6.7: The total market adaptation potential (NPV) and market mitigation 
potential of the 3 kW PV system. 
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6.2.3 Discussion 
While noting many uncertainties, the 3 kW PV system was not a commercially 
attractive option, with a negative NPV of around AUD15,000 over the 15 years. 
In a similar manner to the 1 kW system, the relatively small market mitigation 
potential offered by the investment was not a financially attractive mitigation 
measure. While the system was around three times the output of the 1 kW 
system, the relative mitigation achieved for the owner was only double, based 
on the assumption of zero mitigation for exported electricity, and full mitigation 
value for displaced network electricity imports. The combination of the relative 
reduction of the percentage of inverter production consumed by the homestead, 
and the approximate doubling of the percentage of annual homestead electricity 
supplied by the inverter in the 3 kW PV system, relative to the 1 kW PV system, 
was the technical basis for this result. 
 
Similar  to  the  1  kW  system,  the  investment  was  not  a  financially  attractive 
adaptation  measure  to  avoid  increased  electricity  prices.  The  K1  tariff 
ineligibility for Synergy’s REBS net-metering scheme, and a zero carbon price, 
led to a very low annual income to recoup the initial investment under the 
current Solar Credits Scheme SGU rebate policy subsidy arrangements.  
 
6.2.4 Comparative Scenario: Additional PV Subsidy Measures 
For comparison, this research includes a simulation of the 3 kW system with the 
following assumptions: 192 
 
·  the SGU Solar Credits Scheme capital subsidy remains the same; 
·  the 3 kW PV system outputs and homestead load profiles remain identical; 
·  electricity prices remain identical; 
·  the K1 tariff is eligible for Horizon Power’s REBS, akin to the SmartPower/A1 
tariffs (although more generous);  
·  an  additional  WA  State  Government  FiT  of  AUD0.40  kWh
-1  (net)  is 
available on the K1 tariff (creating a real value of AUD0.59 kWh
-1), and; 
·  an  up-front  payment  of  the  deemed  mitigation  potential  is  paid  to  the 
system owner as a capital subsidy, based on an inflated AUD100 tCO2-e
-1. 
 
The results of the simulation are shown in Table 6.8 and Figure 6.10. Whilst the 
NPV of the 3 kW PV system with the more attractive market values were an 
improvement  from  the  perspective  of  the  owner,  the  market  adaptation 
potential  (NPV)  remains  unattractive  at  AUD-1,171.  The  poor  investment 
attractiveness from a system owner’s perspective, even with generous policies 
underpins the current high cost of small-scale grid-connected PV systems to 
private owners and governments in regional or urban areas with similar capital 
costs, solar resource, and load characteristics as the homestead site in the SW of 
WA. 
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Table 6.8: The DCF, NPV, and emissions calculation results for the 3 kW PV grid-connected system over the 15 year interval including 
the new assumptions to increase the economic return of the system. 194 
 
 
Figure 6.10: The DCF of the system with new assumptions over the 15 years. 
 
 
6.3 A 6 kW Stand-alone Photovoltaic Array 
A  simulation  was  performed  for  a  6  kW  solar  PV  array  and  a  battery  bank 
supplying the total homestead load in parallel through an 11 kW stand-alone 
inverter, located off-grid to the SWIS electricity network. The battery bank had 
a nominal capacity of 139 kWh, 83 kWh of useable nominal capacity (with a 
60% minimum state of charge) on a 120 V DC bus. Figure 6.11 is a schematic 
diagram of the simulated system. 
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Figure 6.11: Stand-alone 6 kW PV and battery system schematic.  
 
6.3.1 Technical Simulation Results 
Figure 6.12 shows the annual and monthly electrical energy simulation results at 
15  minute  intervals  for  an  average  year,  with  an  annual  homestead  total 
electricity of demand of 4,380 kWh. The inverter supplied 100% of the load with 
the electricity originally generated by the PV component, as it was the only 
generation technology in this simulation. The total annual average output of the 
PV array was 8,404 kWh. Figure 6.13 shows that 4,611 kWh was supplied to the 
simulated  95%  efficient  inverter  to  provide  an  average  total  annual  net 
electricity load of 4,380 kWh. The 3,247 kWh of excess electricity was “dumped” 
by the PV system over the year due to full battery state of charge and zero load 
requirements. Therefore, the useful electricity provided by the PV system was 
5,157 kWh. 
 
The difference between the load (4,380 kWh) and the useful electricity from the 
PV system was attributable to the losses from the inverter (231 kWh) and the 
battery bank (546 kWh), with a 90% efficient rectifier from AC to DC. This does 
not  sum  exactly  due  to  rounding.  The  battery  technology  simulated  cycle 196 
 
efficiency of 80% was selected to represent an average lead-acid battery, and all 
capacity and lifetime curve data were derived from a representative available 
commercial battery. 
 
 
Figure 6.12: Electrical simulation of the homestead’s 6 kW PV system. 
 
 
Figure 6.13: Inverter annual simulation results for the homestead. 
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Figure 6.14: Battery component annual simulation results for the homestead’s 
input from the 6 kW PV and output to the 11 kW inverter. 
 
Figure 6.14 shows that the battery bank remains at a very high state of charge 
(>90%) for three quarters of the simulated year. The winter months, with lower 
PV output and relatively stable load requirements, led to distinct intervals of 
lower state of charge in late June to early July, and a shorter interval in early 
August, as indicated previously in Figure 1.5.  
 
The stand-alone system supplied 100% of the annual load requirement, and a 
generous average level of autonomy of 7 days was achieved with the battery 
bank design. The simulated battery bank was expected to last 12 years under 
these conditions, although this life expectancy was likely to be an overestimate 
for WA conditions (McHenry 2009). No replacements of battery banks were 198 
 
included  in  the  model  for  any  of  the  stand-alone  system  designs.  Table  6.9 
shows a summary of the annual homestead electricity simulations.  
 
Total homestead electricity consumption from all sources  4,380 kWh year
-1 
Total excess electricity  3,427 kWh year
-1 
Net electricity production from the PV array  8,404 kWh year
-
Net electricity production from the inverter  4,380 kWh year
-1 
Net electricity output from battery bank  2,200 kWh year
-1 
% of PV production consumed by the homestead  52.1 % 
% of inverter production consumed by the homestead  100% 
Table 6.9: Summary of annual average simulated technical outputs. 
 
Figure 6.15 shows the average simulated hourly excess electricity for the system 
for each month of the year. The monthly differences clearly show the system 
was over-designed for many months of the year, while providing just enough 
electricity in months with low solar resources.  
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Figure 6.15: Monthly average hourly homestead excess electricity from the 
system for each month. 
 
To optimise the component sizes, an exploration of various angles of the PV 
array to less than the annually fixed 35
o, aimed to increase winter PV output. 
However, there was an insufficient PV output increase to improve the battery 
bank state of charge in the winter period without deleterious associated losses 
in other seasons. This optimisation included only changing the annually fixed 
angle, and did not include a manual seasonal adjustment of the PV array slope 
to  increase  annual  output,  in  a  similar  manner  to  an  automated  single  axis 
vertical pivoting tracker. 
 
These simulated results can be used by system designers to optimise system 
components and reduce the costs of electricity. In practice, this usually includes 
the use of an internal combustion engine generator, rather than a PV array 200 
 
tracking system. The generator reduces the battery bank, PV array, and often 
the  inverter  capacity  requirements  by  providing  additional  electricity 
production  capacity  during  high  load  demand  intervals,  and  supplementing 
times  of  low  electricity  production  by  variable  renewable  component 
technologies.  However,  the  various  configurations  of  hybrid  PV-generator 
systems were outside the scope of this research, and the focus was the cost-
effectiveness  of  the  renewable-only  and  associated  enabling  components 
relative to the electricity network and fossil fuel alternatives. 
 
6.3.2 Adaptation and Mitigation Model Results 
Capital costs for all system components including PV module, inverter, battery 
bank, and balance of system prices were based on the actual costs in 2010. A 
battery  bank  replacement  was  not  included  in  the  analysis.  All  costs  are 
summarised in Table 6.10, and were GST inclusive unless otherwise specified. 
The economic model included two scenarios: one without an electricity network 
extension (when the location does have access to the electricity network, but 
chooses not to connect), and; an electricity underground network extension of 2 
km from an existing 240V, 32A two phase distribution metered connection on 
the  property.  The  on-farm  underground  distribution  line  extension  was 
modelled as a private cost, undertaken by a qualified electrician, based on 2010 
market prices. 
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The  K1  electricity  tariff  supply  charge  of  38.23  ¢  day
-1  (including  GST),  was 
represented in the economic model as an equivalent average annual daily load 
cost. The 12 kWh average daily load at a cost of 20.83 ¢ kWh
-1 and the daily 
supply cost was equal to an average daily tariff increase of 15.29% to 24.01 ¢ 
kWh
-1. The 24.01 ¢ kWh
-1 does not incorporate any other costs or fees that may 
occur on R1, SmartPower, L1, or K1 electricity retailer accounts. 
 
Figure 6.16 shows that the NPV does not recoup the initial investment, and the 
owner’s discounted cost, relative to grid-connection, was around AUD80,000 
over  the  15  year  interval.  Nonetheless,  the  total  life-cycle  market  mitigation 
potential of the system was 55.188 tCO2-e. This was the maximum possible for 
the household over the 15 year interval, based on the simulation assumptions. 
 
Table 6.11 and Figure 6.17 represent the second scenario that includes the cost of 
the  underground  network  extension  for  a  total  distance  of  2  km  from  the 
existing metered point on the property. The cost of the extension was included 
as a capital cost saving in year zero of AUD45,944, representing extension to a 
homestead  which  does  not  currently  have  the  electricity  network  at  the 
doorstep.  This  cost  was  based  on  actual  extension  costs  in  2010  for  an 
underground (>50 cm) extension on a rural property installed by a professional 
electrician.  202 
 
 
Table 6.10: The DCF and emissions calculation results for the 6 kW PV stand-alone system over the 15 year interval. The system’s NPV is 
in red. 203 
 
 
Figure 6.16: The DCF of the 6 kW PV system over the 15 year interval. 
 
Properties  near  the  fringe-of-grid  can  require  very  long  network  extensions 
from the existing network. The Contributory Extension Scheme in WA has long 
subsidised  construction  and  maintenance  of  extensions  for  agriculturalists 
(Wyder, Frazer, and Pryor 1995). However, due to the relatively short distance 
of the extension modelled in this economic analysis, the scheme’s particular 
eligibility and subsidy details were deemed to be outside of the scope of this 
research.  
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Table 6.11: The DCF and emissions results for the 6 kW PV stand-alone system with the grid-extension scenario over the 15 year interval. 
The NPV is in red. 205 
 
 
Figure 6.17: The DCF of the 6 kW PV scenario over the 15 year interval. 
 
Table 6.12 summarises the current market adaptation and mitigation potentials 
of the systems. The market and mitigation potentials of the two systems are 
represented in Table 6.13, in terms of a carbon price.  
 
NPV without 2 km network extension  AUD-79,981 
NPV including 2 km network extension  AUD-34,037 
Mitigation (tCO2-e)  55.188 
Table 6.12: The total market adaptation potential and market mitigation 
potential of the two 6 kW PV stand-alone system scenarios. 
 
Carbon price of the system without the 2 km extension  AUD1,451 tCO2-e
-1 
Carbon price of the system with the 2 km extension  AUD617 tCO2-e
-1 
Table 6.13: The carbon price of the two stand-alone systems. 206 
 
6.3.3 Discussion 
While noting simulation and modelling uncertainties, both projects were clearly 
not commercially viable with a negative NPV, relative to the grid-connection 
only option. Despite the significant saving of a privately commissioned 2 km 
distribution extension from the existing network to the homestead, the total 
project  financial  viability  of  a  stand-alone  6  kW  PV  system  remained 
unattractive for this simulated scenario. 
 
The analysis showed that the cost of the grid extension was an important factor 
in the decision to commission a stand-alone power supply system. From an 
investment perspective, it was more cost-effective to connect to the electricity 
network or for short distances, extend the network to have access to a relatively 
inexpensive electricity supply than install the stand-alone system. An analysis of 
greater  distances  of  distribution  extensions,  and  any  eligibility  for  a  subsidy 
from the Contributory Extension Scheme, was outside the scope of this work. 
This was because each extension capital works cost and subsidy will vary, and 
are extremely detailed calculations. 
 
The relatively poor market adaptation potential of each system demonstrates 
that commissioning either of these systems would not be an effective adaptation 
measure  to  avoid  previous  electricity  price  increases.  The  market  mitigation 
potential  was  the  highest  possible  for  the  homestead  load  assumptions, 207 
 
although the equivalent carbon price for each system was well above current 
market prices paid for carbon mitigation activities.  
 
6.3.4 Comparative Scenario: A 6 kW Diesel Stand-alone System 
For  comparison,  a  simulation  and  model  of  the  6  kW  PV  component  was 
compared with a baseline of a 6 kW diesel generator with the identical enabling 
stand-alone system. This scenario simulates a number of existing stand-alone 
power supply systems located in remote areas of WA in terms of performance, 
and is a good example of how the market adaptation and market mitigation 
potentials are heavily dependent on the baseline scenario. There are existing 
capital  subsidy  programmes  that  subsidise  various  stand-alone  system 
components and installations in WA, the use of which is more common off the 
SWIS in remote areas, although this was outside the scope of this analysis. The 
primary purpose for the inclusion of the diesel generator-only component was 
to assess actual costs of energy and emissions relative to the SWIS, and also the 
choice of not including renewable components in the system design. 
 
In the diesel-inverter-battery-only scenario, a well loaded (70% minimum load 
ratio) AC diesel generator with an average specific fuel consumption of 0.397 L 
kWh
-1 supplied the annual 4,380 kWh household load requirement. The diesel 
was restricted to operate only between the hours of 1pm and 5pm, and forced to 
operate once a day at 1pm to 3pm, and scheduling was optimised for 3pm to 
5pm to satisfy system control requirements of battery state of charge and load 208 
 
supply.  This  scheduling  did  not  have  a  significant  negative  impact  on 
performance  or  efficiency  (see  Figure  6.18  for  the  diesel  generator  efficiency 
curve), and only serves to approximate a realistic preference of off-grid diesel 
generator operation when an inverter and battery bank are components.  
 
 
Figure 6.18: The efficiency curve of the homestead’s 6 kW diesel generator. 
 
The total simulated annual average electricity produced by the diesel generator 
to  supply  the  household  load  and  to  cover  associated  conversion  efficiency 
losses from enabling equipment (such as the inverter and battery bank) was 
7,121 kWh. The simulated annual average diesel fuel consumption of the system 
was 2,830 L (Figure 6.19). Figure 6.20 shows the annual operation of the inverter 
and rectifier for each 15 minute simulated interval. Figure 6.21 shows that the 
battery  bank  remains  at  a  very  high  state  of  charge  (>85%)  for  90%  of  the 
simulated year. 
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Figure 6.19: Electrical simulation results for the homestead’s 6 kW diesel 
generator. 
 
 
Figure 6.20: Inverter annual simulation results for the homestead. 
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Figure 6.21: Battery component annual simulation results for the homestead’s 
input from the 6 kW diesel and input/output from/to the 11 kW 
rectifier/inverter. 
 
The diesel price was based on average current costs of approximately AUD1.20 
L
-1 gross delivered, and the economic model incorporated the Fuel Tax Credit of 
AUD0.38143  L
-1,  resulting  in  a  net  cost  of  AUD0.82  L
-1  (due  to  rounding). 
Therefore,  the  equivalent  electricity  price  per  kWh  using  a  diesel  with  an 
average annual efficiency of 0.397 L kWh
-1 was simulated as AUD0.3255 kWh
-1. 
The capital costs, the minor servicing, and major reconditioning requirements 
for the diesel generator were estimated based on actual WA system research 
(McHenry 2009, 2009), and were included in the economic model. 
 
The  associated  emissions  were  calculated  using  the  data  in  Table  6.14.  The 
simulated annual average diesel emissions from the combustion of 2,830 L was 
7.592 tCO2-e (2,830 L × 38.6 MJ L
-1 ×0.0695 kgCO2-e MJ
-1). This was around 211 
 
double  the  emissions  associated  with  supplying  the  homestead  with  SWIS 
network electricity alone for the simulated average year. 
 
Emission factor (kgCO2 MJ
-1)  0.0692 
Emission factor (kgCH4 MJ
-1)  0.0001 
Emission factor (kgN2O MJ
-1)  0.0002 
Emission factor (kgCO2-e MJ
-1)  0.0695 
Energy content factor (MJ L
-1)  38.6 
Table 6.14: 2009 emission factors and energy content of combusted diesel oil 
fuel in stationary energy systems. (All emission factors have the relevant 
oxidation factors incorporated). Source: (Department of Climate Change 2009). 
 
Figure 6.22 and Table 6.15 show the DCF, NPV, and the total market mitigation 
potential  of  the  diesel-inverter-battery-only  stand-alone  system.  The  market 
mitigation  potential  of  the  diesel  system  over  the  life-cycle  was  negative, 
totalling 58.693 tCO2-e more emissions than  a SWIS grid-connected system. 
The NPV of the system was AUD-79,693, an expensive option relative to grid-
connection. However, it was comparable to the NPV of the stand-alone system 
with the 6 kW PV generation component (excluding the 2 km grid extension) of 
AUD-79,981. Note that the off-grid PV system included a small capital rebate for 
eligible  RECs,  whereas  the  diesel-inverter-battery-only  system  did  not. 
However,  the  market  mitigation  potential  difference  between  the  simulated 
diesel and PV option was 113.811 tCO2-e over the 15 year life-cycle. 
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Table 6.15: The DCF and emission results for the 6 kW diesel-inverter-battery stand-alone system over the 15 year interval (NPV in red). 213 
 
 
Figure 6.22: The DCF of the diesel-inverter-battery stand-alone system over the 
15 year interval. 
 
NPV of the diesel-inverter-battery-only system   AUD-79,693 
Mitigation (tCO2-e)  -58.693 
NPV of the 6 kW PV inverter-battery-only system  AUD-79,981 
Mitigation (tCO2-e)  55.188 
Table 6.16: The total market adaptation potential and market mitigation 
potential of the diesel-inverter-battery and the 6 kW PV stand-alone systems. 
 
The  diesel-inverter-battery  stand-alone  system  was  an  example  of  an 
investment with a negative market adaptation potential and a negative market 
mitigation potential, relative to grid-connection (Table 6.16). This assertion was 
based  on  an  available  electricity  network  line  and  connection,  or  a  grid-
extension  cost  of  zero.  In  either  case,  an  investment  in  the  diesel-inverter-214 
 
battery  stand-alone  system  will  still  generate  a  negative  market  mitigation 
potential relative to the electricity network. 
 
This analysis shows that, in terms of market adaptation potential, there was 
little  difference  between  PV  and  diesel  stand-alone  system  generation 
technologies  that  either  increase  or  decrease  emissions.  However,  a  more 
substantial capital subsidy or a very high carbon price would be required to 
make the PV technology a consistent choice over the traditional diesel option. 
This  finding  is  consistent  with  previous  research  undertaken  on  decision-
making  for  stand-alone  power  supply  systems  in  WA  over  the  past  decade 
(McHenry 2009, 2009). 
 
6.4 A 120 W PV Stand-alone 60 W Water Pumping System 
Watering systems for stock is commonly required in areas where there is no 
electricity  network  or  piping  infrastructure  to  provide  a  reticulated  water 
supply,  and  is  the  most  common  PV  system  in  rural  WA  (McHenry  2009). 
Whilst  this  system  feasibility  study  includes  a  different  load  profile  than  all 
other renewable energy systems, is an essential feasibility study for agricultural 
decision-makers.  Therefore,  this  feasibility  study  compares  the  economics 
between a small stand-alone (60 W) water pumping system for stock watering 
using  a  120  W  PV  array,  relative  to  SWIS  network  grid-connected  pump  of 
identical capacity. The model assumes the same performance and costs of the 
pumping component, the piping system and associated components, including 215 
 
filters, tank, etc. In terms of operational requirements, the model assumes an 
AC  water  pump  was  identical  to  its  simulated  DC-equivalent,  and  both 
pumping systems require the same servicing. Figure 6.23 is a schematic diagram 
of the simulated system. 
 
 
Figure 6.23: PV pumping system schematic.  
 
The small 60 W pump was designed to provide 1000 L day
-1 in winter and also 
1500 L day
-1 for stock-watering in summer at a total dynamic head of 16 m. This 
analysis assumes an average working time per day over a year of 2 hrs and 10 
mins  for  a  120  W  PV  array  supplying  the  60  W  DC  water  pump.  The  AC 
equivalent  system  electricity  consumption  was  based  on  the  same  average 
annual  operational  hours  consuming  electricity  at  60  W.  Therefore,  in  both 
cases the pump consumes an estimated 47.45 kWh per year. This simplified 
calculation was obtained by multiplying the 130 minutes of operation per day by 
60 seconds per minute by 60 W, multiplied again by 365 days per year, then 
divided by 3,600,000 to obtain the 47.45 kWh figure. 
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6.4.1 Technical Simulation Results 
Figure 6.24 shows the monthly electrical simulation results of the output from 
the 120 W PV array. The total annual output of the array was 168 kWh for the 
simulated year. The assumed electricity consumption of 47.45 kWh per year 
from  the  60  W  pump  corresponded  to  28%  of  the  total  PV  output  used  to 
supply the pump load (Table 6.17). This low percentage was a result of both the 
over production of electricity above the approximate 60 W requirement by the 
PV  array,  and  intervals  where  the  array  was  generating  some  electricity, 
although was insufficient to run the pump (Figure 6.25). 
 
 
Figure 6.24: PV simulation results for the pumping system 120 W PV array. 
 
Total electricity consumed by the 60 W pump  47 kWh year
-1 
Total electricity produced by the 120 W PV array system  168 kWh year
-1 
Total electricity consumed by the grid-connected system  47 kWh year
-1 
% of PV array electricity consumed by the pump  28 % 
% of electricity consumed by the grid-connected pump  100% 
Table 6.17: Summary of annual average simulated technical output for a 60 W 
pump. 217 
 
 
 
Figure 6.25: Selected hourly PV output and pumping loads for the system. 
 
6.4.2 Adaptation and Mitigation Model Results 
The  capital  costs  for  all  system  components  including  PV  module,  freight, 
pump, and balance of system component prices was based on the actual costs in 
2010. The system does not include installation, a water storage tank, connection 
pipes from the water source, bore construction (or maintenance), or dam floats, 
as these costs are highly variable and many of the components may be available 
on-site  at  next-to-zero  cost.  The  total  cost  of  the  PV  pumping  system 
(AUD3,700) includes the 120 W PV array and balance of system components, 
the DC pump, and a float valve and pressure switch to turn the pump off when 
the  water  storage  tank  is  full.  The  cost  of  the  grid-connected  system 
(AUD2,600) was assumed to be identical minus the PV array and balance of 
system cost (AUD1,100), including the 60 W AC pump. 218 
 
 
The economic model includes two  scenarios: a stand-alone pumping system 
when the location does have access to the electricity network, but chooses not 
to connect, and; a grid-connected system. The only difference between the two 
systems in terms of the model was the PV array, the grid-connected pumping 
system was chosen as the baseline, and only the cost difference of AUD1,100 was 
modelled.  Similarly,  no  replacement  costs  for  any  of  the  components  were 
included, as it was assumed that both system costs would be identical, except 
for maintenance of the PV array and balance of system components. This was 
represented  by  an  annual  difference  of  AUD10  per  annum  to  approximate 
labour costs of a swift seasonal inspection and cleaning the system. No subsidies 
or RECs were included in the analysis of either system. 
 
The K1 electricity tariff supply charge of 38.23 ¢ day
-1 (including GST), was not 
included  in  the  grid-connected  system  economic  model  as  an  equivalent 
average annual daily load cost. This was because pumping loads as small as 60 
W would likely be connected to an existing network connection with a much 
greater load demand to render the supply charge component negligible. 
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Table 6.18: The DCF and emissions calculation results for the 60 W PV stand-alone water pumping system over the 15 year interval. The 
NPV is in red. 220 
 
. 
 
Figure 6.26: The DCF of the 60 W water pumping system over the 15 year 
interval. 
 
Table 6.18 and Figure 6.26 show that the PV-powered pumping system does not 
recoup  the  initial  investment,  and  the  owner’s  discounted  cost  remains 
AUD1,100 higher than the grid-connected system over the 15 year interval. Note 
that no salvage value of the PV array and balance of system components were 
added in year 15 in the model. The total life-cycle market mitigation potential of 
the system was 0.52 tCO2-e, the maximum possible for the pumping system over 
the 15 years, based on the simulation assumptions. The market and mitigation 
potentials of both systems, represented in terms of a carbon price the system 
owner would pay are represented in Table 6.19. 
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NPV of the PV system relative to grid-connected  AUD-1,100 
Mitigation (tCO2-e)  0.52 
Equivalent carbon price  AUD2115 tCO2-e
-1 
Table 6.19: The market adaptation potential and market mitigation potential of 
the PV system relative to the grid-connected stock watering pumping system. 
 
 
6.4.3 Discussion 
While  noting  simulation  and  modelling  uncertainties,  the  120  W  PV  array 
pumping  system  was  not  commercially  attractive  compared  with  the  grid-
connected  water  pumping  option.  The  additional  cost  of  the  PV  pumping 
system demonstrates that PV could compete on a level playing field if grid-
connection  was  an  inexpensive  option  when  commissioning  either  of  these 
systems. In the scenario of a stand-alone PV pumping system, the NPV would 
likely be greater than a grid-connected pumping system that requires electricity 
network extension. Similarly, a farm water supply pipe network extension may 
be  economically  less  attractive  than  a  stand-alone  PV  pumping  system. 
However, this would be dependent on the water resource available at the water 
point, and would require cost comparisons between the PV option and the costs 
associated with extension of the pipe network including, the actual pipe gauge 
costs, the pipe network extension distance, and whether the pipe was buried or 
not (etc). If either a pipe network extension over a few hundred metres, or any 
length  of  electricity  network  extension  would  compare  poorly  against  the 
economics  of  a  stand-alone  power  supply  system,  even  without  subsidy 222 
 
mechanisms. Therefore, stand-alone PV pumping systems would be an effective 
market  adaptation  and  market  mitigation  measure  to  supply  stock  water  in 
most cases.   
 
6.5 A 1 kW Grid-connected Wind Turbine 
The  same  homestead  load  profile  and  total  consumption  was  used  in  the 
simulation of a 1 kW wind turbine mounted on a 15 m tower connected to a 1.1 
kW  grid-connected  inverter  identical  to  the  1  kW  PV  system.  The  inverter 
supplied  the  load  in  parallel  with  the  SWIS  electricity  network.  The  system 
schematic of the simulated system is shown in Figure 6.27. The power curve of 
the generic 1 kW DC wind turbine was derived from the HOMER database, and 
was chosen to represent an average wind conversion efficiency without selecting 
a specific turbine model (Figure 6.28). 
 
 
Figure 6.27: System schematic for a 1 kW wind turbine connected to the 
electricity network.  
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Figure 6.28: The generic 1 kW DC wind turbine power curve.  
 
6.5.1 Technical Simulation Results 
Figure 6.29 shows the annual and monthly electrical simulation results for the 1 
kW wind turbine system over an average year, based on the mean annual wind 
speed. While the use of the Albany airport wind data was not ideal, it was the 
most  reliable  publicly  available  dataset  suitable  for  modelling  small-scale 
systems in average wind locations for the region. Figure 6.30 shows the annual 
simulation results of the inverter for each 15 minute interval over the simulated 
year. The inverter output was reflective of the wind resource, and was in stark 
contrast to the PV system inverter outputs which were more seasonally variable 
and provide output only during the day. 
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Figure 6.29: Simulation results for the homestead’s 1 kW wind system. 
 
 
Figure 6.30: Inverter simulation results for the 1 kW wind system. 
 
Table  6.20  summarises  the  total  electricity  consumed,  exported,  inverter 
production, the percentage of inverter output consumed in the homestead, and  
the percentage of homestead electricity supplied by the inverter.  
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Total homestead electricity consumption from all sources  4,380 kWh year
-1 
Total electricity exported to the electricity network  626 kWh year
-1 
Net electricity production from inverter  1,298 kWh year
-1 
Total inverter production consumed in the homestead  672 kWh year
-1 
% of inverter production consumed by the homestead  51.8 % 
% of annual homestead electricity supplied by the inverter  15.3% 
Table 6.20: Summary of annual simulated 1 kW wind system outputs
aa. 
 
The  percentage  of  homestead  electricity  supplied  by  the  inverter  was  only 
around 15% of all electricity requirements throughout the simulated year. The 
percentage  of  the  1  kW  wind  system  inverter  production  consumed  by  the 
homestead was 51.8%. This was a consequence of the higher wind system output 
in times of lower electricity consumption. In contrast to the PV systems, the 
simulated monthly average hourly electricity exported to the electricity network 
was more uniform throughout each day which reflects the wind resource. The 
simulated monthly average hourly electricity exported to the electricity network 
from the 1 kW wind system is shown in Figure 6.31.  
 
                                                 
aa As an example of how sensitive the simulation is to a change in wind speeds 
from the 5 m s
-1 above to 4 m s
-1 and 6 m s
-1, the net electricity production 
from inverter for the scenario above would be 627 (around half) and 2,079 
(around  60%  greater)  kWh  year
-1,  respectively.  This  demonstrates  the 
importance of knowing the wind resource to a high degree. 226 
 
 
Figure 6.31: Monthly average hourly homestead electricity exported to the grid 
with a 1 kW grid-connected wind turbine. 
 
Table 6.21 shows a comparison of the simulated outputs at the homestead site 
for the 1 kW wind and the 1 kW PV system inverter outputs. There was less than 
10% difference between the total exported, inverter production, the percentage 
of  inverter  output  consumed  in  the  homestead,  and  the  percentage  of 
homestead electricity supplied by the inverter between the systems. The slightly 
higher  production  from  the  PV  system  inverter  relative  to  the  wind  system 
should not be interpreted as a more attractive system. The difference was well 
within the estimated uncertainty of the wind resource at the Albany airport and 
any chosen homestead wind turbine installation site. 227 
 
 
  Wind  PV 
Tot. homestead elec. consumption from all sources (kWh year
-1)  4,380  4,380 
Total elec. exported to the elec. network (kWh year
-1)  626  576 
Net elec. prod. from inverter (kWh year
-1)  1,298  1,331 
Tot. inverter prod. consumed in the homestead (kWh year
-1)  672  755 
% of inverter prod. consumed by the homestead  51.8%  56.7% 
% of annual homestead elec. supplied by the inverter  15.3%  17.2% 
Table 6.21: Comparison of homestead 1 kW wind and 1 kW PV system annual 
average simulated outputs. 
 
 
6.5.2 Adaptation and Mitigation Model Results 
Market prices for the 1 kW wind system were based on a 2010 average market 
value for the K1 tariff, as shown in Table 6.22. The discount rates, emissions 
factors,  and  inflation  rates  were  identical  to  the  1  kW  PV  array  model.  The 
model  also  assumed  a  zero  economic  value  for  electricity  exports  onto  the 
network from the existing REBS ineligibility of K1 tariff customers. The capital 
cost  of  the  system  was  chosen  to  reflect  an  average  quality  commercially 
available  wind  turbine  and  enabling  equipment  (including  installation).  The 
wind system costs excluded blade  replacement  over the  15 year market  life-
cycle, and cabling requirements from the tower to the homestead. The total 
REC entitlement over the maximum deeming period of five years is 47, and the 
model ignores the value of the total REC entitlement after the initial period as 
after 30 June 2015 there is no published installation period multiplier to date.  228 
 
 
Table 6.22: The DCF and emissions calculation results for the 1 kW wind grid-connected system over a 15 year interval, with the NPV in 
red. 229 
 
 
Figure 6.32: The DCF of the 1 kW wind system over the 15 year interval. 
 
The market adaptation potential for the 1 kW PV system did not recoup the 
initial investment (Figure 6.32), although the market mitigation potential of the 
system was 8.467 tCO2-e over the 15 year interval. Table 6.23 summarises the 
current market adaptation and market mitigation potentials of the system. For 
each tCO2-e of mitigation, a cost of almost AUD640 was borne by the system 
owner. 
 
NPV  AUD-5,416 
Mitigation (tCO2-e)  8.467 
Table 6.23: The total market adaptation potential (NPV) and market mitigation 
potential of the 1 kW wind system. 
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6.5.3 Discussion 
While  noting  many  uncertainties  and  assumptions,  the  1  kW  wind  grid-
connected system was not a commercially attractive option with a negative NPV 
of  around  AUD5,500  over  the  15  years.  This  was  comparable  to  the  market 
adaptation potential (NPV) and market mitigation potential of the 1 kW PV 
grid-connected system (Table 6.24). In a similar manner to the 1 kW PV system, 
the  relatively  small  market  mitigation  potential  offered  by  the  1  kW  wind 
investment was not a financially attractive mitigation measure. 
 
  1 kW PV  1 kW wind 
NPV  AUD-6,436  AUD-5,416 
Mitigation (tCO2-e)  9.513  8.467 
Mitigation cost (AUD tCO2-e
-1 )  677  640 
Table 6.24: A comparison between the 1 kW wind and 1 kW PV grid-connected 
system’s total market adaptation potential (NPV) and market mitigation 
potential over the 15 year investment cycle. 
 
 
6.5.4 Comparative Scenario: The Wind System with Additional RECs 
For  comparison,  the  NPV  of  the  1  kW  wind  grid-connected  system  with  a 
deeming period of 15 years was calculated with a REC entitlement of 141, akin to 
the PV technology entitlement capital subsidy method. The NPV of AUD-2,155 
remained insufficient to recoup the initial investment, although it improved the 
market adaptation potential by AUD3,261. 231 
 
The very similar simulated annual production of the 1 kW PV and the 1 kW wind 
turbine  raises  questions  regarding  the  logic  behind  the  REC  entitlement 
deeming calculation methodology. The 5 year REC entitlement of the 1 kW PV 
system  is  29  RECs,  while  the  equivalent  wind  system  is  47  RECs,  despite  a 
similar simulated average electrical output. The modelled NPV for the 1 kW PV 
system in this work incorporated a 15 year deeming period resulting in a REC 
entitlement of 88 RECs. Recalculating the NPV of the 1 kW wind system with a 
REC entitlement of 88 yields a NVP of AUD-4,275. These scenarios show the 
influence  of  the  REC  entitlement  assumptions  on  the  NPV  of  each  system. 
Nonetheless, none of the scenarios result in an attractive investment for a 1 kW 
wind  grid-connected  system,  although  arguably  more  attractive  than  the 
equivalent PV system. 
 
 
6.6 A 3 kW Grid-connected Wind Turbine 
An identical load profile and total consumption was used in a simulation of a 3 
kW wind turbine and a 3.5 kW grid-connected inverter supplying the load in 
parallel with the SWIS electricity network. The enabling components were the 
same  as  the  3  kW  PV  grid-connected  system.  The  system  schematic  of  the 
simulated wind system is shown in Figure 6.33. Akin to the 1 kW wind turbine, 
the power curve of the generic 3 kW DC wind turbine was derived from the 
HOMER database to represent an average wind conversion efficiency (Figure 
6.34). 232 
 
 
 
Figure 6.33: System schematic for the 3 kW wind system with the electricity 
network. 
 
 
Figure 6.34: The generic 3 kW DC wind turbine power curve.  
 
 
6.6.1 Technical Simulation Results 
Figure 6.35 shows the annual and monthly electrical energy simulation result at 
15 minute intervals for the 3 kW wind system over an average year, and Figure 
6.36 shows the annual simulation results of the inverter. 233 
 
 
Figure 6.35: Simulation results for the homestead’s 3 kW wind system. 
 
 
Figure 6.36: Inverter annual simulation results for the 3 kW wind system. 
 
Table  6.25  summarises  the  total  electricity  consumed,  exported,  inverter 
production, the percentage of inverter output consumed in the homestead, and  
the  percentage  of  homestead  electricity  supplied  by  the  inverter.  The 
percentage  of  the  3  kW  wind  system  inverter  production  consumed  by  the 234 
 
homestead slightly decreased to 36.1%, relative to the 51.8% for the 1 kW wind 
system.  In  a  similar  manner  to  the  3  kW  PV  system  where  the  exported 
electricity  quadrupled,  and  the  system  output  approximately  tripled.  The 
percentage of homestead electricity the 3 kW wind system supplied directly was 
around double that of the 1 kW wind system.  
 
Total homestead electricity consumption from all sources  4,380 kWh year
-1 
Total electricity exported to the electricity network  2,489 kWh year
-1 
Net electricity production from inverter  3,896 kWh year
-1 
Total inverter production consumed in the homestead  1,407 kWh year
-1 
% of inverter production consumed by the homestead  36.1% 
% of annual homestead electricity supplied by the inverter  32.1% 
Table 6.25: Summary of average simulated 3 kW wind system outputs. 
 
The  simulated  monthly  average  hourly  electricity  exported  to  the  electricity 
network from the 3 kW wind system is shown in Figure 6.37. The significantly 
higher average daily exports reflect the simulation of identical load data against 
a larger output of the 3 kW wind system than the 1 kW wind system. The 3 kW 
wind system electricity export data contrasts with the 3 kW PV system due to 
the difference between the wind and solar resource supplying the homestead 
demand. 
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Table 6.26 shows a comparison of the simulated outputs at the homestead site 
for the 3 kW wind and the 3 kW PV system outputs. Similar to the 1 kW PV and 
1  kW  wind  system  comparison,  there  was  little  difference  between  total 
exported, inverter production, percentage of inverter output consumed in the 
homestead, and percentage of homestead electricity supplied by the inverter. 
 
 
Figure 6.37: Monthly average hourly homestead electricity exported to the grid. 
 
  Wind  PV 
Tot. homestead elec. consumption from all sources (kWh year
-1)  4,380  4,380 
Total elec. exported to the elec. network (kWh year
-1)  2,489  2,329 
Net elec. prod. from inverter (kWh year
-1)  3,896  3,992 
Tot. inverter prod. consumed in the homestead (kWh year
-1)  1,407  1,663 
% of inverter prod. consumed by the homestead  36.1%  41.6% 
% of annual homestead elec. supplied by the inverter  32.1%  37.9% 
Table 6.26: Comparison of homestead 3 kW wind and 3 kW PV system annual 
average simulated outputs. 236 
 
Slight  variations  in  wind  and  solar  resource  regimes  from  year  to  year,  and 
actual  on-site  conditions  will  require  further  quantification  to  assess  any 
marginal  difference  between  solar  versus  wind  in  terms  of  technical 
performance. The difference between the market adaptation potential of the 3 
kW wind system versus the 3 kW PV system is explored in section 6.6.2 below. 
 
6.6.2 Adaptation and Mitigation Model Results 
Market prices for the 3 kW wind system were based on the actual 2010 average 
market values, and identical assumptions to the 1 kW wind system, as shown in 
Table 6.27. The market adaptation potential for the 3 kW wind system did not 
recoup  the  initial  investment  (Figure  6.38),  although  the  market  mitigation 
potential of the system was 17.728 tCO2-e over the 15 year interval. Table 6.28 
summarises the current market adaptation and market mitigation potentials of 
the system. For each tCO2-e of mitigation, a cost of AUD755 was borne by the 
system owner, an increase from around AUD640 for the 1 kW wind system. 
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Table 6.27: The DCF and emissions calculation results for the 3 kW wind grid-connected system over a 15 year interval, with the NPV in 
red. 238 
 
 
Figure 6.38: The DCF of the 3 kW wind system over the 15 year interval. 
 
NPV  AUD-13,387 
Mitigation (tCO2-e)  17.728 
Table 6.28: The total market adaptation potential (NPV) and market mitigation 
potential of the 3 kW wind system. 
 
6.6.3 Discussion 
While noting uncertainties and assumptions, the 3 kW wind grid-connected 
system was not a commercially attractive option with a negative NPV of around 
AUD13,000 over 15 years. However, the technical simulations and market price 
modelling  comparison  between  the  3  kW  wind  and  3  kW  PV  gives  a  NPV 
difference of almost AUD2,000 over the 15 years (Table 6.29). Therefore, based 
on these assumptions and technical simulations, the more attractive investment 
of  the  two  3  kW  systems  was  the  wind  technology  at  the  homestead  site, 239 
 
primarily due to lower capital costs. However, the equivalent market mitigation 
cost of AUD755 tCO2-e
-1 for the 3 kW wind system was AUD40 greater than the 
3  kW  PV  system.  Nonetheless,  the  3  kW  wind  investment  remains  an 
unattractive adaptation measure to avoid increased electricity prices, and is a 
relatively expensive mitigation option. 
 
  3 kW PV  3 kW wind 
NPV  AUD-15,015  AUD-13,387 
Mitigation (tCO2-e)  20.954  17.728 
Mitigation cost (AUD tCO2-e
-1 )  716  755 
Table 6.29: A comparison between the 3 kW wind and 3 kW PV grid-connected 
system’s total market adaptation potential (NPV) and market mitigation 
potential over the 15 year investment cycle. 
 
 
6.6.4 Comparative Scenario: Wind System REBS and FiT Eligibility 
For  comparison,  a  simulation  of  the  3  kW  system  was  undertaken  with  the 
following assumptions: 
·  the SGU Solar Credits Scheme capital subsidy remains the same; 
·  the 3 kW PV system outputs and homestead load profiles remain identical; 
·  electricity prices remain identical; 
·  carbon prices remain at zero; 240 
 
·  the K1 tariff is eligible for Synergy’s REBS (AUD0.07 kWh
-1), akin to the 
SmartPower/A1 tariffs, and; 
·  an  additional  WA  State  Government  FiT  of  AUD0.40  kWh
-1  (net)  is 
available  on  the  K1  tariff,  creating  a  real  value  of  AUD0.47  kWh
-1  for 
exported electricity. 
 
The results of the simulation are shown in Table 6.30 and Figure 6.39. Whilst 
the NPV of the 3 kW wind system with the FiT was more attractive from the 
perspective  of  the  owner,  the  market  adaptation  potential  (NPV)  remains 
unattractive at AUD-3,373.  
 
The NPV of the same system was calculated with an additional capital subsidy 
scenario  based  on  the  simulated  17.728  tCO2-e  mitigation  the  system  would 
generate  over  the  15  years  at  a  price  of  AUD100  tCO2-
e-1.  The  additional 
AUD1,773 capital subsidy resulted in a positive NPV of AUD1,601 over the 15 
years. Nonetheless, the meagre investment attractiveness from a system owner’s 
perspective, even with generous policies, underlines the current high cost of 
small-scale grid-connected wind systems to private owners and governments in 
regional  or  urban  areas  with  similar  capital  costs,  wind  resource,  and  load 
characteristics as the homestead site in the SW of WA. 241 
 
 
Table 6.30: The DCF, NPV, and emissions calculation results for the 3 kW wind grid-connected system over a 15 year interval, with the 
new assumptions to increase the economic return of the modelled economics of the system. 242 
 
 
Figure 6.39: The system DCF with the new assumptions over the 15 years. 
 
 
6.7 A 400 W Grid-connected Hydroelectric System 
The  same  homestead  load  profile  and  total  consumption  were  used  in  a 
simulation of an efficient pico-hydroelectric reaction turbine installed on a river 
with a low gross head (2.5 m), with an inlet pipe loss of 12% to operate at a 
maximum 400 W DC. The simulated DC hydroelectric generator was connected 
to  the  1.1  kW  grid-connected  inverter  identical  to  the  1  kW  PV  and  wind 
systems. The inverter supplied the homestead load in parallel with the SWIS 
electricity network. The system schematic of the simulated system is shown in 
Figure 6.40.  
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Figure 6.40: System schematic for the 400 W hydroelectric system with the 
electricity network.  
 
The HOMER power curve equivalent to the 400 W hydroelectric turbine was 
developed  from  a  range  of  available  efficient  pico-hydroelectric  turbines  of 
similar  nominal  outputs.  The  average  turbine  efficiency  selected  for  the 
simulation was a relatively high 65%. 
 
6.7.1 Technical Simulation Results 
Figure 6.41 shows the annual and monthly electrical simulation results for the 
400 W hydroelectric system over an average year. Figure 6.42 shows the annual 
simulation results of the inverter for each 15 minute interval over the simulated 
year. The inverter output was reflective of the hydrological resource availability, 
predominantly in the winter and spring months. The constant output of the 
inverter was a function of the hydrological resource input data and scheduling. 
A monthly average dataset was generated rather than an hourly dataset, as the 
hourly output was consistent throughout the day. 
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Figure 6.41: Simulation results for the homestead’s 400 W hydroelectric system. 
 
 
Figure 6.42: Inverter simulation results of the 400 W hydroelectric system. 
 
Table 6.31 summarises the annual average total electricity consumed, exported, 
inverter  production,  the  percentage  of  inverter  output  consumed  in  the 
homestead,  and  the  percentage  of  homestead  electricity  supplied  by  the 
inverter.  245 
 
Total homestead electricity consumption from all sources  4,380 kWh year
-1 
Total electricity exported to the electricity network  512 kWh year
-1 
Net electricity production from inverter  1,168 kWh year
-1 
Total inverter production consumed in the homestead  656 kWh year
-1 
% of inverter production consumed by the homestead  56.2 % 
% of annual homestead electricity supplied by the inverter  14.8% 
Table 6.31: Summary of annual average simulated homestead 400 W 
hydroelectric system outputs. 
 
The percentage of homestead electricity supplied by the inverter was 56.2% of 
all electricity requirements throughout the simulated year. The percentage of 
the  400  W  hydroelectric  system  inverter  production  consumed  by  the 
homestead was 14.8%. The annual output data was relatively consistent with 
both the 1 kW PV and the 1 kW wind systems, although the 400 W system 
annual output was slightly lower than the larger rated PV and wind .  
 
In contrast to the PV and wind systems, the simulated monthly average hourly 
electricity exported to the electricity network was almost zero over the summer 
and autumn months, and constant in other seasons dependent on the available 
flow  rate.  The  simulated  monthly  average  hourly  electricity  exported  to  the 
electricity network from the 400 W hydroelectric system is shown in Figure 
6.43. Note that around half of the average hourly hydroelectric system output in 
the winter months was exported to the electricity network.  246 
 
 
Figure 6.43: Monthly average hourly homestead electricity exported to the grid. 
 
6.7.2 Adaptation and Mitigation Model Results 
The market prices for the 400 W hydroelectric system was based on a 2010 
average market value for the K1 tariff, as shown in Table 6.32. The discount 
rates, emissions factors, and inflation rates were also identical to the PV and 
wind models. The model assumes a zero financial value for electricity exports 
onto the network from the existing REBS ineligibility of K1 tariff customers. The 
capital cost of the 400 W hydroelectric system was chosen to reflect an average 
quality commercially available hydroelectric turbine and enabling equipment 
(including  installation)  to  meet  Australian  Standards.  The  dam  construction 
and cabling to the homestead was not included in the model. The hydroelectric 
system models do not explicitly include replacement runners and nozzles over 
the 15 year market life-cycle. However, the model does include annual costs for 
general maintenance. The total REC entitlement for the system was 38 over the 247 
 
maximum  deeming  period  of  five  years.  In  a  similar  manner  to  the  wind 
systems, the simulation ignores the value of the total REC entitlement after the 
initial period as no installation period multiplier was published for after 30 June 
2015.  
 
The market adaptation potential for the 400 W hydroelectric system did not 
recoup the initial investment (Table 6.32 and Figure 6.44), although the market 
mitigation potential of the system was 8.266 tCO2-e over the 15 year interval. 
Table 6.33 summarises the current market adaptation and market mitigation 
potentials of the system. For each tCO2-e of mitigation, a cost of almost AUD761 
was borne by the system owner. 248 
 
 
Table 6.32: The DCF and emissions calculation results for the 400 W hydroelectric grid-connected system over a 15 year interval, with 
the NPV in red. 249 
 
 
Figure 6.44: The DCF of the 400 W hydroelectric system over the 15 years. 
 
NPV  AUD-6,290 
Mitigation (tCO2-e)  8.266 
Table 6.33: The total market adaptation potential (NPV) and market mitigation 
potential of the 400 W hydroelectric system. 
 
6.7.3 Discussion 
While noting many uncertainties and assumptions, the 400 W hydroelectric 
grid-connected system was not a commercially attractive option with a NPV of 
almost  AUD-6,500  over  the  15  years.  The  relatively  small  market  mitigation 
potential offered by the 400 W hydroelectric system investment was not an 
financially attractive mitigation measure. This was comparable to the market 
adaptation potential (NPV) and market mitigation potential of both the 1 kW 
PV and 1 kW wind turbine grid-connected systems (Table 6.34). 250 
 
  1 kW PV  1 kW wind  400 W hydro 
NPV  AUD-6,436  AUD-5,416  AUD-6,290 
Mitigation (tCO2-e)  9.513  8.467  8.266 
Mitigation cost (AUD tCO2-e
-1 )  677  640  761 
Table 6.34: A comparison between the 1 kW wind, 1 kW PV, and 400 W 
hydroelectric grid-connected system’s total market adaptation potential (NPV) 
and market mitigation potential over the 15 year investment cycle. 
 
 
6.8 A 1 kW Grid-connected Hydroelectric System  
The  same  homestead  load  profile  and  total  consumption  was  used  in  a 
simulation of a nominal 1 kW DC high-efficiency pico-hydroelectric impulse 
turbine installed on a medium gross head (6.5 m), with a inlet pipe loss of 12%. 
The simulated DC hydroelectric system enabling components were identical to 
the pico-hydroelectric system designed to operate at a maximum of 400 W, 
although the increased head supports an alternative pico-hydroelectric turbine 
technology rated up to a maximum of 1 kW in this scenario. The hydroelectric 
turbine was connected to the same 1.1 kW grid-connected inverter as the 1 kW 
PV  and  wind  systems,  and  the  400  W  hydroelectric  system.  The  inverter 
supplied the homestead load in parallel with the SWIS electricity network. The 
system schematic of the simulated system is identical to Figure 6.40. 
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6.8.1 Technical Simulation Results 
Figure 6.45 shows the annual and monthly electrical simulation results for the 
high-efficiency 1 kW hydroelectric system over an average year, and Figure 6.46 
shows the annual simulation results of the inverter for each 15 minute interval 
over  the  simulated  year.  Table  6.35  summarises  the  annual  average  total 
electricity consumed, exported, inverter production, the percentage of inverter 
output  consumed  in  the  homestead,  and    the  percentage  of  homestead 
electricity supplied by the inverter. 
 
 
Figure 6.45: Simulation results for the homestead’s 1 kW hydroelectric system. 
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Figure 6.46: Inverter simulation results for the 1 kW hydroelectric system. 
 
 
Total homestead electricity consumption from all sources  4,380 kWh year
-1 
Total electricity exported to the electricity network  1,709 kWh year
-1 
Net electricity production from inverter  3,035 kWh year
-1 
Total inverter production consumed in the homestead  1,326 kWh year
-1 
% of inverter production consumed by the homestead  43.7 % 
% of annual homestead electricity supplied by the inverter  30.3% 
Table 6.35: Summary of annual average simulated homestead 1 kW 
hydroelectric system outputs. 
 
The percentage of homestead electricity supplied by the inverter was 43.7%, and 
the percentage of inverter production consumed by the homestead was 30.3%. 
The output data was relatively consistent with both the 3 kW PV and the 3 kW 
wind  systems.  However,  the  major  difference  was  the  larger  percentage  of 
electricity produced by the system that was consumed in the homestead in the 
winter and spring months. This was primarily due to the lower nominal rating 
of the hydroelectric system which was more matched to the homestead load 253 
 
over  wetter  months,  and  resulted  in  a  reduced  percentage  of  exported 
electricity. The simulated monthly average hourly electricity exported to the 
electricity network from the 1 kW hydroelectric system is shown in Figure 6.47. 
In  a  similar  manner  to  the  400  W  hydroelectric  system,  around  half  of  the 
average hourly hydroelectric system output in the wetter months was exported 
to the electricity network for the 1 kW system.  
 
 
Figure 6.47: Monthly average hourly homestead electricity exported to the grid. 
 
 
6.8.2 Adaptation and Mitigation Model Results 
Market prices for the 1 kW hydroelectric system were identical to the 400 W 
hydroelectric system adaptation and mitigation simulation, and are shown in 
Table 6.36. The only change in capital costs was the additional capital cost of a 254 
 
longer intake (AUD500), and the larger rebate from the REC entitlement
bb. The 
total REC entitlement for the system is 95 over the maximum deeming period of 
five years. In a similar manner to the wind systems and the 400 W hydroelectric 
system, the simulation ignores the value of the total REC entitlement after the 
initial period as no installation period multiplier was published for after 30 June 
2015. 
 
Figure  6.48  shows  that  the  market  adaptation  potential  for  the  1  kW 
hydroelectric  system  did  not  recoup  the  initial  investment.  Table  6.37 
summarises the current market adaptation and market mitigation potentials of 
the system. For each tCO2-e of mitigation, a cost of almost AUD198 was borne 
by the system owner. 
                                                 
bb  The  1  kW  hydroelectric  system  is  assumed  to  be  identical  to  the  400  W 
model, as the only difference in the simulation is the higher dynamic head 
and flow leading to higher output. 255 
 
 
Table 6.36: The DCF and emissions calculation results for the 1 kW hydroelectric grid-connected system over a 15 year interval, with the 
NPV in red. 256 
 
 
 
Figure 6.48: The DCF of the 1 kW hydroelectric system over the 15 years. 
 
NPV  AUD-3,316 
Mitigation (tCO2-e)  16.708 
Table 6.37: The total market adaptation potential (NPV) and market mitigation 
potential of the 1 kW hydroelectric system. 
 
6.8.3 Discussion 
While again noting many uncertainties and assumptions, the high-efficiency 1 
kW  hydroelectric  grid-connected  system  was  not  a  commercially  attractive 
option  with  a  NPV  of  around  AUD-3,300  over  the  15  years.  The  market 
mitigation potential of the system was 16.708 tCO2-e over the 15 year interval, 
which was less than both the 3 kW PV and 3 kW wind systems. Table 6.38 
compares  the  market  adaptation  potential  (NPV)  and  market  mitigation 257 
 
potential of the 3 kW PV, the 3 kW wind turbine grid-connected systems, and 
the 1 kW hydroelectric system. 
 
  3 kW PV  3 kW wind  1 kW hydro 
NPV  AUD-15,015  AUD-13,387  AUD-3,316 
Mitigation (tCO2-e)  20.954  17.728  16.708 
Mitigation cost (AUD tCO2-e
-1 )  716  755  198 
Table 6.38: A comparison between the 3 kW wind, 3 kW PV, and 1 kW 
hydroelectric grid-connected system’s total market adaptation potential (NPV) 
and market mitigation potential over the 15 year investment cycle. 
 
 
6.8.4 Comparative Scenario: Hydro System REBS and FiT Eligibility 
In a similar manner to the 3 kW PV and wind systems, the relatively small 
market  mitigation  potential  offered  by  the  1  kW  hydroelectric  system 
investment was not a financially attractive mitigation measure. For comparison, 
a simulation of the 1 kW hydroelectric system with the following assumptions 
was undertaken: 
·  the SGU Solar Credits Scheme capital subsidy remains the same; 
·  the 1 kW hydroelectric system outputs and homestead load profiles remain 
identical; 
·  electricity import prices remain identical over the period; 
·  carbon prices remain as zero; 258 
 
·  the K1 tariff is eligible for Synergy’s REBS (AUD0.07 kWh
-1), akin to the 
SmartPower/A1 tariffs, and; 
·  an  additional  WA  State  Government  FiT  of  AUD0.40  kWh
-1  (net)  is 
available on the K1 tariff for the first 10 years. This creates a real value of 
AUD0.47 kWh
-1 for exported electricity in the first ten years, and a real value 
of AUD0.07 kWh
-1 after the first ten years. 
 
The results of the simulation are shown in Table 6.39 and Figure 6.49. The NPV 
of the 1 kW hydroelectric system with a FiT was an attractive investment from 
the perspective of the owner at AUD2,074 over the 15 year model. Figure 6.49 
shows the influence of the 10 year FiT, with a distinct downturn in cash flow 
after year 10. Based on the new scenario assumptions the 1 kW hydroelectric 
system has both a positive market mitigation potential of 16.708 tCO2-e, and a 
positive  market  adaptation  potential  of  AUD2,074.  The  positive  market 
adaptation potential (or a negative abatement cost) of AUD124 tCO2
-1 was an 
attractive investment to both adapt to electricity price increases and reduce any 
carbon  liability  of  a  private  investor.  However,  the  the  unsubsidised  system 
(excluding the capital SGU rebate and the FiT) would result in a NPV of AUD-
7,116 for the private owner (Table 6.40).  
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Table 6.39: The DCF and emissions calculation results for the 1 kW hydroelectric grid-connected system with the AUD0.47 kWh
-1 FiT for 
exported electricity over a 10 year interval, and standard Synergy REBS values after the 10 year period. The NPV is in red. 260 
 
 
 
 
 
 
Figure 6.49: The DCF of the 1 kW hydroelectric system over the 15 years. 
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Table 6.40: The DCF and emissions calculation results for the 1 kW hydroelectric grid-connected system, minus any government subsidy 
or FiT mechanism over a 15 year interval, with the NPV in red. 262 
 
6.9 A 15 kVA Wood Gasification Grid-connected Unit Coupled to a 6 
kW Modified Petrol Generator (Electricity only). 
A spark-ignition engine coupled with a 6 kW generator powered by a wood 
gasifer was simulated to supply the identical homestead load profile and total 
consumption. The gasifier input fuel was small wood pieces  and was designed 
to supply wood gas to a 3 L engine operating at 1500/1800 rpm, coupled to a 15 
kVA single phase 240 V generator. The throated downdraft unit operates in 
batch mode, and the maximum hourly wood consumption of 20 kg delivers a 
wood gas output of 45 Nm
3. The system was simulated at half maximum output, 
with an approximate fuel-dependent calorific value of the output gas of 5 MJ m
-
3. For this simulation, the gasifier operating at half maximum output supplied a 
spark-ignition engine (15 kVA × 0.8 × 0.5 output = 6 kW) coupled to a 6 kW 
generator. This enabled a comparison with the 6 kW diesel and PV simulations.  
 
The gasifier included a fuel hopper able to store 60 kg, primary and secondary 
particulate scrubbers, a gas cooler and condenser with condensate collection 
tank, flexible connection hoses, an air-gas mixer, electric startup suction fan, 
and a startup gas burner. The ancillary components required to operate and 
maintain the gasifier were included in the capital cost of the unit. The 60 kg 
hopper was able to store around 6 hours supply of fuel wood at the half rate 
output. The simulation assumed identical scheduling times as the 6 kW diesel 
(the four hours between 1pm and 5pm), except the 6 kW woodgas generator was 
forced  on  during  the  entire  interval,  rather  than  an  optimised  operation 263 
 
depending on the load and battery state of charge. Therefore, the average daily 
consumption was approximately 40 kg of dry wood. The available wet wood was 
pre-dried  using  waste  heat  from  the  engine  exhaust  gas  to  a  15%  moisture 
content (wet basis) prior to gasification. Gasifier combustion waste products, in 
addition to gases, are mineral-rich ash, various biochar residues, and slightl;y 
alkaline condensate water. The filter box waste outputs from the gasifier are 
simply sawdust from wood processing which contain ash and fine carbon, and 
can be added to the wood blocks in the next batch. 
 
Figure 6.50 shows the generic efficiency curve generated to represent a spark-
ignition  engine  performance.  (Note  the  reduction  in  peak  efficiency  of  the 
woodgas generator relative to the 6 kW diesel generator shown in Figure 6.18). 
The identical homestead load profile and total electricity consumption was used 
in  the  6  kW  woodgas  system  supplying  the  load  in  parallel  with  the  SWIS 
electricity network. The system schematic is shown in Figure 6.51.  
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Figure 6.50: The generic efficiency curve generated for the spark-ignition engine 
generator coupled to the gasifier.  
 
 
Figure 6.51: System schematic for the 6 kW wood gas system connected to the 
electricity network.  
 
6.9.1 Technical Simulation Results 
Figure 6.52 shows the annual and monthly electrical simulation results for the 15 
minute intervals for the 6 kW gasifier system over an average year. Figure 6.53 
shows  the  annual  simulation  results  of  the  woodgas  generator.  Despite  the 
woodgas generator scheduling forcing operation over the four hours per day, 
and  the  diesel  generator  forced  on  for  only  two  of  the  four  hours  with  an 
optimised  operation  for  the  remaining  2  hours,  the  system  control  and 265 
 
constraints resulted in an annual difference of only 16 additional operational 
hours for the woodgas generator.  
 
 
Figure 6.52: Simulation results for the homestead’s 6 kW grid-connected 
woodgas system. 
 
 
Figure 6.53: Annual simulation results for the 6 kW woodgas generator. 266 
 
Table  6.41  summarises  the  total  electricity  consumed,  exported,  generator 
production, the percentage of generator output consumed in the homestead, 
and  the  percentage  of  homestead  electricity  supplied  by  the  generator.  The 
percentage of the 6 kW woodgas generator output consumed in the household 
was 18.9%. This was due to the relatively high rating of the generator relative to 
the  smaller  homestead  peak  demand  times  during  the  scheduled  hours  of 
operation.  The  percentage  of  homestead  electricity  that  the  6  kW  woodgas 
system supplied directly to the homestead was 34.2%. This occurred in the main 
due to the scheduled hours being at the homestead peak period. The simulated 
monthly average hourly electricity exported to the electricity network from the 
6  kW  woodgas  system  is  shown  in  Figure  6.54.  The  scheduled  hours  of 
operation are clearly indicated in each month. 
 
Total homestead electricity consumption from all sources  4,380 kWh year
-1 
Total electricity exported to the electricity network  6,402 kWh year
-1 
Net electricity production from generator  7,898 kWh year
-1 
Total inverter production consumed in the homestead  1,496 kWh year
-1 
% of generator production consumed by the homestead  18.9% 
% of annual homestead electricity supplied by the generator  34.2% 
Table 6.41: Summary of annual average simulated 6 kW woodgas system 
outputs. 
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Figure 6.54: Monthly average hourly homestead electricity exported to the grid. 
 
6.9.2 Adaptation and Mitigation Model Results 
Market  prices  for  the  full  6  kW  woodgas  system,  including  the  gasifier  was 
based on the actual 2010 capital and operational costs. The model assumes a 
zero financial value for electricity exports onto the network from the existing 
REBS  ineligibility  of  K1  tariff  customers.  The  emissions  from  the  woodgas 
system were deemed to be carbon neutral.  
 
The capital and operational costs of the gasifier were obtained from a gasifier 
manufacturer . The cleaning procedure for the gasifier was modelled to take half 
an hour for one person, and the labour for wood collection was based on a 
slightly higher than current market value of delivered firewood in regional areas 
of the SW of WA (AUD120 t
-1) to take account of the additional costs of wood 
block fuel preparation. Hourly labour costs for maintenance in the model were 268 
 
AUD30. The model assumed that the gasifier was able to remain operational 
without an active operator over the scheduling period, except for start-up and 
shut-down,  which  were  assumed  to  require  20  mins  each  day.  The  reload 
frequency at full output was approximately 3 hours, with the required cleanout 
and  filter  maintenance  required  every  20  hours  of  operation.  Therefore,  the 
simulation (somewhat simply) assumes at half full output, the reload, cleanout, 
and filter change intervals will be doubled to 6 hours and 40 hours, respectively. 
All market values are shown in Table 6.42. 
 
The market adaptation potential for the 6 kW woodgas system did not recoup 
the initial investment (Figure 6.55). The total market mitigation potential of the 
system was 18.850 tCO2-e over the 15 year interval. Table 6.43 summarises the 
market adaptation and market mitigation potentials of the system. For each 
tCO2-e of mitigation, a cost of AUD6,180 for the 6 kW woodgas system. 
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Table 6.42: The DCF and emissions calculation results for the 6 kW woodgas grid-connected system over a 15 year interval, with the NPV 
in red. 270 
 
 
Figure 6.55: The DCF of the 6 kW woodgas system over the 15 years. 
 
NPV  AUD-116,486 
Mitigation (tCO2-e)  18.850 
Table 6.43: The total market adaptation potential (NPV) and market mitigation 
potential of the 6 kW woodgas system. 
 
6.9.3 Discussion 
While noting the numerous uncertainties and assumptions, the 6 kW woodgas 
grid-connected system was not a commercially attractive option with a negative 
NPV of around AUD120,000 over the 15 years, relative to network electricity. 
The small market mitigation potential relative to the high NPC of the system 
resulted in the extremely high equivalent price of carbon. 
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The 6 kW woodgas system was remodelled for the scenario above, excluding 
costs for gasifier maintenance and input wood fuel to account for pre-existing 
wood supplies of correct specification and volunteer (zero cost) labour. The new 
scenario  market  adaptation  potential  was  more  attractive  (AUD-61,491), 
although still negative. The difference between the scenario with and without 
labour  and  fuel  wood  costs  was  AUD54,995  over  the  15  year  interval.  This 
difference indicates the high labour and input fuel costs when operating wood 
gasification technologies.  
 
6.9.4 Comparative Scenario: Woodgas System Preferential Subsidies  
For comparison, the author has also undertaken a simulation of the 6 kW grid-
connected woodgas system with the following assumptions: 
·  a SGU Solar Credits Scheme capital subsidy was available equivalent to the 6 
kW PV system deemed over 15 years (213 × AUD40); 
·  the  6  kW  woodgas  system  outputs  and  homestead  load  profiles  remain 
identical; 
·  electricity prices remain identical; 
·  the K1 tariff is eligible for Horizon Power’s REBS, akin to the SmartPower/A1 
tariffs; 
·  a cost for the input wood fuel of zero;  
·  the WA State Government FiT of AUD0.40 kWh
-1 (net) is available for 15 
years on the K1 tariff (creating a real value of AUD0.59 kWh
-1), and; 272 
 
·  an  up-front  payment  of  the  deemed  mitigation  potential  is  paid  to  the 
system owner as a capital subsidy, based on an extremely high carbon price 
of AUD500 tCO2-e
-1. 
 
The results of the simulation are shown in Table 6.44 and Figure 6.56. Whilst 
the NPV of the 6 kW woodgas system with the more attractive market values 
were an improvement from the perspective of the owner, the market adaptation 
potential (NPV) remains unattractive at AUD-33,920. The model used extremely 
generous policies to enhance the attractiveness of the system, and the resulting 
high  NPC  demonstrates  the  current  high  cost  of  small-scale  grid-connected 
woodgas systems in the SW of WA. 
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Table 6.44: The DCF, NPV, and emissions calculation results for the 6 kW woodgas grid-connected system over a 15 year interval, with 
the new assumptions to increase economic return. 274 
 
 
Figure 6.56: The system DCF with new assumptions over the 15 years. 
 
 
6.10 A 15 kVA Wood Gasification Stand-alone Unit Coupled to a 6 kW 
Modified Petrol Generator (Electricity only). 
The identical spark-ignition engine generator and gasifier system was used to 
simulate the technical performance as a stand-alone system, relative to grid-
connection.  The  6  kW  AC  woodgas  generation  system  was  coupled  with  a 
battery bank supplying the total homestead load in parallel through an 11 kW 
stand-alone inverter/rectifier, located off-grid to the SWIS electricity network. 
The battery bank was identical to previously simulated battery banks with a 
nominal capacity of 139 kWh, 83 kWh of useable nominal capacity (with a 60% 
minimum state of charge) on a 120 V DC bus. Figure 6.57 is a schematic diagram 
of the simulated system. 
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Figure 6.57: 6 kW woodgas/inverter/rectifier/battery system schematic.  
 
6.10.1 Technical Simulation Results 
Figure 6.58 shows the annual and monthly electrical simulation results for the 15 
minute intervals for an average year, including the identical annual homestead 
total electricity of demand of 4,380 kWh. The total annual average output of the 
woodgas system was 7,185 kWh. Figure 6.59 shows that 4,203 kWh was supplied 
to the simulated 90% efficient rectifier and 3,782 were delivered to the battery 
bank (a loss of 420  kWh). The lead-acid battery bank technology simulated 
cycle efficiency of around 80% received 3,782 and delivered 3,037 kWh to the 
inverter, a total loss of 745 kWh per annum. The 95% efficient inverter supplied 
an average 2,885 kWh to the homestead load from a total input of 3,037 kWh (a 
loss of 152 kWh).  
 
The  total  wood  consumption  of  the  system  was  18.4  tonnes  per  annum,  an 
increase  of  4.4  tonnes  per  annum  relative  to  the  grid-connected  system 
supplying the homestead load only in scheduled hours. It is noted that these 
levels of wood consumption were relatively minor, at less than an estimated 276 
 
25% of the sustainable yield of waste wood in the majority of farms in the SW of 
WA. 
 
The specific fuel wood consumption was almost identical to the grid-connected 
woodgas system generator, although a generator minimum load ratio of 70% 
was used in the stand-alone system, as compared to 80% in the grid-connected 
system.  This  configuration  was  used  in  the  stand-alone  woodgas  system  to 
provide  a  suitable  comparison  to  the  performance  of  the  6  kW  stand-alone 
diesel generator system (Figure 6.58, Figure 6.59, and Figure 6.60). 
  
 
Figure 6.58: Electrical simulation results for the 6 kW woodgas generator. 
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Figure 6.59: Inverter annual simulation results for the homestead. 
 
 
Figure 6.60: Battery component annual simulation results for the homestead’s 
input from the 6 kW generator and input/output from/to the 11 kW 
rectifier/inverter. 
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Figure 6.60 shows that the battery bank remains at a very high state of charge 
(>85%)  for  the  vast  majority  of  the  simulated  year.  The  daily  generator 
scheduling resulted in the lowest battery bank state of charge occurring in the 
hours prior to generator operation (Figure 6.61). Figure 6.62 shows the average 
simulated hourly excess electricity for the system for each month.  
 
 
Figure 6.61: Monthly average daily battery state of charge. 
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Figure 6.62: Monthly average hourly homestead excess electricity from the 
stand-alone 6 kW woodgas system for each month. 
 
The stand-alone system supplied 100% of the annual load requirement. Table 
6.45 shows a summary of the annual homestead electricity simulations.  
 
Total homestead electricity consumption from all sources  4,380 kWh year
-1 
Total excess electricity  1,488 kWh year
-1 
Net electricity production from the woodgas generator  7,185 kWh year
-1 
Net electricity production from the inverter  2,885 kWh year
-1 
Net electricity output from battery bank  3,037 kWh year
-1 
% of woodgas AC generator production directly consumed  60.1 % 
% of inverter production consumed by the homestead  100% 
Table 6.45: Summary of annual average simulated technical outputs. 
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6.10.2 Adaptation and Mitigation Model Results 
Capital and operating costs for all system components were identical to the 
stand-alone 6 kW diesel generation system, except for additional costs relating 
to the gasifier, which were assumed to be identical to the grid-connected 6 kW 
woodgas  system.  All  costs  are  summarised  in  Table  6.46  and  were  GST 
inclusive, unless specified.  
 
In an identical manner to the 6 kW diesel system, the K1 electricity tariff supply 
charge of 38.23 ¢ day
-1 (including GST), represents an equivalent average annual 
daily load cost in the economic model. The 12 kWh average daily load at a cost 
of 20.83 ¢ kWh
-1 and the daily supply cost is equal to an average daily tariff 
increase of 15.29% to 24.01 ¢ kWh
-1. The 24.01 ¢ kWh
-1 does not incorporate any 
other  costs  or  fees  that  may  occur  on  R1,  SmartPower,  L1,  or  K1  electricity 
retailer accounts. The model also ignores any calculations regarding electricity 
network extensions. 
 
Figure 6.63 shows that the NPV does not recoup the initial investment, and the 
owner’s  discounted  cost  relative  to  grid-connection  was  modelled  as 
AUD140,710 over the 15 year interval. The total market mitigation potential of 
the system was 55.188 tCO2-e, the maximum possible for the household over the 
15 year interval, based on the simulation assumptions.  281 
 
 
Table 6.46: The DCF and emissions calculation results for the stand-alone 6 kW woodgas system over the 15 year interval, relative to 
grid-connection. The system’s NPV is in red. 282 
 
 
Figure 6.63: The 6 kW woodgas system DCF over the 15 year interval. 
 
 
6.10.3 Comparative Scenario: Zero Operational Cost Woodgas System  
For comparison, Table 6.47 and Figure 6.64 represents a second scenario which 
models the stand-alone 6 kW woodgas system with a zero cost for fuel and 
gasifier maintenance. The NPV for the system in this scenario was AUD-87,705. 
Table 6.48 summarises the current market adaptation and mitigation potentials 
of the systems. The two system’s market and mitigation potentials, represented 
in terms of a carbon price the system owner would pay is represented in Table 
6.49. 283 
 
 
Table 6.47: The DCF and emissions results for the stand-alone 6 kW woodgas system over the 15 year interval with zero wood fuel and 
gasifier maintenance labour costs. The system’s NPV is in red. 284 
 
 
Figure 6.64: The DCF of the new 6 kW woodgas system scenario over the 15 year 
interval. 
 
NPV of the 6 kW grid-connected gasifier  AUD-140,710 
NPV excluding fuel and gasifier maintenance costs  AUD-87,705 
Mitigation (tCO2-e)  55.188 
Table 6.48: The total market adaptation potential and market mitigation 
potential of the two 6 kW woodgas stand-alone system scenarios. 
 
Carbon price of the 6 kW woodgas system  AUD2,553 tCO2-e
-1 
Carbon price excluding gasifier labour and fuel costs  AUD1,591 tCO2-e
-1 
Table 6.49: The carbon price of the two stand-alone system scenarios. 
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6.10.4 Discussion of Both Woodgas System Project Scenarios 
While noting simulation and modelling uncertainties, both projects were clearly 
not commercially viable with a negative NPV, against the option of utilising the 
electricity network. From the analysis it was clear that the cost of labour and 
fuel were a significant cost input over time. Despite the significant reduction in 
NPC of approximately AUD53,000 with zero fuel and labour costs, the scenario 
is unlikely to occur in practice. Therefore, the relatively poor market adaptation 
potential  of  the  grid-connected  6  kW  woodgas  system  was  an  ineffective 
adaptation measure to avoid increased electricity prices. The market mitigation 
potential  was  the  highest  possible  for  the  homestead  load  assumptions, 
although the equivalent carbon prices for each system were extremely high.  
 
6.10.5 Comparative Scenario: A Diesel Component Substitution 
For comparison, an economic model of the 6 kW woodgas component against a 
6  kW  diesel  generator  component  with  an  identical  enabling  stand-alone 
system design and scheduling, all against an electricity network. The primary 
purpose for the inclusion of the diesel generator-only component was to assess 
actual costs of energy and emissions relative to both the SWIS, and the woodgas 
generator component. 
 
In  the  diesel-inverter-battery-only  scenario,  an  identical  diesel  generation 
component was used to compare technical and market economic performance 
against  the  woodgas  generation  component.  The  well  loaded  AC  diesel 286 
 
generator (70% minimum load ratio) with an average specific fuel consumption 
of 0.383 L kWh
-1 supplied the annual 4,380 kWh household load requirement. 
The diesel was restricted to operate only between the hours of 1pm and 5pm, 
forced to operate once a day from 1pm to 3pm, and scheduling was optimised 
for 3pm to 5pm to satisfy system control requirements of battery state of charge 
and load supply. The diesel price was estimated at AUD1.20 L
-1 gross delivered, 
and the economic model incorporated the Fuel Tax Credit of AUD0.38143 L
-1, 
resulting in a net cost of price of AUD0.82 L
-1 (due to rounding). Therefore, the 
equivalent electricity price per kWh using a diesel with an efficiency of 0.383 L 
kWh
-1 was AUD0.314 kWh
-1. The capital costs, the major servicing, and major 
reconditioning  requirements  for  the  diesel  generator  were  estimated  and 
included in the economic model. The total simulated annual average electricity 
produced by the diesel generator was 5,810 kWh to conservatively supply the 
household  load  and  to  cover  associated  conversion  efficiency  losses  from 
enabling  equipment,  such  as  the  inverter  and  battery  bank.  The  simulated 
annual average diesel fuel consumption of the system was 2,225 L.  
 
The associated emissions were calculated using same data previously presented 
in  Table  6.14.  The  simulated  annual  average  diesel  emissions  from  the 
combustion of 2,225 L was 5.969 tCO2-e. (2,225 L × 38.6 MJ L
-1 × 0.0695 kgCO2-e 
MJ
-1).  This  was  an  annual  increase  of  around  2.3  tCO2-e  compared  to  the 
household  being  supplied  by  the  SWIS  electricity  network  alone  for  the 
simulated average year. 287 
 
Table 6.50 and Figure 6.65 show the NPV, the market mitigation potential, and 
the  DCF  of  the  6  kW  diesel-inverter-battery-only  stand-alone  system.  The 
market mitigation potential of the diesel system over the life-cycle was negative, 
totalling 34.347 tCO2-e more emissions than a SWIS network only supply. The 
NPV of the system was AUD-78,164, a very expensive option relative to grid-
connection, if available. This was comparable to the NPV of the stand-alone 
woodgas system without the fuel and gasifier maintenance costs (AUD-87,705), 
although it was significantly more attractive than the woodgas system when 
wood  fuel  and  maintenance  costs  were  included  (AUD-140,710).  The  market 
mitigation  potential  difference  between  the  simulated  diesel  and  woodgas 
system options were 89.465 tCO2-e over the 15 year life-cycle (Table 6.51). 
 
 
  Figure 6.65: The DCF of the 6 kW diesel stand-alone system over the 15 year 
interval. 288 
 
 
Table 6.50: The DCF and emissions results for the 6 kW diesel stand-alone system over the 15 year interval. The system’s NPV is in red289 
 
NPV of the diesel-inverter-battery-only system   AUD-78,164 
Mitigation (tCO2-e)  -34.347 
NPV of the woodgas-inverter-battery-only system  AUD-140,710 
Mitigation (tCO2-e)  55.188 
NPV of the woodgas system (minus gasifier OPEX)  AUD-87,705 
Mitigation (tCO2-e)  55.188 
Table 6.51: The total market adaptation potential and market mitigation 
potential of the diesel-inverter-battery and the woodgas-inverter-battery 
systems.  
 
This  analysis  shows  that  in  terms  of  market  adaptation  potential,  there  are 
significant differences in costs that do not favour lower-emission technology 
choices.  A  substantial  capital  subsidy  or  a  very  high  carbon  price  would  be 
required to make the wood gasifier technology a more attractive choice over the 
traditional diesel option. 
 
6.10.6 Comparative Scenario: Biodiesel Fuel Substitution 
For further comparison, a simple calculation was undertaken to quantify the 
market adaptation and mitigation potential of operating the diesel generator on 
biodiesel. The biodiesel fuel was modelled as being carbon neutral in a similar 
manner to the wood fuel used in the woodgas system. The biodiesel cost was 
assumed to be AUD0.08 L
-1 more expensive than mineral diesel, for a total price 
of AUD1.28 L
-1. Unlike mineral diesel, biodiesel was modelled without the fuel 
tax  credit.  This  is  the  actual  price  the  owner  will  pay  for  the  fuel  post  tax. 290 
 
Assuming the diesel generation exhibits an identical specific fuel consumption 
of  0.383  L  kWh
-1,  the  equivalent  electricity  price  was  AUD0.49  kWh
-1.  The 
assumptions are shown in Table 6.52 and Figure 6.66. Table 6.53 compares the 
new market adaptation potential and market mitigation potential of the diesel 
and biodiesel systems. Table 6.54 shows the equivalent carbon prices of diesel 
and  the  biodiesel  systems.  The  difference  between  the  market  mitigation 
potential of the mineral diesel and the biodiesel systems were simply due to the 
deemed  net  zero  emissions  of  the  biodiesel,  compared  against  the  SWIS 
electricity  network  emission  factor  baseline.  This  is  an  excellent  example  of 
where the emissions and costs external to the private investor are omitted in the 
market  mitigation  and  market  adaptation  potentials.  Note  that  the  mineral 
diesel  carbon  price,  in  contrast  to  the  renewable  energy  systems,  was  the 
additional price paid to emit, rather than to mitigate. 291 
 
Initial costs & subsidies Rates/Prices/Factors Annual costs & production
Capital equipment -$60,000.00 Inflation rate 3.00% Equivalent electricity price ($/L*0.383L/kWh) -$0.4902
New meter $0.00 Real discount rate 8.00% SWIS baseline incl. Supply costs ($/kWh) -$0.2401
Capital subsidy $0.00 Carbon price ($t/CO2-e) $0.00 Annual electricity generated (kWh) 5,810
REC entitlement 0 Carbon price inflation 0.00% Annual net electricity used (kWh) 4,380
Total REC value $0.00 REC price $0.00 Total diesel consumed (L) 2,225
Extension cost $0 Annual fuel emissions (kg) 5,969.0 Annual minor diesel servicing costs (mDS) -$1,100.00
E.F. (kgCO2-e/MJ) 0.0695 Electronics  and battery service (EBS) -$600.00
Total -$60,000 Energy content (MJ/L) 38.6 Major diesel service (MDS) -$3,500.00
Yr Cashflow Data Service Costs Fuel Costs Net $ Flow Cumul. $ Flow D.Net S Flow D.Cumul. $ Flow tCO2 Baseline tCO2 New Net. tCO2 Mit. Cumul. tCO2 Mit.
0 Installation -$60,000 $0 -$60,000 -$60,000 -$60,000 -$60,000 0.000 -3.679 0.000
1 mDS -$1,100 -$1,453 -$2,553 -$62,553 -$2,364 -$62,364 0.000 -3.679 3.679 3.679
2 mDS -$1,100 -$1,453 -$2,553 -$65,106 -$2,189 -$64,553 0.000 -3.679 3.679 7.358
3 mDS -$1,100 -$1,453 -$2,553 -$67,659 -$2,027 -$66,580 0.000 -3.679 3.679 11.038
4 mDS, MDS -$4,600 -$1,453 -$6,053 -$73,713 -$4,449 -$71,029 0.000 -3.679 3.679 14.717
5 mDS -$1,100 -$1,453 -$2,553 -$76,266 -$1,738 -$72,767 0.000 -3.679 3.679 18.396
6 mDS, EBS -$1,700 -$1,453 -$3,153 -$79,419 -$1,987 -$74,754 0.000 -3.679 3.679 22.075
7 mDS -$1,100 -$1,453 -$2,553 -$81,972 -$1,490 -$76,243 0.000 -3.679 3.679 25.754
8 mDS, MDS -$4,600 -$1,453 -$6,053 -$88,025 -$3,270 -$79,514 0.000 -3.679 3.679 29.434
9 mDS -$1,100 -$1,453 -$2,553 -$90,578 -$1,277 -$80,791 0.000 -3.679 3.679 33.113
10 mDS -$1,100 -$1,453 -$2,553 -$93,131 -$1,183 -$81,973 0.000 -3.679 3.679 36.792
11 mDS, EBS -$1,700 -$1,453 -$3,153 -$96,285 -$1,352 -$83,326 0.000 -3.679 3.679 40.471
12 mDS, MDS -$4,600 -$1,453 -$6,053 -$102,338 -$2,404 -$85,730 0.000 -3.679 3.679 44.150
13 mDS -$1,100 -$1,453 -$2,553 -$104,891 -$939 -$86,668 0.000 -3.679 3.679 47.830
14 mDS -$1,100 -$1,453 -$2,553 -$107,444 -$869 -$87,538 0.000 -3.679 3.679 51.509
15 mDS -$1,100 -$1,453 $1,947 -$105,497 $614 -$86,924 0.000 -3.679 3.679 55.188
Remaining System Value $4,500  
Table 6.52: The DCF and emissions results for the 6 kW biodiesel stand-alone system over the 15 year interval. The NPV is in red. 292 
 
 
  Figure 6.66: The DCF of the 6 kW biodiesel stand-alone system over the 15 year 
interval. 
 
NPV of the diesel-inverter-battery-only system   AUD-78,164 
Mitigation (tCO2-e)  -34.347 
NPV of the biodiesel-inverter-battery-only system   AUD-86,924 
Mitigation (tCO2-e)  55.188 
Table 6.53: The total market adaptation potential and market mitigation 
potential of the diesel-inverter-battery and the biodiesel-inverter-battery 
systems.  
 
Carbon price of the diesel-inverter-battery system  AUD-2,276 tCO2-e
-1 
Carbon price of the biodiesel-inverter-battery system  AUD1,577 tCO2-e
-1 
Table 6.54: The carbon price of the two stand-alone diesel powered generator 
system scenarios. 
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The displacement of conventional mineral diesel with biodiesel shows, in terms 
of  market  adaptation  potential,  the  is  an  additional  AUD8,760  cost  burden. 
However,  this  option  does  reduce  total  interval  emissions  by  89.535  tCO2-e, 
although  when  this  difference  is  represented  as  an  equivalent  carbon  price 
(AUD97.83 tCO2-e
-1), this is a relatively expensive option. A substantial biodiesel 
fuel subsidy or a high carbon price around AUD100 would be required to make 
the  option  of  displacing  diesel  fuel  with  biodiesel  an  attractive  market 
mitigation  option.  Note  that  all  embedded  emissions  associated  with  the 
production of the biodiesel are external to the purchase price when biodiesel is 
assumed to be carbon neutral, and thus when calculating the market mitigation 
potential.  Government  policymakers  would  thus  calculate  the  economic 
mitigation and economic adaptation potential of this option to determine the 
equivalent carbon price for an investment of taxpayer funds. 
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6.11 Clean Energy Technology Feasibility Analyses Summary 
The  summary  results  of  the  primary  system  technical  simulations  and 
associated modelled market adaptation and  market mitigation potentials for 
each system are shown in Table 6.55. Due to the range of assumptions and 
market  values  incorporated  into  the  various  “Comparative  Scenarios”  which 
explored specific feasibility study sensitivities, not all were included in Table 
6.55. The analyses show that, relative to the existing option of connecting to the 
electricity  network,  all  of  the  renewable  energy  small-scale  system  technical 
simulations  and  market  potential  modelling  resulted  in  negative  NPVs. 
However,  the  range  of  market  mitigation  potentials  for  each  system  type 
demonstrates  that,  in  theory,  significant  mitigation  is  possible  from  each 
regional  household.  Unfortunately  the  costs  of  this  mitigation,  as  shown  in 
Table 6.55, were very high. In contrast, the mineral diesel systems exhibited 
both a negative NPV and generated negative mitigation, resulting in a perverse 
carbon value (in bold). 
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Primary system scenario  NPV (AUD)  Mitigation (tCO2-e)  AUD tCO2-e
-1 
1 kW PV grid-connect  -6,436  9.513  667 
3 kW PV grid-connect  -15,015  20.954  716 
6 kW PV stand-alone  -79,981  55.188  1,451 
120  W PV water pumping  -1,100  0.520  2,115 
1 kW wind grid-connect  -5,416  8.467  640 
3 kW wind grid-connect  -8,849  17.728  755 
400 W hydro grid-connect  -6,290  8.266  761 
1 kW hydro grid-connect  -3,316  16.708  198 
6 kW gasifier grid-connect  -116,486  18.850  6,180 
6 kW gasifier stand-alone  -140,710  55.188  2,553 
6 kW diesel stand-alone  -78,164  -34.347  -2,276 
6 kW diesel stand-alone
cc  -79,693  -58.693  -1,358 
6 kW biodiesel stand-alone  -86,924  55.188  1,577 
Table 6.55: The total market adaptation potential (AUD), market mitigation 
potential (tCO2-e), and the market carbon price (AUD tCO2-e
-1) for each system, 
relative to electricity network connection.  
 
These results are represented graphically as a “marginal abatement cost” (MAC) 
curve in Figure 6.67. While the MAC curve is becoming a common method of 
                                                 
cc The second 6 kW diesel stand-alone system in Table 6.55 was derived from 
the comparison with the 6 kW PV stand-alone system, whereas the first was 
from the 6 kW woodgas system comparison (as was the biodiesel system). The 
system design and associated enabling equipment losses resulted in a marked 
increase in diesel fuel consumption and associated emissions for the second 
diesel.   296 
 
presenting  comparisons  of  investment  choices,  the  approach  is  limited  for 
detailed analyses and for private investments when compared to the integrated 
market mitigation and market adaptation potential curve. For instance, Figure 
6.67 indicates that most suitable option (or least mitigation cost) is to install 
small hydroelectric systems in the SW of WA. However, the MAC does not 
show that the 1 kW hydrological system looks promising primarily due to the 
relatively high decommissioning value from remaining system infrastructure. 
This additional value only exists if a second hydrological system is installed, or 
the infrastructure is able to be removed and sold.  
 
MACs also can become confusing when options are presented that generate 
higher emissions relative to a baseline scenario (such as the two diesel systems 
indicated in red). Furthermore, as indicated previously in Chapter 4, MACs lack 
clearly  defined  terminology  that  prevents  misinterpretation  of    whether  the 
figures  represent  the  total  market  cost  useful  private  entities,  or  the  total 
economic/socio-economic  costs  which  are  generally  only  suitable  for 
governments  when  calculating  externalities,  and  correspondingly  the  direct 
emissions, or the full lifecycle emissions for an option. Finally, Figure 6.67 does 
not  indicate  useful  information  regarding  the  capital  cost  component, 
subsequent  cash  flows,  a  visual  indication  of  the  discount  rate  influence. 
Therefore, the research results are presented as an integrated mitigation and 
adaptation  potential  curve  in  Figure  6.68.  Note  the  two  diesel  systems  are 297 
 
indicated  in  red,  and  should  not  be  interpreted  as  a  negative  cost,  as  the 
negative values are derived from a negative mitigation potential. 
 
 
Figure 6.67: The total market adaptation potential (AUD) and market 
mitigation potential (tCO2-e), for each primary system model used to produce a 
“marginal abatement cost” for the systems modelled. 
 
Figure  6.68  shows  the  total  market  adaptation  potential  (AUD)  and  market 
mitigation  potential  (tCO2-e),  for  each  primary  system  model.  Whilst  the 
presentation of Figure 6.68 for the range of 13 modelled systems and selected 
scenarios  seems  complicated,  there  is  a  large  amount  of  useful  information 
included, such as capital costs, selected interval cash flows, selected interval 298 
 
annual mitigation (in this research the economic model interval is on an annual 
basis), in addition to the final equivalent carbon price. The first year for each 
system is represented by the line marker located at the zero coordinate on the 
market mitigation potential (x) axis, and is aligned on the market adaptation 
potential axis (y) representing the total upfront capital cost of the system in 
“year  zero”.  The  subsequent  markers  represent  the  annually  average  market 
mitigation and market adaptation potential at each year, with the final year (15) 
indicated by the marker furthest away from the market adaptation (y) axis. The 
Cartesian  coordinate  presentation  enables  refinement  of  the  axes  scales  to 
explore differences between close technical substitutes. Figure 6.69 and Figure 
6.70 show selected coordinates refining the resolution of Figure 6.68. 
 
In contrast to MAC presentations, Figure 6.69 shows the nuances of cash flows 
and final value at decommissioning for each of the smallest renewable energy 
system  technology  types,  and  how  the  cash  flows  influence  total  equivalent 
carbon  prices.  Likewise,  Figure  6.70  shows  how  seemingly  very  similar 
technology choices (all 6 kW systems) can reflect very different cash flows and 
emission profiles. Even though these figures only represent annual averages of 
market  mitigation  and  cash  flows,  the  nuances  of  when  they  occur  in  the 
investment lifecycle will certainly influence decisions made by private entities 
and an important aspect to explicitly recognise. 
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Figure 6.68: The total market adaptation potential (AUD) and market 
mitigation potential (tCO2-e), for each primary system model. 
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Figure 6.69: The total market adaptation potential (AUD) and market 
mitigation potential (tCO2-e), for selected small-scale (≤1 kW) system models at 
coordinates between zero and ten tCO2-e, and AUD-5,000 and AUD-8.000. 
 
The  Cartesian  coordinate  form  enables  simple  visual  calculations  of  annual 
market mitigation, market adaptation, and the subsequent annual equivalent 
carbon  price  simply  from  the  subtracting  values  from  the  previous  year. 
Furthermore,  as  described  in  Chapter  4,  the  Cartesian  presentation  enables 
polynomial  approximation  to  facilitate  mathematical  differentiations  of  the 
mitigation  and  adaptation  potential  curve  to  estimate  annual  and  the 
mitigation, adaptation, and subsequent equivalent carbon prices, and also the 
change in annual mitigation and adaptation potentials for each option. These 301 
 
mathematical  manipulations  enable  a  greater  understanding  of  the 
relationships  between  system  mitigation  and  adaptation  potentials  for 
particular technology types and scenarios. 
 
 
Figure 6.70: The total market adaptation potential (AUD) and market 
mitigation potential (tCO2-e), for the four 6 kW system and scenario models at 
coordinates between zero and sixty tCO2-e, and AUD-60,000 and AUD-120.000. 
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6.11.1 Clean Energy Technology Feasibility Analyses Conclusion 
Based on the simulated systems and model assumptions, the results indicate 
that both small-scale renewable and small-scale non-renewable home energy 
systems  in  rural  and  urban  areas  are  unsuitable  for  displacing  electricity 
consumption  from  electricity  network  connection  in  terms  of  market 
adaptation  or  market  mitigation.  Therefore,  none  of  the  modelled  systems 
(excluding  scenarios  which  do  not  reflect  current  market  prices  or  subsidy 
eligibility rules) were a “no behest” opportunity from the perspective of a private 
investor, as none of them lies in the 1
st quadrant of Figure 6.68, as the benefits of 
the option did not equal or exceed the costs to the private investor.  
 
The results specifically indicate the higher capital and operating cost of small-
scale biomass-to-electricity-only systems, even when scenarios were introduced 
where labour and wood fuel costs were assumed to be zero. These results cast 
doubt over the commonly discussed option of recycling agricultural by-products 
for small-scale production of electricity (rather than combined heat and power, 
and other options) to produce mitigation opportunities in the region. Similarly, 
the  assertion  that  grid-connected  decentralised  energy  systems  were  already 
commercial in mini-grids in rural markets with high grid connection costs and 
abundant  renewable  energy  resources  (Sims  et  al.  2007),  does  not  appear 
appropriate for the modelled scenarios in SW of WA. (However, it still may be 
case in suitable areas using larger decentralised systems with higher connection 
costs).  303 
 
This  research  leads  to  the  conclusion  that  small-scale  home  renewable 
electricity systems are only cost competitive off-grid in stand-alone systems, due 
to  the  prohibitive  cost  of  network  extension,  rather  than  the  avoidance  of 
network electricity service charges. From the limited number of system designs 
in this work, there seem to be a lack of a significant advantage of using PV 
versus  diesel  generation,  although  the  market  mitigation  potential  and 
operational  characteristics  commit  the  owner  to  markedly  different 
maintenance regimes (McHenry 2009). The research results indicate that the 
relatively competitive market adaptation potentials and the market mitigation 
potentials of off-grid small-scale renewable electricity systems relative to off-
grid non-renewable systems justifies the existence of subsidies over-and-above 
existing  capital  subsidies  implemented  for  social  equity  reasons.  Subsidies, 
preferably  capital  subsidies,  will  increase  the  cost-effectiveness  of  renewable 
energy  generation  technologies  and  also  deliver  verifiable  mitigation  by 
reducing non-renewable generation in stand-alone systems (McHenry 2009). 
 
In light of the extremely high market mitigation (AUD tCO2-e
-1) costs in the 
several  hundred  to  thousands  of  Australian  dollars  for  the  range  of  grid-
connected  small-scale  renewable  energy  systems  over  various  15  year  NPV 
scenarios,  current  government  subsidy  policies  may  more  efficiently  reduce 
emissions and diversify energy supplies by re-allocating funds to medium-to-
large-scale renewable electricity generation technologies. Therefore, in terms of 
renewable  grid-connected  systems,  medium-to-large-scale  distributed 304 
 
renewable energy systems may be more likely to achieve co-benefits of energy 
supply diversification at the local or regional level more effectively than small-
scale systems.  
 
Further research is recommended to determine suitable sizes of medium-to-
large renewable energy generation technologies that operate in parallel with 
existing fossil  fuel  systems to either defer augmentation or  extension of  the 
distribution  network  system  in  regional  areas  with  higher  electricity  supply 
costs, such as large decentralised systems off the SWIS. This research provides 
some indication of the scale of  the decentralised  systems that may be cost-
effective, as the small-scale distributed electricity generation systems modelled 
are  currently  very  unattractive  investment  options  in  terms  of  both  climate 
change  adaptation  and  mitigation.  These  policies  result  in  unnecessarily 
increases the cost of energy, for both private entities and governments. 
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7. Carbon Sequestration Feasibility Study Background 
This  chapter  presents  some  concise  background,  minor  data  input  and 
methodological information, results and discussion for the carbon sequestration 
feasibility studies. The primary carbon sequestration feasibility studies are listed 
in Table 7.1. 
 
Feasibility  Section   Primary C sequestration scenarios 
1  7.1  50 ha Pasture-to-tree forestry project  
2  7.2  Biochar and wheat cropping project 
Table 7.1: The two primary C sequestration scenarios. 
The results of these two feasibility studies and scenarios are purposefully not 
presented as a market mitigation and market adaptation potential curve on a 
Cartesian coordinate system. Despite this being possible, the results presented 
in these two feasibility studies are highly conditional on a range of assumptions. 
Instead of simplifying the presentation of the results into a Cartesian form, the 
research  results  include  a  range  of  scenarios  which  explore  the  inherent 
uncertainties  and  assumptions  for  each  market  mitigation  and  market 
adaptation potential model. 
 
Developing  successful  regional  strategies  to  confront  climate  change  will 
require analyses of both the complex synergies and competition for land-use 306 
 
between forestry, and other uses, including the various final use of the forestry 
resource  itself  (Nabuurs  et  al.  2007).  However,  information  on  the 
interdependent  relationships  between  forestry  adaptation  and  mitigation  at 
regional  levels  is  often  inadequate  (Klein  et  al.  2007),  especially  when 
considering costs vary by region, land type, land availability, site preparation, 
labour, and the opportunity cost. The integration of scientific knowledge and 
practical techniques with socio-economic and political approaches will become 
more significant over time for adaptation and mitigation options in the forestry-
agricultural interface (Nabuurs et al. 2007), especially in relation to energy and 
food security.  
 
Agroforestry  is  the  production  of  human  or  livestock  food  pasture  of  cereal 
crops (etc.), alongside the production trees for timber, firewood, food/feed, or 
other  benefits  including  windbreaks,  riparian  zones,  and  buffer  strips,  etc. 
(Smith  et  al.  2007).  Therefore,  agroforestry  is  a  complex  array  of  location-
specific,  and  species-dependent  activities,  and  requires  customisation  to 
particular agricultural production systems to enhance overall farm productivity  
(Nabuurs et al. 2007). Agroforestry systems are increasingly being assessed for 
the potential to be utilised for carbon sequestration, and as a climate change 
impact adaptation measure. However, the interaction between climate change 
mitigation and adaptation in the agricultural sector differs in its spatial and 
geographic characteristics relative to many other sectors (Smith et al. 2007). 307 
 
This  is  especially  important  in  the  physical  and  biological  interface  in 
geographical space between forestry and food activities.  
Small  farm-integrated  agroforestry  activities  may  provide  additional  positive 
biodiversity outcomes relative to industrial single species plantations by using 
designs that focus on non-timber and ecological service benefits, and not simply 
the  optimisation  of  timber  production  (Nabuurs  et  al.  2007).  However,  the 
markets or incentives to support these intrinsically complex non-commodity 
activities are generally insufficient to result in wide-scale land use changes. To 
reduce the complexity of this analysis, this work simply focuses on the potential 
of  non-integrated  areas  of  permanently  planted  trees  for  re-afforestation 
purposes,  rather  than  the  specific  costs,  benefits,  and  optimisation  of  the 
forestry-food  interface  at  the  farm-scale.  For  a  more  detailed  analysis,  see 
Appendix J which discusses examples of integrated forestry system results in the 
SW of WA. 
 
Global climate change will undoubtedly impact the agroforestry sector directly 
(such as changes in growth and decomposition rates, land use patterns, the 
area, type and intensity of natural disturbances, and other ecological processes), 
although there is medium uncertainty regarding the magnitude and direction of 
such  changes  at  the  regional  scale  (Nabuurs  et  al.  2007).  The  economic 
modelling  in  this  research  seeks  to  avoid  the  introduction  of  further 
uncertainties by simply using common forestry land rents for the higher rainfall 
areas in the SW of WA as an opportunity cost. This work also differs to most 308 
 
previous studies as it models a projected market adaptation potential (NPC) and 
a market mitigation potential (tCO2-e) of the activity over 15 years, rather than 
annually. 
 
Many economic analyses exist for the potential profitability of “farming carbon” 
on agricultural lands. These analyses have a range of scenarios and baselines for 
their value calculations, which often include a range of specific activity returns, 
associated commodity prices, capital costs, and selected carbon values. The use 
of relatively inflexible assumptions and economic value baselines renders each 
scenario redundant when high-sensitivity prices change. Carbon prices are also 
generally assumed to be constant over several decades, which is an implausible 
supposition when considering existing carbon market price fluctuations. For a 
detailed comparison of the carbon markets and supporting policy, see Appendix 
L. 
 
To avoid the complexity of assumptions and scenarios, particularly regarding 
changes  in  growth  and  decomposition  rates,  the  15  year  modelled  forestry 
investment scenarios simply extrapolate relatively recent forestry growth rates 
in the region. The results over the 15 year interval can be simply be converted 
into  an  equivalent  carbon  price  (AUD  tCO2-e
-1)  to  approximate  the  average 
minimum  carbon  price  required  to  recoup  either  the  discounted  or 
undiscounted costs of  establishment,  and maintenance, and  the opportunity 309 
 
cost  of  the  forestry  investment.  This  method  enables  agriculturalists  to 
determine their own level of risk and return that they are willing to accept when 
entering into forestry mitigation markets. The analyses do not assess the impact 
of any laws preventing the removal of the forestry stand, consequences arising 
from the removal of the carbon rights associated with the stand, or any impact 
on total farm value. The analysis also ignores physical productivity loss of the 
stand due to fire, disease, pests, or drought (etc.), and simplistically assumes 
insurance will cater for these contingencies financially.  
 
In  terms  of  both  tree  growth  and  carbon  sequestration,  understanding  the 
physical characteristics of the soils and the  environmental conditions in the 
region where the  tree  stand is located are crucial  to generating an accurate 
growth projection over time. In southern regions of Australia, the soil water 
holding capacity and rainfall over summer and autumn (December to May), 
often determines both growth rate and survival of trees (Hingston, Galbraith, 
and  Dimmock  1998).  In  addition,  soil  types,  soil  texture,  local  topography, 
annual water availability, species selection, and environmental exposure of trees 
all can influence tree stand physical characteristics (Kort and Turnok 1999).  
 
Open-spaced trees are subject to greater mechanical wind stress and respond by 
increasing the thickness of stems, branches, and to a greater extent in the root 
system,  relative  to  closely  spaced  trees  (Ritzon  and  Sochacki  2002).  The 310 
 
proportion of total tree biomass in roots is generally between 30 and 50% of 
aboveground biomass (Kort and Turnok 1999), which generally decreases as the 
trees age. This decrease is generally more pronounced with open-spaced trees 
than close-spaced trees (Ritzon and Sochacki 2002). Determining tree physical 
characteristics  to  a  high  precision  requires  on-site  verification  sampling  to 
refine estimations, especially with respect to belowground biomass. In practice, 
belowground  biomass  is  often  estimated  using  “root-to-shoot”  (RS)  ratios 
derived from existing data, or the removal of a representative sample of trees 
known as “destructive sampling”. These samples are used to generate RS ratios 
that are used to approximate the relative ratios of above and below biomass for 
the  entire  stand  (Turner  et  al.  1999;  Australian  Greenhouse  Office  1999; 
Richards et al. 2002; Australian Greenhouse Office 2006).  
 
The common practice of using easily measured tree characteristics to estimate 
tree  biomass  is  known  as  allometry.  Thousands  of  allometric  equations  for 
individual species in specific areas have been developed using slightly different 
methods (Australian Greenhouse Office 1999; Eamus, McGuinnes, and Burrows 
2000;  Richards  et  al.  2002;  Specht  and  West  2003;  Bi,  Turner,  and  Lambert 
2004).  Relatively few allometric equations are required to adequately describe 
the aboveground biomass of some vegetation types, especially where one or two 
species dominate site basal area (the cross sectional area of trees in a forest in 
m
2  ha
-1)  (Australian  Greenhouse  Office  1999;  Richards  et  al.  2002). 311 
 
Unfortunately,  there  are  issues  with  the  use  of  allometry  and  the  currently 
available set of equations.  
 
Allometric equations only apply to the forest stand where they were derived, 
and may be unsuitable outside of the tree size class and region of which they 
were  obtained  (Snowdon  et  al.  2000;  Richards  et  al.  2002).  The  ability  to 
amalgamate  several  equations  is  severely  restricted  by  a  lack  of  standard 
allometric mathematical forms, differences in independent variables, and the 
lack of statistical information from original data (Australian Greenhouse Office 
1999).  See  Appendix  I  for  more  detail  on  the  complexities  of  allometrics, 
expansion factors, and other methods to measure tree biomass.  
 
The  appropriateness  and  availability  of  allometrics  and  RS  ratios  will  likely 
determine both the costs and the accuracy of total biomass measurement and 
estimation. Australian native species are renowned for their high variability of 
RS ratios within and between forest types, which is attributable to species, age, 
soil, and various climatic conditions (Snowdon et al. 2000; Richards et al. 2002). 
This  complexity  is  compounded  by  the  relationship  between  above  and 
belowground biomass from fires, coppicing, and seasonal variability (Snowdon 
et  al.  2002).  For  example,  temporal  variations  in  fine  root  biomass  for 
Eucalyptus marginata (Jarrah) forests in WA can vary up to four-fold between 
summer  and  winter  months.  This  is  approximately  20%  of  the  total  root 312 
 
biomass (Snowdon et al. 2002; McKenzie et al. 2000). RS ratios used in this 
analysis were derived from published peer-reviewed literature, specific to the 
species modelled.  
 
This  research  avoids  overly-complex  growth  models  by  selecting  published 
peer-reviewed  literature  derived  from  actual  recorded  Australian  native  tree 
stand  destructive  sampled  analyses.  Unfortunately,  much  of  the  published 
recorded tree growth data only gives details of aboveground data. To enable the 
quantification of the carbon content of the entire tree, this work required the 
introduction of both RS ratios and also carbon ratios. 
 
Once  the  total  above  and  belowground  biomass  of  a  tree  or  area  is 
approximated,  these  estimates  are  converted  to  carbon  by  applying  carbon 
factors. Carbon factors turn out to be remarkably consistent between species 
(Australian Greenhouse Office  2006).  Australian  research by  Gifford (2000b) 
found  that  overall  carbon  contents  of  all  tree  tissues  and  species  was 
approximately 50% of the dry weight, while leaves exhibit slightly higher carbon 
content  of  52.8%,  and  leaf  litter  carbon  content  was  54.3%.  Gifford 
recommended a value of 50±2% be used for when a single %C value is required 
to represent all dry aboveground components of all species.  
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When leaves are analysed separately, a value of 53% ± 2% was recommended, 
and for Australian native species, a value of 50% ± 2% for woody components 
was deemed appropriate. Deep wood near the centre of the trunk exhibited 
around 2% higher carbon content than sapwood due to lower mineral contents 
(Gifford  2000).  Gifford  (2000a)  obtained  an  average  value  for  the  carbon 
content of coarse wood root of 49±1% of dry weight, based on an analysis of 23 
species. The range of these 23 species was 46.7 to 51.2% of dry weight. When a 
single  figure  is  required  that  represents  the  carbon  content  of  all  woody 
components,  both  above  and  belowground  (including  branches  and  coarse 
roots),  a  figure  of  49±2%  is  suggested  (Gifford  2000).  This  research  used  a 
carbon factor of 49% to approximate carbon density for the sum of the above 
and belowground tree biomass. 
 
7.1 A 50 Ha Pasture-to-Tree Forestry Project 
Forestry carbon sequestration is known to be relatively more profitable in the 
higher rainfall regions of WA, despite higher opportunity costs of competing 
with the higher productivity of conventional agricultural production (Flugge 
and Abadi 2006). To refine the magnitude of the market adaptation and market 
mitigation potential of forestry activities in the SW of WA, the focus was on 
areas with high forestry productivity. Peer-reviewed and published  literature 
was collated to provide six tree growth primary datasets for the 15 year scenario 
projections in areas of high rainfall in the SW of WA. The six resulting scenarios 
are described as “K11”, “M15.5”, “BR8”, “BG8”, “C7.5”, and “S7.5”, and present two 314 
 
additional older plantations “J60” and “K36”, as a comparison between species, 
stand age, and local regions (Table 7.3).  
 
The data for the J60 tree stand - a 60 year old Eucalyptus marginata (Jarrah) 
stand - was derived from research by Hingston et al. (1981). The J60 tree stand 
was  located  at  the  eastern  side  of  Banksiadale  Road,  1.5  km  northeast  of 
Dwellingup, 100 km south of Perth. The soil was a lateritic sandy gravel soil 
(podzol)  (Hingston,  Dimmock,  and  Turton  1981),  and  the  area  receives  an 
average 1,250 mm of annual rainfall.  
 
The K36 and K11 stand data were derived from a 36 and 11 year old Eucalyptus 
diversicolor (Karri) tree stands, respectively. The stand data were derived from 
Grove  et  al.  (1985).  The  K11  stand  location  was  Pink  Creek  Road,  26  km 
northwest of Pemberton, grown in a lateritic red earth ferralsol, known as “Karri 
soil” or “Karri loam”. The K36 stand was located 6 km northwest of Pemberton 
at Big Brook Dam Forest, in a very similar soil type. The tree density of the K11 
stand was a relatively high 5,236 stems ha
-1, while the older K36 stand was 440 
stems ha
-1 at the time of the 1985 study. No stand preparation information was 
documented. Both Karri stands received an annual average rainfall of around 
1,250 mm. 
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The M15.5 tree stand was a 15.5 year old mix of Corymbia maculata (Spotted 
gum), Corymbia calophylla (Marri), and Eucalyptus megacarpa (Bullich), grown 
in a rehabilitated bauxite mine known as “Del Park” in Dwellingup, relatively 
close to the J60 tree stand. The trees were planted at 4 m × 4 m spacing, the 
equivalent  of  625  trees  ha
-1,  into  deep-ripped  (1.3  m)  replaced  topsoil  after 
mining.  The  trees  received  a  total  of  200  g  of  mono-ammonium  phosphate 
(MAP)  fertiliser  in  the  first  two  months,  in  addition  to  a  general  stand 
application at 150 kg ha
-1. The data were derived from Ward et al. (1996).  
 
The BR8 tree stand was located on farmland in Manjimup with relatively fertile 
Karri soils (red earth ferralsol). The area receives an average annual rainfall of 
around 1,100 mm. The stand was the first rotation of a Eucalyptus globulus (Blue 
gum) stand planted at a spacing of 4 m × 2 m (1250 trees ha
-1) into fertilised and 
cultivated  agricultural  soil.  The  stand  was  harvested  at  8  years  of  age.  The 
Manjimup  site  represents  the  upper  range  of  plantation  production  in  WA 
(O'Connell et al. 1999).  
 
The BG8 stand of E. globulus was planted in Busselton and was also harvested at 
8 years of age. The growth of the BG8 stand was lower at Busselton than the 
Manjimup BR8 stand, primarily due to lower soil fertility of Busselton’s grey 
sand  over  laterite  (Podzol)  (Table  7.2).  The  area  also  receives  less  annual 316 
 
average rainfall, at around 825 mm. The data of both the BR8 and the BG8 
stands were derived research undertaken by O'Connell et al. (1998, 1999).  
 
 
Table 7.2: Chemical properties of soils (0-10 cm) at the Manjimup and Busselton 
sites, compared to average Karri forest and agricultural soils. Source: (O'Connell 
and Grove 1998). 
 
The inclusion of the Manjimup and Busselton datasets enables a comparison 
between first rotations of the same species in two separate improved farmlands 
in the SW of WA. These two sites were selected as examples of very high and 
medium stand productivity for the most common high-growth forestry species 
grown in the region (E. globulus). Figure 7.1 shows a range of average E. globulus 
plantation growth and age data for the high rainfall regions of SW of WA. The 
productivity  of  the  BR8  stand  was  higher  than  the  average  aboveground 
biomass trends presented in Figure 7.1, whilst the BG8 stand productivity was 
slightly lower.  
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Figure 7.1: Relationship between total aboveground biomass (dry) and age for a 
range of E. globulus plantations in the SW of WA. Source: (Grierson and Adams 
1999). 
 
The C7.5 scenario was a C. calophylla (Marri) revegetation stand planted in an 
ex-bauxite mine in Jarrahdale, 40 km SW of Perth. The site receives an average 
annual rainfall of 1,200 mm. After return of the top soil and deep ripping to 
around 1.5 m, a tree spacing of 4 m × 4 m (625 trees ha
-1) was chosen. The area 
received 150 kg of MAP, and each tree was given a total of 200 g of MAP in the 
early years, prior to harvesting at 7.5 years of age. The S7.5 tree stand was an E. 
maculata (Spotted gum) stand planted in the same bauxite mine, and received 
identical treatments as the C7.5 stand prior to harvesting at 7.5 years of age. The 
data for the C7.5 and S7.5 stands were derived from Ward et al. (1985). The C. 
calophylla  (Marri),  E.  megacarpa  (Bullich),  E.  diversicolor,  and  E.  maculata 
(Jarrah) were the only tree species in this analysis that were native to the region. 
Each tree stand biomass details are shown in Table 7.3. 318 
 
Tree stand  J60  K36  K11  M15.5  BR8  BG8  C7.5  S7.5 
Leaf  -  -  -  5.4  21.5  13.0  2.5  3.7 
Branch  -  -  -  7.1  59.6  18.3  3.8  2.9 
Stemwood  148.3  -  -  42.3  194.0  67.0  17.7  20.7 
Total (dry t ha
-1)  206.3  223.2  43.5  54.6  275.1  98.3  24.0  27.2 
                 
Estimated RS ratio (%)  30  30  35  35  30  35  35  35 
Carbon ratio (%)  49  49  49  49  49  49  49  49 
Total carbon (t ha
-1)  131  142  29  35  175  65  16  18 
Total harvest tCO2-e ha
-1  481  521  106  128  642  238  58  66 
Table 7.3: Calculated total harvest CO2-e ha
-1 for selected peer-reviewed 
published tree growth data in the SW of WA, using estimated RS ratios, and a 
carbon ratio of 49%. (Totals may not add due to rounding). The understorey 
and leaf litter biomass was excluded to focus on the biomass of the primary 
overstorey tree species). Sources: (Hingston, Dimmock, and Turton 1981; Ward 
and Pickersgill 1985; Grove and Malajczuk 1985; Grierson and Adams 1999; 
O'Connell and Grove 1998; O'Connell et al. 1999; Ward and Koch 1996). 
 
In the SW of WA, the first rotation growths of hardwood tree plantations are 
generally higher due to their establishment on improved agricultural lands with 
a history of P and N accumulation (O'Connell and Grove 1998). As a result, 
plantations  established  on  farmlands  usually  grow  three-to-four  times  faster 
relative  to  the  same  species  grown  on  recently  cleared  native  forest,  or 
unimproved pasture/cropping land (O'Connell et al. 1999). This tendency was 
clear from the high biomass yields from the two stands (BR8 and BG8) grown 
on improved farmland shown in Table 7.3. 
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7.1.1 Technical Simulation Results 
Maximum  biomass  production  occurs  early  in  development  of  tree  stands, 
especially  in  high-density  plantations  (Grove  and  Malajczuk  1985).  The 
technical  simulation  model  uses  an  accelerated  biomass  growth  rate  curve, 
iteratively
dd matched to the biomass productivity of the six tree growth stand 
data  used  in  this  analysis.  Similar  studies  and  carbon  accounting  also  use 
annually  averaged  idealised  growth  models,  including  the  National  Carbon 
Accounting Toolbox. The six tree stand growth projections over 15 years were 
derived from the actual growth rate data shown in Figure 7.2, Figure 7.3, Figure 
7.4, Figure 7.5, Figure 7.6, and Figure 7.7. These results are compared in Figure 
7.8 and Figure 7.9. The light grey shaded area shows the very high growth rates 
in the first years of the plantation, which is consistent with the peer-reviewed 
data collected and published by Hingston et al. (1981), Grove et al. (1985), Ward 
et al. (1985), Ward et al. (1996), O'Connell et al. (1998), Grierson et al. (1999), 
and O'Connell et al. (1999). 
 
                                                 
dd  The  ‘iterative’  nature  is  based  on  the  mathematical  definition  where  a 
computation is undertaken a number of times to approximate a result, in this 
case actual tree growth data. 320 
 
 
Figure 7.2: The annual K11 stand growth rate (in the light grey area) and the 
annual total (in dark grey bars), over the 15 year projection. 
 
 
Figure 7.3: The annual M15.5 stand growth rate (in the light grey area) and the 
annual total (in dark grey bars), over the 15 year modelled projection. 
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Figure 7.4: The annual BR8 stand growth rate (in the light grey area) and the 
annual total (in dark grey bars), over the 15 year projection. 
 
 
Figure 7.5: The annual BG8 stand growth rate (in the light grey area) and the 
annual total (in dark grey bars), over the 15 year modelled projection. 
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Figure 7.6: The annual C7.5 stand growth rate (in the light grey area) and the 
annual total (in dark grey bars), over the 15 year modelled projection. 
 
 
Figure 7.7: The annual S7.5 stand growth rate (in the light grey area) and the 
annual total (in dark grey bars), over the 15 year projection. 
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Figure 7.8 and Figure 7.9 clearly show the large differences in productivity for 
each stand projection. Note the earlier introduced maximum of growth for the 
BR8 stand model in Figure 7.4. This was introduced to reflect the interaction of 
the high tree density per ha and the high growth which would result in tree 
competition  for  limited  nutrients,  solar  irradiance,  and  soil  moisture.  The 
relatively high productivity BG8 stand model did not include the introduced 
earlier  maximum  growth  rate,  as  the  soil  fertility  levels  in  the  stand  were 
limiting their growth relative the BR8 stand (O'Connell et al. 1999). All other 
modelled stand growth rate assumptions were identical to the BG8 stand. 
 
 
Figure 7.8: All six annual modelled stand growth projections over the 15 years. 
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Figure 7.9: The same six annual modelled stand growth projections as Figure 
7.8, except with a modified ￿ axis scale to distinguish between each stand. 
 
Table 7.4 summarises the total projected growth results for each stand, and also 
shows  the  method  of  determining  the  market  mitigation  potential  for  each 
stand over the 15 years on a per ha basis. The consistent RS ratio and carbon 
factors  are  simplifications  of  what  would  occur  in  practice.  However,  these 
model assumptions are consistent with research undertaken by Snowdon et al. 
(2000), Gifford (2000a,b), and Richards et al. (2002). The total carbon values per 
ha were simply converted into carbon dioxide equivalents (CO2-e). 
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Tree stand   K11  M15.5  BR8  BG8  C7.5  S7.5 
Modelled growth (dry t ha
-1)  54  53  346  164  46  50 
             
Estimated RS ratio (%)  30  30  30  30  30  30 
Carbon ratio (%)  49  49  49  49  49  49 
Total carbon (t ha
-1)  34  34  220  104  29  32 
Modelled potential (tCO2-e ha
-1)  126  124  808  383  107  116 
Table 7.4: Modelled total mitigation potential for each modelled stand 15 year 
projections, based on extrapolated published stand growth data in high-rainfall 
areas. 
 
7.1.2 Adaptation and Mitigation Model Results 
An identical market adaptation model for each of the six tree species scenarios 
in the carbon sequestration forestry projects was developed. This purposeful 
simplification  assumes  that  all  plantation  establishment  and  maintenance 
activities were identical to enable a simple comparison, independent of the final 
use (i.e. additional labour costs for pruning some species for timber). The model 
did not calculate an annual mitigation component, as the mitigation data was 
derived  from  the  simulations  of  total  sequestered  carbon  over  the  15  years, 
shown in Table 7.4.  
 
Capital  costs  for  all  six  scenarios  were  based  on  agricultural  land  rents  for 
forestry plantations paid to land owners, and actual plantation establishment 
and maintenance costs in 2010. A land lease of AUD300 ha
-1 was derived from an 326 
 
average of the Australian National University Forestry (2000) market report no. 
13,  detailing  the  forestry  leases  paid  to  agriculturalists  in  the  SW  of  WA 
(Australian National University Forestry 2000). The values were adjusted to 2010 
Australian dollars using the Reserve Bank of Australia’s “Inflation Calculator”, 
which calculates the change in costs by using the Consumer Price Index (CPI) 
data published by the Australian Bureau Statistics. Total change in cost was 
approximately 35% over the 10 years at an average annual inflation rate of 3.0% 
(The Reserve Bank of Australia 2010). 
 
The  annual  modelled  fertiliser,  watering,  spraying,  verification,  and  general 
maintenance costs and schedules are summarised in Table 7.6, Table 7.5, and 
Table 7.7. The model included two fertiliser applications in year one and two of 
200 kg ha
-1 each. The tree density at establishment was assumed to be 1,250 
trees. This assumption does not impact the modelling of tree stand growth (as 
some of the scenarios included trees of higher and lower densities) and only 
averages the total stand establishment price. The insurance costs were included 
as part of the land lease, which is commonly inexpensive for rural lands in the 
SW of WA. The model assumes the insurance component of AUD20 ha
-1, which 
was calculated with the annual lease cost.     
 
The  verification  of  carbon  sequestration  was  modelled  to  occur  only  at 
establishment and in the final year. This simplified verification regime ignores 
many  carbon  market  and  national  carbon  accounting  requirements  for 327 
 
verification every five years. This simplification was introduced to only account 
for the market mitigation and market adaptation potential of the activity, rather 
than follow legal or administrative procedures that are highly likely to change.  
The establishment verification activity in year zero was introduced to account 
for contractual legal and administrative costs of undertaking forestry mitigation 
projects at current prices. The final year verification activity was introduced to 
account  for  legal  and  administrative  costs,  but  also  included  accounting 
activities  to  quantify  the  carbon  sequestered  in  the  biomass  stand.  It  was 
assumed  that  costs  for  verification  activities  in  15  years  time  would  be 
significantly  less  expensive.  This  was  modelled  as  an  equivalence  of 
establishment and final year costs, noting the additional activities required to 
verify  the  total  sequestered  carbon  in  the  tree  stand  in  year  15.  All  other 
infrastructure, including water sources, roads, fences (etc.) were assumed to be 
available at zero cost. All costs were GST inclusive unless specified. 
 
Research by Specht and West (2003) included likely costs associated with a tree 
sampling verification programme of the type required for carbon markets using 
professional measurement teams. Achieving the required level of sequestration 
confidence on a 350 ha would require the assessment of around 150 tree plots 
and 80 soil sites. This was estimated at a cost of between USD5,000 and USD240 
ha
-1, which also included the team’s accommodation costs (Specht and West 
2003). However, the Australian Cooperative Research Centre for Greenhouse 
Accounting (2003) used a cost in the range of AUD12.50 ha
-1 per analysis (The 328 
 
CRC for Greenhouse Accounting & Tony Beck Consulting Services Pty Ltd 2003; 
Booth et al. 2003). As a reasonable compromise, this model assumed AUD110 ha
-
1 per analysis was a suitable estimate of verification cost for a plot of 50 ha in the 
SW of WA, a total of AUD5,500 per verification. For a detailed review of the 
accounting and verification processes involved in forestry sequestration projects 
see Appendix I. 
 
The  modelled  projects  included  a  total  area  of  50  ha,  with  three  simplified 
adaptation scenarios. The first scenario “A”, was identical to the energy model 
scenarios, with a real discount rate of 8%, and a 3% inflation rate. Scenario A 
was designed to model a private investor establishing the 50 ha project, and 
paying all costs from existing savings and income (no borrowed funds). In this 
scenario,  the  NPC  of  the  forestry  stand  over  the  15  year  investment  was 
calculated  and  combined  with  each  tree  species  stand  projection’s  total 
mitigation  potential.  This  enabled  a  quantification  (AUD  tCO2-e
-1)  of  the 
minimum  market  return  required  for  an  investor  to  recoup  their  initial 
investment in the 15 year project, from 100% of the mitigation potential value 
received  up-front  in  the  establishment  year  (Table  7.5).  Scenario  A  did  not 
include any other forestry product income other than sequestration, and any 
reductions or increases in productivity for other farm activities were outside the 
scope of these analyses. See Appendix J for a detailed discussion of the physical 
and biological interaction between forestry and other agricultural production 
systems. 329 
 
 
The second scenario “B”, was designed to model a private investor establishing 
the 50 ha project, paying all costs from borrowed funds at a 5% real interest 
rate, adjusted for inflation. In this scenario, the NPC of the forestry stand was 
also calculated and combined with each tree species stand projection’s total 
mitigation potential for the 15 year investment. This analysis determined the 
minimum market return required to recoup the initial investment in the 15 year 
project from borrowed funds, when 100% of the projected mitigation potential 
value  was  paid  in  the  final  year.  Scenario  B  also  did  not  include  any  other 
forestry product income, or farm productivity changes other than sequestration 
(Table 7.6). 
 
Both scenario A and B methods enable investors and landholder to assess the 
NPC of establishing forestry sequestration projects in higher rainfall areas of the 
SW of WA, using either their own equity, or equity borrowed from financial 
institutions. This analysis did not explore any annual payments to landholders 
from third parties due to the number and complexity of scenarios involved. 
However, this analysis still enables a simple comparison of offers from third 
party entities  seeking  to invest in forestry sequestration plantations, akin to 
plantation companies. The inclusion of discounted annual payment offers into 
the model will enable agriculturalists to determine the NPV or NPC of any offer 
for the projected total market mitigation potential for permanent plantations on 
their land. 330 
 
  
The third  scenario  “C”, was  simply a NPC calculation of  the  impact of zero 
discount, zero interest, and zero inflation on the project to assist landowners to 
compare  the  NPC  of  receiving  payment  upfront  at  project  establishment, 
against  annual  payments  (Table  7.7).  All  three  scenarios  are  summarised  in 
Table 7.8. Figure 7.10 and Table 7.8 show the significant difference between the 
DCF and NPC between the 3 scenario assumptions that vary the cost of money. 
 
 
Figure 7.10: The DCF of each of the 3 scenarios “A”, “B”, and “C”, over 15 years. 331 
 
 
Table 7.5: The DCF results for the 50 ha forestry carbon sequestration project “A” over the 15 year interval, with an 8% real discount rate. 
The NPC is in red. 332 
 
 
Table 7.6: The DCF results for the 50 ha forestry carbon sequestration project “B” over the 15 year interval, with a real interest rate of 5%. 
The NPC is in red. 333 
 
 
Table 7.7: The DCF results for the 50 ha forestry carbon sequestration project “C” over the 15 year interval, with a 0% discount, interest, 
and inflation rate for comparison. The NPC is in red. 334 
 
 
“A” NPC with a 8% real discount rate  AUD439,324 
“B” NPC with a 5% real interest rate   AUD967,054 
“C” NPC with no discount, interest, or inflation rate   AUD666,000 
Table 7.8: The modelled NPC of the three project scenarios. 
 
Table  7.9  shows  the  activity’s  market  adaptation  and  market  mitigation 
potential  in  terms  of  a  carbon  price.  It  represents  the  minimum  equivalent 
carbon price that the investor must recieve to recoup their investment for each 
of the six tree stand growth scenarios. The minimum equivalent carbon price 
was  calculated  for  each  investment  scenario  “A”,  “B”,  and  “C”  to  show  the 
influence of how the market adapation potential is impacted by the means the 
investor chooses to pay for project costs, and how income is received.  
  
50 ha tree stand over 15 years  K11  M15.5  BR8  BG8  C7.5  S7.5 
Modelled potential (tCO2-e)  6,305  6,188  40,400  19,149  5,371  5,838 
             
Equiv. C price (AUD tCO2-e
-1)             
“A” - 8% real discount rate  68.0 69.38  10.63  22.42  79.93  73.54 
“B” - 5% real interest rate  153.38  156.2 23.94  50.50  180.05  165.65 
“C” - no discount/interest/inflation  106.63  107.62  16.49  34.78  124.00  114.08 
Table 7.9: Modelled total mitigation potential for each species or mix of species, 
based on extrapolated existing plantation growth data in high-rainfall areas, 
projected over a 15 year rotation. 335 
 
 
  Tree Stand (AUD t
-1) 
Carbon (AUD tCO2-e
-1)  BR8 “A”  BR8 “B”  BG8 “A” 
5  -  -  - 
10  -  -  - 
15  4.37  -  - 
20  9.37  -  - 
25  14.37  1.06  2.58 
30  19.37  6.06  7.28 
35  24.37  11.06  12.28 
40  29.37  16.06  17.28 
45  34.37  21.06  22.28 
50  39.37  26.06  27.28 
Table 7.10: Three of the potentially profitable “A” and “B” scenarios out of the 
potential twelve scenarios, based on the 15 year modelled total mitigation 
potential for each species or mix of species, in combination with a carbon price 
below AUD50. (The red numbers indicate when the carbon value of the forestry 
stand is greater than the average value of the land, based on a value of 
AUD10,000 ha
-1.) 
 
Table 7.9 shows clear differences between scenario A and B, against scenario C, 
which  is  essentially  a  simple  payback  model.  The  higher  cost  of  money  in 
scenario B through borrowing clearly increases the minimum required carbon 
price required to recoup costs relative to scenario A. Table 7.9 and Table 7.10 
demonstrate the difference between each tree stand species projection, and the 
comparatively large market mitgiation potential projection of the high-growth 
E.  globulus  stands  (BR8  and  BG8)  established  on  very  high  productivity 
improved farmlands in the SW of WA. The relatively low carbon value required 
to recoup project costs from the BR8 and BG8 stands in all A, B, and C scenarios 336 
 
shows that this investment would be more likely to occur in the region. The 
remaining projected tree species stand equivalent carbon price (K11, M15.5, C7.5, 
and  S7.5)  show  how  “unattractive”  the  re-afforestation  of  relatively  less 
productive  or  unimproved  lands  is  to  private  entities  in  the  higher  rainfall 
region.  
 
The  results  suggest  forestry  sequestration  is  only  attractive  when  high 
productivity and improved farm land is converted to species-specific forestry in 
the very high-rainfall areas with the best soil fertility in the SW of WA. Based on 
these  results,  the  most  attractive  private  investment  for  forestry  carbon 
sequestration is the retirement of the most productive agricultural land to be 
replaced  with  permanent  high-density  plantations  of  a  single  species,  E. 
globulus. The results also indicate that it is possible in particular high rainfall 
and productive farmlands to generate a higher value for sequestered carbon per 
unit area than the capital value of the property with E. globulus stands when 
carbon prices are above AUD25 tCO2-e
-1. 
 
7.1.3 Comparative Scenario: The Value of Carbon Versus Stumpage 
For comparison, the equivalent carbon price modelling above was compared 
against a simple calculation of the value of “stumpage”, the value of the wood in 
the standing tree. This was calculated from the mass of the dry wood for each 
modelled 50 ha tree stand, doubled to approximate wood with a 50% moisture 337 
 
content (Liang, Khan, and Meng 1996). It was also assumed that 70% of the wet 
wood was stumpage (Table 7.11). 
 
Table  7.11  shows  the  minimum  equivalent  wood  price  (per  wet  tonne)  for 
stumpage required for the investor to recoup their total project cost for each 
stand.  The  price  does  not  include  the  costs  of  harvesting,  processing,  or 
transport.  The  high-to-medium  required  minimum  value  to  recoup  the 
investment for a 15 year tree stand rotation for most of the modelled tree stands 
is an indication of why most large forestry entities almost exclusively grow E. 
globulus  in  the  higher  rainfall  areas  of  the  SW  of  WA.  The  high  NPC  of 
plantation timber verifies the current economics behind harvesting timber from 
state forest reserves. 
 
The  market  prices  for  harvesting,  transport,  processing,  and  the  timber 
products vary greatly between years, from region to region, are dependent on 
the stand size, and the distance from local ports. Therefore, a comparison was 
not undertaken between the current value of each scenario forestry stand value 
for  timber  products,  versus  carbon  sequestration.  The  volatility  of  carbon 
markets, and the resulting retirement of the land from agricultural production 
into permanent sequestration activities adds an additional complication to such 
a  comparison.  Nonetheless,  the  methods  used  to  determine  the  equivalent 
values in Table 7.9 and Table 7.11 enable landowners and investors to determine 338 
 
whether the forestry stand is more valuable in terms of carbon sequestration, or 
as timber products using market prices when they determine it is appropriate. 
 
Tree stand  K11  M15.5  BR8  BG8  C7.5  S7.5 
Leaf  -  5.4  21.5  13.0  2.5  3.7 
Branch  -  7.1  59.6  18.3  3.8  2.9 
Stemwood  -  42.3  194.0  67.0  17.7  20.7 
Total (dry t ha
-1)  43.5  54.6  275.1  98.3  24.0  27.2 
             
Over 50 ha             
Est. wet weight (2 × dry weight)  4,350  5,460  27,510  9,830  2,400  2,720 
Est. saleable stumpage (at 70%)  3,045  3,822  19,257  6,881  1,680  1,904 
             
Equiv. wood price (AUD wet t
-1)             
   8% real discount rate  144.28  114.95  22.81  63.85  261.50  230.74 
   5% real interest rate  317.59  253.02  50.22  140.54  575.63  507.91 
   no discount/interest/inflation  218.72  174.25  34.58  96.79  396.43  349.79 
Table 7.11: Modelled total saleable stumpage yield comparison for each species 
or mix of species, based on extrapolated existing plantation growth data in high-
rainfall areas, projected over a 15 year rotation. 
 
The results from the carbon sequestration scenarios are similar to modelling in 
2003 by the Australian Cooperative Research Centre for Greenhouse Accounting 
undertaken at the resolution of local government areas in the SW of WA. The 
2003 research concluded that at a carbon price of up to AUD15 tCO2-e (in 2003 339 
 
dollars)  it  was  only  profitable  to  establish  E.  globulus  stands  for  both 
conventional timber products and carbon sequestration when the cost of the 
land lease is not included, even in high-productivity regions. The study used a 
7%  simple  discount  rate,  and  did  not  consider  inflation  or  interest  on 
borrowing. The study concluded that forestry carbon  sequestration activities 
could not compete commercially with current landholder activities, but may be 
complementary,  or  even  offset  potential  losses  from  establishment  costs  of 
windbreaks  (The  CRC  for  Greenhouse  Accounting  &  Tony  Beck  Consulting 
Services Pty Ltd 2003). However, the competitive zone between forestry stands 
and conventional pastures and crops is of particular importance in the SW of 
WA. For a detailed discussion on this topic, see Appendix J. 
 
 
7.1.4 Discussion 
Afforestation,  or  reforestation  benefits  accumulate  over  years  but  require 
upfront investment (Nabuurs et al. 2007). However, leasing land to carbon or 
timber  plantation  companies  may  provide  an  option  to  avoid  the  high 
establishment and maintenance costs and diversify the risk of changes in value 
such as low market prices, high transport costs, and buyer preferences that may 
occur  since  the  stand  was  established.  As  is  the  case  with  existing  forestry 
timber options, individual agriculturalists will have to make the choice between 
the  value  of  the  lands  current  use,  and  forestry  sequestration  options 
(Australian  National  University  Forestry  2000).  In  terms  of  forestry-based 
sequestration, the agriculturalist will need to consider the capital value of the 340 
 
land,  as  the  carbon  in  the  future  biomass  may  be  sold  upfront,  restricting 
further land use, and there is likely to be changes to the land title indicating a 
permanent forestry stand. Additionally, the landowner will be unlikely to wholly 
own the carbon in the stand, as this “carbon right” would be contractually sold 
to receive payment for sequestration. Therefore, the land may be in permanent 
retirement  from  agricultural  production,  unless  the  landowner  is  able  to 
purchase  back  equivalent  carbon  rights.  The  extent  to  which  re-purchasing 
carbon rights and then harvesting the forestry sequestration stand in the SW of 
WA, will be dependent on the relative values of the land, the price of timber 
products, the value of alternative production systems, and the market price of 
carbon.  
 
Both  agriculturalists  and  policymakers  should  be  aware  of  the  potential 
complexity  of  high-productivity  land  being  used  to  sequester  carbon  in 
unharvested  forest  stands.  There  may  be  significant  future  implications  for 
climate change mitigation and adaptation, including water, energy, and food 
security issues.  
 
The  assessment  of  the  duel-use  of  forestry  stands  to  sequester  carbon  and 
provide fuel for energy production is outside the scope of this work. However, 
on  a  local  scale  these  analyses  raise  questions  regarding  the  source  and 
sustainability of wood fuels for heating in the SW of WA. The equivalent wood 341 
 
price calculated in Table 7.11 shows for most species projections and most NPC 
scenarios, the cost of planting tree stands for timber is higher than the general 
market  price  for  harvested,  split,  and  dried  wood  in  the  SW  of  WA.  This 
suggests that the current fuel wood supply is not wholly sourced from actively 
planted forest stands, and is supplemented to an extent from remnant forest 
stands in agricultural regions. 
 
Aside  from  private  financial  benefits  to  landowners,  properly  designed  and 
implemented forestry mitigation options can generate substantial co-benefits 
for employment, income generation opportunities (such as timber and fibre), 
biodiversity,  watershed  conservation,  as  well  as  aesthetic  and  recreational 
services (Nabuurs et al. 2007). However, impacts from the implementation of 
policies to make forestry carbon sequestration more attractive may also increase 
land rents, local food and feed prices, and possibly reduce water availability. The 
magnitude of these potential impacts will depend heavily on the tree species 
choice,  and  the  climatic  characteristics  of  the  region  (Klein  et  al.  2007). 
Depending on the carbon value, large forestry sequestration programmes may 
have  a  major  impact  on  local  timber  markets,  as  forest  stand  owners  may 
withhold timber to obtain higher payments from carbon markets (Sohngen and 
Mendelsohn 2003).  
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7.2 A Biochar and Wheat Cropping Project 
In  the  long-term,  a  sustainable  management  strategy  that  maintains  or 
increases forest carbon stocks, while producing an annual sustained yield of 
timber,  fibre,  food,  or  energy  will  generate  the  largest  on-going  mitigation 
benefit for agricultural lands (Nabuurs et al. 2007). Agricultural and forestry 
products  may  also  provide  a  significant  percentage  of  inputs  required  for 
electricity,  steel,  concrete,  synthetic  cloth,  liquid  fuels  (methanol,  ethanol, 
butanol, biodiesel), solid fuels (logs, chips, briquettes, pellets, biochar), gaseous 
fuels  (synthesis  gas,  biogas,  hydrogen),  or  fertilisers  (Schneider  and  McCarl 
2006;  Sims  et  al.  2007;  McHenry  2009).  Polygeneration  systems  provide 
multiple energy sources and biomass products, with some systems accepting 
multiple biomass input fuels (Sims et al. 2007). The large number of possibilities 
and technology options available for biomass conversion are enormous. This 
research analyses one option of using pyrolysed biomass as a soil conditioner in 
a low rainfall (less than 300 mm growing season rainfall) wheat region. This 
analysis  was  undertaken  to  quantify  the  market  mitigation  and  market 
adaptation potential of using biomass-derived charcoal, known as biochar, as a 
soil amendment to displace single superphosphate (0% N, 8.8% P, 0%K, 11%S) 
fertiliser applications in wheat cropping systems in the SW of WA.  
 
Soil carbon sequestration markets in agricultural soils are a known potential 
synergy  between  adaptation  and  mitigation,  as  it  creates  an  economic 
commodity  (the  soil  carbon)  for  agriculturalists,  which  also  improves  the 343 
 
productivity  of  the  land,  reduces  soil  erosion,  and  increases  fertiliser  use 
efficiency (Klein et al. 2007; McHenry 2009, 2009, 2009; Lehmann and Joseph 
2008).  This  analysis  quantifies  the  conventional  benefits  from  any  gains  in 
productivity associated with the adoption of carbon soil sequestration, and the 
value of carbon sequestered, with scenarios for various prices for biochar, single 
superphosphate, and carbon. The aim was to assist agriculturalists to navigate 
soil carbon mitigation incentives using iterative planning processes, enabling a 
balanced  approach  between  soil  biochar  sequestration,  conventional 
productivity co-benefits, and attitudes to risk. 
 
Biochars  range  in  complexity  from  graphite-like  carbon  to  high  molecular 
weight aromatic rings which are known to persist in soil for thousands of years 
(Graetz and Skjemstad 2003). Therefore, the conversion of biomass to biochar, 
and subsequent application to soil results in a relatively long-term carbon sink 
and store. Converting biomass to biochar in controlled conditions led to around 
50% of the initial carbon remaining in the biochar, which results in biochar of 
approximately  85%  carbon  content.  This  contrasts  with  the  low  amount  of 
initial biomass remaining as biochar after burning (3%) (Lehmann, Gaunt, and 
Rondon  2006).  The  efficiency  of  conversion  in  terms  of  retaining  biomass 
carbon in the biochar is highly dependent on the type of feedstock, although 
variation  is  reduced  by  pyrolysis  temperatures  within  350-500
oC  (Lehmann, 
Gaunt, and Rondon 2006).  
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In terms of regional industry development, large pyrolysis units coupled with 
wide-scale biochar application to soil may address the dilemma of soil nutrient 
loss from bioenergy production. In addition to deep-banding, common methods 
of  biochar  application  to  soils  are  broadcasting,  seeding  application, 
topdressing, aerial delivery, specific application to ailing vegetation at the root, 
and  also  ecological  delivery  via  animal  excreta  (Blackwell,  Reithmuller,  and 
Collins 2008). Biochar transport is also relatively efficient on a weight basis, as 
the biochar mass is 70–80% less than the original dry biomass (Lehmann 2007). 
For a detailed background on SOC, biochar, and changes in agricultural yields, 
see Appendices B, G, H, and K. 
 
7.2.1 Technical Model 
The technical results are based on existing crop yield research data regarding 
biochar applications alongside fertiliser applications in the SW of WA. The data 
was used to determine the minimum equivalent price of biochar required to 
obtain the same wheat yield while reducing the annual single superphosphate 
(SSP) fertiliser application by half. The primary data were derived from research 
undertaken  by  Blackwell  et  al.  (2007,  2008,  2010,  pers.  comm.),  conducting 
biochar-fertiliser-crop interaction research for over six years. 
 
  Site A  Site B  Site C 
Characteristic        
Soil type  Sandy loam  Sandy loam  Low P sand 345 
 
Growing season rainfall (mm)  288  204  210 
        Approx. full fert. rate yield (kg ha
-1)  750  2,150  1,800 
Approx. ½ fert. rate yield (kg ha
-1)  600  1,850  1,850 
Approx. zero fert. yield (kg ha
-1)  350  1,750  - 
Approx. ½ fert. rate +BC yield (kg ha
-1)  800  2,200  2,300 
        Increase attributed to BC (kg ha
-1)   227  320  430 
Approx. percentage increase (%)  ~28  ~14  ~18 
Table 7.12: Three significant positive fertiliser and BC responses from low 
rainfall wheat crops in WA.
ee Sources: (Blackwell et al. 2007; Blackwell, 
Reithmuller, and Collins 2008; Blackwell 2010, 2010). 
 
Note  that  large  uncertainties  remain  on  the  mechanisms  of  how  biochar 
applications to soil impact surrounding ecology, and also the specific processes 
that  the  substance  influences  in  particular  crops  in  specific  soil  types  and 
climates. However, as stated by Blackwell (2010), the effects of biochar addition 
in the soils in WA seem to be highly related to its influence of P use by wheat. 
 
Providing total P loadings equivalent to 100 kg ha
-1 of SSP (~9 kg of P ha
-1) 
requires around 160 kg of biochar ha
-1 (Bridle 2004). Due to the medium-to-low 
nutrient content of most biochars, applications are more commonly considered 
soil  conditioners  rather  than  fertilisers  (Steiner  et  al.  2007).  In  contrast  to 
fertilisers  that  predominantly  provide  nutrients,  soil  conditioners  tend  to 
                                                 
ee  Note  that  mono-ammonium  phosphate,  mineral  fertilisers,  and  single 
superphosphate were used as fertilisers. Also some of the “half rates” were 
actually slightly more than half, and the author recommends going to the 
original  sources  for  detailed  information  regarding  the  precise  agronomic 
characteristics of the research. 346 
 
enhance plant growth by retaining nutrients, and improving soil physical and 
biological properties (Rondon, Ramirez, and Lehmann 2005; Lehmann, Gaunt, 
and Rondon 2006). 
 
The model includes two applications of biochar over the 15 years, applied in year 
zero, and year eight. The model ignores all production inputs and outputs, and 
simply  calculates  the  market  adaptation  and  market  mitigation  potential 
difference between using an average “full rate” of SSP (90 kg ha
-1), and a half rate 
of SSP with deep banded biochar equivalent to 1 t ha
-1. The model assumes both 
applications will achieve an identical wheat yield. Therefore, a wheat price is not 
necessary for the model.  
 
The application cost of deep banding the biochar t
-1 ha
-1 year
-1 was modelled as 
AUD110.  The  half  rate  of  SSP  applied  ha
-1  year
-1  was  45  kg,  which  is 
approximately equivalent to an annual application 4 kg of P ha
-1. The annual 
application cost of the SSP was modelled as AUD20 ha
-1, GST inclusive. The 
application cost of the SSP was modelled as identical between the half and full 
rates,  taking  into  account  the  significant  site  loading  and  servicing 
requirements. The biochar price (delivered to farm) was modelled at intervals of 
AUD50, between AUD0 and AUD450 t
-1. Similarly, the cost of SSP (delivered to 
the farm) was modelled at intervals of AUD50, between AUD250 and AUD1,250 
t
-1. Carbon values were also included in some analyses, and were modelled at 347 
 
intervals of AUD5 tCO2-e, between AUD0 and AUD100 tCO2-e. A real discount 
rate of 8% was used, and the inflation rate was assumed to be 3% p.a. All capital 
and  maintenance  costs  were  based  on  average  current  prices  and  are  GST 
inclusive unless stated (Table 7.13). 
 
On average, the recalcitrance of biochar can be approximated as 80% of the 
original mass over the first several decades, depending on the environmental 
exposure and the original biomass characteristics (Lehmann et al. 2008), and 
the  model  uses  an  80%  recalcitrance  rate.  Equation  7.1  shows  the  total 
sequestration (tCO2-e ha
-1) of two tonnes of applied biochar for each ha over the 
15 year interval. 
 
2 tC ha
-1 × 80% recalcitrance × 3.666 tCO2-e tC
-1 = 5.8656 tCO2-e ha
-1 
Equation 7.1: Total modelled sequestration (tCO2-e ha
-1) over the 15 years. 
 
No calculation for either imbedded or operational emissions for either SSP or 
biochar application was included. Despite the importance of fertiliser as a direct 
and indirect source of carbon emissions (Steinfeld et al. 2006), the analysis did 
not quantify in detail any change in project sequestration from fertiliser use 
reduction or additional mechanical use for biochar deep banding. The research 
deemed that the relatively small area modelled, and the energy use per tonne of 
SSP  production  and  use  was  sufficiently  small  relative  to  changes  in  SOC 348 
 
derived from both the impact of tillage practices, sequestered biochar, and crop 
root mass turnover. Any impact of the biochar addition reducing soil methane 
emissions,  as  reported  by  Rondon  et  al.  (2005),  was  not  included  in  the 
mitigation calculations. 
 
7.2.2 Adaptation and Mitigation Model Results 
The  summary  of  all  NPC  calculations  for  all  combinations  of  biochar  and 
fertiliser scenarios are shown in Table 7.14, and an example of one of the NPC 
calculations is shown in Table 7.13. The Tables show that the modelled half rate 
of  SSP  (45  kg  ha
-1  year
-1)  and  biochar  (BC)  (1  t  ha
-1  year
-1)  were  only  cost 
competitive with the full rate of SSP (90 kg ha
-1 year
-1) when the BC purchase 
price was a very small percentage of the price of the SSP per tonne. The model 
assumed a zero carbon price for the approximate 5.866 tCO2-e ha
-1 sequestered 
in  the  soil,  which  was  solely  derived  from  the  BC  addition.  Therefore,  the 
market mitigation potential of the activity in this scenario is 5.866 tCO2-e ha
-1. 
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Table 7.13: The DCF and emissions calculation results over 15 years for the 1 t ha
-1 biochar and half rate fertiliser applications, assuming 
identical wheat yield. The NPC is in red. 350 
 
. 
SSP @ 90 kg ha
-1  NPC of SSP @ 45 kg ha
-1 & BC @ 1 t ha
-1h (BC AUD t
-1)  
SSP AUD t
-1  SSP NPC    0  50  100  150  200  250 
250  414    -  -  -  -  -  - 
300  459    -  -  -  -  -  - 
350  505    514  -  -  -  -  - 
400  551    537  -  -  -  -  - 
450  597    560  645  -  -  -  - 
500  642    583  668  -  -  -  - 
550  688    606  691  -  -  -  - 
600  734    629  714  798  -  -  - 
650  780    652  736  821  -  -  - 
700  826    675  759  844  -  -  - 
750  871    698  782  867  952  -  - 
800  917    720  805  890  975  -  - 
850  963    743  828  913  997  -  - 
900  1,009    766  851  936  1,020  -  - 
950  1,054    789  874  958  1,043  1,128  - 
1,000  1,100    812  897  981  1,066  1,151  - 
1,050  1,146    835  919  1,004  1,089  1,174  - 
1,100  1,192    858  942  1,027  1,112  1,197  - 
1,150  1,237    881  965  1,050  1,135  1,219  1,304 
1,200  1,283    903  988  1,073  1,158  1,242  1,327 
1,250  1,329    926  1,011  1,096  1,180  1,265  1,350 
Table 7.14: The NPC results over 15 years for both the baseline scenario of full 
single superphosphate (SSP) application rate (90 kg ha-1 year-1), shown in the 
second column, and the half rate SSP with 1 t ha
-1 biochar (BC) applications, all 
assuming identical wheat yield. The calculations in the model added GST for all 
biochar purchase price scenarios, while the SSP purchase price included GST. 
(Cells with numbers in red and a “-” indicate when the half rate SSP and biochar 
addition was not cost competitive with the full SSP only rate.) 
 
Figure 7.11 graphically  represents the same data from  Table  7.14.  The Figure 
clearly indicates when the full SSP rate application NPC is higher than the range 351 
 
of  NPC  calculations  for  the  half  SSP  rate  and  BC  applications  over  five  BC 
purchase price scenarios (excluding GST). When the NPC of the half SSP rate 
and BC application are to the bottom right of the full SSP rate NPC calculations 
for each fertiliser purchase price, the half SSP rate and BC application is cost 
effective. The intersection of the lines that represent the half SSP rate with five 
BC purchase price scenarios and the full SSP rate NPC show the “break-even” 
point. Each break-even point was calculated for a range of SSP purchase prices 
which include delivery to farm. 
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Figure 7.11: Using the data contained in Table 7.14, five NPC calculations of the 
half SSP rate and BC addition are shown using the scenarios of BC costs (AUD0 
to AUD200 t
-1). These five NPC scenarios are compared against the NPC of the 
full SSP rate over a range of SSP prices. 
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Figure 7.11 shows that at “current” prices of SSP (generally between AUD200 and 
AUD450 t
-1), the choice of using half SSP application rates with BC additions at 
the above rates are not an attractive option unless the BC purchase price is zero. 
Only at very high SSP prices does the half rate option become attractive when 
the  BC  purchase  prices  are  less  than  AUD200  t
-1.  At  the  present  time  BC 
purchase prices are an order of magnitude higher (>~AUD2,000 t
-1) than were 
modelled in the above scenarios. The above scenarios also do not include an 
economic value for carbon. 
 
Table 7.15 shows the influence of carbon prices (tCO2-e
-1) on the “net” cost of a 
range of BC prices. The net cost was calculated assuming the value of carbon in 
the BC was eligible for a soil carbon market, and the various potential prices of 
carbon  were  subtracted  from  the  gross  BC  purchase  price.  Numbers  in  red 
indicate when the carbon value of the stable carbon fraction in the BC price is 
insufficient to recoup the cost of the BC. Numbers in black indicate a negative 
net BC purchase price, and numbers in bold indicate a negative net BC purchase 
price sufficient to cover the AUD110 ha
-1 application cost. 353 
 
 
 
Cost of BC (AUD t
-1) 
Carbon (AUD tCO2-e
-1)  0  50  100  150  200  250 
0  0  50  100  150  200  250 
5  -15  35  85  135  185  235 
10  -29  21  71  121  171  221 
15  -44  6  56  106  156  206 
20  -59  -9  41  91  141  191 
25  -73  -23  27  77  127  177 
30  -88  -38  12  62  112  162 
35  -103  -53  -3  47  97  147 
40  -117  -67  -17  33  83  133 
45  -132  -82  -32  18  68  118 
50  -147  -97  -47  3  53  103 
55  -161  -111  -61  -11  39  89 
60  -176  -126  -76  -26  24  74 
65  -191  -141  -91  -41  9  59 
70  -205  -155  -105  -55  -5  45 
75  -220  -170  -120  -70  -20  30 
80  -235  -185  -135  -85  -35  15 
85  -249  -199  -149  -99  -49  1 
90  -264  -214  -164  -114  -64  -14 
95  -279  -229  -179  -129  -79  -29 
100  -293  -243  -193  -143  -93  -43 
Table 7.15: The net cost of BC calculated using a range of BC purchase prices 
(excluding GST), using 3.666 tCO2-e tC
-1 , and 80% recalcitrance rates for soil 
sequestration, multiplied by a range of carbon prices (AUD0-100 tCO2-e
-1). 
  
Whilst the introduction of a carbon price will effectively subsidise BC costs, very 
high carbon prices are required for the sequestration value of BC to equal the 
purchase price, and also cover costs for application to soil. Current very high 354 
 
prices of BC relative to the scenarios above exemplify that the value of carbon 
will  be  a  small  financial  benefit  to  agriculturalists  applying  BC.  Table  7.16  
breaks  down  the  required  carbon  prices  to  recoup  BC  purchase  and  soil 
application costs over a larger range of BC costs. 
  
BC cost (AUD t
-1)  50  100  150  20 25 30 35 40
Break-even C price (AUD tCO2-e)  17  34  51  68  85  102  119  136 
                 
BC cost inc. GST (AUD t
-1)  55  110  165  22 27 33 38 44
Break-even C price (AUD tCO2-e)  19  38  56  75  94  113  131  150 
                 
BC + application inc. GST (AUD t
-1)  165  22 27 33 38 40 49 55
Break-even C price (AUD tCO2-e)  56  75  94  113  131  150  169  188 
Table 7.16: Higher BC prices and the equivalent carbon prices required to 
recoup the BC purchase price with and without GST, and also including 
application to soil including GST. 
 
The current low SSP prices, the high market prices for BC, the high BC soil 
application cost of deep-banding relative to conventional broadcasting, and the 
current inability of agriculturalists to receive carbon credits from applying BC to 
soils result in the option of halving SSP applications by using BC unattractive. 
The market adaptation potential of using half SSP applications with 1 t ha
-1 of BC 
in the SW of WA is positive only with very high fertiliser prices and very low BC 
costs. Table 7.17 shows an example of the current market adaptation potential 355 
 
calculated  using  an  approximate  current  SSP  price,  and  a  relatively  low  BC 
price. The Table also shows the total cost difference and a required carbon price 
to break-even over the 15 years.  The model  does  not take into account any 
additional  cost  or  uncertainty  of  verification  sampling  regimes  for  soil  BC 
recalcitrance rates over time, or third-party charges. The Table clearly shows the 
option of displacing half of the annual SSP fertiliser over the 15 years will cost 
around twice as much per ha as the full SSP rate option. The carbon price will 
need to be greater than AUD100 tCO2-e
-1 to recoup the additional expenditure. 
 
NPC of full SSP rate (at AUD350 t
-1, at 90 kg ha
-1 year
-1)  AUD505 
NPC of half SSP rate w/BC (SSP at AUD350 t
-1, BC at AUD400 t
-1)  AUD1,192 
Total difference over the 15 years (AUD ha
-1)  AUD597 
Required carbon price to break even (tCO2-e
-1)  AUD102 
Table 7.17: Indicative NPC’s between the full SSP rate at roughly current market 
prices and application costs, and the half SSP rate with the addition of 1 t ha
-1 of 
BC at a relatively low price of AUD400 t
-1.)  
 
7.2.3 Comparative Scenario: 1t of BC ha
-1 with the Full Rate of SSP 
For comparison, an analysis was undertaken of the NPC of applying BC at 1 t ha
-1 
with  the  full  rate  of  SSP.  Table  7.12  previously  indicated  significant  yield 
increases in low rainfall areas of using BC on wheat crops of between 14 and 28% 356 
 
approximately, when used with the half fertiliser rates. This analysis assumes
ff 
that using the full rate of SSP (90 kg ha
-1 year
-1) with a 1 t ha
-1 year
-1 application of 
BC will increase wheat yields by 15% on average over the 15 years relative to full 
SSP applications only, in the SW of WA. The baseline yield used for the scenario 
was 1.75 t ha
-1, an approximate average wheat yield for WA. This analysis was 
undertaken  to  explore  the  relative  impact  of  using  BC  to  increase  yield,  as 
opposed to increasing fertiliser use efficiency. 
 
Table  7.18  shows  the  assumptions  of  the  model,  including  a  wheat  value 
increase of AUD71.75 ha
-1, based on an increased production of an additional 
15% wheat yield from the 1.75 t ha
-1, at a value of AUD350 t
-1, over the 15 year 
interval. All values were adjusted for inflation (3% p.a.) and included an 8% 
discount  rate.  The  scenario  did  not  include  the  further  costs  of  additional 
harvesting or transport costs of the additional wheat yield. The model did not 
require  the  inclusion  of  the  SSP  price,  only  the  BC  purchase  price  and  the 
carbon price. 
 
                                                 
ff This assumption does not have a rigorous scientific underpinning at present, 
although  some  agronomic  studies  indicate  that  this  may  be  possible  for 
certain crops and soil types (Lehmann and Joseph 2008). Many studies are 
detailed in the book “Biochar for environmental management: science and 
technology”, edited by Lehmann et al. (2008), and published by Earthscan. 357 
 
 
Table 7.18: An example of one of the DCF and emissions calculation results for the full SSP rate (90 kg ha
-1 year
-1) and additional BC (1 t 
ha
-1 year
-1) application, assuming a 15% yield increase over the 15 year interval. The NPC is in red. 358 
 
Table 7.19 summarises the results of a range of carbon values and BC purchase 
prices.  The  Table  indicates  that  the  required  carbon  prices  to  recoup  BC 
purchase price costs are lower when BC is used to increase yield, rather than 
reduce fertiliser use.  
 
  Cost of BC (AUD t
-1) 
Carbon (AUD tCO2-e
-1)  200  250  300  350  400  450 
0  155  70  -14  -  -  - 
5  -  93  8  -77  -  - 
10  -  115  31  -54  -  - 
15  -  138  53  -31  -  - 
20  -  161  76  -9  -  - 
25  -  -  98  14  -71  - 
30  -    121  36  -48  - 
35  -  -  144  59  -26  - 
40  -  -  166  82  -3  - 
45  -  -  -  104  19  -65 
50  -  -  -  127  42  -43 
Table 7.19: NPV ha
-1 of 1 t ha
-1 BC achieving a 15% yield gain over 1.75 t ha
-1, with 
an average wheat price of AUD350 t
-1, over the 15 years. (Note the negative NVP 
scenarios in red indicate when the BC addition is not cost-effective).  
 
Figure 7.12 uses data from Table 7.19 graphically. The Figure clearly shows that 
when  BC  purchase  prices  are  below  AUD250  t
-1,  the  application  of  BC  is 
attractive as a market mitigation option without any carbon price, assuming the 
additional 15% yield is achieved. 359 
 
 
Figure 7.12: NPV ha
-1 of 1 t ha
-1 BC achieving a 15% yield gain over 1.75 t ha
-1, with 
an average wheat price of AUD350 t
-1, over the 15 years. (Note the negative NVP 
scenarios indicate when the BC addition is not cost-effective). 
 
The  market  mitigation  potential  of  the  BC  application  to  soil  remains  at  a 
maximum of 5.866 tCO2-e ha
-1 over the 15 year period. Assuming an AUD400 t
-1 
purchase  price  for  BC,  the  market  adaptation  potential  remains  negative  at 
AUD184 ha
-1. To break even, a carbon price of AUD41 tCO2-e is required. Whilst 
this is a relatively high price, it is only 40% of the carbon price required for the 
scenario with half SSP rate and 1 t ha
-1 of BC to be cost effective, when the 360 
 
purchase price of BC is AUD400 t
-1 (Table 7.20). Therefore, the results of this 
scenario suggest that the most cost effective use for BC in terms of a market 
adaptation potential measure is to simply increase the wheat yield. Whether 
incorporating BC into fertiliser regimes will  be a  positive market adaptation 
measure in practice will be dependent primarily on the purchase price of BC, 
and to some extent on the price of carbon, if future markets create a commodity 
of carbon additions to soil. 
 
NPC of full SSP rate w/BC (BC at AUD400 t
-1)   AUD184 
Required carbon price to break even (tCO2-e
-1)  AUD41 
Table 7.20: Indicative NPC of the full SSP rate with 1 t ha
-1 of BC at roughly 
current market prices and application costs.  
 
7.2.4 Discussions 
It is clear that biomass conversion and sequestration projects have the potential 
to contribute significantly to climate change mitigation, although many options 
remain economically unattractive at current price estimates and carbon prices 
(Cacho, Wise, and MacDicken 2004). Therefore, biomass sequestration, biomass 
conversion, and BC projects may be required to fit into niche applications in a 
complex blend of production streams at the current time (Lehmann, Gaunt, and 
Rondon  2006).  The  results  of  this  research  confirm  previous  assertions  that 
land-based production of biomass for the sole purpose of producing BC may not 361 
 
be  economically  feasible  due  to  the  relatively  high  BC  production  costs  at 
present (Lehmann, Gaunt, and Rondon 2006).  
 
Whilst  this  research  provides  approximate  BC  use  data,  there  is  a  need  for 
additional  fundamental  research  on  the  impact  of  BC  use  in  a  range  of 
agricultural  activities  (McHenry  2009).  While  noting  the  lack  of  exhaustive 
scientific research supporting many of the assumptions for each BC scenario, 
the results provide direction for areas of future work that may enable the future 
implementation  of  soil  sequestration  policies,  and  fundamental  BC  research 
topics, such as cost reduction.  
 
Increasing  scientific  certainty  of  BC  use  agronomically  will  reduce  risks 
associated with a potential industrial-scale BC industry and ensure a sustainable 
BC  industry  that  successfully  integrates  conventional  farming  with  climate 
change adaptation and mitigation. With new policies and initiatives, the sum 
profitability of the BC industry may improve, although it is likely to require 
integration into existing agricultural production systems. However, as much BC 
research, technology, and policy is in its infancy or non-existent, much work is 
needed prior to wide-scale application of BC to soils to provide another option 
for climate change adaptation and mitigation integration (McHenry 2009). 362 
 
8. Conclusions and Recommendations  
This research aimed to answer the question “What carbon markets and clean 
energy  technologies  are  available  for  implementation  by  a  private  rural 
landholder, and are they profitable now?” The results of the simulations and 
models led to the conclusion that none of the small-scale renewable energy 
systems selected in this research provided a cost-effective market adaptation or 
market  mitigation  opportunity  for  agriculturalists,  relative  to  existing  grid-
connected  electricity.  Similarly,  simulations  of  forestry  biosequestration 
scenarios using native tree species in high rainfall areas, or the use of biochar 
(BC) to reduce single superphosphate fertiliser use, resulted in cost-effective 
market  adaptation  or  market  mitigation  opportunities,  relative  to  existing 
private agricultural production systems. In addition, the viability of the forestry 
and BC sequestration projects were heavily dependent on a range of variable 
commodity prices, and the future development of new policies and markets that 
value carbon sequestration.  
 
Despite  the  limited  nature  of  the  project’s  scope  and  scales,  this  research 
suggests that none of the private small-scale projects were “no behest” options, 
which are defined as financially viable to private entities in the current market. 
All of the options required additional incentives or regulation to reduce barriers 
and  to  encourage  private  agricultural  entities.  Without  an  implicit  or  real 
market signal to incorporate mitigation into farm activities, agriculturalists are 
left  with  only  adaptation  strategies.  As  a  result,  the  levels  of  agricultural 363 
 
mitigation  will be determined by conventional profitability. If  incentives are 
developed  to  reduce  private  costs  to  agriculturalists,  a  greater  uptake  of 
mitigation activities will likely occur. In addition to penalising the production of 
negative externalities from farm operations, policymakers have the opportunity 
to  incentivise  the  generation  of  positive  externalities  from  the  agricultural 
sector. In  theory, this  will prevent  agriculturalists that choose  to  voluntarily 
internalise  the  costs  of  negative  externalities  being  at  a  competitive 
disadvantage to agriculturalists that pursue profit maximisation. As mitigative 
and adaptive capacity are believed to be determined by the same set of factors 
that determine economic wealth, knowledge, skills, and social capital (Klein, 
Schipper, and Dessai 2005), equity issues from climate change policies will likely 
compound existing concerns for the agricultural sector. 
 
Climate  change  mitigation  policy  development  must  pre-emptively  prevent 
perverse outcomes such as the retirement of the most productive agricultural 
regions in the SW of WA into permanent private plantations of single-species, 
unharvested, non-native trees. This research provides examples and a method 
to  quantify  and  compare  a  range  of  options  on  a  “level  playing  field”  to 
determine both  the market adaptation  and  market mitigation potential of a 
range of alternative scenarios and the resulting benefits, costs, synergies, and 
trade-offs. The resulting information enables policymakers and researchers to 
consult  with  landholders  to  determine  specific  measures  that  can  reduce 
barriers to adoption of methods of production that achieve positive benefits for 364 
 
both  private  entities,  and  the  general  public.  An  important  finding  of  this 
research  is  that  the  choice  of  policy  instrument  that  attempts  to  integrate 
mitigation  and  adaptation  into  agriculture  is  as  important  as  any  level  of 
incentive/penalty. 
 
8.1 Recommendations for Further Work 
The stability of government policy, the opportunity cost of alternative practices, 
and  the  administrative  burden  and  investment  required  for  new  production 
systems should be a prime concern of further research and policy endeavours. 
Leadership from governments, scientists, and innovative citizens and businesses 
will  be  required  to  both  harness  and  guide  the  biological  capability  of 
agricultural regions to sustain production and provide both private and public 
benefits from appropriate climate change mitigation and adaptation  (Arundel 
and Sawaya 2009). This will require active collaboration between researchers, 
agriculturalists, scientists, industry, and governments to indentify technological 
and policy options that are the most promising over the long-term (Glover et al. 
2008). 
 
Balancing  needs  of  regional  productive  industries  and  ecosystems  requires 
multifunctional agricultural land use incorporating landscapes that can deliver 
food, employment, security, innovation, all in a sustained manner (Jordan et al. 
2007).  These  changes  will  require  significant  innovation  in  research,  policy 
development,  investment,  regulation,  and  market  reform.  Therefore,  climate 365 
 
change  mitigation  researchers  and  policymakers  need  to  address  private 
business  concerns  regarding  production  security  in  terms  of  the  contextual 
technical  feasibility,  financial  viability,  and  community  acceptability  of  new 
options (Glover et al. 2008).  
 
Future work should focus on the quantification of large renewable energy and 
biosequestration projects and activities that can take advantage of economies of 
scale to lower total factor production costs for cost-effective mitigation in rural 
areas.  The  limited  research  in  this  research  suggests  that  mitigation  and 
adaptation options outside the agricultural sector, especially the medium-to-
large decentralised renewable energy sector are also promising areas for future 
research. Sims et al. (2009) suggests general benefits of decentralised energy 
systems:  
·  contracted construction times; 
·  reduced network transmission and distribution power losses;  
·  deferral of transmission and distribution upgrades; 
·  potentially improved reliability, and; 
·  increased total energy recovery by being proximal to thermal demands. 
 
Whilst there are power limitations, reliability issues, and cost issues with many 
decentralised renewable energy systems (Sims et al. 2007), further regional and 366 
 
renewable resource-specific bottom-up research is required to quantify both the 
advantages and disadvantages of investing in decentralised electricity systems at 
the medium-to-larger scales in the SW of WA. Such analyses should not be 
undertaken without a comprehensive understanding of the environmental and 
social-economic milieu that such investments will commonly be commissioned 
within – rural and remote communities.  
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10. Appendix Introduction and Table of Appendices 
The following appendices contain selected publications submitted for review 
or  published  by  the  author  in  parallel  with  this  PhD.  These  works  delve 
deeper  into  the  nuances  of  the  technologies,  policies,  and  often  the 
uncertainties of many of the investment and technology options contained in 
this research. The reasoning for the inclusion of the appendices was to clarify 
a number of assumptions and analyses within this research, and to qualify 
uncertainties, risks, and potential to be found in detailed agricultural and 
energy literature. The author hopes these additional resources can contribute 
to the already high level of knowledge that individual agriculturalists have of 
their land and production systems. 
 
10.1 Table of Appendices 
Appendix A: The Customised Model. 
Appendix  B:  2009  Journal  Publication:  Agricultural  bio-char  production, 
renewable  energy  generation  and  farm  carbon  sequestration  in  WA: 
Certainty, uncertainty & risk. 
Appendix C: 2010 Journal Publication: Integrating climate change mitigation 
and adaptation - Refining theory for a mathematical framework to quantify 
private  and  public  cost-effectiveness,  and  C  emissions  for  energy  and 
development projects. 381 
 
Appendix D: 2009 Journal Publication: Why are remote Western Australians 
installing  renewable  energy  technologies  in  stand-alone  power  supply 
systems?  
Appendix E: 2009 Journal Publication: Remote area power supply system 
technologies in Western Australia: New developments in 30 years of slow 
progress.  
Appendix F: 2009 Journal Publication: Policy options when giving negative 
externalities market value: clean energy policymaking and restructuring the 
Western Australian energy sector. 
Appendix  G:  2009  Journal  Publication:  Farm  soil  carbon  monitoring 
developments  and  land  use  change:  unearthing  relationships  between 
paddock carbon stocks, monitoring technology and new market options in 
Western Australia.  
Appendix  H:  2009  Edited  Published  Book  Chapter:  Synergies  between 
conventional soil organic carbon, farm productivity, soil sequestration and 
soil carbon market risk in Australia.  
Appendix  I:  2009  Journal  Submission:  Forestry  carbon  and  landholder 
knowledge  synergies:  Combining  on-site  biomass  and  carbon  accounting 
methods  to  harness  landholder  knowledge  for  enhanced  monitoring, 
management, and new ecological markets in WA (in review).  382 
 
Appendix J: 2012 Journal Publication: How farming and forestry converge 
enhancing the interface between agricultural production and tree biomass 
systems to improve farm-scale productivity in Western Australia.  
Appendix  K:  2011  Journal  Publication:  Soil  organic  carbon,  biochar,  and 
applicable research results for increasing farm productivity under Australian 
agricultural conditions.  
Appendix L: 2009 Journal Submission: Australian carbon biosequestration 
and clean energy policy market co-evolution - Mechanisms, mitigation and 
convergence (in review).  
Appendix M: 2009 Journal Publication: Carbon-based stock feed additives: a 
research  methodology  that  explores  ecologically  delivered  C 
biosequestration,  alongside  live  weights,  feed  use  efficiency,  soil  nutrient 
retention, and perennial fodder plantations.  
Appendix  N:  2010  Edited  Published  Book  Chapter:  Microalgal  bioenergy, 
biosequestration, and water use efficiency for remote resource industries in 
Western Australia.  
Appendix  O:  2010  Edited  Published  Book  Chapter:  Wholesale  electricity 
networks:  Balancing  supply  reliability,  technical  governance,  and  market 
trading  in  the  context  of  Western  Australian  energy  disaggregation  and 
marketisation. 