We show how to efficiently obtain the Algebraic Normal Form of Boolean functions vanishing on Hamming spheres centred at zero. By exploiting the symmetry of the problem we obtain formulas for particular cases, and a computational method to address the general case. A list of all the polynomials corresponding to spheres of radius up to 64 is provided. Moreover, we explicitly provide a connection to the binary Möbius transform of the elementary symmetric functions. We conclude by presenting a method based on polynomial evaluation to compute the minimum distance of binary linear codes.
Introduction
Many computationally hard problems can be described by Boolean polynomial systems, and the standard approach is the computation of the Gröbner Basis of the corresponding ideal. Since it is a quite common scenario, we will restrict ourselves to ideals of F 2 [x 1 , . . . , x n ] containing the entire set of field equations {x 2 i + x i } i . To ease the notation, our work environment will therefore be the quotient ring R = F 2 [x 1 , . . . , x n ]/(x 2 1 +x 1 , . . . , x 2 n +x n ). Moreover, most of our results do not depend on the number n of variables, and when not otherwise specified we consider R to be defined in infinitely many variables. We denote with X the set of our variables. In this work we characterise the vanishing ideal I t of the set of binary vectors contained in the Hamming sphere of radius t − 1. This characterisation corresponds to the explicit construction of the square-free polynomial φ t whose roots are exactly the set of points of weight at most t−1. It is worth mentioning that this polynomial corresponds to the Algebraic Normal Form (ANF) of the Boolean function which vanishes inside the Hamming sphere. See Carlet (2010) for a thorough discussion about Boolean functions. A direct application of our work would be the possibility to add φ t to the generating system of an ideal, and therefore to force the corresponding variety to live in the Hamming sphere of radius t − 1. A less straightforward application will be presented in Section 5, where we show a novel method to check whether the minimum distance of a linear code is in a given range. We believe that the ideas presented in Section 5 could eventually be a starting point for new algebraic algorithms for the computation of the minimum distance of linear codes. This would however require the design of dedicated procedures to minimize the computational complexity of such algorithms, and this is beyond the aim of this paper. The reader can find similar methods in Guerrini et al. (2010) , where the authors proposed a technique to compute the distance distribution of systematic non-linear codes by relying on polynomial ideals. Other interesting results, obtained however to deal only with particular classes of codes, can be find in Garcia-Villalba et al. (1999) and Hu et al. (2004) . The main difference between previously known algorithms and the ideas presented in this work is that we do not need to rely on brute-force like methods, nor we require the computation of a Gröbner basis. For a comprehensive work on the utilisation of computational methods to address problems in algebra and geometry, see Cox et al. (2007) , while for everything regarding Coding Theory, we refer to MacWilliams and Sloane (1977) . We remark that it is possible to construct φ t by applying the binary Möbius transform to the right evaluation vector. Using standard tools, this approach would however require to restrict oneself to a specific number of variables, and then to run one of the known algorithms for its computation. Presently, the corresponding complexity is in the general case exponential in the number of variables. The utilisation of the binary Möbius transform to compute the ANF of a Boolean function is a standard approach, and can be found for example in Carlet (2010) . For a survey on the binary Möbius transform the reader can refer to Pieprzyk and Zhang (2007) .
The paper is organised as follows. In Section 2 we introduce the notation and provide some properties of binary symmetric functions, and in Section 3 we discuss the binary Möbius transform. These preliminary results will then be used in the remaining Sections 4 and 5, where we respectively discuss about the generating polynomials of the vanishing ideals of Hamming spheres, and their application to the com-putation of the distance of linear codes.
Binary symmetric functions
The vanishing ideal of a Hamming sphere of radius t − 1 is generated
n + x n ) by a single binary polynomial which we denote with φ t . To be precise, φ t is the Algebraic Normal Form of the map (F 2 ) n → F 2 whose zeros are all and only the binary vectors v whose Hamming weight w(v) is less than t, i.e. v has less than t ones. By definition, φ t (X) depends uniquely on the weight of X, hence φ t is a symmetric polynomial, which can therefore be written in terms of the elementary symmetric functions (ESFs) σ i = m∈M i m, where M i is the set of all monomials of degree i. We recall that in our set-up each m ∈ M i is a square-free monomials; this implies that any monomial of degree i is the multiplication of i distinct variables. In case of n variables,
In this section we look more closely to the behaviour of ESFs when working in the quotient R. The properties described in this section will then be used in Section 4 to derive further results on φ. Definition 1. We denote with b(n) the binary representation of the nonnegative integer n.
Even though the length s of b(n) is usually equal to ⌈log 2 (n)⌉, we consider it to be equal to the minimum number of bits required by the context. As an example, if we need to perform an operation involving the binary representation of two integers n 1 and n 2 with n 1 ≤ 2 s 1 ≤ 2 s 2 −1 < n 2 ≤ 2 s 2 , we consider the length of both b(n 1 ) and b(n 2 ) to be equal to s 2 . Definition 2. Let b 1 and b 2 be two binary vectors. We say that
The following Theorem on the parity of binomial coefficients will be extensively used in the remaining part of this section. We refer to MacWilliams and Sloane (1977) for its applications to the binary Möbius transform.
Theorem 1 (Lucas' Theorem). Lemma 2. Let p ∈ R be a symmetric polynomial. Then p is a linear combination of elementary symmetric functions.
Proof. It follows from the fact that p is a square-free polynomial. Theorem 3. Let σ i and σ j be defined in the quotient R.
Proof. Let i < j. From Lemma 2 it follows that the product of σ i and σ j is a linear combination of ESFs. Given m 1 and m 2 in R, the degree of
Since σ i and σ j are symmetric polynomials, if a monomial m h of degree h appears in their product, then c h = 1. Observe that m h is a monomial in σ i · σ j if and only if the cardinality of the set
where the first term is equal to the ways of choosing i variables (the monomial m i ) from a set of h variables (the monomial m h ), and the second term corresponds to choosing j − (h − i) variables among the i which appear in m i (obtaining the monomial m j ). Since 
We have three possible cases:
In the first case, b(h) = b(i) ∨ b(j), then both conditions are satisfied and this implies that c h = 1. In the other cases, at least one of the binomial coefficients in Equation (1) 
While Lemma 2 assure us that any binary symmetric polynomial in R can be written as a linear combination of {1, σ 1 , . . . , σ n , . . .}, an interesting consequence of Theorem 3 is that to represent the same polynomial we do not really need all the ESFs. All such polynomials can indeed be defined in terms of {1, σ 1 , σ 2 1 , σ 2 2 , . . . , σ 2 s , . . .}.
Corollary 4. The set of all square-free binary symmetric polynomials in n variables is equivalent to F 2 [y 0 , . . . , y s ], with s = ⌊log 2 n⌋.
Proof. We apply Lemma 2 and Theorem 3. Equivalently, we can start from a polynomial f ∈ F 2 [y 0 , . . . , y s ] and compute f (1, σ 2 1 , . . . , σ 2 s ).
Proof. σ i (X) contains only monomials of degree i. Each of these monomials are trivially zero when evaluated on a vector with strictly less then i non-zero coordinates. Proof. It follows directly from Proposition 6 and Theorem 1. Proposition 8. Let i, j and s be integers for which 2 s−1 < i ≤ j ≤ 2 s . If v 1 is a vector of weight j and v 2 is a vector such that w(
) and b i = b(i) be the binary representations of w(v 1 ), w(v 2 ) and i. By Corollary 7, σ i (v 2 ) = 1 if and only if
The binary Möbius transform
We present in this section a closed formula for the binary Möbius transform, and in the next section we will use it to describe φ t .
Theorem 9. Let f : (F 2 ) n → F 2 be a Boolean function. Then its binary Möbius transform is
where the fractions are symbolic, since their denominators vanish together with the corresponding term in the product on the left.
We provide an example before proving the formula. Let
Proof. The binary Möbius transform of f is the Boolean function whose evaluation vector corresponds to the coefficients of f . To be more precise,
n can be identified with the monomial b is a monomial of f . We consider then a generic monomial m b = X b in f , and we observe that by formula (2) we obtain
It can easily be checked that the polynomialm b assume value 1 only when evaluated at b. Then, to each monomial m b in f , it corresponds a polynomialm b inf for whichm b (b) = 1, while it is zero everywhere else. So the evaluation vector off is exactly the vector of coefficients of f .
The Vanishing ideal of a Hamming sphere
In this section we provide a description of φ t . Theorem 9 allows to write a formula for φ t directly from its definition. Let us denote with h t the polynomial whose coefficients correspond to the binary vectors of weight at least t, and let us apply the binary Möbius transform to it.
Theorem 10. Let n ≥ t, and let h t = n i=t σ i . Then φ t =h t . The proof is a straightforward application of the definition of φ t and we observe that Equation (2) gives us a formula for φ t . We also remark that the theorem does not really depend on the number n of variables, since we can always assume that a set of n variables is obtained by restriction from a larger set. By combining Theorems 9 and 10 we still obtain a somewhat implicit formula, since by Lemma 2 we would like to write it explicitly as a linear combination of ESFs:
To explicitly determine φ t we need to determine all a i appearing in Equation (3).
Lemma 11. a i = 0 for each i < t.
Proof. It follows from Proposition 5.
Lemma 12. a t = 1
Proof. Due to Lemma 11, φ t = a t σ t + r, with r being a linear combination of ESFs of degree at least t + 1. Due to Proposition 5, r(v) = 0 for each vector of weight at most t. It follows that φ t (v) = 0 if w(v) < t and φ t (v) = a t if w(v) = t, and this forces a t to be equal to 1.
Lemma 13. Let s = ⌈log 2 (t)⌉. Then a 2 s = 1
Proof. φ t = r 1 +a 2 s σ 2 s +r 2 , where r 1 (r 2 ) is a symmetric polynomial of degree strictly less (larger) then 2 s . Both r 1 and r 2 are zero on a vector v of weight 2 s :
• r 1 is the sum of the σ i with i < 2
• r 2 is the sum of ESFs of degree strictly larger than 2 s , hence r 2 (v) = 0.
Since φ t (v) = r 1 (v) + a 2 s σ 2 s (v) + r 2 (v) = 1 and both r 1 and r 2 are zero, then a 2 s = 1.
Corollary 14. Let s = ⌈log 2 (t)⌉. Then a j2 s = 1 for each j ≥ 1.
Proof. Let v be a vector whose weight is a multiple of 2 s . Firstly, let us observe that σ i (v) = 0 whenever w(v) = 0 mod 2 s and i = 0 mod 2 s . Lemma 13 proves the case j = 1. Letj be the smallest j for which a j2 s = 0, namely a j2 s = 1 for each j <j and aj 2 s = 0. The value of φ t (v) is therefore equal to the parity of number of 0 < j <j such that b(j) ⊆ bj, which is equal to 2 w(b(j)) − 2, hence φ t (v) = 0. This contradicts the definition itself of φ t , hence a j2 s = 1 for each j.
Lemma 15. Let t and s be such that 2 s−1 < t ≤ 2 s . Then
Proof. We will prove that if the lemma does not hold, then we also contradict the definition itself of φ t . Assume by contradiction the existence of i and j such that a i+j2 s = a i . Let i andj correspond to the smallest integerĩ +j2 s with this property, and let v be a vector of weight equal toĩ +j2 s . Corollary 14 proves the caseĩ = 0, so assumeĩ > 0. We start by considering i < t. By Lemma 11 the coefficients a 0 , . . . , a t−1 are equal 0, then we have a˜i +j2 s = 1. Moreover, a i+j2 s = 0 for each i <ĩ and a i+j2 s = 0 for each j <j. We also remark that b(i + j2 s ) ⊆ b(ĩ +j2 s ) for eachĩ < i < 2 s and j <j, hence the value φ t (ṽ) is equal to j j=1 σ j2 s (ṽ) + a˜i +j2 s = 1. Since the number of indices j for which σ j2 s (ṽ) = 1 is equal to 2 w(b(j)) − 1, it follows that a˜i +j2 s = 1 + 2 w(b(j)) − 1 mod 2 = 0.
We have proved that, ifĩ andj exist, then t ≤ĩ < 2 s , and it follows that for any vector v of weightĩ, φ t (v) = 1. This is the same as saying that the number of a i σ i (v) = 1 with t ≤ i ≤ĩ is odd, which implies that
We write now explicitly the evaluation of φ t atṽ as
with
. (7) We look now at the term S 2 defined in Equation (7), where it appears the evaluation of σ j2 s . We apply Corollary 7, finding out that σ j2 s (ṽ) is equal to 1 if and only if b(j) ⊆ b(j), which is the same requirement of Equation (5). It follows that
for each j ∈ {1, . . . ,j − 1}. Using Equation (8) we find out that S 2 = 0, and we already knew that S 1 = 1 by looking at Equation (4). We can therefore simplify Equation (6), obtaining
If the last term a˜i +j2 s would have been equal to a˜i, then we would have been in the same situation of Equation (8), meaning that S 3 + a˜i +j2 s would have been equal to 0. In our case we have instead assumed by contradiction that a˜i +j2 s = a˜i, and this implies that S 3 + a˜i +j2 s = 1, which by looking at Equation (9) gives us φ t (ṽ) = 0, namely there is a vector of weight larger than t for which φ t vanishes, which by definition is not possible.
Proof. Lemma 11 implies that no symmetric polynomial with degree less than 2 s appears in φ 2 s , Lemmas 12 and 13 say that a 2 s = 1, and finally Lemma 15 allows us to write φ t = j σ j2 s .
The following Lemma is directly implied by Lucas' Theorem, we state it here because it will be useful to prove a particular property of φ t for t even.
Lemma 17. Let i > j be two integers equal to 0 mod 2 e . Then Proposition 18. Let t = 0 mod 2 e . Then
Proof. The case i < t follows from Lemma 11, so let i > t and letĩ = j2 e be such thatĩ < i <ĩ + 2 e . We will proceed by induction. Assume that Equation (18) holds till the coefficient a i−1 . In this case we can write φ t = j a j2 e σ j2 e + a i σ i + R. We recall that Lemma 2 states that R is a linear combination of ESFs of degree larger that i. By definition, φ t (v) = 1 whenever w(v) ≥ t, so in particular we have both φ t (v) = 1 with v of weight i and φ t (ṽ) = 1 with w(ṽ) =ĩ:
By Lemma 17 it follows that σ j2 e (v) = σ j2 e (ṽ) for each j, so φ t (v) = 1 + a i σ i (v) = 1, hence a i = 0.
We summarise most of the results that we presented up to this point into Theorems 19 and 20, which are methods to compute φ t respectively for odd and even values of t.
Theorem 19. Let t be an odd integer, and let s be such that 2 s−1 < t ≤ 2 s . Let a t,t = 1 and for i ∈ {t + 1, . . . , 2 s } define
Then φ t = ∞ j=0 2 s i=t a t,i σ i+j2 s . Proof. Lemmas 11, 12, 13 and 15, imply that φ t is completely determined by the coefficients a t+1 , . . . , a 2 s −1 . Equation (11) derives from the definition of φ t and from Proposition 6.
Theorem 20. Let t = r2 e , with r being an odd integer. Let s be such that 2 s−1 < r ≤ 2 s . Let {a r,i } i be the sequence of coefficients of φ r , as defined in Theorem 19. Then φ t = ∞ j=0 2 s i=r a r,i σ i2 e +j2 e 2 s .
Proof. We apply first Proposition 18, and then Theorem 19.
From Theorem 19 we can derive explicit formulas for some particular cases, related to φ 2 s in Corollary 16.
Corollary 21. Let t − = 2 s − 1 and let t + = 2 s−1 + 1. Then
As a consequence of Theorem 3, since b(j2 s ) ∧ b(i) = 0 for each i < 2 s , we have σ i+j2 s = σ i · σ j2 s . We can use this to give a more concise formula for φ t , stated in the next corollary.
Corollary 22. Let ψ 2 s = φ 2 s + 1 and η t = 2 s i=t a i σ i . Then
In the remaining part of this section we use φ t to derive another family of symmetric polynomials. Let us consider the set of point of weight exactly t, and the polynomial ρ t vanishing at each point outside of this set.
Proof. Apply the definition of φ t and ρ t and use φ t 1 · φ t 2 = φ max(t 1 ,t 2 ) Corollary 24. Let t − = 2 s − 1. Then
Proof. We apply Proposition 23 to Corollary 16 and Corollary 21.
Theorem 25. ρ t is equal to the binary Möbius transform of σ t .
Proof. The transform of σ t is exactly the polynomial vanishing at all points whose weight is different from t.
We conclude this section with the following generalisation of the idea behind the derivation of ρ t . A related result is shown in Carlet (2010) to characterise the Numerical Normal Form of binary symmetric functions.
Theorem 26. {φ t } and {ρ t } are bases for the vector space of symmetric Boolean functions.
Proof. A symmetric Boolean function f assumes the same value on points whose Hamming weights are the same, so to completely determine the function we require an evaluation on a point for each possible weight. In case of n variables, we need therefore n + 1 values. If we write f i to denote the value of f on a point of weight i we have the formula
Since we can define ρ t in terms of φ t and φ t−1 we also can write f as a linear combination of φ 1 , . . . , φ n .
An application to linear codes
We show now a way to determine the minimum distance of a code by using φ t . A related approach was proposed in Guerrini et al. (2010) to the systematic nonlinear case. The ideas behind the two methods are indeed similar, even though the results of this section do not require the computation of a Gröbner Basis. We denote with φ (n) t the restriction of φ t to the case of n variables. Let C be an (n, k) 2 code, and let F : (F 2 ) k → (F 2 ) n be its generator map, namely C is the image of F . Let d and w be the minimum distance and minimum weight of C. Without loss of generality we can assume that F (0) = 0, so that 0 ∈ C and d ≤ w.
Theorem 27. w ≥ t if and only if φ
Proof. w ≥ t means that w (F (v)) ≥ t for each vector v = 0 ∈ F k 2 k , which can be written as
This means that φ
• F is the Boolean function in k unknowns for which 0 → 0 and 0 = v → 1, and this is exactly the definition of φ
We remark that Corollary 28 is just a sufficient condition to bound d, since d can indeed be strictly smaller than w. By applying Theorem 27 at most log 2 (n) times, we can determine precisely w, while we would only bound d. We can however restrict ourselves to linear codes, so that the minimum weight corresponds to the minimum distance. We obtain Corollary 29, whose proof is a straightforward application of Theorem 27 to the linear case. Let G be the generator matrix of a linear [n, k, d] 2 code C. Observe that the generator map F (X) is in this case the linear map X · G. 
Conclusions
From a theoretical point of view, the explicit description of φ t allows the formulation of problems in which the solutions have requirements on their weight. Even though it is quite straightforward to simply check the weight of a given solution, in particular cases it could be an advantage to just add the right linear combination of ρ 0 . . . , ρ n to the generating system of the ideal. Other than a theoretical overview of several properties of the polynomials φ t and ρ t , we have shown here how to obtain them either by applying the binary Möbius function or through an algorithm. At the end of this work the reader can find a list of polynomials for small numbers of variables, i.e. we provide φ t and ρ t for t = 1, . . . , 63 (See Table 1 ). Finally, in Section 5 we have shown an application of our results to Coding Theory, a novel theoretical method to check the minimum distance of a linear binary code. We conclude by giving some remarks on our contribution to Coding Theory, even though the construction of dedicated algorithms and a study of the complexity of such procedures is beyond the purpose of this work. In the general case we deal with an [n, k] code with no structure, i.e. the generator matrix of C is chosen randomly. Then, since we are working with length n codewords, the number of monomials in σ i is equal to n i . The computation of σ i • F requires therefore n i multiplications, each one involving i linear polynomials. This is however the worst case scenario. Dedicated algorithms could instead take advantage of the symmetric nature of φ t , and be designed to compute the minimum distance of particular classes of codes. Table 1 : Indices for which a i = 1 in the representation of φ t and ρ t as in Equation 3. By Lemma 15, we only need the values of a i from t to the smallest power of 2 larger than t, which is given in the column marked as τ . Then, for any multiple of τ we have a i = a i+jτ . The notation a · · · b denote the presence of all integers between a and b. Example: for t = 7, τ = 8 and the given indices are 7 and 8: then φ 7 = σ 7 + σ 8 + σ 15 + σ 16 + . . . ; similarly, ρ 7 = j σ 7+8j .
