A stochastic "Fubini" lemma and an approximation theorem for integrals on the plane are used to produce a simulation algorithm for an anisotropic fractional Brownian sheet. The convergence rate is given. These results are valuable for any value of the Hurst parameters (α1, α2
Introduction
The aim of this paper is to produce and to study a simulation algorithm for an anisotropic fractional Brownian sheet. An important application of such a simulation is to supply a sample of fractional Brownian sheet almost sure approximations: thus estimators like these defined in [13] can be tested. Recall that the non necessarily Gaussian random fields were started by Samorodnitsky and Taqqu [17] and developed by Cohen [8] . For the 1−dimensional fractional Brownian motion, Meyer et al. [15] , Ayache and Taqqu [3] study an approximation of the fractional Brownian motion with Hurst parameter α, using a wavelet decomposition. Ayache et al. [2] also use a wavelet decomposition but for the anisotropic fractional Brownian sheet. Besides, Bardet et al. [4] did a careful comparison between the different algorithms. Here we recall and develop the results of [7] , but there all the proofs are omitted. For the sake of completeness, and because these proofs enlighten the more general cases, we give them in Section 3. The scheme of [7] is as follows: Fubini's Lemma allows to get a representation of the fractional Brownian motion as a deterministic integral of Ornstein-Ulhenbeck processes; this integral is approximated by a finite sum over a geometric subdivision; besides, [7] introduce some operators on Hölder functions which -applied to the Brownian motion -give the integrands under the deterministic integral. This step allows them to obtain some fine results about these integrands regularity; they obtain a time iterative algorithm using Markov properties of Ornstein-Ulhenbeck processes. Gathering this algorithm and the deterministic integral approximation, they produce an approximation of the fractional Brownian motion. The rate convergence of this algorithm is studied in [7] (cf. p. 162) but without a temporal approximation nor an accuracy evaluation. Here we add the temporal approximation. Their rate convergence is about O(log N N More precisely concerning our algorithm, if we choose a simulation accuracy of about N −η , 0 < η < produce an I size image, we need to generate I independent random variables and a 2n Gaussian vector where n = O(N η log N ) and the algorithm complexity is O(N 1+η log N ). This study is to be done in higher dimensions. For the 2−dimensional case and when the value of one of the Hurst parameters (α 1 , α 2 ) is more than 1 2 , for computation reasons and not because of the model, Chan et Wood's algorithms [19] failed. S. Léger used them in [13] to test some estimators of parameters α i successfully when α i < 1 2 . But, when α 1 ∨ α 2 > 1 2 , the extended 2-dimension circulant embedding of the covariance matrix should be theoretically non negative definite, but practically it is not; these matrices are not well-conditioned and so Choleski's method can't be used.
The generalization from 1−dimension to 2−dimension is not so easy: for instance, Taylor's formula in 2−dimension involves the cross derivatives and to control the constants we need to detail the computations. Moreover, as is pointed out in [10] , in the one dimensional case, our method can be applied to any Gaussian sheet. It could also be used for any process written as a multiple integral of any function satisfying smooth assumptions. For instance look at [0,+∞[ 2 g(x, y)µ(dx, dy) where µ is a random measure and g is a Laplace transform. The aim here is to approximate this double integral.
Concerning our algorithm, if we choose a simulation accuracy of about I −η , 0 < η < 1 2 , to produce a I 2 size image, we need to generate I 2 independent random variables, a 2n × 2n Gaussian matrix, I(1 + I) 2n-Gaussian vectors where n is about [log I]I η , then the algorithm complexity is O([log I] 2 I 2(1+η) ). The paper is organized as follows: first the problem is set, the 2−dimensional Liouville Brownian sheet is defined, as is the 2−dimensional fractional Brownian sheet that we want to simulate. In Section 3, we first recall a set of deterministic tools built in [7] in order to obtain a discrete approximation of the 1−dimensional Brownian process. We follow the same scheme as the one in [7] : Section 4 extends all these results to our 2−dimensional Brownian sheet; first a theorem for deterministic integrals on the plane is proved, then operators on the set of Hölder 2−dimensional functions are defined and their properties are studied. All this is used to produce a discrete approximation of the 2−dimensional Brownian sheet and the errors are controlled. Finally, an iterative algorithm of the 2−dimensional Brownian sheet synthesis is given thanks to a kind of Markov property. This property relies on the fact that the fractional Brownian motion can be considered as an Ornstein-Uhlenbeck process superposition (cf. [5] ). The rate of its convergence is given in Section 5 with a constant which is a random variable, the law of which is known (its extreme values have very low probability). This constant also belongs to any L p so, as a byproduct, the approximating sheet uniformly converges to the fractional Brownian sheet in any L p . The algorithm parameters are chosen with respect to a given accuracy of the approximation. The limit of this algorithm is stressed when the parameters α are very near 
Problem setting
Let (Ω, A, P) be a probability space and dB a white noise sheet on it. The "rectangular" fractional Brownian sheet W α1,α2 is defined in [13] or [14] : 
but this one doesn't have stationary increments. Recall these two expressions in one-dimension:
We can't here approximate them directly by a sum since a recursive computation is not feasible (cf. Taqqu [17] ). To produce an iterative process of the trajectories of these two random fields, we generalize Carmona et al.' method [7] to the 2−dimensional case. For the sake of clearness, we start with the Liouville Brownian sheet.
Liouville Brownian sheet as a superposition of Ornstein-Uhlenbeck processes
Recall the equality for 0 < α < 1 2 :
The key is the following so called stochastic Fubini lemma (cf. Carmona et al. [7] for instance). Let (n, p) ∈ N 2 , the mixed Lebesgue space and its norm [18] are:
Let us remark that if f ∈ L 1,2 (R n × R p ) using the Cauchy-Schwartz' inequality: 
Proof. The map
The set of these step functions is dense in L 2,1 (cf. Lem. 6.2.11 p. 124 [18] ) so this map admits a unique continuous linear extension on L 2,1 .
Finally, the maps Y i , i = 1, 2, are well defined and coincide on the step functions.
A similar lemma is given in [11] 
where
Proof. The stochastic Fubini Lemma 2.1 applied to (s,
and 
In the case
2 , 1[, let us introduce the notation 
where U = Y, T or Z and Y, T, Z are given by:
Proof. We only detail the proof when α i > 1 2 , i = 1, 2. Once again, the stochastic Fubini Lemma 2.1 is used
Using once again Lemma 2.1 (here the integrand is continuous with compact support):
and the proof is concluded. When Proof. cf. Section 7.
These processes, made discrete with respect to (s, t), look like ARMA processes. These fields can be seen as extended 2-dimensions Ornstein-Uhlenbeck processes in the sense of Proposition 2.5. Thus, the fractional Brownian sheet can be seen as a Ornstein-Uhlenbeck processes superposition.
.) is solution to the integral equation:
For instance,
Proof. Above, we proved that any Gaussian field in this proposition admits a continuous modification. So it is enough to prove the result (s, t) being fixed.
Remark the identity when 0 ≤ u ≤ s, 0 ≤ v ≤ t: 
Fractional Brownian sheet
Similar results can be obtained for the fractional Brownian sheet due to the equality, s > u, 0 < α < 1 2 :
This equality allows us to show: 
whereX
and
xu (e −xs − 1).
Remark 2.7.
The product expansion f s (x, u)f t (y, v) yields thatX(x, y, s, t) could also be defined as following:
1−e −yt y dy < ∞) and we apply Lemma 2.1 to this function.
In the case 1 2 < α < 1, the relation (9) is applied to s ≥ u and s = 0, and solving the integrals with respect to r yields:
This relation allows us to prove: 
, f is defined in Proposition 2.6.
Using Remark 2.4, these fieldsX,Ỹ ,Z,T are continuous with respect to the four parameters, as sum of continuous fields.
Algorithm
In Section 5, we will provide a recursive algorithm to approximate W 
where c
, a l is defined in (10) and U h,k will be defined below depending on the position of α i with respect to
The key of the recursive algorithm is Proposition 2.5. Let (B (18)), we need a double induction as following, given
In a second step, we set ∀i ∈ N, X(x, y, ih, 0) = Z(x, y, ih, 0) = 0:
We now deal with the three other terms in (18) The two other terms in (18) , denoted as X 2 and X 3 , are symmetrically obtained by induction:
Finally,X hk is defined as the sum (X +X 2 +X 3 +X 4 )(x, h, ih, jk) (there is similar definitions ofỸ hk ,T hk ,Z hk ) and the following will be proved in Theorem 5.3.
Theorem. For all ε > 0 there exist n, r, h, k so, ∀T > 0, there exists a random variable C n,r,h,k admitting exponential moments such that the error is uniformly bounded:
sup s,t∈[0,T ] 2 |W α1,α2 (s, t) −Ŵ α1,α2 r,n,h,k (s, t)| ≤ εC n,r,h,k .(24)
Approximation of a fractional Brownian motion
This section develops results of [7] where all the proofs are omitted. Moreover here we bound the temporal approximation error. Using Fubini's Lemma, we get the representations of the Liouville Brownian motion. Almost surely, ∀α ∈ ]0,
Then, we have similar results concerning the fractional Brownian motion, which has stationary increments. Almost surely, ∀α ∈ ]0,
The aim here is to approximate the integrals in the representations (27), (29) summarized as
. We can deduce from the equation (25) that the process X(x, .) is an Ornstein-Uhlenbeck process:
Approximation of a deterministic integral
We recall Lemma 13 in [7] using the norm
the norms . ∞,d,e of the maps g and h
and:
Then:
This proposition will be applied to f :
The proof is omitted: it is quite similar to Theorem 4.1 proof (cf. Sect. 7). The following corollary will be useful for the time discretization.
Corollary 3.2. Let (d, e, f ) and g, h satisfying the assumptions of Proposition 3.1, then
where n et r are defined in Proposition 3.1.
To sum these bounds with respect to i get the conclusion.
1-dimensional operators on the Hölder functions
In the aim to compute by approximation the fractional Brownian process W α t (31), t being fixed, we use Proposition 3.1 with
First, we have to study the smoothness of the Gaussian processes U and the associated functions h U , and their norm . ∞,d,e . That is to show the existence of (d, e) as above and moreover that:
The point (i) will be a consequence of the fact that X is the image of the Brownian motion by an operator ψ defined below and some similar tricks to be shown for the other processes. The point (ii) (see Corollary 3.10 below) relies on deterministic properties of the operators ψ and θ defined below and on path-wise properties of the Brownian motion B. These operators are defined on the set of Hölder functions polynomially increasing at −∞ (for instance as are the Brownian motion paths).
Define the set of α-Hölder functions on I ⊂ R, taking value 0 at 0:
Finally, the Banach space S α is defined as the subset of the functions in C(] − ∞, T ], R) such that:
and if f ∈ S α let us denote the norm: We introduce two linear operators on S α , useful to manage the Liouville process since the Fubini Lemma shows that X(x, s) = ψ(B)(x, s) and we will see below that Y (x, s) =ψ(B)(x, s) where:
We now study the smoothness of these functions and we bound their partial derivatives with respect to x,
Proof. cf. Section 7.
Remark 3.4. In the case f = B, the Brownian motion, notice that (i) and (ii) show that X = ψ(B) and Y =ψ(B). Note that (i) and (ii) imply the integral equation: function ψ(f )(x, .) is solution to the integral equation 
Proof. We merely differentiate x → ψ(f )(x, s) under the integral and we use the n-th derivative of
Then we establish the continuity properties of these linear operators. So let L(S α ; R), the set of linear maps from S α to R, endowed with the norm: when A ∈ L(S α ; R), 
, then for any function f ∈ S α with the Hölder norm f α ,
Proof. Corollary 3.5 and the assumptions on f get
The integration by part formula shows that the sum of the first two terms is (n + α)
and αx
When n > 0, using that the map
Notice that f ∈ S α implies that t → 
is a map R * 
We now introduce two other operators on S α to get the fractional Brownian motion increments stationary, since the Fubini Lemma shows thatX(x, s) = (ψ + θ)(B)(x, s): 
is a map on R * 
Note that C 0 = 1 ∨ T, C 1 = 10 ∨ 6T, C 2 = 50 ∨ 26T. Using Leibnitz rule and the fact that α > 0 implies 
More precisely, C n = n k=0 n! k! C k . We now deduce the following corollary to summarize Theorems 3.6, 3.8 and Corollaries 3.7 and 3.9:
For any n ∈ N there exists a constant
This corollary shows the smoothness of the maps X(., s),X(., s), Y (., s),Ỹ (., s), and controls their growth and the one of their derivatives. More precisely, if we apply Corollary 3.10 to the Brownian motion f = B, 
1-dimensional temporal approximation
Since ψ(f ) is solution to an integral equation (cf. Rem. 3.4), we can produce an iterative algorithm to define a function approximating ψ(f )(x, t).
Concerning θ(f )(x, t), in case of f = B, an exact simulation is possible since θ(B)(x, t) = (e −xt − 1)X 0 (x) where X 0 is a centered Gaussian process with covariance 
This function f h is a piece-wise linear function and so belongs to the set H 0 1 . Using (ii) in Proposition 3.3 we obtain
and so yields the induction for i = 0, · · · , N − 1:
We now study the smoothness of the function f − f h when f is β-Hölder.
Proof. cf. Section 7. 
From Theorem 3.6 and Corollary 3.7, we deduce:
Simulation of the fractional Brownian motion
As an application of the previous subsections to the function f = B, the Brownian motion, we propose the following algorithms, depending on two cases, if α < 
Using the Orstein-Uhlenbeck stochastic differential equation (32) and the linkX(x, t) = X(x, t) + (e xt −
1)
0 −∞ e xu dB u as the sum of two independent parts we get a simulation algorithm.
From the SDE we get for X = ψ(B h ):
and forXX
the initial position isX(x, 0) = 0 (cf. (28) 
The rate convergence of such algorithm is studied in [7] (cf. p. 162) but without a temporal approximation nor an accuracy evaluation. Here we add the temporal approximation. Their rate convergence is about O(N , to produce an I size image, we need to generate I independent random variables and a 2n Gaussian vector where n = O(N η log N ) and the algorithm complexity is O(log N N 1+η ). In [4] , the authors have compared several methods for generating discretized simple path of long-range dependent processes such as fractional Brownian motion. They pointed out that the method summarized here is not exact but it is easy to implement and need not too much time.
Approximation of a sheet, 2 or more dimension
The generalization from 1−dimension to 2−dimension is not so easy: for instance, Taylor's formula in 2−dimension involves the cross derivatives and, to control the constants, we need to detail the computations. Moreover, note that this section can be applied to any Gaussian sheet. It also could be used for any process written as W (7), (11) 
where U will be specified below depending on the cases and
The tools are the composition of functional operators defined above in 3.2 and, as a by-product, we will obtain the error order and the convergence speed.
Approximation of a deterministic integral, dimension 2
In the following, we generalize the results in [1] 
Operators on Hölder functions depending on two variables
We now extend Theorems and Corollaries 3.6 to 3.9 to the two-dimensional case. Define the operators D i , i = 1, 2, ∆:
Then let H 0 β1,β2 be the set of real maps, continuous on (−∞, T ] 2 , null on the axes, such that there exists a constant C satisfying:
with the norm defined by:
,β2 be the Banach space with the norm:
where [9] , applied to the semi-norm sup of Gaussian processes.
We will apply all this section to the Brownian sheet B or to any other f ∈ S β1,β2 . On this vector space we define the eight operators: (., t) )(x, s); , .) )(y, t); , .) )(y, t);
))(y, t).
Let us denote A i , i = 1, 2 the two operators sets above and the possible compositions:
In Lemma 4.6 and Corollary 4.7, we will show that these operators applied to the Brownian sheet respectively define the fieldsX,Z,T ,Ỹ . The operators Φ,Φ,Φ, Φ smoothness derives from the one-dimensional results and the following lemma.
Lemma 4.3. Let
A k ∈ A k andÃ(x, y, s, t) = A 1 (x, s) • A 2 (
y, t). Then the mapÃ is indefinitely differentiable
with respect to (x, y), and
Theorem 4.4. Let β
Proof. It is a consequence of Corollary 3.10, Lemma 4.3 and operators Φ,Φ, Φ,Φ definitions. More precisely, we note that
Approximation of the fractional Brownian sheet as a finite superposition of Ornstein-Uhlenbeck processes
The aim is to approximate the fractional Brownian sheet W α1,α2 s,t
(1), so we use Theorem 4.1 with g(x, y) = U (x, y, s, t) . First, we have to study the smoothness of the Gaussian sheets U and the associated functions ∆U, h U , and their norm . ∞,d,e , (with (d, e) as in Th. 4.1) and prove that uniformly in (s, t):
(ii) sup
The point (i) will be a consequence of the fact thatX is the image of the Brownian sheet by the operator Φ defined above and some similar tricks to be shown for the other processes. The point (ii) will be solved by Theorem 4.8 below.
So, (s, t) being fixed, we apply Theorem 4.1 to g = U (., ., s, t), U being the image, by one of the operators studied in the Section 4. 
Proof. We apply Kolmogorov Theorem to Brownian sheet (B(s, t), (s, t) ∈ [−T, T ]
2 ) and we note that the following processes follow the same law as B: x, y, s, t) .
Lemma 4.6. Almost surely for any
(x, y, s, t) ∈ [0, +∞[ 2 ×[0, T ] 2 , X(x, y, s, t) = Φ 1 • Φ 2 (B)(x, y, s, t), X 2 (x, y, s, t) = Θ 1 • Φ 2 (B)(x, y, s, t), (46) X 3 (x, y, s, t) = Φ 1 • Θ 2 (B)(x, y, s, t), X 4 (x, y, s, t) = Θ 1 • Θ 2 (B)(
As a summary, the sum of the previous equalities yieldsX(x, y, s, t) = Φ(B)(x, y, s, t).
Proof. The two sides of the equalities (46) are continuous with respect to the four parameters so it is enough to set this identity almost surely with fixed (x, y, s, t) .
The first equality is obtained using the remark that e 
We integrate them with respect to the Brownian sheet and once again we use the stochastic Fubini Lemma 2.1 since the maps (u, r) → e xr 1 {r≤u≤0} , u → e
Successively using the definition of the fieldsỸ ,T ,Z (cf. Def. 2.9), the operators Φ,Φ,Φ, Φ definitions, Lemmae 4.5, 4.6, the point (ii) in Proposition 3.3, yield Corollary 4.7. P almost surely, for any (x, y, s, t) x, y, s, t) .
Globally denote the operator
Lemma 4.6, Corollary 4.7 and Theorem 4.4 imply
and h Ψ(B) belong to L p and these random variables admit an exponential moment.
We then apply Theorem 4.4 first toX:
The case of the processesỸ ,Z,T is solved substituting Lemma 4.6 by Corollary 4.7. The theorem proof is concluded using Remark 4.2.
This result shows the point (ii) asked at the top of this subsection as a corollary, choosing (d, e) as in Theorem 4.1:
, the fields Ψ(B) satisfy the following:
We can apply Theorem 4.1 to the four parameters sets defined in Theorem 4.8 depending on the position of α 1 and α 2 with respect to 1 2 . Recall the notations:
We now get a corollary which defines an approximation converging to the fractional Brownian sheet almost surely uniformly and in any L p . 
Corollary 4.10. Let W α1,α2 s,t as defined in Section 2 (1). For any
(α 1 , α 2 ) ∈]0, 1[ 2 , α i = 1 2 , β i ∈]| 1 2 − α i |, 1 2 [, i = 1, 2, (d, e) ∈ [0, 1] 4 such that (d i , e i ) = (0, β i ) when α i < 1 2 , (d i , e i ) = (1 − β i , 1) when α i > 1 2 , and γ = inf(β i − | 1 2 − α i |, | 1 2 − α i |, i = 1, 2). For any ε > 0, let r = 1 + ε, n = [ − log ε γ log(1+ε) ], define the quantities (c i j = 1 Γ( 1 2 −αi) r (1−ai)(j−1) r 1−a i −1 1−ai , i = 1, 2, j = −n + 1, · · · , n) (cf. Th
Then almost surely for all
where C α defined in Theorem 4.1.
Proof. The chosen pair (d, e) allows us to use Theorem 4.1. So we get:
where U = Ψ(B). Moreover Corollary 4.9 controls the norms . ∞,d,ε of U, ∆U and h U (which belong to any L p , ∀p), so yields the result.
2-dimensional temporal approximation
The tools built in this section allow us to produce an iterative algorithm of the fractional Brownian sheet. So we obtained an approximation of W α1,α2 s,t on a grid {ih, jk} by induction. Definition 4.11. Let (h, k) be a double interpolation step on the plane, F h i the linear approximation with respect to the i th component; we denote the "double" linear approximation:
Proof. Recall the operators D i , i = 1, 2, ∆:
To bound the norm of a function g in H 0 β1,β2 , it is enough to bound quotients such as:
The triangle inequality yields 
,e , are uniformly bounded: almost surely, for any 
Now we can apply this corollary to
, and so on, and we obtain the convergence with respect to the norm . ∞,d,e and its speed. 
Simulation algorithm
Finally, we gather all the results to propose a recursive algorithm to approximate the fractional Brownian sheet. Actually the trick here is that the fields X, Y, Z, T have a kind of Markov property as it will be seen using the induction formulae below.
The induction
We obtain an approximation of Ψ(f ) by a recursive algorithm on a grid ((ih, jk),
We use the operator Φ 1 then Φ 2 and we get as for the operator ψ:
meaning that
))(x, s)](y, t).
We use the notations D i and ∆ (42):
where X satisfies the following induction (cf. (38)) ∀x, ∀j ∈ N, X (x, 0, jk) = 0:
andX (x, ih, jk) is defined as
We compose with ψ (respectivelyψ) on the second f 
Ψ i being defined in Corollary 4.13 and similarly
, an exact simulation is possible since
where B 4 is a centered Gaussian matrix with covariance function Γ 4 (x, x , y, y ) = x, y, ih, jk) .
Besides, the terms T i • Ψ j (B) are obtained recursively. For instance, let Θ 1 • Ψ 2 : operator ψ is applied to a centered Gaussian process and we get
the last term is approximated by (1 − e −xih ) 
Precision and complexity of the algorithm
We give the error in this approximation, gathering the results in Theorem 4.1, Corollaries 4.10 and 4.14 and using the same notations as in Corollary 4.13.
Proof. At any point (ih, jk) of a grid, the fractional Brownian sheet W α1,α2 (ih, jk) is approximated by: 
(ii) The definitionŴ 
The choice of r, n, h, k yields the conclusion since T = hI = kJ.
Remark 5.4. At last, it remains to know how many terms are to be computed with respect to the convergence speed: let N > 0, and choose an accuracy of about ε = N −η . Then n, r, h, k are deduced: 
As an example, let ε = 0.1 and α i = 3/4, β i = 0.495 and let us choose η = ε i = 0.49. Then, n is about 1 γ 10 log 10 and even γ is very small, n could be not so huge.
Conclusion
Chan and Wood presented in [19] the failing cases when the circulant matrix deduced from the covariance Toeplitz matrix is not definite positive (see also Stéphanie Léger's thesis [13] where the author tried this algorithm) because of numerical computations (and not because of the model). A job is now to be done and is in progress: after managing this simulation, we verify this simulation robustness with numerical estimations on this fractional Brownian sheet synthesis. In a first approach, this seems to be better than these obtained by Stéphanie Léger in [13] .
Moreover the fact that f 1 is C ∞ -class yields
Bernam's theorem with r = 3, ε = 1 2 shows that X admits a continuous modification with respect to the four parameters.
Proof of Proposition 3.3.
du after a change of variables. We now use the following steps: (a) the operators ψ andψ commute: 
(c) Moreover (x, s) → ψ(f )(x, s) admits partial derivative with respect to x:
which coincide with −ψ •ψ(f )(x, s) so (c) yields.
(ii) Let the function F : s → s 0 f (u)du, the point (b) applied to F proves (ii).
Proof of Theorem 3.8. We will use the fact that f ∈ S α implies that ∀u ≤ −1, |f
The second term integral in the right hand is less than Γ(2 − α)x α−2 , and the first term integral is less than Using that f ∈ S α and switching the variables u and −u, r and −r, we get: −2 ≤ 1. This remark and careful bounds prove the theorem. We detail the proof only in cases n = 1 and n = 2.
When n = 1, the bound is The last term is the same as in the case n = 1, so we get: The second term is twice the first of the case n = 1, so we get: So the sum on k = 1, 2 is bounded by 4 γ r −γn using the γ definition. Getting r = 1 we easily deduce that
Thus, recalling that r = 1 + ε ≤ 2, the first term in the right bound of (60) is less than
Then recalling that C defined in Proposition 7.1 is max i=1,2 f i µ d i ,e i and that r −nγ ∼ ε, the second term in the right bound of (60) is less than
Finally, the third term in the right bound of (60) is less than , so the operators compositions can be done. Then we do an induction on (i, j).
The result is true for i = j = 0 since any operator in A 1 commute with any operator in A 2 (it is a tedious but straightforward formal verification).
We now suppose that the result is proved for (i, j) and we prove it for (i, j + 1). The same will be true for (i + 1, j). Let and the lemma is proved.
