R− positivity and main result
Let Q = (q x,y : x, y ∈ Z + ) be a nearest neighbors matrix on Z + , i.e. q x,y = 0 if |x − y| = 1 and q x,y > 0 if |x − y| = 1.
(
From irreducibility we get that
, is a common convergence radius, i.e. it is independent of x ∈ Z + . In this work we will assume R(Q) > 0. Let us put R = R(Q).
The matrix Q is said to be R-recurrent if For the class of matrices Q of type (1) , it was shown in ( [2] ) that Q is R−recurrent if and only if H(Q, R) = 1 and it is R−transient when H(Q, R) < 1 (the proof uses strongly Theorem 11.2 of Wall in [10] ). We have that there exists a solution to the eigenvector problem:
Q f = R −1 f with f = (f x : x ∈ Z + ) > 0 .
(For general positive matrices the existence of a solution is only guaranteed for R−recurrent matrices). Note that the matrix P (R) = (p x,y : x, y ∈ Z + ) defined by p x,y = Rq x,y f y f x x, y ∈ Z + , is an stochastic matrix of a birth and death chain X Q = (X Q n : n ≥ 0) reflected at 0. The matrix Q is said to be R-positive recurrent if P (R) is a positive recurrent Markov chain. (For the previous definitions and results see Vere-Jones in [8] and [9] ).
For x ≥ 0 we denote by τ x := inf{n > 0 : X Q n = x} the return time to x, where as usual we put τ x = ∞ when X Q n = x for all n > 0. Denote J [m] = {x ∈ Z + : x ≥ m}. Let us consider the family of matrices
With this notation Q n : n ≥ 0) the associated stochastic matrix. By definition the sequence (R [m] : m ≥ 0) is increasing:
∀m ≥ 0 :
so we can only have two situations:
• The sequence is constant:
• The sequence has a gap, so there exists some m ≥ 0 such that
Our main result is:
Moreover the associated birth and death chain X Q is geometrically recurrent:
When there does not exists a gap,
for all m ≥ 0, then the matrix Q [1] is R−transient.
We point our that this result generalizes the result on [6] in two directions: the matrix Q is not necessarily substochastic as is the case in [6] and on the other hand we can sharpen R−positivity to geometrically recurrence of the associated Markov chain. The tools of this work are close to those used in [3] .
Hamiltonians and Gibbs measures
Let us put our result in the context of one-dimensional Gibbs measures. We consider the space of trajectories Ω of a nearest neighbors non negative random walk,
x ∈ Z + ) be fixed sequences (the rewards). For x, y ∈ Z + and a block σ ∈ Ω[i, j] we denote by
the number of times σ visits x and the number of times σ passes through the edge xy respectively, this last quantity vanishing if |x − y| = 1. The Hamiltonians that respectively award the number of visits to the sites or to the edges, are the following ones on the interval [i, j]. For w ∈ Ω,
For the Hamiltonians H = H α and H = H b, c , the probability measures associated to them are (see [4] Definition 2.9)
where i < k, ℓ < j and
We ask for the conditions on α, or in b and c, such that the Hamiltonians H α , or H b, c , define translational invariant Gibbs measures.
These Hamiltonians are related by the following equalities shown in [3] : when the sequences α, b, c verify α x + α x+1 = b x + c x for x ∈ Z + then there exists a real function γ(n, m, p) defined in Z 3 + such that
In particular this relation implies
From this result we can restrict ourselves to analyze when the Hamiltonian H b, c defines an infinite volume Gibbs measure because we can always fit b and c to have α x +α x+1 = b x +c x for x ∈ Z + . Associated to the Hamiltonian H b, c is the transfer matrix Q = (q x,y : x, y ∈ Z + ) of type (1) where q x,x+1 = e bx and q x+1,x = e cx for x ≥ 0; and q x,y = 0 otherwise. We have,
From Theorem 1 in Kesten [7] for strictly positive matrices and extended in Theorem C in [5] for irreducible matrices, we have that there exists a unique translational invariant Gibbs state for the Hamiltonian H b, c if and only if Q is a R-positive matrix.
Therefore Theorem 1 give a sufficient condition for the general case of b and c in order that there exists a unique translational invariant Gibbs state for the Hamiltonian H b, c . This result goes beyond the cases analyzed in [3] . We recall that when b + c is constant for x sufficiently large (that is the sequence is ultimately constant) in Theorems 1.2 and Theorem 1.4 in [3] , it was given necessary and sufficient explicit conditions for the existence of a Gibbs measure in terms of b + c. For awards on sites and when α x+2 ≤ α x for x sufficiently large, in [3] there was supplied sufficient conditions for the existence of a Gibbs measure. All these conditions were written in terms of continued fractions. We finally point out that in [3] it was also discussed the relations between the results on Hamiltonians awarding the visits to sites with the entropic repulsion of a wall and with the SOS model.
Proof of the main result
Let f = (f x : x ∈ Z + ). We consider the general eigenvalue problem for matrices of type (1):
For r ∈ [R, ∞) there is a unique, up to a homothetic transformation, f > 0 verifying (3) . Moreover if for some r > 0 there exists a solution to (3) then necessarily r ∈ [R, ∞) (see [3] ).
Let r ∈ [R, ∞). The matrix P (r) = (p x,y : x, y ∈ Z + ) defined by
is a stochastic matrix of a birth-death chain reflected at 0. We have that P (r) is transient for all r ∈ (R, ∞).
Let us put
From (4) the sequence (w x : x ∈ Z + ) verifies the equation:
Conversely it is direct to prove that if the sequence ω = (ω x : x ∈ Z + ) given by the evolution (5) verifies ω > 0, then f defined by f 0 > 0 and
At this point it is convenient to introduce some new notation and a definition. First, for a > 0 we consider the following continuous and onto strictly increasing function ϕ a : (0, ∞] → (−∞, 1],
Definition 2.1. Let a = (a x > 0 : x ∈ Z + ) > 0 be a strictly positive fixed sequence. It is said to be allowed if it verifies
Observe that the inverse ϕ −1 a (ω) = a 1−ω satisfies analogous properties as ϕ a . Also from the definition we get if ω > 0 and ϕ a (ω) > 0 then ϕ a (ω) ∈ (0, 1).
The first part (i) of the next result was already proven in [1] and the parts (ii) and (iii) were shown in [3] .
Lemma 2 Let a > 0 be a strictly positive sequence. Then I( a) = ∅ or I( a) = (0, s * ] for some s * ∈ (0, ∞).
As a Corollary to this Lemma and by using [1] and [3] , we find that when the sequence a verifies a x = q x,x+1 q x+1,x then s * = R(Q) 2 (here q x,y are the coefficients of the matrix Q of type (1)). In this case I( a) = ∅ if and only if R(Q) > 0.
Assume a is allowed then ϕ −1 a y+1 (0) ∈ (0, 1) and by the increasing property we get
i.e. the sequence h a (x, y) is strictly increasing in y ∈ Z * + . Then the following limit exists and verifies:
Recall the notation (2.9), ω 0 = 1, ω x+1 = ϕ ax • · · · • ϕ a 0 (1) for x ∈ Z + . Assume a is a fixed sequence. We put, ∀s ∈ (0, s * ] : h(s; x, y) := h s a (x, y) and h(s; x, ∞) := h s a (x, ∞) .
Recall the notation J [m]
= {x ∈ Z + : x ≥ m}. Let us consider the family of shifted sequences
and the associated values, ; m, ∞) = 1.
We claim that: Let us study the R-positivity in Theorem 1, so we are under the hypothesis R(Q) > 0. We fix the sequence 
(see (5)). The transition probabilities of the birth and death chain
x the probability distribution of the chain X [m] when it starts from X 
From (6) the following identity is verified:
Now, for all
where as usual τ
Moreover it has exponential moment,
Proof: For all k ≥ 2 it holds the following relation, where we put x 0 = m + 1 = x 2k :
where in the third line we used equality (7) . For k = 1 we have:
From the hypothesis ξ m =
We have shown that the chain X 
