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ABSTRACT

The boundary integral method is used to model the growth and collapse of axisymmetric cavitation bubbles near two types of boundary; a rigid boundary, and a free surface.
The fluid is assumed to be incompressible, inviscid and irrotational, and surface tension
forces have been ignored. This method involves only the values of the potential and its
normal derivative on the surface, thus avoiding the need to solve the Laplace's equation in
the domain occupied by the fluid.

This study is particularly useful in predicting the interaction between the bubble and
the boundaries, which is of great importance in the study of cavitation damage due to the
bubble collapsing near a rigid boundary.

The growth and collapse of transient vapour bubbles near a rigid boundary in the
presence of buoyancy forces and an incident axisymmetric stagnation point flow are also
studied. Bubble shapes, particle pathlines, movement of the bubble centroid, and pressure
contours are used to illustrate the numerical results. Migration of the bubble and subsequent
jet formation during the collapse phase m a y be directed either towards or away from
the rigid boundary, depending on the relative magnitude and orientation of the physical
parameters used in the study. In particular, for the case of stagnation point flow, a "toroidal
jet" forms at the side of the collapsing bubble splitting it into two parts.

Finally, the growth and collapse of a buoyant vapour bubble near a free surface is
considered. It is found that, without buoyancy forces the bubble always moves away from
the free surface. However, w h e n buoyancy forces are present, the direction of motion of
the collapsing vapour bubble depends on the initial location of the bubble relative to the free
surface and the strength of the buoyancy forces.
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CHAPTER 1
INTRODUCTION

1.1 Background to Cavitation Bubble Dynamics

Cavitation is one of the major problems that has continuously plagued engineers.

Equipment must be designed to avoid its occurrence or at least allow it to exist in a

controlled form which does not impair hydrodynamic efficiency. Excessive cavitation n

only leads to noise and structural damage to the equipment, but may also lead to a dr

decline in operating efficiency (see Arndt (1981) for further discussions and referenc
Reports of serious damage to the turbo pumps in the space shuttle have been reported
the New Scientist (1984).

The growth and collapse of a vapour bubble (or cavitation bubble) was observed

almost a century ago, when Reynolds (1894) noted the formation of bubbles in the wate

flowing through constricted tubes. A cavity is formed around nuclei present in the fl

whenever the local pressure in the fluid falls below the vapour pressure for a suffic

period of time (the "inception" process). Bubbles form in a low pressure region and ar

swept away to a region of higher pressure where they collapse, creating extremely hig

local velocities and pressures immediately adjacent to the bubble. This leads to noise

vibration, and even physical damage if the collapse occurs sufficiently close to a ri
boundary.

Rayleigh (1917) considered the growth and collapse of a spherical bubble in an

infinite fluid and showed that extremely high pressures can arise during the collapse
the bubble (see for example Batchelor (1967), Gibson (1968)). This spherical implosion
mechanism causing damage to the boundary. Experimental observations of Benjamin and

and Ellis (1966) observed the asymmetric collapse of an initially spherical bubble ne

rigid boundary in which a high speed liquid jet was directed towards the boundary. It

-2n o w thought that this high speed liquid jet impacting against the boundary is the prime
mechanism causing damage to the boundary. Experimental observation of Benjamin and
Ellis (1966), Gibson (1968), Kling and Hammitt (1972), Lauterborn and Bolle (1975) and

Gibson and Blake (1980) support this view. For an illustration, in Figure 1.1 we reproduc
the outlines of the experimental bubble shape of Gibson and Blake (1980), during the

expansion and collapse phase. In this example, the initial position of the centroid of th
bubble was at 0.96 times the maximum bubble radius from a rigid boundary.

It is known that the direction of motion of the bubble centroid and the liquid jet
depend on the properties of the boundary. For example, without buoyancy forces, a

rigid boundary attracts a collapsing bubble with the jet directed towards it, whereas a f

surface repels the collapsing bubble with the jet directed away from it. This interesting

interaction between the collapsing bubble and the free surface leads to the suggestion (s
for example Gibson (1968) and Gibson and Blake (1980)) that there may be a suitable

deformable, yet resilient, material that might be used to coat rigid structures to reduce
even eliminate cavitation damage.

Numerical simulations have improved our understanding of cavitation bubble dynamics.

The early fully numerical modelling for the collapse of an initially spherical bubble nea
rigid boundary by Plesset and Chapman (1971) used a finite difference method. Mitchell
and Hammitt (1973) later simulated the collapse of cavitation bubbles using a modified
Marker-and-Cell technique in which the effects of fluid viscocity, velocity and pressure

gradient, as well as the rigid boundary were considered in determining the collapse chara
teristics of the bubble.

Bevir and Fielding (1974), using an approximate integral equation approach, were

successful in modelling the early stages of the collapse phase of a cavitation bubble. Th
used a distribution of sources and derivatives located along the axis of symmetry and
wholly contained within the bubble. Their method has the advantage of reducing the
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_4computational effort compared to the finite difference method and the modified Marker-

and-Cell technique, but it fails during the latter stages of the collapse phase. Later Gi
and Blake (1980) and Blake and Gibson (1981), using a modification of this method,
studied the growth and collapse of a cavitation bubble near a rigid boundary and a free
surface.

Recent numerical studies of a cavitation bubble near a rigid boundary have been
presented by Guerri, Lucca and Prosperetti (1981), Prosperetti (1982) and Cerone and
Blake (1984). For the cavitation bubble near a free surface, numerical studies have been
developed by Lenoir (1976), Blake and Gibson (1981) and Blake, Cerone and Gibson
(1984).

By considering the global conservation of linear momentum, Blake, Cerone and
Gibson (1984) showed that in the case of a buoyant vapour bubble near a free surface,
the direction of motion of the bubble centroid and subsequent jet formation in the vapour
bubble depends on the initial location of the bubble relative to the free surface and the
magnitude of the buoyancy forces. The bubble may be repelled by the free surface if

sufficiently close to it, or attracted towards it when further away (in this case, the bu
force is the dominating factor). These results perhaps explain the observation of Chahine

and Bovis (1980), in which they reported two different directions of migration of a vapour
bubble beneath a two-liquid interface.

1.2 Plan of the Thesis

This thesis is concerned with the numerical modelling of axisymmetric cavitation
bubbles near two types of boundary; a rigid boundary, and a free surface. We assume
that the fluid is incompressible, inviscid, irrotational and that surface tension forces
negligible. This yields Laplace's equation for the velocity potential.

-5In Chapter 2 w e present the boundary integral formulation for potential problems,
and describe the numerical techniques used to obtain the piecewise information on the
surface of the bubble. Two numerical test problems are presented: computation of
potential and normal derivative for a stationary bubble, and the growth and collapse of a
Rayleigh bubble in an infinite fluid.

In Chapter 3, the modelling of a cavitation bubble near a rigid boundary is considered. Bubble shape, particle paths, jet velocity, movement of the bubble centroid, and
pressure contours are presented as a function of the lifetime of the bubble, for different
initial locations of the bubble centroid relative to the rigid boundary. Comparison with
previous calculations will also be presented.

In Chapter 4, buoyancy forces and an incident stagnation point flow are included
in the modelling of the growth and collapse of a vapour bubble near a rigid boundary.
A range of phenomena is predicted and related to the influence of each of the physical
parameters used in the study.

In Chapter 5, the modelling of the growth and collapse of a buoyant vapour bubble
near a free surface is presented. The relative importance of the free surface and the
buoyancy forces to the collapse characteristics of the bubble are discussed in detail and
illustrated with diagrams.

-6CHAPTER 2
BOUNDARY INTEGRAL METHOD FOR
AXISYMMETRIC POTENTIAL PROBLEMS

2.1 Introduction
The Boundary Integral Method is based on Green's formula which enables us to
reformulate the potential problem as the solution of a Fredholm integral equation. The
integral equation involves the potential and its normal derivative on the boundary of the
region. This formulation has the effect of reducing the dimension of the problem by one.
For axisymmetric potential problems, two-dimensional integrals are reduced further to

one-dimensional integrals by integrating through the polar angle. In this case the Green's
functions involve complete elliptic integrals.

An early application of the integral technique to axisymmetric potential problems
was by Hess and Smith (1966); their formulation was developed using a source density

distribution on the body surface (indirect formulation) and using a linear surface, consta
source distribution. Later Hess (1975) improved the solution, by using a curved surface
and a source density variation over the surface.

Mautz and Harrington (1970) solved electrical engineering problems with Dirichlet
boundary conditions, again using a constant source density distribution with a linear
surface element. Some of their numerical techniques were later discussed by Jaswon and
Symm (1977). Recently, Wrobel and Brebbia (1980) used the Green's function formulation
(direct formulation) in which the fundamental solution was expressed in term of Legendre
functions of the second kind.

In this chapter the Green's function derivation for the boundary integral method is
considered. In this formulation, we need only consider the fundamental solution for the

-7three-dimensional case and its transformation to the axisymmetric case which is obtained
by integrating through the polar angle. The numerical implementation is made by using
various approximations for the surface, the potential and its normal derivative.

2.2 Formulation
For any sufficiently smooth function 0 which satisfies Laplace's equation in a
domain Q having piecewise smooth surface S, Green's integral formula can be written
(Brebbia (1978), Jaswon and Symm (1977))
c(p)<t>(p)+ \ 0(^r)^-( 1 \dS = \ -g-Miqftj-l .dS (2.1)
where p G 0 + S, q G S, ^- is the normal derivative outward from S, and
CA-K,

Up G 0;
c{p) = \
L2TT,

(2.2)
if/? G

S.

Choosing p on 5 yields an equation for either c/> or |^- on S if the other is specified

Once both are known on 5, equation (2.1) can be used to generate </> at any point/? G Q

In axisymmetric problems, <f> and 4^- are independent of rotational angle and integrati
over this variable can be performed analytically.

2.3 Axisymmetric Form of the Integrals
Using cylindrical polar coordinates with p = (ro,0,zo) and q = (r,d,z) respectively, we have
1= 1
^ ~ q][ [(rcos0 - r0)2 + (rsind)2 + (z - Z0)2]2
(2.3)
(r + r0)2 + (z - ZQ)2 - 4rr 0 cos 2 \

If the surface 5" is parameterised by the variable \ ,

1
2i2
>2TT

rf0

iJ.

(/•«) + >u)2 + (z(0 - *o) 2 - 4/-(Or0cos2 *

rf

•r

0

1
2i2

2+

^«)[(^) (^)

[(/•«) + /o) 2 + (z(£) - z0)2]2
2TT

tffl
4r(Qr0

(2.4)
c o s2z_|

i2

(/•(0 + A-O) 2 + ( 2 ( 0 - Z O ) 2

with
4r(Qr 0
* 2 tt)

(2.5)

(r«) + /-o)2 + fett)-zo)2'

the 0 integral becomes
(•27T

.2L
2

J0

J

1 - A:2 cos2 |

cfa

0 (1 - Ar 2 cos 2 a)2

-1

da

0 (1 - A:2sin2a)2
(2.6)

AK(k)

where K(k)is the complete elliptic integral of the first kind. Hence w e have

,1

[ _ L -,dS \ai
j \p -q\
.„

l
>2i2

4r(f)[(Jf) + Of) } K{k)
(2.7)

s

(/•«) + /oT + (z(£) -

ZQY

The unit normal h can be expressed as

r(4fcos0, ^fsine,

[(^) 2 +m

djL

(2.8)

dt

W e can write,
-(/•(£) cos 0 - r0> r(g)sin0, z(£) - Zp)

\P-Q\
(r«) + r0)2 - 4/-(0/"ocos2 f + (z(£) - z0)2

(2.9)

-9-

and

[2ir

do

[(/•(€) + 'o) 2 - 4r(£ )r0 cos2 § - (z(£) - z0)2]

c^t t>

/•p COS 0
•.(2.10)

(/-(£) + /-p)2 - 4r(£)r 0 cos 2 ! - (z(£) - Zp)2

Making the same substitution

fc2(£) =

4/-(0/-o

(2.11)

(rtt) + /-p)2 + (z(£) - zp)2

we find

f J-f_J__s - IC ___!_'<»# - f e ( f > " z°}%\
+ ^0) 2 +

i

G?0

2x

n

.2TT

fe(O-^0)2]2

2
(1 - A:2-^2^X2
cos 2 !)

J

di

0

MS)

+ r0)2 + (z(£) - z0)2]2

cosddd

(2.12)

(1-A: 2 cos2 | ) 2

W e can write the first 0 integral in (2.12) as
.2-

rf0
(1 - A: 2 cos 2 §)

"I
0

da
0

(1 - k2 c o s 2 a us

(1-A:2 sin2 a)2

= 4n(Ar,A:)

and the second 0 integral as

0

(2.13)

-10-

[2T

cosddd

= 4

f 2 (2cos2r? - l)f/i?

0

(l-A:2cos2!)2 ° d -k2cos2v)l

=

j_ rf (A:2cos2r? - l^ry + ,_g_ _ v r^

.2L

dri

*2^ (l-Ar2cos2^)l '^2 '^0 (1_^2C0S2„)|
= (A _ 4) [? ^ _ J_ (2 rfi?
l 2 |J
* 0(1-W,)! ^J° (1-^sin^)^

= (4 ~ 4)n(A:,A:) - 4#(*) (2-14)

where II(Ar, A:) is the complete elliptic integral of the third kind, which can be w
term of the complete elliptic integral of the second kind E(k) as,
n(k,k) = —^Ar.
1 - kL

(2.15)

Hence,

dSr(S)
\ A.( * W* = -4 f
j 0 [ ( ^ ) + r 0 ) 2 + (z(O-z 0 ) 2 ]l

Jsa/2V|/? - q\)
^ (

r ( 0

+

,

o )

- ^

(

_

( 0

_ .

o )

_ _ ^ _ ^

o

]
+ - ^ - ^ r 0 K ( k ) \ (2
1 -* tt)
*2tt)^
2

Approximations for A"(A:) and E{k) are available in Hastings (1955) in the form
K(k) = P(x) - Q(x)ln(pc) (2.17)
E(k) = R(x) - S (*)*/!(•*) (2.18)
where
x

= 1 - k2(S) (2-19)

and
P, Q, R and 5 are tabulated polynomials.

2.4 Approximation of the Surface Shape, Potential and its Normal Derivative
To proceed with the computation, we need to choose a representation for the surface,
and also for the potential and its normal derivative on the surface. To some extent,

these choices can be independent, but as the movement of the surface is computed usi

-li-

the potential and its normal derivative, the two should be considered together. In the
description which follows, a plane section through the axis of symmetry of the surface
is taken, rotational symmetry about the axis is understood, the potential and its normal
derivative will be called functions.

2.4.1 Linear surface - constant functions. (L-C)

The surface is replaced by a set of N linear segments Sj, with the potential and its
normal derivative constant on each segment. The boundary integral equation is replaced
by its collocation form using the midpoint of each linear segment.

2x0/ + __ 4>j \ -g-l- 1 \dS = __ /-(<£,•) ( -. * -.dS. (2.20)
j = \ J iSjdn\]pi -qj\)
j=
idnvt,JJ}Sj\pi-qj\
If we denote |^- by \p, we can write (2.20) in matrix form (as for example in Brebbia
(1978)) as
271-0/ + __ Hijty = __ Gijty. (2.21)
j=1

7=1

Defining H\j = H{j + 2TC8JJ (2.21) may be written as

H$ = G*. (2.22)

2.4.2 Linear surface - linear functions. (L-L)

0y- and \j/j are assumed to be single valued at the end points of the linear segments

which approximate the surface. If the segment is parameterised by £ in the range (0,1) w
can define
Afjtf) = i - n
\

M2(S) = S

(2.23)

J

and use the isoparametric approximations for both the surface and the functions. On
segment Sj we have,

-12-

r(0 = rj.iM1(S) + rjM2(S)
z(lt) = Zj-iMl(S) + ZjM2(.lt)
(2.24)
<!>(!•) = <t>j-lMl(l;) + <l>jM2{t;)
t(£) = ^•_1M1(0+ tjM2tt).

The collocation points are moved to the end points of each segment, yielding 7V + 1
equations in the N + 1 unknowns. The integrals on each segment can be written
1
biijfy-i + b2ijtj
Sj"~ dn \pi - qr\

s

dS 3<j>

(2.25)

where

bkij~Sj\UMk«)\ye^_^M

s

\s* *h[w^

(2.26)

= auj j l + a2ij4>j
(2.27)

*-

where
(2.28)

2.4.3 Quadratic surface - quadratic functions. (Q-Q)

If the segment is parameterised by £ in the range (0,1) we can define
Mi(£) = (S - 1)(2£ - lh
M_(0 = 4£(l-£) I (2.29)
M3«) = S(2£ - 1)
and use the isoparametric approximation for both the surface and the functions. On
segment Sj we have
r(£) = ry.jMitt) + rjM2(S) + rj

+ lM3(S)

z&) = Zj-iMxiS) + ZjM2(S) + Z/ + iM3«)
(2.30)
<W) = 4>j-iMx(S) + 0/M 2 (£) + 0/ + i M 3 « )
*(£) = ^-iMi(f) + tjM2(S) + ^ + iM3«)-

-13-

The collocation points are the endpoints and the midpoint, yielding 2/V + 1 equations
in the 27Y + 1 unknowns. The integral on each segment can be written

\sdS^\Pi -qj\

= b

^J~l

+ b

^j + *M_+1 (2-31)

where
bkij = Sj f d£Mk(S)
Jp

l
{ % dd,
7r-^],
J0
]Pi ~ q(£,0)\

(2.32)

and
\sdS(i>dn~l\pi -qj\\

= a

W<t>J-l + a2ij<t>j + a3U<l>j

+ l

(2.33)

where

a

Sj d M de

^ = i " ^t U¥^k^i)-

(2 34)

-

2.5 Numerical Integration

The evaluation of the elements of the matrices H and G is performed numerically.
Normally Gauss Legendre quadrature is adequate, unless the collocation point/?/ is within

the segment Sj, or is one of its endpoints, in which case the integrand is singular and m

be treated specially. The singular integrals are performed by subtracting the logarithmic

term to remove the singularity, then using a quadrature scheme incorporating the logarith
to complete the integration.
Recalling

kHS) =

^

- 2.

(2.35)

(/•«) + r0)2 + (z(£) - zp)2

x m a y be written

(/•(O + r0)2 + (z(0 - z 0 ) 2
The singularity occurs when for example (r0,zp) = (r{\),z{\)\. In the vicinity of this
point

,«, _ „
ttt)

- ,0

+

_ i)^

+ (t

(? _ i)^.

+

+

i(f _ i)2£|

i(t _ ifg
+ (2.37)

-14-

Hence

(LJL\(dL)2 + (dz_)'

x = 1 -kz&)

4r2

(2.38)

[\d£) \dt>

so that essentially K(k) behaves like

K{k)~P{x)-

Q{x)in\A(S ~ \))-

(2.39)

This information is sufficient to allow us to deal with the singularity.

2.5.1 Singularity at % = 0

This singularity occurs when p is the point (rp,zp) = (r(0),z(0)). If we write
equation (2.7) and (2.16) as

,

ds _[

\P ~ q

,

___A|>___(,t

0

(2.40)

D(S)

and
4r(Q

)sdn[\p - q\j

%f(.r(S) + r0)

\0D\S)
dr_
(z(0 - zp)

d£

where
J(S) =

2

dz

k\S)dt

E{k

]
+ -£-%LroK(k)}d£(2A\)
)).
2
1-A: (0 k2£)dt
J

r-o

1+ 2

m ^

(2.42)

and
D(S) = (r(S) + rQf + (z{S)-Zo)

(2.43)

By writing
(n(x) = Inl-^A + 2tn(£)

(2.44)

and using (2.17) and (2.18), we separate out the logarithmic singularity as fol

il

1

I)0mMMMTYMt
1

/ • ( * )

(2.45)
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and

4r«)
is dn\]p - q\)

J0

D

l-*2(_)

'(€)

^f (r(.) + r0) - ^ ( z « ) - zp) - 2^f _ £ _
"«
«l
«t A:2(£)

+2

^^[ p w t »- e w € ) ) f f l (ii)]V*
1

/•({) f S ( s Q

Jp £>
2dz

r^ z

(r(S) + r 0 ) -

&L(zG)-zo)

'(OL1-^) di;

r

o
dS k i&)
2

+2

^fif%J eCxtt)) } fl, (^-

(2.46)

2.5.2 Singularity at £ = J

This is the case when p is the point (rp, zp) = (r(2), z(_))- By writing

ln(x) = In

(2.47)

+ 2£/?(2£ - 1)

W

- ly

we obtain
1

rtfS

Jc \P
|p - tf

r(S)
r r{
>0^)

P(^))-Q(^P

*«)

(2£ - iy

J(S)dS

- f1 r(f)
g(*0'>»|2£ - \\Hk)di\.
J02>tt)

(2.48)

The second integral in (2.48) can be split as follows

' ^ G C * « ) ) f # ! | 2 $ -i\J(S)dS

i r«)
= j
G(*(*))*/i(l-2?)•/(*)<*€
p £«)•

+ » ^ g ( x O * « ( 2 * - !)/($)<*£

(2-49)

substituting -q = 1 - 2£ in the first integral in (2.49) and t\ - 2% - 1 in the second
integral, w e obtain
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Jc \P -- Q

r(S)J(S)

•MS = 4<

r

P(^))-_(^P

*«)

ra - iy

rf£

r(^)e(4^))y(^)
+

+

r(4»)G(*(4»))/(4»)
f»(i)rf,
D(4»)

(2.50)

Using a similar technique, w e obtain

4/-(0
Jsa«lb-<7|/

2?(xO-S(xO*«(£^)

jo£)

1 -A: 2 (£)

4f (rtt) + r0) - |£(z(«) - zp) - 2^£-p««
+ 2c_z__g_
dZk2(ii)

4,(1^)
3/1-

(4»)

"5 A:2(£)
*(S)

«*

•d£

(2f - iy

S(x(V))
_/z
i - *>(4.)

2r0

•i____a

W — ^)

^(VJ-^^ff-^GWi^))^n(I)^
.I4r(i^) 5(x(l^-))
0^(1^)1-^1^)

_/z

'(4*)

+ /-0-

2r0

*2(4*)

^W^)-*)] + 2 ^ ^ e W i ± x ) ) Mfyv-

(2.51)

-172.5.3 Singularity at £ = 1

This is the case when/7 is the point (rp,zp) = (r(l),z(l)). By writing
tn{x) = in

d-O

(2.52)

+ 2tn(l - S)

2

we obtain
1

MS = 4-

Jc \p
]p - Q

r«)

o^«)

p w o - e w ? P a - *y /(£¥£
J J

-1 r(l -r?)

+ 2 j ^(1 . ^ e ^ O ~ ^Vd ~ ^)M^>M

(2-53)

and
i?(x(0)-S(xtt))^(^_)

4r(£)

f f ( > w s - -r *

1 -Ar2(£)

'«)

v_
# ( ! - « ) + ro) - ^ ( z ( f ) - zp) - 2^f - ^ _
+

xti)
2__z__p_ P(x((S)) - Q(x(S))2n

-</*

(1 -sy
(

+ r,) f S(x(l +
ff(^) + r0)-^(z(O-zp)
-sf-r(l
'(1 + r?)l 1 -A: (l +r?)
IJ)

2

J

0 D

-2 dz

___

^£ A:2(l + 77)

t^ir^ e < x ( 1 + , ) ) r^) d "-

+2

(2 54)

-

The first integral in (2.45), (2.46), (2.50), (2.51), (2.53) and (2.54) contains no
and can be integrated by standard Gauss Legendre quadrature. The other integrals
an explicit singularity of log type which can be integrated using the quadrature
tabulated by Stroud and Secrest (1966) for the integral
\\x)ln(±)dx.

(2.55)

2.5.4 Point on the axis of symmetry

W h e n the point p is on the axis of symmetry, that is (rp,zp) = (0, zp), the
integrations can be simplified as follows
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p2ir

^ ^ f

;1
=

\P

Q\

1r> 1

r{S)J(S)dS

d6

\ \

J

Jo

o [r 2 (0 + (z(U - z0)2]2

f1
0

r(S)J(£)d£

bi^l____
[r (_) + (z(_) - zp)2]2

(2.56)

2

and

i Hv±7\fs - ~2* [ - 7 s — ^ ~ j

df

•

(2 57)

-

[/•2(0 + (z(£) - zo)2]
2.6 Diagonal Elements of the Matrix H

After evaluating the integrals and assembling, we find the following system of
equations,
H$ = G* (2.58)

where the diagonal elements of the matrix H include the c(p) coefficients. An additiona

device which proved helpful in increasing the numerical accuracy of the computation has
been to replace the diagonal elements of the matrix H by

HU = 4TT - _% (2.59)
j*i

This property may be deduced from the fact that for the interior problem, the matrix
equation (2.58) with 0 constant at all points on the boundary (the Dirichlet problem)

should yield ^ (= |^-) zero at all points, while \p specified at all points on the boun

Neumann problem) yields a solution for <f> which contains an arbitrary additive constan
Thus for the interior problem,
Ha = - £ Hij, (2.60)
and consideration of the definition of H leads immediately to equation (2.59) for the
exterior problem.
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2.7 Numerical Tests

In this section we present numerical results of the boundary integral method on two
test problems, namely the spherical cavity with constant potential in an infinite medium
and the Rayleigh cavitation bubble problem, which is a single spherical bubble growing
and collapsing in an infinite fluid. The system of linear algebraic equations (2.58) were

solved using Gauss elimination with partial pivoting, and all computations were performed
in double precision on the UNIVAC 1100/60 at the University of Wollongong Computer
Centre.

2.7.1 Spherical cavity

The first example studied is that of a spherical cavity centred at (r,z) = (0,0) of
radius 1.0 in an infinite medium. A uniform potential 0 = 1 is prescribed on the surface
of the cavity. Approximations to the potential at certain external points were generated,
as well as the normal derivative of the potential on the surface of the cavity using N =
4,8,16 and 32 segments. The exact solution of the potential is given by

[r2 + z2]2
and the exact normal derivative is given by

dA = -i
dn
In Table 2.1 we present the approximation to 4> and |^- using L - L and Q - Q
representations of the surface and the functions. In these calculations, 4 and 6 Gauss

points were used in each integration. It is found that the error in <j> in L - L represen
is of order 0{h2) and in Q - Q representation of order 0(/i4), where h is the length of
the segment. However the CPU time for Q - Q is about 3 times longer than the L - L
representation for same number of boundary segments.
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Table 2.1. Percentage error in <f> and lousing (L — L) and (Q — Q) representations.

L-L Representation
4 Gauss-Point
Number of

C P U Time

% error in

Segments

(in sec)

0

d<f>/dn

4
8
16
32

0.1830

2.4632

13.3672

0.5000

0.6293

3.1255

1.6352

0.1589

0.7714

5.9612

0.0399

0.1958

0.2366

2.4620

13.3627

0.6844

0.6293

3.1205

2.3050

0.1589

0.7663

8.4892

0.0399

0.1905

°/o error in

6 Gauss-Point

4
8
16
32

Q-Q Representation
4 Gauss-Point
Number of

C P U Time

Segments

(in sec)

0

d<j)/dn

4
8
16

0.3988

0.0212

0.1664

1.2136

0.00128

0.0422

4.2170

0.0000715

0.0336

°/o error in

% error in

6 Gauss-Point

4
8
16

0.5456

0.0209

0.1323

1.7176

0.00128

0.0111

6.0720

0.0000879

0.0031
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2.7.2 Rayleigh bubble

The second problem studied is the Rayleigh cavitation bubble, a single spherial
bubble growing and collapsing in an infinite fluid. For this problem w e use L - L
representation.

2.7.2.1 Equation of m otion

Assuming the fluid to be incompressible, inviscid and irrotational, and ignoring
surface tension and buoyancy forces (normally unimportant, see for example Plesset and
C h a p m a n (1971), Blake and Gibson (1981), and Guerri, Lucca and Prosperetti (1981)), the
velocity in the fluid m a y be written
u=V4>

(2.61)

where 4> satisfies Laplace's equation
V2</> = 0. (2.62)

On the bubble surface the pressure p is given by
P = Pc (2-63)
where pc is the saturated vapour pressure in the bubble. As fluid particles remain on the
surface of the bubble w e m a y equate the velocity of the bubble surface u_s to the fluid
particle velocity
us(r) = K(r), £ E S. (2.64)
The boundary conditions at infinity are
u - 0

(2.65)

p — Poo-

(2.66)

In terms of the potential, equation (2.64) for the movement of the boundary r
becomes
fj = V*. (2.67)
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By using the Bernoulli equation on the bubble surface,

Pc =P

°° ~

p

If " ip|-i2'

(2 68)

-

we are able to obtain an expression for the rate of change of potential on the bubble
surface as follows,
% - ^

+

\ ^- (2.69,

Equations (2.67) and (2.69) will be used during the computation to update the shape of t
bubble and the potential on its surface.

Finally to specify a well-posed problem we require initial conditions. To do this we
suppose the growth of the bubble is started from a very small spherical Rayleigh bubble
radius i?p with the potential given by Blake and Gibson (1981) as

Here the initial time /p is the time it takes a Rayleigh bubble to grow to radius RQ fro
inception which can be expressed in term of an incomplete Beta function

where Rm is the maximum bubble radius, p is the fluid density. In the next section we
proceed to obtain a numerical solution of the above equations.

2.7.2.2 Solution strategy

The strategy of solution is as follows: since initially we know the shape of the

bubble surface and the potential 0 on the surface we can solve the discretised form of t

boundary integral to yield the value of the normal velocity |^- on the bubble surface. W

the prior knowledge of 0 on S we can calculate the tangential velocity |^- (for spherica
symmetric problems |^- = 0) using the following difference approximation,

,2

d± _ dn-l+»+ * ' 2 - i - ' 2
ds

dndn-i(d„

$n ~ dn<t>n-i

+ </„_!)

.

(2.72)
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Equation (2.72) is obtained by fitting a quadratic through the three points

(-dn-i,(j>n-i), (0,0-), {dn,4>n + \)

and taking the slope of the quadratic at the point n. (|^- = 0 at the top and bottom poi
of the bubble). Here
l
r

dn = (Zn + \ ~ Znf + Cn + 1 ~ n)

(2.73)

is the length of each segment. Hence, together with 4^-, w e can calculate V 0 , the particle
velocity on S. Immediately w e can update the bubble shape by using a simple Euler scheme
as follows
Lit + At) = r(t) + A^.V0 + 0(At2)

(2.74)

and exploiting (2.69), the updated surface potential becomes

0(r(f + At),t + At) = <f>(L(t),t) + At^- + 0(At2) (2.75)

with a time step chosen to limit the maximum increment in the dimensionless potential A0
from one time step to the next according to the relationship (Gibson and Blake (1982))

At = M—. (2.76)

7MH2)
This procedure is repeated throughout the growth and collapse phases of the bubble.

Guerri, Lucca and Prosperetti (1981) in their modelling of the collapse phase of a
cavitation bubble, used a more accurate time stepping procedure (second-order formula)
as follows
r{t„ + i) = (1 - r2)L(tn) + r2L(tn-i) + (1 + r)A/„.V0
where r = Atn /Atn _ i, Atn = tn

+

(2.77)

\-tn. This scheme is not stable during the expansion

phase as the fluid velocity decreases, and for that reason w e prefer the simple Euler scheme
with the step size control of equation (2.76).
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2.7.2.3 Dimensionless variables

The reduction to dimensionless variable is made with respect to the maximum radius

Rm>
Z = f-,

R = -/-.

K

K

m

(2.78)

m

The other variables are made dimensionless by the following scaling,
l

j . _t_(P°°

-Pc\2

rr^)

P — Pc

p

- kr^k

_

* - ife^nzt

(2 79)

-

(2 80)

-

(2 81

->

Calculations are reported in term of the above dimensionless quantities.

2.7.2.4 Computational results

The bubble was grown from an initial radius of R0 = 0.1 at t0 = 0.001553 reaching
m a x i m u m size at dimensionless time 0.919478. A n instability in the radial velocity started
to occur during the collapse phase for a dimensionless bubble radius of 8.731990 x 10"3
at dimensionless time 1.837815 and radial velocity 1004.1573. The exact lifetime of a
Rayleigh bubble is 1.82936 which is in good agreement with the calculated lifetime. The
analytical result for the radial velocity for the radius indicated above is 1000.655027, again
in good agreement with the numerical result. These results were obtained by using A 0 =
0.08 in equation (2.76), with the bubble surface divided into 28 equal segments initially,
with a L-L representation of the surface, potential and its normal derivative. Figure 2.1
compares the theoretical and the calculated radial velocity of the Rayleigh bubble during
the expansion and the collapse phase up to the nondimensional value of 120.

At each time step we calculate the kinetic energy T in terms of the following integral
over the bubble surface,
T

--i"\*^dS

<2-82>
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EXRCT
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EXPANSION PHRSE

Figure 2.1 . Comparison o£ numerical with theoretical for the radial
velocity during growth and collapse of a Rayleigh bubble.
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and the potential energy v,
v = (Poo - PC)V (2.83)
where V is the volume of the bubble. The sum of the kinetic and the potential energies
must be constant EQ for all time,
E = T + v = E0. (2.84)
For A0 = 0.08, the maximum variation of EQ was 5.45%. By reducing A0 to 0.04, the
maximum variation was 2.86% with the collapse time of 1.833336. With A0 = 0.02 we

obtained the maximum variation of 1.45% with the collapse time of 1.830735. The kinetic
and potential energies are plotted as functions of the dimensionless time T in Figure

Initially the total energy is entirely kinetic energy, but as the Rayleigh bubble grow
a gradual change to potential energy reaching a maximum when the bubble is at maximum
volume, which corresponds to half the lifetime of the Rayleigh bubble.

The calculations reported later in the thesis use the L-L representation of the

potential and boundary shape combined with a simple forward Euler time integration. The
computer programs are reasonably complicated, and twice did not permit us to continue
parallel development and testing of the various computational alternatives. The test
problems with surfaces of constant curvature show higher order methods to good
advantage. In bubbles where jets are forming, we took the view that a lower order
calculation with more mesh points on the bubble surface would probably give better
results. Further work would be required to establish an optimal computation strategy,
which could turn out to be problem dependent.
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Figure 2.2 . The kinetic energy T (

) and potential energy v1

( ) in the fluid during growth and collapse of a
Rayleigh bubble.

-28CHAPTER 3
THE GROWTH AND COLLAPSE OF A CAVITATION
BUBBLE NEAR A RIGID BOUNDARY

3.1 Introduction

As indicated in Chapter 1, it is well-known that a cavitation bubble collapses asymmetrically when near a rigid boundary yielding a high speed liquid jet that is directed
towards the boundary (see for example, Benjamin and Ellis (1966), Plesset and Chapman
(1971), Gibson and Blake (1980)). If the bubble is sufficiently close to the boundary, the
high speed liquid jet may cause mechanical damage to the surface ("pitting"). Experimental observations of Benjamin and Ellis (1966), Gibson (1968), Kling and Hammitt (1972),
Lauterborn and Bolle (1975), and Gibson and Blake (1980), and theoretical calculations of
Plesset and Chapman (1971), Guerri, Lucca and Prosperetti (1981), and Prosperetti (1982)
support this view.

However, the theoretical calculations cited above have considered only the collapse

of an initially spherical bubble, a state which is probably not realised in reality, at lea
not for the potentially damaging bubble. It is conjectured that the growth phase may also
be important, especially when the bubble is close to a boundary.

To simulate the growth and collapse of a cavitation bubble near a rigid boundary

the fluid mechanics will be modelled by an incompressible, inviscid and irrotational fluid.

This yields Laplace's equation for the velocity potential, enabling us to apply the boundar
integral method using the moving surface of the cavitation bubble as described in the
previous chapter. In addition to the boundary conditions on the bubble (see 2.65, 2.66
and 2.67) we have the condition of no flow through the rigid boundary, which requires
(see figure 3.1)
|£ = 0 at z = 0. (3.1)
dz
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Figure 3.1 . Geometry of the growth and collapse of a vapour
bubble near a rigid boundary.
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The growth phase is started from a very small spherical bubble of radius RQ, with the
potential on the surface given by

0o(*O,'o) = <t>$(Ro,to) 1 +

*L
{(Zj + y)2 + r 2 }2

(3.2)

j

where 0 ^ (RQ, to) is the initial potential for the Rayleigh bubble given by equation (2.70),
r and z are the coordinates of the bubble surface, and the dimensionless variable y is
defined to be
7 = ^-- (3-3)
Here h is the initial distance between the bubble centroid and the rigid boundary and Rm
is the maximum bubble radius. The second term in the squared-bracket in (3.2) represents
the correction to the potential due to the rigid boundary.

The condition of no flow through the rigid boundary is incorporated into the
calculation by the use of an image bubble in the computation of the potential and its
normal derivative. The appropriate boundary integral formulation that includes the image
point is as follows,

c{p)*ip) + \ ^faO^-lr-1—,
Js

+

r^-TnW

dn \\p - q\

= ( ^-(0(<7)){r^ , + • 1 -,Us (3.4)
Js dny

]p - q\)

^ \\p - q\

\p - q\j

where q is the image point of q in the plane z = 0 (see also equations 2.1 and 2.2). In
the calculations to be discussed in this chapter, we used 28 linear segments in the L-L
representation of the surface shape and the functions, with points equally spaced around
the bubble surface in its initial configuration. The integrals are performed numerically
using six-point quadrature formulae.
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3.2 Computational Results

With the strategy of solution outlined in section (2.7.2.2) we are able to calculate
and plot the bubble shape, particle path, movement of the bubble centroid and pressure

contours as a function of time for different values of y, the initial location of the bub
centroid relative to the rigid boundary. We have chosen three values of y for discussion;
namely y = 2.0, 1.5 and 1.0. Calculations were stopped just prior to the bubbles
becoming multiply connected. This required about 180 time steps in each case.

3.2.1 Bubble shape

The bubble shapes at selected values of the dimensionless time T are shown in
Figures 3.2, 3.3 and 3.4 for y = 2.0, 1.5 and 1.0 respectively. It can be seen that the
lifetime of the bubble is extended when the growth begins nearer to the boundary (smaller
value of 7).

For the case 7 — 2.0, during the expansion phase, the bubble grows almost
spherically. During collapse, it loses spherical symmetry by becoming elongated in the
direction normal to the rigid boundary. As the collapse progresses, the upper portion of
the bubble becomes flattened and forms a jet.

For the case 7 = 1.5, at maximum volume, the bubble is slightly elongated in the
direction normal to the rigid boundary. Late in the collapse phase, the upper portion
of the bubble becomes flattened and forms a jet. The bubble shapes we obtained are in
general agreement with those obtained by Plesset and Chapman (1971), and those obtained
by Guerri, Lucca and Prosperetti (1981). However in our model the collapse occurs much

nearer to the rigid boundary, indicating the importance of explicitly considering the gro
phase.
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Figure 3.3 . Bubble shapes for
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at dimensionless times A) 0.001553 B) 0.024625
C) 0.085576 D) 0.209916 E) 0.474799 F) 1.033903 and
(b) collapse phase at dimensionless times A) 1.033903
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Figure 3.4 . Bubble shapes for y = 1.0 during (a) expansion
phase at dimensionless times A) 0.001553 B) 0.009124
C) 0.050120 D) 0.142422 E) 0.319365 F) 1.074744 and
(b) collapse phase at dimensionless times A) 1.074744
B) 1.856425 C) 2.027375 D) 2.052816 E) 2.102190
F) 2.126404 G) 2.148998 H) 2.164147 .
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For 7 = 1.0, the bubble grows spherically initially, but as the bubble migrates
toward the rigid boundary, the lower part of the bubble (surface nearer to the rigid
boundary) becomes flattened. During the collapse phase, as in the previous cases, the
bubble becomes elongated in the direction normal to the rigid boundary. A s the collapse
progresses, the upper portion of the bubble forms a sharp high speed hyperbolic shaped
jet. Longuet-Higgins (1983) has suggested that the tip of the jet could be modelled locally
by a Dirichlet hyperboloid. Plesset and C h a p m a n (1971) obtained bubble shapes which
are more elongated than those w e obtained here, again indicating the importance of the
growth phase.

We have separately modelled the case y = 0.96, where we can compare with the
experimental outlines of the bubble reported in Gibson and Blake (1980), and presented in
Figure 3.5. The agreement between our numerical results and the observed bubble shape
is good, with the exception that our numerical bubble is slightly elongated in the direction
normal to the rigid boundary.

3.2.2 Centroid movement

The bubble centroid lies on the axis of symmetry at coordinate z = I zdv/J dv.
Figure 3.6 shows the m o v e m e n t of the centroid for the three values of y. Figure 3.6 shows
the m o v e m e n t of the bubble centroid for the three values of y. W e notice that there is a
slight m o v e m e n t of the centroid away from the boundary during the early expansion. This
trend w a s also observed in the experimental study reported in Gibson and Blake (1980).
The centroid is moving back towards the rigid boundary before the expansion concludes
and this m o v e m e n t increases rapidly during the collapse phase.

3.2.3 Particle paths

Figure 3.7 shows the pathlines of selected particles on the bubble surface, together
with three shapes of bubble, the initial, the m a x i m u m volume and the final. W e observe
that the particles m o v e almost radially during the growth phase. However, during the
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Figure 3.5 . Comparison of numerical with experiment (after Gibson
and Blake (1980)) for the growth and collapse of a vapour
bubble near a rigid boundary , y = 0.96
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Figure 3.7 . Pathlines of selected fluid particles on the bubble
surface for the case (a) y = 1.5 and (b) y =1.0. The
bubbles shown are the initial, maximum volume and the
final shape respectively.
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collapse phase the particles "loop" around with an initially inward radial motion before

being swept into the liquid jet where particles move almost parallel to the axis of symmetry

3.2.4 Jet velocity

Figure 3.8 shows the velocity of the upper portion of the bubble at the axis of
symmetry for the three cases 7 = 2.0, 1.5 and 1.0. We notice that the velocity decreases
very rapidly during the early growth phase. In the early collapse phase, the velocity
increases slowly, and once the jet is formed, the velocity increases very rapidly. However

during the later stages of the collapse phase, the velocity remains almost uniform. A simila
trend was also observed by Plesset and Chapman (1971) in their theoretical calculation.

With the velocity scaled like ((/?oo - pc)/p)^, where p is the fluid density, we
obtained the jet velocity of about 16.0 in the case 7 = 2.0, 10.9 in the case 7 = 1.5 and
8.5 in the case 7 - 1.0 at the conclusion of the collapse phase. At first glance this is a
surprising result. For larger 7 values, the bubble behaves much like a Rayleigh bubble

with a singular velocity and pressure field. However for smaller values of 7 (i.e. closer to
the rigid boundary), a considerable volume of vapour is left in the bubble when the liquid

jet pierces the other side of the bubble. This occurs at lower pressures (see section 3.2.5)
relative to the larger 7 values and consequently leads to slower jet velocities.

3.2.5 Pressure contours

The pressure at any point in the fluid can be calculated using the Bernoulli condition
P =Poo -p|£ - ip|u|2. (3.5)
In our calculation we use the following difference approximation to |^b±

dt

„ ( A f , , - ! ) 2 ^ ^ - [(Ar„_!) 2 - (Atn)2]<f>n - (Atn)2<j>n + l

AtnAtn-iiAtn+Atn-O

(,)

where Atn = tn + \ - tn. With our prior knowledge of <$> at any point in the fluid, w e can
calculate u and hence the dynamic pressure p anywhere in the fluid.
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Figure 3.8 . Velocity of the point on the top of the bubble ( on the axis
of symmetry ) during growth and collapse near a rigid boundary ,
v =2.0, 1.5 and 1.0 .
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In Figure 3.9 w e present the pressure contours at several times late in the collapse
phase for 7 = 1.5 and 7 = 1.0. From the Rayleigh bubble solution we might anticipate a
maximum pressure occurring close to the bubble surface and enveloping the bubble. Due
to the loss of spherical symmetry in the rigid boundary example, the point of maximum
pressure is located on the axis of symmetry on the opposite side of the bubble to the
rigid boundary. A physical explanation of the above phenomena is as follows. At the
beginning of the collapse phase the maximum pressure occurs at infinity (equal to 1 in

our dimensionless terms) causing the fluid to accelerate towards the bubble (the bubble is
acting as a sink). However as the collapse progresses, mass conservation demands that the
bulk of the fluid some distance away from the bubble must decelerate, creating a point of
maximum pressure close to the collapsing bubble surface. In other words, the acceleration

of the fluid is zero at this point. Conversely, the small volume of fluid between the poin
of maximum presure and the bubble is being continually accelerated, creating the very
high speed liquid jet so clearly evident in Figure 3.7.
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Figure 3.9 . Equally spaced pressure contours for y = 1.5 at dimensionless
time (a) 2.076982 , (b) 2.096912 and for y = 1.0 at dimensionless
time (c) 2.148998 and (d) 2.164147 . Maximum pressure at * of
(a) 19.98 , (b) 29.54 , (c) 8.04 and (d) 8.21 respectively.
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THE GROWTH AND COLLAPSE OF A BUOYANT VAPOUR
BUBBLE IN AN AXISYMMETRIC STAGNATION POINT
FLOW NEAR A RIGID BOUNDARY

4.1 Introduction

In chapter 3 we have modelled the growth and collapse of a cavitation bubble near
a rigid boundary ignoring buoyancy forces and assuming that there was no ambient

velocity field. Since the shape of the bubble depends on the velocity (see equation (2.67))

and, for an incompressible and inviscid fluid, the velocity is related to the pressure grad
Vp by
U = uo ~ - [~ Vpdt, r E S (4.1)
p J

Eo

where p is the fluid density, r is the position vector and S the surface of the bubble. Hen
in order to obtain a realistic model, we must include the three major physical features,
namely a rigid boundary, ambient velocity field and ambient pressure field.

In this study there are three competing physical phenomena that are involved,
namely the Bjerknes effect (see Birkhoff and Zarantonello (1957), and Batchelor (1967)),
the buoyancy effects and the flow field effect. Here we assume that the flow field is
axisymmetric (stagnation point flow). The Bjerknes effect for a cavitation bubble near
a rigid boundary is directed towards the boundary, thus the bubble migrates towards the
boundary with the high speed liquid jet also being directed towards the boundary.

Buoyancy effects act in the opposite direction to gravity because of the lower density
of the vapour inside the bubble. Since the buoyancy forces are directly proportional to
the volume of the bubble, initially in the growth phase and late in the collapse phase
when the bubble volume is small, buoyancy effects are less important. Nevertheless
buoyancy forces are included to allow us to vary the ambient pressure field around the
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bubble and to check o n its influence on the bubble growth and collapse characteristics. In
practice, buoyancy forces are unimportant in a cavitating environment unless operating
under reduced pressure, a situation that can be produced in the laboratory.

In a stagnation point flow, the maximum pressure occurs at the stagnation point.
Hence at a forward stagnation point the velocity and the pressure gradient are in opposite
directions, corresponding to a deceleration of the fluid as it approaches the stagnation
point. A t a rear stagnation point they act in the same direction, corresponding to an
acceleration of the fluid away from the stagnation point.

In this chapter we simulate the growth and collapse of a buoyant cavitation bubble
near a rigid boundary in the presence of an incident stagnation point flow in which w e
can compare, in isolation and together the relative influences of the rigid boundary, the
velocity and the pressure field. T h e significance of each of these effects m a y be specified
in terms of the magnitude of the dimensionless parameters
7 = #-, (4-2)
I

8 = +•( PSRm \2
\P0 ~ Pc) *

(4.3)

and

a — ±bRm

W W

where h is the initial distance of the bubble centroid from the rigid boundary, Rm

<4 4)

-

is the

m a x i m u m bubble radius, g is the gravitational acceleration, po is the ambient pressure
in the fluid at the initial bubble centroid, pc is the vapour pressure inside the bubble,
and b is the strength of the stagnation point flow. Thus y determines the effect of the
rigid boundary, 8 the importance of buoyancy forces, and a is a measure of the incident
stagnation point flow. The positive sign in a corresponds to a forward stagnation point
while a negative sign corresponds to a rear stagnation point.
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4.2 Formulation

In the presence of an incident stagnation point flow we have to formulate our
boundary integral equation in terms of the total potential </> as follows (Shaw (1979),
Rezayat, Rizzo and Shippy (1984))

c(p)<t>(p) = 4*4>s(p) + \ l^-fr-1—] + j-1^-]
J s \dn\\p - q\

\p - q\)

-twhir-^-1 + r-^W (4.5)
on\]p - q\

\p - q\)j

K

'

where q is the image point of q in the plane z = 0, c(/?) is given previously by (2.2),
the total potential which is defined as

0 = <t>b + <$>s (4.6)

where <$>b is the potential due to the bubble and 4>s is the potential due to the inciden
stagnation point flow which is given by

Mr,z) - |(r2-2z2) (4.7)

where b is the strength of the stagnation point flow, r and z are the radial and the axi

coordinate of the surface of the bubble respectively. The sign of b determines whether w
are considering a forward or rear stagnation point flow.

Following the numerical treatment described in Chapter 2, equation (4.5) can be
written as the system of equations

H$ = GV + 3y
which we can solve for the normal derivative of the total potential, \p.

As the fluid particles remain on the surface of the bubble, we have the kinematic
condition
^r = V0, rGS. (4.8)
dt

-46The dynamic condition on the bubble is obtained by equating the pressures. Thus in the
absence of surface tension forces,
Pc = Ps - P |f- ~ \P |u|2 ± pgz (4.9)

where pc is the saturated vapour pressure inside the cavitation bubble, ps is the pressur

at the stagnation point and |u| is the magnitude of the velocity. The signs in the last t
depend on the direction of the gravity vector.
All lengths are scaled with respect to the maximum bubble radius Rm (see equation
(2.78)). Time is scaled according to

T = 4-(?^M (4.10)
Rm \ P I
while the pressure and potential are scaled as follows
P = p ~ pc (4A1)
K

PO-Pc'

}

i

A I

\2

Rm ( A T * A )

•

<4 12)

'

where PQ is the pressure at the initial location of the bubble prior to the generation of the
bubble, defined as follows,
Po = Ps - \P\bh\2±pgh. ' (4.13)

After rearrangement, the dimensionless form of equation (4.9) is
|f- = 1 - _Viu|2 ± 52(Z - 7) + |«272. (4.14)

Thus the expression for the rate of change of potential on the bubble surface is given b
§f = 1 + ^iMl2 ± 52(Z - 7) + \oc2y2 (4.15)

Initially the growth is started from a small spherical Rayleigh bubble of radius R0,
with the potential on the surface given by
6(r,z,t0) = 6s{r,z) + </>J(i?o»'o) (4-16)
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where

*.«,.*) - - ^ { K ^ ^ - ) ^ ) ' - ,]|J

(4,7)

and

3

'°- (2<^N§.§). *-m

^

is the time taken for a Rayleigh bubble to grow to radius Ro from inception, which is
expressed in terms of an incomplete Beta function.

4.3 Computational Results

In this section we illustrate bubble shape, movement of the centroid and pressure
contours as a function of the lifetime of a buoyant cavitation bubble near a rigid boundary.
In the discussion that follows, in order to obtain a better understanding on the influence
of each of the parameters, w e will focus our attention on two separate cases, (i) rigid
boundary, buoyant bubble and (ii) rigid boundary, buoyant bubble, with stagnation point
flow.

4.3.1 Rigid boundary, buoyant bubble

Although the buoyancy forces are not important for a small cavitation bubble, we
introduce buoyancy forces into our simulation as a convenient vehicle for introducing
a pressure gradient in the fluid, which w e are free to vary to gain a better physical
understanding of the influence of a pressure gradient on cavitation phenomena near a
rigid boundary.

4.3.1.1 Bubble shape

In Figures 4.1, 4.2 and 4.3 various examples of bubble shape during the growth
and collapse phase are shown for 7

= 2.0. Buoyancy forces are acting away from

the rigid boundary with 5 = 0.158, 0.224 and 0.316 respectively. In the case when no
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buoyancy forces (i.e. 5 = 0 ) are acting (see Figure 3.2) in our calculation w e notice a
weak jet directed towards the boundary. In Figure 4.1, although we still have a weak jet
directed towards the rigid boundary, the bubble collapses further away than those in the
no buoyancy case. In Figure 4.2 it appears the buoyancy force marginally dominates the

Bjerknes attraction force of the rigid boundary and, in our calculation, a weak jet directe
away from the rigid boundary is detected. In Figure 4.3 the buoyancy forces dominate

sufficiently to direct the migration of the bubble centroid, and the jet, away from the ri
boundary.

In Figure 4.4, 4.5 and 4.6 the buoyancy forces are directed towards the rigid
boundary with 8 = - 0.224, -0.316 and -0.447 respectively. We notice that as we decrease
the value of 5 the jet becomes broader and the volume of the bubble at the time when it
becomes multiply connected is larger. As one would expect, the stronger the buoyancy
forces, the greater the migration of the bubble centroid towards the rigid boundary.

In Figures 4.7, 4.8 and 4.9 three examples are considered for y = 1.0, for which
one would expect a stronger Bjerknes attraction force towards the boundary. In these
examples buoyancy forces are acting away from the rigid boundary with 8 = 0.224, 0.316
and 0.447 respectively. In Figure 4.7, the attraction force is dominant over the buoyancy
force, resulting an elongated bubble during the collapse phase with a weak jet directed
towards the boundary. In Figure 4.8 the boundary attraction is marginally dominant,
yielding a "columnar" bubble. In Figure 4.9 the buoyancy force is dominant over the

boundary attraction, resulting a "light bulb" shape during the latter stages of the collaps
phase. This shape is not uncommon in chemical bubble reactors (Pinczewski (1981)).

In Figures 4.10 and 4.11 the buoyancy forces are directed towards the rigid boundary
with 8 = -0.316 and-0.447 respectively. In both cases we obtain a more oblate bubble
with a broader jet than the zero buoyancy example (see Figure 3.4). As in the 7 = 2.0
examples, the stronger the buoyancy forces the bigger the volume of the bubble left at the
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Figure 4.1 . Bubble shapes for y = 2.0 and 6 = 0.158 during
(a) expansion phase at dimensionless times A) 0.001553
B) 0.055546 C) 0.270373 D) 0.419399 E) 0.996930 and
(b) collapse phase at dimensionless times A) 0.996930
B) 1.635234 C) 1.939935 D) 2.001082 E) 2.018077
F) 2.028141 G) 2.033395 .
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Figure 4.2
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Bubble shapes for y = 2.0 and 6 = 0.224 during (a)
expansion phase at dimensionless times
B) 0.030659

C) 0.114192

F) 1.008364

and

times
D)

A) 1.008364

2.000370

D) 0.230564

A) 0.001553
E) 0.438297

(b) collapse phase at dimensionless
B) 1.678884

E) 2.017497

C) 1.943821

F) 2.027638

G) 2.031555 .
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Figure 4.3
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Bubble shapes for Y= 2.0 and 6 = 0.316 during (a)
expansion phase at dimensionless times
B) 0.029040

C) 0.160211

D) 0.483630

A) 0.001553
E) 1.027840

and (b) collapse phase at dimensionless times
A) 1.027840

B) 1.561114

C) 1.837882

E) 1.991998

F) 2.016193

G) 2.038608 .

D) 1.960487
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Figure 4.4 . Bubble shapes for y = 2.0 and
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6 = -0.224 during

(a) expansion phase at dimensionless times A) 0.001553
B) 0.030684 C) 0.114889 D) 0.351490 E) 1.022289 and
(b) collapse phase at dimensionless times A) 1.022289
B) 1.746766 C) 1.893941 D) 1.958888 E) 2.000627
F) 2.033484 .
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Figure 4.5
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Bubble shapes for y =2.0 and <5 =-0.316 during (a)
expansion phase at dimensionless times
B) 0.030697

C) 0.115244

D) 0.354090

A) 0.001553
E) 1.015609

and (b) collapse phase at dimensionless times
A) 1.015609

B) 1.680409

E) 1.999418

F) 2.040275 .
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D) 1.923929

.8

1.2
R

-54-

'A.Z -.8

-.4
.0
.4
RIGID BOUNDRRY

Figure 4.6
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Bubble shapes for

y = 2.0 and

6 = -0.447 during

(a) expansion phase at dimensionless times
A) 0.001553

B) 0.055804

C) 0.278519

D) 0.551952

E) 1.046277 and (b) collapse phase at dimensionless
times

A) 1.046277
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F) 2.043964 .
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Figure 4.7 . Bubble shapes for y = 1.0 and

6 = 0.224 during

(a) expansion phase at dimensionless times A) 0.001553
B) 0.008881 C) 0.049182 D) 0.157158 E) 0.313572
F) 1.067017 and (b) collapse phase at dimensionless
times A) 1.067017 B) 1.699385 C) 1.918624 D) 2.004412
E) 2.063089 F) 2.097410 G) 2.115666 H) 2.124553 .
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Figure 4.8 . Bubble shapes for y =1.0 and 6 = 0.316 during (a)
expansion phase at dimensionless times A) 0.001553
B) 0.008881 C) 0.044059 D) 0.109674 E) 0.222005
F) 1.113098 and (b) during collapse phase at dimensionless times A) 1.113098 B) 1.696629 C) 2.050540
D) 2.128150 E) 2.177817 .
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Figure 4.9 . Bubble shapes for
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y = 1.0 and 6 =0.447 during

(a) expansion phase at dimensionless times A) 0.001553
B) 0.017802 C) 0.043996 D) 0.109055 E) 0.218839
F) 1.126948 and (b) collapse phase at dimensionless
times A) 1.126948 B) 1.647240 C) 2.023760 D) 2.116942
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Figure 4.10 . Bubble shapes for y- 1.0 and
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6= -0.316 during

(a) expansion phase at dimensionless times A) 0.001553
B) 0.050125 C) 0.142577 D) 0.321116 E) 1.084189 and
(b) collapse phase at dimensionless times A) 1.084189
B) 1.674990 C) 1.852595 D) 1.899346 E) 1.969989
F) 2.031350 G) 2.066900 H) 2.127321 .
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Figure 4.11 . Bubble shapes for y = 1.0 and 6 = -0.447 during
(a) expansion phase at dimensionless times A) 0.001553
B) 0.009124 C) 0.050130 D) 0.142730 E) 0.322850
F) 1.087226 and (b) collapse phase at dimensionless
timea A) 1.087226 B) 1.589416 C) 1.747572
D) 1.803823 E) 1.904690 F) 2.001076 G) 2.053780 .
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time when it becomes multiply connected. W e also notice that the lifetime of the bubble
in figure 4.11 is less than in Figure 4.10 because the stronger buoyancy force results in
earlier formation of the jet.

4.3.1.2 Movement of the bubble centroid

In Figure 4.12 and 4.13 we present the movement of the bubble centroid for the
various values of 5 for 7 = 2.0 and 7 = 1.0 respectively. The negative sign in front of
8 indicates that the buoyancy force is acting towards the rigid boundary. We notice that
even for the case when the buoyancy force is acting towards the rigid boundary, in the
early expansion phase, the centroid moves slightly away from the boundary. However, the
centroid is moving back toward the rigid boundary before the expansion phase concludes.
Stronger buoyancy forces result in greater centroid migration towards the boundary. In
the case when the buoyancy forces are dominant and acting away from the boundary
(5 = 0.224, 0.316 for 7 = 2.0 and 5 = 0.447 for 7 = 1.0) the bubble centroid moves
away from the boundary from the start of the expansion phase.

4.3.1.3 Pressure contour s

Figures 4.14 and 4.15 illustrate the pressure contours when the buoyancy forces are
dominant over the attraction force of the rigid boundary. In Figure 4.14 we present the
presure contours at the time prior to the bubble becoming multiply connected for 7 = 2.0
with 5 = 0.316, while Figure 4.15 contains the same information for 7 = 1.0 with 8 =
0.447. In each case the point of maximum pressure is located at the axis of symmetry
between the bubble and the rigid boundary.

4.3.2 Rigid boundary, buoyant bubble, with stagnation point flow

In this section the additional influence of an incident axisymmetric stagnation point
flow is included. The stagnation point flow contributes two separate mechanisms to
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various values of <5 , the strength of the buoyancy
forces.
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Figure 4.14 . Equally spaced pressure contours for y = 2.0 and
6 = 0.316 at dimensionless time 2.038608. Maximum
pressure at * , between the bubble and the rigid boundary.
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Figure 4.15 . Equally spaced pressure contours for y = 1.0 and
5 = 0.447 at dimensionless time 2.116942. Maximum
pressure at * , between the bubble and the rigid boundary.
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the deformation of the bubble, the velocity field and the pressure gradient which either

decelerates the incident flow towards the rigid boundary or to accelerate the incident flow
away from the boundary depending on the direction of the stagnation point flow (negative
sign in front of a, where a is the strength of the stagnation point flow, indicates that the
flow is away from the rigid boundary).

4.3.2.1 Bubble shape

Figures 4.16, 4.17, 4.18 and 4.19 illustrate the bubble shape during the growth and
collapse phase when no buoyancy forces are acting (i.e. 5 = 0), while in Figures 4.20 and
4.21 we include the buoyancy forces, for 7 = 5.0 and 7 = 2.0 with various values of a,
the strength of the stagnation point flow, being given. Figure 4.16 shows the computed
bubble shape for 7 = 5.0 with a =0.5. In this example, the stagnation point flow
dominates the boundary attraction, resulting in a bubble shape during the collapse phase
which is similar to the shape of the rising bubble of Miksis, Vanden-Broeck and Keller
(1982).

In Figure 4.17 we have 7 = 2.0, 5=0 and a = 0.025. In this case the boundary

attraction dominates the velocity field due to the stagnation point flow, resulting in a je
directed towards the rigid boundary. Since the direction of the stagnation point flow is
towards the boundary, the collapse occurs much closer to the boundary and the jet is
narrower than in the case when no stagnation point flow exists (see Figure 3.2).

In Figures 4.18, 4.20 and 4.21 we illustrate the shape of the bubble during the growth
and collapse phase for 7 = 2.0, a = 0.15 and 5 = 0, 0.224 and -0.224 respectively.
(Negative sign in front of 8 indicates the buoyancy forces are acting towards the rigid
boundary). In each case neither attraction nor repulsion mechanisms dominate, but
instead the bubble collapses from the side with a toroidal jet formation, pinching off the
bubble into two parts. This type of phenomenon has been observed previously by Gibson
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y = 5.0,

6 =0.0 and a =0.5

during (a) expansion phase at dimensionless times
A) 0.001553 B) 0.175268 C) 0.371680 D) 0.490460
E) 0.601405 and (b) collapse phase at dimensionless times
A) 0.601405 B) 0.737537 C) 1.056504 D) 1.143557 .
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Figure 4.17 . Bubble shapes for y = 2 . 0 , 6 =0.0 and a =0.025
during (a) expansion phase at dimensionless times
A) 0.001553 B) 0.056348 C) 0.279965 D) 0.559895
E) 1.009787 and (b) collapse phase at dimensionless
times A) 1.009787 B) 1.442924 C) 1.805966 D) 1.958461
E) 2.004026 F) 2.011619 G) 2.019527 H) 2.029883 .
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Figure 4.18 . Bubble shapes for y = 2.0, 6 = 0.0 and a = 0.15
during (a) expansion phase at dimensionless times
A) 0.001553 B) 0.045254 C) 0.187758 D) 0.370603
E) 0.652555 F) 1.003849 and (b) collapse phase at
dimensionless times A) 1.003849 B) 1.599867
C) 1.885265 D) 1.972759 E) 2.008503 F) 2.038510.

8

1.2
R

-69-

-1.2 -.8 -.4 .0 .4
RIGID BOUNDRRY

.8R1.2

'4.2 -.8 -.4 .0 .4
RIGID BOUNDRRY

Figure 4.19 . Bubble shapes for y = 2.0, <5= 0.0 and

.BR

a = -0.15

during (a) expansion phase at dimensionless times
A) 0.001553 B) 0.015901 C) 0.039991 D) 0.133217
E) 0.376563 F) 1.043338 and (b) collapse phase at
dimensionless times A) 1.043338 B) 1.431552 C) 1.771786
D) 1.861513 E) 1.903400 F) 1.942497 G) 1.968008
H) 1.995285 .
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Figure 4.20 . Bubble shapes for y = 2.0 , 6= 0.224 and a = 0.15
during (a) expansion phase at dimensionless times
A) 0.0015553 B) 0.045286 C) 0.188566 D) 0.373238
E) 0.657679 F) 1.006014 and (b) collapse phase at
dimensionless times A) 1.006014 B) 1.615101 C) 1.890546
D) 1.973072 E) 2.005936 F) 2.025374 .
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during (a) expansion phase at dimensionless times
A) 0.001553 B) 0.045222 C) 0.186934 D) 0.367807
E) 0.646254 F) 0.995157 and (b) collapse phase at
dimensionless times A) 0.995157 B) 1.567520 C) 1.869354
D) 1.969448 E) 2.011129 F) 2.041398 .
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and Blake (1982) near flexible boundaries, by Shima and Sato (1980) for the collapse of
an oblate bubble situated an equal distance between two parallel rigid boundaries, and by
Chapman and Plesset (1972) for the collapse of an oblate bubble in an infinite fluid.

Figure 4.19 shows the growth and collapse phase for 7 = 2.0, 5=0 and a =
-0.15 (negative sign indicates the flow is acting away from the rigid boundary). The
bubble collapses in from the top and the bottom. This trend is also observed by Chapman
and Plesset (1972) for the collapse of a prolate bubble in an infinite fluid.

4.3.2.2 Pressure contours

As an example, we calculate the pressure and plot the pressure contours for the

bubble illustrated in Figure 4.18 at the time before the bubble splits into two parts. They
are presented in Figure 4.22. The pressure gradient steepens near the "neck" of the "hourglass" shaped bubble. The region of maximum pressure forms a ring looping around the
"neck".

RIGID

BOUNDARY

Figure 4.22 . Equally spaced pressure contours for y = 2.0 , 5 = 0.(
and a = 0.15 at dimensionless time 2.038510 . Region of
maximum pressure form a ring looping around the "neck" of
"hour-glass" shaped bubble.
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CHAPTER 5
THE GROWTH AND COLLAPSE OF A BUOYANT VAPOUR BUBBLE
NEAR A FREE SURFACE

5.1 Introduction

The interaction between a pulsating bubble and a free surface was first studied in the
case of underwater explosions, the main concern being the influence of the free surface on
the direction of motion of the bubble and the period of oscillation (see for example Holt
(1977)). Experimental observations reported in Gibson (1968), Chahine (1977), Gibson
and Blake (1980), Blake and Gibson (1981), and theoretical and numerical calculations
reported in Blake and Gibson (1980), Blake and Cerone (1982), Blake (1983), and Cerone

and Blake (1984) showed that while in the case of a bubble collapsing near a rigid boundary
in the absence of buoyancy forces the bubble motion and the jet are directed towards the
boundary, the bubble motion and the jet formed during the bubble collapse are directed
away from a free surface.

These interesting results lead to suggestion that there may be a suitable deformable
coating which could be used to cover rigid surfaces and thereby repel collapsing bubbles
and prevent damage to the surface.

To facilitate the use of high speed cameras in experimental studies of vapour bubble
dynamics the lifetime of the bubble is increased by reducing the ambient fluid pressure,
resulting in relatively large bubbles for which buoyancy forces might become important.
Chahine and Bovis (1980), using this technique, observed two different directions of
motion of a cavitation bubble beneath a two-liquid interface (i.e. bubble located in
the denser liquid). The bubble migrated away from the interface when closer than a
certain critical distance and was attracted towards it if further away. The case when the
bubble is attracted towards the interface may be due to buoyancy forces, as our numerical
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calculation and theoretical calculation of Blake and Cerone (1982), suggest that without
buoyancy forces bubble should always be repelled by the less dense fluid.

In this chapter we present the numerical simulation of the growth and collapse of a
buoyant vapour bubble near a free surface using the boundary integral method. In this
simulation the effects of the free surface and the buoyancy forces are characterised by the
magnitude of the dimensionless parameters

and

* - (^rt

where h is the initial distance of the bubble centroid from the flat free surface, Rm is the
maximum bubble radius, p is the density, g is the gravitational acceleration, Ap is the
difference between the ambient pressure at the centroid in the absence of the bubble and
the vapour pressure (i.e. Ap = p0 + pgh - pc), p0 is the constant pressure on the free
surface and/?c is the vapour pressure inside the bubble.

In a recent paper Blake, Cerone and Gibson (1984) showed that the magnitude of
78 determined the sign of the Kelvin impulse and hence the motion, and subsequent
jet formation in the cavitation bubble. In their experimental, analytical and numerical
studies, they conclude that there are two opposing mechanisms affecting the migration
of the cavitation bubble. One is the interaction between the bubble and the free surface,
which repels the bubble, while the other is the buoyancy force driving the bubble towards

the free surface. In their studies, they found that the critical values of y8 lies between 0
and 0.6.

The kinematic condition on the bubble and on the free surface is given by equation
(4.8). The dynamic condition on the bubble surface is obtained by equating the dynamic
pressure to the vapour pressure,

•76Pc = /?0 + PgZ - P § f - - |p|u|2,

(5.3)

while on the free surface we equate the dynamic pressure to the constant pressure on the
free surface po,
PO = A ) + PSZ - p |f- - |p |u|2.

(5.4)

Lengths are scaled with respect to the m a x i m u m bubble radius Rm (see equation (2.78)),
while time is scaled, as usual,

T

- ±m-

The pressure and potential are scaled as follows

* - Utf- <">
Equations (5.3) and (5.4) m a y be rearranged and scaled to obtain, for the bubble
|f- = 1 -^|u|2 + 52(Z-7), (5.8)
and for the free surface
|f- = -\\a\2 + 82Z.

(5.9)

Thus the expression for the rate of change of potential on the bubble surface is given by
§f- = 1 + ||u|2 + 52(Z -7), (5.10)
and on the free surface
^

= iW2 + * 2 Z .

(5.1D

The initial conditions on the free surface are
f(r,0 = 0 and 6=0 (5.12)
where f (r, t) is the position of the free surface with positive values being into the
figure 5.1). O n the bubble surface we use a small sphere of radius RQ with the potential
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n(r,t)
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SURFACE
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y
z

Figure 5.1 . Geometry of the growth and collapse of a vapour
bubble near a free surface.
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on the surface of the bubble given by

<t>(r,Z,t0) = <£*(_?_, f0) (5.13)
where 6^(R0, t0) is the initial potential for the Rayleigh cavitation bubble given by

As usual, t0 is the initial time which can be expressed in terms of incomplete Beta function

5.2 Computational Results

Using the previous solution strategy outlined in section 2.7.2.2 we can now proceed
to calculate and plot the bubble shape, free surface shape, particle path, movement of the
bubble centroid and pressure contours as a function of time for various values of y and

5, where y is the initial location of the bubble centroid relative to the initially flat free
surface, and 5 is the strength of the buoyancy forces. In what follows we will divide the

discussion into two separate sections (i) free surface and (ii) free surface, buoyant bubble

5.2.1 Free surface

In this section we illustrate the growth and collapse phase of a cavitation bubble
near a free surface for 7 = 2.0, 1.5 and 1.0 in which buoyancy forces are not included.
For 7 = 1.0, the free surface shape when the bubble near its maximum size developed
a saw-toothed like profile near the axis of symmetry. This instability is removed by a
five-point smoothing formula (see Longuet-Higgins and Cokelet (1976))

f) = Ye^-fj-2 + Vj-i + Wj + 4tf + i -/;+2) (5.16)
to r, z and <$> for the points on the free surface near the axis of symmetry. We apply this
smoothing after every five time steps.
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5.2.1.1 Bubble and free surface shape

The bubble and free surface shape at selected dimensionless time T are shown in
Figures 5.2, 5.3 and 5.4 for 7 = 2.0, 1.5 and 1.0 respectively. In contrast with the rigid
boundary case, the lifetime of the bubble is shortened when the growth begins nearer to
the free surface (smaller value of 7).

For the case 7 = 2.0, during the growth phase, the bubble grows almost spherically
and the free surface is pushed up by the growth of the bubble. During the collapse phase,
the free surface collapses with the collapse of the bubble. However the rate of collapse

of the points near the axis of symmetry on the free surface slightly slower than the rest of
the points surround them resulting in a free surface hump at the conclusion of the collapse
phase. As the collapse progresses the surface of the bubble nearer to the free surface
becomes flattened and forms a jet directed away from the free surface. The jet is much
broader than those in the rigid boundary case.

For the case 7 = 1.5, at maximum size the bubble is slightly elongated towards
the free surface. As in the previous case, the free surface grows and collapses with the
growth and collapse of the bubble. However the free surface hump at the conclusion of
the collapse phase is much more pronounced.

In the third case 7 = 1.0, during the expansion phase the surface of the bubble
nearer to the free surface (top of the bubble) is attracted by the free surface, and the
bubble is elongated towards this surface and causes a substantial free surface hump. As
the expansion phase progresses, the top of the bubble is entrained into the base of the
raised free surface. During the collapse phase the bubble migrates away from the free
surface while, the free surface hump continues to grow along the axis of symmetry. Hence,
on the axis of symmetry the free surface and the adjacent bubble surface are moving in
opposite directions, which produces a stagnation point on the axis of symmetry between
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Figure 5.2 . Bubble and free surface shapes for y = 2.0 during
(a) expansion phase at dimensionless times A)0.001553
B) 0.123986 C) 0.252925 D) 0.500528 E) 0.796674
and (b) collapse phase at dimensionless times
A) 0.796674 B) 1.424728 C) 1.603657 D) 1.636207
E) 1.652204 .
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Figure 5.3 . Bubble and free surface shapes for y = 1.5 during
(a) expansion phase at dimensionless times A) 0.001553
B) 0.136247 C) 0.251942 D) 0.451942 E) 0.776942
and (b) collapse phase at dimensionless times
A) 0.776942 B) 1.250583 C) 1.448860 D) 1.547229
E) 1.576833 .
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5

Figure 5.4 . Bubble and free surface shape for y = 1.0 during
(a) expansion phase at dimensionless times A) 0.001553
B) 0.149468 C) 0.356290 D) 0.506290 E) 0.706290
and (b) collapse phase at dimensionless times
A) 0.706290 B) 0.930495 C) 1.083580 D) 1.186321
E) 1.310390 .

1.0 P 1.5
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the surfaces. In Figure 5.5 w e plot the velocity vectors, which clearly show the existence
of the stagnation point. The nonlinear interaction between the free surface and the bubble
will be discussed further when we consider the pressure contours.

5.2.1.2 Centroid movement

Figure 5.6 shows the movement of the bubble centroid for the three values of 7.
It can be seen from the Figure that there is a movement of the centroid towards the
free surface during the early expansion phase. A similar trend was also observed in the
experimental study reported in Gibson (1968), Chahine (1977), Gibson and Blake (1980)
and Blake and Gibson (1981). The centroid is moving away from the free surface before
the expansion phase concludes and this movement increases rapidly during the collapse
phase.

5.2.1.3 Particle paths

Figure 5.7 shows the pathlines of selected particles on both the bubble and free
surface together with three shapes of bubble and free surface, the initial, the maximum
volume and the final for 7 = 1.5 and 7 = 1.0. For both cases, on the bubble surface
the particles move almost radially during the growth phase. However, during the collapse
phase, the particles "loop" around with an initially inward radial motion before being
swept into the liquid jet where particles move almost parallel to the axis of symmetry.
On the free surface, during the expansion phase the particles move almost parallel to the
axis of symmetry and during the collapse phase the particles migrate towards the axis of
symmetry. For the case 7 = 1.0, the particles near the axis of symmetry continue to move
upwards towards the axis of symmetry showing that the free surface hump and the liquid
jet are moving in opposite directions.
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ure 5.5 . Velocity vectors in the fluid during the collapse
of a bubble near a free surface for the case y = 1.0,
at dimensionless time 1.310390. Velocity vectors in the
rectangular region are magnified to show the existence
of a stagnation point between the bubble and the free
surface.
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Figure 5.6 . Movement of bubble centroid during growth and
collapse of a vapour bubble near a free surface for
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5.2.1.4 Pressure contours

In Figure 5.8, equispaced pressure contours are shown for the case of y = 1.0.
The dimensionless times in the two examples are (a) 1.186321, (b) 1.310390. The point
of maximum pressure is located on the axis of symmetry between the bubble and the free
surface. We notice, on comparing Figures 5.5 and 5.8, that the location of the stagnation
point and the point of maximum pressure do not coincide as they would in steady flow.
Similar phenomena were also predicted theoretically and numerically by Cerone and Blake
(1984).

During the bubble collapse phase, fluid is drawn in towards the bubble from the

region of least mass (i.e. the region which corresponds to the shortest distance between t
bubble and the free surface). As the collapse continues, a point of maximum pressure is
created on the axis of symmetry which force the fluid to move in opposite directions thus
creating an instantaneous stagnation point (see also Cerone and Blake (1984)).

5.2.1.5 Comparison with experiment

Figures 5.9 and 5.10 compare the numerical and experimental bubble and free
surface shapes reported in Blake and Gibson (1981) for 7 = 1.68 and 0.98 respectively. In

the first case, y = 1.68, the bubble and the free surface shapes are in good agreement with
the experimental observation of Blake and Gibson (1981) with the exception of the final
bubble shape. In our model the jet is slightly broader than those observed experimentally.
However, our final shape more closely resembles the bubble shape observed by Chahine
(1971) (see Chahine's figure 9(a) for 7 = 1.67).

In the second case, y = 0.98, the bubble and the free surface shape during the
growth phase are in general agreement with the experimental observation. The key feature

is that, during the latter stages of expansion phase, the bubble is entrained into the rais
free surface. However, during the collapse phase, in our model, the bubble forms a jet
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Figure 5.8 . Equally spaced pressure contours for a vapour
bubble near a free surface for the case y - 1.0 at
dimensionless times (a) 1.186321 and (b) 1.310390 .
A point of maximum pressure occurs on the axis of
symmetry between the bubble and the free surface (*).

-89-

(a) Numerical

(b) Experiment

Expansion

Collapse

Figure 5.9 . Comparison of numerical with experiment (after
Blake and Gibson (1981)) for the growth and collapse
of a vapour bubble near a free surface at y = 1.68 .
Dimensionless times are A) 0.102 B) 0.205 C) 0.307
D) 0.410 E) 0.615 F) 0.820 G) 1.025 H) 1.230
I) 1.434 J) 1.537 K) 1.609 .(Note: time for numerical
shape K is 1.601) )
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Expansion

'Collapse•

Figure 5.10 . Comparison of numerical with experiment (after
Blake and Gibson (1981)) for the growth and collapse
of a vapour bubble near a free surface at y = 0.98 .
Dimensionless times are A) 0.087 B) 0.173 C) 0.260
D) 0.347 E) 0.520 F) 0.604 G) 0.867 H) 1.040
I) 1.214 J) 1.300 K) 1.387 L) 1.474 M) 1.508 .
(Note: time for numerical shape J is 1.251)
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comparatively earlier and the model breaks d o w n before the collapse phase concludes.
Nevertheless, the model and the experiment show that, on the axis of symmetry, the
directions of motion of the free surface and the adjacent bubble surface are opposite.

Figure 5.11 compares the movement of the bubble centroid for y = 2.26, 1.68
and 0.98. Again agreement between numerical results and experimental observations is
satisfactory.

5.2.2 Free surface, buoyant bubble

In this section we discuss the growth and collapse phase of a vapour bubble near
a free surface for y = 5.18, 1.8 and 1.24 with various values of 5, the strength of the
buoyancy forces.

5.2.2.1 Bubble and free surface shape

In Figures 5.12 and 5.13 examples of bubble and free surface shape during the
growth and collapse phase are shown for y = 5.18 with 5 = 0.1 and 0.25 respectively
(i.e. 76 = 0.518 and 1.295 respectively). In both cases, only slight movement of the free

surface is detected during the growth and the collapse phase, and therefore the free surface
shapes are not shown in the Figures.

In Figure 5.12, it appears that neither the repulsion force of the free surface nor
the buoyancy forces dominate, resulting in the bubble remaining nearly spherical during
growth and collapse. In Figure 5.13, the buoyancy forces dominate sufficiently to direct
the migration of the bubble, with the jet directed towards the free surface.

In Figures 5.14 and 5.15 we illustrate the case 7 = 1.8 with 8 = 0.15 and 0.5
respectively (i.e. 76 = 0.27 and 0.9 respectively). In the first example (Figure 5.14) at
maximum volume, the bubble is slightly elongated towards the free surface. The free
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Figure 5.12 . Bubble shapes for y = 5.18 and 6 = 0.1 (Y6 =0.518)
during (a) expansion phase at dimensionless times
A) 0.001553 B) 0.024870 C) 0.101519 D) 0.459574
E) 0.902784 and (b) collapse phase at dimensionless
times A) 0.902784 B) 1.490620 C) 1.713697
D) 1.765119 E) 1.774371 .
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1 .0 R 1 .5

Figure 5.13 . Bubble shapes for y =5.18 and 5 =0.25 ( Y<5 =1.295)
during (a) expansion phase at dimensionless times
A) 0.001553 B) 0.024850 C) 0.101171 D) 0.451693
E) 0.884744 and (b) collapse phase at dimensionless
times A) 0.884744 B) 1.446544 C) 1.692283
D) 1.740108 E) 1.759875 F) 1.772891 .
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Figure 5.14 . Bubble and free surface shapes for y = 1.8 and
6 = 0.15 ( yS= 0.27) during (a) expansion phase at
dimensionless times A) 0.001553 B) 0.117197
C) 0.234584 D) 0.458909 E) 0.665620 and (b) collapse
phase at dimensionless times A) 0.665620 B) 1.390978
C) 1.585003 D) 1.617455 E) 1.630633 .
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Figure 5.15 . Bubble and free surface shapes for y = 1.8 and
6 = 0.5 ( Y<5

=

0.9) during (a) expansion phase at

dimensionless times A) 0.001553 B) 0.076981
C) 0.226862 D) 0.479529 E) 0.821444 and (b) collapse
phase at dimensionless times A) 0.821444 B) 1.359870
C) 1.472290 D) 1.564299 E) 1.645037 .
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surface collapses with the collapse of the bubble and the bubble migrates away from the
free surface with the jet directed away from it. For the case 8 = 0.5, during the collapse
phase, the bubble migrates towards the free surface with the jet directed towards it.

We now consider the case of y = 1.24 with 8 = 0.2 and 0.8 (i.e. y8 = 0.248
and 0.992 respectively). For the case when 5 = 0.2 (Figure 5.16), in the early expansion
phase, the bubble grows almost spherically. However, near the maximum volume, the top
portion of the bubble is attracted towards the free surface by becoming elongated towards
it. During the collapse phase, the bubble is repelled by the free surface. The bubble
forms a liquid jet directed away from the free surface. The jet is becoming broader as the
collapse progresses.

In Figure 5.17, with 8 = 0.8, the bubble is pushed nearer to the free surface. At
maximum volume, the top portion of the bubble is entrained underneath the raised free
surface (as in the case of y = 1.0, see Figure 5.4). One would expect that during the
collapse phase the free surface hump would continue to grow. However, in this case, the

free surface collapses with the collapse of the bubble. The physical explanation is that, a
we will see later, the maximum pressure no longer occurs between the bubble and the free
surface, but at a point near the bottom of the bubble. As the collapse phase progresses,
the bottom part of the bubble becomes flattened and forms a jet directed towards the free
surface.

5.2.2.2 Pressure contours

The equispaced pressure contours for the case of 7 = 1.24 with 5 = 0.2 and 0.8 are

illustrated in Figures 5.18(a) and 5.18(b). The dimensionless times in the two examples are
(a) 1.522547, (b) 1.556406. In Figure 5.18(a), the point of maximum pressure is located on
the axis of symmetry between the bubble and the free surface. However in Figure 5.18(b),
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Figure 5.16 . Bubble and free surface shapes for y = 1.24 and
5 = 0.2 ( yS =0.248) during (a) expansion phase at
dimensionless times A) 0.001553 B) 0.062521
C) 0.114741 D) 0.207153 E) 0.407153 F) 0.757153
and (b) collapse phase at dimensionless times
A) 0.757153 B) 1.082153 C) 1.253539 D) 1.430590
E) 1.522547 .
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Figure 5.17 . Bubble and free surface shapes for y = 1.24 and
6= 0.8 ( yS - 0.992 ) during a) expansion phase at
dimensionless times A) 0.001553 B) 0.061718 C) 0.111254
D) 0.193421 E) 0.386981 F) 0.811981 and b) collapse
phase at dimensionless times A) 0.811981 B) 1.131125
C) 1.229883 D) 1.405210 E) 1.556406 .
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the point of m a x i m u m pressure is located near the bottom portion of the bubble (i.e., on
the opposite side of the bubble to the free surface).
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Figure 5.18 . Equally spaced pressure contours for a vapour
bubble near a free surface, for the case y = 1.24 with
(a) 6 = 0.2 at dimensionless time 1.522547. A point
of maximum pressure occurs on the axis of symmetry
between the bubble and the free surface (*).
(b) 6 = 0.8 at dimensionless time 1.556406. A point
of maximum pressure occurs on the axis of symmetry
near the lower portion of the bubble (*).
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CHAPTER 6
CONCLUSION

In this thesis we have modelled the growth and collapse of a vapour bubble near
a rigid boundary and a free surface via boundary integral method. In the case of a
vapour bubble near a rigid boundary, we have also studied the additional influence of
the buoyancy forces and an incident axisymmetric stagnation point flow. In the case
of a cavitation bubble near a free surface, we have included only the buoyancy forces.
Our graphical description of a collapsing vapour bubble near a rigid boundary and a
free surface has improved, supplemented, and extended the available knowledge on the
physical mechanisms involved.

In the case of a rigid boundary alone, the collapsing cavitation bubble is always
attracted by the boundary with the liquid jet directed towards it. The liquid jet in the
case of smaller value of 7 is located very close to the rigid boundary. This jet seems to
be the most potentially damaging even though its speed is lower than those in the case of
bigger value of 7. The point of maximum pressure is located on the axis of symmetry
on the opposite side of the bubble to the rigid boundary. The additional influence of
the buoyancy forces and the stagnation point flow may cause the rigid boundary either to
attract or repel collapsing bubbles depending on their orientation and strength.

Buoyancy forces directed away from the rigid boundary have an effect of slowing
down the migration of the vapour bubble towards the boundary and weakening the

strength of the liquid jet. If the buoyancy forces dominate sufficiently, the vapour bubbl
migrates away from the boundary with a jet directed away from it. Conversely, for the
case when the vapour bubble grows and collapses sufficiently close to the rigid boundary
and the buoyancy forces are directed towards the boundary, the collapsing bubble is more
oblate, at the time when the bubble becomes multiply connected the residual volume of
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the bubble is larger and the jet is broader. The fact that the jet forms earlier and that
the lifetime of the bubble is shorter means that the bubble is potentially less damaging.
When stagnation point flow is included, certain parameter values produce a "toroidal jet"
pinching off the bubble from the side into two parts. Thus for the rigid boundary case it
can be seen that different physical regimes can give rise to a variety of modes of bubble
formation and collapse with differing potential for damage to the boundary.

In the absence of buoyancy forces, a vapour bubble collapsing near a free surface
will move away from the free surface, and its jet will be directed away from the surface.
The point of maximum pressure in the fluid is lcoated on the axis of symmetry between the
bubble and the free surfaces. When buoyancy forces are present to push the bubble
towards the free surface, the direction of motion of the bubble depends on the initial
distance of the bubble from the free surface and the strength of the buoyancy forces.

Motion of the bubble in either direction is possible. From our calculations it appears tha

the critical value of the product y8 is in the interval (0.5, 0.6). For y5 < 0.5, the bubb
moves away from the surface, while for yS > 0.6, the bubble moves towards the surfaces
during the collapse phase.

This study has also demonstrated that for sufficiently small y, the movements of

the free surface and the jet formed in the vapour bubble are in opposite directions, which

gives rise to a stagnation point in the flow field between the bubble and the free surface
The location of the stagnation point is found to be different from the point of maximum
pressure.
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