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La question de l’autonomie énergétique des capteurs sans fil (WS pour Wireless Sensor), 
indispensables pour l’automatisation de nombreux procédés industriels, est aujourd’hui une limite 
fondamentale dans l’atteinte des objectifs de l’industrie 4.0. Pour surmonter cette limite, la piste 
de solution la plus prometteuse est celle de la récolte de l’énergie ambiante (EH pour Energy 
Harvesting). L’EH consiste à identifier une source d’énergie primaire (soleil, vibrations, ondes 
radiofréquences, chaleur, etc.), disponible dans l’environnement immédiat du capteur et de la 
transformer en énergie électrique pour son alimentation. Cette thèse est une contribution dans ce 
domaine de recherche en pleine expansion, pour des applications dans l’environnement industriel. 
Les vibrations qui abondent dans la plupart des procédés industriels sont considérées comme source 
d’alimentation des WS capables de remplacer les capteurs filés actuellement utilisés. Prenant en 
considération le caractère aléatoire de la quantité d’énergie récoltable, deux contributions majeures 
sont proposées dans cette thèse à savoir la conception d’un Prédicteur de l’Énergie Récoltable des 
vibrations (PERV) et la mise en place d’une solution permettant de gérer efficacement l’énergie 
récoltée à travers un Protocole Hiérarchique à Équilibrage d’Énergie (PHEE).   
La conception du PERV est basée sur des données de vibrations enregistrées à 12 emplacements 
différents, et ce pendant un mois, sur le processus de concassage des minerais par un broyeur semi-
autogène. La périodicité observée dans les signaux est exploitée pour minimiser la quantité de 
données devant être stockées pour l’estimation de la puissance à un instant donné. Les 
performances du PERV sont ensuite comparées à un prédicteur de l’état de l’art le EWMA 
(Exponentially Weighted Moving-Average qui utilise l’historique des données d’énergie pour 
estimer les quantités d’énergie récoltable dans le futur) et il est obtenu que l’erreur quadratique 
moyenne pour les 12 points de mesure subie des améliorations allant de 10 % à 90.5 % comparé 
au prédicteur EWMA. Le PERV permet ainsi d’augmenter la précision dans la prédiction tout en 
réduisant la quantité des données devant être stockées. Sous la base de l’énergie prédite, le PHEE 
est conçu avec pour objectif d’optimiser à la fois la Qualité de Service individuelle de chacun des 
nœuds, mais aussi celle du réseau en entier. De façon plus spécifique, sous la base de l’énergie 
prédite, les nœuds capteurs contrôlant le procédé sont capables d'opérer de façon perpétuelle 





The issue of energy autonomy of wireless sensors (WS), essential for the automation of many 
industrial processes, is today a fundamental limit in achieving industry 4.0 objectives. To overcome 
this limit, the most promising solution is ambient Energy Harvesting (EH). EH consists of 
identifying a primary energy source (sun, vibrations, radiofrequency waves, heat, etc.) available in 
the sensor's immediate environment and converting it into electrical energy for its power supply. 
This thesis is a contribution to this expanding field of research for applications in the industrial 
environment. Vibrations that abound in most industrial processes are the power source for the 
industrial WSs capable of replacing the wired sensors currently use. Considering the randomness 
of the amount of harvestable energy, two major contributions are proposed in this thesis: the design 
of a Predictor of the Vibrational Harvestable Energy (PVHE) and the implementation of a solution 
allowing to efficiently manage the harvested energy through a Hierarchical Energy Balancing 
Protocol (HEBP). 
The design of the PVHE is based on vibration data recorded at 12 different locations over a month 
in the process of crushing ores by a semi-autogenous mill. The periodicity observed in the signals 
is used to minimize the amount of data to be stored for estimating power at a given time. The 
performance of PVHE is then compared to a state-of-the-art predictor EWMA (Exponentially 
Weighted Moving-Average which uses historical energy data to estimate the amounts of energy 
harvestable in the future), and it is obtained that the Root Means Square Error (RMSE) for the 12 
measurement points undergoes improvements ranging from 10% to 90.5% compared to the EWMA 
predictor. PVHE thus increases the precision in the prediction while reducing the amount of data 
that must be stored. Under the basis of the predicted energy, HEBP is designed to optimize the 
Quality of Service (QoS) to accommodate data traffic generated at each node, but also that of the 
application purpose using the entire sensor Network. More specifically, under the predicted energy, 
the sensor nodes controlling the process can operate perpetually when the energy cost per 
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1.1. Introduction  
La nécessité de surveiller l’environnement est devenue une exigence dans de nombreux 
domaines. À la base de cette surveillance se trouvent des capteurs qui offrent la possibilité 
d’enregistrer à intervalle de temps réguliers les variations d’une ou de plusieurs données 
environnementales. Initialement, les capteurs proposés sont câblés; un câble est alors utilisé pour 
la transmission des données et pour l’alimentation en énergie du capteur. Lorsque le système 
contrôlé nécessite plusieurs capteurs, les nombreuses connexions filaires peuvent être gênantes [1]. 
Ce défaut a conduit à l’avènement des capteurs sans fils (WS pour Wireless Sensor) [2] qui en 
s’affranchissant des connexions filaires, offrent plus de flexibilité dans leur déploiement. Les 
informations collectées par les WS sont transmises de proche en proche par ondes radio jusqu’à un 
point de collecte appelé Station de Base (SB).  
Notons que le développement des WS a été fortement favorisé par les efforts conjoints effectués 
ces dernières années dans le domaine des systèmes microélectromécaniques, des communications 
sans fil et de l’électronique digitale [3]. Les avancés dans la technologie des systèmes 
microélectromécaniques (en anglais MEMS pour Micro ElectroMechanical Systems) ont permis 
de disposer des WS à faible coût, peu encombrants et de très faible consommation.  
Grâce aux progrès dans le domaine des communications sans fil, de nombreuses technologies 
de communications courtes et longues distances et à faible consommation ont été proposées. Ces 
technologies incluent entre autres le LTE (Long-Term Evolution), le BLE (Bluetooth Low Energy), 
le Wi-Fi (Wireless-Fidelity),  le Zigbee, Z-Wave, etc. [4] pour les courtes distances et le 
LoRa/LoRaWan (Long-Range Communication, Wide Area Network) pour de longues distances. 
Les données environnementales mesurées par le WS étant sous forme analogique, les efforts 
effectués dans le domaine de l’électronique digitale, permettent de transformer avec le moins de 
pertes, les signaux analogiques en données numériques pour plus de traitement par un 
microprocesseur [5]. C’est alors grâce à la combinaison des progrès dans ces trois domaines de 
recherche que les Réseaux de Capteur sans fil (WSN pour Wireless Sensor Network) qui consistent 
à la combinaison de plusieurs WS pour le contrôle d’un système, suscitent aujourd’hui un très 
grand intérêt qui se traduit par un vaste champ d’applications.   
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Bien que facile à déployer, l’opérationnalité d’un WSN s’accompagne de nombreux problèmes 
l’un des plus importants étant la limitation énergétique. Pour surmonter cette contrainte 
énergétique, un champ de recherche est en expansion ces dernières années; celui de la récolte ou  
collecte de l’énergie ambiante plus connue sous l’appellation anglaise d’Energy Harvesting (EH) 
[6]. Il s’agit d’un processus qui consiste à cibler une source d’énergie ambiante se trouvant dans 
l’environnement immédiat du WS et de la transformer en énergie électrique pour son alimentation. 
Cette thèse qui se veut alors apporter une contribution à l’autonomie énergétique des WS, propose 
à travers ce chapitre introductif, une vue globale sur les différents bénéfices ainsi que les différentes 
problématiques qui accompagnent l’utilisation des processus de récolte d’énergie afin d’obtenir 
des systèmes de communications écologiques dont la durée de vie ne dépend pas de la capacité 
d’une batterie. Pour cela, dans la section 1-2, il sera traité des contraintes associées à l’utilisation 
d’un WSN. La section 1-3 passe en revue les principales sources d’énergie primaires considérées 
pour l’alimentation des WS. La section 1-4 traite de la motivation et du contexte de cette thèse. La 
problématique principale accompagnant le besoin est ensuite définie dans la section 1-5. 
Finalement, une conclusion rappelant les objectifs du présent chapitre et annonçant ceux du 
chapitre suivant est proposée dans la section 1-6.     
1.2. Généralités sur les RCFS 
1.2.1. Définition   
Un WSN est un ensemble de nœuds capteurs miniatures, chacun effectuant des mesures simples 
dans son environnement immédiat et les transmettant de proche en proche jusqu’à un point de 
collecte. Comme mentionné plus haut, le développement des WSN répond à un besoin sans cesse 
croissant de suivre les variations des paramètres environnementaux. Quelques domaines 
d’application spécifiques ayant recours aux WSN sont représentés sur la Figure 1-1 ci-dessous.  
Le premier domaine est militaire et les WSN ont été utilisés pour analyser les champs de bataille 
[7]. Les WSN ont également démontré être très utiles dans le diagnostic et la surveillance des 
patients [8]. De nombreux bénéfices parmi lesquels l’automatisation, l’amélioration de la sécurité, 
de la productivité et de l’efficacité sont également dues à l’utilisation des WSN dans de nombreux 
procédés industriels [9]. De nos jours, les WSN sont également de plus en plus associés au 
processus de stockage et de livraison dans le domaine commercial [10]. Cela permet aux clients 
d’avoir un avis de livraison en temps réel. Les WSN sont aussi considérés dans le domaine agricole 
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pour entre autres détecter la pollution, analyser la qualité de l’air, etc. [11]. Enfin dans le domaine 
domestique, les WSN sont de plus en plus incorporés dans des appareils électroménagers 
permettant à ceux-ci d’interagir entre eux ou alors avec un réseau externe via Internet. La plupart 
des applications susmentionnées s’intègrent aujourd’hui dans un réseau global appelé l’Internet des 
Objets [12].    
 
Figure 1-1. Principaux champs d’application des WSN 
1.2.2. Tendance actuelle des RCSF : l’Internet des Objets 
L’Internet des Objets plus connu sous son appellation anglaise d’Internet of Things (IoT) est 
l’application majeure actuelle des WSN. Il s’agit d’un grand réseau dans lequel des objets, des 
animaux et des personnes ont un identifiant unique et peuvent transmettre des informations sans 
nécessité d’intervention Homme à Homme ou Homme à machine [13]. L’IoT est basé sur des objets 
intelligents c’est-à-dire des objets capables de comprendre et de réagir à leur environnement [14]. 
L’un des objectifs de l’IoT est par exemple l’incorporation dans un même bâtiment d’un WSN 
pour la surveillance des conditions environnementales (température, taux d’humidité, niveau 
d’éclairement, etc.). Cela est envisagé non seulement pour le confort des usagers, mais aussi pour 
la préservation de l’environnement; cet objectif de l’IoT est connu sous le nom de ‘‘smart building’’ 
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sous le nom de ‘‘smart city’’ [15]. Quelques composantes d’une ville intelligente sont les hôpitaux 
intelligents, les bâtiments intelligents, les transports intelligents, etc. Chacune de ces composantes 
d’une telle ville ne devant son intelligence qu’à l’utilisation de nombreux WS. 
Sur le plan industriel, l’IoT vise à rendre les systèmes de contrôle et de maintenance de la plupart 
des processus industriels autonomes et intelligents; c’est la quatrième révolution industrielle plus 
connue sous le nom d’industrie 4.0 [16]. Dans l’industrie 4.0, les produits fabriqués contrôlent leur 
propre processus de fabrication [17]. Rappelons que dans la première révolution industrielle il était 
question de la mécanisation des processus. La deuxième révolution industrielle doit son essor à une 
utilisation intensive de l’énergie électrique tandis que la troisième révolution industrielle tient 
d’une numérisation généralisée. Tout ce qui précède justifie de la nécessité et de l'importance des 
WSN.   
1.2.3. Problématiques associées aux RCFS  
Un WS doit pouvoir acquérir (unité de capture) les données de l’environnement dans lequel il 
se trouve, les traiter (unité de traitement) et les transmettre (unité de communication). Pour 
alimenter ces trois modules, une batterie est généralement utilisée comme montrée sur la Figure 
1-2. Conséquemment à la taille réduite des WS (quelques 𝑚𝑚3), la ressource énergétique dont 
dispose le capteur est limitée et généralement irremplaçable.  
 
Figure 1-2. Architecture interne d'un WS 
Un WSN peut comporter des milliers voire des centaines de milliers de WS devant utiliser le 
même canal de communication, ce qui conduit à proposer des moyens de communication 
permettant d’éviter des interférences. Une autre problématique qui accompagne le déploiement des 
WS est aux conditions critiques de la zone de couverture. De façon plus concrète, certains 




Unité de traitement 
Processeur et mémoire 
Unité de communication 
Émetteur/Récepteur RF 
Unité d’alimentation (batterie) 
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environnements, du fait de très fortes températures peuvent influencer le temps de réponse du WS 
tel que spécifié par le fabricant. Tenant également compte des exigences actuelles des principales 
applications de l’IoT (smart buildings, smart cities, Industrie 4.0), il est important que le WS puisse 
fournir une bonne qualité de service (QoS pour Quality of Service). La QoS traduit la capacité du 
WS à garantir les performances exigées par l’application [18]. Pour les WS, le niveau de QoS est 
quantifié par la quantité et la qualité des informations délivrées. Une évaluation de la QoS peut se 
faire par une mesure du débit et du temps de latence des données transmises.   
Ce qui précède montre que quatre facteurs majeurs permettent de résumer les problématiques 
associées aux WSN; il s’agit des problèmes d’interférences, des contraintes physiques (liée à la 
zone de couverture), de la limitation énergétique et de la QoS.   
Les problèmes d’interférences ont donné lieu ces dernières années à un champ de recherche 
connue sous le nom de « gestion d’interférences » [19]; dans ce champ de recherche, il est question 
d’un ordonnancement dans le partage du canal radio commun aux nœuds du réseau. Quelques-unes 
des techniques d’accès sont le FDMA (pour Frequency-Division Multiple Access), le TDMA (pour 
Time-Division Multiple Access), le CSMA (Carrier-Sense Multiple Access)/option, le CDMA 
(pour Code-Division Multiple Access); ces principales techniques d’accès sont décrites et 
analysées dans [20, 21]. Pour être plus efficaces, les méthodes d’accès au canal commun peuvent 
être combinées à la topologie du réseau qui influence aussi la consommation énergétique du 
capteur. La topologie représente l’organisation des nœuds dans le réseau; les principales étant la 
topologie étoile, la topologie maillée et la topologie en grappe (cluster) [22].  
S’agissant des contraintes physiques associées aux WSN, il est question de disposer des nœuds 
capables de survivre à des environnements sévères comme la présence de forte chaleur, de l’eau, 
etc. Pour répondre à cette exigence, les concepteurs proposent de plus en plus des capteurs assortis 
d’un Indice de Protection (IP). Par exemple il est proposé par Bosch en 2019, pour l’industrie 4.0 
notamment, le capteur SCD (Sense Connect Detect) qui est un WS multifonction avec un indice de 
protection IP 67 [23]. Ce qui signifie que le capteur est à l’épreuve des corps solides, mais aussi 
complètement étanche à la poussière. 
La limitation énergique est considérée comme le problème majeur dans le déploiement d’un 
WSN [24], car elle est également étroitement liée à la QoS. Cela se traduit par la pléthore de 
recherches proposées ces dernières années dans le but de surmonter cette contrainte. Ces recherches 
sont principalement orientées selon trois axes : la minimisation de la consommation énergétique 
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des WS [25], l’optimisation de l’efficacité énergétique des nœuds et la récolte de l’énergie 
ambiante pour la recharge de la batterie du nœud.  
• Dans la minimisation de la consommation énergétique, il est de plus en plus proposé de 
nouvelles topologies de réseau, associé à de nouveaux protocoles (moins énergétivores) de 
communication des différents nœuds [26, 27]. Parmi les solutions développées, on peut citer le 
protocole d’accès au canal plus connu sous le nom de protocole MAC (Medium Access 
Control) dont l’objectif est de minimiser le gaspillage d’énergie qui résulte des collisions, de la 
surécoute et de l’écoute opportuniste [28]. Parmi les protocoles populaires à ce niveau, il est 
également considéré le protocole LEACH (Lower Energy Adaptive Clustering Hierarchy); 
dans ce protocole, les données mesurées sont traitées localement et il y’a une rotation à chaque 
cycle de mesures du nœud chargé du traitement des données [27]. Cela permet d’éviter 
l’épuisement rapide de la batterie de chaque nœud.  
• Globalement les problèmes d’optimisation de l’efficacité énergétique [29] visent à maximiser 
la taille des données transmises dans un délai bien défini ou encore à minimiser le délai de 
transmission pour une taille fixée des données.     
• S’agissant de la récolte de l’énergie ambiante [30], il est question de transformer une source 
d’énergie ambiante disponible dans l’environnement du capteur, en énergie électrique pour la 
recharge de sa batterie. Les principales sources considérées dans la littérature sont le soleil, le 
vent, les vibrations, la chaleur, la lumière interne, les ondes radiofréquence, etc. Ce domaine 
de recherche est plus connu sous son appellation anglaise d’Energy Harvesting (EH) et les 
WSN dotés de capacité de récolte d’énergie ambiante sont désignés dans la littérature de EH-
WSN (pour Energy-Harvesting Wireless Sensor Network) [31].  
Comme on peut le constater, les deux premières solutions évoquées pour surmonter la contrainte 
de limitation visent juste à prolonger la durée de vie du WS. La solution d’EH compte tenu de ses 
objectifs (opérationnalité perpétuelle du WSN) est la solution la plus prometteuse; c’est dans ce 
domaine de recherche que s’inscrit cette thèse et dans la section suivante, il est passé en revue les 
principales sources d’énergie primaires considérées.   
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1.3. Principales sources primaires utilisées pour l’alimentation des 
WS 
Les étapes de conversion d’une source d’énergie ambiante en énergie électrique pour 
l’alimentation des capteurs sont montrées sur le diagramme de la Figure 1-3 ci-dessous. Le premier 
bloc est le transducteur qui transforme la source primaire en une énergie électrique. Étant donné 
que l’énergie fournie par le transducteur n’est pas appropriée pour le stockage, un circuit appelé 
circuit de récolte est utilisé. Les fonctions du circuit de récolte peuvent inclurent (dépendamment 
de l’application) : l’amplification, le redressement, le filtrage, la conversion DC (Direct Current) 
/DC. Une fois que l’énergie est appropriée pour l’alimentation du WS, elle peut être stockée dans 
une batterie, un condensateur ou un supercondensateur servant de réservoir. 
 
Figure 1-3. Diagramme de conversion et de stockage de l’énergie ambiante 
Le diagramme de la Figure 1-3 peut différer en fonction du transducteur qui dépend de la source 
primaire d’énergie. Quelques transducteurs utilisés dans ces conversions sont montrés dans sur la 
Figure 1-4.  
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Des sources telles que le soleil et le vent sont assez bien connues, car elles génèrent des quantités 
d’énergie importantes pouvant être réinjectées dans le réseau électrique national [32]. Globalement 
il est assez difficile de proposer une comparaison des capacités de ces différentes sources, car cela 
dépend de plusieurs facteurs. Par exemple, il a été proposé dans [33] un récupérateur d’énergie 
radiofréquence permettant d’obtenir 2,5 mW à seulement 0,61 m de la source émettrice. Un tel 
travail montre la faisabilité, mais il reste qu’il est souvent inutile d’implémenter un tel système 
étant donné que la source émettant les ondes RF est alimentée par une connexion filaire.  
Puisque les WS sont des composants de faible volume, un critère retenu pour la comparaison 
des capacités des sources est la densité de puissance. Quelques densités de puissance proposées 
dans la littérature sont reportées dans le Tableau 1-1 ci-dessous. 
Tableau 1-1. Densité de puissance des principales méthodes de récolte d'énergie 
Sources primaires Densités de puissance Références 
Soleil  100 mW cm2⁄  [34] 
Vibrations mécaniques 10,8 mW cm3⁄  [35] 
Vent  0,55 mW cm3⁄  [36] 
Lumière interne  100 μW cm2⁄  [37] 
Ondes radiofréquences  63 μW m2⁄  [38] 
Flux d’air 1 mW cm2⁄  [36] 
Chaleur pour un gradient de 10 ℃ 40 μW cm3⁄  [39] 
Comme mentionné plus haut, il apparaît dans ce tableau que la quantité d’énergie récupérable 
du soleil est supérieure à celle des autres sources d’énergie primaire. Toutefois, il important de 
préciser que le choix de la source primaire dépend de l’application et encore plus de l’emplacement 
du capteur. L’histogramme de la Figure 1-5 ci-dessous montre le nombre de conceptions proposées 
ces vingt dernières années. 
 
Figure 1-5. Publications à propos des sources primaires indexées dans l'IEEE entre 2000 et 2020 dans le 
cas des applications industrielles.    
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Il apparaît sur la Figure 1-5 que les sources prisées sont dans l’ordre les ondes radiofréquences, 
le soleil et les vibrations mécaniques. S’agissant du soleil cela est dû au niveau de puissance 
récoltable qui est très souvent plus élevé que le besoin énergétique du WS. Il faut toutefois noter 
que cette source ne peut être utilisée que pour des applications extérieures de l’IoT; car dans un 
espace confiné, il n’y aurait très peu ou pas de soleil. Les microgénérateurs basés sur les vibrations 
sont également considérés; ces conceptions sont très souvent dédiées aux applications industrielles 
de l’IoT. La source radiofréquence a suscité un très grand intérêt ces dernières années; cela se 
justifie par l’augmentation des équipements de télécommunications et aussi par le fait que les ondes 
radiofréquences puissent se propager dans n’importe quel type d’environnement [40]. Il ne faut 
cependant pas perdre de vue que les microgénérateurs RF offrent une faible densité de puissance 
comparée aux autres sources primaires (cf. Tableau 1-1). Des sources comme le vent sont très peu 
souvent considérées à cause du fait que de tels microgénérateurs (turbine éolienne) soient très 
encombrants pour des nœuds capteurs. En prenant en compte tout ce qui précède, le choix de la 
source primaire sera effectué dans la section suivante.  
1.4. Motivation et contexte de la recherche  
Comme mentionné plus haut, nous vivons l’ère de la 4e révolution industrielle et la demande de 
nombreux WS pour le contrôle des procédés industriels est croissante. D’une façon générale, dans 
les environnements industriels, les WS sont utilisés pour automatiser les systèmes [41], pour le 
contrôle des cibles mobiles [42], pour la surveillance des systèmes (taux d’humidité, température, 
alarme d’incendie, niveau de poussière, gaz toxique et pollution) [41, 43, 44]. En considérant le 
cas particulier de l’industrie minière par exemple, dans [45], un système de sécurité minière basé 
sur des WS est proposé. Ce système est conçu pour réguler les niveaux de température, d’humidité, 
de ventilation et de bruit dans l’environnement minier. Dans le but d’améliorer la sécurité des 
travailleurs, un système d’alerte et de surveillance à base de WS est conçu dans les cas des mines 
de charbons dans [46]. Dans [47], un système de surveillance ‘‘temps réel’’ dans le cas des mines 
souterraines est conçu à base des capteurs optiques et des WS.  
Ainsi de nombreuses conceptions sont de plus en plus fréquemment proposées avec des WS 
pour accompagner les exigences de l’industrie 4.0. Toutefois, il faut ne pas perdre de vue qu’il est 
nécessaire de proposer des solutions permettant de recharger d’une façon fiable la batterie du nœud 
capteur. D’autant plus que les opérations de remplacement des batteries peuvent être coûteuses, car 
elles s’accompagnent souvent d’une cessation de la production. De plus à l’état actuel des choses, 
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malgré ces quelques conceptions proposées ces dernières années, dans la plupart des procédés 
industriels, les capteurs restent encore câblés et cela peut être gênant surtout lorsque le processus 
contrôlé est en mouvement et/ou nécessite plusieurs capteurs. La Figure 1-6 par exemple, montre 
la chaîne de concassage des minerais à la mine Laronde. Le processus montré sur cette figure 
permet de préparer le minerai pour les étapes de flottation. Pour cela les minerais doivent passer à 
travers deux broyeurs, le premier est de type SAG (Semi Autogenous Grinding) et le second est à 
billes. Deux cyclones permettent de recercler les minerais n’ayant pas été brisés.  
 
Figure 1-6. Circuit de concassage à la mine Laronde. 
Pour la surveillance du processus ci-dessus, de nombreux types de WS doivent être utilisés. Par 
exemple :  
• des capteurs de température sont nécessaires pour mesurer le degré d’échauffement dans les 
conducteurs qui alimentent les moteurs. Cela permet au-delà d’une certaine température soit 
d’activer le système de ventilation soit d’alerter un technicien.   
• des capteurs de vibrations sont utilisés pour l’analyse des chocs au niveau du réducteur.  
• des capteurs de pression sont nécessaires pendant les opérations de lubrification.       
À l’état actuel, les capteurs installés sont câblés, la Figure 1-7, montre une photographie de 
quelques capteurs installés sur le broyeur SAG. On y voit un entreposage important de câbles qui 
sont nécessaires pour l’alimentation des capteurs ainsi que pour la transmission des données. Ce 
travail est alors motivé par le besoin réel d’implémentation de WS fiables et complètement 
autonomes dans des procédés industriels actuels. Pour cela la solution de récolte d’énergie des 
vibrations qui abondent dans ce secteur industriel du fait du fonctionnement de nombreux moteurs 
est envisagée. Dans la section suivante, il est décrit la problématique principale pour le contexte 
d’étude défini.      




 Figure 1-7. Réducteur du broyeur SAG équipé de quelques capteurs câblés. 
1.5. Principale problématique associée à la recherche  
La source principale envisagée pour l’alimentation des WS est celle des vibrations qui abondent 
dans le secteur d’activité industriel. Étant donné que les fréquences dans la plupart des processus 
sont assez basses (moins de 200 Hz) [48], la structure du transducteur la plus utilisée pour la récolte 
des vibrations est une poutre de type cantilever; sa géométrie est montrée sur la Figure 1-8 ci-
dessous [49, 50].  
 
Figure 1-8. Géométrie d’une poutre cantilever. 
  Le transducteur comporte trois principales parties : les couches piézoélectriques, le substrat et 
la masse sismique [50]. Les couches piézoélectriques sont la partie active de la structure utilisées 
pour convertir les vibrations mécaniques en énergie électrique. Le substrat est utilisé pour amplifier 
le déplacement relatif de la masse sismique. La masse sismique quant à elle permet d’augmenter 
la contrainte mécanique appliquée aux couches piézoélectriques ce qui donne lieu à une 
augmentation de la puissance récoltée.  
Encastrement Substrat 
Couches piézoélectriques 
Masse sismique  
Quelques capteurs de vibrations câblés installés sur 
le broyeur SAG 
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Avec une poutre piézoélectrique cantilever, la puissance récoltée est maximale lorsque la 
fréquence de résonance de la poutre est égale à la fréquence principale des vibrations détectées 
[51].  Cependant, dans la plupart des systèmes vibrants, les caractéristiques des vibrations varient 
beaucoup dans le temps; cela est très souvent dû aux régimes de fonctionnement des moteurs. Pour 
illustration, il est montré sur la Figure 1-9 ci-dessous les spectres des vibrations mesurées à quatre 
instants différents, dans un train durant le trajet Montréal-Ottawa.    
  
  
Figure 1-9. Spectres des vibrations prélevées dans un train. 
Ces mesures montrées sur la Figure 1-9, sont obtenues en utilisant la fonction accéléromètre 
triaxial d’un téléphone cellulaire (type IPhone). La fréquence d’échantillonnage est de 100 Hz et 
3000 échantillons sont prélevés à chaque série de mesures. En mettant en évidence les valeurs des 
pics d’accélération et les fréquences correspondantes, on observe de grandes variations dans ces 
deux caractéristiques importantes pour la quantification de la puissance récoltable. Cela rend alors 
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difficile de prévoir les performances du WS alimenté par la poutre piézoélectrique. Dans ce cas 
particulier des mesures des vibrations dans un train, et comme dans la plupart des véhicules, les 
fluctuations observées peuvent être dues à des phases d’accélération, de décélération, de vitesse 
constante et même de l’état des rails. Mais de façon générale, ces fluctuations vont être observées 
dans la plupart des procédés industriels étant donné que dépendamment des étapes d’un processus, 
un moteur peut se retrouver en pleine charge, en surcharge et même parfois à vide.     
De ce qui précède, il apparaît clairement que la quantité de puissance récoltable des vibrations 
est aléatoire, car elle dépend du régime de fonctionnement du moteur qui n’est pas stable. Ce 
caractère aléatoire de la puissance récoltable est aujourd’hui une des principales limites dans 
l’implémentation des WSN dotés de capacité de récolte d’énergies ambiantes. Telle est la 
problématique générale de notre étude.  
1.6. Conclusion  
Ce chapitre introductif avait pour principal objectif de définir la problématique traitée dans cette 
thèse. Pour y arriver, il a été présenté quelques notions générales sur les WSN; cela a permis de 
justifier le besoin sans cesse croissant de tels réseaux dans la plupart des applications actuelles de 
l’IoT et plus particulièrement dans celui de l’industrie 4.0. Les principales problématiques 
associées aux WSN ont été proposées et un accent a été mis sur la contrainte due à la quantité 
d’énergie limitée dont dispose le WS. Il a également été mentionné le fait que cette limitation 
énergétique impacte la QoS du réseau. La question de limitation énergétique et le besoin dans le 
secteur industriel ont alors permis de préciser le contexte dans lequel s’inscrit cette thèse, à savoir 
celui de la récolte de l’énergie ambiante pour l’alimentation des WS utilisés dans le domaine 
industriel. Les principales sources d’énergie primaire ont également été présentées et cela a permis 
de justifier le choix porté sur l’énergie issue des vibrations; c’est donc par la suite que la principale 
problématique a été définie. Rappelons que celle-ci traite du caractère aléatoire de l’énergie 
récoltable des vibrations ambiantes. Afin de mieux cerner les principales contributions de cette 
thèse, il est proposé dans le chapitre suivant un état de l’art sur le sujet.      
  




État de l’art et principales contributions  
2.1. Introduction  
Le chapitre précédent a permis de définir la problématique principale traitée dans cette thèse à 
savoir celle engendrée par le caractère aléatoire de la quantité d’énergie récoltable des vibrations 
pour alimenter les applications industrielles des WSN. Le principal objectif du présent chapitre est 
de proposer un état de l’art des solutions conçues ces dernières années dans le but de surmonter 
cette limitation.  Cet état de l’art permettra aussi de se positionner par rapport aux autres travaux 
et de définir les différentes contributions de cette thèse.  Pour cela, il est proposé dans la section 2-
2, les différents champs de recherche concourant à l’opérationnalité d’un WSN récolteur d’énergie 
vibratoire. Suite à cela, il est alors présenté dans la section 2-3, la nouveauté et les principales 
contributions de cette thèse. Ces différentes contributions permettront de justifier la structure de la 
thèse dans la section 2-4. Les réalisations et les publications de cette thèse seront ensuite présentées 
dans la section 2-5. Finalement, la section 2-6 est une conclusion à ce chapitre qui permettra 
d’annoncer les couleurs du chapitre suivant. 
2.2. Axes de recherches associés à la problématique  
2.2.1. Architecture d’un nœud capteur sans fil récolteur d’énergie   
Un nœud capteur sans fil doté des capacités de récolte d’énergie vibratoire que nous abrégerons 
VEH-WS (pour Vibrational Energy Harvesting-Wireless Sensor) est le système composé du micro 
générateur piézoélectrique (VEH) et du capteur lui-même (WS). L’architecture d’un tel système 
est montrée sur la Figure 2-1 ci-dessous. S’ajoute aux blocs conventionnels qui composent les deux 
composantes principales (VEH et WS), un bloc additionnel appelé module de gestion de puissance; 
nous l’abrégerons PMM pour Power Management Module. La fonction du PMM est de décider si 
l’énergie récoltée peut être directement utilisée pour les activités du WS ou alors s’il faut la stocker 
pour une utilisation ultérieure. Sous la base de cette définition, trois modes de fonctionnement du 
PMM ont été définis dans la littérature. Il s’agit du mode Harvest-Use (HU), du mode Harvest-
Store-Use (HSU) et enfin du mode Harvest-Use-Store (HUS) [52]. 
• Dans l’approche HU, l’énergie est récoltée juste en cas de besoin et aussi longtemps que 
l’énergie récoltée n’est pas suffisante, le WS reste en mode veille [53]. 
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• Dans l’approche HSU, l’énergie est récoltée dès lors qu’elle est disponible et est ensuite stockée 
pour une utilisation ultérieure [54]. 
• Finalement, dans l’approche HUS, la plupart du temps, l’énergie récoltée est supérieure au 
besoin énergétique du WS. Une partie de cette énergie est temporairement stockée dans un 
supercondensateur pendant que le reste est accumulé dans une batterie pour une utilisation 
future [55].          
 
Figure 2-1. Architecture d’un VEH-WS. 
En fonction de l’architecture de la Figure 2-1, trois axes de recherches contribuent à 
l’optimisation des performances des VEH-WS. Il s’agit des solutions proposées pour maximiser 
l’énergie récoltée des vibrations, des solutions proposées dans le but de minimiser la consommation 
énergétique des WS et enfin des solutions permettant de gérer efficacement l’énergie récoltée. Les 
philosophies qui gouvernent chacune de ces différentes contributions sont présentées tour à tour 
dans ce qui suit.   
2.2.2. Prise en compte du caractère aléatoire des vibrations dans la conception 
du récolteur d’énergie 
De nombreux travaux ont été proposés ces dernières années dans le but d’optimiser les 
performances des VEH. Les principales optimisations proposées feront l’objet du quatrième 
WS  
Unité de capture Unité de traitement Unité de transmission 




Circuit de récolte 
d’énergie 
Élément de stockage 
VEH 
Vibrations environnantes 
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chapitre de cette thèse. Notons que la plupart des conceptions sont fournies pour des 
caractéristiques d’entrée fixées. Par exemple dans [56], un micro générateur piézoélectrique est 
dimensionné pour récolter le maximum de puissance à 149 𝐻𝑧. Bien que les résultats obtenus 
démontrent une efficacité de conversion de 51,4 % et une tension de sortie continue de 3,3 𝑉, il 
reste qu’il est difficile de prédire des performances du circuit dans une implémentation réelle, dans 
laquelle la fréquence principale des vibrations changera dans le temps. Pour tenir compte des 
fluctuations observées dans la plupart des spectres des vibrations, il est de plus en plus 
fréquemment proposé des récolteurs multi-bandes ou multi poutres [57, 58], large bande [59, 60] 
et reconfigurables [61, 62].  
Dans les récolteurs multi-bande et large bande, sont utilisées plusieurs poutres piézoélectriques 
cantilever, chacune ayant sa propre fréquence de résonance pour couvrir une large bande de 
fréquences. La Figure 2-2 par exemple montre une conception proposée dans [59] permettant 
d’élargir la bande passante du VEH de 6 Hz à plus de six fois sa valeur soit 40 𝐻𝑧. Comme on peut 
le voir, cette amélioration est proposée au détriment de l’encombrement qu’engendre la taille des 
circuits.     
           
Figure 2-2. Conception permettant d’élargir la bande passante de 6 Hz à 40 Hz [59]. 
S’agissant des récolteurs reconfigurables, deux types de solutions sont envisagées; la première 
est mécanique et elle propose un ajustement de la fréquence de résonance du transducteur par un 
déplacement de la position de la masse sismique le long de la poutre; la Figure 2-3 montre 
l’architecture proposée dans [61]. Dans cette structure, un moteur pas à pas est utilisé pour piloter 
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la position de la masse sismique. Bien que les résultats obtenus donnent une amélioration de la 
bande passante de 60,56 % avec une efficacité de conversion de 84,8 %, il reste que le moteur 
utilisé pour adapter le système consomme une partie de l’énergie récoltée. La solution proposée 
dans ce travail [61] est un apport important, mais elle ne serait limitée qu’à des applications dans 
lesquelles un niveau important de vibrations est observable. De plus, l’ajout des composants dans 
le système contribue également à un encombrement.      
 
Figure 2-3. Transducteur ajustable proposé dans [61]. 
Dans d’autres travaux, la reconfigurabilité du VEH est effectuée électroniquement [62, 63], 
c’est-à-dire au niveau du circuit de récolte d’énergie. Par exemple, un circuit de redressement 
reconfigurable pour le formatage de l’énergie récoltée est proposé dans [62]. Cela consiste en 
l’ajout de diodes et de condensateurs dans le circuit. Dans [63], un système de reconfiguration par 
des condensateurs de filtrage est mis en place pour optimiser les performances du VEH dans 
plusieurs phases de fonctionnement; non seulement ces composants engendrent une augmentation 
du volume du circuit, mais provoquent aussi des pertes supplémentaires.  
Globalement, de ce qui précède, il apparaît que les apports majeurs proposés ces dernières 
années pour les VHEs traitant la problématique de cette étude, s’accompagnent d’une augmentation 
du volume des circuits, cet encombrement se révèle préjudiciable pour des nœuds capteurs de 
quelques 𝑚𝑚3 de volume. Dans la suite, il est traité des solutions visant la minimisation de la 
consommation énergétique du WS.            
2.2.3. Minimisation de la consommation énergétique des WS  
La minimisation de la consommation énergétique des WS a également fait l’objet de 
nombreuses recherches ces dernières années; ce sont d’ailleurs ces efforts qui ont rendu possible 
d’envisager d’utiliser les processus de récolte d’énergie pour l’alimentation des WS. Il ressort de 
la littérature que l’extension de la durée de vie d’un WS peut être obtenue en associant : un choix 
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judicieux de ses composants à une topologie du réseau appropriée ainsi qu’à une pile de protocoles 
adéquat [64-66].  
S’agissant du choix des composants du WS, il faut préciser que, grâce à la technologie MEMS, 
il est aujourd’hui possible de disposer sur le marché des capteurs à faible consommation d’énergie 
et à faible coût. Dans cette technologie, des techniques de micro-usinage à commande numérique 
ont été développées pour fabriquer des composants mécaniques de petite taille. Ainsi le premier 
objectif envisagé par la technologie MEMS est celui de la miniaturisation des composants [67], 
cela implique alors la nécessité de disposer des récolteurs miniatures. Pour prolonger la durée de 
vie des WS, l’autre objectif de la technologie MEMS est la réduction de la consommation des 
différents composants du WS. Les tableaux 2-1, 2-2 et 2-3 montrent quelques niveaux de 
consommation d’énergie des WSs, respectivement pour les unités de capture, de traitement et de 
communication. 
• À partir des valeurs reportées dans le Tableau 2-1, il apparaît que la consommation du capteur 
varie fortement en fonction du type de mesurande. Notons toujours que grâce à la technologie 
MEMS, il est possible d’intégrer dans la même puce plusieurs capteurs permettant 
l’observation simultanée de plusieurs grandeurs physiques [23].  
• Les niveaux de consommation reportés dans le Tableau 2-2, montrent que les microprocesseurs 
de la série MSP430 de Texas instrument sont ceux qui offrent des bas niveaux de 
consommation. Dans [68] par exemple, les caractéristiques de ces microprocesseurs ont été 
considérées pour démontrer que les niveaux de puissance RF ambiante peuvent être suffisants 
pour alimenter les capteurs lorsqu’ils sont en mode veille. 
• Les niveaux de puissance dans le Tableau 2-3 permettent de constater que la plus grosse 
demande énergétique est due à l’unité de communication. Les niveaux de consommation 
reportés peuvent varier en fonction du débit utilisé.  
Tableau 2-1. Caractéristiques de quelques capteurs MEMS commercialisées 
Composants Fabricants Types de capteur Tension d’alimentation 
(V) 
Courant consommé (mA) 
CXL04GP3 Aceinna Accéléromètre  4.9-5.5 3  
ADXL278 Analog Devices  Accéléromètre 4.75-5.25 2.2  
ADXL325 Analog Devices Accéléromètre 1.8-3.6 0.35 
MPL115A Freescale Pression 3.3-5.5 0.005 
DTH22 Adafruit Température and 
humidité 
3.3-6 1.5 
STLM20 STMicroelectronics Température 2.4-5.5 0.008 
Chapitre 2 : État de l’art et principales contributions  
19 
 
Tableau 2-2. Caractéristiques de quelques microprocesseurs commercialisés 
















ATMega128 Atmel 2.7 15 8 19.7 17.4 
MSP430F5437 Texas 
Instrument 
2.2-3.6 12 2.2 18.5 18.5 
MSP430L092 Texas 
Instrument 
0.9-1.65 6 0.18 - - 
MSP430G2553 Texas 
Instrument 
1.8-3.6 0.5 0.23 - - 
ARM920T ARM 4.5-5.5 33 104 40 40 
ATmega1281 Atmel 3.3-4.2 55 15 30 30 
Marvell 
PXA271 
Marvell 3.2 390 31-53 44 44 
Tableau 2-3. Caractéristiques de quelques coupleurs radio commercialisés 



















2-3.6 0.5 27 27 0 
CC2590 Texas 
Instrument 
2.2-3.6 0.1 34 22.1 12.2 
CC2520 Texas 
Instrument 
1.8-3.8 1 18.5 33.6 5 
TCM 300 EnOcean 2.6-4.5 -- 33 24 5 
EM250 Ember 2.1-3.6 1 29 33 5 
nRF24AP2 Nordic 1.9-3.6 0.5 17 15 0 
JN5139 Jennic 2.2-3.6 0.2 34 35 3 
SX1211 Semtech 2.1-3.6 2 3 25 10 
MC1321 Freescale 2-3.4 1 37 30 0 
Sous la base des caractéristiques reportées dans les trois tableaux ci-dessus et selon 
l’application, une combinaison des différents composants du WS peut être effectuée dans le but de 
minimiser sa consommation globale, mais cela est encore plus efficace en prenant en considération 
la topologie du réseau.  
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La topologie qui détermine l’organisation des différents WS dans un réseau influence aussi la 
consommation énergétique du nœud. Dépendamment des standards de communications, les 
topologies pouvant être considérées sont détaillées dans [69]. Les principales topologies que sont : 
étoile, maillée et en grappe (cluster) sont représentées sur la Figure 2-4. La topologie étoile consiste 
en un nœud central appelé coordinateur ou puits et de plusieurs WS transmettant directement les 
données collectées au nœud puits, c’est la structure actuelle des réseaux IoT. La topologie maillée 
est un ensemble de nœuds ayant les mêmes fonctions dans le réseau. Dans cette topologie, les 
données sont transmises de proche en proche jusqu’au point de collecte. Finalement, la topologie 
en grappe ou cluster est une topologie dans laquelle le réseau de WS est partitionné en sous-groupes 
appelés cluster. Chaque cluster consiste en un nœud particulier appelé tête de cluster et d’autres 
nœuds qui communiquent directement avec la tête de cluster.  
 
Figure 2-4. Principales topologies des réseaux de WS. 
Une comparaison de ces différentes topologies a été proposée dans de nombreux travaux  [22, 
70, 71]. Un résumé des résultats obtenus en termes d’efficacité énergétique est reporté dans le 
Tableau 2-4.  
Comparé aux autres topologies, la topologie cluster a donné lieu à de nombreuses recherches 
ces dernières années [72] ceci par le fait qu’elle contribue à éviter l’épuisement rapide de la batterie 
des WS en effectuant un traitement local des données. Dans ce domaine le protocole LEACH (Low 
Lower Energy Adaptive Clustering Hierarchy) proposé dans [27] a été une contribution majeure 
de ces vingt dernières années. Dans ce protocole, il est proposé une rotation de la tête de cluster à 
chaque cycle de mesures. Le choix de la tête de cluster étant basé sur l’énergie résiduelle du WS. 
De nombreuses variantes du protocole LEACH ont également été proposées, toutes ayant pour 
objectif d’équilibrer le plus possible la dépense énergétique entre les différents WS du réseau. 
Station de base 
Configuration maillée 
Station de base  
Configuration étoile 
Station de base 
Configuration hiérarchique en cluster 
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Tableau 2-4. Caractéristiques des principales topologies de réseaux de WS.  
Topologies Avantages Inconvénients Principales caractéristiques 
Étoile • Facile à mettre en œuvre. 
• L'absence de nœud relais réduit la latence 
due aux mécanismes de réacheminement 
des données. 
• Faible consommation d'énergie des WS. 
Vulnérabilité du puits, car il 
gère l'ensemble du réseau. 
Transmission en champ libre 
où très peu d'obstacles sont 
présents dans la zone de 
couverture, tels que les 
réseaux sans fil pour le corps. 
Maillée Tolérance aux pannes et flexibilité du réseau. Consommation d'énergie 
plus élevée à cause de la 
communication multi sauts. 
Chacun des WS joue le 
même rôle dans le réseau. 
Cluster Topologie mieux adaptée pour équilibrer le 
niveau d'énergie des WS. 
Si un lien se rompt, les WS à 
un niveau inférieur sont 
paralysés. 
Topologie hiérarchique en 
fonction de l’application 
supportée. 
Finalement, les stratégies de communication des différents WSs du réseau impacte aussi le 
budget énergétique du WS. De façon globale, les solutions proposées visent à éviter un gaspillage 
d’énergie. L’objectif étant d’optimiser l’Efficacité Énergétique (EE) du WS. Pour un capteur, l’EE 
est définie comme l’énergie consommée par unité de communication réussie [69]. Notons que, du 
point de vue  protocolaire, le WSN assure ses communications comme un ensemble de couches 
adjacentes allant de bas en haut, de la couche physique à la couche application via la couche liaison, 
la couche réseau et la couche transport comme montré sur la Figure 2-5 ci-dessous [73].     
 
Figure 2-5. Principales couches d’un WS.  
Le modèle de la Figure 2-5 dérive du modèle OSI (Open Systems Interconnection) et chaque 
couche de ce modèle doit fournir des services à la couche supérieure et exploiter ceux de la couche 
inférieure [74].  Cette modélisation des protocoles des WSN offre de nombreuses solutions pour 
en optimiser l’EE. Plusieurs études ayant établies que le module de communication est le plus gros 
consommateur d’énergie dans le WS [27, 75], la plupart des contributions sont alors focalisées sur 
la couche liaison qui traitent des techniques d’accès au canal [76]. Les solutions proposées sont 
Physique Modulation, contrôle de puissance, codage, filtrage 
Liaison  Méthode d'accès au canal, contrôle de puissance, 
retransmission… 
Réseaux Routage et allocation de ressources 
Transport Contrôle de flux, retransmission 
Application Encodage, collecte, agrégation, compression 
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connues sous le nom de protocoles MAC. Elles visent à réduire le gaspillage d’énergie résultant 
principalement des collisions, de l’écoute inutile.  
Les protocoles MAC se divisent en deux grandes catégories : les protocoles MAC sans conflit 
et les protocoles MAC avec conflit. Dans les protocoles avec conflits, tous les WS partagent un 
seul canal tandis que le canal de communication est divisé en plusieurs sous-canaux afin d’éviter 
les collisions dans les protocoles sans conflits. Les principaux protocoles avec conflits sont le 
CSMA (Carrier Sense Multiple Access) [77] et l’AHOLA (Additive Link On-line Hawaï System) 
[78]. En ce qui concerne les protocoles MAC sans conflits, il est proposé le CDMA (Code Division 
Multiple Access) [79], le FDMA [80], le TDMA [81]. 
Bien que les solutions évoquées ci-dessus contribuent à minimiser le coût énergétique des 
différents WS, il reste que les capacités du WS devraient être asservies à la quantité d’énergie 
récoltée. La sous-section suivante traite des propositions effectuées ces dernières années dans la 
conception des modules de gestion de l’énergie récoltée. 
2.2.4. Gestion efficace de l’énergie récoltée 
Avec l’avènement des possibilités de récolter de l’énergie de l’environnement, la question de la 
gestion efficace de cette énergie pour le WS récolteur est devenue un problème ces dernières années 
[82-86]. La plupart des recherches proposées dans le but de minimiser la consommation 
énergétique des nœuds capteurs (évoquée dans le sous-paragraphe précédent) ont été proposées 
pour des WS alimentés par des batteries. La contrainte dans ces travaux était alors une limite 
maximale d’énergie. Dans le cas des WS alimentés par l’énergie ambiante, la limite se situe plutôt 
sur le taux maximum auquel l’énergie peut être utilisée [82]. 
Il est important de mentionner que le domaine de recherche sur la gestion efficace de l’énergie 
récoltée nécessite la prise en compte du besoin réel des WS et du taux de récolte d’énergie prévue. 
Dans la littérature cependant, très peu de contributions dans le domaine intègrent ces deux aspects; 
un travail pionner dans ce domaine, est celui proposé dans [83]. Dans ce travail, en associant des 
composants ultra faible consommation (cf. tableaux 2-1, 2-2 et 2-3), les auteurs ont proposé deux 
WS récolteurs d’énergie ambiante. Le premier est basé sur l’énergie vibratoire et est montré sur la 
Figure 2-6 (a) ci-dessus. Le second est un WS récolteur d’énergie solaire qui est montré sur la 
Figure 2-6 (b). Les stratégies utilisées pour rendre fonctionnels ces capteurs ont été, une réduction 
de la quantité des données transmises ainsi qu’une réduction du rapport cyclique du WS. La 
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réduction du rapport cyclique étant due à un prolongement du mode veille, l’opérabilité des 





Figure 2-6. WS récolteurs d’énergie proposés dans [83].  
De nombreuses autres contributions dans le même sens que [83] ont également été proposées 
dans la littérature [87-89]. Dans le cas particulier de [88], un WS équipé d’un système de récolte 
piézoélectrique des vibrations avec un supercondensateur de 0,33 pF a été capable de transmettre 
des données après 12 heures de collecte d’énergie. Ainsi la plupart des solutions proposées 
consistent à laisser le capteur en mode veille le plus longtemps possible; cela est connu dans la 
littérature sous le nom d'adaptation du rapport cyclique [90]. 
Prenant en considération le fait que dans des applications réelles de l’IoT, des évènements 
puissent survenir à tout instant, deux types de problèmes d’optimisation ont été formulés pour 
améliorer la QoS; la résolution de ces problèmes étant alors à la base de la programmation des 
modules PMM. Il s’agit de la minimisation des délais de transmission (en anglais TTCM pour 
Transmission Completion Time Minimization) [91-93] et de celui de la maximisation du débit à 
court terme (en anglais STTM pour Short-Term Throughput Maximization)  [94, 95].   
Le problème TTCM est formulé de la façon suivante : ‘‘Étant donné une taille 𝐵 de données à 
transmettre pendant que l’énergie est récoltée, il est question de minimiser la durée pendant 
laquelle, tous les bits ont atteint le point de destination’’. Pour illustrer le problème, le modèle 
représenté sur la Figure 2-7 a été considéré; on y voit un nœud émetteur équipé d’une mémoire de 
données (file d’attente de paquets de données) et d’un dispositif de stockage d’énergie.     




Figure 2-7. Modèle de communications sous la base de la récolte d’énergie [91]. 
   Dans le modèle de la Figure 2-7, il est supposé que la quantité d’énergie récoltable ainsi que la 
quantité des données soient aléatoires avec des conditions initiales d’énergie 𝐸0 et de données 𝐵0 
connues. Pour définir le problème d’optimisation, la fonction de capacité de Shannon qui établit le 
lien entre la puissance de transmission et les données est considérée [96]. Le problème est ensuite 
formulé pour déterminer à chaque cycle de mesure, la puissance de transmission ou le débit optimal 
permettant de réduire le temps d’attente pour un nombre prédéterminé de paquets. De façon plus 
concrète il est question d’ajuster le plus de fois possible la puissance d’émission du WS avant la 
fin de la transmission.   
Pour ce qui est du problème STTM, il est plutôt question de ‘‘maximiser la quantité de données 
transmises pour une durée bien déterminée’’. Ce problème est beaucoup plus simple que celui 
défini dans le TTCM, car il ne s’intéresse qu’à la quantité d’énergie récoltée. Toutefois, il est à 
mentionner qu’aucun de ces deux problèmes ne s’intéresse à la façon dont l’énergie est récoltée et 
donc à la nature de la source primaire utilisée. De plus les solutions proposées dans les travaux 
mentionnées donnent lieu à des algorithmes de fonctionnement très complexes pour les PMM. Ces 
algorithmes impliquent de nombreuses commutations qui seraient également à l’origine de la 
consommation d’une partie de l’énergie récoltée.         
Tout en s’intéressant à la nature de la source primaire, dans [84], un concept permettant 
d’améliorer la QoS est évoqué pour la première fois dans la conception des WS récolteurs 
d’énergie. Il s’agit du fonctionnement neutre en énergie plus connu sous son appellation anglaise 
Energy Neutral Operation (ENO). L’ENO est la condition de base dans la conception des PMM, 
car elle spécifie que l’énergie récoltée doit rester supérieure ou égale à l’énergie totale consommée 
par le WS. C’est la condition ENO qui permet de définir les trois modes de fonctionnement d’un 
PMM résumés dans [52] à savoir le HU, HSU et HUS. Plus spécifiquement, on distinguera les cas 
de suivants :  
WS émetteur WS récepteur 
𝐸𝑖 
𝐵𝑖 
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• dans les intervalles de temps où l’énergie récoltée est égale à la consommation du WS, le 
capteur transmet de l’information (HU).       
• pendant les intervalles de temps où l’énergie récoltée est inférieure à la consommation du WS, 
le capteur stocke de l’énergie sans fournir de service (HSU).   
• finalement si l’énergie récoltée est supérieure à la consommation du WS, alors le capteur 
transmet les données en continuant à stocker de l’énergie (HUS).   
À la suite de [84], il est proposé dans [82], un des travaux majeurs de ces dernières années dans 
le domaine. Dans [82], il est premièrement défini les deux considérations à prendre en compte pour 
la conception des PMM à savoir l’ENO et de la QoS. Une deuxième étape dans [82] a été de 
classifier les sources d’énergie en plusieurs types définis comme dans le Tableau 2-5.   
Tableau 2-5. Classifications des sources primaires [82].  
Types de sources Définitions Exemples 
 
Non contrôlable, mais 
prédictible  
Source ne pouvant être contrôlée pour produire de 
l’énergie au moment souhaité, mais pouvant être 
modélisée pour prédire de la disponibilité attendue 




Non contrôlable et non 
prédictible  
Source ne pouvant être contrôlée pour générer de 
l’énergie lorsque cela est souhaité et donnant de 





Totalement contrôlable  
 
De l’énergie peut être générée dès lors que cela est 
souhaité. 
Les lampes de poche à alimentation 
autonome que l’utilisateur peut 
secouer pour générer de l’énergie 
chaque fois que cela est nécessaire.  
 
Partiellement contrôlable  
De l’énergie peut être générée par le concepteur 
ou les utilisateurs du système cependant la 
quantité d’énergie n’est pas entièrement 
déterministe 
Ondes radiofréquences à cause du 
canal de propagation qui est 
dynamique. 
La mise en évidence du caractère prédictible de certaines sources (le soleil en particulier) a donc 
suscité de nombreux travaux dans le domaine de la prédiction de l’énergie récoltable pour la 
conception des WS complètement autonomes [97-99]. Tous ces travaux considèrent l’énergie 
solaire et ont été facilités par l’accessibilité aux prévisions météorologiques couramment fournies 
pour différentes régions. Naturellement les avantages à pouvoir prédire avec précision la quantité 
d’énergie récoltable contribuent à faciliter la programmation du module PMM et à maximiser la 
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quantité de données dépendamment du moment considéré de la journée. Après cette vue globale 
des solutions, la section suivante expose la nouveauté et les principales contributions de cette thèse.      
2.3. Nouveautés et principales contributions  
2.3.1. Nouveautés 
Comme reporté dans le Tableau 2-5 les spectres de vibrations mentionnés dans la littérature sont 
caractérisés par des fluctuations énormes [48, 100, 101] ce qui a permis dans [82], de classifier des 
vibrations comme une source non contrôlable et non prédictible. Ce travail se veut alors être le 
premier ou parmi les premiers à proposer un prédicteur d’énergie récoltable des vibrations 
(PERV) pour la conception des WSs récolteurs d’énergie et répondant aux exigences actuelles 
de l’industrie 4.0. Pour cela, les données des vibrations d’un processus industriel seront mesurées 
afin d’établir une base de données suffisamment importante permettant de minimiser le plus 
possible l’erreur de prédiction. La conception du prédicteur d’énergie permettra alors de maximiser 
la taille des données transmissible par le WS, lui assurant ainsi une QoS acceptable sans nécessiter 
des algorithmes complexes pour le PMM ou alors des circuits reconfigurables.  
Pour assurer une meilleure QoS à un WSN utilisé pour contrôler l’ensemble d’un processus 
industriel, il est proposé un nouveau protocole appelé Protocole Hiérarchique à Équilibrage 
d’Énergie (PHEE). Ce protocole tient compte du fait que la capacité de récolte de chacun des WS 
du réseau dépend de son emplacement dans le processus. Il sera alors question de tirer avantage 
des progrès effectués ces dernières années dans la conception des récolteurs d’énergie 
radiofréquence pour favoriser des transferts d’énergie entre les différents nœuds du réseau. Une 
description de cette approche de solution est proposée dans la sous-section suivante.  
2.3.2. Vue conceptuelle de la proposition  
Étant donné que le contrôle de la plupart des procédés industriels nécessite plusieurs types de 
capteurs et donc un WSN, il va de soi que la quantité d’énergie récoltable dépendra à tout instant 
de l’emplacement du nœud dans le réseau. Ainsi d’un point de vue récolte d’énergie, le WSN n’est 
pas homogène; d’où la nécessité de définir une hiérarchie dans le réseau.  L’approche de solution 
visera aussi la mise en place d’un système de transfert d’énergie d’un nœud, en supplément 
d’énergie vers un nœud en manque d’énergie afin de maximiser la QoS du réseau.  
Dans l’architecture proposée, chaque WS sera équipé d’un système de transfert sans fil de 
puissance (en anglais, WPTS pour Wireless Power Transfer System) [102]. Cela permettra à tout 
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nœud ayant une énergie inférieure au minimum requis de recevoir de l’énergie d'un WS avec une 
capacité énergétique supérieure à celle requise pour assurer la QoS visée. L’architecture interne 
proposée, dans cette thèse pour chaque nœud est celle montrée sur la Figure 2-8. Cette figure met 
également en évidence la structuration du rapport de thèse qui sera détaillée dans la section 
suivante. Globalement, il est question de pouvoir prédire de l’énergie récoltée afin de maximiser 
la taille des données à transmettre.     
 
Figure 2-8. Architecture interne du WS récolteur d’énergie et organisation du rapport.  
Pour ce qui est du réseau il consistera à un ensemble des nœuds répartis sur le processus sous 
contrôle. Toutefois à la différence du protocole LEACH conventionnel proposé dans [27], la 
hiérarchie des différents nœuds est établie en fonction du taux de récolte d’énergie définie par le 
prédicteur. Les WS avec une capacité de récolte supérieure à la QoS minimale seront qualifiés de 
WS autosuffisants tandis que les WS n'ayant pas suffisamment d'énergie seront des WSs 
nécessiteux. Notons par ces définitions que les conditions de fonctionnement de ce réseau ne sont 
pas statiques puisque la quantité d’énergie récoltable change à chaque cycle de mesures.  Les deux 
types de nœuds ainsi définis sont illustrés sur la Figure 2-9, et le protocole de communication ainsi 





















Chapitre 3 et 5 




Figure 2-9. Principe de l’assistance énergétique. 
Pour résumer ce qui précède, les deux contributions majeures de cette thèse sont la conception 
d’un prédicteur de l’énergie récoltable des vibrations et aussi la conception d’un protocole de 
collaboration énergétique entre nœuds. Après cette vue conceptuelle de la solution proposée, ce 
qui suit présente la structure de cette thèse. 
2.4. Organisation de la thèse  
Cette thèse est structurée autour de 8 chapitres dont les objectifs de certains sont illustrés sur 
l’architecture montrée sur la Figure 2-8. 
• Le chapitre 1 est une introduction générale à la thèse dans laquelle il est présenté la 
motivation, le contexte et la principale problématique de cette étude. Un examen des 
principales sources d’énergie a également été effectué afin de justifier le choix porté sur les 
vibrations dans cette étude.    
• Le chapitre 2 est un état de l’art sur les solutions proposées dans la littérature en vue de 
répondre à la problématique traitée dans cette thèse. Un accent particulier est porté sur la 
question de gestion efficace de l’énergie récoltée. Ce chapitre a pour objectifs de se 
positionner par rapport aux autres travaux et aussi de clairement définir les principales 







Taux de récolte prévu 
Transfert des données  
Transfert d’énergie  
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• Le chapitre 3 est consacré à une étude de la consommation énergétique des capteurs sans 
fil. Il sera question de fournir un modèle de consommation assez complet prenant en compte 
la plupart des sources de dissipation négligées dans la littérature. Les sources de dissipation 
comme celle due à la formation des clusters dans une topologie de réseau en grappe seront 
également considérées dans le but de fournir une conception assez rigoureuse du nœud 
autonome. Les communications courtes distances seront traitées différemment du cas des 
communications longues distances basées sur la technologie LoRa. Cette étude permettra 
dans les deux chapitres suivants de proposer une évaluation des capacités en termes de 
quantité de données transmissible, des récolteurs d’énergie vibratoire ainsi que des 
récolteurs d’énergie radiofréquence.  
• Le chapitre 4 présente une discussion détaillée sur la conception des récolteurs d’énergie 
vibratoire. Les modes de transduction possible sont tout d’abord introduits puis comparées. 
Ensuite, il est traité de la modélisation des transducteurs piézoélectriques dans le but 
d’évaluer leurs capacités de récolte pour une source de vibration particulière. 
• Le chapitre 5 passe en revue les avancés dans le domaine de la conception des récolteurs 
d’énergie radiofréquence communément appelés rectenna (Rectifying Antenna) pour 
antenne redresseuse. Ces techniques de récolte d’énergie radiofréquence permettront, lors 
de la mise en place du protocole à équilibrage d’énergie de modéliser le transfert d’énergie 
aux nœuds nécessiteux du réseau.  
• Le chapitre 6 reporte les résultats des mesures de vibration issus d’un procédé industriel 
minier. Ces données sont ensuite exploitées pour concevoir le Prédicteur d’Énergie 
Récoltable des Vibrations (PERV). Un historique de données assez larges sera utilisé afin 
de minimiser le plus possible les erreurs de prédiction.    
• Le chapitre 7 traite de la gestion efficace de l’énergie récoltée au niveau du réseau. Dans 
un premier temps les performances individuelles des différents WS pour répondre à un 
cahier de charge défini seront analysées. Ensuite il s’agira d’assurer le fonctionnement 
neutre en énergie du réseau. La question de QoS est définie en fixant une taille minimale de 
paquets pouvant être transmise par chaque WS. Les algorithmes de fonctionnement des 
différents types de WS du réseau sont également spécifiés. 
• Le chapitre 8 est la conclusion générale à ce travail; il résume la méthode de conception 
proposée en introduisant les différentes perspectives.  
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Pour terminer le présent chapitre, la section suivante rappelle les différents niveaux de 
contributions et par la ainsi que la liste des publications.  
2.5. Types de contributions et publications  
Globalement, cette thèse vise à fournir une solution d’alimentation fiable pour un WSN dédié 
aux applications industrielles. La solution proposée doit tenir compte des exigences de QoS tout 
en maintenant une EE acceptable. En considérant la description de la vue conceptuelle proposée 
dans la section 2-3, trois niveaux de contributions caractériserons ce travail.  
• Une contribution de niveau 1 est le plus bas niveau de contribution, elle vise principalement 
à l’évaluation des capacités des systèmes de récolte d’énergie. Il pourra s’agir aussi bien de 
l’énergie vibratoire que de l’énergie radiofréquence.   
• Une contribution de niveau 2 est une conception basée sur un niveau d’énergie issu des 
mesures expérimentales qui sont supposées homogènes tout au long des analyses sur la QoS.   
• Enfin, une contribution de niveau 3 est une contribution principale qui tient compte du 
caractère aléatoire de l’énergie récoltable et des exigences de QoS. Celle-ci peut se situer au 
niveau du capteur ou alors au niveau du réseau; elle peut aussi ne concerner que le prédicteur 
d’énergie.    
En fonction des différents niveaux de contributions, les résultats présentés dans cette thèse ont 
été publiés et acceptés dans diverses conférences et journaux résumés dans le Tableau 2-6 de la 
page suivante. 
2.6. Conclusion  
Ce chapitre avait pour principal objectif de se positionner par rapport aux solutions actuellement 
proposées pour résoudre la problématique concernée par cette étude.  Pour cela, un état de l’art sur 
la problématique des WSN autonomes en énergie qui concerne le caractère aléatoire de l’énergie 
récoltable des vibrations a été fourni. Il a été observé que les solutions sont orientées selon trois 
axes respectivement associés aux systèmes de récolte reconfigurables, à la minimisation de la 
consommation énergétique des WS et enfin à la gestion de l’énergie récoltée.  
S’agissant du premier groupe de solutions, ce chapitre a permis de mettre en évidence le fait que 
les efforts effectués dans la conception des circuits arrivent à une impasse, car ceux-ci conduisent 
à des systèmes d’alimentation encombrants. Il a également été mis en évidence le fait que la 
question centrale reste aujourd’hui celle d’une gestion efficace de l’énergie récoltée. Un brief état 
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de l’art de ce domaine a alors permis de définir les nouveautés de cette thèse qui propose la 
conception d’un prédicteur d’énergie récoltable des vibrations (PERV) ainsi que de la mise en place 
d’un protocole hiérarchique à équilibrage d’énergie (PHEE). Les éléments concourant à la mise en 
place de ses solutions ont ensuite été considérés pour définir la structure du mémoire de thèse.  
Finalement les différentes publications issues de cette thèse ont été présentées après avoir défini 
une hiérarchie dans les niveaux de contributions. Conformément à la structuration du mémoire, il 
est proposé dans le chapitre suivant une estimation du niveau de consommation des WSs.    
Tableau 2-6. Publications de l’auteur 





chapitre   
Publiée/acceptée 
(Réf.) 




       2017 
2 Journal Publié [103] 
2 High efficiency rectifier for RF energy harvesting in the GSM 
band 
1 Conférence Publié [104] 
3 Multiphysics Simulation of Piezoelectric Cantilever Beam: 
application in automobile 
2 Journal Publié [105] 
4 A new approach to design autonomous wireless sensor node based 





3 Journal Publié [106] 
5 A new approach to design of RF energy harvesting system to 
enslave wireless sensor networks 
2 Journal Publié [107] 
6 A Miniature Rectifier Design for Radio Frequency Energy 
Harvesting Applied at 2.45 GHz 
1 Conférence Publié [108]  
7 Vibrational-Powered Vehicle's Mesh Wireless Sensor Network: 
Performance Evaluation 
1 Conférence Publié [109] 
8 A selective rectifier for RF energy harvesting for IoT applications 1 Conférence Publié [110] 
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Budget énergétique des capteurs sans fil 
3.1. Introduction   
Dans ce chapitre, il est question de répertorier les principales sources de consommation 
d’énergie dans un WS. L’objectif est de fournir un modèle de consommation rigoureux qui puisse 
permettre de définir avec précision le cahier des charges du nœud. Deux cas de figure concourant 
à l’élaboration de la proposition de cette thèse seront traités tout au long du chapitre. Dans la section 
3-2, partant de l’architecture du WS montrée sur la Figure 1-2 , il sera défini les principales sources 
de dissipation d’énergie dans un WS.  Il sera ensuite proposé dans la section 3-3, une comparaison 
entre les niveaux d’énergie considérés dans ce travail et ceux obtenus dans les précédents modèles 
établis ces dernières années [26, 27, 125]. Dans la section 3-4, un scénario beaucoup plus proche 
des applications actuelles de l’IoT est considéré; il s’agit du cas de la technologie LoRa/LoRaWan 
(Long-Range Communication Wide Area Network) qui une technologie à longue distance et à 
basse consommation. Les résultats obtenus dans la section 3-2 ont fait l’objet d’une partie de la 
publication référencée dans  [106]. 
3.2. Différentes sources de consommation d’énergie dans un WS  
La principale contribution de ce chapitre est de quantifier de façon rigoureuse le budget 
énergétique d’un WS; ceci en considérant la plupart des sources de consommation qui sont 
couramment négligées dans les recherches précédentes. Ces sources de dissipation proviennent des 
trois blocs qui constituent le WS tels que montrés sur la Figure 1-2. En prenant en compte la 
nécessité de hiérarchiser le réseau, il ne sera présenté ici, que le cas de l'énergie consommée dans 
un protocole hiérarchique avec une rotation de la tête de cluster comme le cas du protocole LEACH 
[27]. Dans cette topologie, comparativement aux autres configurations de réseau (étoilée et 
maillée), chaque WS ne transmet pas directement ses données à la Station de Base (SB), ce qui 
permet d’avoir une faible portée de communication. Cette faible portée contribue à minimiser la 
consommation du WS. Tout au long de ce chapitre, il sera considéré une topologie cluster à un seul 
niveau de hiérarchie combiné à la technique d’accès TDMA. Précisons que cette technique d’accès 
(TDMA) est la plus utilisée dans les topologies hiérarchiques étant donné que l’enjeu réside dans 
le choix de la tête de cluster [126].     
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S’agissant alors de la configuration hiérarchique, il ressort d’une synthèse des récents travaux 
dans le domaine que six sources de dissipations doivent être prises en compte dans l’estimation du 
budget énergétique du WS. Le Tableau 3-1 résume les principales contributions dans lesquelles ces 
sources de dissipations ont été considérées. Chacune de ces sources sera par la suite définie et 
exprimée en fonction des composants matériels du WS. Il est important de mentionner que les 
modèles proposés pour les différentes sources de dissipation listées dans le tableau ci-dessus, se 
subdivisent en deux grands groupes à savoir la modélisation ‘‘bloc matériel’’ [27, 106, 125] et la 
modélisation ‘‘d’état’’ [127-129]. La modélisation bloc matériel offre la possibilité de quantifier 
le budget énergétique du WS sur un cycle de mesure tandis que la modélisation état tient compte 
de la consommation des différents états (actif, écoute, veille) de chacun des blocs.      
Tableau 3-1. Sources de dissipation d’énergie dans un WS 
Sources de 
dissipation 
[130] [26, 27] [131] [132] [125] Ce travail 
[106]  
Capture − − √ − √ √ 
Traitement √ √ √ √ √ √ 
Communication √ √ √ √ √ √ 
Commutation − − − √ √ √ 
Actionnement − − − − √ √ 
Formation de 
cluster 
− √ − − − √ 
 
3.2.1. Énergie dissipée pour la capture des données  
L’unité de capture est l’interface avec le monde physique et pour acquérir des données d’une 
taille de 𝑏 bits, l’énergie totale dissipée 𝐸acqui(𝑏), inclut, l’énergie 𝐸cap(𝑏) pour la capture des 
données et l’énergie 𝐸enr(𝑏) pour l’enregistrement des données dans la mémoire. Dans [125], cette 
énergie est alors exprimée comme suit :  





(𝐼read. 𝑇read + 𝐼write. 𝑇write)⏟                      
𝐸enr(𝑏)
              (3 − 1)  
Avec 𝑏 qui représente la taille des données en bits, 𝑉sup est la tension d’alimentation du capteur, 
𝐼sens est le courant de capture, 𝑇sens est la durée pendant laquelle le capteur effectue la mesure. 
𝐼read est le courant pour la lecture d’un octet de données, 𝑇read est la durée de lecture d’un octet de 
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données. Finalement, 𝐼write et 𝑇write représentent respectivement le courant pour l’écriture d’un 
octet de données et la durée nécessaire pour cette écriture. 
Une modélisation état de l’unité de capture a été proposée dans [131, 133] et l’énergie nécessaire 
à l’acquisition des données est définie comme suit :  
                                                 𝐸acqui = 𝐸on−off + 𝑉sup. 𝐼S. 𝑇S + 𝐸off−on                                         (3 − 2) 
Avec 𝐸on−off et 𝐸off−on  qui représentent respectivement, les coûts énergétiques pour réveiller le 
capteur et pour le faire passer en mode veille. 𝑉sup est la tension d’alimentation et le couple (𝐼S, 𝑇S) 
représentent respectivement le courant consommé pendant la capture et la durée de capture.   
3.2.2. Énergie dissipée pour le traitement des données  
Le traitement des données inclut le traitement proprement dit et l’agrégation des données; et les 
deux ensembles représentent l’énergie dissipée dans le microcontrôleur 𝐸mic(𝑏). Cette énergie 
inclut les pertes d’énergie par commutation et celles dues aux courants de fuite; elle est définie 
dans [125] comme suit :  
                              𝐸mic(𝑏) = 𝑏. (𝑁cyc. 𝐶avg. 𝑉sup








))                        (3 − 3) 
Avec 𝑁cyc qui représente le nombre de cycles d'horloge par tâche, 𝐶avg est la capacitance moyenne 
commutée par cycle, 𝑉sup est la tension d’alimentation définie précédemment. 𝑓 est la fréquence 
du capteur. 𝐼0 est le courant de fuite, 𝑛𝑃 est une constante qui dépend du microprocesseur et 𝑉𝑡 est 
la tension thermique.   
Dans [27], il a été considéré une fusion des données au niveau de la tête de cluster afin de réduire 
la taille des données devant être transmises à la station de base. Le coût énergétique fixé pour 
l’agrégation des données désignée par 𝐸𝐷𝐴 dans [27] était de 5 nJ bit signal⁄⁄ . 
Trois états et cinq transitions, montrés sur la Figure 3-1 ci-dessous ont été définis dans [131, 
134] pour établir un modèle état de dissipation dans l’unité de traitement.  
 
Figure 3-1. Diagramme de transition d'états de l'unité de traitement [131]. 
Sleep Idle 
Run 
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À partir du diagramme de la Figure 3-1, l’énergie totale dissipée dans le microcontrôleur est la 
somme des énergies d’état et de l’énergie des transitions; elle est alors définie comme suit :  
                 𝐸mic =∑𝑃mic−State(𝑖). 𝑇MIC−state(𝑖)
𝑛




𝑗=1⏟                    
Transitions
      (3 − 4) 
𝑛 = 3, est le nombre d’états du processeur, 𝑚 = 5 est le nombre de transitions, 𝑖 est l’état de 
fonctionnement du processeur, 𝑗 est le type de transition d’état. 𝑃mic−State(𝑖) est la puissance 
consommée durant l’état 𝑖, elle peut provenir de la datasheet des composants. 𝑇MIC−state(𝑖) est la 
durée de l’état 𝑖. 𝑁mic−change(𝑗) est la fréquence de transition de l’état 𝑗 et finalement 
𝑒mic−change(𝑗) est la consommation énergétique d’une transition à un état 𝑗.   
3.2.3. Énergie dissipée pour la transmission/réception des données  
L’un des premiers travaux à avoir établi un modèle de dissipation pour la transmission des 
données est celui proposé dans [26]. Pour cela le modèle radio est basé sur la Figure 3-2. Comme 
montré sur cette figure, le nœud émetteur dissipe de l’énergie pour alimenter les circuits 
électroniques ainsi que lors du processus de pré amplification et d’amplification. Au niveau du 
nœud récepteur, le coût énergétique est essentiellement dû à l’alimentation du circuit électronique.     
 
Figure 3-2. Modèle de dissipation d’énergie dans le module radio [26] 
Selon la distance 𝑑 entre l’émetteur et le récepteur, le modèle en espace libre (perte de puissance 
en 𝑑2) ou alors le modèle d’évanouissement par trajets multiples (perte de puissance en 𝑑4) peut 
être considéré. Le coût énergétique dû à la transmission des données est alors défini comme suit :  
                                             𝐸tx(𝑏, 𝑑) = {
𝑏. (𝐸elec + 𝜖𝑓𝑠𝑑
2)  si 𝑑 < 𝑑0
𝑏. (𝐸elec + 𝜖𝑎𝑚𝑝𝑑
4)  si 𝑑 ≥ 𝑑0
                                    (3 − 5) 
𝑑0 est la distance de référence définie par :  
                                                                         𝑑0 =
4𝜋√𝐿. ℎ𝑟 . ℎ𝑡
𝜆









𝑏 bits de 
données 
𝑏 bits de 
données 
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Pour les équations (3-5) et (3-6), 𝑑 est la distance entre l’antenne du WS émetteur et celle du WS 
récepteur. 𝐸elec est l’énergie consommée par bit dans les circuits électroniques de l’émetteur et du 
récepteur. 𝜖𝑓𝑠 et 𝜖𝑎𝑚𝑝 représentent respectivement l’énergie dissipée dans l’amplificateur pour le 
modèle en espace libre et pour le modèle d’évanouissement par trajet multiple. 𝐿 ≥ 1 est le facteur 
de perte du système qui est indépendant de la propagation. ℎ𝑟 et ℎ𝑡 représentent respectivement les 
hauteurs de l’antenne du WS récepteur et de l’antenne du WS émetteur. 𝜆 est la longueur d’onde 
du signal utilisé pour la communication.  
La communication du WS incluant aussi bien la transmission que la réception des données, le 
coût énergétique associé à la réception de 𝑏 bits de données, est défini comme suit :  
                                                                  𝐸rx(𝑏) = 𝑏. 𝐸elec                                                                  (3 − 7) 
 Dans la modélisation état, l’énergie due à la communication est définie dans [135, 136] comme 
suit : 
                                           𝐸com = 𝐸tx + 𝐸rx + 𝐸Idle + 𝐸sleep + 𝐸off                                             (3 − 8) 
avec  𝐸com qui représente l’énergie totale associée à la transmission et à la réception des données. 
𝐸tx est l’énergie consommée pour la transmission des données et est définie comme suit : 
                                                                          𝐸tx =∑𝑃tx. 𝑏𝑖 𝑅⁄
𝑁tx
𝑖=1
                                                     (3 − 9)  
où 𝑃tx est la puissance consommée lors de la transmission (elle peut être obtenue de la fiche 
technique des composants). 𝑏𝑖 est la taille des données du i
ème paquet transmit, 𝑁tx est le nombre 
de paquets transmis, 𝑅 est le taux de transfert des données en bits s⁄ . 
𝐸rx dans l’équation (3-8) est l’énergie consommée pour la réception des données. Elle est définie 
dans [131] de la même manière que l’énergie pour la transmission des données soit :  
                                                                     𝐸rx =∑𝑃rx. 𝑏𝑖 𝑅⁄
𝑁rx
𝑖=1
                                                        (3 − 10) 
Avec 𝑃rx qui est la puissance consommée durant la réception des données et fournie par la fiche 
technique des composants et 𝑁rx est le nombre total de paquets reçus.    
Les autres sources de dissipations d’énergie 𝐸Idle, 𝐸sleep et 𝐸off dans l’équation (3-8) peuvent 
être obtenues des informations issues de la fiche technique des composants comme suit :  
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                                                                  {
𝐸Idle = 𝑃Idle. 𝑇Idle       
𝐸Sleep = 𝑃Sleep. 𝑇Sleep
𝐸Off = 𝑃Off. 𝑇Off           
                                                   (3 − 11) 
3.2.4. Énergie dissipée due à la commutation   
Pour tenir compte des pertes causées par la commutation entre les différents états (Cf. Figure 
3-1) dans les unités de traitement et de communication, dans le cas d’une modélisation bloc 
matériel, il a été défini dans [132] un rapport cyclique du nœud exprimé comme suit :  
                                                      𝛼𝑊𝑆 =
𝑇transOn + 𝑇𝐴 + 𝑇transOFF
𝑇transOn + 𝑇𝐴 + 𝑇transOFF + 𝑇𝑆
                                    (3 − 12) 
avec 𝛼 qui est le rapport cyclique du WS, 𝑇transOn est la durée de la transition entre le mode 
sommeil et le mode écoute. 𝑇transOFF est la durée de la transition entre le mode écoute et le mode 
sommeil. 𝑇𝐴 est la durée de réveil du capteur et 𝑇𝑆 est la durée du mode sommeil du capteur. Dans 
la plupart des travaux, il est supposé que 𝑇𝐴 ≪ 𝑇𝑆. Dans le cas d’un réseau hiérarchique avec le 
TDMA, ces différentes durées sont illustrées sur la Figure 3-3 ci-dessous qui représente le scénario 
de fonctionnement durant un cycle de mesure dans un réseau où chaque cluster comporte 𝑛 nœuds.  
 
Figure 3-3. Temps actif et temps de sommeil de la tête de cluster pendant un cycle  
Partant du graphique de la Figure 3-3, il a également été défini le rapport cyclique de la tête de 
cluster comme suit :  
                                            𝛼𝐶𝐻 =
𝑇transOn + 𝑇𝐴CH + 𝑇transOFF
𝑇transOn + 𝑇𝐴CH + 𝑇transOFF + 𝑇𝑆CH
                                      (3 − 13) 
Durée totale d’un cycle mesure 









supérieurs Réception des données des WS du cluster 
Durée du mode actif de la tête de cluster 𝑻𝑨𝑪𝑯 
𝑻𝑨 
𝑻𝑺 
1 2 3 . . . 𝑛    
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Avec 𝑇𝐴CH  et 𝑇𝑆CH  qui représentent respectivement les durées du mode actif et du mode veille de la 
tête de cluster.  En fonction du rapport cyclique, les pertes d’énergie par commutation dans le WS 
et dans la tête de cluster sont définies dans [132] comme suit:   
                                          {
𝐸trans𝑊𝑆 = 𝑇𝐴𝑉sup[𝛼𝑊𝑆𝐼𝐴 + (1 − 𝛼𝑊𝑆)𝐼𝑆]
𝐸trans𝐶𝐻 = 𝑇𝐴CH𝑉sup[𝛼𝐶𝐻𝐼𝐴 + (1 − 𝛼𝐶𝐻)𝐼𝑆]
                                     (3 − 14) 
3.2.5. Énergie dissipée pour le pilotage d’un actionneur    
Dans de nombreux procédés industriels, des capteurs sont utilisés pour la commande de certains 
actionneurs (vérin, moteurs, variateur de vitesse). Par exemple, un WS équipé d’un capteur de 
température pourrait être utilisé pour mettre en marche un moteur de ventilation. Comme décrit, 
l’énergie dissipée pour la commande est difficile à quantifier, car elle est étroitement liée à 
l’application considérée. En considérant que 𝐸act soit l’énergie dissipée pour une commande et que 
le système nécessite 𝑁act par cycle alors l’énergie totale utilisée pour mettre en marche les 
actionneurs sera définie comme suit :  
                                                                        𝐸𝑇𝑎𝑐𝑡 = 𝐸act. 𝑁act                                                         (3 − 15) 
3.2.6. Énergie dissipée durant la phase de formation des clusters   
L’énergie pour la formation des clusters est comme montrée dans le Tableau 3-1, négligée 
dans la plupart des recherches. Cette énergie comporte l’énergie dépensée par la tête de cluster 
(CH) pour communiquer son emplacement à la station de base, pour diffuser son statut aux autres 
nœuds dans le cluster et l’énergie dissipée par les différents nœuds pour écouter. La phase de 
formation est appelée phase d’installation (setup phase) [27]. Dans ce qui suit, il est proposé le coût 
énergétique pour une tête de cluster et celui associé à un WS ordinaire.   
• Au niveau de la tête de cluster, la diffusion du statut se fait en utilisant le protocole MAC 
CSMA, l’énergie dissipée par le CH sera définie par : 
 𝐸CHset−up phase =
𝑏1
𝛼
(𝐸elec + 𝜖𝑎𝑚𝑝. 𝑑2
4)
⏟            





. 𝐸elec. 𝛽⏟      
Écoute au ralenti
+ 𝑏1(𝐸elec + 𝜖𝑓𝑠. 𝑑1
2)⏟            
Avertir son statut aux  WS 
dans son cluster
      (3 − 16)   
Dans cette expression, 𝑑1 est la distance moyenne entre le CH et les autres WS, 𝑑2 est la distance 
entre le CH et la station de base. 𝜖𝑓𝑠 et 𝜖𝑎𝑚𝑝 sont définis comme dans l’équation (3-5). 𝑏1 représente 
la taille en bits du paquet de contrôle [137], 𝛽 représente le rapport entre l’énergie dépensée en 
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mode réception et celle dépensée en mode écoute et 𝛼 est le débit du CSMA non-persistent; il est 
défini dans [138] par : 
                                                           𝛼 =
𝑏1. 𝑒
(−𝑎.𝑏1)
(1 + 2𝑎)𝑏1 + 𝑒
(−𝑎.𝑏1)
                                                    (3 − 17) 
avec 𝑎 qui est le ratio entre le retard de propagation et la durée de transmission du paquet. Pour 
une taille de paquet de contrôle fixé à 200 bits et en prenant 𝑎 = 0,01 comme dans [138], la valeur 
de 𝛼 est alors de 0,132. 
• Dans le cas d’un WS ordinaire (CM pour Cluster Member) du réseau, l’énergie dépensée 
pendant la phase d’installation est seulement due à l’écoute des données en provenance du 
CH; elle est alors exprimée par :  
                                                𝐸CMset−up phase =
𝑏1
𝛼
. 𝐸elec. 𝛽                                                            (3 − 18) 
avec 𝛽 qui est comme dans l’équation (3-16), le rapport entre l’énergie dépensée en mode réception 
et celle dépensée en mode écoute. Dans [139], ce coefficient est compris entre 50 % et 100 %, il 
sera considéré égale à 0,85 dans la suite de ce chapitre.  
En additionnant cette dépense énergétique jusqu’ici négligée dans la plupart des modèles, il sera 
établi un modèle plus complet de dissipation énergétique du WS; ce qui est nécessaire pour 
minimiser la probabilité de panne du réseau par défaillance énergétique.   
3.3. Budget énergétique d’un réseau de capteurs sans fil dans une 
topologie hiérarchisée : cas du protocole LEACH  
L’objectif de cette section est de quantifier l’impact des sources de dissipation telles que 
l’énergie consommée durant la phase de formation des clusters et l’énergie de commutation (très 
souvent négligées dans la plupart des travaux) sur la consommation énergétique totale du réseau. 
Cet impact sera illustré à travers une comparaison du modèle défini dans ce travail avec ceux 
proposés dans les travaux majeurs précédents.  
Comme travaux majeurs, il est considéré ceux proposés dans [26, 27, 125] (Cf Tableau 3-1). De 
façon plus spécifique, dans [27],  Heinzelman et al. ont considéré une topologie hiérarchique de 
réseau pour mettre en place, le protocole LEACH, qui est un protocole à faible consommation 
énergétique. L’objectif de ce protocole est d’effectuer une rotation de la tête de cluster à chaque 
cycle de mesure afin d’éviter l’épuisement de l’énergie d’une tête de cluster choisie une fois pour 
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toute. Comme montré dans le Tableau 3-1, dans le travail proposé par Halgamuge et al., il est 
considéré le même protocole en intégrant plusieurs sources de dissipation; ce qui en fait l’un des 
travaux les plus complets de ces dernières années. Avant de présenter les résultats des 
comparaisons, il est précisé dans ce qui suit les hypothèses de travail, ainsi que les sources 
d’énergie considérées.     
3.3.1. Hypothèses et comportement des différents types de capteurs   
Pour définir le modèle de consommation du WS dans un réseau, le modèle radio de la Figure 
3-2 est considéré et les hypothèses raisonnables suivantes sont faites : 
• le réseau est homogène, c’est-à-dire que les WS mesurent chacun, la même quantité de 
données et sont situés approximativement à la même distance 𝑑1 du CH.  
• le modèle en espace libre (perte de puissance en 𝑑2) est considéré pour une communication 
à l’intérieur des clusters, tandis que le modèle de communication à évanouissement multiple 
(perte de puissance en 𝑑4) est considéré pour les échanges entre le CH et la station de base. 
• la station de base est située à une distance suffisamment éloignée du réseau et tous les CH 
sont situés à approximativement une même distance 𝑑2 de celle-ci [27].   
• le réseau comporte 𝑁 capteurs uniformément répartis sur une superficie de 𝑀2. Chaque 
cluster est circulaire et inclut 𝑁 𝑘⁄  nœuds sur une surface de 𝑀2 𝑘⁄ ; 𝑘 étant le nombre de 
clusters [27].  
• La transmission des données à la station de base est à saut unique [125].  
• Le CH est le ‘‘centre de gravité’’ de son cluster [26, 27]. 
• Tous les WS d’un cluster utilisent le protocole TDMA pour accéder à leur CH [69].   
• L’énergie pour le contrôle-commande n’est pas considérée dans la comparaison.  
• Le modèle de consommation considéré est le modèle bloc matériel.  
Après ces hypothèses, les activités des deux types de nœuds (CM et CH) qui coexistent à chaque 
instant dans le réseau durant la phase stable sont montrées sur la Figure 3-4. Dans la suite, nous 
allons considérer les expressions des sources de dissipation définies dans la section précédente, 
ainsi que les différentes activités montrées sur la Figure 3-4, pour exprimer le coût énergétique 
associé à un CM et à un CH. Pour chacun des types de WS, l’énergie totale consommée sera 
exprimée comme la somme de la dissipation pendant la phase d’installation et de celle pendant la 
phase stable. 




Figure 3-4. Activités pendant la phase stable. (a) du CM.  (b) du CH. 
3.3.2. Consommation énergétique du CM   
Sous la base des activités représentées sur la Figure 3-4, le coût énergétique d’un nœud CM 
s’exprime comme suit :  
                              𝐸CM = 𝐸CMsetup phase + 𝐸acqui(𝑏) + 𝐸txCM(𝑏, 𝑑1) + 𝐸transCM                     (3 − 19) 
avec 𝐸acqui, 𝐸txCM et 𝐸transCM respectivement, définis par les équations (3-1), (3-5) et (3-14).  
𝐸CMsetup phase  est la dissipation énergétique d’un CM durant la phase d’installation; elle est 
quantifiée par l’équation (3-18).   
3.3.3. Consommation énergétique du CH   
Sous la base des activités d’un CH, le coût énergétique qui lui est associé est défini comme suit :  
               𝐸CH = 𝐸CHsteady phase + 𝐸aquiCH + 𝐸micCH + 𝐸txCH + 𝐸rxCH + 𝐸transCH                   (3 − 20) 
où 𝐸aquiCH , 𝐸micCH  ,  𝐸txCH, 𝐸rxCH  et 𝐸transCH  sont exprimées respectivement par les équations (3-
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quantités d’énergie dissipées doivent être réécrites en fonction de la taille des données traitées par 
le CH; elles s’exprimeront alors comme suit :  

















(𝐸elec + 𝜖𝑎𝑚𝑝. 𝑑2
4)                         
𝐸rxCH = 𝑏 (
𝑁
𝑘
− 1) . 𝐸elec                                  
                                             (3 − 21) 
 𝑘 est le nombre de clusters, les autres paramètres étant définis comme antérieurement.  
𝐸CHsteady phase dans l’équation (3-20) est l’énergie consommée par le CH durant la phase 
d’installation; elle est quantifiée par l’équation (3-16). Puisque le CH est le centre de gravité du 
cluster, la distance quadratique moyenne 𝑑1 entre le CH et chaque CM peut être défini comme 
suit :  
                                𝐸[𝑑1
2] = ∬𝑑(𝑥, 𝑦)𝜌(𝑥, 𝑦)𝑑𝑥𝑑𝑦 =∬𝑟2𝜌(𝑟, 𝜃)𝑟𝑑𝑟𝑑𝜃                          (3 − 22) 
où 𝜌(𝑟, 𝜃) est la fonction de probabilité de densité conjointe. Puisque les capteurs sont distribués 
uniformément sur une superficie de 𝑀2, on aura 𝜌(𝑟, 𝜃) = 𝜌(𝑥, 𝑦) = 𝑘 𝑀2⁄ , et dans le cas d’une 
surface circulaire comme dans [27], la distance quadratique moyenne d'un CM à son CH sera alors 
définie comme suit : 













                                   (3 − 23) 
En substituant l’équation (3-23) dans l’équation (3-16), on obtient que l’énergie dissipée par le CH 
durant la phase d’installation soit définie comme suit :  
      𝐸CHset−up phase =
𝑏1
𝛼




. 𝐸elec. 𝛽 + 𝑏1 (𝐸elec + 𝜖𝑓𝑠.
𝑀2
2𝜋𝑘
)            (3 − 24) 
3.3.4. Consommation énergétique du réseau   
À partir de la consommation d’énergie d’un CM et d’un CH, la dissipation énergétique totale 
du réseau désigné par 𝐸WSN, s’exprimera comme suit : 
                                                   𝐸WSN = 𝑘𝐸cluster = (𝑁 − 𝑘)𝐸CM + 𝑘𝐸CH                                 (3 − 25) 
Chapitre 3: Budget énergétique des capteurs sans fil  
44 
 
𝐸CM et 𝐸CH représentent respectivement, les dépenses énergétiques d’un CM et d’un CH, définies 
dans les deux sous-sections précédentes. 𝐸cluster est l’énergie consommée dans un cluster et est 
exprimée comme suit :  
                                                        𝐸cluster = (
𝑁
𝑘
− 1)𝐸CM + 𝐸CH                                                (3 − 26) 
En substituant toutes les expressions des sources de dissipation mise en jeu dans la 
consommation énergétique du réseau définie par l’équation (3-25), il est obtenu un coût énergétique 
total s’exprimant comme suit :  










)         
                                                                                                                                                                 (3 − 27) 
Avec 𝒜 et ℬ définies comme montrés dans le système d’équations ci-dessous.   





 𝒜 = 𝐸transCH − 𝐸transCM − 𝐸elec(2𝑏 − 𝑏1) +
𝑏1
𝛼
(𝐸elec + 𝜖𝑎𝑚𝑝. 𝑑2
4)                    







(𝑏 − 𝑏1)                  
     (3 − 28) 
Le nombre optimal de cluster 𝑘opt (associé au coût énergétique minimal) peut alors être 
déterminé en dérivant 𝐸WSN (𝑘) et en égalant le résultat à zéro. Ces deux opérations permettent de 






𝛼𝑏1𝐸elec + 𝛼(𝐸transCH − 𝐸transCM) + 𝑏1(𝐸elec + 𝜖𝑎𝑚𝑝. 𝑑2
4) − 2𝑏𝛼𝐸elec
  
                                                                                                                                                                 (3 − 29) 
À présent que le coût énergétique du réseau est quantifié, il est proposé dans la sous-section 
suivante une comparaison du modèle de consommation avec ceux obtenus dans les deux modèles 
considérés dans ce travail à savoir ceux dans [27, 125].  
3.3.5. Paramètres d’évaluation et comparaison avec les résultats précédents 
Cette sous-section propose une comparaison entre le modèle de consommation défini dans ce 
chapitre et les modèles dans [27, 125]. Les paramètres utilisés pour cette comparaison sont reportés 
dans le Tableau A-1 de l’annexe A. La durée du mode veille ainsi que le courant consommé pour 
réveiller le capteur sont ceux du Mica2 Motes [140], les paramètres radio (temps de réveil et temps 
de veille) sont ceux du CC2520 de Texas Instruments [141]. Les durées du mode actif (𝑇𝐴CH) et 
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du mode sommeil (𝑇𝑆CH) d’un CH, sont définies dans le cas d’une synchronisation parfaite, à partir 
des durées correspondantes d’un nœud CM comme suit :  





𝑇𝑆CH = 𝑇 − 𝑇𝐴CH
                                                    (3 − 30) 
Avec 𝑇𝐴CM , qui représente la durée du mode actif d’un nœud CM, 𝑇 est la durée d’un cycle de 
mesure et 𝑇𝑆CH  est la durée du mode sommeil du nœud CH.  
Comme premier résultat, il est montré sur la Figure 3-5, les écarts d’énergie entre le modèle 





Figure 3-5. (a) Consommation du réseau durant un cycle en fonction du nombre de clusters. (b)Évolution de 
l’écart entre le modèle établi d’énergie et celui proposé par Halgamuge et al. 
Les résultats obtenus montrent un grand écart entre le modèle considéré par Heinzelman et al. 
[27]; cela se justifie par le fait que plusieurs sources de dissipation ont été négligées dans cette 
étude (cf Tableau 3-1). De façon plus spécifique, un écart d’environ 4 𝐽 entre notre modèle et celui 
dans [27] est atteint. En comparaison avec le modèle proposé par Halgamuge et al. dans [125], les 
résultats montrent des niveaux de consommation qui se confondent presque. Ce résultat justifie le 
fait que le modèle dans [125] soit parmi les plus complets en termes de consommation énergétique 
des WS. Afin de mieux visualiser le décalage d’énergie entre le modèle proposé dans cette thèse et 
celui dans [125], l’évolution de cette différence en fonction du nombre de cluster est représenté sur 
la Figure 3-4 (b). On y observe des différences allant au-delà de 60 𝑚𝐽 pour la plage considérée du 
nombre de clusters. Bien que cette différence soit assez faible aux alentours du nombre optimal de 
clusters, il faut tenir compte du fait qu’elle s’accumulerait avec la croissance des cycles de mesures. 
4 J 
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De plus, cette différence peut s’avérer déterminante dans le cas d’une alimentation des WS par un 
processus de récolte d’énergie ambiante. Pour analyser davantage l’impact de la non-prise en 
compte de certaines sources de dissipation dans les précédents travaux, l’évolution du nombre 
optimal de clusters en fonction de la distance 𝑑2 entre le CH et la SB est proposée.  
En considérant [27], le coût énergétique total proposé par Heinzelman et al. était défini comme 
suit :  






)                     (3 − 31) 
Dans ce cas, le nombre optimal de clusters était défini comme suit [27]:   








2                                                        (3 − 32) 
Dans le cas du travail proposé par Halgamuge et al. [125], le coût énergétique du réseau a été 
défini comme suit :  
𝐸WSN−Halg = 𝑏 (2𝑁. 𝐸elec + 𝑁. 𝐸micCH + 𝑑2




+ 𝐸transCM𝑁 + 𝐸acquiCM 𝑁)                                                                                 (3 − 33) 
Avec des clusters carrés, le nombre optimal de clusters en fonction de la distance a été défini 
comme suit [125]:  








𝜖𝑎𝑚𝑝 + 𝐸acquiCH + 𝐸transCH
                                   (3 − 34) 
En considérant les équations (3-29) (3-33) et (3-34), la Figure 3-6 montre le nombre optimal de 
clusters en fonction de la distance entre la station de base et le réseau. Les résultats obtenus 
montrent que pour les paramètres d’évaluation considérés, la plage du nombre optimale de cluster 
dans cette étude est comprise entre 6 et 50. Dans le modèle proposé par Heinzelman et al. [27], il 
est indiqué : 10 ≤ 𝑘opt ≤ 93. Pour le cas du modèle de Halgamuge et al. [125], nous avons : 4 ≤
𝑘opt ≤ 33. Ces résultats sont conforme à ceux obtenus dans [125] dans lequel le modèle proposé 
justifiait déjà le nombre optimal de clusters le plus bas. Relativement à ces deux modèles, nous 
pouvons constater dans le modèle proposé dans [27], qu'il y a une surestimation de 186 % et une 
sous-estimation de 151% pour le modèle proposé dans [125].      
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De plus en observant l’équation (3 − 29) , nous constatons que le nombre optimal de clusters 
augmente avec la taille 𝑏 des paquets. Ceci est tout à fait logique, puisqu’en augmentant la taille 
des données, il est important d’augmenter le nombre de clusters afin d’éviter l’épuisement 
énergétique des CH qui auraient une quantité importante des données à traiter. On pourrait 
remarquer en observant les équations (3-32) et (3-34) que le nombre optimal de clusters ne dépend 
pas de la taille 𝑏 des données [27, 125].     
 
Figure 3-6. Nombre optimal de clusters en fonction de la distance entre le CH et la SB 
Dans la perspective d’alimenter les différents WS du réseau par le processus de récolte 
d’énergie, on s’intéresse à la consommation énergétique d’un nœud CH, étant donné qu’elle est la 
plus élevée à chaque cycle de mesure. La Figure 3-7 représente la dissipation énergétique du CH 
en fonction de la distance qui la sépare de la SB pour différentes densités du réseau. Premièrement 
on constate un besoin énergétique pouvant atteindre 6 𝐽 si le réseau est situé à 500 𝑚. Il serait 
difficile de garantir un tel niveau d’énergie au nœud sur la base du processus de récolte d’énergie 
ambiante. À titre illustratif, en considérant un système de récolte capable de fournir 5.57 𝜇𝑊 
comme dans [63], alors il faudrait attendre environ 300 ℎ avant que le WS soit capable de 
transmettre des données. Un tel délai ne pourrait être accepté pour la plupart des applications de 
l’IoT. On peut également remarquer que le besoin énergétique du CH augmente avec le nombre 𝑁 
de nœuds dans le réseau ce qui est logique, car le nombre de données à traiter augmente également. 
Ce résultat confirme aussi  le fait que le coût énergétique associé à la transmission des données soit 
le plus élevé; cette source de dissipation est évaluée à 51 % de la consommation de tout le réseau 
dans [142].  




Figure 3-7. Coût énergétique d’un nœud CH en fonction de la distance entre le réseau et le point de collecte  
Ce qui précède a permis de valider certains résultats proposés dans la littérature ces dernières 
années et d’effectuer de nouvelles constatations. Il a par exemple été établi que le nombre optimal 
de clusters ne dépend pas seulement des dimensions et de la densité du réseau, mais aussi de la 
taille considérée pour les paquets.  
Il a été considéré la plupart des sources de dissipations afin de réduire la probabilité de panne 
du capteur autonome.  Les analyses ont également confirmé le fait que le coût énergétique associé 
à la communication soit le plus élevé. Pour une distance allant jusqu’à 500 m, le capteur aurait 
besoin d’une énergie de 6 𝐽 (cf Figure 3-7) avec les paramètres considérés. Notons que cette 
demande très élevée n’a pas été mise en évidence dans les travaux référencés dans [27, 125]. Car 
dans [27] par exemple, la portée maximale était de 185 m tandis que cette portée est seulement de 
145 m dans [125]. En considérant ces valeurs, le besoin énergétique d’un nœud CH est réévalué 
sur la Figure 3-8. On constante alors que la demande maximale peut atteindre tout au plus 350 𝑚𝐽 
et en considérant dans ce cas le microgénérateur piézoélectrique proposé dans [63], les données 
pourraient être transmises toutes les 17 ℎ. Toutefois, pour une si faible portée, une analyse 
économique pourrait aboutir au fait qu’il soit bénéfique d’utiliser des capteurs câblés plutôt que 
des WS récupérateurs d’énergie.  
Cette limite fondamentale pour les communications courtes portées dans le cas des WS 
récupérateurs d’énergie pour IoT, a alors suscité ces dernières années la conception de nouveaux 
modules radio à grande portée et faible consommation; c’est le cas des capteurs communicants 
avec le protocole LoRa et LoraWan qui est présenté dans la section suivante.      




Figure 3-8. Coût énergétique d’un nœud CH pour une portée comprise entre 45 m et 185 m  
3.4. Modèle de dissipation dans la technologie LoRa/LoRaWAN  
Les résultats de la section précédente ont permis de mettre en évidence une forte consommation 
énergétique pour la transmission des données à la SB lorsqu’on utilise un coupleur radio de courte 
portée comme le CC2520 de Texas Instruments [141]. Pour surmonter cette limite, de nouveaux 
protocoles de communication adaptés aux besoins des applications de l’IoT ont été développés ces 
dernières années. Parmi ces solutions, on peut citer le Long-Range Wide Area Network 
(LoRaWAN) [143], le Narrowband IoT (NB-IoT) [144], Sigfox [145]. Ces technologies de 
communication se regroupent sous le grand ensemble appelé Low-Power Wide-Area Networks 
(LPWAN) et visent deux objectifs à savoir des communications économes en énergie avec une 
portée plus étendue [146]; une revue de ces différents protocoles a été proposée dans [146-148]. 
Les LPWAN sont classifiés en deux grands groupes; le premier groupe qui comporte le LoRaWAN 
et le Sigfox utilise des spectres de fréquences exempts de licence comme les bandes ISM. Pour le 
deuxième groupe comportant le NB-IoT, les données sont transmises dans les bandes de fréquences 
sous licence et la technologie en bande étroite peut co-exister en LTE ou GSM [148]. 
L’étude comparative proposée dans [147] a permis d’établir que Sigfox et LoRa sont avantageux 
en termes de durée de vie et de capacité tandis que le NB-IoT offre des avantages en termes de 
délais de traitement. Une durée de vie élevée traduisant une faible consommation énergétique, il 
sera considéré pour cette thèse la technologie LoRa et une description de celle-ci est proposée dans 
la sous-section qui suit.   
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3.4.1. Description de technologie LoRa/LoRaWAN 
LoRa/LoraWAN comme son nom l’indique est une technologie de communication à longue 
portée (de type étoile) et à faible consommation.  Cet objectif général s’accompagne des objectifs 
spécifiques tels que la suppression des répéteurs, la réduction des coûts associés aux appareils, 
l’amélioration de la capacité du réseau, l’augmentation de la durée de vie de la batterie ainsi que 
de la possibilité à pouvoir supporter un grand nombre d’appareils [149]. Pour atteindre cet objectif, 
dans la technologie LoRa, il est utilisé la modulation CSS (Chirp Spread Spectrum) qui est basée 
sur un étalement de spectre [150]. Cela consiste à transmettre le signal sur une largeur spectrale 
plus grande que l’ensemble des fréquences qui le composent.  
Il existe trois modes de fonctionnement des équipements LoRa; ces modes dénommés classes 
A, B et C sont ainsi définis selon les besoins de l’application. Les appareils de classes A et B sont 
normalement alimentés par une batterie tandis que les appareils de classe C sont alimentés sur le 
secteur [151]. La différence entre ces trois modes de fonctionnement réside dans la réception des 
paquets et est illustrée sur la Figure 3-9.  
• Dans la classe A, les appareils ont deux fenêtres de réception très courtes après la 
transmission d’un paquet. Juste après les réceptions, l’appareil se met en mode veille afin 
d’économiser de l’énergie. Cette classe est celle qui a la plus faible consommation 
énergétique.   
• Dans la classe B, en plus des fenêtres de réception présentes dans la classe A, des fenêtres 
de réception supplémentaires (PNG : ping slot) à intervalles programmés sont ouvertes. La 
communication est autorisée à travers l’envoi d’une trame beacon de synchronisation par la 
SB.  
• Les appareils de classe C ne sont généralement pas alimentés par la batterie; c’est pour cela 
que leur module radio est continuellement en mode réception lorsqu’ils ne transmettent pas 
eux-mêmes des données. La classe C offre ainsi un service de transmission avec un temps 
de latence le plus faible comparé aux autres classes [152].      
Dans cette thèse, il sera considéré le modèle de consommation pour le cas des appareils de classe 
A qui est la plus économe en énergie et dans la sous-section suivante, le budget énergétique de la 
chaîne de transmission du module radio LoRa est quantifié.   




Figure 3-9. Différentes classes LoRaWAN [151] 
3.4.2. Dissipation énergétique du module radio dans la technologie 
LoRa/LoraWAN 
Dans cette sous-section, le budget énergétique associé à la transmission des données dans le cas 
du module radio LoRa est quantifié. Des précédents travaux, quatre paramètres sont utilisés pour 
configurer une modulation LoRa [146, 151, 153]. Il s’agit de la fréquence de la porteuse, du facteur 
d’étalement, de la bande passante et du taux de codage.  
• La fréquence de la porteuse (CF pour Carrier Frequency) est la fréquence centrale utilisée 
pour la transmission entre l’émetteur et le récepteur. Elle est comprise entre 2.4 𝐺𝐻𝑧 et 
2.5 𝐺𝐻𝑧 en Amérique.     
• Le facteur d’étalement (SF pour Spreading Factor) représente le nombre de bits par symbole 
et sa valeur est un nombre entier plus petit que 12.  
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•  La bande passante (BW pour BandWidth) est la largeur de bande dans laquelle s’effectue 
la transmission. Pour des transmissions rapides, une bande élevée est préférable. S’il est 
nécessaire d’avoir plutôt une grande portée, dans ce cas la valeur de la BW doit être la plus 
petite des valeurs possibles.  
• Finalement, le taux de codage pour (CR pour Coding Rate) s’exprime comme suit :  
                                                               𝐶𝑅 =
4
4 + 𝑛
                                                                     (3 − 35) 
𝑛 étant un entier compris entre 1 et 4. Un CR élevé, implique une augmentation du temps de 
transmission.   
L’un des paramètres importants dans la technologie LoRa est la durée de transmission d’un 
paquet notée 𝑇𝑜𝐴 (pour Time on Air); cette durée dépend du contenu de la trame LoRa. En 
considérant le coupleur radio LoRa SX1280 [154], la trame LoRa pour une taille des paquets, 
variable est représentée sur la Figure 3-10. Un préambule est nécessaire pour la synchronisation 
des données entre les nœuds. L’entête optionnel toujours codé avec un CR de 
4
8
 est utilisée pour 
indiquer la taille de la charge utile (payload). Finalement, un contrôle de redondance cyclique (CRC 
pour Cyclic Redundancy Check) est envoyé à la fin de la trame.     
 
Figure 3-10. Format d’une trame LoRaWAN avec une taille de paquet variable [154] 
En fonction des éléments montrés sur la Figure 3-10, et des caractéristiques d’une transmission 
LoRa, la durée de transmission 𝑇𝑜𝐴 est définie dans [154] comme suit :  
                                                                      𝑇𝑜𝐴 =
2𝑆𝐹
𝐵𝑊
𝑁sym                                                             (3 − 36) 
avec 𝑆𝐹 qui est le facteur d’étalement compris entre 5 et 12. 𝐵𝑊 est la bande passante en 𝑘𝐻𝑧, 𝑇𝑜𝐴 
est la durée de transmission en 𝑚𝑠 et 𝑁sym est le nombre de symboles dont le calcul diffère selon 
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 𝑁prea + 6.25 + 8 + 𝑐𝑒𝑖𝑙 (
max(𝑏 + 16 − 4. 𝑆𝐹 + 𝑁ent, 0)
4. 𝑆𝐹
)   si  𝑆𝐹 < 𝑆𝐹7
𝑁prea + 4.25 + 8 + 𝑐𝑒𝑖𝑙 (
max(𝑏 + 16 − 4. 𝑆𝐹 + 8 +𝑁ent, 0)
4. 𝑆𝐹
)   si  𝑆𝐹7 ≤ 𝑆𝐹 ≤ 𝑆𝐹10
𝑁prea + 4.25 + 8 + 𝑐𝑒𝑖𝑙 (
max(𝑏 + 16 − 4. 𝑆𝐹 + 8 + 𝑁ent, 0)
4. (𝑆𝐹 − 2)
)   si  𝑆𝐹 > 𝑆𝐹10
    
                                                                                                                                                                 (3 − 37) 
où 𝑏 représente le nombre de bits dans la charge utile. 𝑆𝐹 est le facteur d’étalement, 𝑁prea et 𝑁ent 
représentent respectivement le nombre de symboles dans le préambule et le nombre de symboles dans l’en-
tête.   
Connaissant la puissance de transmission 𝑃tx et la durée de transmission 𝑇𝑜𝐴, on peut à présent 
évaluer l’énergie dissipée pour la transmission des données 𝐸tx𝐿𝑜𝑅𝑎 , comme suit :  
                                                                      𝐸tx𝐿𝑜𝑅𝑎 = 𝑃tx. 𝑇𝑜𝐴                                                          (3 − 38) 
En considérant l’expression de 𝑇𝑜𝐴 définie dans l’équation (3-36), celle du coût énergétique associé 
à la transmission des données devient :  




                                                    (3 − 39) 
 Où 𝑁sym est le nombre de symboles contenus dans le paquet et évalué par l’une des équations 
définies dans le système d’équations (3-37). La puissance de transmission 𝑃tx est liée à la portée 
maximale de l’émetteur LoRa.  
Pour évaluer la portée maximale de l’émetteur LoRa, on doit tenir compte de la sensibilité 𝑆𝑅 
du récepteur qui représente la puissance minimale nécessaire permettant de détecter le signal émis. 
Cette sensibilité est fournie par la datasheet et dans le cas du coupleur radio LoRa SX1280, elle est 
de −132 𝑑𝐵𝑚 [154]. 
La sensibilité 𝑆𝑅 corresponds à la puissance reçue dans le bilan de liaison entre l’émetteur et le 
récepteur LoRa. En considérant le modèle de propagation Path-loss, le facteur d’affaiblissement 
𝐿path est défini comme suit :  





. 𝑑𝑛                                                (3 − 44) 
avec 𝑓LoRa, 𝑐, 𝑛 et 𝑑  qui représentent respectivement, la fréquence utilisée, la célérité de la lumière, 
l’exposant des pertes par trajet et la distance entre l’émetteur et le récepteur LoRa. En supposant 
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qu’il n’y a pas de gain d’antenne, la sensibilité s’exprimera en fonction du facteur d’affaiblissement 
𝐿path et de la puissance d’émission 𝑃tx comme suit :  








                                                              (3 − 45) 
Ainsi la puissance de transmission est liée à la portée de transmission 𝑑 comme ci-dessous : 





. 𝑑𝑛                                                (3 − 46) 
Finalement, la substitution de (3-46) dans l’équation (3-39) permet d’exprimer le coût énergétique 
associé à une transmission LoRa de la manière suivante :    




2 𝑆𝑅 . 𝑑
𝑛. 2𝑆𝐹 . 𝑁sym
𝐵𝑊
                                  (3 − 47)  
En considérant cette équation, il est représenté sur la Figure 3-11, la dissipation énergétique du WS 
en fonction de la distance de transmission.  
• Sur la Figure 3-11 (a), on obtient que moins de 1.5 𝑚𝐽 sont suffisants pour transmettre des 
données jusqu’à 2 𝑘𝑚 de distance dans un espace libre (𝑛 = 2) ceci avec un facteur 
d’étalement de 12. On peut également observer que seulement 53.48 𝜇𝐽 permettent au nœud 
capteur de communiquer des données d’une taille de 512 bits à 2 𝑘𝑚 pour un SF de 7.  
• Sur la Figure 3-11 (b), on constate que l’augmentation de la bande passante, permet de 
minimiser davantage le coût énergétique associé à la transmission des données dans un espace 
libre. Par exemple, seulement 43.8 𝜇𝐽 suffisent pour transmettre des données jusqu’à 2 𝑘𝑚 
pour un SF de 10.  
• Le résultat montré sur la Figure 3-11 (c) considère le cas d’une transmission dans une zone 
avec plusieurs obstacles (𝑛 = 4). On constate que la demande énergétique est 
considérablement importante avec cette valeur de 𝑛. Par exemple il faut jusqu’à 4.2 𝐽 pour 
transmettre des données à 1 𝑘𝑚 pour un SF de 5. Cette demande énergétique est fortement 
atténuée en considérant la plus grande valeur de la BW (1625 𝑘𝐻𝑧) fournie dans la fiche 
technique [154], car il est obtenu que 0.53 𝐽 suffiront pour transmettre des données à 1 𝑘𝑚.  
D’un point de vue global, les résultats ci-dessus montrent que plusieurs possibilités s’offrent à nous 
pour minimiser la dépense énergétique associée à la transmission des données. Pour davantage 
illustrer l’apport de la technologie LoRa, il est par la suite quantifié le coût énergétique total d’un 
nœud CH dans un protocole LEACH utilisant la technologie LoRa.   











Figure 3-11. Énergie nécessaire pour une transmission à une distance 𝒅 
3.4.3. Budget énergétique d’une tête de cluster dans un protocole Leach avec 
des modules radio LoRa  
Dans cette sous-section il est quantifié comme dans la section précédente la consommation 
énergétique d’un nœud CH dans un réseau où chaque nœud est équipé d’un émetteur-récepteur 
LoRa. Partant des constats dans les résultats de la section précédente, il sera négligé, l’énergie 
consommée pendant la phase d’installation ainsi que les pertes de commutation.  Ainsi, selon les 
scénarios de fonctionnement montrés sur la Figure 3-4, les coûts énergétiques d’un nœud CM 
(𝐸CMLoRa) et d’un nœud CH (𝐸CHLoRa) seront exprimés comme ci-dessous :  
            {
 𝐸CMLoRa(𝑏, 𝑑1) = 𝐸acqui(𝑏) + 𝐸txCMLoRa
(𝑏, 𝑑1)
𝐸CHLoRa(𝑏, 𝑑1, 𝑑2) = 𝐸acqui(𝑏) + 𝐸micCH + 𝐸txCHLoRa
(𝑏, 𝑑2) + 𝐸rxCH
                   (3 − 48) 
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Avec 𝑑1 qui est la distance séparant le nœud CH du nœud CM; elle est définie comme dans 
l’équation (3-23). 𝑑2 est la distance entre le CH et la SB, 𝐸acqui(𝑏) est l’énergie nécessaire à la 
capture de 𝑏 bits de données et définie par l’équation (3-1). 𝐸txCMLoRa
(𝑏, 𝑑1) est l’énergie dissipée 
pour la transmission de 𝑏 bits de données à l’intérieur d’un cluster; en tenant compte de l’expression 
de 𝑑1, elle est définie comme suit : 
                                       𝐸txCMLoRa





2. 2𝑆𝐹 . 𝑁sym
2𝜋𝑘. 𝐵𝑊
                               (3 − 49) 
𝐸micCH dans l’équation (3-48), est l’énergie nécessaire au traitement de 𝑏 bits de données dans le 
cas du nœud CH, elle sera définie comme dans [27] comme suit :  
                                                                             𝐸micCH =
𝑏𝑁
𝑘
𝐸𝐷𝐴                                                   (3 − 50) 
𝐸𝐷𝐴 = 5 nJ bit signal⁄⁄  est l’énergie pour la fusion des données. 
𝐸txCHLoRa
(𝑏, 𝑑1, 𝑑2) dans l’équation (3-48) est l’énergie pour la transmission des données à la SB 
et elle est définie par l’équation (3 − 51) lorsqu’on suppose une fusion parfaite des données :  
                                       𝐸txCHLoRa




2 𝑆𝑅 . 𝑑2
4. 2𝑆𝐹 . 𝑁sym
𝐵𝑊
                                (3 − 51) 
𝐸rxCH  dans l’équation (3-48) est l’énergie dissipée par le CH pour recevoir les données des CM. 
Cette source de dissipation est exprimée comme dans l’équation (3-21).   
En utilisant alors l’équation (3-48), le coût énergétique du nœud CH pour une distance pouvant 
aller jusqu’à 3 𝑘𝑚; ceci pour un SF de 5 et une bande passante de 1625 𝑘𝐻𝑧 est représenté ci-
dessous. Globalement, l’augmentation du nombre de clusters permet de minimiser la demande 
énergétique du nœud CH ce qui est logique, car cette augmentation contribue à diminuer la taille 
des données traitées par chaque cluster. En comparant les résultats obtenus ici avec ceux montrés 
sur la Figure 3-7, on constate que 55 𝑚𝐽 seulement sont nécessaires avec un émetteur LoRa pour 
transmettre des données jusqu’à 3 𝑘𝑚. Tandis qu’avec l’émetteur de courte portée comme le 
CC2520 de Texas Instruments, 6 𝐽 auraient été nécessaires pour une transmission à seulement 
500 𝑚 (Cf. Figure 3-7). Cette différence peut contribuer grandement à l’amélioration de la QoS 
d’un WSN récolteur de l’énergie ambiante proposé dans de récents travaux comme [155, 156]. Le 
modèle énergétique proposé dans cette section sera considéré dans le chapitre 7 de cette thèse pour 
proposer une méthode de gestion efficace de l’énergie récoltée, ceci respectivement au niveau du 
nœud et au niveau du réseau.        




Figure 3-12. Coût énergétique d’un nœud CH pour une portée allant jusqu’à 3 km 
3.5. Conclusion  
Dans ce chapitre, il a été question de répertorier les principales sources de dissipation d’énergie 
dans un WS. Dans un premier temps, nous avons considéré les modèles de consommation proposés 
dans la littérature en passant en revue les différentes sources de dissipation tout en intégrant les 
sources couramment négligées. Cette partie du chapitre a permis d’établir que le nombre optimal 
de clusters dans un protocole LEACH soit également une fonction de la taille 𝑏 des données à 
traiter. Ceci est un résultat n’ayant pas été mis en évidence dans les précédents modèles.     
 Dans un deuxième temps, il a été considéré un réseau avec des nœuds équipés d’un émetteur-
récepteur LoRa/LoraWan. Cela a permis de minimiser davantage le coût énergétique associé à la 
transmission des données. Dans la suite de ce rapport, il est proposé une discussion approfondie 
sur la conception des récolteurs d’énergie vibratoire.      




Discussion détaillée sur la conversion des vibrations en 
énergie électrique 
4.1. Introduction   
Dans le chapitre précédent, il a été question de quantifier la dissipation énergétique d’un WS. 
Le présent chapitre a pour but d’analyser la chaîne de conversion des vibrations en énergie 
électrique. Une revue des différentes modélisations des transducteurs piézoélectrique sera proposée 
et celle-ci permettra de quantifier plus tard dans le chapitre 6, l’énergie récoltable des vibrations 
issues d’un procédé industriel réel.  Ce chapitre est organisé de la manière suivante : dans la section 
4-2, sont présentés les concepts généraux sur le processus de récolte de l'énergie des vibrations. La 
section 4-3 est consacrée à l’étude du transducteur pour la conversion des vibrations et la section 
4-4 traitera de la mise en forme de l’énergie récoltée. Une conclusion est proposée dans la section 
4-5 pour rappeler les objectifs du présent chapitre et introduire le chapitre suivant. Les principaux 
résultats de ce chapitre ont fait l’objet de la publication dans [115]. 
4.2.  Concepts généraux sur le processus de récolte de l’énergie 
vibratoire  
Le choix porté sur l’énergie des vibrations comme source primaire d’alimentation des WS dans 
le contexte industriel a été justifié au chapitre 1 de cette thèse. Naturellement, les performances 
globales de la chaîne de conversion sont étroitement liées aux caractéristiques des vibrations 
incidentes [157]. Ainsi dans cette section, partant des caractéristiques des vibrations, il sera tour à 
tour présenté le modèle générique de conversion des vibrations en énergie électrique, les différents 
mécanismes de conversion et finalement les différentes étapes de conversion.  
4.2.1. Quelques spectres de vibrations  
  De nombreux travaux de recherche ont analysé les caractéristiques des vibrations en termes de 
fréquence et d’amplitude d’accélération. La Figure 4-1 montre quelques spectres de vibrations 
prélevés sur différent type de véhicules. Pour chacun des spectres, la fréquence fondamentale et le 
pic d’accélération, atteints sont mentionnés. 
 















Figure 4-1. Spectres des vibrations mesurées sur divers véhicules  
Les mesures reportées sur la Figure 4-1 sont obtenues en utilisant la fonction accéléromètre 
triaxial d’un iPhone [158]. Les données sont échantillonnées à une fréquence de 100 𝐻𝑧 et la 
transformée de Fourier rapide (FFT pour Fast Fourrier Transform) est utilisée pour les analyses. 
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Plusieurs séries de mesures ont été effectuées pour chaque type de véhicule et l’accéléromètre est 
installé sous un siège de passager. Les spectres de vibrations dans le cas du métro et du train 
montrent que l’énergie est essentiellement concentrée sur une seule fréquence qui se déplace dans 
le temps et qui dépend fortement du régime du moteur et de la vitesse du train. Les mesures pour 
l’automobile sont effectuées sur un même trajet à des vitesses différentes et les spectres obtenus 
sont beaucoup plus chaotiques, car en plus de la vitesse de l'automobile, les vibrations sont 
également influencées par l’état de la route. Comme mentionné au chapitre 2 de ce rapport, pour 
de tels spectres, le collecteur doit être large bande [159-161]; cela s’accompagne malheureusement, 
d’une augmentation de la taille des circuits.  
Plusieurs autres sources de vibrations ont également été analysées dans [48] afin de proposer 
les fréquences fondamentales de celles-ci. Ces analyses sont un préalable nécessaire, car pour une 
récolte optimale, la fréquence de résonance du transducteur doit correspondre à la fréquence 
fondamentale des vibrations ciblées [157].   
4.2.2. Modèle générique de conversion des vibrations en énergie électrique  
Il s’agit du modèle proposé par William et al. [157] qui est un système de second ordre faisant 
correspondre aux vibrations incidentes 𝑦(𝑡), une sortie qui est un déplacement relatif 𝑧(𝑡) d’une 
masse sismique comme montré sur la Figure 4-2. 
 
Figure 4-2. Modèle générique d’un convertisseur de vibrations. 
Sur la Figure 4-2, 𝐾 est la rigidité du ressort, 𝑚 est la masse sismique équivalente et 𝑏𝑚 et 𝑏𝑒 
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pour une excitation sinusoïdale, la puissance électrique générée par le système est exprimée dans  
[162] de la manière suivante :  

















                                                 (4 − 1) 
où 𝜔𝑛 et 𝑌 sont respectivement la fréquence de résonance et l’amplitude des vibrations. 𝜉 est le 
facteur d’amortissement (𝜉 = 𝑏 2𝑚𝜔𝑛⁄ ). La Figure 4-3 représente un exemple de réponse 
fréquentielle de la puissance électrique pour plusieurs valeurs d’amortissement électrique. Il en 
résulte que le maximum de puissance est atteint à la résonance d’où la nécessité avant toute 
conception de déterminer les caractéristiques des vibrations ambiantes.  
 
Figure 4-3. Réponse fréquentielle de la puissance électrique générée pour 𝑨 =  𝟎. 𝟒𝒎 𝒔𝟐⁄ , 𝝎𝒏 =
𝟗𝟒. 𝟐 𝐫𝐚𝐝 / 𝐬 et 𝒎 =  𝟓 𝐠 
En posant 𝜔 = 𝜔𝑛 dans l’équation (4-1), la puissance maximale récupérable est définie comme 
suit :  
                                                                       𝑃max =
𝑚𝑌2𝜔3
4𝜉
                                                               (4 − 2) 
Cette expression peut enfin être écrite en fonction de l’accélération incidente 𝐴 avec 𝐴 = 𝜔2𝑌 de 
la manière suivante :  
                                                                  𝑃max =
𝑚𝐴2
4𝜉𝜔𝑛
                                                                        (4 − 3) 
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La puissance maximale récupérable est alors proportionnelle au carré de l’amplitude de 
l’accélération incidente. Dans ce qui suit, les principaux mécanismes de conversion de la puissance 
mécanique en puissance électrique sont présentés.  
4.2.3. Principaux mécanismes de conversion de l’énergie vibratoire   
Il existe trois principaux moyens de conversion de l’énergie mécanique des vibrations en énergie 
électrique : électrostatique, électromagnétique et piézoélectrique. Ces différentes techniques de 
piégeage de l’énergie vibratoire ont été détaillées dans [163]. Dans cette sous-section, nous 
présentons le principe opératoire de chacune de ces techniques de conversion. 
4.2.3.1. Le transducteur électrostatique  
Les transducteurs électrostatiques convertissent l’énergie vibratoire par la variation d’une 
capacité; c’est d’ailleurs pourquoi ils sont qualifiés dans la littérature de transducteurs capacitifs 
[49]. Le principe de conversion est montré sur la Figure 4-4. 
 
Figure 4-4. Principe de conversion électrostatique des vibrations 
La Figure 4-4 comporte un résonateur, une capacité variable et un circuit pour le 
conditionnement de l’énergie électrique [164]. Une des armatures du condensateur est mobile et en 
se déplaçant, elle fait varier la capacité du dispositif. En alimentant la capacité variable par un 
générateur, sa variation permettra d’amplifier l’énergie de la source d’alimentation et donc d’en 
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2 (𝐶max − 𝐶min)
𝐶max
𝐶min
                                      (4 − 4) 
avec 𝐸 qui représente l’énergie produite, 𝑉alim la tension d’alimentation, 𝐶max et 𝐶min étant 
respectivement les capacités maximale et minimale. Il est important de constater de l’équation (4-
4) que la conversion des vibrations par ce mode de transduction nécessite de disposer d’une 
première source d’énergie ce qui est un inconvénient pour des alimentations voulues complètement 
autonomes.    
4.2.3.2. Le transducteur électromagnétique  
Dans la transduction électromagnétique, les domaines mécanique et électrique sont liés à travers 
la loi de Faraday. En plaçant 𝑁 boucles d’un circuit fermé dans un champ magnétique, une tension 
𝑣em  est induite et s’exprime en fonction de la variation du flux magnétique 𝜙 (en weber) comme 
suit :  
                                                                    𝑣em = −𝑁
𝑑𝜙
𝑑𝑡
                                                                    (4 − 5) 
Le flux magnétique 𝜙 est lié à la densité magnétique ?⃗?  (en Tesla) par :  
                                                                𝜙 = ∫ ?⃗? . 𝑑𝑠⃗⃗⃗⃗ 
𝑠
                                                                         (4 − 6) 
avec 𝑑𝑠⃗⃗⃗⃗  qui représente un élément de surface. En combinant alors les équations (4-5) et (4-6) 
l’expression, de la tension induite devient :  
                                                                𝑣em = −𝑁
𝑑
𝑑𝑡
  ∫ ?⃗? . 𝑑𝑠⃗⃗⃗⃗ 
𝑠
                                                      (4 − 7) 
L’équation (4-7) montre que la tension induite est obtenue soit en faisant varier ?⃗? , ou en faisant 
varier 𝑑𝑠⃗⃗⃗⃗  ou alors les deux. Partant des vibrations ambiantes, la configuration utilisée est montrée 
sur la Figure 4-5. Un aimant permanent suspendu au-dessus de la bobine d’induction est attaché au 
cadre à travers le ressort. Les vibrations externes vont alors causer des oscillations dans la position 
de l’aimant, entraînant de ce fait une variation du flux magnétique dans le temps; donnant ainsi lieu 
à la tension induite. Le principal avantage des transducteurs électromagnétiques est leur densité de 
puissance relativement élevée [165]. Cependant, dans une étude menée dans [166] il est montré 
qu’une tension en circuit ouvert de 100 𝑚𝑉 ne peut pas être obtenue avec un transducteur de moins 
d’un 𝑐𝑚3  




Figure 4-5. Conversion électromagnétique des vibrations 
4.2.3.3.  Le transducteur piézoélectrique   
Le moyen de conversion piézoélectrique repose sur l’effet piézoélectrique découvert en 1880 
par les frères Curie [167]. Ils ont par leurs travaux, montré que certains cristaux possédaient la 
propriété de se polariser sous l’effet d’une pression avec un degré de polarisation proportionnel au 
degré de pression; c’est l’effet piézoélectrique direct. L’effet piézoélectrique est réversible; c’est-
à-dire que les matériaux piézoélectriques se déforment lorsqu’ils sont soumis à un champ 
électrique. Dans le cas de la récolte d’énergie, c’est l’effet piézoélectrique direct qui est exploité et 
le principe de conversion est montré sur la Figure 4-6.  
Le niveau d’activité d’un matériau piézoélectrique est évalué par une série de constantes dont 
les principales sont la déformation piézoélectrique 𝑑, le coefficient de couplage électromécanique 
𝑘, et la permittivité diélectrique  [163]. Les coefficients 𝑑 et 𝑘, sont définis comme ci-dessous.  













𝑚                             
                                                 (4 − 8) 
où 𝑊𝑖
𝑒 est l'énergie électrique stockée selon l’axe 𝑖 et 𝑊𝑗
𝑚 est l'énergie mécanique d'entrée selon 
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des coefficients du matériau piézoélectrique, l’efficacité de conversion 𝜂 d’un élément 
piézoélectrique comprimé à sa fréquence de résonance est définie dans [168] comme suit :   







                                                                 (4 − 9) 
𝑄 est le facteur de qualité du matériau piézoélectrique.  
 
Figure 4-6. Conversion piézoélectrique des vibrations 
Initialement l’effet piézoélectrique a été démontré sur le quartz, il existe d’autres matériaux 
piézoélectriques plus utilisés comme le Lead Zirconium Titanate (PZT), l’Aluminium nitrile (AlN), 
zinc oxyde (ZnO), et le polyvinyldine (PVDF). 
Les cristaux piézoélectriques ont un comportement anisotrope c’est-à-dire que les propriétés du 
matériau changent selon la direction d’application de la force. Lorsque le matériau piézoélectrique 
est utilisé dans un processus de récolte d’énergie, on définit deux modes de couplage 
électromécanique appelés mode 31 et mode 33. Ces deux modes de couplage sont montrés sur la 
Figure 4-7 et sont définis ainsi selon les directions des axes. Par convention, le potentiel électrique 
est toujours orienté selon l’axe 3. Ainsi, le transducteur est en mode 31 lorsque la contrainte est 
appliquée sur l’axe 1 (𝑖) et la tension générée est orientée selon l’axe 3 (𝑗).  De la même façon, le 












Figure 4-7. Modes de fonctionnement du transducteur piézoélectrique. (a) Mode 31. (b) Mode 33. (c) 
système de coordonnées tridimensionnel 
Comparativement aux autres principaux mécanismes de transduction (électrostatique et 
électromagnétique), les transducteurs piézoélectriques présentent l’avantage d’avoir une densité 
d’énergie élevée qui reste constante avec la réduction d’échelle. Par exemple dans [48] une 
comparaison entre les transducteurs électrostatique et piézoélectrique, pour une fréquence de 
vibration de 120 𝐻𝑧 et une accélération de 2.5 𝑚 𝑠2⁄  a été effectuée. La densité de puissance des 
transducteurs piézoélectriques a été évaluée à 250 𝜇𝑊 cm3⁄  contre 50 𝜇𝑊 cm3⁄  pour les 
transducteurs électrostatiques. Une comparaison entre les transducteurs électromagnétique et 
piézoélectrique a été proposée dans [169]. Il est ressorti de ce travail que les transducteurs 
piézoélectriques sont mieux adaptés aux microsystèmes tandis que les transducteurs 
électromagnétiques sont mieux adaptés à des applications à moyenne échelle. Les transducteurs 
piézoélectriques quant à eux ne nécessitent pas de grandes amplitudes de mouvement, mais des 
niveaux de contraintes élevés. De plus leur densité de puissance est particulièrement appréciable 
pour l’alimentation des microcapteurs qui est l’application considérée dans cette thèse. Le Tableau 
4-1 reporte quelques microgénérateurs piézoélectriques actuellement commercialisés ainsi que les 
performances atteintes. Les transducteurs les plus populaires et de plus en plus utilisés sont ceux 
de Mide-Technology [170], ceci à cause de leur densité de puissance élevée. À titre d’exemple 
dans [171], une tension de 11,48 𝑉 a été atteinte à une fréquence de 26 𝐻𝑧 en utilisant le composite 
QP21B dont les dimensions sont 33,782 × 14,224 × 0,0254 𝑚𝑚3.  
Au vu de tout ce qui précède, le mécanisme de conversion le plus efficace est le moyen 
piézoélectrique et c’est celui qui sera retenu dans cette thèse. L’objectif principal de ce chapitre 
étant alors de rappeler les principales étapes de conception des collecteurs piézoélectriques en vue 
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Puissance Taille en cm3 Réf. 
Mide volture 50 − 200 9 mW @ 1 g 3 [170, 172] 
Piezo System 52 7.1 mW @ 2.6 mm (Déflexion) 3.3 [173] 
MicroGen System 100 − 120  0.85 mW @ 600 Hz; 0.5 g 0.7 [174] 
PMG Perpetuum 50 and 60 Hz 25.5 mW --- [172, 175] 
 
4.2.4. Étapes de conception des microgénérateurs piézoélectriques  
L’architecture d’un microgénérateur piézoélectrique (MGP) est montrée sur la Figure 4-8. Le 
Transducteur Piézoélectrique (TP), permet de convertir les vibrations incidentes en énergie 
électrique alternative. Cependant, l’énergie utilisée par le WS pour son fonctionnement est une 
énergie continue. Un pont redresseur combiné à un condensateur de filtrage et un convertisseur 
DC/DC sont alors utilisés pour transformer l’énergie alternative fournie par le transducteur en 
énergie continue. Cette énergie est ensuite stockée dans un réservoir d’énergie pouvant être une 
batterie, un condensateur ou un super condensateur. Ces étapes de conversion définissent le 
Standard Piezoelectric Energy Harvesting (SPEH) [162] qui est montré sur la Figure 4-8 (a).  
En utilisant le SPEH, il n’est pas garanti que l’énergie transite toujours du transducteur à la 
charge ceci à cause de la non-linéarité du circuit due à la présence des diodes. Ainsi, durant un 
certain intervalle de temps, une partie de l’énergie récoltée retourne vers le transducteur; cela est 
connu dans la littérature comme le phénomène de retour d'énergie [176]. Pour alors améliorer les 
performances du processus de récolte d’énergie vibratoire, différentes techniques non linéaires ont 
été développées [177, 178] afin de minimiser l’impact de la non-linéarité des diodes de 
redressement. Le module non linéaire, permettant de maximiser l’énergie transférée à la charge, 
est alors inséré entre le transducteur piézoélectrique et le circuit redresseur comme montré sur la 
Figure 4-8 (b). Le principe de la technique non linéaire sera discuté dans la section 4-4 de ce 
chapitre. Dans la littérature, l’ensemble constitué du module non linéaire, du redresseur et du 
stockage est connu sous le nom d’Energy Harvesting Circuit (EHC) [179]. Dans la section suivante, 
différentes modélisations du transducteur piézoélectrique sont présentées.   




Figure 4-8. Diagramme bloc d’un MGP. (a) circuit SPEH. (b) MGP avec module non linéaire. 
4.3. Le transducteur piézoélectrique (TP)  
4.3.1. Géométrie et équations de conception 
Prenant en considération les basses fréquences observées dans la plupart des spectres (moins de 
200 𝐻𝑧 selon [48]), la structure la plus utilisée pour les transducteurs piézoélectriques, est celle de 
type cantilever dont la géométrie est montrée sur la Figure 1-8. Les équations de conception d’un 
TP de type cantilever adapté à une application donnée ont été développées dans les travaux de 
Smith et al. [180, 181]. Il s’agit d’une matrice 2 × 2 permettant de décrire le comportement d’une 
poutre cantilever piézoélectrique bimorphe (présence d’une couche piézoélectrique supérieure et 
d’une couche piézoélectrique inférieure [182] comme montré sur la Figure 1-8). Ces équations 
permettent d’exprimer, la déflexion 𝛿 à l’extrémité libre de la poutre ainsi que la charge 𝑄 sur les 
électrodes, en fonction de la force 𝐹 appliquée à l’extrémité libre de la poutre et de la tension 𝑉 
appliquée sur les électrodes comme suit : 































)                             (4 − 10) 
Les facteurs 𝑆11, 𝑑31, 𝑘31et 33 qui dépendent du matériau piézoélectrique utilisé, représentent 
respectivement la conformité élastique en 𝑚2 𝑁⁄ , la déformation piézoélectrique en mode 31, le 
coefficient de couplage électromécanique en mode 31 et finalement la permittivité diélectrique en 
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piézoélectrique. En fonction de ces dimensions de la poutre cantilever, la fréquence de résonance 
𝑓𝑅 du transducteur qui est une caractéristique essentielle, est définie dans [183] comme suit :  












                                              (4 − 11) 
où 𝑘 est la raideur de la poutre et les autres paramètres définis comme précédemment. Étant donné 
que le transducteur doit être associé à un circuit électronique, des modèles ont été proposés afin de 
pouvoir estimer la quantité d’énergie récoltable, les principales modélisations sont présentées dans 
la sous-section suivante.     
4.3.2. Modélisation du transducteur 
Deux principaux modèles ont été établis pour prédire les performances d’un transducteur 
piézoélectrique. Il s’agit du modèle électrique [184] et du modèle électromécanique [185]. Ces 
deux modèles sont facilement implémentables dans le logiciel MATLAB/SIMULINK qui permet 
de simuler facilement les systèmes multiphysiques.    
4.3.2.1. Modèle électrique du TP 
Dans [184, 186], il a été établi qu’un TP de type cantilever à la résonance, sur le plan électrique 
est équivalent à une source de courant alternatif d’amplitude 𝐼𝑃 et de fréquence 𝑓𝑅 en parallèle avec 
une capacité 𝐶𝑃 telle que montré sur la Figure 4-9. Dans [50], il est montré que la source de courant 
𝑖𝑃(𝑡) est proportionnelle à la vitesse de déplacement de la poutre comme exprimé ci-dessous :  
                                                                    𝑖𝑃(𝑡) =
𝐿𝑊𝑑31
𝑆11
?̇?                                                             (4 − 12) 
où ?̇? est la vitesse de déformation.  
 
Figure 4-9. Transducteur piézoélectrique avec charge résistive 
Une méthode a été proposée dans [184] pour déterminer expérimentalement les paramètres 𝐼𝑃 
et 𝐶𝑃. Elle consiste à connecter au TP une résistance de charge variable comme montrée sur la 
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de résonance du système et la tension de sortie 𝑉 est prélevée. Cette tension est théoriquement 
exprimée comme suit :  
                                                             𝑉 = 𝐼𝑃
𝑅
√1 + (2𝜋𝑓𝑅𝐶𝑃)2
                                                      (4 − 13) 
Un ajustement des moindres carrées des données expérimentales à l’équation (4-13) permet alors 
de déterminer les valeurs de 𝐶𝑃 et de 𝐼𝑃. 
4.3.2.2. Modèle Simscape de Matlab Simulink du TP 
Le logiciel Matlab intègre le composant Piezo Stack [187] de Simulink qui permet de simuler 
les performances d’une poutre piézoélectrique de type cantilever. Contrairement au modèle 
électrique, la simulation du TP avec le composant Piezo Stack prend en considération le 
comportement électromécanique du système de conversion. La Figure 4-10 représente le symbole 
du composite Piezo Stack et sa paramétrisation par défaut. Comme montré sur le ‘‘Block 
parameters’’, les dimensions et les propriétés du matériau piézoélectrique sont prises en compte à 
travers les éléments comme le ‘‘stack area (𝐿𝑊)’’, le ‘‘Piezo layer thickness (ℎ)’’, le ‘‘stack length 
(𝐿)’’, et la capacitance. De plus, ces principaux paramètres peuvent directement être issus de la 
fiche technique d’un TP commercialisé.   
 
Figure 4-10. Symbole et paramétrisation du composite Piezo Stack. 
Le signal d’entrée sinusoïdale du composite Piezo Stack est conçu dans Simulink et est ensuite 
converti en signal physique (ici une force) par un bloc ‘‘Simulink-To-Physical signal’’ (S-PS) [109, 
188, 189]. Le modèle montré sur la Figure 4-11 permet de simuler les performances d’un TP sur 
une charge résistive. Pour obtenir les performances en circuit ouvert du TP, il suffit de déconnecter 
la charge. En procédant alors de cette façon, les performances en termes de tension en circuit ouvert 
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de plusieurs composites piézoélectriques de Mide Technology [170] sont représentées sur la Figure 
4-12.  
 
Figure 4-11. Modèle électromécanique du transducteur piézoélectrique 
Les caractéristiques des vibrations pour les résultats ci-dessous sont fixées à 𝐴 = 0.4 𝑚 𝑠2⁄  et 
𝑓𝑅 = 15 𝐻𝑧, et les propriétés piézoélectriques sont ceux du PZT. Les dimensions sont extraites 
directement de la datasheet des composants [190]. La tension délivrée par le TP est alternative et 
dans la section suivante, seront présentées les étapes permettant de mettre en forme cette énergie.   
 
Figure 4-12. Tension en circuit ouvert de composites piézoélectriques de Mide Technology 
4.4. Circuit de mise en forme de l’énergie collectée  
Lorsqu’on observe les niveaux de tension montrés sur la Figure 4-12, on constate qu’ils sont 




 Caractéristiques électriques de sortie 
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seuil est aux alentours de 0,6 𝑉. Dans [191] par exemple, il a fallu mettre cinq poutres 
piézoélectriques (avec les dimensions unitaires de 3 × 2.4 × 0.05 𝑚𝑚3) et une masse sismique (ou 
masselotte) de dimensions 8 × 12.4 × 0.5 𝑚𝑚3 pour atteindre 66.75 𝜇𝑊 sous une résistance de 
charge optimale de 220 𝑘Ω; ceci lorsque l’accélération incidente était de 5 𝑚 𝑠2⁄  avec une 
fréquence de résonance de 234,5 𝐻𝑧. Il est évident qu’un tel dispositif serait encombrant pour les 
WS réels qui sont rappelons-le de très faibles dimensions. Pour surmonter cette limitation, une des 
solutions proposées pour l’amplification du signal est l’insertion entre le circuit redresseur et le TP 
d’un module non linéaire. Dans ce qui suit, il sera présenté le principe de fonctionnement de ce 
module suivi des moyens de redressement et de stockage de l’énergie.  
4.4.1. Le module non linéaire  
Les recherches effectuées dans ce domaine ont pour but de proposer des solutions permettant 
d’amplifier la tension et l’énergie maximale pouvant être transférées à la charge. La technique non 
linéaire la plus utilisée est la technique Synchronized Switch Harvesting on Inductor (SSHI) [177]. 
Cette technique est dérivée de la technique Synchronized Switch Damping on Inductor (SSDI) qui 
a été développée dans [178] pour amortir les vibrations dans les systèmes mécaniques.  
Dans la technique SSDI, il est question de l’ajout d’un matériau piézoélectrique sur un système 
mécanique vibrant. En connectant au matériau piézoélectrique une charge électrique passive, on 
parvient ainsi à transférer une partie de l’énergie mécanique sous forme électrique ce qui entraîne 
alors un amortissement mécanique; maximisant ainsi l’énergie électrique récupérée. Les 
principales solutions développées à ce jour seront présentées et comparées dans cette section. Pour 
une bonne compréhension de celles-ci, nous commençons par décrire le principe du circuit non 
linéaire. 
4.4.1.1. Principe du circuit non linéaire : cas de la technique SSHI  
Le modèle électrique du transducteur piézoélectrique (cf. Figure 4-9) montre que son impédance 
interne est capacitive. Pour récupérer le maximum d’énergie, il faut lui connecter une charge dont 
l’impédance est le dual de l’impédance interne du générateur soit alors une inductance de valeur :  
                                                                           𝐿 =
1
𝜔2𝐶𝑃
                                                                  (4 − 14) 
Les fréquences n’étant pas très élevées dans la plupart des applications usuelles (voir Figure 
4-1), et les valeurs de 𝐶𝑃 étant très faibles, la relation ci-dessus induit de grandes valeurs 
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d’inductance. Pour surmonter cette limite, les concepteurs choisissent une valeur de 𝐿 convenable, 
cette valeur est ensuite commutée pendant une durée égale à la moitié de la période d’oscillation 
du circuit composé de 𝐿 et de 𝐶𝑃 [192], soit une durée de :  
                                                                         𝑇 = 𝜋√𝐿𝐶𝑃                                                                  (4 − 15) 
L’inductance 𝐿 peut être mise soit en parallèle avec le TP pour donner lieu à la configuration 
appelée P-SSHI [193, 194]. On peut également connecter l’inductance série avec le transducteur 
piézoélectrique; cela est connu dans la littérature sous le nom de S-SSHI [162, 195]. Les schémas 
de principe de ces deux configurations sont montrés sur la Figure 4-13 ci-dessous.   
 
Figure 4-13. Schéma de principe de la technique SSHI. (a). P-SSHI. (b). S-SSHI 
Dans les circuits de la figure ci-dessus, 𝑅𝐿 représente la résistance de charge et à l’instant de la 
commutation, le condensateur 𝐶𝑃 est chargé à la valeur maximale de la tension. La fermeture de 
l’interrupteur provoquera une décharge complète de la capacité et une augmentation du courant 
dans l’inductance jusqu’à la valeur maximale. Ce courant va ensuite diminuer en chargeant le 
condensateur par une tension inverse à sa tension initiale donnant ainsi une tension de sortie 
d’amplitude supérieure à la tension maximale initiale. C’est cette analyse qui explique les formes 
d’ondes montrées sur la Figure 4-14.  Ces courbes montrent que, l’inversion de la tension à travers 
l’inductance n’est pas parfaite ceci due au fait qu’une partie de l’énergie électrique avant inversion 
est perdue dans le dispositif de commutation; ces pertes sont modélisées par le facteur de qualité 
électrique.  
𝑖𝑃 𝐶𝑃 𝐿 𝑅𝐿 
𝑉O 


















Figure 4-14. Amplification de la tension de sortie du transducteur grâce à l'application de la technique SSHI 
Pour simuler l’apport de la technique SSHI dans un MGP, il est considéré le schéma de principe 
de la Figure 4-15. Les caractéristiques du composite QP20W de Mide Technology [170] ont été 
considérées. L’inductance utilisée est d’une valeur de 22 𝑚𝐻 avec une résistance de perte de 53 Ω. 
Le circuit de contrôle est conçu à base des transistors NMOS; les caractéristiques considérées pour 
cette simulation sont celles du NMOS BTS132 d’Infineon Technologies [196].    
 
Figure 4-15. Circuit de simulation de la tension en circuit ouvert basée sur les caractéristiques composites 
QP20W 
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La structure considérée est celle d’un P-SSHI et les améliorations réalisées sont montrées sur la 
Figure 4-16. Il apparait sur la Figure 4-16 (a) que l’addition de l’inductance aux alentours du 
maximum de tension, a permis une amplification de la tension en circuit ouvert du transducteur. 
Sans SSHI l’amplitude de la tension en circuit ouvert est de 2,087 𝑉 alors que la tension atteinte 
en appliquant la technique SSHI est de 5,752 𝑉. Ceci correspond à une amplification de 2,8 fois la 
valeur initiale. Pour ce qui est de la puissance, il est obtenu, une amplification de 1,2 fois la 
puissance initiale. Dans [197], des mesures expérimentales ont permis de réaliser avec la technique 
SSHI une amélioration de 160 % en termes de puissance récoltée en comparaison avec le circuit 
standard. Bien que la technique SSHI permette d’améliorer la tension en circuit ouvert du 
transducteur, la difficulté majeure dans son implémentation réside dans la conception de 
l’interrupteur pour le signal de contrôle. Dans ce qui suit, les principaux interrupteurs conçus à cet 





Figure 4-16. Optimisation des performances du MGP en utilisant la technique SSHI 
4.4.1.2. Conception du circuit de contrôle pour la technique SSHI 
Le circuit de contrôle est en charge d’émuler le pilotage de l’interrupteur. Le signal de contrôle 
est une impulsion générée aux instants du maximum et du minimum de la valeur de tension en 
circuit ouvert (cf. Figure 4-14). Ainsi le principe du circuit de contrôle comporte un détecteur de 
crête, un comparateur et un interrupteur. Dans la littérature, deux méthodes sont proposées pour 
réaliser ce circuit. 
• La première solution consiste à utiliser deux générateurs; la sortie du deuxième générateur 
permettant de générer le signal de contrôle [198, 199].  
Chapitre 4: Discussion détaillée sur la conversion des vibrations en énergie électrique  
76 
 
• Dans la deuxième méthode qui est la plus répandue, le signal de contrôle est produit à partir du 
signal de sortie du transducteur [200-203].   
La première méthode nécessite la fabrication de deux générateurs en phase et de même fréquence 
d’oscillation; cela rend difficile sa mise en œuvre. Dans ce qui suit, sont présentés quelques 
interrupteurs conçus pour l’application de la technique SSHI selon la deuxième méthode.   
Le premier circuit montré sur la Figure 4-17, a été proposé dans [204] et utilisé dans plusieurs 
autres travaux comme [205-207]. Le circuit est conçu pour l’application de la technique P-SSHI et 
il consiste en deux interrupteurs montés tête-bêche (anti parallèle). Le premier interrupteur est 
utilisé pour la détection du maximum positif; le deuxième permet de détecter le maximum négatif. 
Le fonctionnement de chaque interrupteur est assuré par l’énergie stockée dans le condensateur 𝐶1. 
Tant que la tension 𝑉𝐴𝐵 de sortie du TP est supérieure à la tension aux bornes de 𝐶1, la diode 𝐷2 
est passante et 𝐶1 se charge à travers l’inductance 𝐿 et la résistance 𝑅2. Après le passage par son 
maximum, la diminution de la tension 𝑉𝐴𝐵 entraîne la mise en conduction du transistor 𝑇2. La 
conduction de 𝑇2 provoque celle de 𝑇1 et le dipôle (1,2) est alors équivalent à un interrupteur fermé 
laissant passer le courant oscillant dû au circuit 𝐿𝐶𝑃. L’annulation du courant oscillant provoque le 
blocage de la diode 𝐷1 c’est-à-dire l’ouverture de l’interrupteur (1,2). 
 
Figure 4-17. (a). TP avec le circuit SSHI. (b) Circuits électriques des interrupteurs électroniques 
Le deuxième circuit permettant de générer le signal de contrôle est celui montré sur la Figure 
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plusieurs autres travaux comme [208-210]. Comme le circuit précédent, le circuit de la Figure 4-18 
comporte deux interrupteurs pour la détection des maximas positif et négatif de la tension de sortie 
du TP. Une analyse détaillée du fonctionnement du circuit est proposée dans [195].  
Comme on peut le voir sur les deux figures précédentes, le circuit de contrôle permettant de 
commuter l’inductance comporte de nombreux composants qui dissipent une partie de l’énergie 
récoltée. En considérant le TP associé au circuit de récolte d’énergie, une étude analytique de la 
nécessité d’appliquer les techniques non linéaires a été réalisée dans [195]. Les différents circuits 
analysés sont généralement classifiés en trois grands groupes [165]: le SRCC (pour Standard 
Rectifier Capacitor Circuit) le ARCC (pour Active Rectifier Capacitor Circuit) et le circuit SSHI.   
 
Figure 4-18. Schéma d'un SSHI autonome 
4.4.1.3. Le circuit standard SRCC (Standard Rectifier Capacitor Circuit)  
Dans le circuit de conversion standard, le TP est relié à un redresseur et filtreur comme montré 
sur la  Figure 4-19. Dans ce circuit, un pont redresseur complet est utilisé pour redresser le signal 
AC et un condensateur 𝐶rect de grande valeur est utilisé pour filtrer tout composant non continue. 
Pour que ce circuit puisse être opérationnel, il faut que la tension en circuit ouvert du TP soit 


























Figure 4-19. MGP standard 
Une autre condition pour que le circuit de la Figure 4-19 puisse fonctionner correctement est de 
choisir 𝐶rect tel que 𝐶rect ≫ 𝐶𝑃 [211]; 𝐶𝑃 étant la capacitance du transducteur. Il est démontré dans 
[184] que la puissance 𝑃SRCC délivrée à la charge s’exprime comme suit :  
                                                       𝑃SRCC =
2𝑉rect
𝜋
(𝐼𝑃 − 2𝜋𝑓𝑅𝑉rect𝐶𝑃)                                          (4 − 16) 
La valeur maximale de cette puissance est atteinte lorsque la tension 𝑉rect est égale à la moitié 
de la tension 𝑉OC en circuit ouvert du TP. Cette puissance maximale s’exprime en fonction des 
paramètres du circuit équivalent comme suit :  




                                                      (4 − 17) 
4.4.1.4. Le circuit redresseur-filtreur actif ARCC  
Ce circuit a été proposé dans [184, 186] afin de réaliser une adaptation parfaite d’impédance à 
la charge; sa configuration est montrée sur la Figure 4-20.  
 
Figure 4-20. Circuit redresseur-filtreur actif avec batterie 
Le convertisseur DC/DC permet d’adapter la sortie du convertisseur AC/DC à la charge utilisée 
en réalisant un suivi du point de puissance maximale [212, 213]. En utilisant cette configuration, 
une augmentation de la puissance récoltée de 400 % par rapport au circuit standard de la Figure 
4-19 a été atteinte dans [186]. Il existe plusieurs structures de convertisseur DC/DC, celles-ci ont 
été présentées dans [214] ; les deux principales structures sont le convertisseur abaisseur (Figure 
4-21 a) et le convertisseur élévateur (Figure 4-21 b). Le choix du type de convertisseur DC/DC est 
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valeur de la tension redressée 𝑉rect pour les performances optimales est définie dans [186] 
comme suit :  
                                                                              𝑉rect =
𝐼𝑃
4𝜋𝑓𝑅𝐶𝑃
                                                     (4 − 18) 
Avec 𝐼𝑃 et 𝐶𝑃 qui dépendent des dimensions et des propriétés du matériau piézoélectrique utilisé. 
 
Figure 4-21. Principales structures des convertisseurs DC / DC pour la conception MGP 
Une fois que le choix du type de convertisseur DC/DC est effectué, l’une des problématiques 
de conception est la détermination du rapport cyclique pour le transfert de la puissance optimale à 
la charge. Dans [186], une expression du rapport cyclique optimale 𝑘𝑜𝑝𝑡 est établie en fonction des 
dimensions du TP et des caractéristiques de la batterie pour un convertisseur DC/DC abaisseur 
comme suit : 
                                                            𝑘𝑜𝑝𝑡 = √
8𝑓𝑅𝑉rect𝐿1𝐶𝑃𝑓𝑆
𝑉rect − 𝑉bat
                                                      (4 − 19) 
Où 𝑓𝑅 est la fréquence de résonance du TP, 𝑉rect est la tension à la sortie du circuit redresseur, 𝐿1 




















Convertisseur DC/DC élévateur 
 (b) 
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𝑓𝑆 est la fréquence de commutation du convertisseur DC/DC, et 𝑉bat est la tension d’alimentation 
de la batterie utilisée. 
4.4.1.5. Le MGP avec le circuit SSHI  
Le circuit d’un MGP utilisant la technique SSHI et plus précisément le P-SSHI est montré sur 
la Figure 4-22. Il s’agit là de la structure la plus complète des MGP proposée à ce jour dans la 
littérature. Pour un fonctionnement autonome du MGP, les différents circuits de contrôle utilisés 
pour optimiser ses performances doivent puiser leur énergie de celle récoltée des vibrations 
environnantes. Cependant dans la littérature très peu de travaux ont proposé une évaluation de la 
perte de puissance lors du processus de mise en forme de l’énergie récoltée. D’ailleurs, la plupart 
des équations évaluant la puissance maximale récupérée sont issues des analyses supposant un 
comportement idéal de la diode de redressement. 
 
Figure 4-22. MGP optimisé avec la technique SSHI 
En prenant en considération la puissance dissipée dans les éléments du circuit de gestion de 
l’énergie récoltée, Liang et Liao [195] ont quantifié la puissance perdue lors de la mise en forme 
de cette énergie. Les résultats de leurs travaux leur ont permis de définir les limites d’applications 
des solutions d’optimisation jusqu’ici proposées. Plus concrètement, pour le circuit standard de la 
Figure 4-19, il a été établi dans [195] les expressions suivantes pour la puissance récoltée 𝑃SEHC et 
la puissance dissipée 𝑃𝑑,SEHC :  
                                                       {
𝑃SEHC = 4𝑓𝑅𝐶𝑃𝑉𝐷𝐶(𝑉OC − 𝑉𝐷𝐶 − 2𝑉𝐷)
𝑃𝑑,SEHC = 8𝑓𝑅𝐶𝑃𝑉𝐷(𝑉OC − 𝑉𝐷𝐶 − 2𝑉𝐷)
                                (4 − 20) 
Où 𝑉𝐷 est la tension seuil de la diode de redressement utilisée. En effectuant la même analyse avec 
le circuit de la Figure 4-22, Liang et Liao [195] ont comparé la puissance récoltée pour le circuit 
standard avec celle fournie par le circuit optimisé. Il en est ressorti que le circuit standard était plus 







Circuit de contrôle 
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Une fois que l’énergie récoltée est mise en forme, il est parfois utile de pouvoir la stocker. La 
sous-section qui suit présente les principaux dispositifs de stockage.  
4.4.1.6. L’élément de stockage 
Dans la plupart des MGP, l’énergie récoltée n’est pas suffisante pour l’alimentation du WS, 
d’où la nécessité de disposer d’un dispositif de stockage pouvant être une batterie, un condensateur 
ou alors un super condensateur. La Figure 4-23 ci-dessous représente la transformation subie par 
la forme d’onde de la Figure 4-16 (a) après redressement et filtrage.   
 
Figure 4-23. Tension redressée et filtrée avec MGP optimisé avec la technique SSHI 
Les propriétés chimiques des différents éléments de stockage et les différents progrès effectués 
ces dernières années sont largement discutées dans [215, 216]. Une comparaison de ces principaux 
dispositifs de stockage a également été proposée dans [217-219] et il en est ressorti que les super 
condensateurs peuvent fournir de très grandes puissances sur une courte période. Cependant, 
l’énergie stockée est 10 fois inférieure à celle stockée dans une batterie. C’est pour cette raison que 
la batterie reste encore souvent considérée dans plusieurs travaux.    
Lorsque la batterie est choisie pour la conception des MGP, il est important de dimensionner 
adéquatement sa capacité 𝐶bat qui est déterminée à travers l’équation suivante :  




2                                                         (4 − 21) 
avec 𝐸 qui représente la quantité d’énergie stockée, 𝑉ℎ et 𝑉ℓ étant respectivement la tension de seuil 
de montée et la tension de seuil de descente du convertisseur DC / DC. 
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4.5. Conclusion    
L’objectif de ce chapitre était de proposer une synthèse des MGP. Les différents circuits conçus 
ces dernières années afin de mettre en forme et de maximiser la puissance récoltée ont été passés 
en revue; il en est de même des expressions des puissances maximales récupérables. Le choix sur 
le mécanisme de transduction piézoélectrique a également été justifié. Après avoir présenté les 
étapes de conversion des vibrations en énergie électrique, les transformations subies à chaque étape 
par le signal ont été illustrées à travers des simulations. L’outil Simscape de Matlab/Simulink a été 
utilisé à cet effet. Il sera fait référence dans le chapitre 6 (consacré à la conception du prédicteur 
d’énergie récoltable) aux différentes configurations des MGP présentés dans ce chapitre. Étant 
donné qu'il est envisagé dans notre étude, un échange d’énergie entre les WS d’un même réseau, 
dans le chapitre 5 qui suit, les différentes modélisations de la puissance reçue des ondes 








Conversion des ondes radiofréquences en énergie 
électrique   
5.1. Introduction 
Comme montré sur la Figure 1-5, les ondes radiofréquences (RF) sont une des solutions les plus 
prisées pour la conception des WS autonomes. Cet intérêt est dû à l’extension d’appareils de 
télécommunications (Wi-Fi, 3G, DTV, etc.) qui par leur fonctionnement émettent de façon 
continue des ondes RF. Typiquement, pour récupérer l’énergie radiofréquence, il est utilisé une ou 
plusieurs antennes de réception combinées à un circuit de conversion RF/DC. Cet ensemble est 
communément appelé rectenna (RECTifying antENNA) pour antenne redresseuse.   
Bien qu’omniprésentes, les ondes RF pour l’alimentation des WS rencontrent de nombreuses 
limitations. Celles-ci se résument dans la faible densité des signaux RF pouvant être émise étant 
donné que, pour éviter de potentiels problèmes de santé, des limites d’exposition ont été définies 
en fonction de la fréquence [220]. De nombreux efforts ont tout de même été effectués ces dernières 
années afin de pouvoir exploiter cette faible quantité de signaux RF ambiants. Celles-ci incluent 
(comme dans le cas des vibrations) des collecteurs RF multi bandes [221] et des collecteurs 
reconfigurables [222], mais très souvent, cela se fait au détriment d’une augmentation du volume 
des circuits.     
Rappelons qu’afin d’améliorer la QoS d’un réseau de WS industriel, il sera question au chapitre 
7 de mettre en place un système d’échange d’énergie entre les nœuds du réseau. L’objectif principal 
de ce chapitre est alors de quantifier la puissance devant être transférée à un WS nécessiteux. 
Notons que cette puissance doit compenser le besoin exprimé par le WS nécessiteux, les pertes 
dans le circuit de conversion RF/DC et l’affaiblissement de propagation. Ces trois considérations 
de conception constituent les objectifs spécifiques de ce chapitre qui comportera en tout 6 sections. 
Dans la section 5-2, les différentes techniques de récolte de l’énergie RF seront présentées. La 
section 5-3 traitera des principaux modèles de propagation de l’énergie radiofréquence. La section 
5-4 présente les caractéristiques de l’antenne de réception des circuits rectenna. Dans la section 5-
5, les étapes de mise en forme de l’énergie captée par l’antenne sont examinées. La conclusion du 
chapitre est proposée dans la section 5-6.  
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Les résultats de ce chapitre ont donné lieu à plusieurs publications référencées dans [103, 104, 
106-108, 110-114, 116-122].          
5.2. Différentes techniques de récolte d'énergie RF 
Pour analyser de façon rigoureuse, l’efficacité de bout en bout d’un circuit rectenna, il est 
nécessaire de considérer la méthode de récolte, les modèles de propagation d'énergie, l'antenne de 
réception, les caractéristiques des diodes de redressement, et enfin, le filtre d’adaptation comme 
illustré à la Figure 5-2. Cette figure montre les considérations de conception d'une rectenna et tous 
les aspects présentés seront explorés plus en détail dans la suite du chapitre. 
Lorsqu’on envisage l'utilisation de l'énergie RF comme source d'alimentation d’un WS, il est 
important de distinguer la récolte de l'énergie RF ambiante (A-RF-EH pour Ambient RF Energy 
Harvesting) du transfert sans fil de puissance (WPT pour Wireless Power Transfer) [223, 224]. 
L'A-RF-EH vise à recycler l'énergie disponible dans l'environnement du fait du fonctionnement 
des appareils de télécommunications comme montré sur la Figure 5-1 (a). Le Tableau 5-1 donne 
quelques densités de puissance reportées dans la littérature. Les données disponibles dans ce 
tableau montrent clairement que les niveaux de puissance RF naturellement disponibles dans 
l'environnement sont trop faibles. Toutefois, comme mentionné plus haut plusieurs concepteurs ont 
proposé des solutions permettant d’obtenir des quantités d'énergie utilisables. 
Une autre façon d'exploiter l'énergie RF consiste à utiliser le WPT, comme illustré sur la Figure 
5-1 (b). Le WPT peut être effectué soit en utilisant des champs magnétiques pour transporter 





Figure 5-1. Technique de récolte d’énergie RF. (a) A-RF-EH. (b) WPT 
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Figure 5-2. Aperçu général des problèmes de conception des rectenna 
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415-425 2.3 × 105 - Zagreb/Croatia [36] 
DTV (pendant le 
changement de 
canal) 
470-610 8.9 - London/UK [225] 
DTV 470-790 3.78 × 106 - Croatia [36] 
GSM 900 
(MTX) 
880-915 4.5 × 10−7 - London/UK [225] 
GSM 900 (BTx) 925-960 36 - London/UK [225] 
GSM 1800 
(MTx) 
1710-1785 0.5 - London/UK [225] 
GSM 1800 
(BTx) 
1805-1880 84 - London/UK [225] 
3G (MTx) 1920-1980 0.46 - London/UK [225] 
3G (BTx) 2110-2500 0.18 - London/UK [225] 
Wifi  2400-2500 12  London/UK [225] 
GSM 900/LTE 
Band 8, GSM 
1800/ LTE band 
3, UMTS Band 
1, ISM Wi-Fi 


















LTE 700 MHz, 
GSM 850 MHz, 













-- 0.126 Shunde/China [227] 
GSM 900  935-960 -- 0.01 Shunde/China [227] 
Le principe de la transmission de puissance via des bobines est illustré sur la Figure 5-3 [228]. 
La proposition originale a été faite par Nicolas Tesla [229] et est basée sur la résonance magnétique 
de deux bobines pour distribuer de grandes quantités d'énergie à des endroits éloignés de la source 
d'énergie. Bien que ce concept soit utilisé par de nombreuses applications telles que les étiquettes 
RFID [230, 231], les dispositifs biomédicaux [232, 233] et autres [234, 235], il convient de 
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mentionner que la portée est limitée. Par exemple, dans [236], il était possible de transférer 60 𝑊 
de puissance avec un rendement de 40% à seulement 2 𝑚. Cette technique de WPT est également 
connue sous le nom de transmission en champ proche [224]. À ce problème de portée s’ajoute le 
fait que les niveaux de puissance sont trop élevés, ce qui entraîne des risques d’électrocution pour 
des personnes proches de l'émetteur. 
 
Figure 5-3. Principe du WPT basé sur des bobines 
Le moyen d’alimentation le plus courant des WS par l'énergie RF consiste alors à utiliser des 
antennes. Contrairement à l'application en champ proche, l'utilisation d'antennes est connue sous 
le nom d'application en champ lointain. Historiquement, cette manière de transférer l'énergie par 
ondes radio date des premiers travaux de Heinrich Hertz [237, 238]. Le schéma synoptique de la 
conversion RF/DC via des antennes est représenté sur la Figure 5-4 [223].  
 
Figure 5-4. Diagramme bloc du WPT basé sur des antennes 
Sur la figure ci-dessus, une antenne émettrice envoie un signal à une puissance et à une 
fréquence données. Une antenne de réception fonctionnant sur la même bande de fréquence capte 
alors le signal émis. Un convertisseur RF / DC est utilisé pour transformer le signal RF en un signal 
DC. Pour assurer un transfert maximal de puissance entre l'antenne et le convertisseur RF / DC, il 
est essentiel d'utiliser un circuit d'adaptation. La tension continue de sortie du redresseur est 
généralement très faible et ne peut pas être utilisée directement pour une application donnée. De 
plus, la valeur de cette tension change en fonction du niveau de puissance RF d'entrée. Un 
convertisseur DC-DC est donc nécessaire pour adapter la tension du redresseur au besoin en tension 
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la modélisation du canal entre l'antenne d'émission et l'antenne de réception, la conception de 
l'antenne de réception, du circuit d'adaptation, du circuit de redressement, du convertisseur DC-DC 
et, enfin, le choix de l'élément de stockage [239]. 
5.3. Principaux modèles de propagation d'énergie RF  
La quantité d'énergie reçue par une antenne au fil du temps est un paramètre à prendre en compte 
avant la conception du circuit [104, 238]. Plusieurs modèles de propagation d'énergie existent pour 
prédire la puissance moyenne du signal reçu à une distance donnée de l'antenne émettrice [30]. Ces 
modèles sont divisés en deux grands types: les modèles d'évanouissement à grande et à petite 
échelle. 
5.3.1. Modèles d’évanouissement à grande échelle 
Ils sont utilisés pour évaluer l’ampleur du signal reçu sur de grandes distances entre l'antenne 
d'émission et l'antenne de réception. Le modèle de base est le modèle d'espace libre; c'est un modèle 
idéal utilisé lorsque l'antenne émettrice et l'antenne réceptrice sont séparées par un chemin dégagé 
pour le signal. La puissance reçue est évaluée par l'équation de Friis comme suit :  




                                                                 (5 − 1) 
où 𝑃𝑡 est la puissance émise, 𝑃𝑟 est la puissance reçue à la distance 𝑑. 𝜆 est la longueur d’onde du 
signal émis. 𝐺𝑡 et 𝐺𝑟 représentent respectivement les gains des antennes émettrice et réceptrice.     
Normalement, pour évaluer la puissance reçue par une antenne, trois mécanismes de base 
doivent être considérés: la réflexion, la diffraction et la diffusion [240]. Lorsque l'on considère 
uniquement la réflexion au sol, l'équation ci-dessous connue sous le nom de modèle à deux rayons 
permet d’évaluer la puissance reçue. 





                                                                     (5 − 2) 
avec 𝑃𝑟,𝑃𝑡,𝐺𝑡,𝐺𝑟 et 𝑑 qui sont définis comme précédemment. ℎ𝑡 et ℎ𝑟 qui représentent 
respectivement les hauteurs des antennes d’émission et de réception.  
Les modèles prenant en compte tous les facteurs influençant la propagation du signal (réflexion, 
diffraction et diffusion) sont réalisés à travers des modèles dérivés de la combinaison de méthodes 
empiriques et analytiques [40]. Le modèle le plus répandu est le modèle de perte en chemin [241-
243] qui définit la puissance reçue dans un environnement complexe comme suit: 
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                                                      (5 − 3) 
 où 𝑑0 est la distance de référence, 𝑃𝑟(𝑑0) est la puissance reçue à la distance 𝑑0. 𝑛 est l’exposant 
de perte en chemin et sa valeur dépend de l’environnement de propagation. Par exemple dans [244], 
une valeur de 1,6 est proposée pour un immeuble de bureaux. 
La plupart des modèles mentionnés ci-dessus sont déterministes, alors que, dans un 
environnement réel, la puissance reçue subira des variations aléatoires en raison des changements 
dans le canal de propagation.  Le modèle le plus courant pour cette variation additionnelle est le 
modèle d'ombrage log normal [244]. Pour 𝜎𝑆 et 𝜇𝑠 représentant respectivement l'écart type et la 
moyenne de la puissance reçue 𝑃𝑟 en dB, si 𝑥 représente la mesure de 𝑃𝑟, alors la fonction de densité 
de probabilité (PDF) de 𝑃𝑟 en présence d'ombrage est définie dans [244] comme suit :  




(10 log10(𝑥) − 𝜇𝑠)
2
2𝜎𝑆
2 ) , 𝑥 > 0                           (5 − 4) 
Avec 𝜉 = 10 ln 10⁄ . 
5.3.2. Modèles d’évanouissement à petite échelle 
Ces modèles d'évanouissements permettent d'évaluer les fluctuations rapides dans l'amplitude 
du signal émis sur une courte période ou sur une courte distance [245-248]. Ils prennent en compte 
les multiples répliques du signal émis qui atteignent l'antenne de réception. Si 𝑁 est le nombre total 
de composants multitrajets équidistants significatifs, alors la puissance instantanée reçue lorsqu'un 
signal continu est émis est définie comme suit [40] :  





                                                (5 − 5) 
où 𝑎𝑖 et 𝜃𝑖 représentent respectivement l’amplitude et la phase du i
e signal reçu, et 𝜏 est le retard 
maximal. Pour tenir compte du caractère aléatoire du signal reçu, les modèles de Rayleigh et de 
Rice sont généralement utilisés [40, 249, 250].  
• Le modèle de Rayleigh est appliqué lorsque la liaison directe entre l'émetteur et le récepteur est 
complètement obstruée; la propagation est dite sans visibilité directe (NLOS) [251], et dans ce 
cas, la PDF de la puissance instantanée reçue est définie par: 







)     𝑥 ≥ 0                                      (5 − 6) 
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où 𝜎 qui est la valeur moyenne quadratique (RMS pour Root Mean Square) de la tension reçue. 
• La distribution de Rice est applicable dans le cas d'une propagation LOS, c'est-à-dire lorsque 
le récepteur a une visibilité directe avec l'émetteur. La PDF de la puissance reçue dans le modèle 
de Rice est définie comme suit [250]. 










) , 𝑥 ≥ 0, 𝐴 ≥ 0                     (5 − 7) 
où 𝐼0(. ) est la fonction de Bessel modifiée du premier type et d'ordre zéro et 𝐴 désigne l'amplitude 
de crête du signal dominant. 
Ce qui précède résume certains modèles de propagation d'énergie RF couramment utilisés. Ces 
modèles doivent être considérés avant la conception du circuit, car ils permettent d'estimer la 
quantité d'énergie récupérable. 
5.4. L’antenne de réception  
Son rôle est de capter adéquatement le signal émis, et pour obtenir une puissance utilisable il est 
nécessaire d’avoir un gain élevé. Cependant, l'augmentation du gain de l'antenne va de pair avec 
une augmentation de ses dimensions comme le montre l’équation ci-dessous :  
                                                                            𝐺𝑅 =
4𝜋𝐴𝑒
𝜆2
                                                                 (5 − 8) 
𝐴𝑒 est la surface effective de l'antenne, qui est liée à ses dimensions physiques [40]. Les antennes 
à gain élevé sont également obtenues en privilégiant les antennes directionnelles aux antennes 
omnidirectionnelles.  
Pour maximiser l'énergie captée par l'antenne, en particulier dans le cas des sources RF 
ambiantes, il est proposé des antennes à plusieurs bandes [252], à large bande [253] et 
reconfigurables [254]. D'autres conceptions d'antennes telles que les antennes fractales [255] ou 
spirales [256-258] sont souvent utilisées pour surmonter les problèmes de méconnaissance de 
l'emplacement de la source émettrice et de la fréquence d'émission. L’antenne fractale proposée 
dans [255], permet d’obtenir une efficacité de conversion de 61% pour 10 𝜇𝑊 𝑐𝑚2⁄  de densité de 
puissance incidente. Dans [258], un réseau d’antennes spirales est conçu pour la récolte de l’énergie 
RF ambiante à 520 𝑀𝐻𝑧. Chacune des antennes a un gain de 3,22 𝑑𝐵𝑖 et 5,14 𝑑𝐵𝑖 est atteint pour 
le réseau d’antennes. Il est montré que l’efficacité de conversion est améliorée de 37,3 % 
comparativement au cas où une seule antenne est utilisée.    
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Outre le gain, une autre caractéristique essentielle de l'antenne de réception est sa polarisation; 
elle doit être circulaire pour offrir la possibilité de maintenir une tension continue de sortie 
constante même en cas d’une rotation de l’antenne émettrice et de la rectenna [259]. Les antennes 
les plus considérées sont les antennes dipôles [260, 261] et les antennes patchs [262, 263]. La 
plupart des applications des rectenna ont une contrainte de volume comme critère de conception; 
l'antenne patch étant légère, peu coûteuse et permettant une intégration facile [264], elle est donc 
la plus considérée dans la conception des circuits. De plus, ces antennes sont parfaitement adaptées 
aux futures spécifications de communication 5G [265]. La structure d'une antenne patch est 
montrée sur la Figure 5-5.  
 
Figure 5-5. Vue 3D d'une antenne patch rectangulaire 
La fréquence de résonance de l'antenne, qui doit être la même que celle du signal émis, est liée 
à la longueur 𝐿 du patch comme suit [266] :  
                                                              𝐿 =
1
2𝑓𝑟√𝜇0 0 𝑒
− 2∆𝐿                                                          (5 − 9) 
où 𝜇0 et 0 représentent respectivement la perméabilité et la permittivité diélectrique du vide, ∆𝐿 
est l'extension de longueur du patch défini en [267] comme ci-dessous.  
                                                   ∆𝐿 = 0.412ℎ








                                      (5 − 10) 
Avec 𝑒 qui représente la permittivité effective du substrat; elle est liée à la permittivité relative 
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                                         (5 − 11) 
L'épaisseur ℎ du substrat doit satisfaire à la condition suivante [264]: 
                                                                      ℎ ≤
1
4𝑓𝑟√𝜇0 0( 𝑟 − 1)
                                                (5 − 12) 
Pour ce qui est de la largeur 𝑊 du patch, elle a un effet sur l'impédance de l'antenne ainsi que 
sur sa bande passante. Elle est également liée à la fréquence de résonance 𝑓𝑟 de l'antenne comme 
suit [268]: 





𝜇0 0( 𝑟 + 1)
                                                 (5 − 13) 
Dans la plupart des stratégies de conception, les équations (5-9) à (5-13) sont utilisées pour un 
premier dimensionnement de l'antenne, ensuite l'optimisation est effectuée à l'aide d'un simulateur 
électromagnétique. Le Tableau 5-2 montre les capacités en termes de gain de certaines antennes 
patch récemment conçues pour des rectennas dédiés aux applications de l’IoT. Tout ce qui précède 
résume les bases des antennes de réception des rectenna. Puisque l'énergie captée est alternative, 
un convertisseur RF / DC est nécessaire pour convertir le signal RF en un signal DC. 
Tableau 5-2. Gains des antennes patchs proposées pour des conceptions récentes de rectenna 
Fréquences Gain (𝑑𝐵𝑖) Dimensions 𝐿 ×𝑊 × ℎ 
(𝑚𝑚3) 
Substrat utilisé @ permittivité 
𝑟 
Réf. 
2.36 𝐺𝐻𝑧 − 2.4 𝐺𝐻𝑧 6 60 × 60 × 3.2 RO4003@ 𝑟 = 3.4 [266] 
GSM 900 4.42 -- FR4 @ 𝑟 = 4.4 [225] 
GSM 1800 4.32 -- FR4 @ 𝑟 = 4.4 [225] 
3G 4.39 -- FR4 @ 𝑟 = 4.4 [225] 
2.4 𝐺𝐻𝑧 5.6 29 × 37 × 16 FR4 @ 𝑟 = 4.6 [106] 
915 𝑀𝐻𝑧 5.9 90 × 125 × 8 -- [269] 
2.4 𝐺𝐻𝑧 7.52  75 × − −× 3.8 Thin Teflon @ 𝑟 = 2.35 [268] 
5.5 𝐺𝐻𝑧 7.26 75 × − −× 3.8 Thin Teflon @ 𝑟 = 2.35 [268] 
GSM 900 7 115 × 115 × 1.6 RT/Duroid@ 𝑟 = 2.2 [270] 
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5.5. Mise en forme de l’énergie captée par l’antenne  
5.5.1. Le convertisseur RF/DC  
Afin d’alimenter le WS en courant continu, la puissance RF captée par l'antenne doit être 
redressée et filtrée ; le convertisseur RF / DC assume cette fonction. La fonction de redressement 
peut être mise en œuvre soit par des transistors [271, 272] soit par des diodes Schottky [104, 266, 
273]. Les transistors sont moins utilisés, quoiqu'ils soient plus efficaces à de très faibles niveaux 
de puissance d'entrée RF [274], leur rendement de conversion maximal (MCE pour Maximum 
Conversion Efficiency) reste trop faible par rapport à celui obtenu avec les diodes Schottky [239]. 
Pour cette raison, il ne sera traité ici que des problématiques de conception qui concernent les 
diodes Schottky. En considérant les hautes fréquences et le bas niveau de tension des signaux RF, 
les diodes à commutation rapide et à faible tension seuil sont les plus pertinentes. Pour l'analyse 
des circuits, le modèle de diode Schottky à petit signal représenté sur la Figure 5-6 est très souvent 
utilisé [106, 223, 275-277]. 
 
Figure 5-6. Modèle petit signal d'une diode Schottky sur charge résistive 
Dans ce modèle, 𝑅𝑆 est la résistance en série de la masse, 𝑅𝐿 est la résistance de charge, 𝑅𝑗 est 
la résistance de jonction, 𝑉DC est la tension aux bornes de la résistance de charge et 𝐶𝑗 est la capacité 
de jonction, qui dépend de la tension de sortie 𝑉DC désirée comme montré ci-dessous [275]: 
                                                               𝐶𝑗 = 𝐶𝑗0√
𝑉𝑗
𝑉𝑗 + 𝑉DC
                                                              (5 − 14) 
avec 𝐶𝑗0 qui est la capacité de jonction à polarisation nulle de la diode Schottky. 
Les principaux fabricants des diodes couramment utilisées sont Avago, Skyworks et Macon 
[278, 279]. Le Tableau 5-3 donne les caractéristiques des diodes Schottky les plus employées dans 
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𝑅𝑆(Ω) 10 6 25 6 4 12 20 4 11 
𝑉𝑗(𝑉) 0.65 0.65 0.35 0.65 0.51 0.51 0.34 0.7 0.4 
𝐶𝑗0(𝑝𝐹) 1.1 0.7 0.18 0.18 0.38 0.1 0.14 0.2 0.13 
Dans la sous-section précédente consacrée à l'antenne de réception, il a été mentionné que les 
antennes patch, qui sont compactes, légères et peu coûteuses [264], sont les plus adaptées aux 
applications réelles des WS pour lesquelles l'encombrement est l'une des contraintes de conception. 
Cependant, il est important de préciser que, relativement aux autres antennes, les antennes patch 
sont à bande étroite et offrent des gains plus faibles [280]. Ainsi, l'efficacité de conversion de la 
diode de redressement est devenue une problématique importante dans la conception des rectennas 
et plusieurs recherches ont été effectuées ces dernières années dans le but d’analyser l’influence 
des paramètres d’une telle diode sur l’efficacité de conversion [104, 273, 274, 281-283]. 
5.5.1.1. Efficacité de conversion de la diode de redressement 
Lorsque l'on considère la conversion du signal RF en un signal DC, l'énergie captée par l'antenne 
subit les pertes à quatre étages représentés sur la Figure 5-7; l’analyse de ces pertes doit être 
effectuée afin de choisir la diode de redressement la plus appropriée. 
 
Figure 5-7. Chaîne d’efficacité de bout en bout de la conversion RF/DC [274] 
L'efficacité d'adaptation 𝜂𝑀 caractérise les pertes dues à l'insertion d'un filtre d'adaptation entre 
l'antenne et le circuit redresseur et elle est définie dans [223] comme suit :  
                                                                          𝜂𝑀 = 1 − |S110|
2
                                                      (5 − 15) 
où S110 (cf. Figure 5-6) est le coefficient de réflexion avant adaptation. Il est défini dans [284] 
comme suit : 
                                                                           S110 =
𝑍𝐷 − 𝑍0
𝑍𝐷 + 𝑍0
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avec 𝑍0 qui représente l'impédance de sortie de l'antenne qui est généralement conçue pour être 
égale à 50 Ω, et 𝑍𝐷 est l'impédance d'entrée de la diode vue depuis l'antenne. En fonction des 
éléments électriques internes de la diode (cf. Figure 5-6),  𝑍𝐷 s'exprime comme suit [275]: 









                         (5 − 17) 
avec 𝜔 = 2𝜋𝑓 qui est la pulsation de la rectenna, et 𝜃on est l'angle de rotation de polarisation 
directe de la diode; 𝜃on dépend de la tension DC de sortie comme suit :  






                                         (5 − 18) 
En considérant les équations (5-16) et (5-17), une expression approximative du coefficient de 
réflexion S110 a été définie dans [274] :  
                                          |S110| ≈
𝑅𝑗 + (𝑅𝑆 − 50). (𝐶𝑗
2. 𝑅𝑗
2. 𝜔2 + 1)
𝑅𝑗 + (𝑅𝑆 + 50). (𝐶𝑗
2. 𝑅𝑗
2. 𝜔2 + 1)
                                        (5 − 19) 
À partir de cette expression, il a été montré dans [274] que l’usage de hautes fréquences, lorsque 
𝐶𝑗
2. 𝑅𝑗
2. 𝜔2 ≥ 1, il suffit que 𝑅𝑆 soit suffisamment proche de 50 Ω pour assurer un coefficient de 
réflexion minimum, et donc aussi de minimiser les pertes d’adaptation. En considérant les 
caractéristiques reportées dans le Tableau 5-3, la diode la plus efficace serait la HSMS 2850. 
𝜂𝑃 sur la Figure 5-7 est le rendement associé aux composants parasites (dus au boitier); ces 
pertes étant celles liées aux caractéristiques mécaniques et électriques indésirables qui limitent les 
performances du circuit. L'efficacité 𝜂𝑃 est définie en fonction des paramètres de la diode dans 
[285] comme suit :  





2                                                    (5 − 20) 
𝜂𝑅𝐹/𝐷𝐶 sur la Figure 5-7 est le rendement de conversion RF/DC; il est lié aux paramètres de la 
diode à travers les équations suivantes [275]: 
                                                             𝜂𝑅𝐹 𝐷𝐶⁄ =
1
1 + 𝐴 + 𝐵 + 𝐶
                                                    (5 − 21) 
Avec :  
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[tan 𝜃on − 𝜃on]                        
                        (5 − 22) 
𝜂𝐷𝐶 Load⁄  sur la Figure 5-7 représente l'efficacité du transfert de puissance DC; elle est définie 
dans [162] comme suit: 
                                                             𝜂𝐷𝐶 Load⁄ =
𝑅𝐿
𝑅𝐿 + 𝑅𝑇
                                                             (5 − 23) 
où 𝑅𝑇 = 𝑅𝑆 + 𝑅𝑗 est la résistance de Thevenin vue par la charge [286], et 𝑅𝐿 est la résistance de 
charge. Pour maximiser 𝜂𝐷𝐶 Load⁄ , il est nécessaire d'utiliser un circuit MPPT (Maximum Power 
Point Tracking). Ce circuit permet d’adapter la rectenna à l’élément de stockage dans le but de 
transférer à chaque fois la puissance maximale possible.  
En utilisant les équations (5-15), (5-20) et (5-21), une comparaison des rendements de 
conversion RF / DC de quatre diodes d’Avago (HSMS 2810, HSMS 2820, HSMS 2850 et HSMS 
2860), dont les caractéristiques sont rapportées dans le Tableau 5-3, est proposée.  Les détails des 
analyses ont fait l’objet des publications [106, 108, 110]. Une synthèse des résultats obtenus est 
reportée dans le Tableau 5-4.  
Tableau 5-4. Diode offrant la meilleure performance en fonction de la puissance incidente 







Diode la plus 
performante 
1 3.52 0.8 35.5 HSMS 2850 
1.8 7.12 1.22 37.3 HSMS 2850 
2.5 14.63 1.13 37.8 HSMS 2860 
3.5 26.21 38.3 40 HSMS 2860 
 
La Figure 5-8 indique l’évolution de l’efficacité de conversion maximale en fonction de la 
tension DC de sortie. Ces résultats montrent que, pour des niveaux de puissance exploitables [287], 
la diode HSMS 2850 est plus adaptée pour la conception des circuits. Il serait cependant intéressant 
de comparer les performances de beaucoup plus de diodes que celles considérées ici pour définir 
Chapitre 5: Conversion des ondes radiofréquences en énergie électrique    
97 
 
celles permettant d'atteindre de meilleures performances à de très faibles niveaux de puissance 
d'entrée RF. 
 
Figure 5-8. Efficacité maximale versus tension DC de sortie 
Pour obtenir de meilleurs rendements de conversion à un niveau très bas, les travaux rapportés 
dans [274, 286] ont proposé la diode à spin comme une alternative efficace pour la conversion RF/ 
DC. Cependant, les résultats obtenus dans ces travaux montrent que, pour des niveaux de tension 
exploitables, cette diode est moins efficace que la plupart des diodes Schottky rapportées dans le 
Tableau 5-3. Une fois que la diode de redressement la plus efficace est sélectionnée, il est 
également important de choisir la topologie de redresseur qui offre les meilleures performances 
selon l’application.   
5.5.1.2. Classification des topologies de redresseur 
Les principales topologies de redresseur couramment utilisées dans la conception des rectennas 
sont montrées sur la Figure 5-9. Il s’agit de la topologie simple alternance avec une seule diode en 
série (SSD pour Single Serie Diode), la topologie simple alternance avec une seule diode en 
parallèle (SPD pour Single Parallel Diode), du pont complet (FB pour Full Bridge) et du doubleur 
de tension (VD pour Voltage Doubler) [288-290]. Les principales caractéristiques de ces topologies 
sont résumées dans le Tableau 5-5. Une comparaison des trois topologies SSD, SPD et FB a été 
proposée dans [289] en définissant une Facteur de Mérite (RFoM pour Rectenna Figure of Merit) 
comme suit :  
                                                       RFoM (𝑃RF) = 𝑉OC × 𝜂optimal load                                           (5 − 24) 
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où 𝑉OC est la tension en circuit ouvert du redresseur et 𝜂optimal load est l’efficacité de conversion 
RF/DC de conversion atteinte à la charge optimale du circuit redresseur.  
 
Figure 5-9. Topologies de redresseur les plus utilisées (a) SSD (b) SPD (c) VD et (e) VD à plusieurs étages 
 
Tableau 5-5. Comparaison des principales topologies de redresseur 
Topologies Description Avantages  Inconvénients Applications 
SSD Facile à mettre en œuvre, car u 
une seule diode utilisée. 
Convient aux 
applications à très 
faible puissance. 
Faible tension DC de 
sortie 
A-RF-EH 
SPD Similaire à la topologie SSD 
avec les mêmes performances, 
mais redresse plutôt l'alternance 
négative. 
Convient aux 
applications à très 
faible puissance. 
Faible tension DC de 
sortie 
A-RF-EH 
FB Utilise le pont de Graëtz comme 
dans l'électronique de puissance 
basse fréquence. 
Bonne efficacité de 
conversion à haute 
puissance. 
Insensible aux bas 
niveaux de tension. 
WPT 
VD Structure simple pour rectifier 
les deux alternances. 
Tension DC de 
sortie élevée. 
Efficacité de conversion 
inférieure à celle des 





Redresse les deux alternances en 
amplifiant la tension 
Tension DC de 
sortie la plus 
élevée. 
Faible efficacité de 
conversion due aux 
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Les analyses dans [289] ont montrées que la topologie SSD est la mieux adaptée pour un faible 
niveau de puissance d'entrée (-5 dBm à 0 dBm), tandis que la topologie SPD est la plus efficace 
pour un niveau de puissance d'entrée moyen (0 à +15 dBm) ; enfin, la topologie FB convient mieux 
aux rectennas fonctionnant à des niveaux de puissance incidente dits élevés (> 15 dBm).  
En utilisant le logiciel ADS (Advanced Design System), il est proposé dans cette thèse une 
comparaison des performances des quatre premières topologies de redresseur montrées sur la 
Figure 5-9. Les résultats obtenus pour quatre bandes de fréquences (0.9, 2,1, 2,45 et 5,8 GHz) en 
termes d’efficacité de conversion RF/DC et de tension DC de sortie sont montrés sur la Figure 
5-10. On observe globalement que les performances décroissent avec l’augmentation de la 
fréquence. Ce résultat est logique selon les équations (5-21) et (5-22). Il est également constaté que 
la topologie SPD offre de piètres performances dans la plage de puissance incidente RF considérée.    
Sur la Figure 5-10, le doubleur de tension est la topologie qui offre les meilleures performances 
aussi bien en termes de tension DC que d’efficacité de conversion RF/DC. Cela justifie le fait que 
cette topologie soit la plus utilisée dans la conception des rectennas. De plus, avec un VD, il est 
possible d'amplifier plusieurs fois la tension de sortie en utilisant plusieurs étages de doubleur de 
tension (cf. Figure 5-9 e) [260]. Si 𝑉OC est la tension en circuit ouvert d'un VD et 𝑅0, sa résistance 
interne, alors la tension 𝑉DC obtenue sur une résistance de charge 𝑅𝐿 avec un doubleur de tension 
multiétage de 𝑛 étages est définie comme suit :  







                                                            (5 − 25) 
Bien que les VD multiétages permettent d’atteindre des niveaux de tension élevés, il n'en reste 
pas moins qu'ils contribuent à augmenter l'encombrement global de la rectenna. De plus, ils 
nécessitent plusieurs composants; ce qui entraînerait plus de pertes dans les circuits.  Nous avons 
analysé dans cette thèse jusqu’à 10 étages de VD et les résultats obtenus en termes de tension et 
d’efficacité de conversion sont montrés sur la Figure 5-11. Les analyses sont effectuées à 2.45 𝐺𝐻𝑧 
et le logiciel ADS est utilisé pour la simulation des circuits. Les caractéristiques de la diode sont 
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(a) 900 MHz 
 




(c) 5.8 GHz 
 





Figure 5-11. Performances des VD multiétages. (a) Tension en circuit ouvert. (b). Efficacité de conversion 
Les résultats de la Figure 5-11 indiquent clairement une amplification de la tension de sortie du 
redresseur avec une augmentation du nombre d’étages. Une saturation est observée aux alentours 
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de 4 étages. Lorsqu’on s’intéresse à l’efficacité de conversion, on observe sur la Figure 5-11 (b) 
que l’augmentation du nombre d’étages entraîne plutôt une dégradation de l’efficacité de 
conversion. Cela se justifie par le fait que l’augmentation du nombre de composants dans le circuit 
engendrera plus de perte. Pour une analyse globale, nous avons retenu le facteur de mérite définie 
comme ci-dessus.      
                                                       RFoM (𝑛, 𝑃𝑅𝐹) = 𝑉OC × 𝜂opt                                                     (5 − 26) 
où 𝑛 est le nombre d’étage, 𝑃𝑅𝐹 est la puissance d’entrée du circuit, 𝑉OC est la tension en circuit 
ouvert et 𝜂opt, l’efficacité de conversion obtenue sur la résistance de charge optimale du circuit. 
Le résultat obtenu pour la RFoM est montré sur la Figure 5-12 et il est obtenu que le meilleur 
compromis est atteint pour 3 ou 4 étages pour les caractéristiques de simulation considérées ici.  
 
Figure 5-12. Performances globales des VD multiétages 
Les analyses qui précèdent résument les problématiques de la conversion RF/DC dans la 
conception des rectennas. Tel que montré sur la Figure 5-10 et la Figure 5-12, les rendements 
atteints sont faibles (tout au plus 50 % à 10 dBm); cela est dû à l’absence d’un filtre d’adaptation 
entre la source radiofréquence et le redresseur la sous-section suivante permettra d’illustrer les 
améliorations obtenues lorsque les deux blocs précédents sont parfaitement adaptés.    
5.5.2. Le filtre d’adaptation 
Un filtre d’adaptation doit d’une part assurer le transfert de puissance maximal entre l'antenne 
et le circuit redresseur et d’autre part bloquer également les harmoniques générées par la diode. Il 
existe deux principaux types de filtres d'adaptation pour les redresseurs: le couplage par 
transformateur [291] et les réseaux LC [292]. Les réseaux LC sont plus populaires et mieux adaptés 
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à la conception de rectenna en raison de leur facilité d'intégration. Les différentes configurations 
de filtres couramment utilisées sont montrées sur la Figure 5-13.  
 
Figure 5-13. Différentes topologies usuelles de réseau d'adaptation d'impédance: réseaux L, réseaux T, 
réseaux π et réseaux basés sur des transformateurs [293] 
Comme montrés sur la figure ci-dessus, les réseaux LC sont constitués d'éléments réactifs 
(bobine et condensateur) non dissipatifs [239]. Le réseau LC de base est le filtre passe-bas dont la 
fréquence de coupure est définie dans comme suit :  
                                                                       𝑓0 =
1
2𝜋√𝐿𝐶
                                                                  (5 − 27) 
Le paramètre permettant de caractériser qualitativement l'adaptation est le coefficient de 
réflexion de l'ensemble constitué du convertisseur RF/DC et du filtre d'entrée. Une valeur de 
−10 𝑑𝐵 est acceptable selon [284].  
Bien qu’une méthode générale de conception des filtres soit proposée dans [284], très peu 
d'études analytiques sur la conception de filtres d'adaptation pour les rectennas ont été proposées 
ces dernières années. Cela est dû à la puissance du logiciel ADS qui incorpore de nombreux outils 
permettant de concevoir et optimiser les filtres d’adaptation. Dans cette thèse, ces étapes sont 
résumés et les principaux résultats ont fait l’objet des publications  [106, 124].  Ces différentes 


































Figure 5-14. Étapes de conceptions des filtres d’adaptation dans le cas des rectenna avec le logiciel ADS 
La démarche de la Figure 5-14 consiste à partir du coefficient de réflexion du circuit non adapté 
pour générer les composants LC du filtre grâce à l'outil d'adaptation (Matching Tool) du logiciel. 
Ces éléments localisés sont les paramètres initiaux qui seront ensuite optimisés pour atteindre des 
objectifs spécifiques. Le logiciel ADS intègre plusieurs méthodes d'optimisation, les principales 
étant: les techniques Hybride, Newton, Quasi-Newton, Gradient et Random. La recherche par 
méthode de gradient est la plus utilisée [106, 294, 295] et permet d'ajuster un ensemble de variables 
en fonction d'une fonction d'erreur et de son gradient. La fonction d'erreur habituellement utilisée 
est la fonction d'erreur des moindres carrés. Une fois les éléments de filtre d’adaptation optimisés, 
l'étape suivante de la conception est la transformation des composants LC en ligne microruban. 
Ensuite, le simulateur électromagnétique de Momentum, toujours intégré au logiciel ADS, permet 
de prédire les performances du circuit aux hautes fréquences. Cet outil est aussi utilisé pour créer 
la disposition physique permettant de simuler les caractéristiques du substrat. 
En suivant les étapes de la Figure 5-14, une comparaison des performances des différentes 
configurations de filtre montrées sur la Figure 5-13, est proposée. Les analyses sont effectuées à 
900 𝑀𝐻𝑧 et trois objectifs sont visés simultanément: la minimisation du coefficient de réflexion, 
la maximisation de l'efficacité de conversion et la maximisation de la tension DC de sortie. Prenant 
Paramètre d’entrée: Coefficient de réflexion de la 
rectenna 
Génération des composants LC du filtre grâce à l’outil 
ADS Matching  
Création des lignes de transmission en utilisant le LC to 
Microstrip-Lines transformation 
Simulation dans Momentum pour intégrer les 
caractéristiques du substrat. 
Ajustement des valeurs des composants en utilisant les 
éléments d’optimisation intégrés dans le logiciel. 
Importation du fichier Gerber pour procéder à la 
fabrication du circuit. 
Chapitre 5: Conversion des ondes radiofréquences en énergie électrique    
104 
 
en considération les observations de la sous-section précédente, il a été considéré 3 étages de VD 
basé sur une diode Schottky HSMS 285 B.  Le schéma de simulation dans ADS est montré sur la 
Figure 5-16 ci-dessous.   
 
Figure 5-15. Schéma de simulation de 3 étages de VD dans ADS 
Comme montré sur cette figure, les condensateurs de filtrage ont une valeur de 10 pF, la 
résistance de charge optimale du circuit est de 5.098 𝑘Ω et la puissance incidente est fixée à 
seulement − 8 𝑑𝐵𝑚. Les valeurs des composants LC obtenus après optimisation par la méthode 
du gradient sont montrées sur la Figure 5-17. Ces valeurs sont celles atteintes au minimum local. 
En fonction des trois objectifs définis plus haut, les performances atteintes sont montrées sur la 





Figure 5-16. Comparaison des performances d’une rectenna avec 3 VD pour différentes configurations de 
filtres d’adaptation. (a) Efficacité. (b) Tension.  
 




Figure 5-17. Valeurs des composants LC des filtres. (a) Passe-bas L. (b) Passe-haut L. (c) Passe-bas Pi. (d) 
Passe-haut Pi. (e) Passe-bas en T. (f) Passe-haut en T. 
D'après les résultats représentés sur la Figure 5-16 (a et b), il apparait que quatre configurations 
de filtre offrent les mêmes performances de sortie en termes de tension et d'efficacité. Globalement, 
il est obtenu que 3 étages de doubleurs de tension combiné à un filtre passe-bas L permet d’atteindre 
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les meilleures performances dans la plage de puissance considérée. De façon plus précise, une 
tension de 2,3 V correspondant à un rendement de conversion de 40,74% sont atteints à seulement 
4 𝑑𝐵𝑚 de puissance d'entrée RF. La Figure 5-18 nous indique les variations du coefficient de 
réflexion en fonction de la fréquence pour les différentes configurations de filtres montrées sur la 
Figure 5-17. Le coefficient de réflexion pour la plupart des configurations est inférieur à -10 dB. 
 
Figure 5-18. Évolution du coefficient de réflexion 
Afin d’évaluer expérimentalement les performances des rectenna, il a été conçu et réalisé un 
VD à base de diode Schottky HSMS 2850. Le circuit est réalisé avec le substrat RO350B 
(ℎ = 0.76 𝑚𝑚 , 𝑇 = 35 𝜇𝑚, tan 𝛿 = 0.0037) de Rogers Corporation et il est ensuite testé avec le 
dispositif expérimental montré sur la Figure 5-19. 
 
Figure 5-19. Dispositif expérimental pour tester le circuit de récolte d'énergie Radiofréquence 
Sur le dispositif de la Figure 5-19, la source micro-onde MG 3700 A fabriquée par Anritsu est 
utilisée pour générer un signal à 2.45 𝐻𝑧. Un voltmètre numérique est utilisé pour mesurer la 
tension DC aux bornes de la résistance de charge. Ces tests sont effectués au sein du Laboratoire 
Circuit testé 
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de Recherche Télébec en Communications Souterraines (LRTCS) de l’Université du Québec en 
Abitibi-Témiscamingue (UQAT). Les résultats expérimentaux obtenus en comparaison avec ceux 
simulés dans l’environnement ADS sont montrés sur la Figure 5-20. Le circuit conçu démontre une 
efficacité de conversion de 16% à 0 𝑑𝐵𝑚 de puissance RF. La tension DC correspondante est de 
0,4 𝑉. Considérant que le circuit sera alimenté dans une expérience WPT, une efficacité de 
conversion de 27% peut être obtenue de même qu’une tension de 1,3 𝑉 à 10 dBm de puissance. 
 
Figure 5-20. Résultats expérimentaux du redresseur proposé 
Afin d’améliorer les performances montrées sur la Figure 5-20, un filtre passe-bande permettant 
d’adapter la source radiofréquence au circuit redresseur est conçu en suivant les étapes montrées 
sur la Figure 5-14. La configuration du filtre d’adaptation est montrée sur la Figure 5-21.   
 
Figure 5-21. Circuit rectenna optimisé pour opérer à 2.45 GHz 
  Les valeurs des composants LC après 45 itérations sont reportées dans le Tableau 5-6 ci-
dessous et les résultats obtenus en termes d’efficacité, de tension et de coefficient de réflexion sont 



















Filtre passe-bande d’adaptation 
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conversion maximale de 71 % est obtenu à seulement −2.2 𝑑𝐵𝑚 de puissance incidente. Le circuit 







Figure 5-22. Performances optimisées de la rectenna à 2.45 GHz 
Tableau 5-6. Valeurs des composants pour le circuit de la Figure 5-21 
Component Name Value (Itération 45) Component Name Value (Itération 45) 
L1 1.00043 nH L5 1.10215 nH 
C1 16.4808 pF C5 9.83111 pF 
L2 36.1581 nH L6 47.9429 nH 
C2 2.11506 pF C6 12.921 pF 
L3 6.2 nH L7 7.71752 nH 
C3 1.00269 pF C7 2.7 pF 
L4 49.9882 nH C8 2.7 pF 
C4 12.2311 pF RL 470 Ω 
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5.5.3. Les circuits convertisseurs DC/DC et performances des conceptions 
récentes de rectenna  
La plupart des redresseurs déployés dans un environnement réel ont une tension DC faible et 
variable en raison de légères fluctuations de la puissance d'entrée RF. Les niveaux de tension 
atteints ne peuvent donc pas alimenter directement l'élément de stockage. La fonction du 
convertisseur DC / DC est alors d’adapter la tension de sortie du redresseur à la tension de charge 
de l'élément de stockage. Plusieurs convertisseurs DC / DC sont disponibles dans le commerce, 
mais dans le cas de la conception des rectennas, les circuits les plus adaptés sont ceux avec une 
faible tension de démarrage, une puissance de fonctionnement minimale et un rendement de 
conversion élevé sur une large plage. Les circuits les plus appropriés sont alors le TS3310 de 
TouchStone [296] et le BQ25504 de Texas Instrument [297]. Une comparaison de ces deux 
convertisseurs DC / DC a été proposée dans [298], et il a été obtenu que le convertisseur BQ25504 
offre de meilleures performances. Cependant, il est moins adapté aux variations dynamiques 
élevées de la puissance d'entrée de la rectenna. 
5.6. Conclusion  
L’objectif principal de ce chapitre était de définir l’efficacité de conversion globale d’un circuit 
rectenna. Cette efficacité est un coefficient important dans la quantification de la quantité d’énergie 
devant être transférée à un nœud nécessiteux. Premièrement, les limites des récolteurs RF ont été 
mises en évidence à travers la faible densité de puissance ambiante récoltable. Ensuite, ont été 
examinés tous les paramètres qui influencent les performances des différents blocs d’un circuit 
rectenna (antenne, diodes, topologie du redresseur et filtre d’adaptation).  
Dans ces analyses, il a été conçu et réalisé un circuit rectenna optimisé pour opérer à 2.45 𝐺𝐻𝑧. 
Le circuit obtenu démontre une efficacité de conversion de 71 % et une tension de 1.8 V à 
seulement -2.2 dBm.  
Pour conclure ce chapitre, les performances des conceptions beaucoup plus récentes en 
comparaison avec la conception proposée ici sont données dans le Tableau 5-7. Une attention 
particulière est portée à la diode de redressement utilisée, ainsi qu'à la topologie du redresseur. 
Comme montré dans le tableau un choix judicieux du type de diode et celui de la configuration du 
filtre d’adaptation permettent d’atteindre de meilleures performances. Dans le chapitre suivant, il 
sera traitée de la prédiction de la quantité d’énergie récoltable des vibrations.  
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Tableau 5-7. Performances de quelques rectennas conçus récemment 
Puissance d’entrée 
(𝑑𝐵𝑚) Efficacité (%) 
Diode utilisée Topologie de 
redresseur 
utilisée 
Bande de fréquence Ref 
-10 59 HSMS 2850 SSD 850-950 MHz [299] 
13.5 80.4 HSMS 8202 SPD 850-950 MHz [300] 
-7 84 1N6263 FB 850-950 MHz [301] 
6 70 HSMS 2862 VD 850-950 MHz [302] 
10 40* HSMS 2850 VD 850-950 MHz [104] 
-1 42 SMS 7630 VD 850-950 MHz [303] 
-2.5 65 SMS 7630 VD 850-950 MHz [252] 
-20 20 HSMS 2820 SSD 2.4-2.45 GHz [304] 
10 66.8 HSMS 2860 SSD 2.4-2.45 GHz [305] 
0 54 HSMS 2852 SSD 2.4-2.45 GHz [306] 
8 72.8 SMS 7630 SSD 2.4-2.45 GHz [307] 
83 20 MA4E1317 SPD 2.4-2.45 GHz [308] 
76 26 HSMS 282P FB 2.4-2.45 GHz [309] 
10 61 HSMS 2863 and HSMS 
2864 
FB 2.4-2.45 GHz [310] 
24 80 HSMS 282P FB 2.4-2.45 GHz [311] 
-13 9** SMS 7630 VD 2.4-2.45 GHz [303] 
-10 45 HSMS 2852 VD 2.4-2.45 GHz [312] 
-30/cm2 45 SMS7630 SSD 2.4 GHz [313] 
-2.2 71 % HSMS 2850 VD 2.45 GHz [106] notre 
proposition 
17 82 MA40150-119 SPD 5.8 GHz [275] 
17.7 79.5 MA4E1317 SPD 5.8 GHz [300] 
27 76 MA4E1317 SPD 5.8 GHz [314] 
0 18 MA4E1317 SPD 5.8 GHz [308] 
0 68.5 HSMS 8202 SPD 5.8 GHz [315] 
20 76 MA4E1317 SPD 5.8 GHz [253] 
0 54 -- SPD 5.8 GHz [316] 
* est une efficacité obtenue sans l'utilisation d'un filtre d’adaptation 
* est une efficacité globale prenant en compte les pertes entre la source émettrice et l’antenne de réception. 




Conception d’un Prédicteur d’énergie récoltable des 
vibrations 
6.1. Introduction 
Les vibrations ont été choisies comme principale source d’alimentation des WS dédiés aux 
applications industrielles du fait de leur abondance dans de tels environnements. En effet, de 
nombreux procédés industriels nécessitent l’utilisation d’un moteur pour effectuer le travail. Ces 
moteurs génèrent des vibrations plus ou moins importantes dépendamment de leur puissance et de 
leur régime de fonctionnement. Dans les deux chapitres précédents, la chaîne de conversion des 
vibrations en énergie électrique a été analysée (Chapitre 4) et les facteurs devant être pris en compte 
pour la quantification de l’énergie reçue des ondes radiofréquences ont été définis (Chapitre 5). 
Étant donné qu'au chapitre 7, il sera question de proposer une solution permettant de gérer 
efficacement l’énergie récoltée, le présent chapitre traite alors de la conception d’un Prédicteur de 
l'Énergie Récoltable des Vibrations (PERV).  
Avant de proposer le PERV, l’énergie récoltable sera dans un premier temps estimée au moyen 
du prédicteur de l’état de l’art EWMA (Exponentially Weighted Moving-Average) qui permet 
d’approximer le taux d’énergie en recourant à l’historique de l’énergie récoltée précédemment. 
Comparativement au EWMA, le prédicteur PERV est un prédicteur ‘‘temps réel’’ qui est conçu 
sur un historique de données plus large. La base de données sera constituée des données de 
vibrations enregistrées pendant un mois à 12 emplacements différents d’un procédé industriel, avec 
un échantillon prélevé toutes les minutes. Pour chacun de ses emplacements, les performances du 
PERV seront comparées à ceux du prédicteur EWMA.  
Dans la section 6-2 qui suit, il sera premièrement décrit le procédé industriel considéré; un 
accent particulier sera porté sur le type et sur l’emplacement des différents capteurs de vibrations. 
La section 6-3 est consacrée à une analyse temporelle et surtout fréquentielle des signaux de 
vibrations détectées. Dans la section 6-4, il est question de la mise en place du prédicteur proposé 
(le PERV).  Une conclusion rappelant les principaux résultats de ce chapitre est fournie dans la 
section 6-5. Le principal résultat de ce chapitre a fait l’objet de la publication [123]. 
Chapitre 6: Conception d’un prédicteur d’énergie vibratoire     
112 
 
6.2. Description du procédé industriel à l'étude  
Le cas d’étude considéré dans ce travail est une partie de la chaîne de concassage des minerais 
installé à l’usine de la mine Laronde d’Agnico Eagle (cf. Figure 1-6). Il s’agit du système 
d’entraînement d’un Broyeur Semi-Autogène (BSA) qui est représenté sur la Figure 6-1 ci-dessous. 
La Figure 6-1 indique de gauche à droite un moteur, l’arbre 1, le réducteur de vitesse, l’arbre 2 et 
le broyeur. Un dessin de toute cette machinerie est fourni en annexe 2. La Figure 6-1 montre 
également l’emplacement de 11 capteurs de vibrations installés sur le procédé; une description de 
ces différents capteurs ainsi que la nomenclature des différentes grandeurs qui seront considérées 
tout au long de ce chapitre sont fournies dans le Tableau 6-1.     
 
Figure 6-1. Emplacement des accéléromètres sur le diagramme d’entraînement du BSA 
Les capteurs installés sont de type ACC 103 et sont capables de mesurer des vibrations 
comprises entre ± 500 g; ceci pour des fréquences allant jusqu’à 10 𝑘𝐻𝑧. La Figure 6-2 montre 
une photographie d’un capteur installé sur le réducteur. Les données de vibration sont prélevées et 
enregistrées toutes les minutes à l'aide d’un outil de stockage, il s’agit d’une Machinery Health 
Analyzer AMS 2140 d’Emerson. L’enregistrement a commencé le 1er octobre à partir de minuit et 
s’est terminé le 31 octobre 2019 à 23 h 59. Dans la section suivante, les évolutions temporelle et 
fréquentielle des signaux de vibrations prélevés aux différents emplacements montrés sur la Figure 
6-1 sont analysés.  
Moteur 




















Figure 6-2. Photographie d’un capteur installé à l’entrée du réducteur.  
















𝑉𝐸𝑃𝐵 𝐴𝐸𝑃𝐵 𝑃𝐸𝑃𝐵 𝑊𝐸𝑃𝐵 𝐸𝐸𝑃𝐵 Vibration extérieure pignon du 
broyeur 
𝑉𝐼𝑃𝐵 𝐴𝐼𝑃𝐵 𝑃𝐼𝑃𝐵 𝑊𝐼𝑃𝐵 𝐸𝐼𝑃𝐵 Vibration intérieure pignon du 
broyeur 
𝑉𝑆𝑅𝐵 𝐴𝑆𝑅𝐵 𝑃𝑆𝑅𝐵 𝑊𝑆𝑅𝐵 𝐸𝑆𝑅𝐵 Vibration de sortie du réducteur du 
broyeur 
𝑉𝐸𝑅𝐵 𝐴𝐸𝑅𝐵 𝑃𝐸𝑅𝐵 𝑊𝐸𝑅𝐵 𝐸𝐸𝑅𝐵 Vibration d’entrée du réducteur du 
broyeur 
𝑉𝐼𝑀 𝐴𝐼𝑀 𝑃𝐼𝑀 𝑊𝐼𝑀 𝐸𝐼𝑀 Vibration intérieure du moteur 
𝑉𝑅𝑆 𝐴𝑅𝑆 𝑃𝑅𝑆 𝑊𝑅𝑆 𝐸𝑅𝑆 Vibration réducteur côté sortie 
𝑉𝐴𝑆𝑅 𝐴𝐴𝑆𝑅  𝑃𝐴𝑆𝑅 𝑊𝐴𝑆𝑅  𝐸𝐴𝑆𝑅 Vibration arbre de sortie du réducteur 
𝑉𝐴𝑅1 𝐴𝐴𝑅1 𝑃𝐴𝑅1 𝑊𝐴𝑅1 𝐸𝐴𝑅1 Vibration arbre radial 1 
𝑉𝐴𝑅2 𝐴𝐴𝑅2 𝑃𝐴𝑅2 𝑊𝐴𝑅2 𝐸𝐴𝑅2 Vibration arbre radial 2 
𝑉𝐴𝑅3 𝐴𝐴𝑅3 𝑃𝐴𝑅3 𝑊𝐴𝑅3 𝐸𝐴𝑅3 Vibration arbre radial 3 
𝑉𝑉𝑀 𝐴𝑉𝑀 𝑃𝑉𝑀 𝑊𝑉𝑀 𝐸𝑉𝑀 Vibration côté ventilation du moteur 
𝑉𝑉 𝐴𝑉  𝑃𝑉 𝑊𝑉 𝐸𝑉 Vibration du ventilateur du moteur 
 
6.3.   Analyse des vibrations et conversion électromécanique   
Les vibrations prélevées à douze emplacements sur le système d’entraînement d’un BSA (cf. 
Figure 6-1) sont enregistrées durant un mois et considérées comme base de données pour la 
conception d’un prédicteur d’énergie récoltable. Dans cette section, la réponse fréquentielle des 
différents signaux enregistrés est analysée.   
Capteur 
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6.3.1. Analyse temporelle et fréquentielle des vibrations  
Les valeurs d’accélération pour les 44640 mesures (correspondant à une mesure toutes les 
minutes pendant 31 jours) sont représentées sur la Figure 6-3. Pour chacune des figures, la valeur 
maximale de l’accélération ainsi que l’heure correspondante sont indiquées en légende. Des 
observations attendues suivantes peuvent être faites :  
• les pics d’accélération ont lieu aux mêmes instants lorsque les mesures concernent le même 
élément (moteur, réducteur ou BSA). À titre d’exemple, les vibrations maximales au niveau du 
pignon du broyeur ont lieu à la 158.8 e heure à peu près (soit au milieu de la sixième journée). 
Les vibrations prélevées au niveau du réducteur ont des pics qui se produisent entre la 560e 
heure et 593e heure.     
•  les vibrations les plus élevées sont celles prélevées directement sur le moteur et le réducteur. 
La plus importante est la vibration mesurée sur le côté sortie du réducteur (avec un pic de 
10.2 𝑚/𝑠2, voir Figure 6-3 c) suivi des vibrations mesurées sur le côté ventilation du moteur 
(pic de 2.5 𝑚/𝑠2, montré sur la Figure 6-3 f). En troisième position se trouvent les vibrations 
à l’intérieur du moteur avec un pic de 0.97 𝑚/𝑠2 observé à la 227.2e heure. Ces niveaux de 
vibrations sont assez prometteurs pour obtenir des puissances de l’ordre du milliwatt si l’on se 
réfère au niveau d’efficacité de conversion mécano électrique obtenue dans les travaux récents 
comme [317, 318].     
L’analyse spectrale est également effectuée pour chaque emplacement de mesure et le résultat 
obtenu est montré sur la Figure 6-4. Conformément aux résultats de l’analyse temporelle, les 
vibrations les plus importantes sont celles prélevées sur le moteur et le réducteur. Les pics de 
vibrations atteints ainsi que les fréquences correspondantes sont également indiqués en légende sur 
chacune des figures.  Pour le cas spécifique des trois points de mesure mentionnés ci-dessus (côté 
sortie réducteur, côté ventilation moteur et intérieur moteur), l’énergie est essentiellement 
concentrée aux basses fréquences (Cf  Figure 6-4 c et f) ; cela contribuera à un volume de 
transducteur très encombrant si l’on veut récolter l’énergie disponible à cette fréquence. Par 
exemple dans [101] pour récolter efficacement de l’énergie à 15 𝐻𝑧, il a fallu concevoir un 
transducteur de volume 97.5 𝑚𝑚 × 38.1 𝑚𝑚 × 2.1 𝑚𝑚 ; ce qui est très encombrant pour le 
domaine applicatif considéré. Pour tenir compte de cet aspect, ont été considérés pour ces trois 
emplacements spécifiques, l’amplitude de la vibration à 30 𝐻𝑧 ce qui permettrait d’avoir un 
volume acceptable lors de l’implémentation réelle. Dans la suite, les fréquences fondamentales 
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mentionnées sur la Figure 6-4 seront considérées pour évaluer la puissance maximale récoltable en 













Figure 6-3. Évolutions temporelles des signaux d’accélération sur un mois 















Figure 6-4. Analyse spectrale des signaux d’accélération 
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6.3.2. Conversion mécano électrique des vibrations   
Dans cette partie, on évalue la puissance récoltable des vibrations pour chacun des points de 
mesure. Afin de cibler le point de fonctionnement optimal, chaque transducteur aura une fréquence 
de résonance égale à la fréquence principale (Cf. Figure 4-3) des vibrations détectées ; dont les 
valeurs sont indiquées sur la Figure 6-4. L’outil Simscape de Matlab/Simulink est utilisé et le 
composite piezo-stack a été retenu pour quantifier la puissance récoltable. Les éléments de 
paramétrisation du transducteur dans le logiciel, sont pour la plupart issus de la datasheet du 
transducteur QP20W de Mide Technology [190]. Les valeurs utilisées tout au long des analyses 
sont reportées dans le Tableau 6-2 ci-dessous et il est supposé des vibrations linéaires tout au long 
des analyses.    
La première étape dans les analyses qui vont suivre consiste à déterminer la charge optimale 
pour chacun des emplacements en utilisant la paramétrisation du Tableau 6-2. Cette analyse 
permettra également d’évaluer la puissance maximale récoltable selon l’emplacement du capteur.   
Tableau 6-2. Paramétrisation du composite piezo-stack 
Paramètres  Valeurs  
Superficie des couches piézoélectriques  1518.06  𝑚𝑚2 
Longueur des couches piézoélectriques  45.974 𝑚𝑚 
Tension de test 𝑉0 20 V 
Déplacement à vide à 𝑉0 0,04 𝑚𝑚 
Force de blocage à 𝑉0 volts 500 𝑁 
Capacitance  145 𝜇𝐹 
Facteur de qualité mécanique 80 
Fréquence de résonance  Valeurs indiquées sur la figure du spectre (cf. Figure 6-4) 
6.3.2.1. Résistance de charge optimale des différents transducteurs 
Le modèle considéré pour le calcul de la résistance de charge optimale est celui montré sur la 
Figure 6-5. Le signal sinusoïdal d’entrée a une fréquence égale à la fréquence fondamentale des 
vibrations déterminée sur la Figure 6-4. En fonction de la masse sismique considérée, la force 
générée est déterminé comme suit :  
                                                                        𝐹𝑖 = 𝑚𝑖𝐴𝑖                                                                         (6 − 1) 
avec 𝐹𝑖 qui représente la force à l’entrée du composite Piezo-Stack pour l’emplacement 𝑖, 𝑚𝑖 est 
la masse sismique utilisée pour la poutre cantilever (cf. Figure 1-8) et 𝐴𝑖 est le pic d’accélération 
atteint à la fréquence fondamentale (valeurs indiquées sur la Figure 6-4). Prenant en considération 
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la faible amplitude des vibrations à 9 des 12 points de mesure, une masse sismique de 1 𝑘g est 
considérée pour chacun des 9 emplacements à faible niveau de vibration. Une telle masse permet 
d’augmenter la contrainte mécanique appliquée aux couches piézoélectriques, ce qui contribue à 
amplifier la puissance récoltable. Il est important tout de même de préciser que cette amplification 
de puissance se fait au détriment d’une augmentation du volume et d’un risque de dépolarisation 
du matériau piézoélectrique utilisé si l’on dépasse la contrainte maximale admissible. Cette 
dernière problématique n’est pas traitée dans cette thèse.   
Une masse de 10 g est considérée pour les vibrations à l’intérieur du moteur et seulement 1 g 
pour les vibrations au niveau du réducteur coté sortie et de la ventilation du moteur.      
 
Figure 6-5. Modèle pour le calcul des résistances de charge optimale 
En utilisant alors le modèle de la Figure 6-5 avec les spécificités mentionnées précédemment, 
les valeurs des résistances de charge optimale sont déterminées et indiquées en légende sur la 
Figure 6-6. Les observations attendues suivantes découlent des résultats obtenus :  
• Les valeurs de résistance de charge optimale sont assez proches pour des caractéristiques de 
vibrations mesurées sur le même élément (moteur, réducteur ou BSA) du diagramme 
d’entraînement.  
• Pour les 9 points de mesures à faibles vibrations, la puissance récoltable est de l’ordre du 
microwatt. À titre d’exemple, les vibrations prélevées sur le pignon du broyeur et à la sortie du 
réducteur du broyeur permettent de récolter tout au plus 1.5 𝜇𝑊. Des niveaux de puissance 
relativement importants (compris entre 60 𝜇𝑊 et 200 𝜇𝑊) sont tout de même atteints aux six 
autres points de mesures.   
Comme attendu, malgré la réduction de la masse sismique, les trois points à fortes vibrations 
permettent d’atteindre des puissances de l’ordre de quelques milliwatts 𝑚𝑊 pouvant atteindre 
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2,3 𝑚𝑊 de puissance récoltée au niveau du réducteur côté sortie. Dans la suite, les fluctuations 




Figure 6-6. Valeurs des charges optimales en fonction de l’emplacement du capteur. 
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6.3.2.2. Puissances instantanées  
En considérant chaque fois le transducteur avec une fréquence de résonance égale à celle 
indiquée sur la Figure 6-4, et les signaux réels issus des mesures, le modèle utilisé pour analyser 
l’évolution temporelle de la puissance instantanée est celui montré sur la Figure 6-7.  
 
Figure 6-7. Modèle pour la simulation de la puissance instantanée avec l’outil Simscape de Matlab/Simulink 
Comme montré sur la Figure 6-7, les données issues des mesures réelles des vibrations sont 
converties en un signal physique (une force). La source de force est ensuite utilisée pour alimenter 
le composite piézoélectrique paramétré avec les valeurs reportées dans le Tableau 6-2. La valeur 
de la résistance de charge pour chaque point de mesure est celle indiquée sur la Figure 6-6. La 
puissance instantanée est ainsi déterminée comme montrée sur cette figure par la relation suivante:  
                                                                      𝑝(𝑡) = 𝑣(𝑡). 𝑖(𝑡)                                                        (6 − 2)       
où 𝑣(𝑡) est l’indication du voltmètre et 𝑖(𝑡) celle de l’ampèremètre.    
En utilisant alors le modèle de simulation, les fluctuations dans la puissance récoltable en 
fonction de l’emplacement du capteur sont montrées sur la Figure 6-8.  Sur ces différentes courbes, 
la puissance récoltable fluctue avec une certaine régularité pour la plupart des points de mesure. 
En revanche pour certains points de mesure comme les vibrations à la sortie du réducteur du 
broyeur, on observe de nombreux pics de puissance (cf. courbe en rouge sur la Figure 6-8 a). 
Quelques pics de puissance sont également observés à peu près aux mêmes endroits pour les 
vibrations prélevées sur le pignon du broyeur (courbe noire et courbe bleue de la Figure 6-8 a). 
Globalement, les pics de puissances observés ont des valeurs proches de celles indiquées sur la 
Figure 6-6. Bien que les pics de puissance atteints soient intéressants à récolter, il reste qu’il est 
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important d’être capable de les prédire afin de pouvoir mieux les exploiter ; la section suivante 









Figure 6-8. Puissance électrique instantanée de sortie des transducteurs 
6.4. Conception du prédicteur d’énergie récoltable  
6.4.1. Brief état de l’art sur la prédiction de l’énergie  
De nombreuses études ont été proposées ces dernières années pour prédire l’énergie récoltable 
des sources ambiantes [82, 319, 320]. Globalement les méthodes proposées concernent l’énergie 
solaire et sont basées sur un filtre EWMA pour (Exponentially Weighted Moving-Average) [321]. 
L’implémentation de ces méthodes est favorisée par l’accessibilité des chercheurs à des bases de 
données dans le cas de l’énergie solaire.  
Dans la méthode EWMA, il s’agit de définir une fenêtre d'observation suffisante pour les 
besoins de collecte des données. Dans [82], il est considéré des données du soleil sur 7 jours et les 
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observations sont effectuées toutes les 30 min ce qui correspond à 48 créneaux de temps par jour. 
La méthode de prédiction se base sur l’hypothèse que sur une journée typique, l’énergie récoltable 
est similaire à celle récoltée durant le même créneau de temps la journée précédente. Ainsi la 
prédiction de l’énergie durant le créneau de temps 𝑡 de la journée 𝑑 est définie dans [82] comme 
suit :   
                                                 ?̂?𝑑(𝑑, 𝑡) = 𝛼?̂?𝑑(𝑡 − 1) + (1 − 𝛼)𝑝𝑑−1(𝑡)                                      (6 − 3) 
où ?̂?𝑑(𝑡) est la puissance estimée à l'instant 𝑡 de la journée en cours 𝑑. 𝑝𝑑−1(𝑡) est la puissance 
récoltée durant le même créneau de temps dans la journée précédente et ?̂?𝑑(𝑡 − 1) est la puissance 
estimée durant le créneau de temps précédent de la journée en cours; 𝛼 est un facteur de 
pondération. Pour différentes valeurs de 𝛼, l’erreur de prédiction est évaluée et le poids optimal est 
obtenu comme étant celui qui minimise cette erreur. En utilisant des données du soleil sur sept 
jours dans [82], un poids optimal de 0.5 est utilisé correspondant à une erreur dans le courant de 
sortie d’un panneau solaire de 2.3 𝑚𝐴. Comme on peut le voir, dans cette méthode (cf. équation 6-
3), l’évaluation de la puissance à un instant donné est basée sur une estimation de la puissance dans 
le créneau de temps précédent et non sur la puissance réellement mesurée à l’instant précédent; 
cela contribue à augmenter l’erreur de prédiction. Cette observation est confirmée dans [320] où il 
est obtenu que le prédicteur offre de piètres performances pendant les alternances entre les beaux 
et mauvais temps. Toutefois, un avantage de la méthode telle que proposée dans [82] réside dans 
le fait qu’elle ne nécessite pas un espace de stockage élevé.      
Pour améliorer les performances du prédicteur le modèle dans [319] est proposé et est connu 
sous le nom de Weather-Conditioned Moving Average (WCMA). Ce modèle prend en compte les 
données solaires des journées précédentes et estime l’énergie solaire suivant l’algorithme ci-
dessous :  
                                ?̂?𝑑(𝑑, 𝑡) = 𝛼. 𝑝𝑑(𝑑, 𝑡 − 1) + 𝐺𝐴𝑃𝑘(1 − 𝛼).𝑀𝐷(𝑑, 𝑡)                                   (6 − 4) 
?̂?𝑑(𝑑, 𝑡) est la puissance estimée au créneau de temps 𝑡 de la journée en cours 𝑑. 𝛼 est le poids du 
filtre défini de la manière identique à celle de [82], 𝑀𝐷(𝑑, 𝑡) est la moyenne de la puissance sur les 
𝐷 derniers jours durant le créneau de temps 𝑡 et finalement, le facteur 𝐺𝐴𝑃𝑘 mesure l’écart entre 
les conditions solaires actuelles et les journées précédentes. La méthode permet d’obtenir une 
erreur relative moyenne de seulement 10 %. Cependant elle nécessite un espace de stockage et de 
calcul suffisamment élevé, car en plus de stocker des données obtenues au cours des slots de temps 
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précédents, un calcul de l’écart entre les conditions solaires actuelles et précédentes est à chaque 
fois effectué par le processeur.     
Dans [320], un nouveau prédicteur d’énergie solaire désigné par SEPCS pour Solar Energy 
Predictor for Communicating Sensor est proposé. La journée est divisée en 24 créneaux (1 heure 
chacun) de temps et la puissance récoltable durant le créneau de temps 𝑡 est définie comme suit :  
                                         ?̂?(𝑡) =∑𝛼𝑖 . 𝑝(𝑡 − 𝑖)
𝑁𝐻
𝑖=1
+∑𝛽𝑗 . 𝑝(𝑡 − 24𝑗)
𝑁𝐽
𝑗=1
                                       (6 − 5) 
où 𝑁𝐻 est le nombre d’heures dans une journée, 𝑝(𝑡 − 𝑖) est la puissance solaire récoltée dans les 
𝑁𝐻 intervalles de temps précédents, 𝑁𝐽 est le nombre de jours considérés dans la base de données 
et 𝑝(𝑡 − 24𝑗) est la puissance récoltée dans le même créneau de temps des 𝑁𝐽 journées précédentes. 
𝛼𝑖 et 𝛽𝑗 sont les poids des filtres avec des valeurs comprises entre 0 et 1. Cette méthode utilise une 
base de données plus large que l’algorithme EWMA et serait bien adaptée pour le contrôle des 
procédés qui varie lentement étant donné la période d’échantillonnage qui est de 1 h. Dans ce qui 
suit, sont évaluées les performances du prédicteur EWMA dans l’estimation de l’énergie récoltable 
du procédé industriel de notre étude.    
6.4.2. Performance du prédicteur EWMA   
Pour améliorer les performances de l’algorithme EWMA, originalement proposée dans [82] et 
sans nécessiter un espace de stockage élevé, la puissance ?̂?𝑑(𝑑, 𝑡) récoltable durant le créneau de 
temps 𝑡 de la journée 𝑑 est premièrement définie dans ce travail comme suit :  
                                                ?̂?𝑑(𝑑, 𝑡) = 𝛼𝑝𝑑(𝑡 − 1) + (1 − 𝛼)𝑝𝑑−1(𝑡)                                      (6 − 6) 
avec ?̂?𝑑(𝑑, 𝑡) qui représente la puissance estimée à l’instant 𝑡 de la journée 𝑑 et 𝑝𝑑(𝑡 − 1) qui est 
la puissance réellement récoltée durant le créneau de temps précédent de la journée en cours. Les 
deux paramètres 𝛼 et 𝑝𝑑−1(𝑡) étant définie comme dans l’équation (6-3).  
Puisque le créneau de temps dépend du processus à contrôler, dans ce travail, on considère 
l'échantillonnage initial des vibrations, à savoir une minute et les données de vibration enregistrées 
tout au long du mois sont utilisées. Le poids optimal est ensuite déterminé en recherchant le 
minimum de l'erreur quadratique moyenne (MMSE pour Minimum Mean Square Error).  
La somme des carrés des erreurs 𝐽 (𝛼) entre la puissance mesurée et la puissance estimée est 
alors définie comme suit :  
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                                             (6 − 7) 
avec 𝑛𝑠 qui représente le nombre de créneaux de temps sur une journée (soit 1440 pour 1440 min 
dans une journée), 𝑛𝑑 est le nombre de journées dans la base de données (soit 31 pour 31 jours 
dans un mois). 𝑝𝑑(𝑡) et ?̂?𝑑(𝑡) représentent respectivement la puissance réelle et la puissance 
estimée. 
La valeur de 𝛼 qui minimise la somme des carrés des erreurs, peut être obtenue en égalant à 
zéro, la dérivée de 𝐽 (𝛼) par rapport à 𝛼. À partir des données enregistrées sur un mois, l'évolution 
de la somme des erreurs quadratiques en fonction de 𝛼 est représentée sur la Figure 6-9. Pour 
chacun des emplacements, la valeur du poids optimal est indiquée en légende sur la figure.  Les 
valeurs de 𝛼 élevées (proche de 1) signifient que les données des instants précédents de la même 
journée sont privilégiées dans l’estimation de la puissance. Pour des valeurs de 𝛼 inférieures à 0.5, 
ce sont les mêmes instants de la journée précédente qui sont privilégiés. Ces deux cas de figure 
sont observés sur les résultats de la Figure 6-9. Globalement, cette figure montre que la valeur 
optimale de 𝛼 n’est pas la même en fonction de l’emplacement du capteur; contrairement au travail 
original proposé dans [82] qui suggère une valeur de 𝛼 constante de 0.5 quelle que soit la période 
de l’année dans le cas de la récolte de l’énergie solaire. On observe également que les valeurs de 𝛼 
les plus faibles sont obtenues lorsque la puissance instantanée expose plusieurs marqueurs 
d’instabilité. De façon plus spécifique, la plus faible valeur de 𝛼 qui est de 0.009 (Cf courbe rouge 
de la Figure 6-9 a) correspond à la puissance récoltable à la sortie du réducteur du broyeur (cf. 
courbe rouge sur la Figure 6-8 a) qui est celle qui montre plusieurs pics de puissance sur la durée 
de mesure. Cette faible valeur de 𝛼 signifie que la puissance réelle est plus proche de celle mesurée 
au même instant à la journée précédente.      
En maintenant 𝛼 à sa valeur optimale (valeurs indiquées sur la Figure 6-9), les performances du 
prédicteur EWMA sont évaluées et montrées sur la Figure 6-10 (pour les six premiers points de 
mesure) et la Figure 6-11 (pour les six autres points de mesure). Pour chacun de ces points de 
mesure, les résultats tracés sont dans l’ordre : la superposition de la puissance réelle et de la 
puissance estimée, suivi de l’évolution temporelle de l’erreur absolue sur tout le mois et enfin d’un 
zoom autour du point avec la plus grande erreur absolue. La puissance estimée est dans la plupart 
des cas représentée en couleur cyan à l’exception des cas des courbes montrées sur la Figure 6-10 
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d et Figure 6-10 f. Comme dans le cas des analyses précédentes, les valeurs atteintes pour l’erreur 









Figure 6-9. Valeurs des poids optimums 
Si nous considérons le cas des emplacements de fortes puissances sur la Figure 6-10, on peut 
observer des écarts de prédiction allant jusqu’à 1.225 𝑚𝑊 (Cf Figure 6-10 f) dans le cas des 
mesures des vibrations effectuées sur le réducteur côté sortie. Sur la Figure 6-10 e (vibration interne 
du moteur), 0.28 𝑚𝑊 d’écart sont atteints entre l’estimation et la puissance réelle; enfin un écart 
allant jusqu’à 0.62 𝑚𝑊 (cf. Figure 6-11 e) est atteint avec les mesures prélevées sur le système de 
ventilation interne du moteur. De tels niveaux d’erreurs peuvent être préjudiciables lors de la 
définition du cahier des charges des WS devant être alimentés par l’énergie récoltée. En observant, 
la courbe zoomée autour de l’erreur absolue maximale, on constate que l’estimation EWMA 
échoue avec l’apparition d’un pic de puissance. Ce constat est également validé sur les deux 
premières courbes pour chaque point de mesures, car il apparait que les écarts maximaux se 
produisent aux alentours des pics de puissance. Cela implique alors une sous-estimation de la 
puissance au créneau de temps en cours et une surestimation de celle-ci plus tard. D’autres critères 
Chapitre 6: Conception d’un prédicteur d’énergie vibratoire     
126 
 
de performance de l’algorithme EWMA comme l’erreur relative maximale et l’erreur quadratique 
moyenne (RMSE pour Root Mean Square Error) pour les 12 points de mesures sont reportés dans 













Figure 6-10. Performances du prédicteur EWMA. (a) Extérieur pignon. (b) Intérieur pignon. (c) Sortie 
réducteur broyeur. (d) Entrée réducteur broyeur. (e) Intérieur moteur. (f) Réducteur coté sorti 















Figure 6-11. Performances du prédicteur EWMA. (a) Arbre de sortie du réducteur. (b) Arbre radial 1. (c) 
Arbre radial 2. (d) Arbre radial 3. (e) Côté ventilation du moteur. (f) Ventilation du moteur. 
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6.4.3. Le prédicteur PERV 
6.4.3.1. Vue conceptuelle du PERV : limite du prédicteur EWMA 
Les analyses de la sous-section précédente ont permis de constater que l’algorithme EWMA 
échouait avec la présence de nombreux pics dans la puissance récoltable. Malheureusement ces 
pics de puissance sont inévitables compte tenu des variations dans le régime de fonctionnement du 
moteur. Il est important de préciser que dépendamment de l’évolution du processus industriel, le 
moteur peut être dans son régime nominal, en surcharge et même sous-chargé. Ces différents états 
de fonctionnement vont influencer les spectres des vibrations et donc les puissances récoltables. 
Toutefois il est possible, étant donné que le procédé opère 24 h par jour que ces états se reproduisent 
approximativement aux mêmes instants de la journée.  
La Figure 6-12 (a, c et e) ci-dessous montre un découpage journalier de l’évolution temporelle 
des signaux des vibrations aux trois points de forte puissance. Une certaine périodicité temporelle 
peut être observée au niveau des formes d’ondes. Si l’on considère le cas spécifique des vibrations 
à l’intérieur du moteur par exemple (cf. courbe noire sur la Figure 6-12 a), on observe des pics de 
vibrations entre 1 h et 4 h heure du matin qui vont se reproduire entre 20 h et 23 h; ceci dans le cas 
de la première journée. Pour ce qui est de la deuxième journée (cf. courbe rouge sur la Figure 6-12 
a), les fortes vibrations sont présentes entre 16 h et 23 h. Ces niveaux de vibrations sont dus au 
régime d'exploitation de la mine. Le volume de roches écrasées entre 20 heures et 23 heures est 
relativement important, tandis que la quantité de roches entre 4 h et 8 h en moyenne est 
probablement faible.  
Les observations ci-dessus sont également perceptibles sur la Figure 6-12 (b, d et e) qui 
représente l’évolution de la puissance récoltable en fonction de la journée et de la minute. Il est 
montré sur les figures que les points de fortes puissances se produisent avec une périodicité 
légèrement décalée dans le temps. Pour mieux percevoir cet aspect, un zoom sur une journée est 
montré sur la Figure 6-13 (a, b et c). Sur cette dernière figure, il apparait que les niveaux de 
puissance récoltable se reproduisent avec une certaine périodicité presque constante. Si l’on 
considère le cas particulier du point de plus forte puissance (cf. Figure 6-13 b), une périodicité aux 
alentours de 28 min est observable. La prise en compte de la valeur de la période 𝑇 dans l’estimation 
de la puissance contribuerait à minimiser l’erreur de prédiction, ceci surtout, à des points de pics 
de puissance. Un autre avantage dans la prise en compte de la période 𝑇 réside dans une économie 
de l’espace de stockage en comparaison avec l’algorithme proposé dans [320].  















Figure 6-12. Périodicité dans les signaux d’accélération et effet sur la puissance récoltable 
 









Figure 6-13. Zoom sur la périodicité dans la puissance récoltable 
À la suite des observations déduites des figures précédentes, l’historique des données pour la 
mise en place du PERV est celui montré sur la Figure 6-14.  
𝑻 ≈ 𝟐𝟖 𝒎𝒊𝒏 
𝟒𝑻 ≈ 𝟏𝟏𝟒 𝒎𝒊𝒏 




Figure 6-14. Historique des données utilisées pour prédire la puissance récoltable 
À partir de cette mémoire de données, la puissance estimée à l’instant 𝑡 est définie comme ci-
dessous.  
         ?̂?𝑑 (𝑡, 𝑑) =∑𝛼𝑖. 𝑝𝑑−𝑖(𝑡)
𝑁𝐷
𝑖=1
+∑[∑𝛽𝑖,𝑗 . 𝑝𝑑−𝑖(𝑡 + 𝑗)
𝑁𝐷
𝑖=1






             (6 − 8) 
Dans cette équation, 𝑁𝐷 représente le nombre de journées précédentes, 𝑇 est la période temporelle. 
?̂?𝑑 (𝑡, 𝑑) est la puissance estimée à l’instant 𝑡 du jour 𝑑 et 𝑝𝑑−𝑖(𝑡) représente la puissance récoltée 
au cours des journées précédentes au même instant 𝑡. 𝑝𝑑−𝑖(𝑡 + 𝑗) et 𝑝𝑑−𝑖(𝑡 − 𝑗) sont, 
respectivement, les puissances récoltées les journées précédentes aux périodes précédentes et 
suivantes. Les instants précédents de la journée en cours sont également pris en compte. 𝛼𝑖 , 𝛽𝑖,𝑗 et 
𝛾𝑖,𝑗 sont des poids des filtres.  
L'objectif général du PERV est la réduction du RMSE par rapport aux valeurs obtenues avec 
l'algorithme EWMA. Pour atteindre cet objectif, la période 𝑇 observée dans les signaux de 
puissance; ceci due aux habitudes du procédé est fixée les poids optimaux (𝛼opt, 𝛽opt, 𝛾opt) sont 
déterminés pour minimiser l’erreur quadratique moyenne.  
6.4.3.2. Performance du prédicteur du PERV  
En procédant comme vient d’être expliqué, les performances du prédicteur PERV en 
comparaison avec celles obtenues avec le prédicteur EWMA sont représentées sur la Figure 6-15 
(pour les six premiers points de mesure) et la Figure 6-16 (pour les six autres points de mesures). 
. . ⋯ . . ⋯ . 
 
Jour  𝑑 − 2 𝑃𝑑−2(1) ⋯ 𝑃𝑑−2(𝑡 − 1) 𝑃𝑑−2(𝑡) ⋯ 𝑃𝑑−2(1440) 
 
Jour 𝑑 − 1 𝑃𝑑−1(1) ⋯ 𝑃𝑑−1(𝑡 − 1) 𝑃𝑑−1(𝑡) ⋯ 𝑃𝑑−1(1440) 
 
Jour  𝑑 𝑃𝑑(1) ⋯ 𝑃𝑑(𝑡 − 1) 𝑃𝑑(𝑡) ⋯ 𝑃𝑑(1440) 
 




Puissance à prédire 
Données utilisées  
𝑻 
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Pour chaque point de mesures, les résultats représentés sont dans l’ordre (à l’exception de la Figure 
6-15 d): la superposition de la puissance réelle et de la puissance estimée avec le PERV, un zoom 
autour de l’instant où s’est produite la plus grande erreur absolue avec l’algorithme EWMA, 
l’erreur absolue de prédiction avec le PERV et enfin un zoom autour de l’instant de plus grande 
erreur absolue atteint avec le PERV.  Une analyse globale des résultats aux différents points de 
mesure permet de tirer les conclusions suivantes :  
• Le PERV offre de meilleures performances dans l’estimation des pics de puissance, car les pics 
de puissance dans la puissance réelle et la puissance estimée se produisent aux mêmes instants. 
Les deux puissances sont dans la plupart des cas en phase contrairement à l’estimation avec 
l’algorithme EWMA avec lequel on observe un décalage dans l’apparition des pics de 
puissance.   
• Pour certains points de mesure (cf. cases grisées dans le Tableau 6-3) comme les vibrations à 
l’intérieur du pignon du broyeur et les vibrations arbre de sortie du réducteur, des erreurs de 
prédiction plus élevées que celles du EWMA se produisent avec le PERV. Cela est dû à un 
décalage dans la périodicité avec laquelle se produisent les pics de puissances dans ces 
différents signaux.      
• Pour tous les points de mesures, comme montrés dans le Tableau 6-3, le RMSE est minimal 
avec le PERV comparé aux valeurs atteintes avec l’algorithme EWMA. On y observe des 
améliorations allant de 10 % pour des vibrations prélevées sur l’arbre radial 3 à 90.5 % pour 
des signaux de vibrations mesurées à la sortie du réducteur du broyeur.   
On peut alors conclure qu’en utilisant un historique de données plus large (cf. Figure 6-14) et 
en exploitant la périodicité observée dans les signaux de puissance due aux habitudes du procédé 
industriel que le PERV démontre de meilleures performances sans nécessiter un espace de stockage 
élevé comme c’est le cas avec la méthode proposée dans [320]. Bien que certaines améliorations 
semblent négligeables comme dans le cas des mesures sur l’arbre radial 3 (seulement 10 % dans le 





















Figure 6-15. Performances du PERV. (a) Extérieur pignon. (b) Intérieur pignon. (c) Sortie réducteur broyeur. 
(d) Entrée réducteur broyeur. (e) Intérieur moteur. (f) Réducteur coté sortie 
 
 















Figure 6-16. Performances du PERV. (a) Arbre de sortie du réducteur. (b) Arbre radial 1. (c) Arbre radial 2. 
(d) Arbre radial 3. (e) Côté ventilation du moteur. (f) Ventilation du moteur. 
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Erreur absolue sur la 
puissance 
Erreur relative sur la puissance (%) RMSE sur la puissance 
EWMA PEHV EWMA PERV Amélioration EWMA PERV Amélioration 
𝑉𝐸𝑃𝐵 1.13 𝜇𝑊 0.98 𝜇𝑊 96.58 92.4 4.33  15 𝜇𝑊 3.32 𝜇𝑊 78 % 
𝑉𝐼𝑃𝐵 1.11 𝜇𝑊 1.27 𝜇𝑊 92.52 94.19 -- 50.25 𝜇𝑊 9.19 𝜇𝑊 81.71 % 
𝑉𝑆𝑅𝐵 1.5 𝜇𝑊 0.61 𝜇𝑊 98.75 64.4 34.8 54.56 𝜇𝑊 5.18 𝜇𝑊 90.5% 
𝑉𝐸𝑅𝐵 19.6 𝜇𝑊 9.93 𝜇𝑊 87.96 84.71 3.7 35.61 𝜇𝑊 25.94 𝜇𝑊 27.15 % 
𝑉𝐼𝑀 0.28 𝑚𝑊 0.15 𝑚𝑊 36.1 30.17 16.42 11.39 𝑚𝑊 5.21 𝑚𝑊 54.25 % 
𝑉𝑅𝑆 1.225 𝑚𝑊 0.71 𝑚𝑊 58.13 31.12 46.46 29.9 𝑚𝑊 15. 55 𝑚𝑊 48 % 
𝑉𝐴𝑆𝑅 54.7 𝜇𝑊 53.24 𝜇𝑊 79.03 85.7 -- 3.55 𝑚𝑊 0.8354 𝑚𝑊 76.46 % 
𝑉𝐴𝑅1 80.5 𝜇𝑊 15.02 𝜇𝑊 89.46 76.46 14.53 1.15 𝑚𝑊 0.445 𝑚𝑊 61.3 % 
𝑉𝐴𝑅2 46.18 𝜇𝑊 38.1  𝜇𝑊 98.31 78.22 20.43  3.17 𝑚𝑊 2.29 𝑚𝑊 27.8 % 
𝑉𝐴𝑅3 131.3 𝜇𝑊 103.58 𝜇𝑊 94.66 64.65 31.7 6.5 𝑚𝑊 5.85 𝑚𝑊 10 % 
𝑉𝑉𝑀 0.62 𝑚𝑊 0.56 𝑚𝑊 55.79 50.1 10.2 16.2 𝑚𝑊 7.92 𝑚𝑊 51.1 % 
𝑉𝑉 110.9 𝜇𝑊 82.32 𝜇𝑊 99.9 66.5 33.43 8.01 𝑚𝑊 1.4 𝑚𝑊 85.52 % 
 
6.4.3.3. Niveaux d’énergie accumulée aux différents points de récolte 
L’objectif final dans la mise en place, du prédicteur d’énergie est de pouvoir prédire avec le 
moins d’erreurs, le niveau d’énergie du nœud capteur à la fin d’un cycle de mesure. Connaissant 
l’énergie récoltable et la dépense énergétique (fixée en fonction des exigences de QoS), une bonne 
estimation de la puissance permet d’assurer au nœud à tout instant un état neutre en énergie. Dans 
cette sous-section, l’énergie accumulée dépendamment de l’emplacement du capteur est quantifiée.  
Partant de la puissance récoltable instantanée 𝑝(𝑡), à l’instant 𝑡, l’énergie accumulée à l’instant 
𝑡 sera définie comme suit :   
                                                                𝐸acc𝑖(𝑡) = ∫𝑝𝑖(𝜏)𝑑𝜏
𝑡
0
                                                           (6 − 9) 
avec 𝐸acc𝑖(𝑡) qui représente l’énergie accumulée dans l’intervalle [0 𝑡] à l’emplacement 𝑖 et 𝑝𝑖(𝑡) 
est la puissance instantanée à l’instant 𝑡 à l’emplacement 𝑖.  
En utilisant la relation ci-dessus les évolutions de l’énergie réelle accumulée sur un mois, sont 
montrées sur la Figure 6-19 (pour les six premiers points de mesures) et la Figure 6-20 (pour les 
six autres points de mesures). Globalement, sur les figures dépendamment du point de récolte des 
niveaux d’énergie observables vont de 4 𝑚𝐽 sur un mois (à l’extérieur du pignon du broyeur qui 
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est le point de plus faible récolte) à 30 𝐽 sur un mois (pour les vibrations côté sortie du réducteur 
qui est le point de plus fort taux de récolte). Ces résultats sont en accord avec ceux relatifs à la 
puissance récoltable.  
L’allure de l’énergie paraît linéaire ; cela est dû au fait que la composante continue du signal de 
puissance soit dominante sur les composantes sinusoïdales. L’aspect zoomé (entre la 345.8e heure 
et la 347.2e heure) permet d’ailleurs d’observer que la croissance n’est pas linéaire, mais se fait 
plutôt par pallier pour la plupart des points de mesures. Pour d’autres points de mesures comme les 
vibrations à la sortie du réducteur (Cf. Figure 6-17 f) on observe des zones de décroissance dans 
l’évolution du niveau d’énergie. 
Pour chaque point de mesures, nous évaluons également la précision du prédicteur en termes 
d’énergie accumulée. L’analyse effectuée concerne l’erreur absolue accumulée pour les deux 
prédicteurs (le PERV et L’EWMA) et résultats sont représentés sur la Figure 6-19 (pour les six 
premiers points de mesures) et la Figure 6-20 (pour les six autres points de mesures). Cette analyse 
peut être utile dans le cas où l’on souhaite laisser le capteur en sommeil jusqu’à ce que son énergie 
soit suffisante. Les performances des deux prédicteurs sont résumées dans le Tableau 6-4 et il 
ressort que même en cas d’accumulation de l’énergie, le PERV offre les meilleures performances 
pour la plupart des points de mesure.  
Tableau 6-4. Comparaison des performances du EWMA et du PERV en termes d’énergie accumulée 
Points de 
mesure 
Erreur absolue sur 
l’énergie 
Erreur relative sur l’énergie (%)  
E sur l’énergie 
EWMA PEHV EWMA PERV Amélioration EWMA PERV Amélioration 
𝑉𝐸𝑃𝐵 2.14 𝜇𝐽 2.16 𝜇𝐽 0.08 0.064 20  118.61 𝜇𝐽 96.9 𝜇𝐽 18.3 % 
𝑉𝐼𝑃𝐵 18.25 𝜇𝐽 6.56 𝜇𝐽  2.98 0.24 91.94 1310.6 𝜇𝐽   758.3 𝜇𝐽 42.14 % 
𝑉𝑆𝑅𝐵 8.58 𝜇𝐽 4.13 𝜇𝐽   0.14 0.071 49.3 423.98 𝜇𝐽 227.9 𝜇𝐽 46.25 % 
𝑉𝐸𝑅𝐵 11.95  𝜇𝐽 19.45 𝜇𝐽 0.015 0.067 -- 330.46 𝜇𝐽   1657.7 𝑚𝐽 -- 
𝑉𝐼𝑀 0.9208 𝑚𝐽 2.96 𝑚𝐽 0.006 0.03 -- 61.73 𝑚𝐽 161.88 𝑚𝐽 -- 
𝑉𝑅𝑆 3.37 𝑚𝐽 8.9 𝑚𝐽 0.029 0.036  188.01 𝑚𝐽 587.67 𝑚𝐽 -- 
𝑉𝐴𝑆𝑅 756.54 𝜇𝐽 308.64 𝜇𝐽   0.2 0.08 60 % 57.97 𝑚𝐽 26.77 𝑚𝐽 53.8 % 
𝑉𝐴𝑅1 229.88 𝜇𝐽 212.62 𝜇𝐽  0.14 0.18 -- 36.16 𝑚𝐽 12.58 𝑚𝐽 65.2 % 
𝑉𝐴𝑅2 0.4576 𝑚𝐽 1.38 𝑚𝐽 0.054 0.16 -- 33.5 𝑚𝐽 81.4 𝑚𝐽 -- 
𝑉𝐴𝑅3 2.74 𝑚𝐽 3.6 𝑚𝐽 0.3 0.09 70 % 221 𝑚𝐽 429.58 𝑚𝐽 -- 
𝑉𝑉𝑀 1.65 𝑚𝐽 3.62 𝑚𝐽 0 0 -- 97.97 𝑚𝐽 349.7 𝑚𝐽 -- 
𝑉𝑉 4.91 𝑚𝐽 1.75 𝑚𝐽 0.36 0.13 63.88 344.08 𝑚𝐽 181.06 𝑚𝐽 47.4 % 
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Notons tout de même que cette méthode de gestion ne s’adapte pas aux exigences actuelles de 
l’IoT, car des évènements peuvent survenir à n’importe quel moment et il faut alors imposer au 
WS une certaine fréquence de transmission des données dépendamment du procédé contrôlé. La 
disparité dans le taux d’énergie récoltable mentionnée ci-dessus doit alors être prise en compte 
dans la conception d’un protocole de communication pour le réseau de WS. Tel sera l’objectif du 













Figure 6-17. Énergie accumulée sur un mois. (a) Extérieur pignon. (b) Intérieur pignon. (c) Sortie réducteur 
broyeur. (d) Entrée réducteur broyeur. (e) Intérieur moteur. (f) Réducteur coté sortie 















Figure 6-18. Énergie accumulée sur un mois. (a) Arbre de sortie du réducteur. (b) Arbre radial 1. (c) Arbre 



















Figure 6-19. Erreur de prédiction sur l’énergie. (a) Extérieur pignon. (b) Intérieur pignon. (c) Sortie 



















Figure 6-20. Erreur de prédiction sur l’énergie. (a) Arbre de sortie du réducteur. (b) Arbre radial 1. (c) Arbre 
radial 2. (d) Arbre radial 3. (e) Côté ventilation du moteur. (f) Ventilation du moteur. 
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6.5. Conclusion  
Dans ce chapitre qui est le plus important de cette thèse, il a été proposé un algorithme efficace 
pour prédire l’énergie récoltable des vibrations. Pour atteindre de meilleures performances, une 
base de données des vibrations suffisante a été mise en place. Celle-ci est constituée des données 
de vibrations enregistrées sur 1 mois à 12 emplacements différents du diagramme d’entrainement 
d’un BSA (qui est le cas d’étude considéré dans cette thèse). Partant des signaux de vibrations, un 
modèle électromécanique prenant en considération la dynamique réelle du système a été conçu 
avec l’outil Simscape de Matlab; ceci pour évaluer l’évolution temporelle de la puissance récoltable 
à chaque emplacement. Dans un premier temps, la puissance a été estimée au moyen du prédicteur 
EWMA et les erreurs de prédiction ont été quantifiées. Ensuite, partant des constats d’échec du 
prédicteur EWMA lorsqu’apparaissent des pics de puissance, le PERV qui exploite la périodicité 
due aux habitudes du procédé industriel a été mis en place.   
Les performances du PERV ont été comparées avec celles atteintes avec l’algorithme EWMA 
et des améliorations au niveau de l’erreur quadratique moyenne allant de 10 % à 90.5 % ont été 
obtenues s’agissant de l’estimation de la puissance. Pour ce qui est de l’erreur relative, les 
améliorations vont de 4.33 % à 46.46 % dépendamment du point de mesure. Globalement le PERV 
offre de meilleures performances sans nécessairement nécessité un espace de stockage élevé. Dans 
le dernier chapitre qui va suivre, étant capable d’estimer l’énergie récoltable, il est proposé une 
méthode de gestion efficace de cette énergie.          




Protocole hiérarchique à équilibrage d’énergie pour 
une gestion efficace de l’énergie récoltée 
7.1. Introduction  
Dans le chapitre précédent, la conception d’un PERV qui permet de prédire la quantité d’énergie 
disponible pour un nœud capteur par exemple a été traitée. Dans le présent chapitre, il est question 
de proposer des solutions pour gérer efficacement l’énergie récoltable. Ce chapitre traite alors de 
la conception de l’algorithme du module de gestion (PMM pour Power Management Module) dont 
la fonction est de définir le cahier des charges du WS à chaque cycle de mesure en fonction de 
l’énergie prévisible. Ce cahier de charge sera traduit par la taille maximale des données qu’un WS 
peut transmettre à la fin d’un cycle de mesures ou encore par la portée de transmission maximale; 
ceci sur la base de l’énergie prévue pour être récupérée.  L’objectif général des méthodes proposées 
ici sera l’amélioration de la QoS du réseau industriel de WS. Il sera alors question d’asservir les 
performances des nœuds capteur à la quantité d’énergie disponible.   
La méthode la plus couramment utilisée dans la littérature pour asservir les performances du 
WS à la quantité d’énergie disponible est celle de l’adaptation du rapport cyclique [322, 323]; elle 
consiste à laisser le capteur en mode sommeil jusqu’à ce que l’énergie récoltée soit suffisante pour 
transmettre les données. Dans le cadre de cette thèse, cette stratégie a été utilisée dans la conception 
d’un WS récolteur d’énergie vibratoire. Les performances atteintes ont montré qu’il était possible 
pour le WS de transmettre des données à seulement 310 m toutes les 10 min [115]. Un tel rapport 
cyclique peut être satisfaisant dans le contrôle des grandeurs physiques comme la température (qui 
varie lentement du fait de l’inertie thermique), mais serait inapproprié pour une mesure de 
vibrations par exemple.    
Rappelons qu’il est ressorti de l’analyse temporelle des signaux de vibrations que certains nœuds 
avaient des capacités de récolte plus élevées que d’autres (Cf. Figure 6-3). Partant alors de cette 
observation, il est évident que les WS à forte capacité de récolte auront la possibilité de transmettre 
des données suffisantes et d’autres pas, pour une durée fixée du cycle de mesures. Pour le cas 
spécifique de la stratégie du rapport cyclique, les nœuds à capacité de récolte élevée auront une 
fréquence de transmission supérieure à celle des WS ayant une capacité de récolte faible.   
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Toutefois dans le contrôle d’un procédé industriel par plusieurs WS, il est important pour une 
éventuelle intervention que les données aux différents points de mesures soient accessibles aux 
mêmes instants. D’où la nécessité d’équilibrer le niveau d’énergie des différents nœuds du réseau. 
Tel est l’objectif général de ce chapitre dans lequel il sera question de mettre en place, pour le 
réseau de WS un Protocole Hiérarchique à Équilibrage d’Énergie (PHEE). L’un des protocoles 
visant déjà cet objectif dans le cas des WS alimentés par une batterie est le protocole LEACH. Dans 
ce protocole, il est question d’une rotation de la tête de cluster à chaque cycle de mesures afin 
d’éviter l’épuisement de la batterie d’un même CH pour tous les cycles de mesures.   
Avant d’arriver à la conception du PHEE, il sera question dans la section 7-2 de rappeler les 
principaux paramètres qui permettent d’évaluer la QoS du réseau ainsi que le modèle de 
consommation d’un WS. À partir du modèle de consommation, les paramètres d’asservissement 
des performances des WS seront définis et évalués dans la section 7-3. Partant alors des limites 
observées au niveau des performances des WS dans la section 7-3, le PHEE sera alors mis en place 
dans la section 7-4 pour pallier ces insuffisances. Les résultats de ce chapitre permettront également 
d’évaluer le gain obtenu dans la gestion de l’énergie en utilisant le PERV.  Les méthodes de gestion 
développées dans ce chapitre font partie de la publication [123]. 
 
7.2.   Généralités sur la Qualité de Service d’un réseau de capteurs 
sans fil et modèle de consommation des nœuds    
7.2.1. Qualité de Service dans les réseaux de capteurs sans fil  
La QoS est l’un des aspects majeurs de toute application et les WS n’en sont donc pas épargnés. 
Pour ces derniers, la QoS traduit la capacité du capteur à garantir les performances exigées par 
l’application [18]. Elle peut être évaluée à travers de nombreux aspects tels que le retard dans la 
transmission des données, le débit, la fiabilité, la précision des données et la durée de vie du réseau. 
Dans le cas des WS récolteurs d’énergie ambiante, la question de durée de vie ne se pose plus 
lorsque le PMM assure à son nœud un état neutre en énergie (c.-à-d. que l’énergie récoltée reste 
supérieure à la dépense énergétique). S’agissant des autres aspects, elles font intervenir les 
différentes couches protocolaires du WS (Cf Figure 2-5), et pour une application donnée, très 
souvent, la QoS exigée est définie en faisant des compromis [324]. Dans le cadre de cette thèse, 
elle sera quantifiée évalué à travers le débit et la portée de transmission de nœuds.    
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Pour le cas particulier de la couche application, la QoS est spécifiée par les utilisateurs. Dans la 
couche transport, la QoS est évaluée à travers la fiabilité des données, la bande passante, et le retard 
[325]. Dans la couche réseau, il est question du retard (dû aux communications à plusieurs sauts), 
de la probabilité de congestion, de l’efficacité énergétique et de la robustesse du routage. En 
résumant ces différents aspects, la QoS peut être évaluée à travers la quantité et/ou qualité des 
données pouvant être transmises. Dans cette thèse, il est traité de la capacité des nœuds en termes 
de quantité de données pouvant être transmises à la station de base et dans la sous-section suivante 
le modèle de consommation utilisée pour l’évaluation des performances est défini.  
7.2.2. Modèle de consommation des WS et paramètres d’asservissement 
Pour toutes les solutions envisagées pour optimiser la QoS des WS, des nœuds serons supposés 
assurer une activité qui se résume à la capture, au traitement et à la transmission des données à la 
station de base. 
L’énergie pour la capture des données 𝐸acqui(𝑏) qui dépend seulement de la taille des données 
est définie comme dans l’équation (3-1) du chapitre 3 à savoir :  
             𝐸acqui(𝑏) = 𝑏. 𝑉sup. 𝐼sens. 𝑇sens +
𝑏. 𝑉sup
8
(𝐼read. 𝑇read + 𝐼write. 𝑇write)                       (3 − 1) 
Les différents paramètres de cette équation ont été définis dans le chapitre 3 et les valeurs 
considérées pour l’évaluation sont reportées dans le Tableau A-1. 
Pour traiter 𝑏 bits de données, l’équation (3-3) du chapitre 3 sera utilisée; ainsi, le coût 
énergétique sera exprimé comme suit :  
                              𝐸mic(𝑏) = 𝑏. (𝑁cyc. 𝐶avg. 𝑉sup








))                        (3 − 3) 
La définition et la valeur des différents paramètres d’évaluation sont également fournies dans le 
Tableau A-1. 
On supposera que chaque nœud est équipé d’un émetteur LoRa SX1280 et l’énergie dissipée 
pour transmettre les données à la distance 𝑑 est alors quantifiée par l’équation (3-47) dont 
l’expression est la suivante :  




2 𝑆𝑅 . 𝑑
𝑛. 2𝑆𝐹 . 𝑁sym
𝐵𝑊
                                    (3 − 47) 
avec 𝑁sym qui est le nombre de symboles défini comme suit :  
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      𝑁prea + 6.25 + 8 + 𝑐𝑒𝑖𝑙 (
max(𝑏 + 16 − 4. 𝑆𝐹 + 𝑁ent, 0)
4. 𝑆𝐹
)   pour  𝑆𝐹 = 5                    (7 − 1) 
Avec la fonction 𝑐𝑒𝑖𝑙 qui permet d’arrondir au nombre entier supérieur suivant.  
De ce qui précède, l’énergie totale dépensée par le WS durant un cycle de mesure est quantifiée 
comme ci-dessous :  
                                       𝐸𝑊𝑆(𝑏, 𝑑) = 𝐸acqui(𝑏) + 𝐸mic(𝑏) + 𝐸tx𝐿𝑜𝑅𝑎(𝑏, 𝑑)                                 (7 − 2) 
L’équation (7-5) offre ainsi trois possibilités d’asservir les performances du nœud, à l’énergie 
récoltée. Il s’agit de la taille 𝑏 des données contenues dans la charge utile et de la portée 𝑑 de 
transmission du WS. La troisième possibilité est la période de transmission dans le cas d’une 
stratégie d’adaptation du rapport cyclique. Dans l’hypothèse où toute l’énergie récoltée est dédiée 
au fonctionnement du WS, le module de gestion de l’énergie fonctionnera alors comme illustrée 
sur la Figure 7-1 ci-dessous. Sur cette figure, 𝑏𝑚𝑎𝑥 représente la taille maximale des données 
pouvant être transmises et 𝑑𝑚𝑎𝑥 la portée maximale de transmission pouvant être atteinte.  
 
Figure 7-1. Différentes méthodes proposées pour la gestion efficace de l’énergie 
  Comme montré sur la Figure 7-1, les possibilités envisagées sont les suivantes :  
• soit la transmission pour une durée de cycle de mesure et une distance de transmission fixées 
au préalable, du maximum de données possible (𝑏𝑚𝑎𝑥). Ce premier cas de figure peut être utile 
pour diminuer la longueur de la file d’attente des données stockées dans la mémoire du capteur 
[326].  
• soit la transmission pour une durée de cycle de mesure et une taille de données fixée au 
préalable, à la distance la plus élevée possible (𝑑𝑚𝑎𝑥). Cette stratégie serait adaptée pour les 
PERV 
PMM 
Énergie estimée 𝐸𝐻𝑖  
Dépense énergétique 𝐸𝑊𝑆(𝑏, 𝑑)  
Calculer 𝑏𝑚𝑎𝑥  pour une portée fixée 
et une durée de cycle connue   
Calculer 𝑑𝑚𝑎𝑥  pour une taille de 
donnée fixée et une durée de cycle 
connue   
Adapter le rapport cyclique pour 𝑑 et 
𝑏 fixée 
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réseaux en maille assez denses et permettrait de minimiser les délais de transmission dus aux 
communications multi sauts [327].  
• soit l’adaptation du rapport cyclique; dans ce cas, la taille des données et la distance de 
transmission sont préalablement définies.  
Pour simplifier l’écriture, dans le cas de la maximisation de la taille des données, le protocole 
utilisé sera abrégé PMTD (Protocole à Maximisation de la Taille des Données). Dans le cas de la 
maximisation de la portée de transmission, le protocole sera désigné par PMPT (Protocole à 
Maximisation de la Portée de Transmission).  
Quel que soit le protocole considéré (PMTD ou PMPT), il sera chaque fois question pour le 
PMM d’utiliser la totalité de l’énergie récoltée (estimée par le PERV) durant le cycle en cours pour 
la transmission des données à la fin du cycle. S’agissant de l’énergie récoltée durant le cycle de 
mesure, elle est désignée par 𝐸𝐻𝑖 pour le capteur 𝑖 et est définie comme suit :  
                                                                     𝐸𝐻𝑖 = ∫ 𝑝𝑃𝐸𝑅𝑉(𝜏). 𝑑𝜏
𝑡+𝑇
𝑡
                                                           (7 − 3) 
avec 𝑇 qui est la durée d’un cycle de mesure, 𝑝𝑃𝐸𝑅𝑉(𝜏) est la puissance récoltable durant le cycle 
de mesure en cours et 𝑡 est l’instant marquant le début du cycle en cours.  
Le problème d’optimisation de la gestion d’énergie par le PMM est alors le problème P1 formulé 
de la manière suivante :   
                                                                             min
𝑏,𝑑
(𝐸𝐻𝑖 − 𝐸𝑊𝑆(𝑏, 𝑑))                                          (7 − 4) 
sujet à :  
                                                                                   {
𝐸𝐻𝑖 − 𝐸𝑊𝑆 ≥ 0
𝑏 ≥ 0 ; 𝑑 ≥ 0
                                                 (7 − 5) 
Ce problème se résume à minimiser l’énergie résiduelle des différents nœuds à la fin de chaque 
cycle tout en évitant qu’elle ne passe par une valeur inférieure à 0. Pour assurer une QoS minimale, 
nous associons à celle-ci une taille minimale des données 𝑏𝑚𝑖𝑛 exigible par cycle de mesures. Le 
coût énergétique minimal correspondant sera désigné et 𝐸𝑚𝑖𝑛 et définie comme suit :  
                                                                𝐸𝑚𝑖𝑛 = 𝐸𝑊𝑆(𝑏𝑚𝑖𝑛, 𝑑)                                                         (7 − 6) 
Dans la section suivante, les performances individuelles des différents nœuds sont quantifiées.  
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7.3.   Performances individuelles des différents nœuds    
Dans cette section, nous avons quantifié les capacités des 12 nœuds déployés sur le diagramme 
d’entraînement du BSA (cf. Figure 6-1). Les critères de performances seront la taille des données, 
la portée de transmission et la fréquence de transmission.  
7.3.1. Performance en termes de taille des données : le PMTD  
Ici on suppose que le réseau est déployé à une distance 𝑑 suffisamment éloignée de la station de 
base; ainsi tous les nœuds sont approximativement situés à la même distance 𝑑 de celle-ci. La 
topologie considérée est alors de type étoile. Le cycle de mesure est d’une minute correspondant à 
l’échantillonnage initial des données des vibrations. La Figure 7-2 représente l’organigramme de 
fonctionnement du module de gestion de l’énergie.  
 
Figure 7-2. Organigramme pour la maximisation de la taille des données transmissibles 
Oui 
Calcul de 𝐸𝐻𝑖+1 avec l’équation (7-3) 
Non 
𝑖 = 𝑖 + 1 
Début 
Entrées : 𝑏𝑚𝑖𝑛 , 𝑏𝑚𝑎𝑥, 𝑑, 𝑇, 𝑛𝑇 
Calcul de 𝐸𝑚𝑖𝑛 avec l’équation (7-6) 
𝑖 = 1 
Calcul de 𝐸𝐻𝑖 avec l’équation (7-3) 
𝑖 ≤ 𝑛𝑇 ? 
𝐸𝐻𝑖 ≥ 𝐸𝑚𝑖𝑛 ? 
Résoudre 𝑃1 par rapport à 𝑏 
𝐵(𝑖) = 𝑏∗ 
𝐸𝐻𝑖 ↤ 𝐸𝐻𝑖 − 𝐸𝑊𝑆(𝑏
∗, 𝑑) 
𝐵(𝑖) = 0 
𝑖 + 1 ≤ 𝑛𝑇 ? 
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La programmation proposée sur la Figure 7-2, permet d’évaluer à tout instant les performances 
de chacun des nœuds de même que le débit de transmission à la fin du mois. Au début de chaque 
cycle, la plage de variations des données (𝑏𝑚𝑖𝑛, 𝑏𝑚𝑎𝑥) est définie de même que la portée 𝑑 et la 
durée 𝑇 (1 𝑚𝑖𝑛) du cycle. 𝑛𝑇 représente le nombre d’échantillons prélevés sur le mois. Sous la 
base des entrées (𝑏𝑚𝑖𝑛, 𝑏𝑚𝑎𝑥 , 𝑇, 𝑑, 𝑛𝑇 ), l’énergie récoltable 𝐸𝐻𝑖 et le coût énergétique minimal 
𝐸𝑚𝑖𝑛 sont respectivement calculer à partir des équations (7-3) et (7-6). Sur cet organigramme, 𝐵 
est un vecteur qui stocke la quantité des données transmises pour chacun des cycles de mesures et 
𝑏∗ représente le minimum du problème d’optimisation 𝑃1.  
Le fonctionnement du PMM ainsi représenté, se résume à transmettre le maximum de données 
possible à la fin du cycle sous la base de l’énergie récoltable durant le cycle. L’adaptation du 
rapport cyclique est également prise en compte dans cet algorithme, car le WS reste en sommeil 
aussi longtemps qu’il n’a pas accumulé l’énergie nécessaire pour transmettre un bit de donnée. La 
portée de transmission est fixée à 1 km et la taille maximale des données transmissible est de 1500 
bits. Les résultats obtenus en termes de données cumulées sur un mois sont représentés sur la Figure 
7-3.       
• La Figure 7-3 (a) représente les données transmises à des instants quelconques au cours du 
mois. Il apparait que dépendamment de l’instant, tous les WS ne sont pas capables de 
transmettre, le moindre bit. Par exemple seulement trois nœuds (voir courbe en pointillé bleu 
sur la Figure 7-3 a) sont capables de communiquer de l’information sur l’état du procédé à la 
1647e minute (c.-à-d. au début de la deuxième journée); il s’agit du nœud 5 (qui est placé à 
l’intérieur du moteur), du nœud 6 (placé sur le réducteur côté sortie) et du nœud 11 (pour les 
vibrations côté ventilation interne du moteur). Au début de la 10e journée (courbe en pointillée 
vert sur la Figure 7-3 a), seul le capteur numéro 9 qui est situé sur l’arbre radial 2 est capable 
de transmettre 148 bits de données à la station de base.   
• Sur la Figure 7-3 (b), il est représenté la somme totale des données transmises au cours du mois 
par chacun des WS. Ce résultat est en accord avec celui de la Figure 7-3 (a) et permet d’observer 
que bien qu’ayant accumulée de l’énergie durant un mois, seulement 6 nœuds sont capables de 
transmettre des données à la station de base. Le plus fort débit étant atteint avec le WS situé sur 
l’arbre de sortie du réducteur (𝐵𝐴𝑅𝑆). Cette figure révèle aussi que le WS situé sur le réducteur 
côté sortie (𝐵𝑆𝑅) transmet moins de données; ce qui est en contradiction avec le fait que ce soit 
le point de plus fort taux de récolte d’énergie.  











Figure 7-3. Performance individuelle des WS en termes de tailles de données et de fréquence de 
transmission 
• La Figure 7-3 (c) permet d’expliquer la dernière observation faite sur la Figure 7-3 (b). Elle 
représente l’évolution temporelle des données cumulées transmises au cours du mois. On peut 
observer que le WS avec le plus fort taux de récolte est celui qui commence à transmettre les 
données avant les autres nœuds ce qui contribue à épuiser rapidement sa réserve d’énergie.  
Une autre observation logique sur cette figure est le fait que les nœuds restant en sommeil le 
plus longtemps possible transmettent plus de données à long terme contrairement aux WS à 
capacité de récolte élevée qui commence très tôt la transmission avec des tailles de données 
élevées et épuisent leur réserve énergétique assez rapidement.   
La Figure 7-3 (d) qui représente une image du nombre de bits transmis par chaque nœud en 
fonction du temps permet de confirmer les résultats précédents et d’observer en même temps la 
fréquence de transmission des différents WS. Comme le suggère l’image, les WS qui commencent 
leurs transmissions assez tôt ne sont plus capables de transmettre par la suite. Il est important de 
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préciser que ces résultats sont étroitement liés à la valeur maximale de la taille des données définie 
dans l’algorithme. Par exemple un équilibre des performances des différents nœuds pourrait être 
obtenu en diminuant la taille maximale des données. 
En diminuant la taille maximale des données pouvant être transmises on obtient pour 10 bits au 
maximum les résultats montrés sur la Figure 7-4. La première observation est que la diminution de 
𝐵max (de 1500 à 10 bits) n’a aucun effet sur les nœuds déjà dans l’incapacité de transmettre. Pour 
permettre à ces nœuds de transmettre, il faudrait plutôt agir sur la taille minimale des données 
pouvant être transmises. La diminution de la taille maximale des données a cependant permis de 
rétablir la hiérarchie observée au niveau de la capacité de récolte d’énergie. De façon plus 
spécifique, on obtient que le WS avec le plus fort taux de récolte (cf. Figure 6-19 f), est celui qui 
transmet en tout temps le plus grand nombre de données (𝐵𝑅𝑆). D’autre part, en limitant les 
capacités des WS à 10 bits maximum, on transmet moins de données à long terme (la Figure 7-3 b 
et la Figure 7-4 b montrent que l’on passe de plus de 2.5 Mbits à seulement 170 bits sur le mois). 
Dans la suite, les performances des différents WS en termes de portée de transmission sont 





Figure 7-4. Effet de la diminution de la taille des données sur la capacité du réseau  
7.3.2. Performance en termes de portée de transmission : le PMPT  
Dans cette sous-section, la taille 𝑏 des données est fixée et la portée maximale de transmission 
des différents nœuds est quantifiée. L’organigramme est le même que celui montré sur la Figure 
7-2 à la différence que le problème de minimisation est résolu par rapport à la distance 𝑑 et non 
plus par rapport à la taille 𝑏 des données. La taille des données est de 200 bits et la portée varie 
entre 100 𝑚 et 1500 𝑚. Les analyses sont effectuées en termes de portée maximale et de quantité 
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de données transmises sur un mois d’observation. Les résultats obtenus sont montrés sur la Figure 
7-5 et les observations qui en découlent sont les suivantes.  
• La Figure 7-5 (a) montre les nœuds qui sont capables de transmettre à des instants pris au 
hasard. Le constat est le même que celui dans le cas de l’asservissement par la taille de 
données; c’est-à-dire que tous les nœuds ne peuvent pas transmettre à tous les cycles de 
mesure.   
• La Figure 7-5 (b) permet d’identifier les nœuds qui ont pu transmettre des données durant 
le mois. On y voit que 8 nœuds ont pu communiquer de l’information exploitable sur l’état 
du procédé. La figure permet également d’obtenir la somme des données transmises par 
chaque nœud sur le mois. Comme dans le cas de l’asservissement par la taille des données, 
la hiérarchie définie dans le taux de récolte n’est pas respectée s’agissant de la somme des 









Figure 7-5. Portée maximale et quantités de données transmises sous la base de l’énergie récoltée pour une 
taille des données de 200 bits 
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• La Figure 7-5 (c) représente l’évolution de la somme cumulée des données et il y a apparait 
que le WS avec le plus fort taux de récolte est le premier à pouvoir transmettre de données.  
• Finalement, la Figure 7-5 (d) qui donne une image de la fréquence de transmission, permet 
de valider les résultats précédents en montrant que le nœud à fort taux de récolte épuise sa 
réserve énergétique aux premiers cycles de mesure.           
Les résultats de cette section ont permis de constater qu’il serait difficile de contrôler 
complètement le procédé industriel étudié en utilisant l’énergie récoltée des vibrations. Même en 
minimisant la taille des données certains nœuds n’ont pas été capables de transmettre de 
l'information. Cela rend alors difficile d’implémenter le réseau de capteurs récolteurs d’énergie 
ambiante sans un apport (à certains nœuds) d’énergie externe au système. Cette limitation est 
surmontée dans la section suivante par la mise en place d’un protocole hiérarchique à équilibrage 
d’énergie.   
7.4.   Optimisation des performances en autonomie du réseau de 
WS : Le Protocole Hiérarchique à Équilibrage d’Énergie.   
7.4.1. Brief état de l’art 
Dans la plupart des études sur des WS alimentés par un système de récolte de l’énergie ambiante, 
les auteurs ne proposent que les performances individuelles des nœuds récolteurs d’énergie sans 
s’intéresser aux performances globales du réseau. Ainsi la plupart des techniques de gestion de 
l’énergie ne concernent qu’un seul nœud récolteur [328, 329]. Dans [328] par exemple un 
contrôleur, PID (Proportionnelle Intégrale Dérivée) permettant de mesurer l’écart entre l’énergie 
récoltée et l’énergie stockée dans la batterie du WS, est conçu pour un ajustement automatique des 
spécifications du WS à chaque cycle de mesure. Dans [329], la stratégie de l’adaptation du rapport 
cyclique est utilisée pour asservir les performances du WS aux capacités d’une poutre 
piézoélectrique alimentée par une vibration de 0.15 g à 40 Hz. Les résultats obtenus dans ce dernier 
travail montrent que le WS est capable de transmettre des données toutes les minutes. Cependant, 
les résultats de la section précédente de cette thèse, ont permis de constater qu’un réseau de WS 
récolteurs d’énergie ambiante est par nature hétérogène. De plus, un seul capteur n’est pas suffisant 
pour contrôler la plupart des systèmes automatisés; comme exemple, le cas du procédé étudié ici 
nécessite 12 capteurs.  
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Quelques solutions ont toutefois été proposées pour gérer efficacement l’énergie dans les 
réseaux récolteurs d’énergie ambiante [330-332]. La plupart de ces solutions sont des variantes du 
protocole LEACH initialement proposé dans [27], dans le but d’équilibrer la dépense énergétique 
des nœuds alimentés par une batterie. Dans la version initiale du protocole, il est suggéré un 
traitement local des données et une rotation de la tête de cluster à chaque cycle de mesure. La 
minimisation de la consommation énergétique est ainsi atteinte en réduisant la portée de 
transmission de chaque WS; ceci par un traitement local des données. Le choix de la tête de cluster 
est effectué sous la base de l’énergie résiduelle de chaque nœud.  
Depuis la publication du protocole LEACH dans [27], de nombreuses variantes ont été 
proposées, mais toujours pour des WS alimentés par une batterie. Quelques propositions des plus 
importantes sont résumées dans [333]. Ce n’est que très récemment que certains travaux ont 
considéré une adaptation du protocole LEACH aux réseaux récolteurs d’énergie ambiante [330-
332]. Dans [330], il est proposé un schéma de sélection de la tête de cluster et contrairement au 
LEACH original, trois types de WS coexistent dans chaque cluster. Il s’agit de la tête de cluster, 
des WS membres et d’un WS de planification dont la fonction est d’enregistrer l’énergie résiduelle 
de chaque WS. Le WS planificateur a pour fonction de désigner la tête de cluster au début de 
chaque cycle de mesure. Pour ce protocole [330], le taux de récolte pour le cycle en cours n’est pas 
pris en compte; cela aura alors pour conséquence, une diminution de la QoS du réseau; ceci en 
augmentant le retard dans la transmission des données. Dans [331], il est utilisé le même schéma 
que celui de [330] avec seulement deux types de nœuds dans le cluster (la tête de cluster et les WS 
membres). Une fois de plus, le prédicteur n’est pas intégré dans la conception et la QoS est définie 
sous la base de l’énergie disponible. En plus, les analyses dans [331] sont basées sur l’énergie 
solaire.  
Contrairement aux travaux sus-référencés, il est question ici d’intégrer dans la hiérarchisation 
du réseau, à la fois l’énergie résiduelle de chaque WS ainsi que le taux de récolte prévu d’ici à la 
fin du cycle de mesure. Cela permettra d’utiliser une grande partie de l’énergie disponible d’ici la 
fin d’un cycle pour augmenter la taille des données transférées à la station de base. Une vue 
conceptuelle du protocole proposé est présentée dans la sous-section suivante.                   
7.4.2. Vue conceptuelle du protocole   
En considérant le constat selon lequel les taux de récolte des différents WS n’étaient pas égaux, 
nous envisageons dans le protocole proposé de définir, au début de chaque cycle, une hiérarchie 
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des différents WS du réseau. Le classement des WS est établi sous la base du niveau d’énergie au 
début de chaque cycle, de chacun des nœuds. 𝐸𝑖 désigne le niveau d’énergie du nœud 𝑖 et défini 
comme suit :  
                                                                         𝐸𝑖 = 𝐸𝑅𝑖 + 𝐸𝑃𝐸𝑅𝑉𝑖                                                          (7 − 7) 
avec 𝐸𝑅𝑖 l’énergie résiduelle réelle du nœud 𝑖 au début du cycle de mesure et 𝐸𝑃𝐸𝑅𝑉𝑖 l’énergie 
prévue pour être récoltée durant le cycle et estimée par le PERV. Une énergie 𝐸𝑚𝑖𝑛 correspondant 
à la QoS minimale, est fixée et tous les nœuds ayant un niveau 𝐸𝑖 d’énergie inférieure à 𝐸𝑚𝑖𝑛 sont 
classées comme des nœuds nécessiteux tandis que les WS avec une énergie supérieure à 𝐸𝑚𝑖𝑛 sont 
des nœuds autosuffisants.      
Une fois cette hiérarchie établie, il sera par la suite effectué un équilibrage de l’énergie des 
différents WS. Dans le protocole, le WS autosuffisant avec l’énergie la plus élevée commencera à 
distribuer son supplément d’énergie au nœud nécessiteux ayant le plus faible déficit d’énergie et 
ainsi de suite. Cela permettra de maximiser le nombre de WS pouvant transmettre durant un cycle 
de mesure. Une fois cet équilibrage atteint, tous les nœuds transmettront le maximum de données 
possible selon leur niveau d’énergie (ceci pour éviter de longues files d’attente dans la mémoire 
des données). Le protocole proposé pour assurer ce minimum de QoS au réseau est alors qualifié 
de Protocole Hiérarchique à Équilibrage d’Énergie (PHEE). L’algorithme de fonctionnement se 
résume aux différentes étapes représentées sur le diagramme de la Figure 7-6 ci-dessous.  
 
Figure 7-6. Étape de conception du PHEE 
Mise à jour de l’énergie 
résiduelle (𝑬𝑹𝒊) au début du 
cycle de mesure   
Calcul du taux de 
récolte prévu 
𝑬𝑷𝑬𝑹𝑽𝒊    
Calcul du niveau d’énergie 
de chaque nœud avec 
l’équation (7-7).    
Fixer un coût énergétique 
minimal 𝑬𝒎𝒊𝒏 en fonction 
de la QoS requise.    
Proposer une classification des différents WS. 
• Nœud nécessiteux si 𝑬𝒊 < 𝑬𝒎𝒊𝒏. 
• Nœud autosuffisant si 𝑬𝒊 ≥ 𝑬𝒎𝒊𝒏. 
Définir la hiérarchie des différents WS 
en allant du moins au plus nécessiteux 
et du plus autosuffisant au moins 
autosuffisant. 
Commencer la distribution 
de l’énergie en équilibrant les 
niveaux d’énergie des nœuds 
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Le code Matlab permettant d’évaluer des performances du PHEE est donné en Annexe D.  Les 
hypothèses et restrictions suivantes sont utilisées pour les résultats qui vont suivre :  
• lors du transfert de l’énergie entre les différents WS, il est supposé que les nœuds aient des 
antennes avec des gains unitaires. 
• le gain du canal de transmission entre deux nœuds est également unitaire de sorte que toute 
la puissance transférée est entièrement reçue par le WS nécessiteux. 
• le fonctionnement de matrice qui pilote n’est pas traité dans le cadre de cette thèse.  
• Pour éviter des interférences, l’accès multiple par répartition dans le temps (TDMA pour 
Time Division Multiple Access) est considéré.    
En suivant alors les différentes étapes montrées sur la Figure 7-6, les principaux résultats 
obtenus en comparaison avec ceux obtenus dans la sous-section précédente sont montrés sur la 
Figure 7-7, la Figure 7-8, la Figure 7-9 et la Figure 7-10. Selon l’exigence de QoS, est évalué, le 
nombre de nœuds capable de transmettre des données, les données transmises par chacun des 
nœuds ainsi que la somme des données transférées sur le mois. 
7.4.3. Performances du PHEE  
La Figure 7-7 représente les performances du PHEE pour une taille maximale des données de 
100 bits avec une dépense énergétique de 10 𝜇𝐽 bit⁄ .  
• La Figure 7-7 (a et b) montre le nombre de nœuds en capacité de transmettre à des instants pris 
au hasard dans le mois. Globalement il est obtenu qu’aux instants considérés, le PHEE permet 
de transférer plus de données. Il est également observé un équilibrage dans la taille des données 
transférées à station de base. Les nœuds à plus fort taux de récolte (5, 6 et 11) ont pu équilibrer 
le déficit d’énergie des nœuds les moins nécessiteux (7, 8, 9 et 12) afin de leur permettre de 
transmettre la taille maximale des données qui est de 100 bits. On obtient également que les 
nœuds les plus nécessiteux (1, 2, 3 et 4) soient capables de transférer le minimum d’un bit. En 
utilisant le PMTD (Figure 7-7 b), il est obtenu que seul le nœud 2 est capable de transmettre 
tout au plus 45 bits de données aux instants considérés.  
• La Figure 7-7 (c et d) représente les données cumulées sur le mois. Avec le PHEE (cf. Figure 
7-7 c), il est obtenu que 8 nœuds (les 3 avec le plus fort de taux de récolte et les 5 les moins 
nécessiteux) sont capables à chaque cycle de mesure de transférer le maximum de données de 
100 bits. Les nœuds les plus nécessiteux sont capables de communiquer le minimum 
d’informations sur l’état du procédé. Sur la Figure 7-7 (d), on observe que les WS avec les plus 
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faibles taux de récolte sont capables de transmettre plus de données à long terme. Cela est dû 
au faible coût énergétique associé à la transmission d’un bit de donnée (𝐸𝑚𝑖𝑛 = 10 𝜇𝐽) et au 
fait que les nœuds à fort de récolte épuisent rapidement leur réserve d’énergie en transférant le 













Figure 7-7. Comparaison des performances du PHEE et du PMTD pour 𝒃𝒎𝒂𝒙 = 𝟏𝟎𝟎 𝒃𝒊𝒕𝒔 et 𝑬𝒎𝒊𝒏 = 𝟏𝟎 𝝁𝑱. 
(a), (c) et (e) PHEE. (b), (d) et (f) Performances du PMTD  
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• Les observations précédentes sont confirmées sur la Figure 7-7 (e et f) qui représente 
l’évolution des données cumulées durant le mois. Dans le cas du PHEE (cf. Figure 7-7 e), le 
réseau est équilibré, avec 8 nœuds qui transmettent le maximum de données et les quatre autres 
nœuds qui transmettent quand même le minimum requis. Relativement à la somme globale des 
données transmises dans le mois, on peut conclure qu’avec le PHEE, les WS sont capables 
grâce à l’énergie récoltée de transférer jusqu’à 4.5 Mbits de données sur le mois alors qu’en 
maximisant simplement la taille des données, moins d’un Mbit de données sont transférés sur 
la même période. Le PHEE, permet donc de mieux gérer l’énergie récoltée par les différents 
nœuds dans la configuration actuelle. Dans la suite, est analysé l’effet de l’augmentation de la 
QoS en augmentant la taille minimale des données. 
L’effet d’une augmentation de la QoS requise sur les performances du PHEE est montré sur la 
Figure 7-8. Pour cela, la taille minimale des données transmissibles est chaque fois augmentée 
tandis que la taille maximale reste fixée à 100 bits. Globalement, il est obtenu que le nombre de 
WS capables de transmettre la taille maximale des données diminue dans le cas du PHEE (6 nœuds 
pour 10 bits minimum, 4 nœuds pour 30 bits minimum et seulement 3 nœuds pour 50 bits 
minimum). Cela est dû au fait que le déficit d’énergie pour les WS nécessiteux augmente en 
fonction de la taille minimale des données. Dans le cas du PMTD, l’augmentation de la QoS 
contribue à diminuer la somme des données transmises dans le mois. Dans ce dernier cas de figure, 
les mêmes observations faites ci-dessus par rapport aux WS à fort taux de récolte restent valables ; 
il s’agit du fait que ces nœuds épuisent toutes leurs énergies pendant les premiers cycles de mesures. 
Pour toutes les valeurs de QoS considérées sur la Figure 7-8, le PHEE offre les meilleures 
performances en termes de somme cumulées des données que le PMTD.   
S’agissant de la Figure 7-9, qui concernent l’effet de la taille maximale 𝑏𝑚𝑎𝑥 des données 
pouvant être transférées à la station de base, il en découle les observations ci-dessous.  
• L’augmentation de 𝑏𝑚𝑎𝑥 permet avec le PHEE d’augmenter la somme des données transmises 
durant le mois par les 8 nœuds équilibrés (seulement 2.5 Mbits pour 𝑏𝑚𝑎𝑥 = 50, 7 Mbits pour 
𝑏𝑚𝑎𝑥 = 150 et jusqu’à 12 Mbits pour 𝑏𝑚𝑎𝑥 = 150). Dans le cas du PMTD, une augmentation 
de 𝑏𝑚𝑎𝑥 contribue plutôt à diminuer les données transmises sur le mois, car les WS capables 
de récolter suffisamment d’énergie épuisent leur réserve aux premiers cycles de mesure.     
• Les capacités des WS nécessiteux diminuent avec l’augmentation de 𝑏𝑚𝑎𝑥 dans le PHEE ; cela 
s’explique par le fait qu’ils transmettent plus que le minimum requis aux premiers cycles de 
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mesure ce qui diminue fortement leur énergie résiduelle augmentant en conséquence leur déficit 
énergétique. Il est également important de mentionner que les performances atteintes avec le 
PHEE pour les nœuds nécessiteux sont du même ordre de grandeur que celles obtenues avec le 
PMTD (Cf Figure 7-9 e et f).    















Figure 7-8. Influence de 𝒃𝒎𝒊𝒏 sur les performances du PHEE et du PMTD. (a), (c) et (e) PHEE. (b), (d) et (f) 
PMTD 
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Dans la suite, est analysé l’effet de l’augmentation du coût énergétique associé à la capture, au 
traitement et à la transmission d’un bit de donnée. Cette analyse prend en compte la portée de 
transmission et l’impact du canal de transmission. Dans un premier temps, il sera considéré une 
taille des données variable (cf. Figure 7-10) ; puis une taille des données fixe (cf. Figure 7-11). 















Figure 7-9. Influence de 𝒃𝒎𝒂𝒙 sur les performances du PHEE et du PMTD. (a), (c) et (e) PHEE. (b), (d) et (f) 
PMTD  
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Figure 7-10. Influence de 𝑬𝒎𝒊𝒏 sur les performances du PHEE et du PMTD. (a), (c) et (e) PHEE. (b), (d) et (f) 
PMTD 
S’agissant de la Figure 7-10 qui montre l’effet de l’énergie minimale requis pour un bit (𝐸𝑚𝑖𝑛) 
dans le cas d’une taille des données variable, les observations qui en découlent sont les suivantes :  
• Pour le PHEE, l’augmentation du coût énergétique par bit entraîne une diminution du 
nombre de WS équilibrés dans le réseau (9 WS jusqu’à 50 𝜇𝐽 bit⁄  et seulement 7 WS pour 
100 𝜇𝐽 bit⁄ ). La quantité des données transmises reste constante pour les WS équilibrés et tous 
les WS sont capables de transférer au moins 1 bit de données par cycle de mesures.   
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Dans le cas du PMTD, il est plutôt observé une augmentation de la capacité du WS transmettant 
la plus grande quantité de données durant le cycle de mesures. Toutefois les quantités des données 
transmises par chacun des WS restent inférieures à celles transférées dans le cas du PHEE (moins 
d’un Mbit durant tout le mois).  















Figure 7-11. Influence de 𝑬𝒎𝒊𝒏 sur les performances du PHEE et du PMTD pour une taille de données fixe. 
(a), (c) et (e) PHEE.  (b), (d) et (f) PMTD 
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La Figure 7-11 représente le cas d’une situation réelle dans laquelle la taille des données requises 
pour chaque cycle de mesures est constante. Dans ce cas le coût énergétique, quel que soit le cycle 
de mesures est le même. Globalement, on observe que lorsque la dépense énergétique du WS est 
faible, le PHEE permet de contrôler l’entièreté du procédé (en offrant la possibilité à tous les nœuds 
de communiquer). Cependant avec le PMTD, tous les nœuds ne sont pas capables de communiquer 
de l’information sur l’état du procédé. Pour seulement 10 𝜇𝐽 par cycle de mesures, seulement 7 
nœuds sont actifs ; ce nombre passe à 4 lorsque le coût énergétique est de 50 𝜇𝐽. Lorsque le coût 
énergétique devient élevé, le PHEE a des difficultés à équilibrer le niveau d’énergie de tous les WS 
du réseau. Seulement 7 nœuds sont capables de communiquer de l’information lorsque la demande 
d’énergie par nœuds et par cycle est de 100 𝜇𝐽.   
La Figure 7-12 montre la plage d’efficacité du PHEE ; pour cela, est comparé le nombre de WS 
actifs en fonction du coût énergétique associé à la QoS requise.  
 
Figure 7-12. Plage d’efficacité du PHEE 
Les résultats obtenus montrent qu’avec le PHEE, tous les 12 nœuds sont capables de 
communiquer de l’information sur l’état du système pour une QoS pouvant nécessiter 
jusqu’à 65 𝜇𝐽 par nœud et par cycle de mesure. Tandis que le maximum de nœud pouvant 
communiquer dans le cas du PMTD est de 8 nœuds ; ceci pour un coût énergétique très bas. Au-
delà du coût énergétique de 65 𝜇𝐽, nous observons que le nombre de nœuds actifs fluctue entre 3 
et 9. Cette diminution/augmentation du nombre de nœuds actifs s’explique par le fait que durant 
certains cycles de mesures, le déficit énergétique de certains WS nécessiteux n’a pas pu être 
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comblé. Ces nœuds étant restés en mode sommeil ont pu accumuler de l’énergie pour être actifs 
durant le cycle de mesures suivant.  
Globalement sur la Figure 7-12,  jusqu’à 160 𝜇𝐽, les performances du PHEE restent supérieures 
à celles du PMTD. Au-delà de ce coût énergétique, les deux protocoles offrent les mêmes 
performances avec seulement les trois nœuds à plus fort taux de récolte qui seront capables de 
transmettre des données. Le PHEE permet ainsi de mieux contrôler le procédé industriel en offrant 
la possibilité à tous les WS du système de transmettre des données. 
7.5.   Conclusion     
Dans ce dernier chapitre, a été proposé une méthode de gestion efficace de l’énergie récoltée 
des vibrations sur le diagramme d’entraînement du BSA. Contrairement à la stratégie de 
l’adaptation du rapport cyclique, la possibilité de prédire l’énergie récoltable a été exploitée pour 
augmenter la taille des données pouvant être transmises à la station de base. La technique de gestion 
ainsi proposée contribuerait à réduire la problématique de file d’attente dans les différents WS du 
réseau. Les solutions proposées dans ce chapitre visent à la fois l’optimisation des performances 
de chaque nœud individuellement; combiné à une optimisation des performances du réseau de WS.  
Ainsi, dans un premier temps, il a été considéré seulement, la maximisation de la taille des données 
selon les capacités de chacun des WS (cas du PMTD). Avec le PMTD, il a été obtenu que tous les 
WS ne soient pas capables de transmettre des données.  Ensuite, le PHEE a alors été mis en place 
pour contourner cette limite en équilibrant le niveau d’énergie des différents WS. Les résultats 
obtenus ont montré que les 12 WS sont tous capable de communiquer de l’information sur la 
position contrôlée lorsque le coût énergétique associé est inférieur à 65 𝜇𝐽 par cycle. Ces 
performances peuvent encore être améliorées si sont incorporées dans le système de récolte des 
solutions d'amplification de la puissance aux moyens des techniques de traitement non linéaire 
présentées dans le chapitre 4.           
         
  




Conclusions et perspectives  
La question de l’autonomie énergétique des capteurs sans fils déployés dans les environnements 
difficilement accessibles est une problématique majeure qui fait l’objet de nombreux travaux de 
recherches ces dernières années. L’une des solutions les plus considérées est celle de la récolte de 
l’énergie ambiante (Energy Harvesting en anglais) et cette thèse a été une contribution dans ce 
domaine. Contrairement à la plupart des travaux sur le sujet qui considèrent les solutions de récolte 
de l’énergie solaire, la solution utilisée dans cette thèse est basée sur la récolte de l’énergie des 
vibrations pour accompagner l’exigence d’automatisation des applications industrielles de 
l’Internet des Objets (IoT). Toujours à l'inverse des contributions connexes, il est plutôt traité de 
l’autonomie énergétique d’un réseau de capteurs sans fil et non d’un nœud capteur pris 
individuellement.  
8.1. Principaux résultats  
Cinq objectifs spécifiques ont été suivis dans cette thèse. Le premier a été de quantifier la 
consommation énergétique des nœuds capteurs sans fil en prenant en compte les protocoles IoT 
ainsi que le matériel qui constitue le nœud capteur. Le deuxième objectif concernait les solutions 
d’optimisation des convertisseurs mécano électriques pour la conversion des vibrations en énergie 
électrique. Le troisième objectif traitait de la quantification de la puissance transférable via des 
ondes RF. Le quatrième objectif a été celui visant l’optimisation des performances des différents 
nœuds capteurs du réseau, ceci à travers la conception d’un prédicteur de l’énergie récoltable. Enfin 
le cinquième objectif visait l’optimisation des performances d’un réseau de capteurs autonome; et 
la solution proposée est celle de l’équilibrage du niveau d’énergie des différents nœuds du réseau. 
Les principaux résultats atteints ont été organisés à travers les sept premiers chapitres de cette thèse. 
Dans le premier chapitre, il a été premièrement spécifié le contexte de l’étude et une 
comparaison des principales sources primaires couramment utilisées pour l’alimentation des 
capteurs sans fil, a été proposée. Cette comparaison a permis, compte tenu du contexte industriel 
de l’étude, de justifier le choix porté sur l’énergie issue de vibrations. La principale problématique 
traitée dans cette contribution a ensuite été présentée; à savoir celle posée par la quantité aléatoire 
de l’énergie récoltable.   
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Partant de cette problématique, une étude bibliographique des solutions proposées a été 
rapportée au chapitre 2 à partir de laquelle, les principales contributions ont été dégagées. 
Rappelons qu’elles concernent la conception d’un prédicteur de l’énergie récoltable (le PERV) 
ainsi que la mise en place d’un protocole de gestion efficace de l’énergie récoltée (le PHEE).  
Pour l’analyse de la faisabilité de cette étude, il a été question dans le chapitre 3 de l’estimation 
du budget énergétique des nœuds capteurs sans fil. Les paramètres qui influencent la consommation 
des nœuds ont été définis et deux protocoles représentatifs utilisés dans les communications courtes 
et longues portées ont été analysés. Un accent particulier a été porté au cas du protocole LoRa qui 
répond plus aux exigences actuelles de l’IoT.  
Dans le chapitre 4, une discussion approfondie sur la conversion des vibrations en énergie 
électrique a été proposée. Ce chapitre permettait ainsi de fixer les bases pour l’optimisation des 
performances des circuits de récolte de l’énergie vibratoire. Il a été obtenu que les techniques de 
traitement non linéaires peuvent être utilisées pour amplifier l’énergie récoltée. Cependant, les 
performances atteintes sont optimales seulement pour une plage fréquentielle bien définie.  
Dans le chapitre 5, a été présenté le principe de la conversion des ondes radiofréquences en 
énergie électrique. Les résultats de ce chapitre permettent d’évaluer les niveaux d’efficacité de 
conversion RF/DC atteints ces dernières années. De plus, une méthode de conception ainsi que la 
réalisation d’un circuit rectenna opérant à 2.45 GHz ont été proposées. Le circuit proposé dans 
cette thèse permet d’obtenir une efficacité de conversion de 71 % à seulement -2 dBm de puissance 
incidente.   
Dans le chapitre 6 qui est le plus important de cette thèse, un Prédicteur d’Énergie Récoltable 
des Vibrations (le PERV) a été proposé. Les performances du prédicteur ont été comparées avec 
celles d’un prédicteur de l’état de l’art; le EWMA qui est très utilisé. Le procédé industriel qui est 
celui du diagramme d’entraînement d’un broyeur à la mine Laronde a été décrit (types et 
emplacement des différents capteurs). Les données de vibrations ont été enregistrées durant 31 
jours à 12 emplacements différents sur le procédé avec un échantillon prélevé toutes les minutes. 
Pour obtenir de faibles erreurs de prédiction tout en économisant l’espace de stockage des données, 
le PERV exploite la périodicité observée dans les signaux de puissance (périodicité plus ou moins 
décalée à cause des différents régimes de fonctionnement du moteur), pour estimer la puissance 
récoltable à un instant donné. En comparaison au prédicteur EWMA, le PERV permet une 
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amélioration de l’erreur relative allant de 4.33 % à 46.46 % ainsi qu’une amélioration du RMSE 
allant de 10 % à 90.5 %.   
Dans le chapitre 7, des solutions pour gérer efficacement l’énergie récoltable ont été proposées. 
Deux protocoles ont été définis pour optimiser à la fois les performances individuelles des 
différents WS ainsi que celle du réseau en entier. La première solution mise en place est le PMTD 
qui permet de maximiser la taille des données pouvant être transmises par chaque WS; ceci sous la 
base de l’énergie résiduelle du WS et de son taux de récolte prévu. La solution permettant 
d’optimiser l’utilisation de l’énergie au niveau du réseau est le PHEE qui permet à la fois 
d’équilibrer le niveau d’énergie des différents WS tout en maximisant leur capacité de 
transmission.       
8.2. Perspectives et travaux futurs 
Les résultats atteints et présentés dans les différents chapitres de cette thèse ont été obtenus en 
combinant des méthodes analytiques et expérimentales. La possibilité de prédire la quantité 
d’énergie récoltable offre de nouvelles perspectives pour ce qui est de la gestion de l’énergie dans 
les réseaux de capteurs sans fil; par exemple :  
• Il serait intéressant d’envisager un traitement local des données ceci pour minimiser le coût 
énergétique associé à la transmission des données.  
• L’impact du type de canal de communication (Rayleigh, Rice, etc.), sur le transfert d’énergie 
entre les nœuds, devrait également être analysé.   
 Les bases théoriques pour la conception et la fabrication des circuits ayant été fixées, il serait 
aussi intéressant dans la suite de réaliser et de programmer les différents circuits notamment :  
• des transducteurs piézoélectriques appropriés selon les caractéristiques des vibrations détectées 
à chacun des emplacements.  
• du conditionnement des transducteurs piézoélectriques avec la rectenna spécifiée dans cette 
thèse  
• de la programmation du module de gestion des différents WS selon le PMTD et le PHEE 
Finalement et de façon globale, les performances présentées dans le dernier chapitre de cette 
thèse peuvent être améliorées en optimisant chacun des blocs d’un nœud récupérateur d’énergie 
vibratoire; par exemple :  
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• dans la conception des transducteurs piézoélectriques, l’impact du matériau piézoélectrique 
devrait être analysé dans le but d’optimiser les caractéristiques électriques de sortie du 
transducteur.   
• l’optimisation du rendement global du micro générateur piézoélectrique, via la conception des 
convertisseurs DC/DC appropriés et le choix judicieux des diodes de redressement, pourront 
également améliorer les performances du nœud en termes de quantité de données pouvant être 
transmises. 
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Annexe A : Paramètres d’évaluation du budget énergétique des 
nœuds capteurs 
Tableau A-1. Paramètres d’évaluation du coût énergétique des différents WS 
Paramètres Symboles Valeurs 
Dimension du réseau M×M 100 m × 100 m 
Nombre de nœuds  N 100 
Taille des paquets b 512 bits 
Taille des paquets de contrôle b1 200  [334] 
Ratio entre l’énergie dépensée en mode réception et celle 
dépensée en mode écoute 
β 0.85 
Débit du CSMA non-persistent α 0.132 [Équation (3-17)] 
Énergie dissipée dans l’amplificateur pour le modèle en espace 
libre et pour le modèle d’évanouissement par trajet multiple 
ϵfs 7nJ bit m
2⁄⁄  [125] 
Énergie dissipée dans l’amplificateur pour le modèle en espace 
libre et pour le modèle d’évanouissement par trajet multiple 
ϵamp 0.0013 pJ bit m4⁄⁄  [26] 
Énergie dissipée dans les circuits électroniques des capteurs Eelec 50 nJ/bit  [26] 
Distance entre le CH et la SB d2 150 m  
Tension d’alimentation du capteur Vsup 1.8 V [141] 
Courant nécessaire pour la capture des données  Isens 25 mA  [125] 
Courant nécessaire pour la lecture d’un octet de données  Iread 6.2 mA   [125] 
Courant nécessaire pour l’écriture d’un octet de données  Iwrite 18.4 mA  [125] 
Durée nécessaire pour la capture des données  Tsens 0.5 ms  [125] 
Durée nécessaire pour la lecture des données  Tread 565 μs [139] 
Durée nécessaire pour l’écriture des données  Twriting 12.9 ms  [139] 
Courant nécessaire pour le réveil du capteur IACM 8 mA [140] 
Courant consommé pendant le mode veille ISCM 1 μA [140] 
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Durée d’un cycle de mesure T 300 ms [140] 
Durée du mode actif d’un nœud CM TACM 1 ms [140] 
Durée du mode veille d’un nœud CM TSCM 299 ms [140] 
Durée du mode actif d’un nœud CH TACH Équation (3-30) 
Durée du mode veille d’un nœud CH TSCH Équation (3-30) 
Durée de la transition: veille→ écoute TtransON 2450 μs [132] 
Durée de la transition: écoute → veille TtransOFF 250 μs [132] 
Nombre de cycle d’horloge par tâche Ncyc 0.97 × 106 [125] 
Courant de fuite I0 1.196 mA [125] 
Fréquence du capteur f 191.42 MHz [125] 
Constante qui dépend du processeur np 21.26 [125] 
Tension thermique  Vt 0.2 V [125] 
Capacité moyenne commutée par cycle Cavg 7 pF [141] 
Facteur d’étalement  SF 5 − 12 
Bande passante  BW {203  ; 406; 812 ; 1625} kHz 
Nombre de symbole dans le préambule Nprea 2 
Nombre de symboles dans l’en-tête Nent 0 
Sensibilité de l’émetteur-récepteur LoRa SX1280  SR −132 dBm [154] 
Fréquence de l’émetteur/récepteur LoRa fLoRa 2.4 GHz [154] 
Efficacité de conversion pour la réception de l’énergie 
radiofréquence  
𝜂 71 % (Chapitre 5) [106] 
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Annexe B : Machinerie du cas d’étude considéré dans cette thèse 
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Annexes C : Spécifications des instruments de mesures utilisées 
durant la thèse. 
Tableau C-2. Quelques dispositifs expérimentaux utilisés durant la thèse 










Caractérisation des rectennas à 
900 MHz et à 2.45 GHz 
 
 





Investigation de la récolte 
d’énergie ambiante à 900 MHz, 







Mesures des vibrations dans la 






Enregistrement des signaux lors 
la caractérisation de la récolte 
des vibrations dans le 
locomotive minière 
Générateur de fonction 
FG100 (3B Scientific) 
Générer des vibrations à une 
fréquence et à une amplitude 
bien définies 
Générateur de vibration 
U58556001 (3B 
Scientific) 
Vibrer à la fréquence et à 
l’amplitude imposée par le 
générateur de fonction 
Composite QP21B (Mide 
Technology) 
Transducteur piézoélectrique 
pour la conversion des 
vibrations en énergie électrique 
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Annexes D : Code Matlab pour l’évaluation des performances du 
PHEE. 
Entrées : 𝑏𝑚𝑖𝑛 , 𝑏𝑚𝑎𝑥, 𝑑, 𝑛𝑇, ∆𝑇, 𝑛𝑁, 𝐸 
Initialisation : MatEn_dep=zeros(nT,nN); MatEn_depAvanDist=zeros(nT,nN); % Énergie de départ  
MatEn_res=zeros(nT,nN);  Mat_Bit=zeros(nT,nN); MatEn_res(1,:)=E(1,:); 
for t=2:nT 
    MatEn_dep(t,:)=MatEn_res(t-1,:)+E(t,:)-E(t-1,:); % Énergie de départ de chaque nœud 
    MatEn_depAvanDist(t,:)=MatEn_dep(t,:); % Énergie de départ avant distribution 
    % RECHERCHE DES NOEUDS NÉCESSITEUX 
    id=1; % initialisation de l'index pour les nœuds nécessiteux 
    for j=1:nN 
        if MatEn_dep(t,j)<EWS_min 
            Noeud_nec(id,1)=j; 
            Noeud_nec(id,2)=EWS_min-MatEn_dep(t,j);% Calcul du gap d'énergie 
            id=id+1; 
        end 
    end 
    Noeud_nec=sortrows(Noeud_nec,2); % Classification du niveau d'énergie 
    Nnec=size(Noeud_nec,1); 
    % RECHERCHES DES NOEUDS AUTOSUFFISANTS 
    id=1; % initialisation de l'index pour les nœuds nécessiteux 
    for j=1:nN 
        if MatEn_dep(t,j)>EWS_min 
            Noeud_suf(id,1)=j; 
            Noeud_suf(id,2)=MatEn_dep(t,j)-EWS_min;% calcul du gap d'énergie 
            id=id+1; 
        end 
    end 
    Noeud_suf=sortrows(Noeud_suf,2,'descend');% Classification selon le  niveau d'énergie 
    Nsuf=size(Noeud_suf,1); 
    % Test  
    if ~isempty(Noeud_nec)&~isempty(Noeud_suf); % faire la procédure si les matrices ne sont pas 
vides  
        % DÉBUT DE DISTRIBUTION DE L'ÉNERGIE  
        for w=1:Nsuf  % prend le premier nœud suffisant et dispactche son énergie. 
            Esuf=Noeud_suf(w,2);Esuf_i=Esuf; % on garde la valeur de départ 
            Jsuf=Noeud_suf(w,1); 
            for z=1:Nnec 
               Enec=Noeud_nec(z,2); 
               Jnec=Noeud_nec(z,1); 
               if (Esuf>=Enec)&(Enec<EWS_min) 
                   MatEn_dep(t,Jnec)=MatEn_dep(t,Jnec)+ Enec; 
                   Noeud_nec(z,2)=EWS_min; 
                   Esuf=Esuf-Enec; 
                   MatEn_dep(t,Jsuf)=MatEn_dep(t,Jsuf)-Enec; 
               end  
            end 
%             MatEn_dep(t,Jsuf)=MatEn_dep(t,Jsuf)-(Esuf_i-Esuf); 
        end 
    end  
% TRANSMISSION DU MAXIMUM DE DONNÉES EN FONCTION DE L’ÉNERGIE DISPONIBLE  
    for j=1:nN 
        Err=0; 
        if  MatEn_dep(t,j)>=EWS_min 
        Err=abs(EWS-MatEn_dep(t,j)); %abs(EWS-E(t,j)); 
        B=b1(Err==min(Err)); 
        Mat_Bit(t,j)=B; 
        else  
            B=0; 
            Mat_Bit(t,j)=B; 
        end  
         MatEn_res(t,j)=MatEn_dep(t,j)-min(Err); % Energie restante  
    end  
end 
 
 
