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Abstract
For n-tuples over the algebraic system (R,⊕,⊗) = (R,max,+), concepts such as lin-
ear dependence, space and basis may be defined by analogy with classical linear algebra.
Whenever a space is finitely generated, it possesses a basis and all its bases are trivially related
and therefore have the same cardinality. However, for any given n > 2, spaces with bases of
arbitrary cardinality may be constructed, as well as spaces with no basis.
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1. Introduction and preliminaries
1.1. Introduction
If we replace addition and multiplication of real numbers by the operations of
taking the maximum of two numbers and of adding two numbers respectively, we
obtain the so-called max-algebra which offers an attractive language to deal with
certain problems in automata theory, scheduling theory, and discrete event systems,
see e.g. the monographs of Baccelli et al. [1], Cuninghame-Green [3] and Zimmer-
mann [10]. Among other papers in this area are Cuninghame-Green [4], Gaubert
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[5] and Gondran and Minoux [7]. Specifically, significant effort has been devoted to
building a theory similar to that of linear algebra, as for instance in [3], to systems
of linear equations, eigenvalue problems, independence, rank and dimension.
The attractiveness of max-algebra is related to the fact that both its algebraic oper-
ations are commutative and associative, and that they satisfy the distributive law.
Hence many of the basic tools from classical linear algebra are available in max-
algebra as well.
The aim of this paper is to examine the possibility of defining bases in max alge-
bra. The emphasis is on bases of finite or finitely generated sets. In the remainder
of Section 1 we present introduction, definitions and preliminary results. Section 2
provides the main results: every finite set has a basis which can be found efficiently
and all bases have the same cardinality. The question of upper bounds on the size of
a basis is discussed. Building on the results of Section 2 we prove in Section 3 that
every set which is finitely generated has a finite basis and that these two properties
are essentially equivalent (Theorem 3.2). We then use range seminorms to prove non-
existence of finite bases for a certain type of subspace. It follows from these results
that in particular Rn has no finite basis. In Section 4 we then show that although Rn
has a countable generating set, it does not have a basis of any cardinality.
We note that the results of this paper are strongly related to [8] in which similar
questions were studied for pseudomodules, and even more general structures. If our
ground set R was extended to R ∪ {−∞} then some of the results of this paper would
immediately follow from [8], most importantly the existence of a unique basis up
to scaling for any finitely generated set. To the authors’ knowledge this immediate
inference does not apply to finitely generated sets of vectors with finite entries, which
is obviously a case of practical importance. The proof of this unique existence state-
ment in the present paper relies on arguments completely different from those in [8].
Unlike that paper we also study quantitative and algorithmic aspects of dimension,
bases of seminorm-bounded sets (Theorems 3.4–3.6), bases of Rn (Theorem 3.7) and
infinite bases (Theorem 4.1).
1.2. Definitions
Let us denote a ⊕ b = max(a, b) and a ⊗ b = a + b for a, b ∈ R. The iterated
product a ⊗ a ⊗ · · · ⊗ a in which the element a is used k-times will be denoted by
a(k). Consistently, we should write a(−1) for −a but to avoid notational complexity
we shall write simply a−1.
Let us extend the pair of operations (⊕,⊗) to matrices and vectors in the same
way as in conventional linear algebra. That is, if A = (aij ), B = (bij ) are matrices
or vectors over R of compatible sizes then we write C = A⊕ B if cij = aij ⊕ bij for
all i, j and C = A⊗ B if cij =∑⊕k aik ⊗ bkj for all i, j. We also define α ⊗ A =
(α ⊗ aij ) for α ∈ R.
For any set X and positive integers n,m the symbol Xn×m will denote the set of
all n×m matrices over X.
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Throughout the paper W will be a given (finite or infinite) set of n -tuples (called
vectors) from Rn. If U is a nonempty finite subset {u1, u2, . . . ,ut } ofW and w ∈ W ,
we write w ∼ U to denote the existence of a linear dependence
w =
⊕∑
j=1,...,t
uj /=w
λj ⊗ uj . (1.1)
If V is also a subset of W , we write V ∼ U to mean that v ∼ U for all v ∈ V .
Now 1.1 states that w is expressible as a linear combination of all elements of U,
with the exception of w if w ∈ U . As the following lemma suggests, apart from this
exception, there is no loss of generality in including all elements of U in the above
linear combination.
Lemma 1.1. For any x, y ∈ Rn there is a λ ∈ R such that x ⊕ λ⊗ y = x.
Proof. If x = (x1, . . . , xn)T, y = (y1, . . . , yn)T then for the λ we may take any
value not exceeding min(x1 ⊗ y−11 , . . . , xn ⊗ y−1n ). 
A nonempty, finite subset U of the set W is called
• generating (W) if w ∼ U for every w ∈ W \ U ,
• independent if w ∼ U does not hold for any w ∈ U and
• a basis of W if it is both a generating and independent subset of W .
It immediately follows from these definitions that the empty set and all one-ele-
ment sets are independent. Also, U is a basis of W if and only if for each w ∈ W ,
either w ∈ U or w ∼ U but not both. Clearly, if U,V are bases of W and U ⊆ V
then U = V . In fact a somewhat stronger statement holds: If U is generating and V
is independent then U ⊆ V implies U = V .
For convenience we shall use the word “space” to denote any set of vectors closed
with respect to ⊕ and to ⊗-multiplication by a scalar. Notice that this does not pre-
sume the existence of a neutral element.
1.3. Checking linear dependence
If A = (aij ) ∈ Rn×m and b = (b1, . . . , bn)T ∈ Rn then a max-algebraic linear
equation system (briefly a linear system or system) is
⊕∑
j=1,...,m
aij ⊗ xj = bi (i = 1, . . . , n) (1.2)
or, in a more compact form
A⊗ x = b. (1.3)
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If we ⊗-multiply the ith equation in (1.2) by b−1i (i = 1, . . . , n) then all right-
hand sides will become zero. We shall call such a system normalized. Let us denote
the set of row indices {1, . . . , n} by N , the set of column indices {1, . . . , m} by M
and let Mj = {k ∈ N; akj = maxi∈N aij } for all j ∈ M . The following is a standard
solubility criterion for normalized systems [3,9].
Theorem 1.1. The system A⊗ x = 0 is soluble in Rm if and only if⋃mj=1 Mj = N
(or, equivalently, every row of A contains a column maximum).
We call w ∈ U dependent in U if (1.1) holds for some λj ’s and free in U other-
wise. Theorem 1.1 offers a simple method for deciding which of the columns of a
given matrix are dependent in the set of columns.
Algorithm FREECOLUMNS
Input: Matrix A = (aij ) ∈ Rn×m
Output: Decision about each column of A whether it is dependent in the set of
all columns of A.
<1> For each l = 1, . . . , m do steps <2 >–<4>:
<2> For all i = 1, . . . , n, j = 1, . . . , m, j /= l find zij := aij ⊗ a−1il .
<3> For all j = 1, . . . , m, j /= l find Mj := {k ∈ N; zkj = maxi zij }.
<4> If
⋃m
j=1,j /=l Mj = N then column l is dependent, else it is free, in the set
of all columns.
It is easily verified that the computational complexity of FREECOLUMNS is
O(m2n).
2. Bases of finite sets
2.1. Free sibling classes
Throughout this and next section, W = {w1, . . . ,wm} (m  2) will be a given
finite set of n-tuples over R.
By construing these n-tuples as columns of a matrix, we may use the algorithm
FREECOLUMNS to determine the n-tuples free in W , and those dependent in W .
Theorem 2.1. The elements, if any, free in W lie in every basis, if any, of W.
Proof. Let U be a basis of W . If w is free in W , we cannot have w ∼ U and so we
cannot have w ∈ W \ U since U is generating. 
However, this takes us only part of the way towards establishing a basis, because the
status of the elements dependent in W is unclear if there is more than one basis, since
elements in one basis may be a linear combination of those in another. There may in
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consequence even be no elements free in W . And it is not clear that different bases
must have the same cardinality.
These difficulties all flow from the relation of siblinghood: Elements wi ,wj of
W are called siblings if wi = λ⊗ wj for some λ ∈ R. Since this definition allows
the possibility that i = j , it implies the decomposition of W into equivalence classes
of siblings, or sibling classes. It is clear that the elements, if any, free in W all have
singleton sibling classes.
A subset of W which contains exactly one element from each sibling class will
be called a section of W .
Theorem 2.2. If in a certain section of W there are elements free in this section,
suppose they are exactly those lying in sibling classes C1, . . . , Ch. Then there are
elements free in any section of W, namely those lying in sibling classes C1, . . . , Ch.
Proof. Since any linear dependence, say of wi on wj1 , . . . ,wjt trivially implies a
linear dependence of any sibling of wi on any siblings of wj1 , . . . ,wjt , no element of
C1 in any other section can be linearly dependent on elements of other sibling classes
in that other section. Similarly for C2, . . . , Ch. Since the situation is symmetrical
between the two sections, the result follows. 
In the affirmative case of the foregoing theorem, we shall call C1, . . . , Ch the
free sibling classes. The algorithm FREECOLUMNS for finding the columns of a
matrix free in the set of all columns may be adapted to finding free sibling classes of
W . Specifically, at each pass through the elements of W to determine the dependence
or freedom of a particular w ∈ W , we may recognize the siblings of w and remove
them from consideration, simultaneously building the sibling class of w. Siblings of
w are recognized as constant columns after the normalization using w in step <2>
(or, equivalently as columns whose every entry is a column maximum, i.e. Mj = N).
The following algorithm results:
Algorithm SIBLINGCLASS
Input: Set W = {w1, . . . ,wm} (m  2)
Output: The sibling class S(wl ) of each vector wl ∈ W and the decision whether
this class is a free sibling class.
<1> S := ∅
<2> For each l = 1, . . . , m, l /∈ S do steps <3>–<6>:
<3> For all i = 1, . . . , n, j ∈ M \ S find zij := wij ⊗ w−1il
<4> Set Ml := N and for all j ∈ M \ S, j /= l
find Mj := {k ∈ N; zkj = maxi zij }
<5> S(wl ) := {j ∈ M;Mj = N}, S := S ∪ (S(wl ) \ {l})
<6> If
⋃
j∈M\S
j /=l
Mj /= N then S(wl ) is a free sibling class.
112 R.A. Cuninghame-Green, P. Butkovicˇ / Linear Algebra and its Applications 389 (2004) 107–120
Example 2.1. LetW be the set
{(
3
1
)
,
(
0
−6
)
,
(
1
7
)
,
(
5
3
)
,
(−1
5
)}
. Then the algo-
rithm finds successively
l = 1 : (zij ) =
(
0 −3 −2 2 −4
0 −7 6 2 4
)
,
M1 = {1, 2},M2 = {1},M3 = {2},M4 = {1, 2},M5 = {2},
S(w1) = {1, 4}, S = {4}.
l = 2 : (zij ) =
(
3 0 1 · −1
7 0 13 · 11
)
,
M1 = {2},M2 = {1, 2},M3 = {2},M5 = {2},
S(w2) = {2}, S = {4}, S(w2) is free.
l = 3 : (zij ) =
(
2 −1 0 · −2
−6 −13 0 · −2
)
,
M1 = {1},M2 = {1},M3 = {1, 2},M5 = {1, 2},
S(w3) = {3, 5}, S = {4, 5}, S(w3) is free.
2.2. Gaussian analogue
Let U = {u1, . . . ,up} and V = {v1, . . . , vr} be subsets of W . We assume V is
nonempty, but initially that U could be empty.
Lemma 2.1. Suppose r > 1 and that for some k (1  k < r) there holds
{vk, . . . , vr} ∼ U ∪ {vk, . . . , vr}.
Then, provided that none of vk+1, . . . , vr is a sibling of vk there also holds
{vk+1, . . . , vr} ∼ U ∪ {vk+1, . . . , vr}.
Proof. We present the argument by analogy with Gaussian elimination. The given
dependencies may be written as
vj =
⊕∑
h∈{k,...,r}\{j}
ajh ⊗ vh ⊕
⊕∑
i∈{1,...,p}
βji ⊗ ui (j = k, . . . , r).
Using the expression for vk to substitute in the others, we obtain for j = k + 1, . . . , r:
vj = ajk ⊗ akj ⊗ vj ⊕
⊕∑
h∈{k+1,...,r}\{j}
(ajk ⊗ akh ⊕ ajh)⊗ vh
⊕
⊕∑
i∈{1,...,p}
(ajk ⊗ βki ⊕ βji)⊗ ui .
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Now if equality could hold between vj and ajk ⊗ akj ⊗ vj on any row, it would
imply
ajk ⊗ akj = 0.
But, from the given dependencies, vj  ajk ⊗ vk and vk  akj ⊗ vj , whence
vj  ajk ⊗ vk  ajk ⊗ akj ⊗ vj = vj ,
implying that vj = ajk ⊗ vk , i.e. that vk and vj are siblings.
Hence, the term ajk ⊗ akj ⊗ vj is dominated on every row in the expression for
vj and may be deleted, giving for j = k + 1, . . . , r a set of dependencies vj ∼ U ∪
{vk+1,..., vr}. 
Theorem 2.3. If V ∼ V ∪ U, and no two elements of V are siblings, then U is
nonempty and V ∼ U.
Proof. If r  2, apply Lemma 2.1 (if necessary) for k = 1, 2, . . . , r − 2 to arrive
finally at {vr−1, vr} ∼ U ∪ {vr−1, vr}. We infer that U must be nonempty, since
{vr−1, vr} ∼ {vr−1, vr} would state that vr−1, vr are siblings. Applying Lemma 2.1
now gives {vr} ∼ U ∪ {vr}. Hence we must have U nonempty, otherwise (from the
definition of the symbol “∼”) the notation would be vacuous. So in all cases, vr ∼ U
(from the definition of the symbol “∼”). But since the numbering of the elements of
V is arbitrary, the result follows. 
We remark that given dependencies may be written in matrix form as
V = V ⊗M ⊕ U ⊗ P.
The iterative solution of equations of this kind, with V regarded as unknown,
has been systematically studied in e.g. Zimmermann [10], following work by Carré
[2], Gondran and Minoux [6,7], and others, drawing attention to the analogue with
classical iterative schemes by Jacobi, Gauss and Jordan.
It is easy to derive by iteration the necessary condition
V = V ⊗M(s) ⊕ U ⊗ P ⊗
(
I ⊕M ⊕M(2) ⊕ · · · ⊕M(s−1)
)
, ∀s  1.
We may then adapt the proof of Lemma 2.1 to show that to avoid siblings, not
only all products ajk ⊗ akj must be negative, but all cycle-products of the form
aj1j2 ⊗ aj2j3 ⊗ · · · ⊗ ajr j1 must be negative. This condition is sufficient (e.g. [4,10])
to ensure that the sequence
I ⊕M ⊕M(2) ⊕ · · · ⊕M(s−1) ⊕ · · ·
converges at a finite value of s to the transitive closure matrix (M); but also that for
sufficiently large values of s we have V > V ⊗M(s) whence V = U ⊗ P ⊗ (M),
giving an alternative proof that V ∼ U .
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2.3. Characterising bases
Theorem 2.4. If W ′ is a section of W, then there are elements free in W ′ and they
form a basis of W.
Proof. Let U be the set of elements free in W ′, let V = W ′\U be the set of elements
dependent in W ′ and let S = W\W ′. Then V ∼ V ∪ U , so from Theorem 2.3, U is
nonempty and V ∼ U since V is sibling-free. Obviously, U is an independent set,
its elements being free in W ′. And clearly S ∼ V ∪ U since every element of S is
a sibling of some element of W ′, so S ∼ U . Hence W\U = V ∪ S ∼ U , so U is a
generating set in W . 
Theorem 2.5. If U is any basis of W then there exists a section W ′ of W such that
U is the set of elements free in W ′.
Proof. As U is independent, each of its elements must come from a different sibling
class of W . From each remaining sibling class, choose one element, to form a set V .
Evidently, W ′ = U ∪ V is a section of W . Let T be the set of elements free in W ′.
Evidently T ⊆ U since U generates W . But T is a basis of W by Theorem 2.4, so
T = U . 
Theorem 2.6. All bases of W have the same cardinality.
Proof. From Theorems 2.4 and 2.5, the bases of W are exactly the sets produced by
choosing one element from each free sibling class. 
Taking the earlier example, the algorithm SIBLINGCLASSES establishes the
following sibling classes:
{(
3
1
)
,
(
5
3
)}
,
{(
0
−6
)}
,
{(
1
7
)
,
(−1
5
)}
and simultaneously extracts the following section
{(
3
1
)
,
(
0
−6
)
,
(
1
7
)}
,
in which the second and third elements are found to be free. Thus the second and
third sibling classes are free, and there are two bases, both of cardinality 2:
{(
0
−6
)
,
(
1
7
)}
,
{(
0
−6
)
,
(−1
5
)}
.
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2.4. Cardinality of bases
Since elements of W are drawn from Rn, one might intuitively suppose that the
possible cardinalities of bases of finite sets would be bounded as a function of n.
Indeed, for n = 1, it is clear that every basis of every finite set has cardinality 1.
Moreover:
Proposition 2.1. Let n = 2. Then the cardinality of a basis of any finite W ⊆ Rn is
1 or 2.
Proof. Let W =
{(
x1l
x2l
)
; l = 1, . . . , m
}
, with m  3, where without loss of gen-
erality we assume x11 ⊗ x−121  x12 ⊗ x−122  · · ·  x1m ⊗ x−12m . Then the algorithm
FREECOLUMNS finds that the elements of
{(
x1l
x2l
)
; 1 < l < m
}
are not free in
W . For, at stage l, (1 < l < m), the algorithm seeks column-maxima in a set con-
taining
(
x11 ⊗ x−11l
x21 ⊗ x−12l
)
and
(
x1m ⊗ x−11l
x2m ⊗ x−12l
)
. Clearly, it finds 1 ∈ M1, 2 ∈ Mm and so(
x1l
x2l
)
is a dependent element in W . 
However, for greater values of n, the intuitive result does not apply.
Proposition 2.2. Let n  3. Then for each natural number m = 1, 2, . . . , there
exists a finite W ⊆ Rn with a basis of cardinality m.
Proof. First, suppose n = 3, and consider W =



 xj0
x−1j

 ; j = 1, . . . , m

, for any
distinct nonzero x1, . . . , xm ∈ R. Evidently the sibling classes of W are singletons.
Moreover, the algorithm FREECOLUMNS finds that all elements of W are free in
W . For example, at stage l, the algorithm seeks column-maxima in the set


xj ⊗ x−1l0
x−1j ⊗ xl

 ; j /= l

. Since xj /= xl when j /= l, it follows that 2 /∈ Mj for any
j /= l, so no

 xl0
x−1l

 can be dependent in W. Hence W is a basis of itself. For n > 3
it suffices to extend all elements of W by n− 3 components of arbitrary value. 
Propositions 2.1 and 2.2 are based on results previously presented in [3].
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3. Bases of infinite sets
3.1. Finitely generated sets
Suppose now that the (possibly infinite) set W contains a generating subset W˜ =
{w1, . . . ,wm}, so W is a set of some expressions of the form∑⊕j=1,...,m λj ⊗ wj . In
other words W is a (possibly proper) subset of the column-space of the matrix whose
columns are w1, . . . ,wm. In such a case we say that W˜ is finitely generated.
Theorem 3.1. Let U be a basis of W˜ . Then U is also a basis of W. In fact, a given
subset S of W˜ is a basis of W if and only if: |S| = |U | and the elements of S are, in
some order, siblings of the corresponding elements of U.
Proof. It is clear that U is also a basis of W , and then so is any set consisting of
exactly one sibling of each element of U . Conversely, let S be any basis of W . If
U ⊆ S or S ⊆ U then U = S and the result follows. Else, consider the finite set
X = U ∪ S. Clearly both U and S are bases of X, so the result follows by (the proof
of) Theorem 2.6. 
Theorem 3.2. For any W ⊆ Rn, the following conditions are equivalent:
1. W has a basis,
2. W is finitely generated.
And then every basis of W has the same cardinality.
Proof. 1. implies 2. by definition, and Theorem 3.1 implies the converse. 
From this, the existence of a generating set gives a powerful criterion for the
existence of a basis. This is exploited further in the following sections.
In the case when W is the full column-space of the matrix whose columns are
w1, . . . ,wm, each of the free sibling classes C1, . . . , Ch within W˜ is of course a
subset of a one-dimensional space or principal ideal Di = {y; y = λ⊗ ui, ui ∈ Ci}
within W and we may speak of the free ideals. Summarising,
Theorem 3.3. Every column-space W has a decomposition as a sum of disjunct
ideals:
W =
⊕∑
i
Di,
which is unique (apart from order).
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3.2. The range seminorm
Define the range seminorm as the function τ : Rn → R given by:
τ :


x1
...
xn

 →

 ⊕∑
j
xj

⊗

 ⊕∑
j
x−1j

 .
The RHS is called the range of x and arithmetically equals the excess of the
greatest over the least of the components xj .
Proposition 3.1. The range seminorm satisfies, for all x, y ∈ Rn and λ ∈ R:
(i) τ (λ⊗ x) = τ(x),
(ii) τ (x ⊕ y)  τ(x)⊕ τ(y).
Proof. (i) is immediate.
For (ii), we have xj  xj ⊕ yj , whence x−1j  (xj ⊕ yj )−1. Thus
∑⊕
j x
−1
j ∑⊕
j (xj ⊕ yj )−1 and similarly
∑⊕
j y
−1
j 
∑⊕
j (xj ⊕ yj )−1.
Hence
τ(x ⊕ y)=

 ⊕∑
j
xj ⊕
⊕∑
j
yj

⊗

 ⊕∑
j
(xj ⊕ yj )−1


=

 ⊕∑
j
xj

⊗

 ⊕∑
j
(xj ⊕ yj )−1

⊕

 ⊕∑
j
yj

⊗

 ⊕∑
j
(xj ⊕ yj )−1




 ⊕∑
j
xj

⊗

 ⊕∑
j
x−1
j

⊕

 ⊕∑
j
yj

⊗

 ⊕∑
j
y−1
j


= τ(x)⊕ τ(y). 
For a given k  0, we now define the set Sk = {x ∈ Rn; τ(x)  k}.
Proposition 3.2. For n > 1, every Sk is a proper subspace of Rn, and every W ⊆
Rn, which is finitely generated, is a subset of Sk for some k.
Proof. That Sk is a space follows immediately from Proposition 3.1, and since Rn
has elements of arbitrarily large range, Sk is a proper subspace of Rn. If U is a
generating set in W , let k = max(τ (u); u ∈ U). Then U ⊆ Sk , so W ⊆ Sk , using
Proposition 3.1. 
Propositions 3.1 and 3.2 are based on results previously presented in [3].
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Theorem 3.4. Every Sk has a basis.
Proof. If n = 1, or k = 0, there is a generating set of cardinality 1, which is clearly
a basis. For n > 1 and k > 0, define the n× n matrix Ik with diagonal elements zero
and off-diagonal elements −k. For  ∈ Sk , component i of Ik ⊗ ξ equals
max(ξi,max
j /=i (−k + ξj )) = ξi + max(0,maxj /=i (−k + ξj − ξi)) = ξi,
since ξj − ξi  k. Hence Ik ⊗  = , showing that every  ∈ Sk is a linear combi-
nation of the columns of Ik . Clearly, the columns of Ik lie in Sk , so Sk is finitely
generated and therefore has a basis by Theorem 3.2. 
In fact, for n > 1 and k > 0, the columns of Ik form an independent set, as may be
shown using the algorithm FREECOLUMNS. At stage j , the algorithm considers a
set of columns all having −k in component j , and k in one other component, so row
j cannot provide a column-maximum. Hence:
Theorem 3.5. If k = 0, Sk has a basis of cardinality 1; else, Sk has a basis of
cardinality n.
For given n > 1, k > 0, we now define the set Tk = {x ∈ Rn; τ(x) < k}.
Theorem 3.6. Each Tk is a proper subspace of Sk, but with no generating set and
hence no basis.
Proof. That Tk is a space, and contained in Sk , is immediate. Every column of Ik
is contained in Sk\Tk , so Tk is a proper subspace. If U were a generating set in Tk ,
let k′ = max(τ (u); u ∈ U), so k′ < k and, as in Proposition 3.2, Tk ⊆ Sk′ . But the n-
tuple with first component (k + k′)/2, and other components zero, belongs to Tk\Sk′ ,
a contradiction. 
We conclude this section by noting the following for the whole space Rn: Since
Rn =⋃∞k=1 Sk we see that the union of all bases of Sk (k = 1, 2, . . .) is a countable
generating set of Rn. However, we also have:
Theorem 3.7. For n > 1, Rn has no basis.
Proof. If U were a generating set in Rn, then by Proposition 3.2, Rn ⊆ Sk , a proper
subset of Rn. 
(Clearly, for n = 1, Rn = R = Sk, ∀k  0, and Rn has a generating set of cardinality
1.)
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4. Infinite bases
Up to this point “basis” meant by definition a finite basis. Previous sections have
demonstrated that this concept “works well” while sets under consideration are fi-
nitely generated. The aim now is to show that if we allow generators to be chosen
from an infinite set, the generating and independence properties may be inconsistent.
Theorem 4.1. Let S ⊆ Rn be any set with the following property: For every x ∈ Rn
there exist a natural number m, v1, . . . , vm ∈ S and λ1, . . . , λm ∈ R so that x =∑⊕
j=1,...,m λj ⊗ vj . Then for every z ∈ S there exist a natural number m, v1, . . . ,
vm ∈ S \ {z} and λ1, . . . , λm ∈ R so that z =∑⊕j=1,...,m λj ⊗ vj .
Proof. Let z = (z(1), . . . , z(n))T ∈ S and suppose that z /=∑⊕j=1,...,m λj ⊗ vj for
any natural number m, v1, . . . , vm ∈ S \ {z} and λ1, . . . , λm ∈ R. Set
S′ = {(z(1)−1 ⊗ v(1), . . . , z(n)−1 ⊗ v(n))T; (v(1), . . . , v(n))T ∈ S}.
Then 0 /=∑⊕j=1,...,m λj ⊗ vj for any natural number m and for any v1, . . . , vm ∈ S′
and λ1, . . . , λm ∈ R. If for every k = 1, . . . , n there was a vk = (vk(1), . . . ,
vk(n))
T ∈ S′ so that vk(k)=maxi=1,...,n vk(i) then for λk = (vk(k))−1 (k= 1, . . . , n)
we would have
∑⊕
j=1,...,n λj ⊗ vj = 0, a contradiction. Thus there is a k ∈ N such
that for every v = (v(1), . . . , v(n))T ∈ S′ the inequality
v(k) < max
i=1,...,n
v(i) (4.1)
holds. It follows then that the unit vector ek /∈ S′ and so y = (z(1), . . . , z(k)⊗ 1, . . . ,
z(n))T /∈ S. Therefore, by the theorem hypothesis y =∑⊕j=1,...,m λj ⊗ vj for some
natural number m, v1, . . . , vm ∈ S and λ1, . . . , λm ∈ R and ek is a linear combina-
tion of some vectors u1, . . . ,un ∈ S′. Hence one of these vectors, say ur =
(ur(1), . . . , ur (n))T satisfies the inequality
ur(k)− 1  max
i=1,...,n,i /=r
ur (i).
But then ur(k) = maxi=1,...,n ur(i) which contradicts (4.1). 
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