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Abstract
Basins of attraction for forward invariant sets can carve out portions of phase
space where one can make predictions for asymptotic dynamics. We present com-
putational algorithms for computing inner approximations of basins of attraction
for discrete-time dynamical systems. The algorithms, based on subdivision tech-
niques for grid construction and outer approximation of images, are adaptive and
e ciently allow one to identify full dimensional portions of phase space where the
asymptotic dynamics may be described quantitatively. As illustration, we apply
the techniques to a system of three pulse-coupled oscillators, computing an inner
approximation for the basin of attraction for the synchronous (with all oscillators
firing at the same time) steady state as well as a basin of attraction for a stable,
non-synchronous steady state.
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Chapter 1
Introduction
A primary goal in analyzing dynamical systems is to make long term predictions
for trajectories arising from sets of initial conditions. Given an initial condition,
where will the solution go in time? In this work, we focus on discrete-time systems
given by maps f : X ! X, where X is the phase space and iteration of the map
f defines a solution, or trajectory, for each initial condition x0 2 X. Note that for
the techniques we describe here, we do not assume that f is continuous. In the
model of three pulse-coupled oscillators (PCO) we use for illustration, the discrete-
time map arises as a Poincare´ or stroboscopic map recording the phases of the
first two oscillators when the third oscillator fires. Due to the discontinuous e↵ect
of oscillator firing, the PCO map is only piecewise continuous. For discrete-time
models, the (forward) trajectory of x0 under f is x0, x1, . . . where xn+1 = f(xn).
Bounded trajectories limit to invariant sets A ⇢ X such that f(A) = A. Examples
of invariant sets include fixed points or steady states, periodic orbits, and even
chaotic attractors. Stable invariant sets A are those that have neighborhoods, or
open sets U with A ⇢ U ⇢ X, such that the trajectory for every initial condition
x0 2 U limits to A as n!1. For more details about invariant sets and a definition
of stability using !-limit sets, see [2].
Since stable invariant sets attract nearby initial conditions, a natural question
to ask is which initial conditions limit to a given stable invariant set A? The set of
all such initial conditions is the basin of attraction for A. Basins of attraction may
be very complicated geometrically, sometimes with fractal boundaries [2]. However,
from the viewpoint of understanding global dynamics (or understanding asymp-
totic behavior for all initial conditions), they are important sets to understand.
From a practical perspective, identifying a subset of the basin of attraction for a
stable invariant set may allow one to remove that set from further study when ana-
lyzing global dynamics. This was our initial motivation for this project – removing
subsets of the basins of attraction for stable steady states in the pulse-coupled
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3oscillator model allows us to focus our analysis and computational e↵ort on an
essentially lower dimensional subset of phase space.
Basins of attraction can have important interpretations for some models beyond
just as a means to reduce the system when studying global dynamics. For example,
in population models of invasive species, one may want to develop policies to try
to control the system to a desired, stable steady state that does not permit the
invader to overtake the native species (for construction and analysis of related
models, see [6], and for studies of basins of attraction for coexistence states in
these models, see [3]). Adopting policies to push the populations into the basin of
attraction for such a steady state allows for the underlying dynamics to then take
over in order to achieve the desired result. In a system of pulse-coupled oscillators
used to model, for example, the interactions of neurons, trying to understand the
relationship between the coupling strength and configuration of neurons (i.e., which
neurons influence which other neurons as well as the strength of this interaction)
and the likelihood of synchronization given a random initial condition leads us to
study (lower bounds on) areas of basins of attraction in the pulse-coupled oscillator
model.
In what follows, we begin by formally defining terms and concepts briefly dis-
cussed in this introduction and used repeatedly throughout this thesis. We then
introduce an example pulse-coupled oscillator (PCO) map, briefly describing the
stable steady states of interest. In Section 2.2, we describe the construction of
an outer approximation for a map f : X ! X. The outer approximation serves
as the key computational structure for rigorously computing subsets of basins of
attraction. We present an adaptive method for growing the computed subsets in
Section 3.2, illustrating the convergence of computed subsets to the true basin(s)
of attraction in the pulse-coupled oscillator model. In section 3.1, we will discuss
a phase space subdivision technique used to uncover ”hidden” regions within the
Poincare map that are only observable at increased resolutions of phase space that
is very similar to the adaptive basin approach. Finally, we discuss additional means
of optimizing the computations and the implications of these methods for further
studies of pulse-coupled oscillator systems.
Chapter 2
Background
2.1 PCO Model & Definitions
For illustration, we will present sample results for a Poincare´ map, or stroboscopic
map, for a model of three pulse-coupled oscillators. The map domain is X = [0, 1]2
and records the phases of the first two oscillators when the third oscillator fires.
A value of 1 for the phase of oscillator i corresponds to that oscillator “firing,” at
which point it may jolt other oscillators, causing them to either advance or delay
their own phases. Immediately after firing, the oscillator’s phase resets to 0. We
assume that in the absence of firing, the phases of each of the oscillators increases
at the same (constant) intrinsic rate. Key building blocks for this map are the
network topology describing which oscillator, upon firing, may jolt which other
oscillators and the phase response curve (with coupling strength) that describes
the size and direction (positive or negative) of the corresponding jolt, which is a
function of the phase of the jolted oscillator.
We choose the cycle network topology depicted in Figure 2.1(a) and the phase
response curve
 ( ) = ✏ sin
✓
2⇡ +
4⇡
3
◆
  sin
✓
4⇡
3
◆
(2.1)
with coupling constant ✏ = 0.03 depicted in Figure 2.1(b).
While we leave the more detailed derivation of this PCO map to [1], we give an
example here to o↵er some intuition about it’s construction. For the initial condi-
tion (0.6303, 0.3146) corresponding to the initial phases 0.6303, 0.3146, and 1 for
oscillators 1, 2, and 3 respectively, we have the firing sequence and corresponding
phase values shown in Figure 2.2.
Figure 2.2 shows the calculation behind setting f(0.6303, 0.3146) = (0.6303, 0.3147).
This is the first iteration of the point (0.6303, 0.3146) under the PCO mapping.
If we continue to iterate the map starting from this initial condition, that is we
4
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Figure 2.1: (a) The chosen 3-oscillator network topology indicating that for each
directed edge (i, j), when Oscillator i fires, Oscillator j (at phase  j) experiences
a jolt of  ( j) and (b) the phase response curve (2.1) with coupling constant
✏ = 0.03.
 1  2  3 description
0.6303 0.3146 1.0000 initial phases
0.6850 0.3146 0.0000 Oscillator 3 fires and resets, jolting Oscillator
1
1.0000 0.6296 0.3150 all phases advance by the same amount until
one of the phases hits 1
0.0000 0.6843 0.3150 Oscillator 1 fires and resets, jolting Oscillator
2
0.3157 1.0000 0.6307 all phases advance by the same amount until
on of the phases hits 1
0.3157 0.0000 0.6853 Oscillator 2 fires and resets, jolting Oscillator
3
0.6303 0.3147 1.0000 all phases advance by the same amount until
Oscillator 3 hits 1, stopping the computation
Figure 2.2: A sample computation for the Poincare´/PCO map f : [0, 1]2 ! [0, 1]2
showing that (up to numerical precision) f(0.6303, 0.3146) = (0.6303, 0.3147). The
sample network and PRC is given in Figure 2.1.
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keep tracking the phase of oscillators 1 and 2 as oscillator 3 fires repeatedly, we
will have a trajectory of the initial condition in phase space.
Definition 2.1.1 A trajectory is a sequence of real numbers x0, x1, x2, ... such
that f(xn) = xn+1 where x0 is any element of phase space X.
Because f(0.6303, 0.3146) = (0.6303, 0.3147), the point (0.6303, 0.3146) is close
to a steady state, or fixed point that one may solve for analytically (see similar
computations in [1]).
Definition 2.1.4 A fixed point is any real number x such that f(x) = x where
x is any element of phase space X. Using the trajectory notation, a fixed point
xn satisfies xn = xn+1 where f(xn) = xn+1. The trajectory of a fixed point is just
itself repeated.
For the remainder of this paper, we refer to this point as the asynchronous
steady state since it represents a configuration of the phases of the oscillators which
prevents synchronized (simultaneous) firing. (There are other steady states for this
map that show asynchronous behavior, but we do not study them further here.)
Note that since we think of an oscillator with phase 1 as firing and immediately
resetting it’s phase to 0, there is a natural equivalence of the four corners of the
unit square X. That is (0, 0) ⇠ (0, 1) ⇠ (1, 0) ⇠ (1, 1). Since for these initial
conditions, each of the three oscillators will continue to fire at the same time and
advance at the same rate, the points (0, 0) ⇠ (0, 1) ⇠ (1, 0) ⇠ (1, 1) are labeled the
synchronous steady state. Numerically, both the synchronous and asynchronous
steady states appear to be stable, or attracting, and this can be studied further
with numerical methods described in [1].
Definition 2.1.5 A fixed point, x, is stable if there exists a neighborhood
or open set U , x ⇢ U , such that for every u 2 U , fn(u) = x as n ! 1. The
trajectory of every element in U converges to the fixed point x as the map is
iterated indefinitely. In other words, the steady state fixed point attracts nearby
initial conditions within a bounded neighborhood or open set. Similarly, unstable
fixed points repel nearby initial conditions.
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In this paper, we show that each of these two steady states is contained in what
we call a trapping region, which is consistent with the steady states being stable.
Definition 2.1.4 A trapping region is a subset of phase space, A, A ⇢ X, such
that for every element a 2 A, fn(a) 2 A for all n 2 N. In other words, when a point
in a trajectory enters a trapping region A, all future points along the trajectory,
or all future iterations of the map, will be contained within A.
In the Figure 2.3 below, we have illustrated the trapping regions surrounding
the synchronous and asynchronous steady state fixed points in blue and cyan,
respectively. These trapping regions are significant because by definition, every
element of phase space in the trapping region will have a trajectory that converges
to the fixed point contained within the trapping region. The details for computing
trapping regions are described in Section 2.2
As described in the introduction, we are naturally interested in the initial con-
ditions in phase space that eventually map to the trapping regions surrounding
the synchronous and asynchronous steady states and therefore, map to the stable
fixed points themselves. This leads us to define the key concept of interest in this
research: basins of attraction.
Definition 2.1.7 A basin of attraction, B, for a trapping region, A, surrounding
a stable fixed point, x, is the set of all initial conditions b 2 B ⇢ X such that
fn(b) 2 A as n!1.
Example basins of attraction for the synchronous and asynchronous steady
states are shown in Figure 2.4 below in blue and cyan, respectively. The compu-
tation details for basins of attraction are described later in Section 3.2 along with
an adaptive method for computing them more e ciently.
The full map f may be determined by calculating the order in which the oscilla-
tors will fire given an initial condition or set of initial conditions and by constructing
the corresponding map incorporating appropriate jolts and phase advances. The
Poincare map in Figure 2.5 shows a decomposition of the phase space [0, 1]2 into
6 regions by firing sequence. We use a method by Allison Corish who automated
this process through the use of automatic region detection and symbolic map con-
struction using what we call a decision tree. This approach is described further in
[1] (for an explicit decision tree construction). Because it will be important later in
PCO Model & Definitions 8
Figure 2.3: The trapping region surrounding the synchronous stable steady state
at the four corners of the unit sqaure in blue, and the trapping region surrounding
the asynchronous stable steady state around (0.6, 0.3) in the unit sqaure in cyan.
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Figure 2.4: The basin of attraction for the synchronous steady state in blue and
the basin of attraction for the asynchronous steady state in cyan.
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Section 3.1, we note that on the dividing curves between the regions, which corre-
spond to two or more oscillators firing at the same time, one may choose a number
of di↵erent methods for defining the map. In our approach, we only specify that
the image of a point on the boundary between two cases should be in the union of
the images computed using each of the neighboring region maps. Equivalently, one
may think of including each of the dividing curves in one of its neighboring regions,
resulting in a full decomposition of the phase space into a finite number of regions
on which the map is defined by given maps. For now, we show a chart of the 6
regions corresponding to unique firing sequences and give the corresponding maps
on these regions. (The equations defining the regions are complicated but can be
constructed using the decision tree structure described in [1].) Due to the nature
of the jolts, the map is discontinuous across some of the boundaries between these
regions. In Section 3.1, we will discuss a computational method that was used to
place more of the dividing curve sections into an explicit firing sequence region.
3
6
5
4
1
2
Figure 2.5: The regions of phase space on which the piecewise continuous PCO
map is defined for ✏ = 0.03.
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For our study, the PCO map is the piecewise continuous map f : [0, 1]2 ! [0, 1]2
given by
f( 1, 2) = (f
(i)
1 ( 1, 2), f
(i)
2 ( 1, 2))
where ( 1, 2) is in Region i (see Figure 2.5), and
f (1)1 ( 1, 2) =  1 + ( 1)
f (1)2 ( 1, 2) =  2 + 1 + ( 2 + 1   1   ( 1))
f (2)1 ( 1, 2) =  1 + ( 1)  1  (1   2   ( 2 + 1   1   ( 1)))
f (2)2 ( 1, 2) =  2 + ( 2 + 1   1   ( 1))
+ (1   1 +  2   ( 1) +  ( 2 + 1   1   ( 1)))
  (1   2   ( 2 + 1   1   ( 1)))
f (3)1 ( 1, 2) =  1 + ( 1)  (1   2   ( 2 + 1   1   ( 1)))
f (3)2 ( 1, 2) =  2 + ( 2 + 1   1   ( 1))
  (1   2   ( 2 + 1   1   ( 1)))
f (4)1 ( 1, 2) =  1 + ( 1) + 1  (1   2)
f (4)2 ( 1, 2) =  2   (1   2)
f (5)1 ( 1, 2) =  1 + ( 1)  (1   2)
  (2   2 + (1   2)  ( 2    1   ( 1)))
f (5)2 ( 1, 2) =  2   1  (1   2) + ( 2    1   ( 1))
  (2   2 + (1   2)  ( 2    1   ( 1)))
f (6)1 ( 1, 2) =  1 + ( 1)  (1   2)
f (6)2 ( 1, 2) =  2 + ( 2    1   ( 1))  (1   2),
and   is the phase response curve (2.1).
The PCO map is both complicated to write down and discontinuous along
some of the curves that divide the phase space into the regions on which the map
is defined. One could simulate the system to try to gain more of an understanding
of where di↵erent trajectories travel in forward time. In what follows, we outline a
more systematic approach that allows us to rigorously determine large portions of
the phase space where we gain a good understanding of asymptotic dynamics. For
the PCO map, we compute inner approximations of the basins of attraction for
the stable asynchronous and synchronous states described in this section. These
examples are presented in Section 3.2
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2.2 Outer Approximation
An outer approximation is a finite representation of a dynamical system that may
be used in a computational framework to uncover rigorous results. In this section,
we briefly discuss outer approximations and the use of algorithms from graph
theory to uncover dynamics. We refer the reader to [7], [8], [5], [9] and references
therein for more details on using tools from computational topology to uncover
dynamics from outer approximations.
We begin the construction of an outer approximation by decomposing the phase
space into a finite (combinatorial) list of objects. This often begins with a restric-
tion of the phase space to an appropriate compact domain through, for example,
a priori bounds on invariant dynamics or initial simulations to uncover a region
of interest. For infinite-dimensional systems, this process also typically involves a
finite-dimensional projection of the map (see, for example, [8],[10]). For ease of ex-
position, we assume here that we are starting with a low-dimensional, rectangular
phase space X =
Qn
k=1[x
 
k , x
+
k ] ⇢ Rn. In the our example PCO map, X = [0, 1]2.
Our primary method for decomposing the phase space is subdivision in coor-
dinate directions.
This yields a (uniform) cubical grid
X (nd) :=
(
nY
k=1

x k +
irk
2d
, x k +
(i+ 1)rk
2d
 
|i 2 0, . . . , 2d   1
)
where rk = x
+
k   x k is the radius of R in the k-th coordinate and the subdivision
depth, nd, is a nonnegative integer multiple of the dimension n. We refer to G =Qn
k=1
h
x k +
irk
2d , x
 
k +
(i+1)rk
2d
i
2 X , as a grid element and |G| as its topological
realization as a subset of the phase space X. For a collection of grid elements,
G ⇢ X , |G| := [G2G|G| ⇢ X .
We next encode outer bounds on the images of the grid elements in X under
the map f .
Definition 2.2.1. A multivalued map F : X ◆ X (or map F : X ! P(X ) where
P(X ) is the power set of X ) satisfying the property that for each G 2 X ,
F(G)   {G0 2 X | |G| \ f˜(|G|) 6= ;}
is an outer approximation of f on X .
In our approach, we use outward rounding interval arithmetic calculations to
compute an outer bound f˜(|G|) on f(|G|) which we then intersect with the grid X
to produce a combinatorial cover for f˜(|G|) (and, therefore f(|G|)). For the PCO
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map, we have the added complication that we must locate the regions in phase
space on which the map is piecewise defined that |G| intersects (see Figure 2.5).
For the PCO map, we use f˜(|G|) := [i2R(|G|) ˜f (i)(|G|) where R(|G|) is the set of
numbers of all regions that |G| may intersect as determined by outward rounding
interval arithmetic. Using an appropriate outer bound, f˜(|G|), yields the outer
approximation F : X ◆ X where for B 2 X ,
F(B) = {B0 2 X | (B0) \ f˜(B) 6= ;}.
Viewing the outer approximation F as a directed graph GF = (V,E) where the
vertex set V = X is the collection of all grid elements and edge set (B,B0) for
each pair (B,B0) satisfying B0 2 F(B) allows for the use of algorithms from graph
theory to track dynamics. For example, if there is a steady state x 2 X, then for the
grid element B 2 G containing x, B 2 F(B) since F is an outer approximation on
X . Therefore, there will be a corresponding self-loop (edge (B,B)) in GF . Similarly,
periodic orbits yield corresponding cycles in GF , connecting orbits yield paths in
GF , and recurrent dynamics show up as subsets of strongly connected components
in GF .
Since we are interested in stable invariant sets, we will also focus on locating
trapping regions in GF .
A combinatorial trapping region in GF is a collection of vertices V 0 ⇢ V (or
grid elements T 2 X ) such that
F(T ) ⇢ T .
Note that since F is an outer approximation, for any combinatorial trapping region
T , it’s corresponding topological realization |T | is a trapping region for f . That
is, f(|T |) ⇢ |T | and any trajectory that enters |T | will not leave the region in
forward time.
For this project, we use the software package GAIO [4] to create and store
the grid X and to compute and store the outer approximation F . GAIO uses a
binary tree structure to store the grid, with each new level of the grid resulting
from subdivision of all of the grid elements at the previous step along one of the
coordinate directions. This binary tree structure enables e cient searches for image
intersections to find a covering by grid elements of f˜(|B|). The outer approximation
F is stored as an adjacency matrix F where for a fixed numbering of the grid
elements G 2 X from 1 to N (and by a slight abuse of notation),
F (G0, G) =
⇢
1 if G0 2 F(G)
0 otherwise.
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Given an initial guess G ⇢ X for where a trapping region may be, the following
algorithm returns a combinatorial trapping region T . (Under certain conditions
this algorithm is related to the grow isolating algorithm (Algorithm 1, [5]) but
does not require the assumption that the underlying map f is continuous.)
(Combinatorial trapping region)
T = grow trapping region(B)
while F(B) 6⇢ B
B := F(B)
end while
T := B
return T
Note that the while loop must terminate since X is finite and F(X ) ⇢ X
by definition. The set X represents the largest possible region returned by the
algorithm. To be careful, if X is not a trapping region for f then grid elements
G whose images f(|G|) 6⇢ X should be flagged. If Algorithm 2.2 returns a set T
containing such a grid element G, then |T | it is not a trapping region for f . For
example trapping regions surrounding the asynchronous and synchronous steady
states, refer to Figure 2.3 shown previously.
In Section 3.2, we describe an adaptive approach for computing the basin of
attraction for a trapping region |T |. That is, without further work we cannot
predict the asymptotic behavior of trajectories for initial conditions in the basin of
attraction beyond the statement that after a finite number of steps, the trajectory
is in |T | for all future iterations. If T = X , then this is not saying much. However,
under reasonable conditions (that the contraction towards the invariant set in T is
su ciently strong relative to our ability to control the errors incurred by outward
rounding interval arithmetic), then subdivision of X should result in increasingly
smaller computed trapping regions T . In other words, increasing the resolution of
X and F allows us to gain tighter bounds on the smallest representable trapping
region for the given invariant set. Alternatively, one could think of the size of |T |
as prescribing a resolution for the prediction, o↵ering a criterion for setting the
initial resolution (or subdivision level) for X and F .
Chapter 3
Adaptive Techniques
3.1 Adaptive Determination of Phase Space Re-
gions
As discussed in Section 2.1, dividing curves in the Poincare map are boundaries
between di↵erent firing sequence regions. At low depths, some grid boxes repesent
initial conditions in phase space that have an undetermined firing sequence. This
could be due to the box containing a portion of a dividing curve or due to outward
rounding using interval arithmetic. For discussion on interval arithmetic and its
use in the decision tree to determine firing sequence given an interval of initial
conditions, see [1]. Since each grid box in the uniform grid that is our phase space
represents an interval of  1 and  2, boxes with an undetermined firing sequence
return an overlap between the phases of two or all three of the oscillators. But what
if these boxes were smaller and over smaller phase intervals? This could potentially
lead to these smaller boxes belonging to a specific firing sequence region upon
recomputing the map. This would increase the size of the di↵erent firing sequence
regions and give us a more complete and accurate Poincare map that tells us more
information about a larger area of phase space.
We compute the PCO map on an adaptive grid : a subset of the uniform grid
at an increased depth via box subdivision. We take each grid box at depth nd
not belonging to a firing sequence region, subdivide it twice in the horizontal and
vertical directions, and recompute the PCO map on these 4 new smaller boxes at
depth nd0 = n(d + 1). In this case, n = 2 because we are dividing boxes in two
dimensions. In Figure 3.1 (a) and (b) below, we do this adaptive process on the
Poincare map from depth 10 to depth 12 at ✏ = 0.03 showing the subdivision of
the white boxes that have an undetermined firing sequence in Figure 3.1 (a) at
depth 10. In Figure 3.1 (b), some of these smaller boxes at depth 12 are found to
15
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belong to a specific firing sequence region after reapplying the map and are colored
accordingly.
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Figure 3.1: The Poincare map of firing sequence regions for ✏ = 0.03 at depth 10
(a) and adaptively from depth 10 to 12 (b).
In Figure 3.2, this adaptive process of subdividing boxes with an undetermined
firing sequence and recomputing the map on them is done repeatedly to a maximum
depth of 20. The grid lines are removed from this third figure for the reader’s
benefit. Notice how the dividing curves are extremely small when the depth is
pushed to a high level.
 1
 
2
Figure 3.2: The Poincare map of firing sequence regions for ✏ = 0.03 computed
adaptively from depth 10 to 20.
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3.2 Adaptive Algorithm for Inner Approxima-
tion of Basins
We now focus on how to use the outer approximation F to compute a basin of
attraction for a trapping region T .
Definition 3.2.1. At a fixed resolution F , the basin of attraction for T is
B := {G 2 X|Fk(G) ⇢ T for some k > 0}.
By construction, T ⇢ B(T ). Thinking of F as a directed graph, B is the
collection of all vertices, V with corresponding grid element G, such that all infinite
paths originating at V are contained in the vertices corresponding to T after a finite
number of steps. Since F is an outer approximation, fK(|B|) ⇢ |T | for some K
and, therefore, |B| is in the basin of attraction for |T | under f .
Using the adjacency matrix F , we have the following algorithm.
(Grow Basin)
B = grow basin(T , F)
B := T
growth = 1
while growth 6= 0,
growth = 0
for all G 2 X \ B,
if F (:, G) == 1 ⇢ B (or, equivalently, F(G) ⇢ B),
B = B [ {G},
growth = 1
end for
end while
return B
Given the computed adjacency matrix F at depth 12 for the PCO map and
the trapping region T for the synchronous steady state depicted in Figure 3.3(a),
grow basin(T , F ) returns the set B depicted in Figure 3.3(b). At this point, we’ve
computed an inner approximation of the (maximal basin) of attraction for T . Typ-
ically, by improving the resolution of the outer approximation, we can do better.
However, it doesn’t make sense to completely restart the computations by comput-
ing a finer grid on X. Subdivision leads to an exponential increase in the number
of grid elements. If instead we focus our attention on increasing the resolution in
the portion of phase space that has not been previously added to the computed
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basin, then we may see a much more rapid computation of the underlying basin
of attraction under f . The result is an adaptive grid, with increased resolution in
the portions of phase space when required by either the geometry of the underly-
ing basin or just slower contraction rates to the trapping region or larger error in
computing map images.
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Figure 3.3: The trapping region (a) and basin of attraction (b) for the synchronous
steady state in blue at depth 12 and ✏ = 0.1.
Using GAIO, we subdivide all boxes in the tree at depth nd that are not
contained in B to a new total depth nd0 = n(d+1), where n = 2. This is illustrated
in the transition from Figure 3.4(a) to Figure 3.4(b) where non-basin (green) boxes
are subdivided from depth 12 to depth 14. We next compute additional boxes,
Bnd0 , at depth nd0 that are in the basin of attraction for |B| and therefore, given
our construction of B, are also in the basin of attraction for |T | under f . These
new basin boxes at depth 14 are shown in Figure 3.4(b). To encode the adaptive
resolution of the constructed grid without having to further track the action of
the system on |B|, we modify the construction of the adjacency matrix F (or
equivalently, the corresponding outer approximation F or directed graph GF).
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Figure 3.4: A zoomed-in version of the previous figure (a) and the new basin boxes
computed at depth 14 after the subdivision of all non-basin green boxes (b).
Let N be the number of boxes at depth nd0. These cover only the further
subdivided portion of phase space and not |B|. The augmented adjacency matrix,
F¯ is the (N + 1) ⇥ N matrix given as follows. For a fixed numbering of the grid
elements at depth nd0, for a grid element G,
F¯ (G0, G) =
⇢
1 if |G0| \ f˜(|G|) 6= ;
0 otherwise
and
F¯ (N + 1, G) =
⇢
1 if f˜(|G|) \ |B| 6= ;
0 otherwise.
The intersection f˜(|G|) \ |B| may also be e ciently computed using GAIO
by computing the intersection at the appropriate depth of the tree. Augmenting
the adjacency matrix in this way corresponds to treating B as a single combina-
torial object in the domain X or creating a single “dummy node” (N + 1 under
the numbering scheme) representing B in the directed graph representation. The
computed inner approximation for the basin for the trapping region containing
the synchronous state in the PCO map using this adaptive method for depths 12
through 14 is shown in Figure 3.4(b).
In this set-up, grow basin(F¯ , {N+1}) returns the desired additional boxes Bnd0 .
Adding these to the existing collection of boxes (algorithmically, B := B [ Bnd0)
gives a new inner approximation |B| of the basin of attraction under f for T . By
continuing this process of subdividing remaining portions of phase space, we may
continue to grow our inner approximation of the basin of attraction for T . We
also note here that one can may track multiple basins of attraction (for di↵erent
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trapping regions) by augmenting the adjacency matrix with the correct number of
rows to represent previously computed basins and by careful bookkeeping.
The PCO exhibits bistability in that there are two stable steady states: the
synchronous state and the asynchronous state. Figure 2.4 shows basins for each
of the two corresponding trapping regions. In the following Chapter 4, we show
results using the adaptive algorithm on the synchronous and asynchronous basins
simultaneously, and we further explore the relationship between the areas of the
asynchronous and synchronous steady state basins of attraction as the coupling
cnstant is lowered and the depth is pushed to a higher level. We will also discuss
the e ciency of the adaptive basin computation algorithm compared to the usual
non-adaptive approach as evdident from the results.
Chapter 4
Results
We will now demonstrate the adaptive basin algorithm. Due to computational
limitations, the adaptive algorithm was stopped when it reached depth 28 for ✏ =
0.3 and depth 24 for ✏ = 0.02. At coupling constant, ✏ = 0.03, linearization around
the asynchronous steady state shows that this fixed point is stable. Therefore, this
is where we begin in our results using the adaptive algorithm and continue by
showing results at ✏ = 0.02. In the figures below, we show inner approximations
of the basins of attraction for trapping regions surrounding the synchronous and
asynchronous steady states computed using the adaptive algorithm at depths 16,
18, 20, and 22 for coupling constant, ✏, values of 0.03 and 0.02. In all of the figures,
the blue represents the synchronous basin, the cyan represents the asynchronous
basin, and the green represents the remainder of phase space not belonging to the
computed inner approximation of either basin. The cyan asynchronous basin of
attraction does not appear until depth 20 because this is the first depth where a
stable trapping region was able to be computed for the asynchronous steady state.
A point of interest is also the relationship between the areas of the asynchronous
and synchronous steady state basins as the depth is pushed to a high level as well
as the remaining area of phase space not belonging to either basin. We also are
interested in how this basin area relationship changes as the coupling constant
is lowered. In the bar graphs below, the areas of the inner approximations of the
sychronous basin, asynchronous basin, and remainder of phase space not belonging
to either basin are shown from depths 16 to 24 at the coupling constant, ✏, value of
0.02 and from depth 16 to 28 at the coupling constant, ✏, value of 0.03. The areas
are calculated as the fraction of the total number of phase space boxes. Once again,
notice that the cyan asynchronous steady state basin does not appear until depth
20. This is the first depth where an inner approximation for the asynchronous basin
of attraction is returned.
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Figure 4.1: The asynchronous and synchronous steady state basins of attraction
computed adaptively at depths 16, 18, 20, and 22 in cyan and blue, respectively, at
✏ = 0.03. The remainder of phase space not belonging to either basin is in green.
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Figure 4.2: The asynchronous and synchronous steady state basins of attraction
computed adaptively at depths 16, 18, 20, and 22 in cyan and blue, respectively, at
✏ = 0.02. The remainder of phase space not belonging to either basin is in green.
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Figure 4.3: The relationship between the areas of the asynchronous basin, syn-
chronous basin, and remainder of phase space starting at depth 16 for ✏ = 0.02 (a)
and ✏ = 0.03 (b) using the adaptive algorithm.
The table below provides the specific numerical values illustrated in the two
previous bar graphs. Each element in the ”area” and ”# boxes” column gives
the total area and number of boxes belonging to the basin of attraction found
by summing the basin area and number of boxes at that specific depth with all
previous depths. For example, the value in the box corresponding to ✏ = 0.02,
synchronous basin, # boxes, and depth 18 is the number of boxes belonging to the
basin at depth 16, 27148, summed with the number of boxes belonging to the basin
at depth 18 after the adaptive process is performed, 28165, giving a total number
of 55313 basin boxes. This summation is done up to depths 20, 22, 24, 26, and 28
for the rest of the table values. This summation up to each depth is also done for
the area column. Therefore, the area values in Table 4.1 directly correspond to the
values seen in the previous two bar graphs.
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✏ 0.02 0.03
Basin Asynchronous Synchronous Asynchronous Synchronous
Depth # boxes area # boxes area # boxes area # boxes area
16 0 0 27148 .414 0 0 35609 .543
18 0 0 55313 .521 0 0 56558 .6229
20 350535 .334 105140 .569 267223 .255 99330 .6639
22 456965 .359 205942 .593 361486 .278 180309 .6829
24 660833 .3712 399985 .6046 529641 .288 343103 .6926
26 – – – – 862404 .293 668773 .6975
28 – – – – 1514781 .2954 1316687 .6999
Table 4.1: Total number of boxes and total phase space area for the asynchronous
and sychronous basins computed adaptively starting at depth 16 to specified max-
imal depths for two di↵erent coupling constants.
The most interesting thing to notice about the bar graphs and table above is
how close the basin areas for the asynchronous and synchronous states sum to
1 at high depth values. As the depth increases, the area of the asychronous and
synchronous basins sum closer and closer to 1. In other words, at maximal depths,
it appears that nearly all of phase space belongs to either the synchronous or
asynchronous state basins of attraction. Only a tiny fraction of phase space seems
to not have a trajectory that is attracted towards a stable steady state. At depth
28, the maximum depth computations took place at a coupling constant of 0.03,
the fractional area of phase space not belonging to either computed asynchronous
basin or synchronous basin is 1 (0.2954+0.6999) = 0.0047 or 0.47%. At depth 24,
the maximum depth computations took place at a coupling constant of 0.02, the
fractional area of phase space not belonging to either the computed asynchronous
basin or synchronous basin is 1   (0.3712 + 0.6046) = 0.0242 or 2.42%. So after
using the adaptive basin algorithm, 0.47% and 2.42% of phase space at coupling
constants of 0.03 and 0.02, respectively, is not found to belong to a computed
basin of attraction. What else could happen to these tiny amounts of phase space?
Corish found in her thesis that these sections could possibly belong to either an
unstable fixed point or a connecting orbit between a stable and unstable fixed
point. For more information on these dynamical entities of unstable fixed points
and connecting orbits, see [1].
Another interesting thing to notice about the above table and bar graphs is
the di↵erence in asynchronous basin area between coupling constants and the dif-
ference in sychronous basin area between coupling constants. When the coupling
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constant is increased from 0.02 to 0.03, the synchronous basin area increases while
the asynchronous basin area decreases, no matter what depth the adaptive al-
gorithm is computed to. This makes sense intuitively. If the coupling constant is
increased, the oscillators’ phases are more drastically a↵ected by the jolting of cou-
pled oscillators. Therefore, a wider range of initial phase values can be gradually
jolted to a state of synchronization as oscillator 3 continues to fire. This leads to
a greater synchronous basin of attraction area when the coupling constant is in-
creased. The asynchronous basin area thus decreases due to less phase space being
left over from the synchronous basin.
We now turn our attention to the run time and e ciency of the adaptive basin
computation algorithm as well as whether or not the results support an adaptive
means to computing basins of attraction being more suitable and more e cient
than a non-adaptive means of computation. In most cases, basins of attraction
are computed at one depth at a time using only a uniform grid. When a basin
is computed at depth 16, you get a collection of boxes solely at depth 16. When
that same basin is computed at depth 18, you get a collection of boxes solely at
depth 18. But within this depth 18 basin are the same boxes found previously in
the depth 16 basin but subdivided from 1 to 4 boxes in addition to the basin boxes
that are only found at depth 18 when their mapping is over a smaller interval
of phase space. It seems unnecessarily repetitive to essentially compute the same
boxes at depth 18 as depth 16. So why don’t we just start computing the basin
at a very high depth such as 28 and therefore, get the greatest number of boxes
without ever repeating computations? This method takes an extremely long time.
If we started computing the images of all values of phase space at depth 28, we
would have to compute the images of 228 = 268435456 boxes. Our approach uses
an adaptive grid, a subset of the uniform grid, and computes the depth 16 images
of all of phase space, then computes the depth 18 images of only the elements
of phase space not belonging to the depth 16 basin, then computes the depth 20
images of only the elements of phase space not belonging to the depth 16 or depth
18 basin, and so on and so forth. With this approach, we are greatly reducing
the number of box images computed at high depths. The run time is significantly
shorter when computing the basin in this manner from depth 16 to 28 in increments
as opposed to computing the basin all at once at depth 28. During computation,
the box images are the most time consuming and computationally demanding, so
the number of box images is a good comparison tool between the adaptive and non-
adaptive approaches. We quantify the run time e ciency by comparing how many
box images we compute using the adaptive algorithm at various depths leading
up to a high depth with the number of box images computed by the non-adaptive
algorithmic means at a very high single depth. This is done in the tables below.
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Table 4.2 displays the number of box images computed using the adaptive and non-
adaptive approaches up to various depths for ✏ = 0.02, 0.03. As in Table 4.1, the
values in Table 4.2 are cumulative up to the specified depth. For example, the value
in the table corresponding to ✏ = 0.02, adaptive, and depth 18 is found by taking
the number of box images computed at depth 16, 65536, subtracting the number
of boxes belonging to the asynchronous and synchronous basins of attraction at
depth 16, 27148, multiplying that number by 4 because we subdivide the non-basin
boxes and recompute the map on them, and adding that number to 65536 giving
the total number of box images computed when the adaptive algorithm is run up
to depth 18, 219088. The values in the non-adaptive column are simply 2nd because
depth = nd, and the entire phase space is subdivided to form a uniform grid when
using the non-adaptive method. To better understand the data in Table 4.2, Table
4.3 shows the ratio of the adaptive number of box images computed to the non-
adaptive number of box images computed up to each depth. For example, the ratio
of adaptive to non-adaptive box images at depth 18 for ✏ = 0.02 is calculated by
219088/262144 = 0.8358.
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✏ 0.02 0.03
Depth(nd) Adaptive Non-adaptive(2nd) Adaptive Non-adaptive(2nd)
16 65536 65536 65536 65536
18 219088 262144 185244 262144
20 720636 1048576 580280 1048576
22 1125380 4194304 920444 4194304
24 1915428 16777216 1580132 16777216
26 – – 2895088 67108864
28 – – 5521180 268435456
Table 4.2: Total number of box images computed using the adaptive approach vs
the non-adaptive approach started at depth 16 to specified maximal depths for two
di↵erent coupling constants.
✏ 0.02 0.03
Depth Adaptive/Non-Adaptive Adaptive/Non-Adaptive
16 1 1
18 0.8358 0.7066
20 0.6873 0.5534
22 0.2683 0.2195
24 0.1142 0.0942
26 – 0.0431
28 – 0.0206
Table 4.3: Ratio of number of box images computed adaptively to number of box
images computed non-adaptively starting at depth 16 for two di↵erent coupling
constants.
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At a coupling constant of 0.02, the adaptive basin algorithm requires the com-
putation of 83.58%, 68.73%, 26.83%, and 11.42% of the number of box images
required for the non-adaptive basin computational method at depths 18, 20, 22,
and 24, respectively. At a coupling constant of 0.03, the adaptive basin algorithm
requires the computation of 70.66%, 55.34%, 21.95%, 9.42%, 4.31%, and 2.06%
of the number of box images required for the non-adaptive basin computational
method at depths 18, 20, 22, 24, 26, and 28, respectively. As the maximal depth
desired increases, the adaptive approach becomes more and more e cient than
the non-adaptive approach. At the same maximal depth, the adaptive approach
returns the exact same basin area as the non-adaptive approach but only requires
the computation of 11.42% and 2.06% of the amount of box images at coupling
constants of 0.02 and 0.03, respectively, in order to do so. Since box image com-
putation is the most consuming by time and computation, we can confidently say
that the adaptive basin of attraction computation algorithm is much more e cieint
and faster than the non-adaptive method.
We are also interested in the amount of storage needed for each set of compu-
tations. That is, how many boxes need to be stored for the non-adaptive approach
versus the adaptive approach at each depth? This is the same as asking how many
leaves are at the bottom of our PCO decision tree at each depth when using the
adaptive versus non-adaptive approaches. How ”wide” is our decision tree at each
depth between computation approaches? In the table below, we present the amount
of boxes stored at each depth for the adaptive approach at ✏ = 0.02, 0.03 and for
the non-adaptive approach. For example, to find the number of boxes stored at
depth 18 in the decision tree when using the adaptive approach at ✏ = 0.02, we
take the number of boxes stored at depth 16, 65536, subtract the number of boxes
belonging to the asynchronous and synchronous basins of attraction at depth 16,
27148, and multiply this number by 4 giving us 153552 because the non-basin boxes
are subdivided and this takes them from depth 16 to 18. For the non-adaptive ap-
proach, the box storage numbers are the same no matter what ✏ value since we
are dividing all of phase space into a uniform grid, and this does not depend on
✏. We note that the adaptive values in Table 4.4 are the same as the adaptive
values in Table 4.2, just not added cumulatively up to each depth. This makes
sense intuitively because the number of boxes stored at each depth in the decision
tree is the same as the number of box images computed at that specific depth.
Also, the non-adaptive values are the same in Table 4.4 and Table 4.2 because the
number of box images computed is the same as the number of boxes stored for
each depth in the decision tree when using the non-adaptive approach. This is due
to the fact that we divide the entire phase space into a uniform grid when using
the non-adaptive approach at all depths.
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Depth ✏ = 0.02 Adaptive ✏ = 0.03 Adaptive Non-Adaptive
16 65536 65536 65536
18 153552 119708 262144
20 501548 395036 1048576
22 404744 340164 4194304
24 790048 659688 16777216
26 – 1314956 67108864
28 – 2626092 268435456
Table 4.4: The number of boxes stored, or leaves of the decision tree, at each depth
when using the adaptive and non-adaptive approaches for two coupling strengths.
At the maximal depth 24 for ✏ = 0.02, there are 790048/16777216 = 0.0471
times as many leaves in the decision tree when using the adaptive approach as
opposed to the non-adaptive approach. At the maximal depth 28 for ✏ = 0.03,
there are 2626092/268435456 = 0.0098 times as many leaves in the decision tree
when using the adaptive approach as opposed to the non-adaptive approach. In
other words, at the very bottom level of the decision tree, there are 4.71% and
0.98% of boxes stored when using the adaptive approach as opposed to the non-
adaptive approach for coupling constants 0.02 and 0.03, respectively. Therefore,
our adaptive basin of attraction computation algorithm is not just more e cient
and faster than the non-adaptive approach, but it also requires significantly less
storage as well. We note that despite requiring less storage, we do not lose any
valuable information when using the adaptive approach as opposed to the non-
adaptive approach.
Chapter 5
Conclusion
5.1 Summary
The motivation for this project was to accurately and completely determine the
fates of various trajectories of initial conditions. We hoped to more fully answer the
question, where will trajectories for di↵erent initial conditions go in time? As we
have shown, stable invariant sets attract many nearby initial conditions, the col-
lection of these initial conditions being its basin of attraction. Basins of attraction
are important because if removed, it allows us to focus our future computational
e↵orts on a smaller phase space. Computational e iency was the driving force of
this research. In order to be able to focus our computational e↵orts on the small-
est amount of phase space, we needed to determine the largest and most complete
basins of attraction for all stable steady states. This can only be done at very
high resolutions of phase space. However, the usual method for determining basins
of attraction for stable steady states takes a very long time to compute and re-
quires a large amount of CPU storage when computed at very high resolutions
of phase space. This thesis presented an adaptive approach to computing basins
of attraction at multiple depths leading up to a predetermined maximal depth.
This adaptive basin of attraction computation algorithm returns the exact same
inner approximations of basins of attraction as the usual non-adaptive approach
but requires much less computational e↵ort, time, and storage in order to do so.
When using an example model of pulse-coupled oscillators and asynchronous
and synchronous steady states as fates of two basins of attraction, we can quantify
this computational e ciency by comparing the number of box images computed
(an indicator of speed) and the number of leaves in the decision tree (an indi-
cator of storage) between the adaptive and non-adaptive approaches. At maximal
depths, the adaptive approach requires the computation of 11.42% and 2.06% of the
amount of box images as the non-adaptive approach at coupling constants 0.02 and
31
Future Work 32
0.03, respectively. At the bottom level of the decision tree, the adaptive approach
requires the storage of 4.71% and 0.98% of the amount of boxes, or tree leaves,
as the non-adaptive approach at coupling constants 0.02 and 0.03, respectively.
We can conclude that this adaptive basin of attraction computation approach is
much more computationally e cient than the usual non-adaptive method due to
its improved speed and storage. We were successfull in creating a much more e -
cient way to compute very complete and accurate inner approximations of basins
of attraction at very high resolutions of phase space. In the future, we can remove
these e ciently computed basins of attraction from phase space in order to focus
our computational e↵orts over a smaller amount of phase space.
5.2 Future Work
Future work building o↵ of this research can move in a number of di↵erent direc-
tions. Wthin the scope of the three pulse-coupled oscillators model, many things
can be explored such as the possibility of other fixed points becoming stable at
di↵erent coupling constant values and the relationship between their basins of at-
traction and the ones computed in this project, running the adaptive algorithm
for a much longer extended period of time in order to get closer to computing
the complete ”true” basins of attraction, and further exploring parameter space
in terms of ✏. Another direction could be applying the adaptive basin of attrac-
tion computation algorithm described in this thesis to models other than the PCO
model which desribe di↵erent biological networks.
A very interesting future direction involves expanding the PCO model to more
than three ocillators as seen in Figures 5.1 (c), (d) and applying the adaptive basin
of attraction computation algorithm to these increased number of oscillators. The
PCO model is most often used to represent the interactions of fireflies and neurons,
and there are quite more than three of these that interect with eachother in such a
pulse-coupled oscillator fashion. Along with an increased number of oscillators, one
could think of having di↵erent coupling strengths between the oscillators as seen in
Figure 5.1 (b) and seeing the e↵ect that this has on the Poincare map of firing order
regions as well as the basins of attraction of sychronous and asynchronous steady
states. It seems intuitive that for fireflies and neurons, physical proximity could play
a role in how much of a jolt the oscillator’s phase experiences as a result of the firing
of a coupled firefly or neuron. We could represent this varying physical proximity
and thus, varying amounts of jolt, via di↵erent coupling strengths between di↵erent
oscillators. One can imagine that a single firefly or neuron can also cause a jolt
and be coupled with more than one other oscillator. We could represent this with
multiple edges between nodes in the directed graph as seen in Figure 5.1 (d).
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In general, future work could be concerned with di↵erent kinds of PCO network
topologies. Possible di↵erent network topologies for future research along with the
network used in this research are presented in the following Figure 5.1.
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Figure 5.1: Potential di↵erent network topologies of a system of pulse-coupled
oscillators for future research (b), (c), (d) as well as the network topology used for
this research (a).
We have shown that our adaptive aproach in computing inner approximations
of basins of attraction for trapping regions containing stable steady states is much
more e cient than the usual non-adaptive approach. However, there might be
possibilities in making this adaptive algorithm even more e cient. This is for
future researchers to discover.
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Appendix A
MATLAB Code
For access to the MATLAB code used for the computations and figures shown in
this thesis, please contact Ryan Gryder.
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