Abstract-In this paper, the linear quadratic Nash games for infinite horizon multiparameter singularly perturbed systems with uncertain singular perturbation parameters are discussed. The main contribution is that a construction of high-order approximations to a strategy that guarantees a desired performance level on the basis of the successive approximation is proposed. It is newly shown that the proposed high-order approximate strategy improves the cost performance.
I. INTRODUCTION
T HE control problems for the multiparameter singularly perturbed systems (MSPS) have been investigated extensively (see, e.g., [1] and reference therein). In these various studies of the MSPS, the linear quadratic Nash games for MSPS have been studied [2] , [3] . Recent advance in theory of the numerical computation algorithm for the SPS and MSPS has allowed a revisiting of Nash games [4] , [6] - [8] . The numerical method is a very powerful tool, it can not only efficiently find feasible solutions, but also easily handle reduced-order calculation. However, a limitation of these approaches is that the small parameters are assumed to be known. Thus, they are not applicable to a large class of problems where the parameters represent small unknown perturbations whose values are not known exactly. In fact, these parameters are often not known [1] .
It is well-known that one of the approaches for constructing Nash equilibrium strategies of the MSPS is the composite design method [2] , [3] . When the parameters represent the small unknown perturbations, the composite strategies are very useful. However, the composite Nash equilibrium solution achieves only a performance that is (where ) close to the full-order performance for small enough . Furthermore, since the closed-loop solution of the reduced Nash problem depends on the path along as , we cannot conclude that the closed-loop solution of the full problem converges to the closed-loop solution of the reduced problem [3] . In this paper, the linear quadratic Nash games for infinite horizon MSPS with the uncertain singular perturbation parameters are studied. The main contribution of this paper is to derive the high-order approximate strategy via the successive approximation method. As a result, the desired approximation strategies are obtained by solving the linear equation directly without any iterative computations. It is worth pointing out that the new high-order approximate strategy can be constructed even though there exist the uncertain small singular perturbation parameters. It should be noted that so far there is not known work addressing the problems of control of the MSPS and the SPS that the uncertain singular perturbation parameters are included. Finally, we claim that our results include the existing strategies [2] because the high-order approximate strategy without the exact information of the small perturbation parameters can be constructed.
II. PROBLEM FORMULATION
Consider a linear time-invariant MSPS [1] (1a) (1b) with quadratic cost functions
where are the state vectors and are the control inputs. All the matrices are constant matrices of appropriate dimensions. It should be noted that the special case of and has been studied in the existing results [2] , [8] . Therefore, our result is extension of the existing one.
and are two small positive singular bounded perturbation parameters of the same order of magnitude that are constrained by the known positive parameters and such that (3a) (3b) where , and are known constants. is known constant that has an appropriate accuracy for 1057-7130/$20.00 © 2005 IEEE the parameter . This hypothesis that is affected by the fixed uncertainties of the small parameters particularly will be allowed. It should be noted that the parameters are unknown but their bounds are known. Moreover, so far, there is no known work addressing the problem of control of such systems.
It is assumed that the limit of exists as and tend to zero (see, e.g., [1] ), that is (4) Let us introduce the partitioned matrices
We now consider the linear quadratic Nash games for infinite horizon MSPS (1) under the following basic assumptions (see e.g., [2] , [5] These conditions are quite natural since at least one control agent has to be able to control and observe unstable modes. Particularly, Assumption 1 has to be needed to guarantee the existence of the strategy for the full-order MSPS (1). It should be noted that Assumption 1 is less conservative under the study of the MSPS because such condition is based on the control-oriented assumption that are made in the existing results [2] , [3] .
The decision makers are required to select the closed loop control laws , if they exist, such that (5) The pair are called Nash optimal strategy. Nash inequality shows that regulates the state to zero with minimum output energy. The following lemma is already known [2] , [3] . Then, the closed-loop linear Nash equilibrium solutions to the full-order problem are given by and
It should be noted that it is impossible to solve the GCMARE (6) because the small perturbed parameters are partially unknown. Thus, our purpose is to find the parameter-independent high-order approximate strategies. Moreover, it should also be noted that of the GCMARE (6) has not been considered in [2] , [8] because the special case of and has only been studied.
III. ASYMPTOTIC STRUCTURE
Nash equilibrium strategies for the MSPS will be studied under the following basic assumption, so that we can apply the proposed method to the MSPS.
Assumption 3: The Hamiltonian matrices are nonsingular, where (8) In order to guarantee the existence of the solutions for the reduced-order AREs that will appear later as (9) , Assumption 3 has to be needed. It should be noted that the assumption that is nonsingular is weak than the assumption that is nonsingular that are made in [2] and [3] .
Under Assumptions 2 and 3, we can obtain the following zeroth-order equations of the GCMARE (6) 
where denotes the identity matrix
The following lemma show the relation between the solutions and and the zeroth-order solutions and . Lemma 2: Suppose that (10) where and the matrix is stable. Under Assumptions 1-3, the GCMARE (6) admits unique solutions and such that these matrices possess the power series expansion at . That is
Proof: Since the proof can be done by using the similar technique in [8] , it is omitted.
The condition (10) is established by applying the implicit function theorem. Namely, if the condition (10) holds, we get the asymptotic structure of (11) . It may be noted that although this condition seems to be conservative for the control designer, the existence of the asymptotic structure of (11) is not guaranteed if such condition does not hold.
It is well known that the GCMARE (6) could have several positive definite solutions and even some indefinite solutions [10] . However, since the implicit function theorem admits unique solution at the neighborhood of , the uniqueness of these solutions with the form (11) is guaranteed if the optimal solutions exist.
IV. SUCCESSIVE APPROXIMATION METHOD
Introducing the error matrices and , the solutions of (11) can be changed as follows. (12a) (12b) where and . Substituting (12) into the GCMARE (6) and using
where When the parameters are known, the GCMARE (14) can be solved by using the existing results [6] - [8] . However, the exact values are unknown for the considered problem in this paper. Hence, we apply the successive approximation to the (14). Firstly, we shall prove existence of the implicit function and construct asymptotic solutions of the GCMARE (14).
Lemma 3: Under Assumptions 1-3, if the condition (10) is met, the GCMARE (14) has unique solutions and such that these matrices possess a power series expansion at . That is
where Proof: We also apply the implicit function theorem to the partitioned GCMARE (14). To do so, it is enough to show that the corresponding Jacobian is nonsingular at . Since the detailed proof is the same as the proof that is given by [8] , it is omitted.
Secondly, we shall establish the methodology for solving the GCMARE (14) for the matrix solutions and . Since (14) must hold for , the matrices and satisfy the following GCMARE:
On the other hand, substituting the matrices and into the (14) and equating successively coefficients of equal powers of , we get the following linear equations:
where
It should be noted that the successive approximations (17) are independent of the small unknown parameter . Moreover, the approach used in this paper is quite different because the proposed successive approximations (17) are based on not the Newton's method [7] and the recursive algorithm [8] , [9] 
Using the relations and , we can change the form of (24) into (25) (25) It is easy to verify that because is stable by using the standard Lyapunov theorem [11] for sufficiently small . Consequently, the equality (21) holds.
Although is unknown, we can design the high-order approximate strategy that achieves the approximation for the equilibrium value of the cost functional.
Using the similar technique of the Proof of Theorem 1, the following conditions are satisfied.
Theorem 2: Under Assumptions 1-3, the following result holds.
(26)
Proof: Since the proof can be done by using the above technique, it is omitted. Finally, by using the similar manner that has been established in [2] , the main result is easily derived. Using (21), (5), and (26), the proof of (27) completes. The other case is similar.
It should be noted that our results include the existing strategies as a special case because it is easy to obtain the strategies that have been introduced in [2] .
V. CONCLUSION
The linear quadratic Nash games for infinite horizon MSPS have been studied. The high-order approximate strategy that is based on the successive approximation has been proposed without the exact information of the singular perturbation parameters. As a result, even if the singular perturbation parameter are not too small and partially unknown, the proposed higher order approximations strategies attain the desired performance that does not depend on any path compared with the existing result [2] , [3] .
