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Abstract. This Thesis, defended in 1998, reviews various properties of soliton solutions in
low dimensions. Particular attention is devoted to vortices in the Abelian Chern-Simons
theories. Integrability of the Jackiw-Pi model is conrmed using the Painleve test and
solutions are constructed using Backlund transformations. Generalisation to the non-
relativistic Manton model is considered. Relation to the Quantum Hall eect is considered.
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0. INTRODUCTION.
Cette these a pour objet l'etude des solutions du type \soliton" en theorie des champs
classiques en basses dimensions. Une attention particuliere est consacree aux vortex en
theories abeliennes de Chern{Simons. Ces theories decrivent, en dimension 2+1, des parti-
cules chargees qui interagissent par l'intermediaire d'un champ electromagnetique ( ~E;B).
La dynamique de ce dernier est donnee par l'action S =
R Ldt, ou le lagrangien est
(0:1) LCS =
Z
1
4
AF d
2~x
pluto^t que le lagrangien habituel de Maxwell
(0:2) LM =
Z
1
4FF
 d2~x:
Ici, F  @A   @A est le tenseur electromagnetique qui derive du potentiel A;  =
0; 1; 2.
Le lagrangien (0.1) est d'abord apparu en mathematique dans l'etude des classes de
Chern pour une variete complexe [CH]. C'est un invariant topologique qui correspond a la
carateristique d'Euler calculee a partir de la classe caracteristique secondaire de Chern.
En physique classique des champs, il a ete introduit par Jackiw et Templeton [JTE],
Schonfeld [SC] et Hagen [HA1] pour decrire des theories de jauges massives. Jusqu'alors,
en theorie abelienne Maxwell + champ de matiere, l'unique maniere d'obtenir des photons
massiques, tout en gardant la liberte de jauge, etait le mecanisme de Higgs. Le champ de
jauge devenait massique apres une brisure spontanee de la symetrie.
Dans leur modele, Deser, Jackiw et Templeton [DJT] considerent le lagrangien
(0:3) L = LM  mLCS
dont les equations d'Euler{Lagrange sont
(0:4) @F
 +
m
2
F = 0:
Cette theorie peut e^tre consideree comme une theorie de jauge: me^me si le lagrangien n'est
pas invariant lors de la transformation
(0:5) A ! A + @!;
les equations du mouvement le sont. D'autre part, les excitations du champ electromagneti-
que sont massives, de masse m.
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PREMIERE PARTIE: Preliminaires.
Dans la premiere partie de cette these, nous avons reuni des faits connus, necessaires
a la comprehension des resultats presentes dans les parties suivantes.
A. Vortex, modele de Higgs et theories Chern{Simons.
Nous commencons par presenter ces objets curieux appeles \vortex" et qui ressemblent
aux tourbillons en mecanique des uides; ici, ils apparaissent comme des solutions exactes
a energie nie de certaines theories classiques de champs et possedent des proprietes sim-
ilaires aux particules en physique des hautes energies. Notons que ces objets n'interessent
pas uniquement le theoricien: ils ont ete observes en physique de la matiere condensee,
notamment en supraconductivite.
Dans les deux chapitres suivants, nous expliquons l'intere^t des theories Chern{Simons.
Ces theories sont, pour l'essentiel, des versions de la theorie phenomenologique de la suprac-
onductivite, due a Landau et Ginzburg [LP], [DG].
Nous analysons d'abord la generalisation relativiste appelee le modele abelien de Higgs.
Cet exemple bien connu decrit des interactions entre particules, interactions transmises
par des forces electromagnetiques gouvernees par l'electrodynamique de Maxwell. Les
equations du mouvement de ce modele sont donnees par [NO]
(0:6)
DD
 =

2
(jj2   1);
@F = j  i
2
((D)
   (D));
ou le champ scalaire complexe  represente la matiere, F = @a   @a est le tenseur
electromagnetique et D = @   ia est la derivee covariante.
Ce sont des equations non lineaires, couplees et aux derivees partielles, tres diciles
a resoudre. Une maniere astucieuse a ete trouve par Bogomol'nyi [BOG], qui a construit
des solutions statiques purement magnetiques, c'est-a-dire a0 et ~E nuls, dites \self-duales".
Sa methode se resume ainsi. Dans cette theorie relativiste, l'energie d'une conguration
statique est
(0:7) E =
Z 1
2
F 212 +
1
2
F 20k +
1
2
jDkj2 + ja0j2 + 
8
(jj2   1)	2dxdy:
Cette energie doit e^tre minimum pour une solution statique de (0.6). Remarquons que
l'energie peut s'ecrire sous la forme
(0:8)
E =
Z 1
2
j(D1 D2)j2 + 1
2
(F12  1
2
(1  jj2))2 + 1
8
(  1)(1  jj2)2
+
1
2
F 20k + ja0j2
	
dxdy  2N; N =
Z
Bd2x:
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Ici, a cause du comportement a grandes distances du champ , le ux magnetique,
N =
R
Bd2x, est un invariant topologique. N est en eet un entier qu'on identie au
nombre de vortex. Pour des congurations statiques et purement magnetiques, a0 = 0,
~E = 0 et pour la valeur particuliere  = 1 de la constante de couplage, l'energie atteint
son minimum si
(0:9)
(D1 + iD2) = 0;
F12 =
1
2
(1  jj2):
Pour les champs qui satisfont a ces relations (0.9), les equations (0.6) du second ordre
se reduisent donc aux equations du premier ordre, ce qui simplie considerablement leurs
resolutions. En eliminant le potentiel electromagnetique, on trouve, en n de compte,
l'equation
(0:10) 4 ln % = 12 (%  1); % = jj2;
qui ressemble a l'equation classique de Liouville. Contrairement a cette derniere, (0.10)
n'est pas integrable et aucune solution explicite n'a ete trouvee. Pour un ux magnetique
egal a 2N , Weinberg [WE] a montre que la solution de (0.10) depend de 2N parametres.
Jae et Taubes ont montre que, dans le cas  = 1, toutes les solutions statiques et purement
magnetiques du modele (0.6) sont \self-duales" [JT].
Le terme \self-dual" vient de l'analogie avec les equations \self-duales" de Yang-Mills
(0:11) F =  eF ; ;  = 1; 2; 3; 4;
ou eF  12F  est le champ dual, F = @A   @A+ [A; A ] est la courbure du
champ de jauge A, a valeurs dans une algebre de Lie.
Les solutions de (0.11) sont solutions des equations du mouvement, du second ordre,
(0:12) DF
 = 0; D = @ + [A;  ];
de la theorie non abelienne de Yang et Mills, qui generalise l'electromagnetisme de Maxwell.
Les equations (0.11) peuvent avoir une autre forme. Exprimees dans les coordonnees
u = (x1 + ix2)=
p
2 et v = (x3 + ix4)=
p
2, elles deviennent
(0:13)
Fuv = 0;
Fuv = 0;
Fuu + Fvv = 0:
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Ces equations expriment la condition de compatibilite du systeme lineaire
(0:14)
(Du   Dv) = 0;
(Dv + Du) = 0;
ou  est un parametre complexe appele le parametre spectrales [FAD]. Il est interessant
de noter que les equations de Bogomol'nyi (0.9) peuvent aussi e^tre obtenues des equations
\self-duales" de Yang-Mills (0.11) par reduction dimensionnelle. C'est pour cela, et pour
sa ressemblance avec les equations (0.14) que l'equation de Bogomol'nyi (0.9) est dite aussi
\self-duale".
Depuis les solutions de Bogomol'nyi (0.9), aucune solution non purement magnetique
n'a ete trouvee. En fait, Julia et Zee ont montre [JZ] que le modele abelien de Higgs
n'admet aucune solution vortex chargee electriquement et a energie nie. Par contre,
on peut obtenir une telle solution en ajoutant au lagrangien un terme de Chern{Simons
[PK]. Avec ce nouveau modele, Paul et Khare n'ont pu obtenir ni solutions explicites, ni
solutions \self-duales". Pour y arriver, on peut negliger le terme de Maxwell et obtenir
ainsi une theorie Chern{Simons pure [HA2], [JP1], [JP2]. On peut aussi construire une
theorie non relativiste Maxwell{ Chern{Simons. Pour ces deux dernieres theories, l'energie
d'une conguration est
E =
Z
fj ~Dj2 + U()g dxdy;
ou U() est un potentiel d'interaction. (cf. les modeles de Jackiw{Pi et de Manton
respectivement aux chapitres II et III). On remarquera l'absence des termes electriques
ja0j2 et jj ~Ejj2 presents dans (0.7). Comme on le verra, c'est cette absence qui ouvre la
porte a l'existence de solutions vortex chargees electriquement.
Il existe aussi un intere^t physique pour les modeles de Chern{Simons. En 1980,
en etudiant le comportement des electrons condamnes a se mouvoir entre deux semi-
conducteurs cristallins, von Klitzing et son equipe ont mis a jour l'eet Hall quantique.
Quand le tapis d'electrons est soumis a de tres faibles temperatures et a un champ
magnetique exterieur tres fort, la loi phenomenologique liant le courant et le champ
electrique est une loi de Hall
(0:15) ~J =

0  
 0

~E;
ou la conductance  ne prend que des valeurs entieres d'un quantum de conductance. Si
on suppose la conservation de la charge % responsable du courant ~J , on etablit, a l'aide de
la loi precedente, l'identite
(0:16) B =  %;
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ou B est un champ magnetique porte par la charge.
Remarquablement, (0.15{0.16) correspondent aux equations d'Euler{Lagrange du mo-
dele
(0:17) LCS +
Z
Aj;
avec j = ( %; ~J).
Les equations (0.15{0.16) constituent les lois de l'electrodynamique de Chern{Simons.
D'une maniere generale, l'electrodynamique de Chern{Simons correspond a celle de l'eet
Hall quantique. Les egalites (0.15{0.16) sont parfois appelees equations \champs-courant"
[JP1], [JP2]; parce qu'elles remplacent respectivement les equations d'Ampere et de Gauss
de la theorie de Maxwell, (0.15) et (0.16) seront parfois appelees equations d'Ampere et
de Gauss.
B. Symetries.
Nous nous interessons ensuite a un sujet plus mathematique: la notion de symetrie en
physique theorique. Les symetries ont un ro^le important dans la resolution d'un probleme.
En general, les solutions les plus faciles a determiner sont les solutions statiques. On peut
apres, gra^ce aux symetries du systeme, construire des solutions qui dependent du temps.
Les symetries donnent aussi, par l'intermediaire de quantites conservees, des renseignem-
ents sur l'evolution des solutions. Ces renseignements peuvent aider pour une analyse
mathematique du systeme (theoremes d'existence ou d'unicite de solutions). Un exemple
concret est l'explosion (\blow-up") en temps ni des solutions du modele de Jackiw{Pi
lorsque ces solutions ont une energie negative [BBS]. Un autre exemple que nous verrons
est le theoreme de Jackiw{Pi pour les solutions statiques de leur modele.
Nous denissons d'abord la notion de symetrie et de constante du mouvement associee.
Dans cette these, les theories etudiees mettent en jeu un champ scalaire charge, , qui
satisfait a l'equation de Schrodinger avec des derivees covariantes. Nous nous sommes
alors particulierement interesses au groupe de Schrodinger. C'est le groupe maximal des
symetries \kinematiques" de l'equation de Schrodinger libre [NI]. Dans le plan, il est a huit
parametres et est engendre par les champs de vecteurs, sur l'espace{temps parametre par
(t; ~x),
(0:18)
0@Xt
~X
1A =
0@  t2   t  
R~x  ( 12 + t)~x+ ~t+ ~
1A :
Il est une extension du groupe de Galilee qui contient les translations du temps et de
l'espace,  2 R et ~ 2 R2, les rotations, R 2 So(2), et les changements de reperes
galileens, ~ 2 R2. Les deux derniers parametres, ;  2 R, correspondent respectivement
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a des dilatations de l'espace-temps et des expansions. Le groupe de Schrodinger va jouer
un ro^le important dans la seconde partie, notamment pour demontrer le theoreme de
Jackiw{Pi.
C. Systemes integrables.
Les vortex etant des solutions de type solitons, il nous a semble utile de rappeler la
notion d'integrabilite des equations aux derivees partielles. Un systeme d'equations est
completement integrable si, en gros, il peut e^tre resolue par une methode liee a la methode
de diusion inverse (1). Dans ce cas, il peut s'ecrire comme une equation de courbure nulle
(0:19) D2A1  D1A2 + [A1; A2] = 0;
ou D1  @v + @u, A1  Av + Au, D2  @u + @v, A2  Au + Av,  2 C etant
le parametre spectral. u et v sont des variables complexes. Au, Au, Av et Av sont des
elements d'une algebre de Lie. L'egalite (0.19) est la condition de compatibilite du systeme
lineaire
(0:20)
D1 = A1 ;
D2 = A2 :
Par denition, (A1; A2) est une paire de Lax.
La methode de diusion inverse est nee de la recherche de solitons pour l'equation de
Korteweg-de-Vries. Elle a ete par la suite generalisee a d'autres systemes admettant des
solutions solitoniques. Parcequ'elle etudie des solutions de type solitons, la physique des
particules s'est tres to^t interessee a ces methodes [REB].
La theorie des systemes integrables rentre en theorie des champs surtout par sa relat-
ion avec l'equation self-duale de Yang-Mills (0.11) [WA]. Un systeme est completement
integrable s'il peut s'ecrire comme reduction dimensionnelle des equations self-duales (0.11)
dans une algebre de Lie convenablement choisie. Deux remarques sont a l'origine de
cette denition: d'une part (0.11) est completement integrable; d'autre part les equations
integrables les plus connues (Kortewegs-de-Vries, Schrodinger non{lineaire, etc.) peuvent
s'ecrire comme reduction de (0.11) [WA] [MS].
Nous avons presente globalement la notion d'integrabilite dans le but d'introduire le
test de Painleve de Weiss, Tabor et Carnevale. Ce test est une conjecture et constitue
une condition susante d'integrabilite. Il stipule qu'une equation aux derivees partielles
(e.d.p.) est integrable si elle a la propriete de Painleve. Celle-ci est une generalisation aux
(1) Pour d'autres denitions plus ou moins equivalentes du mot \systeme integrable",
voir, p.e., Ref. [TA].
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e.d.p. de la propriete de Painleve pour les equations dierentielles ordinaires (e.d.o.) dans
le plan complexe. Bien que ce test ne soit qu'une condition susante, un systeme qui ne
le verie pas a de fortes chances de ne pas e^tre integrable. En eet, tres peu d'equations
dont l'integrabilite a ete etablie par une autre methode ne passent pas le test de Painleve.
Un grand avantage de cette technique de Painleve est la possibilite de construire des paires
de Lax et des transformations de Backlund quand le systeme est integrable ou se reduit a
un tel systeme (precisons qu'une transformation de Backlund est une relation entre deux
solutions d'un me^me systeme d'equations).
Nous terminons ce chapitre sur l'integrabilite par un petit resultat nouveau : l'equa-
tion de Schrodinger non lineaire:
(0:21) iut + uxx + F (t; x)juj2u = 0
passe le test de Painleve si et seulement si F (t; x) = const:
Ce travail nous a ete inspire par un article d'Alglietti, Griguolo, Jackiw, Pi et Seminara
[AGJPS] sur la recherche de solitons pour l'equation non lineaire de Schrodinger modiee,
(0:22) i@t (t; x) +
1
2m
@2x (t; x) + j(t; x) (t; x) = 0;
ou la non linearite est donnee par la densite de courant
(0:23) j(t; x) =
1
m
Im( @x )
pluto^t que l'expression habituelle % =   : En decomposant  comme  =
p
% ei, (0.22)
peut s'ecrire sous la forme (0.21) avec F (t; x) ne dependant que de la phase de  , F (t; x) =
@x.
Ici, nous nous sommes demande pour quelle fonction F (t; x) l'equation (0.21) etait
integrable. Au chapitre 5.3, nous montrons que ceci demande en eet F (t; x) = const.
Pour le choix particulier  = !t   kx, (fait par Aglietti et al.) on retombe sur l'equation
de Schrodinger non lineaire habituelle, avec sa solution solitonique habituelle.
D. Electromagnetisme non relativiste.
Nous terminons les preliminaires par une presentation de l'electromagnetisme non
relativiste d'apres Le Bellac{Levy-Leblond. Suivant ces deux auteurs, les equations de
Maxwell, qui sont relativistes, admettent deux limites non-relativistes: une limite electrique
pour laquelle les eets magnetiques sont quasi{inexistants et une limite magnetique ou les
eets electriques sont inexistants. Parce qu'elle annule certains eets electromagnetiques,
la reduction non relativiste de la theorie de Maxwell est trop restrictive. On peut, comme
on le fait avec le modele de Manton (cf. troisieme partie) retablir les eets inexistants a
l'aide du terme de Chern{Simons.
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SECONDE PARTIE: Vortex non topologiques; le modele de Jackiw{Pi.
A. Le modele de Jackiw{Pi.
Nous presentons le modele abelien non{relativiste de Jackiw et Pi [JP1], [JP2] dont
la densite lagrangienne est
(0:24) L = i( (Dt )   (Dt )) + (BA0 +E2A1  E1A2) 
2X
k=1
(Dk )(Dk )
 + gj j4
A;  = 0; 1; 2; est le potentiel de jauge du champ electromagnetique B et Ek; k = 1; 2.
La derivee covariante est denie par D  @   iA.  est une constante de couplage qui
determine la force du terme de Chern{Simons
(0:25) AF = 2

BA0 + E2A1   E1A2

:
g est une constante de couplage qui determine la force de la non-linearite.
Jackiw et Pi ont montre l'existence de solutions self-duales
(0:26) (D1  iD2) = 0;
pour la relation particuliere,
(0:27) g = 1;
des coecients g et . Dans ce cas, la densite de particule %  j j2 verie l'equation de
Liouville
(0:28)  ln % =   2jj%:
Les solutions regulieres et positives sont donnees par
(0:29) % = 4jj jf
0(z)j2
(1 + jf(z)j2)2 ;
f(z) etant une fonction analytique.
Un aspect remarquable des vortex de cette theorie est que le ux magnetique est
quantie en multiples pairs de 2,
(0:30)  =
Z
B(~r) dxdy =  4N; N = 0;1; : : :
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ou l'entier N s'identie avec le nombre des vortex.
Pour la relation (0.27), Jackiw et Pi ont montre qu'il n'existe pas d'autres solutions
statiques que celles donnees par (0.26). Ce resultat se montre aisement en remarquant que
le groupe de Schrodinger est le groupe maximal de symetries \cinematiques" du modele
(0.24). En eet, par cette symetrie, on etablit que l'energie d'une conguration statique
est nulle [JP1], [JP2]. Ce theoreme de Jackiw{Pi constitue un nouvel intere^t des theories
Chern{Simons pur: la preuve d'un resultat analogue en theorie abelienne de Higgs est
moins evidente [JT].
B. Reductions integrables [HY].
Apres cette revue de la theorie de Jackiw et de Pi, nous nous adressons la question
suivante: existe-t-il, pour d'autres valeurs de  et g, des reductions integrables du systeme
statique issu de (0.24)? Dans notre article [HY], nous y repondons par l'analyse de Painleve
du systeme. On considere les equations statiques de Jackiw{Pi
(0:31)
1
2
(~r  i ~A)2 +A0 + g% = 0;
~r ~A =   1

%;
~rA0 =   1

~J:
On ramene la resolution de ce systeme non lineaire a la resolution de plusieurs systemes
lineaires en ecrivant les champs  ;A;  = 0; 1; 2; sous la forme de series de Laurent
generalisees. Ces systemes admettent des solutions si certaines conditions sont veriees,
la plus importante etant la relation (0.27). Nous retrouvons alors le resultat de Jackiw{
Pi et aucune autre reduction. Nous obtenons aussi, en tronquant les series de Laurent
generalisees apres le terme constant, une transformation de Backlund. Celle-ci nous permet
de retrouver les vortex (0.29) par la resolution de l'equation de Laplace
(0:32) G = 0:
ou G est une certaine fonction associee au probleme. On en deduit en particulier la densite
(0:33) % = jjln

f(z) +
1
f(z)

ou f(z) est une fonction analytique de la variable complexe z du plan.
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C. Multivortex.
Quand
(0:34) f(z) =
NX
i=1
ci
z   zi ;
le champ magnetique associe, B(f(z)) =   1

%(f(z)) avec % donne par Eq. (0.29), represen-
te N vortex separes respectivement localises en zi; i 2 f1;    ; Ng. Ici, le ux est  =
 4N(sign).
Kim et al. [KSY] ont etabli, par la theorie de l'index d'Atiyah-Singer, qu'une solution
(0.29) correspondant a un ux  =  4N(sign) depend de 4N parametres. Remarqu-
ons que pour f(z) de la forme (0.34), la solution associee (0.29) contient bien le nombre
requis de parametres, en l'occurence les parametres complexes ci (l'echelle et la phase)
et zi (les positions respectives dans le plan des vortex individuels). Nous avons tente de
retrouver ce resultat sans la theorie de l'index, trop puissante lorsque la solution est donnee
explicitement.
Dans notre chapitre 11, nous avons etabli le theoreme suivant:
Considerons les solutions de vortex avec un ux
 =
Z
B(~r) dxdy =  4N(sign)
xe. Si le champ magnetique B est une fonction reguliere sur le plan complexe qui satisfait
a la condition supplementaire,
r2+B borne quand r ! +1;
ou  est un reel strictement positif, alors la fonction f(z), qu'on suppose univoque, est
rationnelle,
(0:35) f(z) =
P (z)
Q(z)
:
Ici P (z) et Q(z) sont des polyno^mes, avec deg P < deg Q = N , le coecient du terme
de degre N etant normalise a 1.
Cette fonction f depend visiblement de 4N parametres reels.
Pour la demonstration de ce theoreme, nous utilisons un peu de geometrie et d'analyse
complexe. Elle est basee sur la forme me^me, (0.29), de %.
Pour exprimer que B(f(z)) representent N vortex localises, separes et centres respect-
ivement en zi; i 2 f1; ::; Ng, nous prenons Q avec des racines simples, aux points zi. En
developpant f(z) en fractions rationnelles, on retrouve bien (0.34).
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TROISIEME PARTIE: Vortex topologiques; le modele de Manton [HHY1] [HH1]
A. Le modele de Manton.
Le systeme de Jackiw{Pi donnait des vortex topologiques. Dans la reference [HHY1],
nous etudions un autre modele qui
(i) est non{relativisite,
(ii) a une electrodynamique couplee Maxwell{Chern{Simons,
(iii) presente des solutions vortex topologiques.
Ce modele a ete propose par Manton [MAN] pour decrire la supraconductivite a haute
temperature. Il est donne par la densite lagrangienne:
(0:36)
LM =  1
2
B2 + 
i
2

(Dt)  (Dt)

  1
2
2X
k=1
(Dk)(Dk)

  
8
(1  jj2)2 + (Bat + E2a1   E1a2)  at   ~a  ~JT
ou at, a1, a2 sont les potentiels dont derive le champ electromagnetique ( ~E;B). ~JT est la
valeur asymptotique, supposee constante, du courant de matiere
(0:37) ~Js =
1
2i

( ~D)   ( ~D)

:
L'absence du terme electrique, j ~Ej2, du lagrangien de Maxwell est justiee par la
symetrie galileenne du modele. La presence du terme at justie (iii) par une modication
de la loi de Gauss chez Jackiw{Pi. Cependant, elle brise l'invariance galileenne qui est
alors retablie par le terme ~a  ~JT . ~JT est appele courant de transport.
Dans un referentiel privilegie, ou ~JT = 0, Manton a etabli que les solutions origin-
ales du modele de Nielsen et Olesen, trouvees par Bogomol'nyi [BOG] (0.9), verient les
equations statiques de son modele. Ces solutions plongees sont purement magnetiques.
Comme nous l'avons remarque dans Ref. [HHY1], elles peuvent e^tre generalisees a des
solutions, toujours self-duales, mais avec une charge electrique. Le systeme des equations
de Manton se reduit alors a
(0:38)
at =
1
4
  1 +   1  %;
~a =  12 ~r ln %+ ~r!;
4 ln % = 

 
  1:
Notons que le modele n'est pas une generalisation directe de celui de Jackiw et Pi.
Les solutions du modele de Manton sont en eet \topologiques" dans le sens que jj ! 1 a
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l'inni spatial (tout comme dans le modele de Nielsen et Olesen [NO]). De me^me, l'equation
de Liouville (0.28) ne s'obtient pas de (0.38) par une procedure continue. Cependant, une
legere modication du modele de Manton,
(0:39)
eLM =  
2
(B)2 +
i
2

(Dt)  (Dt)

  1
2
2X
k=1
(Dk)(Dk)

  
8
(   jj2)2 + (Bat + E2a1   E1a2)  at   ~a  ~JT ;
redonne bien le modele de Jackiw et Pi si l'on pose
 ! 0;  ! 0; ~JT = 0:
B. Symetries.
Apres avoir presente le modele de Manton, nous avons etudie ses proprietes de syme-
trie. Le modele (0.36) peut e^tre interprete de plusieurs manieres possibles. D'abord, nous
montrons qu'il est equivalent a un systeme de Chern{Simons en presence d'un champ
electromagnetique exterieur. Ce champ exterieur est lie au courant de transport:
(0:40) Bext  
2
; Eextk   
klJ
T
l
2
:
Le lagrangien (0.36) est alors equivalent a
(0:41)
Lext =  i
2
((Dt)  (Dt))  1
2
2X
k=1
(Dk)(Dk)
   U(%)  1
2
( ~B)2
+ ( ~B ~A0 + ~E2 ~A1   ~E1 ~A2)
avec U(%) = (=8)(1  %)2 et
~B = B  Bext; ~Ei = Ei   Eexti
Dk = @k   iak; avec ak = ~Ak +Aextk :
C'est cette interpretation qui nous a permis de trouver, en plus des symetries evidentes,
de nouvelles symetries \composees". En eet, on peut construire une correspondance entre
le lagrangien (0.36) et le modele
(0:42)
L =  i
2
((Dt)  (Dt))  1
2
2X
k=1
(Dk)(Dk)
   U(%)  1
2
B2
+ (Ba0 + E2a1   E1a2)
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sans champ exterieur (Aext = 0;  = 0; 1; 2:). Ce dernier admet le groupe de Schrodinger
comme groupe de symetrie lorsque le potentiel est de la forme gjj2. Le potentiel de
Manton, en (1 jj2)2, brise cette symetrie; seules les translations du temps et de l'espace,
les rotations et les changements de reperes galileens sont encore des symetries. A l'aide
de la correspondance citee plus haut nous \exportons" du modele (0.41) au modele de
Manton des symetries composees dites symetries \cachees".
C. Un modele relativiste.
Comme nous l'avons remarque dans [HHY1], on peut aussi voir le lagrangien (0.36)
comme une reduction non relativiste d'une theorie relativiste, donnee par la lagrangien
(0:43) LR =   14FF + 2 Fa +
 
D 
 
D 

+ aJT  +

2c2 @N@
N   V:
ou N est un champ scalaire neutre. La forme de ce (nouveau) lagrangien est suggere par
des modeles similaires qu'on trouve dans la litterature [DUN] et en particulier par celui
propose par [LLM].
Par un choix judicieux du potentiel V , nous montrons que le lagrangien (0.36) de
Manton est la limite non-relativiste de (0.43). A la limite non-relativiste, l'equation du
mouvement pour le champ N se reduit a une expression de N en fonction de jj2. N peut
alors dispara^tre du lagrangien. Nous construisons aussi des solutions self-duales dont la
reduction non relativiste correspond exactement au systeme (0.38).
D. Generalisation aux spineurs.
Nous donnons une generalisation de (0.36) dans un contexte spinoriel en considerant
le nouveau modele:
(0:44)
8>><>>:
iDt =  12

~D2 +B3

 equa. de Pauli
ij@jB = Ji   JTi + 2 ij Ej equa. d'Ampere
2B = 
 
1  jj2 loi de Gauss
ou 3 est la troisieme matrice de Pauli et  est un spineur a deux composantes. Ces
equations derivent du Lagrangien
(0:45)
L =  1
2
B2 +
i
2

y(Dt)  (Dt)y
  1
2
( ~D)y( ~D)
+
B
2
y3+ 
 
Bat + E2a1   E1a2
  at   ~a  ~JT :
Le courant est maintenant donne par
(0:46) ~J =
1
2i

y ~D  ( ~D)y

+ ~r
1
2
y3

:
20 Yera
Le nouveau modele est aussi une generalisation de la theorie Chern{Simons spinorielle
de Duval et al. [DHP1] dans laquelle les equations champs-courant sont donnees par:
(0:47)
(
Ji =  ij Ej equa. d'Ampere
B =  jj2 loi de Gauss
Pour ce modele, les solutions proposees sont self-duales et purement magnetiques.
Remarquablement, les equations (0.44) admettent aussi des solutions self-duales. La
nouveaute par rapport aux resultats exposes dans la reference [DHP1] est que nos vortex ne
sont plus purement magnetiques (at 6= 0). La premiere equation de (0.44) impose qu'une
composante chirale du spineur  soit nulle; on obtient alors un courant ~Js nul. C'est ce
resultat et la loi d'Ampere dans (0.47) qui imposent des solutions purement magnetiques
dans le modele de Duval et al. Par contre la nouvelle loi d'Ampere dans (0.44) permet des
solutions telles que
(0:48) at =  1

B:
E. Comparaison avec d'autres modeles.
Enn, nous comparons (0.36) avec d'autres modeles, notamment ceux de Barashen-
kov{Harin [BH] et Duval-Horvathy-Palla [DHP1]. Nous montrons comment la symetrie du
premier modele est mal denie, a la fois non relativiste pour le champ scalaire et relativiste
pour le champ electromagnetique. Quant au second modele, il est l'equivalent de celui de
Manton pour des vortex non topologiques.
QUATRIEME PARTIE: Vortices in Landau-Ginzburg Model of the Quantized
Hall Eect [HHY2].
Cette partie reprend un article soumis a la revue \Physical Reviews D". Nous etudions
le lagrangien
(0:49) L = 1
2
b2 + j ~D j2 + i j j2   1  i
2

~r ~a+ ~a  ~r

;
ou b = ~r  ~a, ~D = ~r + i~a et  est un potentiel scalaire. Au terme 12b2 pres, (0.49) est
le lagrangien de Girvin-MacDonald pour l'eet Hall quantique. On notera l'absence de
potentiel d'interaction dans (0.49). Pour la valeur particuliere
(0:50)  = 1
2
;
le modele admet des solutions de Bogomol'nyi. Ces solutions representent des vortex
topologiques ou non topologiques suivant que leur energie est nie ou non. Le modele (0.49)
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est la limite de deux modeles ayant comme lagrangien f (0.49)+un potentiel d'interaction
U( ) g.
Le premier, pour lequel
(0:51) U =

8
(1  j j2);
admet des solutions vortex topologiques pour la valeur particuliere
(0:52)  =   4
2
 8

:
Le second, pour lequel
(0:53) U = C +

8
j j2;
admet des vortex non topologiques pour la me^me valeur (0.52) de . A la limite ! 0, ces
deux modeles donnent (0.49) et (0.52) devient (0.50). Enn nous insistons sur le fait que
le modele de Manton est une generalisation de celui de Girvin{MacDonald. Ce dernier est
equivalent au modele de Zhang, Hanson et Kivelson [ZHK] pour l'eet de Hall quantique.
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I. PRELIMINAIRES
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1. VORTEX ET SUPRACONDUCTIVITE;
LE MODELE DE LANDAU-GINZBURG.
En theorie classique des champs, on est tres souvent interesse par des solutions,
d'equations aux derivees partielles, regulieres, localisees et a energie nie, appelees sol-
itons, \vortex" en dimension 2+1 et \monopo^les" en dimensions 3+1. En general, ces
solutions representent des particules; elles peuvent aussi representer un champ magnetique
localise. Cette denition du soliton est tres generale. Pour une denition plus precise, on
pourra se referer a [BMS].
Remarque: il existe d'autres denitions du soliton selon la science etudiee; par exemple
pour la mecanique des uides et l'optique voir [DRA], pour la theorie de l'integrabilite voir
[FAD].
Les vortex ont ete observes en physique de la matiere condensee particulierement dans
les supraconducteurs. Beaucoup de materiaux exhibent le phenomene de supraconduct-
ivite lorsqu'ils sont refroidis au dela d'une certaine temperature dite critique Tc. L'etat
supraconducteur est deni par les proprietes macroscopiques suivantes:
1. la resistance electrique du materiau s'annule.
2. le champ magnetique s'annule dans le materiau; ce phenomene est connu sous le
nom d'eet Meissner.
Au niveau microscopique, la supraconductivite est decrite par la theorie de Bardeen,
Cooper et Schieer (BCS). Dans cette theorie, l'etat supraconducteur s'explique par la
formation de doublets d'electrons: les paires de Cooper. Sous l'action de forces faibles,
deux electrons interagissent pour donner une unique particule dont la charge electrique
est le double de celle de l'electron. Mais des forces exterieures peuvent briser les paires
de Cooper et ramener le materiau dans son etat normal. L'etat supraconducteur est
caracterise par la densite des paires de Cooper qui sont decrites par un champ scalaire
charge  , appele parametre d'ordre. La densite j (~x)j2 est proportionnelle a la densite des
paires de Cooper. Dans l'etat normal,   0 et dans l'etat supraconducteur j j atteint
son maximum.
Il existe deux types de supraconducteurs: les supraconducteurs de type 1 et 2. Ils
sont caracterises par leur reponse a un champ magnetique exterieur, H.
En dessous d'une valeur critique Hcritique de H, le champ magnetique est totalement
expulse d'un supraconducteur de type 1. PourH > Hcritique, le champ magnetique penetre
entierement le materiau.
Pour un supraconducteur de type 2, le champ magnetique penetre le materiau par
etape: pour H < Hc1, le champ magnetique est expulse; pour Hc1 < H < Hc2, le champ
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penetre le materiau par des \tubes de champ" autour desquels tourne un supracourant;
a cause de ces tourbillons de courant, les \tubes de champ" sont appeles vortex; le ux
magnetique est un multiple entier d'un ux elementaire,
(1:1)  = n(
h
e
);
ou n est un entier et e le charge de l'electron. Pour H > Hc2, le materiau est dans son
etat normal et le champ le penetre entierement.
Dans l'etat intermediaire Hc1 < H < Hc2, le champ magnetique est concentre aut-
our de points discrets. Pour expliquer cette particularite des supraconducteurs de type 2,
Landau et Ginzburg, [LP], [AB], ont propose un systeme d'equations decrivant l'interaction
entre le champ  et le potentiel vecteur ~A dont derive le champ magnetique ~B. Le
modele est independant du temps et le champ magnetique ~B est perpendiculaire au plan
representant le supraconducteur (on prendra alors ~B = (0; 0; B)). L'energie de l'interaction
est donnee par
(1:2) E =
Z B2
8
+
h2
4m
j ~D j2 + aj j2 + b
2
j j4	d2~x;
ou ~D est la derivee covariante:
~D  ~r  i2e
h
~A;
h est la constante de Planck, e la charge electrique de l'electron. Les coecients a et b
dependent de la temperature, la composition du materiau, etc; a < 0 et b > 0.
Les equations du champ obtenues en minimisant l'energie sont
(1:3)
ih
4m
~D2 + a + bj j2 = 0;
~r ~B = 4~|;
ou le supracourant s'exprime par
(1:4) ~| =
eh
2mi
( ( ~D )   ( ~D )):
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2. LE MODELE ABELIEN DE HIGGS.
2.1. Le modele
Ce modele a ete utilise pour la premiere fois par Higgs pour illustrer le mecanisme qui
porte son nom. Il est aussi utilise, et c'est le cas qui nous interesse, comme generalisation
relativiste du modele de Landau-Ginzburg.
On considere l'espace minkowskien (R  R2; g = ( 1; 1; 1)) sur lequel on denit le
lagrangien [NO]:
(2:1) L =  1
4
FF
   1
2
(D)(D
)  
8
(jj2   1)2;
avec ~D  ~r  i ~A. Les equations du mouvement deviennent
(2:2)
DD
 =

2
(jj2   1);
@F = j  i
2
((D)
   (D)):
Dans le cas statique et purement magnetique (A0 = 0), le champ electrique s'annule
(F0i = 0 pour i = 1; 2) et les equations du champ se reduisent a
(2:3)
~D2 =

2
(jj2   1);
@kFjk =
i
2
((Dj)
   (Dj));
qui sont, a une constante pres, les equations de Landau-Ginzburg. Le ux du champ
magnetique F12 est alors quantie; en eet
(2:4)  =
Z
F12dxdy =
I
Akdx
k:
Ecrivant  = jj exp  i, on obtient de l'equation
(2:5) Ak =
jk
jj2 + @k:
En supposant qu'il n'y a pas de courant a l'inni, on obtient
(2:6)  =
I
@k(x)dx
k;
et puisque  est univoque, (r; '+ 2n) = (r; ') (n entier); on a alors
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(2:7)  = n0 avec 0 = 2:
Le ux est donc quantie, 2 etant le quantum.
2.2.Solutions radiales. [NO]
Cherchons une solution radiale pour la valeur n = 1. Dans une jauge convenable, les
champs peuvent s'ecrire
(2:8) Ar = 0; A = A(r);  = f(r)e
i:
Pour avoir un \winding number" egal a l'unite et une energie nie, nous demandons les
conditions asymptotiques suivantes:
(2:9) A(r)  1
r
; f(r)! 1; quand r !1:
Avec les champs (2.8), les equations du second ordre (2.3) deviennent
(2:10)
d2f
dr2
+
1
r
df
dr
  (A  1
r
)2f +

2
(1  f2)f = 0;
d2A
dr2
+
1
r
dA
dr
  A
r2
+ (A  1
r
)f2 = 0:
Jusqu'a present, aucune solution analytique d'un tel systeme n'a ete trouvee. Cependant,
en utilisant les conditions aux limites (2.9), on peut determiner le comportement asymp-
totique des solutions. En inserant la valeur asymptotique f2 ' 1 dans la seconde equation
de (2.10) et en ecrivant A(r) sous la forme
A(r) =
1
r
+ a(r);
nous trouvons que a(r) verie l'equation de Bessel,
(2:11)
d2a
dr2
+
1
r
da
dr
  a( 1
r2
  1) = 0;
dont la solution est la fonction de Bessel a argument imaginaire,
a(r) = CK1(r);
C etant une constante. On en deduit le comportement asymptotique suivant pour les
champs A(r) et B(r):
(2:12) A(r)  1
r
+
r
c
r
e r; B(r) =
1
r
@r(rA)  B0e r:
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Pour obtenir le comportement asymptotique de f(r), on pose f(r) = 1 + '(r) dans la
premiere equation de (2.10) qui devient
(2:13) '00 +
'0
r
  ' = 0;
qui est encore une equation de Bessel avec un argument imaginaire. On en deduit asymp-
totiquement,
'  '0e 
p
r:
2.3. Vortex et auto-dualite. [BOG], [JT]
A. Jae et C. Taubes ont montre l'existence de solutions de type vortex pour une
valeur particuliere de . Toujours dans le cas statique et purement magnetique, l'energie
est
(2:14) E =
Z 1
2
F 212 +
1
2
jDkj2 + 
8
(jj2   1)	2dxdy:
Bogomol'nyi [BOG] a montre que pour la valeur particuliere  = 1, le minimum de
l'energie est atteint par des champs satisfaisant a des equations du premier ordre; en eet
en utilisant l'identite
(2:15)
2X
k=1
jDkj2 = j(D1 D2)j2  F12jj2  ~r ~J
et en suppposant qu'il n'y a pas de courant a l'inni, l'energie s'ecrit
(2:16) E =
Z 1
2
j(D1D2)j2+ 1
2
(F12 1
2
(1 jj2))2+ 1
8
( 1)(1 jj2)2	dxdy 1
2
:
Pour  = 1 on a alors, puisque l'energie est positive
(2:17) E  jN j:
Si N  0, le minimum d'energie est atteint si et seulement si
(2:18)
(D1 + iD2) = 0;
F12 =
1
2
(1  jj2):
Si N  0, E =  N si et seulement si
(2:19)
(D1   iD2) = 0;
F12 =  1
2
(1  jj2):
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Ces equations sont dites de "Bogomolny"; on en deduit une equation du type de celle de
Liouville
(2:20)  ln jj2 = 1
2
(jj2   1):
L'existence de solutions vortex se deduit alors du theoreme suivant:
Theoreme (Jae-Taubes) [JF]
Soit un entier positif N et un ensemble fzig; i = 1; : : : ; N de N points de C; le systeme
d'equations (2.18) admet une solution a energie nie, unique a une jauge pres, veriant
les proprietes suivantes :
(i) La solution est C1
(ii) L'ensemble des zeros de  est fzig. Au voisinage de zj,
(z; z)  cj(z   zj)nj
avec cj 6= 0 et nj entier positif.
De plus, pour cette solution
(a)
j ~Dj  const: (1  jj)  const: exp( (1  )jzj);
pour tout reel positif  et ou const. est une constante reelle ne dependant que de .
(b)  = 2(
X
distinct zj
nj):
Si N < 0, il y a toujours existence et unicite (a une jauge pres) de la solution pour le
systeme mais avec
(z; z)  cj(z   zj)nj quand z ! zj ;
et
 =  2(
X
distinct zj
nj)
avec ici nj > 0 et cj 6= 0.
Jae et Taubes ont aussi montre que pour  = 1, le systeme du second ordre (2.3)
n'admet pas d'autres solutions que celles du theoreme precedent.
Les vortex obtenus a partir des modeles precedents sont electriquement neutres puis-
que, dans le modele de Landau-Ginzburg, il n'y a pas de champ electrique et que dans celui
de Higgs nous avons pose A0 = 0. On peut se poser la question de l' existence, en dimension
2, de particules qui portent une charge magnetique et une charge electrique. Julia et Zee
ont montre que le modele abelien de Higgs n'admet aucune solution a energie nie avec
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une charge electrique [JZ]. Pour decrire les particules precedentes, nous allons faire appel a
d'autres modeles. Leur existence viendra de la presence, dans le lagrangien, d'un nouveau
terme dit de Chern-Simons. Un tel lagrangien peut e^tre un modele phenomenologique
pour l'eet de Hall quantique ou pour la supraconductivite a haute temperature.
3. L'EFFET HALL QUANTIQUE.
L'eet Hall classique fut decouvert au siecle dernier: on applique un champ electrique,
~E1, dans un materiau conducteur de tres faible epaisseur; il nait alors un courant electrique
dans le conducteur; lorsqu'on plonge ce conducteur dans un champ magnetique, ~B, qui
lui est perpendiculaire, le courant d'electrons est soumis a une force normale a ~B et ~E1; il
s'opere une redistribution non uniforme des electrons dans le conducteur, distribution qui
cree un champ electrique, ~E, (ou une tension) perpendiculaire au courant: le champ de
Hall. La relation entre le courant, ~J , d'electrons et les champs ~E, ~E1 est donnee par:
(3:1) ~J = Ohm ~E1 +

0  
 0

~E:
Pour une me^me valeur de B, la conductance de Hall, , cro^t de maniere continue
avec la densite du courant d'electrons.
Quand on realise la me^me experience, a une temperature de un ou deux degres Kelvin
et un champ magnetique tres fort, avec un tapis d'electrons condamnes a ne se mouvoir
que dans un plan, il y a toujours creation d'une tension de Hall. Cependant, la resistivite
ohmique Ohm s'annule; la loi d'Ohm devient
(3:2) ~J =

0  
 0

~E:
Plus surprenant encore, la conductance de Hall ne varie plus continuement avec la
densite du courant; elle evolue par palier avec des valeurs qui restent constantes dans
certains intervalles; a chaque plateau, la conductance de Hall prend des valeurs entieres
d'un quantum de conductance dont la valeur est e2=h:
(3:3)  = n(e2=h); n entier:
Ce phenomene constitue l'eet Hall quantique entier; il a ete mis en evidence en 1980
par Klaus von Klitzing.
En 1982, Daniel C. Tsui, Horst L. Stormer et Arthur C. Gossard ont mis a jour une
autre propriete etonnante de l'eet Hall quantique. La conductance de Hall prend aussi des
valeurs fractionnaires constantes du quantum de conductance; c'est l'eet Hall quantique
fractionnaire.
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En resume, l'electrodynamique de l'eet Hall quantique est donnee par les equations
de la forme:
(3:4)
~r: ~B = 0;
~r ~E + @t ~B = ~0;
~J =

0  
 0

~E;
@t%+ ~r: ~J = 0:
pluto^t que les equations de Maxwell.
Le premier modele, en theorie classique des champs, qui tente une description macros-
copique de ce phenomene est celui de Girvin et MacDonald (1987) [GIR]; il est donne par
le lagrangien:
(3:5) L = j ~D j2 + i(j j2   1)  i
2

~r ~a+ ~a ~r

:
Ici, i represente le potentiel electrique (que nous notons en general a0). Ce modele est
statique. Le dernier terme est appele \terme de Chern-Simons", il permet d'etablir les
equations d'une theorie electrodynamique dite de \Chern-Simons" qui rend compte de
l'eet Hall quantique. Les equations variationnelles sont bien de la forme (3.4)
Deux ans plus tard, Zhang, Hansson et Kivelson [ZHK] ont propose le modele suivant:
(3:6)
LZ =4ij
 
2a0@iaj   ai@0aj
  1
4
a@a
 [i@0  
 
a0 + a
ext
0

] +  [ i~r   ~a+ ~aext]2 + U( );
ou aext est le potentiel vecteur d'un champ electromagnetique exterieur, et U( ) = j j2 
j j4 est un potentiel d'interaction. (3.6) est une generalisation de (3.5). Ce lagrangien
est issu de la theorie quantique des champs.
4. SYMETRIES.
L'etude des symetries d'un probleme joue un ro^le important en physique theorique;
elles permettent notamment de:
1. trouver des solutions a partir de solutions statiques, plus faciles a determiner.
2. de determiner les quantites conservees associees aux symetries; ces quantites
peuvent renseigner sur l'evolution dans le temps des solutions par les relations qu'elles
ont entre elles.
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3. d'etudier l'integrabilite complete du probleme: existence de paires de Lax (voir le
chapitre suivant).
4.1. Symetries et theoreme de Noether.
Denition[BLU]
Soit un systeme d'equations aux derivees partielles d'ordre p de n variables indepen-
dantes x = (x1; ::; xn) et m variables dependant de x, u = (u1; ::; um)
(4:1) k
 
x; u; u(1); :::; u(p)

= 0 k = 1; :::
ou u(l) represente toutes les derivees partielles d'ordre l de u. Tout groupe de Lie de
transformations
(4:2) x! ~x = (x; u); u! ~u(~x) = (x; u);
est une symetrie du systeme si ~u(~x) est une solution de (4.1), exprimee avec ~x et ~u, chaque
fois que u(x) en est une.
On construit ainsi, a partir d'une solution u(x) de (4.1), une nouvelle solution; par
exemple, dans le cas ou la transformation (4.2) se reduit a
(~x; ~u) = ((x); (x; u));
 etant inversible, une solution u(x) se transforme en une autre solution
(4:3) u(x) = ( 1(x);u( 1(x))):
Si on considere un groupe de Lie de transformations a un parametre,
(4:4) ~x = g(x) 2 Rn;
alors la transformation
(4:5) ~x = x+  (x);
ou (x) =
d
d
g(x)j=0 est appelee transformation innitesimale associee a (4.4).
On denit alors le generateur innitesimal du groupe (4.4) comme etant l'operateur
X(x) =
nX
i=1
i(x)@xi ;
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qui agit sur un espace de fonction dependant de x. La relation entre la transformation
(4.4) et son generateur innitesimal est donnee par:
~x =
+1X
k=0
k
k!
(Xkx)  exp  Xx
avec X0f(x)  f(x).
Pour un groupe de Lie de transformations a r parametres
(4:6)
~x = g(x; ) 2 Rn;
 = (1; : : : ; r);
le generateur innitesimal Xk(x) correspondant au parametre k est donne par:
Xk(x) =
nX
i=1
ik(x)@xi ; k 2 1; : : : ; r;
avec k;i(x) =
d
dk
gi(x)jk=0 et on retrouve le groupe, a partir du generateur innitesimal,
en calculant:
~x = exp
 rX
i=1
iXi

x;
les i etant des constantes reelles quelconques.
Puisqu'en general, (4.1) derive d'une formulation variationnelle, c'est-a-dire d'une
action
(4:7) I =
Z
L(u; @u; x) dnx
(le lagrangien L depend des coordonnees d'espace, de u et de ses derivees partielles
premieres), on peut aussi exprimer le point de vue equivalent du physicien.
Considerons la transformation
x ! ~x; u(x)! ~u(~x);
innitesimalement, au premier ordre elle devient
(4:8) ~x = x +X; ~u(~x) = u(x) + u(x) + (@u)X

ou u  ~u(x)  u(x). La variation de l'action (4.7) suivant (4.8) est, de maniere generale,
donnee par:
(4:9)
I 
Z
L(~u; @~u; ~x) dnx 
Z
L(u; @u; x) dnx;
=
Z n@L
@u
u+
@L
@(@u)
@(u) + @(LX)
o
dnx:
These 33
La transformation (4.8) est une symetrie, au sens de Nther, si l'action I est invariante,
soit I = 0.
Theoreme de Nther.
Si la transformation innitesimale (4.8) laisse l'action invariante, alors la quantite
(4:10) J =
@L
@(@u)
u+ LX;
est un courant conserve,
(4:11) @J
  @tJ0 + @kJk = 0:
Par consequent l'integrale
(4:12) C =
Z
J0 dn 1x =
Z
f @L
@(@tu)
u+ LXtg dn 1x;
est une constante du mouvement,
dC
dt
= 0:
Une autre denition de la notion de symetrie est donnee par Jackiw, Manton et Forgacs
[FM], [JM]; la transformation innitesimale
(4:13)
x ! x +X
u! u+ u
est une symetrie si l'action change par un terme de surface,
(4:14) I ! I +
Z
@K
 dnx:
Le courant, donne par
(4:15) J =
@L
@(@u)
u K;
est alors conserve.
4.2. Groupes de Galilee et de Schrodinger.
Dans notre travail, nous nous interessons a des theories non relativistes, c'est-a-dire
invariantes par la composante neutre du groupe de transformations de Galilee, a savoir:
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1. les translations du temps:
(4:16)

t
~x

!

t0 = t+ a
~x0 = ~x

;
2. les translations de l'espace:
(4:17)

t
~x

!

t0 = t
~x0 = ~x+ ~a

;
3. les rotations de l'espace:
(4:18)

t
~x

!

t0 = t
~x0 = R~x

;
ou R est une matrice de rotation dans l'espace.
4. les changements de reperes galileens (boosts):
(4:19)

t
~x

!

t0 = t
~x0 = ~x+ t~v

;
En physique galileenne, le mouvement dans l'espace R2 d'une particule libre, decrite
par un champ scalaire  (~r; t), est donne par l'equation de Schrodinger (lineaire):
(4:20) i@t +
1
2m
 = 0
ou   @xx + @yy.
Cette equation est invariante par le groupe de Galilee pourvu que le champ scalaire
se transforme suivant:
(4:21)  0(t0; ~x0) =  (t; ~x);
lors des trois premieres transformations et suivant:
(4:22)  0(t0; ~x0) =  (t; ~x) exp [im~v:(~x+ ~vt=2)]
lors d'un changement de repere galileen.
Mais l'equation de Schrodinger a un groupe de symetries plus riche. Niederer a montre
[NI] que le groupe maximal de symetries \cinematiques" (qui font intervenir des changem-
ents, de l'espace et du temps, par opposition aux symetries de jauge ou aux symetries
internes) est le groupe de Galilee, auquel on rajoute les transformations suivantes de
l'espace-temps:
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1. les dilatations du temps:
(4:23)

t
~x

!

t0 = a2t
~x0 = a~x

(a > 0);
2. les transformations \conformes" appelees aussi expansions:
(4:24)
 
t
~x
!
!
 
t0 = t1+bt
~x0 = 11+bt~x
!
:
Lors de ces transformations de l'espace le champ scalaire varie respectivement comme:
(4:25)  0(t0; ~x0) =
1
a
 (t; ~x) pour des dilatations
et
(4:26)  0(t0; ~x0) = (1 + bt) (t; ~x) exp [
 ibr2
2(1 + bt)
] pour des expansions:
Les huit transformations precedentes forment le groupe de Schrodinger.
Preuve[NI]:
Une equation d'onde,
(4:27) (t; ~x) (t; ~x) = 0;
(ou (t; ~x) est un operateur dierentiel des coordonnees (t; ~x) ) est dite invariante, au sens
de Niederer, par la transformation inversible
(4:28) (t; ~x)! g(t; ~x);
s'il existe une transformation Tg de la fonction d'onde  ,
(4:29)  (t; ~x)! (Tg )(t; ~x) = fg[g 1(t; ~x)] [g 1(t; ~x)];
pour laquelle Tg est encore une solution de (4.28). La presence d'un facteur de phase fg
correspond ici a des representations projectives pluto^t qu'unitaires.
Trouver de telles transformations revient a determiner toutes les solutions possibles
(g; Tg) de l'equation
(4:30) [g(t; ~x)]
n
fg(t; ~x) (t; ~x)
o
= 0;
pour une solution arbitraire  de (4.27).
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Pour l'equation de Schrodinger libre,
(4:31) (t; ~x) = i@t +
1
2m
(@xx + @yy)
et on a:
(4:32)
2m[g(t; ~x)] =c2k@
2
t + 2dikck@t@i + dirdkr@i@k
+ (ci _ci + dik@ick + 2ima)@t
+ (ck _drk@rdik + 2imbi)@i;
ou _a  @ta et les fonctions reelles a, bk, ck et dik sont denies par:
(4:33)
a(t; ~x) =
@t
@t0
; ci(t; ~x) =
@t
@x0i
;
~b =
@~x
@t0
; dik(t; ~x) =
@xi
@x0k
;
(t0; ~x0)  g(t; ~x). En inserant (4.32) dans (4.30) et en remplacant _ par i2m , on obtient
le systeme dierentiel:
(4:34)
ck = 0;
dirdkr = aik;
2a@ifg + (drk@rdik + 2imbi)fg = 0;
afg + 2ima _fg + (drk@rdik + 2imbi)@ifg = 0:
De la seconde equation, on deduit
(4:35) dik = a
1=2R 1ik = a
1=2Rki;
ou R est une rotation. De la premiere equation, on deduit que le systeme (4.33) est
inversible avec comme systeme inverse:
(4:36)
@t0
@t
= a 1;
@t0
@xi
= 0;
@x0i
@t
=  a 3=2Rikbk; @x
0i
@xk
= a 1=2Rik:
Les conditions d'integrabilite de ce systeme sont donnees par
(4:37) @ia = 0; @rRik = @kRir; @k(Rirbr) =
1
2
_aRik   a _Rik;
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la seconde de ces equations impliquant que la rotation R ne depend ni de x, ni de y. Les
deux dernieres equations de (4.34) s'ecrivent alors
(4:38)
@ifg =   im
a
bifg;
_fg =
 im
2a2
j~bj2 + 1
2a
~r:~b

fg;
avec comme conditions d'integrabilite
(4:39)
@ibk = @kbi;
_abi   a_bi = bk@ibk   ia
2m
@2ikbk:
De la premiere equation de (4.39) et le troisieme de (4.37), on deduit
(4:40) Rik = const:; @ibk =
1
2
_aik;
ainsi ~b(t; ~x) = 12 _a~x +
~h(t), egalite que l'on insere dans la seconde equation de (4.39) pour
obtenir
(4:41) _a2 = 2aa; _a~h = 2a
_~h:
En integrant les systemes (4.41) et (4.36), on trouve:
{ pour _a = 0:
a = const:;
~b = const:;
fg = exp
h
  im
a
 
~b  ~x  j
~bj2
2a
t+ c
i
;
ou c = const.
{ pour _a 6= 0:
a = (Bt+D)2;
~b = (Bt+D)(B~x+D~U);
fg =
1
2
(Bt+D) exp
h
  im
2
 B(x2 + y2)
Bt+D
+ c
i
;
B, D et c sont des constantes reelles et ~U est un vecteur constant.
On obtient alors le groupe de Schrodinger avec son extension centrale a 1 parametre
representee par la constnte c; le groupe de Galilee [etendu] est obtenu pour _a = 0, les
dilatations et expansions pour _a 6= 0.
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4.3. Symetries et quantites conservees en theorie des champs non-relativiste. [FM], [JM].
Dans certains modeles non relativistes (comme en optique non-lineaire), la \particule"
decrite dans le paragraphe precedent est en interaction avec elle-me^me; l'equation qui decrit
son mouvement devient:
(4:42) i@t +
1
2m
 +
dU(%)
d%
 = 0;
U etant le potentiel d'interaction et % = j j2. Si U(%) est une fonction plus compliquee que
lineaire en %, l'equation du mouvement devient non-lineaire; on l'appelle donc l'equation
de Schrodinger non-lineaire.
Cette equation derive de l'action
(4:43) I0 =
Z
R2
L0 =
Z
R2

i  @t   1
2m
j~r j2 + U(%)

d~xdt:
Pour le potentiel purement quartic en  ,
U(%) = %2=2;
l'equation (4.42) reste invariante par le groupe de Schrodinger. Quand on fait agir les
transformations du groupe de Schrodinger sur l'equation de Schrodinger libre (4.20), celle-
ci reste inchangee a un facteur pres; en utilisant les transformations du champ  , on voit
que le terme non lineaire, en j j2 , change avec le me^me facteur que l'equation lineaire
libre. (4.42) est alors invariante.
Les quantites conservees, donnees par (4.12), sont alors:
1. l'energie
(4:44) E =
1
2
Z
(j~r j2   g%2)d2~x
pour les translations du temps;
2. l'impulsion
(4:45) ~P =
Z
~pdxdy 
Z
1
2i
( (~r )   (~r )) d2~x
pour les translations d'espace;
3. le moment angulaire
(4:46) J =
Z
~x ~p d2~x
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pour les rotations d'espace;
4.
(4:47) ~B = t ~P  
Z
%~r d2~x;
pour les changements de reperes galileens (boosts);
5.
(4:48) D = tE   1
2
Z
~x:~p d2~x
pour les dilatations;
6.
(4:49) K =  t2E + 2tD + 1
2
Z
%r2 d2~x
pour les expansions.
Notons qu'en faisant operer le generateur de l'extension centrale sur le champ  comme
(4:50)  0(t0; ~x0) = eim (t; ~x);
on obtient une neuvieme quantite conservee, en l'occurence la masse,
(4:51) M =
Z
% d2~x:
La particule peut e^tre placee dans un champ eletromagnetique exterieur ( ~Eext; ~Bext)
derivant du potentiel de jauge Aext non dynamique. L'equation du mouvement de la
particule est maintenant decrite par le lagrangien avec couplage minimal, ou la derivee
covariante remplace la derivee partielle,
(4:52)
L =
Z
R2

i  Dt   1
2m
j ~D j2 + %
2
2

d2~x;
D = @   iAext :
Le groupe de Schrodinger n'est plus un groupe de symetrie en general. Cependant,
certaines symetries peuvent persister. Soit en eet X un champ de vecteurs sur l'espace-
temps, qui est une symetrie du cas libre. L'invariance du champ exterieur est realisee a
une transformation de jauge pres (Aext est symetrique par rapport a X
), s'il existe une
fonction W telle que
(4:53) Aext = @W:
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Puisque
Aext = X
F ext + @(X
Aext );
on peut ecrire la condition d'invariance du champ exterieur comme:
(4:54) XF ext = @	; 	 =  Aext X +W:
Ainsi, les transformations du groupe de Schrodinger qui restent des symetries du
modele (4.50) sont les translations du temps et de l'espace;
(4:55) 	 = Bext~  ~x+ t~: ~Eext + ~x: ~Eext ou  2 R; ~ 2 R2:
Si la particule est placee dans un champ exterieur purement magnetique, ~Eext = 0,
alors les rotations sont encore des symetries et, dans ce cas,
(4:56) 	 =
Bext
2
(x2 + y2):
Les constantes du mouvement, dans ce dernier cas, sont
(4:57)
EBext = E +
Bext
4
K   B
ext
2
J;
P kBext = P
k +
Bext
2
kjBj ;
JBext = J;
ou les constantes du mouvement E;K; J; ~P ; ~B, sont donnees par (4.44-4.49).
4.4. Methode pour determiner le groupe de symetrie d'une e.d.p.[BLU]
Nous allons presenter une methode generale pour determiner les generateurs innitesi-
maux du groupe de symetrie d'une equation aux derivees partielles.
La methode ne presente pas de diculte particuliere de calculs, mais ces derniers sont
assez fastidieux. Pour cette raison nous commencons par le cas le plus simple qui, une fois
compris, pourra e^tre generalise a une e.d.p. quelconque.
a/Cas d'une variable dependante et d'une variable independante
Soit l'equation dierentielle
(4:58) (x; u; u0; : : : ; u(p)) = 0;
ou x 2 R, u(x) 2 R et u(k) est la derivee d'ordre k de u. (4.58) peut s'ecrire localement
u(p) = f(x; u; : : : ; u(p 1)).
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Considerons le groupe de Lie de transformations a un parametre  suivant
(4:59)
~x = g(x; u; );
~u = U(x; u; ):
On suppose que la transformation 
x
u

!

~x
~u

est un dieomorphisme de R2
On denit la kieme extension du groupe (4.59), qui est un groupe de Lie a un parametre
 agissant sur l'espace (x; u; u0; : : : ; u(k)), par:
(4:60)
~x = g(x; u; )
~u = U(x; u; )
~u0 = U1(x; u; u0; )
: : :
~u(k) = Uk(x; u; u
0; : : : ; u(k); ) =
DUk 1
Dx

=
Dg
Dx

;
ou U0(x; u; )  U(x; u; ) et DDx est l'operateur de derivation totale:
(4:61)
D
Dx
F (x; u; u0; : : : ; u(l)) = @xF + u0@uF + : : :+ u(l+1)@u(l)F:
Remarque: Dans (4.60), ~u(k) est l'expression de la derivee
dk~u
d~xk
compte tenu de la tran-
sformation (4.59).
Si X = (x; u)@x + (x; u)@u est le generateur innitesimal du groupe (4.59), alors
celui de la kieme extension du groupe est:
(4:62) X(k) = X +
kX
l=1
(l)(x; u; : : : ; u(l))@u(l) ;
avec
(4:63) (l)(x; u; : : : ; u(l)) =
D(l 1)
Dx
  u(l)D
Dx
et (0)  (x; u).
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Proposition:
Le groupe (4.59) est une symetrie de (4.58) si et seulement si
(4:64) X(n)

(x; u; : : : ; u(p))

= 0 quand (x; u; : : : ; u(p)) = 0
ou encore
(4:65)
(p)

x; u; : : : ; u(p)

= X(p 1)

f(x; u; : : : ; u(p 1))

quand
u(p) = f(x; u; : : : ; u(p 1)) = 0
b/Cas d'une variable dependante et n variables independantes.
On considere maintenant l'equation aux derivees partielles
(4:66) (x; u; u(1); : : : ; u(p)) = 0;
ou x 2 Rn, u(x) 2 R et u(l); l 2 f1; : : : ; pg, represente toutes les derivees partielles
d'ordre l de u. Soit
(4:67)
~x = g(x; u; );
~u = U(x; u; );
un groupe de Lie de transformations a un parametre  ayant
X = i(x; u)@xi + (x; u)@u
comme generateur innitesimal.
On notera g  (g1; : : : ; gn), ui  @xiu, ~ui  @ ~xi ~u (ne pas confondre ui et u(l), le
premier etant une derivee partielle d'ordre 1 et le second l'ensemble des derivees partielles
d'ordre l) et la derivee totale par rapport a xi,
DiF (x; u; u(1); : : : ; u(l))  @F
@xi
+ ui
@F
@u
+ uij
@F
@uj
+ : : :+ uii1i2:::il
@F
@ui1i2:::il
:
La lieme extension du groupe (4.67) est denie par:
(4:68)
~x = g(x; u; );
~u = U(x; u; );
~u(1) = U(1)(x; u; u(1); );
: : :
~u(l) = U(l)(x; u; u(1); : : : ; u(l); );
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ou les U (l) sont denis par:
(4:69) AU(1) = A ~u(1) = A
0BB@
~u1
~u2
...
~un
1CCA =
0BB@
D1U
D2U
...
DnU
1CCA ;
U(l) etant determine a partir de U(l 1):
(4:70) A
0BBB@
~ui1i2:::il 11
~ui1i2:::il 12
...
~ui1i2:::il 1n
1CCCA = A
0BBB@
Ui1i2:::il 11
Ui1i2:::il 12
...
Ui1i2:::il 1n
1CCCA =
0BBB@
D1Ui1i2:::il 1
D2Ui1i2:::il 1
...
DnUi1i2:::il 1
1CCCA
avec
A =
0B@D1g
1 : : : D1g
n
...
...
Dng
1 : : : Dng
n
1CA :
La lieme extension est aussi un groupe de Lie a un parametre  dont le generateur in-
nitesimal est
(4:71) X(l) = X + i(x; u; u(1))
@
@ui
+ : : :+ i1i2:::il(x; u; u(1); : : : ; u(l))
@
@ui1i2:::il
;
avec
i = Di   (Dij)uj i = 1; 2; : : : ; n
i1i2:::il = Dili1i2:::il 1   (Dilj)ui1i2:::il 1j :
Proposition:
Le groupe de Lie (4.67) est une symetrie du systeme (4.66) si et seulement si
(4:72) X(p)(x; u; u(1); : : : ; u(p)) = 0 quand
(4:73) (x; u; u(1); : : : ; u(p)) = 0:
On utilise la proposition precedente pour determiner le generateur inntesimal du
groupe (4.67): en tenant compte de (4.73), on developpe l'equation (4.72); apres identi-
cation des coecients des u(l) on obtient un systeme d'equations pour 
i(x; u) et (x; u).
On se rend compte de l'importance des calculs a eectuer pour conna^tre un generateur
innitesimal du groupe de symetrie d'une e.d.p. Heureusement, il existe un logiciel in-
formatique [CHW] qui permet de trouver le systeme d'equations pour i(x; u) et (x; u) et
resoudre un grand nombre de tels systemes.
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Remarque: on peut encore generaliser la methode a n variables independantes et m var-
iables dependantes.
c/Exemple.
Pour voir comment fonctionne la methode decrite ci-dessus, nous l'appliquons a l'equa-
tion lineaire de Schrodinger. Pour cette equation, les calculs sont simplies par le theoreme
suivant:
Theoreme(Ovsiannikov-Bluman), [BLU]
Supposons que l'e.d.p. d'ordre p  2
ui1i2:::il = F (x; u; u(1); : : : ; u(p));
ou F (x; u; u(1); : : : ; u(p)) ne depend pas de ui1i2:::il , admet un groupe de symetrie dont le
generateur innitesimal est
X = i(x; u)@xi + (x; u)@u:
Alors
@i
@u
= 0; i = 1; : : : ; n;
@2
@u2
= 0:
D'apres la proposition du (b/), une condition necessaire et susante pour que l'equa-
tion de Schrodinger libre dans le plan,
(4:74) i@tu+
1
2
(@xx + @yy)u = 0;
admette un groupe de symetrie est
(4:75) i0 +
1
2
(11 + 22) = 0;
chaque fois que (4.74) est veriee. D'apres le theoreme precedent, un generateur de
symetrie de (4.74) est de la forme
X = 0(t; x; y)@t + 
1(t; x; y)@x + 
2(t; x; y)@y +

f(t; x; y)u+ g(t; x; y)
	
@u:
Ici, 0, 11 et 22 sont des fonctions donnes, suivant (4.71), par (
2):
(4:76)
0 = gt + ftu+ (f   0t )ut   1t ux   2t uy;
11 = gxx + fxxu  0xxut + (2fx   1xx)ux   2xxuy
+ (f   21x)uxx   22xuxy   20xutx;
22 = gyy + fyyu  0yyut   1yyux + (2fy   2yy)uy
+ (f   22y)uyy   21yuxy   20yuty:
(2) Les indices signient des derivees partielles.
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En substituant ces relations dans (4.75) et en tenant compte de (4.74), on obtient le
systeme d'equations suivant:
(4:77)
0x = 
0
y = 0;
1y + 
2
x = 0;
0t = 2
1
x;
0t = 2
2
y ;
fx = i
1
t ;
fy = i
2
t ;
ift +
1
2
(fxx + fyy) = 0;
igt +
1
2
(gxx + gyy) = 0;
que l'on resoud aisement:
(4:78)
0 = a1t
2 + 2a2t+ a3;
1 = (a1t+ a2)x+ a4y + a5t+ a6;
2 = a4x+ (a1t+ a2)y + a7t+ a8;
f = i
a1
2
(x2 + y2) + a5x+ a7y

  a1
2
t+ a9:
ou ak, k = 1; ::; 8, sont des parametres reels et a9 est une constante d'integration complexe.
g est une solution quelconque de l'equation de Schrodinger lineaire.
Les generateurs innitesimaux des transformations, symetries de l'equation (4.74),
sont alors:
(4:79) @t; @x; @y; pour les translations du temps et du plan;
(4:80) y@x   x@y; pour les rotations du plan;
(4:81)
t@x + ixu@u; t@y + iyu@u; pour les changements de reperes galileens (boost):
Ces 6 generateurs engendrent, bien entendu, le groupe de Galilee du plan.
On trouve aussi deux autres generateurs,
(4:82) x@x + y@y + 2t@t; pour les dilatations;
tx@x + ty@y + t
2@t +
1
2
[ t+ i(x2 + y2)]u@u; pour les expansions:
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Ces operateurs engendrent, avec le groupe Galilee, le groupe de Schrodinger.
On obtient aussi trois autres generateurs de symetries, notamment g(t; x; y)@u (avec
g(t; x; y) solution de l'equation de Schrodinger libre, (4.74), ainsi que u@u et iu@u. Ici,
{ g(t; x; y)@u est le generateur du groupe
~t = t; ~x = x; ~y = y;
~u(~t; ~x; ~y) = u(t; x; y) + g(t; x; y);
qui est de dimension innie. Ce groupe est une symetrie triviale de tout systeme lineaire,
des que la fonction g(t; x; y) verie ce me^me systeme [BLU].
{ u@u engendre le groupe des transformations lineaires u(t; x; y) ! a  u(t; x; y), ou
a 6= 0 est un parametre reel.
{ La constante du mouvement associee au generateur iu@u se calcule directement a
partir de l'expression (4.11) et de la densite lagrangienne
L = i
2

utu  utu

  1
2
j~ruj2:
Elle est alors donnee par Z
juj2 dxdy;
de sorte qu'elle s'interprete comme la masse ou le nombre de particules.
Ce generateur commute avec ceux du groupe de Galilee. Il est aussi obtenu en com-
mutant les boosts avec les translations. En rajoutant ce generateur au groupe de Galilee,
on retrouve l'extension centrale de ce dernier, du^e a Bargmann.
En calculant le commutateur des boosts, on trouve zero. Notre methode ne permet
donc pas d'obtenir l'extension \exotique" du groupe de Galilee planaire [LL].
5. INTEGRABILITE DES EQUATIONS AUX DERIVEES PARTIELLES.
5.1. Methode de diusion inverse et conjecture de Painleve (P1).
Nous presentons brievement les equations a solitons dans le seul but d'introduire les
deux conjectures de Painleve. Pour l'etude de ces equations, on pourra se referer a [BA],
[DRA], [HOP].
Les annees 1960-70 ont vu na^tre, en physique mathematique, un grand intere^t pour
des methodes de resolution de certaines equations aux derivees partielles: methode de
diusion inverse, methode d'Hirota, transformation de Backlund, paire de Lax,... Par
simplicite, nous nous restreignons a la dimension (1 + 1).
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Parmi les plus connues de ces equations on trouve l'equation de Kortewegs-de-Vries
(K.d.V.),
ut   6uux + uxxx = 0;
l'equation de Schrodinger non lineaire,
iut + uxx   juj2u = 0;
l'equation de sine-Gordon,
uxt = sinu:
Dans tous ces exemples, l'equation d'evolution peut s'ecrire sous la forme
(5:1) Lt = [B;L]  BL  LB;
ou L et B sont des operateurs lineaires en x uniquement qui dependent de la solution
u(x; t) et qui operent sur un espace de Hilbert (muni du produit scalaire ( , )). L est
suppose auto-adjoint ( (;L ) = (L; ) ). L et B constituent une paire de Lax. Quand
une equation peut s'ecrire sous la forme (5.1), c'est-a-dire admet une paire de Lax, on
peut construire une solution analytique du type soliton par la methode de diusion inverse
(Inverse Scattering Method) [DRA].
Le probleme de la construction de solutions solitoniques revient alors a chercher des
paires de Lax. Comment savoir si une equation admet des paires de Lax? Il n'existe pas
de methode systematique pour savoir si un systeme est completement integrable, c'est-a-
dire admet une paire de Lax: ces dernieres sont, le plus souvent, determinees de maniere
empirique. Cependant, il existe des conjectures faisant oce de criteres d'integrabilite.
Avant de presenter des conditions \necessaires" ou \susantes" d'integrabilite, rap-
pelons quelques denitions sur les solutions d'equations dierentielles ordinaires dans C.
Les solutions d'equations dierentielles ordinaires peuvent avoir des singularites mobiles
ou xes suivant que ces dernieres dependent ou non de constantes d'integration; par
exemple l'equation
dw
dz
+ w2 = 0;
admet la solution generale
w(z) =
1
z   z0
ou z0 est un nombre complexe arbitraire; z0 est un po^le dit mobile de la solution, alors
que l'equation
z
dw
dz
+ w = 0
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admet la solution generale
w(z) =
c
z
pour laquelle 0 est un po^le dit xe.
Rappelons, entre autres, que les singularites des solutions d'une equation dierentielle
ordinaire lineaire sont toujours xes.
Ablowitz, Ramani et Segur ont observe que les equations dierentielles ordinaires dans
le plan complexe, obtenues par reduction d'equations connues comme etant integrables,
etaient du type de celles etudiees par Painleve, c'est-a-dire que les seules singularites
mobiles admises par les solutions sont des po^les [DRA].
Par exemple [MO], considerons l'equation generalise de K.d.V
(5:2) ut + u
pux + uxxx = 0;
ou p est un entier naturel. Cette equation admet
Gv : (x; t; u)! (x+ v; t+ ; u);  2 R;
comme groupe de symetrie (v represente la vitesse de l'onde). Les solutions invariantes
par Gv sont de la forme
u(x; t) = f();   x  vt;
c'est-a-dire sont des ondes progressives. Pour de telles solutions, l'equation (5.2) prend la
forme d'une equation dierentielle ordinaire, a savoir
f 000() + f 0()f()p   vf 0() = 0:
En integrant, on obtient
f 00 =   1
p+ 1
fp+1 + vf +
1
2
d;
puis, multipliant par f 0 et integrant une seconde fois, on trouve:
(5:3) (f 0)2 =   2
(p+ 1)(p+ 2)
fp+2 + vf2 + df + e;
ou d et e sont des constantes reelles. D'apres le theoreme suivant [MO],[HI]:
Considerons l'equation
(f 0)2 = R(f);
ou R est une fonction rationnelle de f . Alors toutes les solutions de cette equation sont
meromorphes dans C si et seulement si R est un polyno^me de degre inferieur ou egal a 4;
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L'equation (5.3) est du type de Painleve pour p = 0; 1; 2. p = 0 correspond au cas
lineaire, p = 1 donne l'equation de K.d.V (a un coecient pres) et p = 2 donne l'equation
de K.d.V. modie; toutes ces equations sont completement integrables.
Ablowitz, Ramani et Segur ont alors conjecture [ARS]:
Si un systeme d'equations aux derivees partielles est completement integrable, alors
tout systeme d'equations dierentielles obtenu par une reduction exacte de ce systeme est
du type de Painleve.
McLeod et Olver ont precise cette conjecture [MO]:
Si un systeme d'equations aux derivees partielles, (I), est completement integrable et
si G est un groupe de symetrie de ce systeme, alors le systeme d'equations dierentielles
ordinaires, reduction de (I) et verie par les solutions G-invariantes, est du type de Pain-
leve.
Des demonstrations de ces conjectures, sous certaines hypotheses, ont ete proposees
[MO]; cependant, elles n'ont jamais ete demontrees dans le cas le plus general.
5.2. Une autre conjecture de Painleve (P2). [WTC], [W1]
Une faiblesse du precedent test d'integrabilite est, qu'en general, les e.d.p n'admettent
pas de symetrie et, par consequent, ne peuvent e^tre reduites a des equations dierentielles
[WA].
Une idee, pour lever cet obstacle, a ete d'etendre la denition de la propriete de
Painleve directement aux e.d.p, pluto^t que de reduire l'e.d.p. a une equation dierentielle
ordinaire: c'est la conjecture de Painleve proposee par Weiss, Tabor et Carnevale [TA],
[WTC], [W1].
Comment exprimer qu'une e.d.p. a la propriete de Painleve ? Comme pour une
equation dierentielle ordinaire, il faut considerer une solution u(x1; : : : ; xn) comme une
fonction de plusieurs variables complexes, u(z1; : : : ; zn), et regarder si ses seules singularites
mobiles sont des \po^les".
Cependant, en general, les singularites d'une fonction de plusieurs variables complexes
ne peuvent e^tre isolees: si f  f(z1; : : : ; zn) est une fonction meromorphe de n variables
complexes, les singularites de f sont des varietes de dimension 2n   2. Ces varietes, que
nous appelerons varietes singulieres, sont determinees par des equations de la forme
(5:4) (z1; : : : ; zn) = 0;
ou  est une fonction analytique de (z1; : : : ; zn) dans un voisinage de la variete.
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Denition.
Une equation aux derivees partielles en (x1; : : : ; xn) a la propriete de Painleve si
toutes ses solutions, considerees comme fonctions de plusieurs variables complexes, peuvent
s'ecrire, au voisinage d'une variete singuliere mobile , sous la forme d'une serie de Laurent
\generalisee"; elles s'ecrivent alors
(5:5) u(z1; : : : ; zn) = 

+1X
j=0
uj
j ;
ou les uj(z1; : : : ; zn) sont des fonctions analytiques de (z1; : : : ; zn) dans un voisinage de la
variete (5.4), et  est un entier negatif.
Conjecture de Painleve (P2). [WTC], [W1]
Si une equation aux derivees partielles a la propriete de Painleve alors elle est comple-
tement integrable, c'est-a-dire peut e^tre resolue par une methode de diusion inverse.
La reciproque est fausse: il existe des equations completement integrables mais qui ne
passent pas le test de Painleve, par exemple l'equation de Harry Dym [W2].
En substituant (5.5) dans l'e.d.p. etudiee, on obtient les valeurs possibles de  et
des relations de recurrence pour les uj ; j = 0; 1; 2; : : : . Il existe des valeurs de j, ap-
pelees \resonances" pour lesquelles la relation de recurrence donnant uj n'est pas denie
et ou uj est arbitraire; le nombre de termes arbitraires, y compris la variete , dans
la serie (5.5) est egal a l'ordre de l'e.d.p. Si a la resonance j, uj depend de  et des
uk; (k = 0; : : : ; j   1), alors l'e.d.p consideree ne passe pas le test de Painleve. De telles
resonances determinent neanmoins des conditions qui reduisent notre e.d.p en une equation
completement integrable.
Si l'e.d.p. a la propriete de Painleve, on peut obtenir des transformations dites de
Backlund, c'est-a-dire une relation qui transforme une solution en une autre solution par
la methode de la variete singuliere: elle consiste a tronquer la serie (5.5) apres le terme
constant u0 [WTC], [W1]. On peut aussi determiner des paires de Lax.
Nous allons voir sur un exemple, en l'occurence l'equation de Burger connue pour son
integrabilite complete, comment marche ce test de Painleve (P2).
Soit l'equation de Burger
(5:6) ut + uux = uxx:
Supposons que
(5:7) u = 
1X
j=0
uj
j ;
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ou
 = (x; t) et uj = uj(x; t)
sont des fonctions analytiques de (x; t) au voisinage de la variete
M = f(x; t)
(x; t) = 0g:
Pour trouver les valeurs de , on analyse les termes dominants: en posant u  u0 au
voisinage de M et en egalant les termes d'ordre dominant dans l'equation (5.6), on obtient
(5:8)  =  1; u0 =  2x:
En substituant l'egalite (5.7) avec  =  1 dans (5.6), on obtient les relations de recurrence
suivantes:
(5:9)
uj 2; t+ (j   2)uj 1t +
jX
k=0
uj k[uk 1;x + (k   1)ukx] =
uj 2;xx + 2(j   2)um 1;xx + (j   2)uj 1xx + (j   2)(j   1)uj2x
pour j = 0; : : :. On notera que la relation de recurrence n'est pas denie pour j = 2.
Cette valeur de j est une "resonance" et devrait correspondre a une fonction arbitraire de
(x; t) dans le developpement (5.7). La valeur j = 2 devrait entra^ner u2 arbitraire et une
condition de compatibilite (F2 = 0).
On obtient alors, en remplacant dans (5.9) j par ses valeurs,
(5:10)
pour j = 0; u0 =  2x;
pour j = 1; t + u1x = xx;
pour j = 2; @x(t + u1x   xx) = 0 (F2 = 0):
La condition de compatibilite precedente, F2 = 0, est identiquement satisfaite et u2 est bien
arbitraire. On peut donc dire que l'equation de Burger possede la propriete de Painleve.
Determinons une transformation de Backlund pour l'equation de Burger; si une sol-
ution u de cette equation se met sous la forme (5.7), on a vu que u2 est arbitraire; posons
alors
u2 = 0;
et supposons que u1 verie (5.6), c'est-a dire
u1t + u1u1x = u1xx;
en calculant successivement uj ; j = 3;    a partir de (5.9) et des deux egalites precedentes,
on obtient
uj = 0 pour j  2;
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La solution u de l'equation de Burger devient alors
(5:11) u =
u0

+ u1 =  2x

+ u1;
ou  verie, d'apres (5.10),
(5:12) t + u1x = xx:
On a donc le resultat suivant:
Si u1 est une solution de l'equation (5.6) alors u donnee par (5.11) est aussi une
solution de (5.6) pourvu que  verie (5.12).
Les relations (5.11), (5.12) constituent une transformation de Backlund de l'equation
de Burger.
Remarque importante. [TA], [W1]
Une propriete importante et utile de la fonction  est qu'elle a une dierentielle non
nulle sur la variete singuliere. Par exemple, si  est une fonction de deux variables x et t,
la variete singuliere est denie par
(5:13) (t; x) = 0;
et au voisinage d'une telle surface, on peut ecrire, d'apres le theoreme des fonctions implic-
ites,
(5:14) (t; x) = x   (t)
ou
(5:15) (t;  (t)) = 0;
pourvu que x(t; x) 6= 0 sur (5.13).
De me^me, on pourrait ecrire, dans un voisinage de (5.13), (t; x) = t   (x) avec
((x); x) = 0 si nous avions t(t; x) 6= 0 sur (5.13).
Avec de telles expressions de , par exemple (t; x) = x  (t), les calculs deviennent
plus simples dans l'analyse de Painleve; en eet, les coecients ui(t; x) dans la serie de
Laurent generalisee (5.5) se reduisent a des fonctions de t uniquement. Cependant, on
perd certaines informations comme les transformations de Backlund associees.
These 53
5.3. Application: l'equation de Schrodinger non lineaire modiee.
Dans [AGJPS], Aglietti, Griguolo, Jackiw, Pi et Seminara s'interessent aux solutions
solitoniques de l'equation non lineaire de Schrodinger modiee :
(5:16) i@t (t; x) +
1
2m
@2x (t; x) + j(t; x) (t; x) = 0;
ou la non{linearite est donnee par la densite de courant
(5:17) j(t; x) =
1
m
Im( @x );
pluto^t que par l'interaction cubique habituelle, F (  ) ; F = const:
L'equation de Schrodinger modiee (5.16) a ete montree non-integrable [ClaCo]. Agl-
ietti et al. ont trouve, cependant, des solutions solitoniques particulieres. En eet, en
ecrivant  = %1=2ei, le courant devient
(5:18) j =
1
m
%(@x);
si bien que (5.16) peut s'ecrire
(5:19) i@t (t; x) +
1
2m
@2x (t; x) + F (t; x)%(t; x) (t; x) = 0
avec F (t; x) =

m
@x. Pour
(5:20) (x; t) = kx  !t
c. a. d. pour
(5:21) F =
k
m
 v;
Aglietti et al. trouvent une solution solitonique, pourvu que v > 0. En eet, si F = const.,
(5.19) devient l'equation non lineaire de Schrodinger, qui est completement integrable. La
solution coherente avec l'Ansatz (5.20) est le soliton bien connu [AGJPS] :
(5:22)  s = e i(!t kx)
r
1
mv

cosh(x  vt) ;
ou 2 = m2v2(1  2!=kv).
Il est naturel de se demander si la solution particuliere trouvee par Aglietti et al. peut
e^tre generalisee. En clair, la phase  dans (5.19) peut-elle avoir une forme plus compliquee
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que (5.20) ? Ceci revient a chercher des coecients F (t; x) non triviaux pour avoir (5.19)
integrable.
Pour repondre a la question, nous avons eectue l'analyse de Painleve de (5.19). Nous
utilisons la \Remarque importante" precedente pour montrer le resultat :
Theoreme : L'equation aux derivees partielles,
(5:23) iut + uxx + F (t; x)juj2u = 0;
passe le test de Painleve si et seulement si F (t; x) = const:
Cette proposition est a comparer avec le resultat suivant [CLL]: l'equation
iut + uxx + F (juj2)u = 0
peut e^tre resolue par la methode de diusion inverse si et seulement si F () = :
Preuve.
Comme d'habitude (cf. [W3]), on complexie le probleme, en considerant le systeme
constitue de (5.23) et de sa conjuguee complexe (v = u):
(5:24)
iut + uxx + Fu
2v = 0;
 ivt + vxx + Fv2u = 0:
Ce systeme couple passera le test de Painleve si u et v admettent les series de Laurent
generalisees
u =
+1X
n=0
un
n p; v =
+1X
n=0
vn
n q;
(un  un(x; t), vn  vn(x; t) et   (x; t)) au voisinage de la variete singuliere (x; t) =
0, x 6= 0, avec un nombre susant de coecients arbitraires. D'apres la remarque
precedente, on peut ecrire dans un voisinage de la variete singuliere
(5:25)  = x+  (t):
un et vn deviennent alors des fonctions de t uniquement.
a. Analyse des termes dominants.
En integrant dans (5.24) les termes dominants, u  u0 p, v  v0 q, et en tenant
compte de (5.25), on obtient:
(5:26)
p = q = 1;
Fu0v0 =  2:
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De cette relation, on deduit que F ne depend que de t. Les series u et v s'ecrivent maint-
enant
(5:27) u =
+1X
n=0
un
n 1; v =
+1X
n=0
vn
n 1;
avec un  un(t) et vn  vn(t).
b. Quand on remplace, dans (5.24), u et v par leur expression (5.27), les termes en
k, k   3 sont donnes par:
(5:28)
i

uk+1;t + (k + 1)uk+2t

+ (k + 2)(k + 1)uk+3 + F
 X
i+j+l=k+3
uiujvl

= 0;
i

vk+1;t + (k + 1)vk+2t

+ (k + 2)(k + 1)vk+3 + F
 X
i+j+l=k+3
vivjul

= 0:
Remarquons qu'on retrouve la relation (5.26) pour k =  3.
Les coecients un, vn des series (5.27) sont alors donnes par le systeme Sn (k = n 3):
(5:29)
[(n  1)(n  2)  4]un + Fu20vn = An;
Fv20un + [(n  1)(n  2)  4]vn = Bn;
ou An et Bn ne contiennent que des termes ui, vj avec i; j < n. Le determinant du systeme
est
detSn = n(n  4)(n  3)(n+ 1):
Alors (5.24) passera le test de Painleve si pour n = 0; 3; 4; l'un des coecients un, vn est
arbitraire. Pour n = 0, la relation (5.26) montre bien que l'un des coecients u0, v0 est
arbitraire. Pour n = 1 et n = 2, le systeme (5.28{5.29) est aisement resolu; on a
(5:30)
u1 =   i
2
u0t;
v1 =
i
2
v0t;
et
(5:31)
6v0u2 = iv0;tu0 + 2iu0;tv0   1
2
u0v0(t)
2;
6u0v2 =  iu0;tv0   2iv0;tu0   1
2
u0v0(t)
2:
Le cas n = 3 doit e^tre une resonance; en tenant compte de (5.26), le systeme (5.29)
devient
  2v0u3   2u0v3 = A3v0;
  2v0u3   2u0v3 = B3u0;
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d'ou l'egalite A3v0 = B3u0. On verie que cette egalite est indentiquement satisfaite a
partir des expressions de A3 et B3. Les calculs ont ete faits avec le logiciel \Mathematica";
on trouve:
2FA3 = u0(Ftt   Ftt); u0F 2B3 = Ftt   Ftt:
Le cas n = 4 doit aussi e^tre une resonance; comme dans ce qui precede, on a
2v0u4   2u0v4 = A4v0;
 2v0u4   2u0v4 = B4u0;
ce qui entra^ne
(5:32) v0A4 =  u0B4:
En tenant compte des expressions de v0, u1, v1, u2, v2 en fonction de u0 et F , et de u3,
v3, on obtient avec \Mathematica"
6u0F
2A4 =

  F 2u20;t   2iu20F 2ttt + u0F 2u0;tt + iu20F2tFt   u0Fu0;tFt
+ 2u0F
2
t   u20FFtt

;
3u30F
3B4 =

  F 2u20;t   2iu20F 2ttt + u0F 2u0;tt + iu20F2tFt   u0Fu0;tFt
  4u0F 2t + 2u20FFtt

:
On en deduit, en tenant compte de (5.32), 2F 2t   FFtt = 0 ou encore
d2
dt2
 1
F

= 0:
On a alors F (x; t) =
1
at+ b
et pour eviter toute singularite de F (denie sur R), a = 0. F
est donc une constante si et seulement si (5.23) verie le test de Painleve.
C.Q.F.D.
Nous mentionnons en conclusion qu'une generalisation a des equations a coecients
non-constants peut e^tre consideree et liee aux proprietet de l'espace-temps non relativiste
[HYIJTP].
6. ELECTROMAGNETISME NON RELATIVISTE.
Dans une grande partie de cette these, nous nous interessons a des modeles non
relativistes, invariants par changements de reperes galileens. Ces modeles sont senses
decrire des interactions entre un champ electromagnetique et un champ de matiere. Pour
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ces raisons, les equations decrivant le champ electromagnetique ne peuvent e^tre celles de
Maxwell: ses equations sont relativistes, invariantes par les transformations de Lorentz.
Pour avoir des equations non relativistes, nous prendrons celles de Le Bellac et Levy
Leblond (la version magnetique) decrites par la theorie ci-dessous [LLB].
Les equations de Maxwell,
(6:1)
~r ~E =  @t ~B;
~r ~B = 0 ~J + 00@t ~E;
~r: ~B = 0;
0~r: ~E = %;
ou ( ~E; ~B) est le champ electromagnetique cree par la charge % et le courant ~J et 00c
2 = 1
(0: permitivite du vide; 0: permeabilite du vide; c: vitesse de la lumiere), admettent
deux limites non relativistes.
1. Limite magnetique.
Si cj%j  j ~J j, ce qui equivaut a j ~Ej  cj ~Bj, une variation du champ electrique n'induit
pas de champ magnetique et les equations de Maxwell deviennent :
(6:2)
~r ~E =  @t ~B;
~r ~B = 0 ~J;
~r: ~B = 0;
0~r: ~E = %:
Le champ electromagnetique derive alors d'un potentiel scalaire, A0, et d'un potentiel
vecteur ~A selon:
(6:3)
~E = ~rA0   @t ~A;
~B = ~r ~A:
Lors d'un changement de referentiel galileen
(6:4)
~t = t;e~x = ~x  t~v;
les champs se transforment suivant:
(6:5)
fA0 = A0 + ~v: ~A;e~A = ~A;
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(6:6)
e~E = ~E + ~v  ~B;e~B = ~B:
La charge electrique et le courant se transforment selon:
~% = %  00~v: ~J;e~J = ~J:
Cette limite magnetique s'applique aux situations physiques ou la charge electrique
totale est tres faible; cette faiblesse peut e^tre due a la presence de charges positives et
negatives qui se compensent. Dans ce cas, les phenomenes magnetiques dominent.
2. Limite electrique.
Si, cette fois, cj%j  j ~J j, ce qui equivaut a j ~Ej  cj ~Bj, une variation du champ
magnetique n'induit pas de champ electrique et les equations de Maxwell se reduisent a :
(6:7)
~r ~E = 0;
~r ~B = 0 ~J + 00@t ~E;
~r: ~B = 0;
0~r: ~E = %:
Le champ electromagnetique derive encore d'un potentiel scalaire, A0, et d'un potentiel
vecteur ~A, mais cette fois, selon:
(6:8)
~E = ~rA0;
~B = ~r ~A:
Lors d'un changement de referentiel galileen
(6:9)
~t = t;e~x = ~x  t~v;
les champs se transforment suivant:
(6:10)
fA0 = A0;e~A = ~A+ 00A0~v;
(6:11)
e~E = ~E;e~B = ~B   00~v  ~E:
These 59
La charge electrique et le courant se transforment selon:
~% = %;e~J = ~J   %~v:
Cette limite peut s'appliquer si toutes les charges electriques sont du me^me signe;
dans ce cas en eet on peut avoir cj%j  j ~J j; les phenomenes electriques dominent.
Si on veut une theorie electromagnetique complete non relativiste, la force de Lorentz
~F =
Z n
%(~r) ~E(~r) + ~J(~r) ~B(~r)	d3~r
doit rester invariante par changement de referentiel galileen. Pour la limite magnetique,
ceci est vrai si Z 
%(~r) ~E(~r)

d3~r = ~0;
le champ electrique, qui peut ne pas e^tre nul, ne produit pas d'eets observables.
De me^me pour la limite electriqueZ 
~J(~r) ~B(~r)

d3~r = ~0;
le champ magnetique ne produit pas d'eets observables.
Remarques:
1. Quand on s'interesse a des theories de jauge, il est preferable de travailler avec la
limite magnetique: les champs magnetique et electrique sont invariants par transformation
de jauge, contrairement au champ electrique dans la limite electrique.
2. La relation 00c
2 = 1 permet de voir que les equations de Maxwell ne peuvent
admettre de limite non relativiste (c!1) tant que 0 et 0 restent nis tous les deux. La
possibilite de garder l'une des deux constantes nies implique l'existence des deux limites
galileennes: la limite magnetique est obtenue en gardant 0 et en eliminant 0 = 1=0c
2
quand c ! 1; pour obtenir la limite electrique, on reecrit les equations de Maxwell avece~E = ~E, eB = c2B, 0 = 1=0c2 et on fait tendre c vers l'inni en gardant 0 nie.
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II. VORTEX NON TOPOLOGIQUES;
LE MODELE DE JACKIW{PI.
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Dans cette partie, nous presentons le modele abelien et non relativiste de Jackiw et
Pi, modele qui decrit des particules portant un ux magnetique et un champ electrique.
Dans le cas statique et pour une valeur particuliere de la constante de couplage de Chern-
Simons , toutes les solutions de ce modele sont auto-duales et les equations du champ
se reduisent a l'equation de Liouville. Nous retrouvons ces resultats a partir de la notion
d'integrabilite d'equations aux derivees partielles developpee par Weiss, Tabor et Carn-
evale. Nous montrons aussi que les solutions decrivant des vortex, susamment localises
dans le plan, dependent d'une fonction complexe rationnelle. On etablit ainsi qu'une sol-
ution representant N vortex separes depend de 4N parametres au plus.
7. LE MODELE DE JACKIW ET PI (Chern-Simons pur). [JP1], [JP2], [DUN],
[DH-Rev]
Le modele est donne par la densite de lagrangien:
(7:1) L = i( (Dt )   (Dt )) + (BA0 + E2A1   E1A2) 
2X
k=1
(Dk )(Dk )
 + gj j4
ou D = @   iA,  = 0; 1; 2, sont les derivees covariantes. (B;Ek) est le champ
electromagnetique qui derive du potentiel de jauge (A0; Ak), k = 1; 2, selon
(7:2)
Ek = @kA0   @tAk;
B = @1A2   @2A1:
Les equations du mouvement sont:
(7:3)
(iDt +
1
2
D2k + g%) = 0;
Jsk =  klEl; k = 1; 2
B =  j j2:
Ces equations rendent compte de l'electrodynamique de Chern-Simons avec
(7:4)   j j2; Jk  Jsk =
1
2i

(Dk ) 
    (Dk )

;
en eet l'equation de conservation de la charge correspond exactement a la partie im-
aginaire de l'equation non lineaire de Schrodinger. B =  % est une contrainte, appelee
contrainte de Chern-Simons; elle est obtenue a partir de la divergence de ~J calculee avec
la seconde equation de (7.3) puis en utilisant la conservation de la charge.
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Le modele est invariant par transformation de jauge,
(7:5)
 (~x; t)!  (~x; t)ei!(~x;t);
A(~x; t)! A(~x; t) + @!;
l'unique terme non invariant du lagrangien est le terme de Chern-Simons,
C:S  (BA0 + E2A1   E1A2);
celui-ci devient
C:S   !

@tB + @xE2   @yE1| {z }
0

+ @(F!)
le nouveau terme etant un terme de surface.
8. SYMETRIES ET CONSTANTES DU MOUVEMENT.
La physique de la matiere condensee etant non relativiste, il est souhaitable que le
modele (7.1) soit invariant par le groupe de Galilee. Jackiw et Pi ont montre [JP1], [JP2]
qu'il est invariant par le groupe de Schrodinger. Levi, Vinet et Winternitz ont montre qu'il
constituait le groupe maximal de symetrie [LVW]:
Theoreme[LVW]
Le generateur innitesimal de tout groupe de symetrie du systeme (7.3) est une com-
binaison lineaire a coecients constants des vecteurs suivants:
(8:1)
1: P0 = @t
2: P1 = @x
3: P2 = @y
4: R = y@x   x@y +A2@A1  A1@A2
5: D = x@x + y@y + 2t@t   f@f   2A0@A0  A1@A1  A2@A2
6: B1 = t@x +A1@A0   @A1
7: B2 = t@y +A2@A0   @A2
8: C = t(x@x + y@y + t@t + f@f )
+ (xA1 + yA2   2tA0)@A0   (tA1 + x)@A1   (tA2 + y)@A2
9: X(H) =  H@! +Ht@A0  Hx@A1  Hy@A2
;
H  H(x; y; t) est une fonction arbitraire; f et ! sont respectivement le module et la phase
de  ( = fei!).
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On reconnait parmi ces vecteurs ceux generant les translations d'espace et du temps
(P), les rotations dans le plan x{y (R), les dilatations (D), les changements de reperes
galileens (B) et les transformations conformes (C). X(H) engendrent le groupe des tran-
sformations de jauge.
Determinons les quantites associees aux symetries. En appliquant le theoreme de
Noether, on obtient [JP1], [JP2], [DUN], [DH-Rev]:
1. l'energie
(8:2) E =
1
2
Z
(j ~D j2   g%2)dxdy
pour les translations du temps;
2. l'impulsion
(8:3) ~P =
Z
~pdxdy 
Z
1
2i
( ( ~D )   ( ~D ))dxdy
pour les translations d'espace;
3. le moment angulaire
(8:4) M =
Z
~x ~p dxdy
pour les rotations du plan x{y;
Toutes ces quantites sont invariantes par transformation de jauge.
4. En appliquant le theoreme de Nther aux generateurs innitesimaux des boosts,
Bi dans (8.1), on obtient des quantites
(8:5) Bk =
Z
(pkt  
2
klAl)dxdy k = 1; 2;
qui ne sont pas invariantes par transformation de jauge. En eet, les generateurs Bk
dans (8.1) ne tiennent pas compte du changement de la phase de  qui accompagne le
changement de referentiel galileen ( !  exp[i~v:(~x+ ~vt=2)] ). Pour obtenir une quantite
invariante par transformation de jauge, il faut considerer des transformations qui integrent
des changements de phase, soient
B1 + aX(H) et B2 + bX(H);
ou a et b sont des constantes et H  H(x; y; t); on trouve alors B1+X( x) et B2+X( y)
et la quantite conservee est
(8:6) ~B = t ~P  
Z
%~r dxdy;
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5.
(8:7) D = tE   1
2
Z
~x:~p dxdy
pour les dilatations.
6. La remarque du 4. est valable pour les transformations conformes, ou il faut
considerer la transformation
C  X
1
2
(x2 + y2)

:
La constante du mouvement associee invariante par transformation de jauge est
(8:8) K =  t2E + 2tD + 1
2
Z
%r2dxdy:
9. THEOREME DE JACKIW ET PI; SOLUTIONS AUTO-DUALES.
Le systeme (7.3) est dicile a resoudre; il semble que me^me s'il existe des solut-
ions, obtenues par la reduction a des equations plus simples, (7.3) n'est pas completement
integrable au sens ou il ne remplit pas les criteres de Painleve, P1 et P2 [KNP] [LVW].
Cependant, comme souvent en theorie des champs, on peut essayer de resoudre les equa-
tions statiques par un Ansatz "auto-dual" pour une relation particuliere des constantes g
et .
Pour trouver des solutions statiques, il sut de minimiser l'energie
(9:1) E =
1
2
Z
(j ~D j2   g%2)dxdy:
En utilisant l'identite de Bogomol'nyi,
(9:2) j ~D j2 = j(D1  iD2) j2 B% ~r ~J;
obtenue en utilisant les denitions (7.2) et (7.4) du champ magnetique B et du courant ~J ,
et en supposant que ~J decroit assez rapidement a l'inni, l'energie devient
(9:3) E =
1
2
Z
fj(D1  iD2) j2 B%  g%2gdxdy;
en tenant compte de la contrainte de Chern-Simons (troisieme equation de (7.3)), on a:
(9:4) E =
1
2
Z
fj(D1  iD2) j2   (g  1

)%2gdxdy:
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Pour la valeur critique de la constante de couplage,
(9:5) g =  1

;
l'energie est positive et le minimum absolu est obtenu pour des congurations veriant
(9:6) (D1  iD2) = 0:
Pour la valeur (9.5) de g, ces congurations sont les seules qui existent: c'est le theoreme
de Jackiw et Pi.
Theoreme:
Si g = 1 alors toute solution statique est auto-duale.
En eet, puisque
D = tE   1
2
Z
~x:~p dxdy
et E sont des constantes du mouvement (cf. chapitre precedent), on a
E =
1
2
@t
Z
~x:~p dxdy

et ainsi, pour une conguration statique, l'energie est nulle, E = 0. On trouve alors,
d'apres (9.4), Z
fj(D1  iD2) j2   (g  1

)%2gdxdy = 0:
Pour la valeur g =  1

, on a alors (9.6).
C.Q.F.D.
On peut determiner la valeur de A0; a l'aide de l'equation auto-duale, on etablit alors
les identites
(9:7)
~D2 = i[D1; D2] = B
~J = 1
2
~r % = 1
2
(@2%~{  @1%~|):
En inserant la premiere egalite dans l'equation de Schrodinger statique, on obtient
(9:8) 1
2
B + g% +A0 = 0
qui devient, lorsqu'on utilise la contrainte de Chern-Simons et (9.5),
(9:9) A0 =  1
2
%:
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Les solutions statiques verient donc les egalites
(9:10)
A1 = 1
2
@y ln %+ @x!;
A2 = 1
2
@x ln %+ @y!;
A0 =  1
2
%:
Les deux premieres equations sont une autre maniere d'ecrire l'auto-dualite: en eet,
elles correspondent respectivement aux parties imaginaires et reelles de l'equation (9.6)
developpee avec
Dk = @k   iAk;  = % 12 ei!:
(9.10) nous permet, en utilisant la contrainte de Chern-Simons, d'etablir l'equation de
Liouville dans le plan,
 ln % =  2

%:
La solution la plus generale de cette equation depend de deux fonctions, l'une analyt-
ique f(z), l'autre anti analytique g(z) [DUN] et est donnee par
(9:11) % = 4 f
0(z)g0(z)
[1 + f(z)g(z)]2
:
Pour avoir des solutions reelles et regulieres, nous prenons g(z) = f(z) [JP1] [DUN],
si bien que
% = 4 jf
0(z)j2
(1 + jf(z)j2)2 :
Puisque la densite de charges, %, doit e^tre positive, nous choisissons le signe de  de maniere
a avoir
 = jj;
l'equation de Liouville devient alors
(9:12)  ln % =   2jj%;
et la densite de charges
(9:13) % = 4jj jf
0(z)j2
(1 + jf(z)j2)2 :
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Les solutions a symetrie radiale (quand on exprime les solutions en coordonnees
polaires (r; ), elles ne dependent que de r) peuvent e^tre calculees directement a partir
de l'equation (9.12). On trouve
(9:14) % = 4jjN2r20
r 2(N+1)
(1 + r20r
 2N )2
;
ou r0 et N sont des constantes d'integration.
Pour xer N , remarquons que la densite de charge se comporte comme
(9:15) %  const: r2(N 1) quand r ! 0;
et
(9:16) %  const: r 2(N+1) quand r !1:
Le potentiel vecteur se comporte alors comme
(9:17) Ak  @k!  (N   1)kl x
l
r2
quand r ! 0;
Pour eviter que le potentiel vecteur soit singulier a l'origine, on doit choisir la phase
(9:18) ! = (N   1)
et ainsi la solution auto-duale est
(9:19)  = 2
p
jjNr0 r
 N 1
1 + r20r
2N
ei(N 1):
Pour avoir  univoque, avec une decroissance vers 0 a l'inni, N doit e^tre un entier
strictement positif.
La solution radiale obtenue correspond a
(9:20) f(z) = c0=z
N ;
dans l'expression (9.13), avec jc0j = r0. Elle represente N vortex superposes a l'origine.
Une solution representant N vortex separes localises respectivement en ~ri peut e^tre
obtenue en posant dans (9.13)
(9:21) f(z) =
NX
i=1
ci
z   zi ;
ou zi = xi+iyi est la notation complexe de ~ri. Une telle solution depend de 4N parametres
et le ux associe est
(9:22)  =  4N(sign):
Il a ete montre, par la theorie de l'index d'Atiyah-Singer, qu'une solution representant N
vortex avec un ux egal a  4N(sign) depend au maximum de 4N parametres [KSY].
Nous reviendrons a ce probleme au chapitre 11.
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Fig. 1 Le vortex N = 1 a symetrie radiale a un maximum en r = 0.
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Fig. 2 Le vortex N = 2 a symetrie radiale a la forme d'un \volcan". Pour N  2, la
densite de particules s'annule en r = 0.
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Fig. 3 Le vortex N = 2 representant deux 1-vortex (g. 1) localises en x = 1 et y = 0.
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Fig. 4 Le vortex N = 4 a symetrie radiale a encore la forme d'un volcan.
-2
-1
0
1
2 -2
-1
0
1
2
0
10
20
30
Fig. 5 Le vortex N = 4 representant deux 2-vortex (g. 2) localises en x = 1 et y = 0,
deformes par l'interaction non-lineaire.
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10. TEST DE PAINLEVE ET TRANSFORMATION DE BACKLUND. [HY]
Nous venons de voir que, dans le cas particulier ou g = 1, le systeme (7.3) statique
se reduit a l'equation de Liouville qui est completement integrable. On peut se poser la
question de l'existence d'autres reductions integrables. Dans ce chapitre, nous etudions, par
le test de Painleve (P2), les conditions d'integrabilite complete du systeme statique issu de
(7.3), ceci quelque soit la valeur de la constante de couplage . Me^me si le modele statique
ne passe pas le test de Painleve, on obtient des conditions de compatibilite, g = 1, etc.
qui permettront de reduire le modele statique a un systeme integrable. En fait, on obtient
une seule reduction: l'equation de Liouville.
Considerons les equations de second ordre du modele de Jackiw et Pi:
(10:1)
(iDt +
1
2
D2k + g%) = 0;
Jks =  klEl k = 1; 2
B =  %
En posant 	 =
p
% ei! et en introduisant les nouvelles variables [KNP]
(10:2)
% = jj3f2; A0   @t! = 
2
2
w;
A1   @1! =  u; A2   @2! =  v;
x0 =
 2t
jj ; x
1 =
x
jj ; x
2 =
y
jj ;
le systeme (10.1) devient:
(10:3)
(f2)t = 2(uf
2)x + 2(vf
2)y;
fxx + fyy =  2 1f3   f(w   u2   v2);
 ut + wx = 2vf2;
 vt + wy =  2uf2;
uy   vx =  f2;
ou  = 1=gjj. Les deux premieres equations correspondent respectivement aux parties
imaginaire et reelle de l'equation non lineaire de Schrodinger. La premiere equation cor-
respond aussi a l'equation de conservation de la supra-charge,
@t%+ ~r: ~J = 0;
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et est la condition de compatibilite des trois dernieres equations de (10.3).
Nous nous interessons aux solutions statiques de (10.3); tenant compte de la remarque
precedente, nous sommes ramenes aux equations:
(10:4)
fxx + fyy =  2 1f3   f(w   u2   v2);
wx = 2vf
2;
wy =  2uf2;
uy   vx =  f2;
Etudions l'integrabilite de (10.4) par le test de Painleve (P2) [W1]; (10.4) passera le
test de Painleve si la solution (u; v; w; f) peut s'ecrire sous la forme de series de Laurent
generalisees
(10:5)
u =
1X
k=0
uk
k pu ; v =
1X
k=0
vk
k pv ;
w =
1X
k=0
wk
k pw ; f =
1X
k=0
fk
k pf ;
au voisinage de toute variete singuliere mobile denie par l'equation  = 0; pu; pv; pw; pf
sont des entiers positifs.
Supposons que la solution (u; v; w; f), si elle existe, s'ecrit sous la forme (10.5); alors
en remplacant u; v; w; f dans (10.4) par leur expression et en identiant les termes en k
pour chaque k  0, on obtient [KNP]:
1. pour k=0,
(10:6) pu = pv = pf = 1; pw = 2;
et
(10:7)
u0 =  y; v0 = x;
w0 = 
2(2x +
2
y); f
2
0 =   (2x +2y);
2. pour k  1,
(10:8)
(k   1)yuk   (k   1)xvk + 2f0fk = S(1)k ;
2f0vk   (k   2)xwk + 4v0f0fk = S(2)k ;
 2f0uk   (k   2)ywk   4u0f0fk = S(3)k ;
 2f0u0uk   2f0v0vk + f0wk + (k2   3k   4)(2x +2y)fk = S(4)k ;
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avec
(10:9)
S
(1)
k =  uk 1;y + vk 1;x  
X
j+j0=k
fjfj0 ;
S
(2)
k =wk 1;x   2
X
j+j0+j00=k
vjfj0fj
00
S
(3)
k =wk 1;y + 2
X
j+j0+j00=k
ujfj0fj
00
S
(4)
k =  (k   2)(xx +yy)fk 1   2(k   2)(xfk 1;x +yfk 1;y)
  fk 2;xx   fk 2;yy   2 1
X
j+j0+j00=k
fjfj0fj00
 
X
j+j0=k
fjwj0 +
X
j+j0+j00=k
fj(uj0uj00 + vj0vj00)
ou les j; j0; j00 sont tous dierents de k. Les equations ci-dessus forment un systeme lineaire,
Sk, pour uk; vk; wk; fk; le determinant de ce systeme est
(10:10) det(Sk) = 2(k + 1)(k   1)(k   2)(k   4)(2x +2y)3:
On voit que
det(Sk) = 0 pour k = 1; 2; 4:
Les systemes (Sk); k = 1; 2; 4; auront des solutions s'ils satisfont a des conditions de
compatibilite (Ck); dans ces cas l'une au moins des fonctions uk; vk; wk; fk devra e^tre
arbitraire. 1, 2 et 4 sont les valeurs de resonnance.
Pour k = 1, (10.8) devient
(10:11)
2f0f1 =  u0y + v0x;
2f20 v1 +xw1 + 4v0f0f1 = w0x;
 2f20u1 +yw1   4u0f0f1 = w0y;
 2f0u0u1   2f0v0v1 + f0w1   6(2x +2y)f1 = (xx +yy)f0 + 2
 
xf0x +yf0y

:
De la premiere de ces equations et de (10.7), on deduit
(10:12) f21 =  
(4)2
4(2x +
2
y)
:
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Le determinant de S1 est nul, de me^me que celui du systeme determine par les 3 dernieres
equations. Ce systeme admettra des solutions si et seulement si
(10:13) C1  (2   1)(xx2y   2xyxy +yy2x) = 0:
On veut  quelconque; ainsi
(10:14) 2 = 1 i.e. g =
1
jj :
et u1, v1 peuvent s'exprimer comme fonction de w1, qui est arbitraire.
Pour k = 2, (10.8) devient
(10:15)
yu2   xv2 + 2f0f2 =  u1y + v1x   f21 ;
2f20 v2 + 4v0f0f2 = w1x   2(f21 v0 + 2v1f0f1);
 2f20u2   4u0f0f2 = w1y + 2(f21u0 + 2u1f0f1);
 2f0u0u2   2f0u0v2 + f0w2
 6(2x +2y)f2 =  (f0xx + f0yy)  6 1f21 f0   w1f1
+ f0(u
2
1 + v
2
1) + 2f1(u0u1 + v0v1):
On a deja vu que le determinant de ce systeme est nul. Le systeme constitue par les 3
premieres equations a aussi un determinant nul; il est compatible si et seulement si
(10:16) C2  x
 
w1 + 
2(xx +yy)

x
+y
 
w1 + 
2(xx +yy)

y
= 0:
Pour  quelconque, l'egalite precedente est vraie si et seulement si
(10:17) w1 =  2 f0f1 =  4:
u2; v2; w2 peuvent alors s'exprimer en fonction de f2 qui est arbitraire, cependant la con-
dition de compatibilite (10.17) xe la valeur de w1 ce qui contredit le resultat de l'etude
de S1.
La condition (10.17) nous permet donc de dire, sans aller plus loin, que le systeme
(10.4) ne passe pas le test de Painleve. Neanmoins de telles conditions de compatibilite
nous donnent des conditions de reduction du systeme initial a un ou plusieurs systemes
integrables. On peut donc continuer l'etude des systemes lineaires S3 et S4 pour determiner
la troisieme condition de compatibilite (C4) et obtenir ainsi des reductions integrables de
(10.4).
Pour ne pas nous enfoncer dans de lourds calculs, nous avons raisonne autrement.
On sait que l' etude du systeme S4, en plus des conditions C1 et C2, nous donnera une
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reduction integrable de (10.4) et qu' alors on peut trouver une transformation de Backlund
par la methode de la variete singuliere. Cette methode consiste a annuler dans la serie de
Laurent (10.5) tous les termes en l, l  1, ce qui donne dans notre cas
(10:18) uk = vk = wk+1 = fk  0 for k  2;
et ainsi
(10:19)
u =   (ln)y + u1;
v =  (ln)x + v1;
w =  4 ln + w2;
f2 =  4 ln + f21 :
On peut donc chercher notre transformation de Backlund sans les etudes de S3 et S4
puisque u3; v3; w3; f3; u4, : : : n'interviennent pas dans (10.19). En tenant compte de la
condition de compatibilite (10.17) et de (10.7), le systeme (S1) devient
(10:20)
w1 =  2f0f1 =  ;
2
 
2x +
2
y

v1    4 x =  
 
2x +
2
y

x
;
2
 
2x +
2
y

u1 +  4 y = 
 
2x +
2
y

y
:
La derniere equation est identiquement satisfaite; en eet elle devient
 2f0u0u1 2f0v0v1 2f1f20 +6f20 f1 = 2f20 f1 22v0
 
v1f0+v0f1
 22u0 u1f0+u0f1;
d'ou
f20 f1 =  (v20 + u20)f1;
ou encore
f20 f1 =  (2x +2y)f1:
On peut aussi ecrire les seconde et troisieme equations sous les formes
(10:21) f0x =  (f0v1 + v0f1);
et
(10:22) f0y = (f0u1 + u0f1):
En inserant l'Ansatz (10.18) dans le systeme (S2):
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- la premiere equation devient
(10:23) v1x   u1y = f21 ;
- la seconde equation devient
f0;xf1 + f0f1;x + f
2
1 v0 + 2f1f0v1 = 0;
et en utilisant (10.21), on en deduit
(10:24) v1 =  f1;x
f1
;
aux points (x; y) ou f0 et f1 ne s'annulent pas;
- la troisieme equation devient
f0;yf1 + f0f1;y   f21u0 + 2f1f0u1 = 0;
et en utilisant (10.22), on obtient
(10:25) u1 = 
f1;y
f1
;
aux points (x; y) ou f0 et f1 ne s'annulent pas;
- enn la derniere equation devient
f0w2 =  (f0;xx + f0;yy)  4f0f21 + f0(u21 + v21) + 2f1(u0u1 + v0v1);
et puisqu' en utilisant (4.21), (4.22), (4.24), (4.25) et (4.14), on a
f0;xx + f0;yy = f0(u
2
1 + v
2
1) + 2f1(u0u1 + v0v1)  f0f21   f1(xx +yy);
notre equation devient
f0w2 =  3f0f21 + f1()
=  f0f21 ;
et donc aux points (x; y) ou f0 ne s'annule pas,
(10:26) w2 =  f21 :
On reconnait en (10.24) et (10.25) l'auto-dualite et on peut faire un parallele entre la
relation (10.26) et celle,
A0 =  1
2
%;
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obtenue par Jackiw et Pi. De (10.23), (10.24) et (10.25), on deduit, si f1 n'est pas ident-
iquement nulle, l'equation de Liouville
(10:27)

f1x
f1

x
+

f1y
f1

y
=  f21 :
On sait que toute solution auto-duale verie le systeme statique (10.4). Ce resultat
se retrouve quand on insere l'ansatz (10.18) dans S3: on trouve alors que (u1; v1; f1; w2)
verie (10.4). Enn en inserant (10.18) dans Sk; k  4, toutes les equations obtenuessont
identiquement satisfaites.
Nous avons ainsi montre que me^me si le systeme initial (10.4) ne passe pas le test
de Painleve, il peut e^tre reduit a l'equation de Liouville et les solutions sont self-duales:
en eet si u1; v1; w2 et f1 verient les relations (10.24-10.26), on montre que u; v; w et f
verient ces me^me relations.
En revenant aux notations physiques donnees par (10.2), on peut aussi enoncer la
proposition suivante:
Les relations
(10:28)
% = jj 4 ln + ;
~A =  (sign) ~r ln + ~a+ ~r!;
A0 =  1
2
4 ln + a0;
ou (;~a; a0) et (%; ~A;A0) verient (10.4), denissent une transformation de Backlund,
pourvu que
(10:29)
(4)2 =  4 jj 

(@1)
2 + (@2)
2

;
2(sign)

(@1)
2 + (@2)
2

ij aj + 4 @i =  @i

(@1)
2 + (@2)
2

(i = 1; 2).
On peut aussi enoncer, puisque (10.4) se reduit a l'equation de Liouville,
la relation
% = jj 4 ln + ;
ou  et % verient ln  =  2, denit une transformation de Backlund pourvu que
()2 =  4 jj 

(@1)
2 + (@2)
2

:
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Construction de solutions
On peut trouver des solutions de (10.4) avec la proposition precedente; a partir d'une
solution initiale , on construit une nouvelle solution %. Par un choix judicieux de ,
(10:30)  = 0;
on simplie l'equation (10.29) et on retrouve la solution generale (9.13) a partir de l'equa-
tion de Laplace
(10:31)  = 0:
En introduisant les variables complexes
z = x+ iy; z = x  iy;
(10.31) devient @ @ = 0 dont la solution est
(z; z) = f(z) + g(z):
f(z) etant une fonction analytique et g(z) anti-analytique. On a alors d'apres (10.28)
% = 4jj f
0(z)g0(z)
(1 + f(z)g(z))2
;
et pour avoir % reel positif on choisit  = 1 et g(z) = 1=f(z); ainsi
% = 4jj jf
0(z)j2
(1 + jf(z)j2)2 :
On a aussi
(10:32) % = jj 4 ln = jj 4 ln 1 + jf j2:
Comme nous l'avons precise a la n du chapitre precedent, une solution representant
N vortex avec un ux  =  4N(sign) depend d'au plus 4N parametres.
On peut discuter de la forme de f(z). Dans le prochain chapitre, nous montrons,
a l'aide d'un peu de geometrie dierentielle et d'analyse complexe, que pour des vortex
susamment localises f(z) est rationnelle. Cette demonstration est rendue possible par la
forme particuliere de la solution de l'equation de Liouville.
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11. SOLUTIONS VORTEX DE L'EQUATION DE LIOUVILLE [HYH]
Une propriete etonnante des vortex non-topologiques est que leur charge [ux] magne-
tique est quantie en multiples pairs du ux elementaire,
(11:1)  = 2N  0; 0 =  2; N = 0;1; : : :
L'entier N est ici interpete comme le nombre des vortex. Dans ce chapitre, notre but est
de trouver la forme la plus generale des N -vortex.
Rappelons d'abord que, peu de temps apres la construction des vortex non-relativistes
par Jackiw et Pi [JP1], [JP2], il a ete montre que, pour une valeur xee du ux , la solution
dependra de 4N parametres [KSY]. Kim et al. montrent ce resultat en transformant le
probleme en un autre qui fait intervenir un operateur dierentiel a valeurs matricielles, D.
Les deformations de carre integrable des champs qui preservent les equations auto-duales
[appelees les modes zero] forment le noyau de D. La dimension de ker D est alors trouvee
a l'aide du theoreme de l'indice d'Atiyah et Singer.
Cette demarche de \parameter-counting" par le theoreme de l'indice [W] est parfaitem-
ent justiee dans la cas des vortex dans le modele Abelien de Higgs ou pour les monopoles
non-Abeliens ou les solutions exactes ne sont pas connues ou sont trop compliquees a ecrire.
Elle semble au contraire trop-puissante pour les vortex Chern-Simons non-relativistes,
ou toutes les solutions sont explicitement connues : en eliminant le potentiel vecteur, le
probleme est en eet reduit a l'equation de Liouville,
(11:2) 4 ln % =   2jj%;
dont la solution generale [reelle] est
(11:3) % = 4jj jf
0(z)j2
(1 + jf(z)j2)2 ;
f(z) etant une fonction analytique arbitraire sur le plan complexe. Il est facile de presenter
une famille de solutions a 4N parametres: par exemple, celle associee a
(11:4) f(z) =
NX
i=1
ci
z   zi
ou les ci et les zi (i = 1; : : : ; N) sont des parametres complexes. Ces solutions representent
en eet N vortex separes, centres aux points zi; les parametres ci s'interpretent comme
les phases et les echelles des vortex individuels. Cette famille dependera bien du nombre
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requis de parametres et, comme nous le verierons plus tard, la charge magnetique associee
est bien  4N(sign).
Comment peut-on passer d'une fonction analytique arbitraire f(z) a une forme parti-
culiere comme en (11.4) ? Notons d'abord que toute solution de l'equation de Liouville
ne represente pas un vortex. Pour cela, il faut que les champs physiques soient reguliers et
que ux magnetique soit ni. Ci-dessous, nous montrons en eet la proposition suivante:
Theoreme1 : Considerons les solutions de vortex avec un ux
 =
Z
B(~r) dxdy =  4N(sign)
xe. Si le champ magnetique B est une fonction reguliere sur le plan complexe qui satisfait
a la condition supplementaire (H),
r2+B borne quand r ! +1;
ou  est un reel strictement positif, alors la fonction f(z), qu'on suppose univoque, est
rationnelle,
(11:5) f(z) =
P (z)
Q(z)
:
Ici, P (z) et Q(z) sont des polyno^mes, avec deg P < deg Q = N , le coecient du
terme de degre N etant normalise a 1.
Cette fonction f depend visiblement de 4N parametres reels. Les formes (11.4) et
(11.5) sont d'ailleurs equivalentes, si toutes les racines de Q sont simples. Pour voir cela,
il sut de developper P (z)=Q(z) en fractions rationnelles.
Observons aussi que les solutions de l'equation de Liouville, (11.2) sont invariantes
par rapport au changement
(11:6) f ! 1
f
:
Cette propriete, qui se verie aisement sur (11.3), a pour consequence que les po^les et les
racines de f jouent le me^me ro^le.
Pour la demonstration de ce theoreme, nous utilisons un peu de geometrie et d'analyse
complexe. A l'aide d'une serie de lemmes, nous eliminons tours a tours les fonctions avec
des singularites essentielles; a la n, il ne nous reste que les fonctions rationnelles. Compte
tenu l'invariance de la solutions par f ! 1=f , on pourra toujours prendre la forme indiquee
ci-dessus. Nous commencons par montrer la:
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Proposition: Soit f(z) est une fonction de la variable complexe z qui, si elle admet des
singularites, n'admet que des singularites isolees. Soient deux points z0, z1 et une courbe
 : [0; 1]! C evitant les singularites de f(z) et telle que (0) = z0, (1) = z1. Alors on a
l'inegalite :
(11:7)
jf(z0)  f(z1)jp
1 + jf(z0)j2
p
1 + jf(z1)j2

Z

2jf 0(z)j
1 + jf(z)j2 jdzj:
ou jdzj = jddt jdt.
Geometriquement, cette proposition etablit un lien entre la longueur d'une courbe et
la densite du modele de vortex : le carre de l'integrand dans (11.7), est en eet la densite,
%, dans (11.3).
Pour la demonstration, rappelons d'abord que le plan complexe compactie (avec le
point a l'inni rajoute) s'identie, par [l'inverse de] la projection stereographique, a la
sphere de Riemann, ' : R2 ! S2  R3. L'image d'un point z = x+ iy du plan complexe
dans la sphere de Riemann plongee dans R3 a pour coordonnees
 2x
1 + (x2 + y2)
;
2y
1 + (x2 + y2)
;
x2 + y2   1
1 + (x2 + y2)

:
La sphere herite de la structure metrique naturelle de R3; la projection stereographi-
que munit alors le plan complexe d'une structure Riemannienne. Le produit scalaire de
deux vecteurs tangents, u; v, au plan au point p est alors [THOR]
(11:8) gp(u; v) =
4
(1 + jpj2)2 u  v;
ou \  " est le produit scalaire habituel dans R2, jpj2 = p  p. On peut alors calculer la
longueur d'une courbe [0; 1] 3 t 7!  (t) 2 C par rapport a cette metrique,
(11:9)
L( ) =
Z 1
0
d 
dt
dt;
d 
dt
 = g (t) d 
dt
;
d 
dt
1=2
=
2j 0(t)j
1 + j (t)j2 :
La distance de deux points du plan complexe, w0 et w1, par rapport a la metrique
(11.8) est alors l'inmum des longueurs des courbes qui relient ces points:
d
 
w0; w1

= Inf 
n
L( )
  (0) = w0;  (1) = w1o:
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Soit maintenant
w = f(z)
une fonction analytique. f peut e^tre aussi vue comme une application du plan des z dans
le plan des w. Ce dernier est muni de la fonction distance denie ci-dessus.
Si (t) est une courbe quelconque dans le plan z ayant z0 et z1 pour extremites, son
image par f sera une courbe   = f dans le plan w ayant w0 = f
 
z0

et w1 = f
 
z1

pour
extremites. Or, d'apres (11.9), la longueur de   est le membre de droite de (11.7),
(11:10) L( ) =
Z

2jf 0(z)j
1 + jf(z)j2 jdzj:
Donc
(11:11) d
 
w0; w1

= d
 
f(z0); f(z1)
  Z

2jf 0(z)j
1 + jf(z)j2 jdzj:
D'autre part, la distance sur le plan des w n'est autre que la distance calculee sur la
sphere de Riemann, qui, elle, est plongee dans l'espace R3. Par consequent, la distance
sur la sphere de Riemann est toujours minoree par la distance naturelle des point '(w0)
et '(w1) dans l'espace R
3 :
(11:12) d
 
w0; w1
  w0   w1p
1 + jw0j2
p
1 + jw1j2
;
l'egalite n'etant atteinte que pour w1 = w0. En posant wi = f(zi); i = 0; 1, l'inegalite
(11.7) est obtenue.
C.Q.F.D.
Dans la suite de notre demonstration, nous utiliserons les thoremes connus suivants
[CART], [WHITT]:
Theoreme de Picard.
Si z0 est une singularite isolee de la fonction holomorphe f(z), alors, pour tout r > 0,
l'image par f de la couronne

z 2 C0 < jz   z0j < r	 est C tout entier ou C moins un
seul point.
Theoreme [WHITT].
Toute fonction univoque meromorphe sur le plan complexe ferme (y compris le point
a l'inni) est rationnelle.
On etablit alors les lemmes suivants:
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Lemme 1. La fonction f(z) de de la densite de charges (11.3) n'admet pas de singularite
essentielle dans le plan.
Supposons que f admette une singularite essentielle isolee en z0. Il existe alors  > 0
tel que f soit analytique sur D  D(z0; ) n fz0g. Par le theoreme de Picard, la restriction
de f sur D prend toutes les valeurs complexes sauf au plus une. Soit z1 un point dans D
tel que f(z1) = 0.
Comme, par hypothese, la densite % est une fonction reguliere sur la plan qui tend
vers zero a l'inni, il existe un nombre reel M tel que
(z) =
4jf 0(z)j2
(1 + jf(z)j2)2 M
2; 8z 2 C:
En utilisant la formule (11.7) de la proposition precedente avec z0 = z, on a alors,
comme f(z1) = 0,
jf(z)jp
1 + jf(z)j2 M
Z

jdzj
pour toute courbe  veriant (0) = z et (1) = z1. Pour le segment de droite (t) =
z+ t(z1  z) en particulier, le membre de droite devient jz1  zjM < 2M , car z1 et z sont
tous les deux dans D. Donc, en prenant  de maniere a avoir 4M  1,
jf(z)jp
1 + jf(z)j2 <
1
2
;
ou encore
jf(z)j  1:
f(z) est ainsi bornee dans D, ce qui contredit l'hypothese que z0 est une singularite es-
sentielle.
Remarquons pour terminer que, si f ne prend pas la valeur 0 dans D  D(z0; ), on
peut prendre z00 avec f(z
0
0) assez petit pour avoir f(z) bornee dans D.
C.Q.F.D.
Ce premier lemme elimine, par exemple, des fonctions comme f(z) = e1=z. On montre
en eet que, pour ce choix, la densite associee (11.3) n'est pas bornee a l'origine. En ecrivant
z sous la forme z = r exp (i), la densite devient en eet
% =
4 exp ( 2 cos r )
r4

1 + exp ( 2 cos r )
2
si bien que, pour  = =2, lim
r!0
% = +1.
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Lemme 2. La fonction f(z) de la densite de charges (11.3) f(z) n'admet pas de singularite
essentielle a l'inni.
Supposons, par l'absurde, que l'inni est une singularite essentielle de f(z). Or ci-
dessous on deduit de l'hypothese (H) sur le comportement a l'inni du champ magnetique
(voir l'enonce du theoreme) que f doit e^tre bornee dans le voisinage de l'inni; une contrad-
iction.
En eet, si l'inni est une singularite isolee, il existe un nombre N > 0 tel que f(z)
soit holomorphe sur D  fz 2 C
 jzj > Ng, qui est un voisinage de l'inni. Dans ce
voisinage, on peut trouver un nombre complexe z0 veriant f(z0) = 0 (
3).
A cause de l'hypothese (H) du theoreme, N peut e^tre choisi susamment grand pour
avoir
(11:13) %  C2jzj 2 ; pour tout jzj > N;
ou C est une constante positive. Choisissons N tel que 4C( +
1

) < N =2.
On a alors, pour tout nombre complexe z, jzj > jz0j,
(11:14) jf(z)j  1:
En eet, soit z1 le point intersection de la demi-droite [0; z0) et le cercle de centre O et de
rayon jzj; on a alors
(11:15) d(0; f(z))  d(0; f(z1)) + d(f(z1); f(z)):
D'apres l'inegalite (11.11) appliquee a l'arc de cercle (z1; z) ayant l'origine pour centre, on
a:
(11:16) d(f(z1); f(z)) 
Z
arc
%(f(z))1=2jdzj:
On en deduit, d'apres (11.13),
(11:17) d(f(z1); f(z))  2C
N=2
:
D'autre part, en appliquant (11.11) au segment (t) = z0 + t(z1   z0); t 2 [0; 1],
(11:18) d(0; f(z1)) 
Z

%
 
f(z)
1=2jdzj  Z

C
jzj1+=2 jdzj 
2C
N =2
;
(3) Si f(z) ne s'annulle jamais dans le voisinage considere, il sut de prendre f(z0)
susamment petit ce qui changera peu les formules.
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en utilisant (11.13). Des inegalites (11.15){(11.17), on deduit
(11:19) d(0; f(z))  2C
N=2
( +
1

) <
1
2
;
d'apres (11.12), on a l'inegalite
d(0; f(z))  jf(z)jp
1 + jf(z)j2 ;
en tenant compte de (11.18), on deduit alors (11.14).
En conclusion, f(z) reste bornee dans un voisinage de l'inni, ce qui contredit l'hypo-
these selon laquelle l'inni est une singularite essentielle isolee.
C.Q.F.D.
Ce lemme elimine des f(z) comme ez. En eet, pour ce choix de f(z), la densite de
charges (11.3), s'ecrit
% =
4
exp ( r cos ) + exp (r cos )
2 ;
si bien que pour  = =2, % = 4; la densite de charges n'est plus localisee.
En appliquant le theoreme de Whittaker sur les fonctions analytiques meromorphe
sur le plan ferme, cite ci-dessus, on peut enoncer le
Lemme 3. f , n'ayant pas de singularite essentielle dans le plan et a l'inni est rationnelle.
f(z) s'ecrit donc sous la forme
f(z) =
P (z)
Q(z)
;
ou P (z) et Q(z) sont des polyno^mes. A cause de la symetrie f ! 1
f
des solutions de
l'equation de Liouville, on peut toujours prendre degP (z)  degQ(z). On peut encore
restreindre le choix des polyno^mes de facon a avoir degP (z) < degQ(z). Pour le voir,
remarquons que si degP (z) = degQ(z), f(z) peut s'ecrire sous la forme
(11:20) f(z) = f0 +
A(z)
B(z)
;
ou A(z) et B(z) sont des polyno^mes tels que degA(z) < degB(z) et f0 est un nombre
complexe non nul. La densite de particules, %(z), associee a f(z) est alors identique a la
densite, ~%(z) associee a la fonction
(11:21) ~f(z) =
~A(z)
~B(z)
;
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ou ~A(z) et ~B(z) sont des polyno^mes denis par:
~A(z) =
A(z)
1 + jf0j2 ;
~B(z) = B(z) + (
f0
1 + jf0j2 )A(z):
En eet, la densite associee a la fonction f(z)
%(z)1=2 =
jA0B  B0Aj
jf0B +Aj2 + jBj2 ;
=
jA0B  B0Aj
jAj2 + (1 + jf0j2)jBj2 + f0BA + f0AB
:
Pour ~f on trouve, a son tour,
~%(z)1=2 = (1 + jf0j2) jA
0B  B0Aj
jf0B +Aj2 + jAj2 + j(1 + jf0j2)B + f0Aj2
;
=
jA0B  B0Aj
jAj2 + (1 + jf0j2)jBj2 + f0BA + f0AB
ce qui est bien la me^me chose. Remarquons que deg ~A < deg ~B; on peut ainsi toujours
choisir les polyno^mes P (z) et Q(z) avec degP (z) < degQ(z).
Pour terminer la demonstration du theoreme, il nous faut montrer que pour un ux,
 =  4N , le polyno^me Q(z) est de degre N . Pour cela, remarquons d'abord que la
densite (11.3) s'ecrit aussi comme
% = 4jj@
h
(
@f
f
)
jf j2
1 + jf j2
i
:
Notons aussi que si f(z) admet Np po^les distincts zi, i = 1; ::; Np, d'ordre respectifs
ni, la fonction
(
@f
f
)
jf j2
1 + jf j2 +
NpX
i=1
ni
z   zi
est reguliere sur tout le plan complexe. En eet, dans le voisinage d'un po^le (note zi),
d'ordre ni,
f  ci
(z   zi)ni =)
@f
f
   ni
(z   zi) ;
jf j2
1 + jf j2  1:
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Notons que, dans le voisinage d'un zero (note z0) d'ordre k, de f , on a :
f  (z   z0)k =) @f
f
 k
z   z0 ;
jf j2
1 + jf j2  jz   z0j
2k;
de sorte que (@f=f)(jf j2=(1 + jf j2) est regulier dans le voisinage considere.
Comme
@
0@ NpX
i=1
ni
z   zi
1A = 0;
la densite de particules s'ecrit aussi
(11:22) % = 4jj@
h
(
@f
f
)
jf j2
1 + jf j2 +
NpX
i=1
ni
z   zi
i
:
Le crochet [ : : : ] etant regulier, on peut calculer le ux magnetique en appliquant le
theoreme de Stokes; on obtient
(11:23)  = 2i(sign)
I
S
[(
@f
f
)
jf j2
1 + jf j2 +
NpX
i=1
ni
z   zi ]dz;
ou S  S1 est le cercle a l'inni.
Le premier terme de l'integrale s'annule: en eet, supposons que f(z) admet Nz
racines distinctes d'ordre respectif mi; notre terme devient alors
I
S
 @f
f
)
jf j2
1 + jf j2 dz = 2i limjzj!1
jf(z)j2
1 + jf(z)j2
  NzX
i=1
mi  
NpX
i=1
ni

= 0;
puisque lim
jzj!+1
f(z) = 0. Seul le second terme contribue donc au ux, si bien que
(11:24)  =  4(
NpX
i=1
ni)(sign):
Or les po^les de f sont les zeros de Q; leur nombre total etant egal au degre de Q(z), on a
N =
NpX
i=1
ni:
C. Q. F. D.
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Precisons que le raisonnement precedent n'est vraie que si la fonction f(z) est un-
ivoque; en particulier, le theoreme de Whittaker n'est valable que pour de telles fonctions.
Le cas f(z) multivoque n'est pas tra^te. Nous pouvons neanmoins remarque que dans le
cas particulier
f(z) = ln z;
la densite de charges associee, %, est multivoque et ainsi n'est pas une solution acceptable
physiquement. Dans le cas radial
f(z) =
c
zN
;
nous avons montre (cf. (9.19)) que la regularite du champ  demande que N soit un entier
positif. Des N fractionnels sont ainsi physiquement inacceptables.
These 89
III. VORTEX TOPOLOGIQUES;
LE MODELE DE MANTON.
90 Yera
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Comme nous l'avons vu au chapitre II, le modele de Jackiw et Pi possede des solutions
\vortex" dites non topologiques
lim
r!1 jj
2 = 0:
Dans ce chapitre, nous etudions un modele non relativiste qui admet des \vortex" dits
topologiques
lim
r!1 jj
2 =  6= 0:
Le groupe de Schrodinger n'est plus un groupe de symetrie; cependant, certaines symetries
de ce groupe sont conservees. Il existe aussi d'autres symetries qui resultent de l'equivalence
du modele avec un modele Chern-Simons avec champ electromagnetique exterieur. Nous
montrons aussi que le systeme etudie peut e^tre vu comme limite non relativiste d'une
theorie relativiste. Enn, nous donnons une theorie similaire pour les spineurs.
12. LE MODELE DE MANTON. [MAN]
Nous desirons constuire une theorie qui satisfasse aux equations de l'electrodynamique
de Chern-Simons et pour laquelle l'evolution de la fonction d'onde  soit toujours decrite
par l'equation non lineaire de Schrodinger couplee a un champ de jauge avec comme comp-
ortement asymptotique limr!1 jj2 =  6= 0. Nous avons deja vu que la partie imaginaire
de cette equation etablissait la conservation d'une charge ; nous avions exactement
(12:1) @tjj2 + ~r: ~Js = 0;
et la densite de charges etait denie par  = jj2. Mais on peut aussi denir cette densite
de charges par
(12:2)  = jj2   ;
 etant une constante, sans changer l'equation de conservation (1.1). En supposant
l'absence de charges a l'inni, on a limr!1 jj2 = ; quitte a redenir  ! , on
peut toujours prendre  = 1. Avec une telle denition de la charge, le courant
(12:3) ~Js =
1
2i

( ~D)   ( ~D)

ou ~D = ~r   i~a, peut avoir une valeur asymptotique, ~JT , non nulle. On suppose ~JT
constante positive. Dans ce cas, si on prend ~J = ~Js, le nombre de particules N ne se
conserve pas:
@tN  @t
Z
 dxdy =   lim
r!1
I
Cr
~Js:d~l 6= 0:
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On denit alors le courant par
(12:4) ~J  ~Js   ~JT :
Comme nous l'avons dit plus haut,  verie une equation non lineaire de Schrodinger
couplee au champ de jauge a;  = 0; 1; 2. On pose alors:
(12:5) (iDt +
1
2
2X
k=1
D2k + F (%)) = 0;
ou % = jj2 et la fonction F (%) derive d'un potentiel d'interaction U(), (F (%) =  dU=d%).
Ici Dt = @t   ia0. D'autre part, le courant ~J et le champ electrique Ek sont lies par
(12:6) Jsk   JTk =  klEl k; l = 1; 2:
On peut rajouter au courant une contribution provenant de l'electromagnetisme de
Maxwell; mais puisque nous desirons une theorie non relativiste, nous utiliserons la theorie
de Le Bellac et Levy Leblond, dans sa version magnetique (cf. chap. 6). Les nouvelles
equations sont alors:
(12:7)
(iDt +
1
2
2X
k=1
D2k + F (%) = 0;
Jsk   JTk =  klEl + 0kl@lB k; l = 1; 2:
Contrainte de Chern-Simons.
La contrainte de Chern-Simons est toujours valable: en eet, on deduit de la seconde
equation de (12.7)
(12:8) @k(klEl + J
s
k) = 0;
et en utilisant (6.3, i), on a
(12:9)  @tB + @kJsk = 0;
en utilisant la conservation de la charge, cette equation devient
(12:10) @t(+ B) = 0:
On suppose que le modele est au moins invariant par toute translation du plan (x; y);
l'equation precedente donne alors
(12:11) B = c  ;
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ou c est une constante. Puisqu'il n'y a par hypothese ni champ, ni charge a l'inni, on a
c = 0. En denitive, on s'interesse au systeme constitue des equations (12.7) et (12.11). Il
derive de la densite lagrangienne
(12:12)
L =i((Dt)  (Dt)) + (BA0 + E2A1   E1A2)  2A0   0(B)2
 
2X
k=1
(Dk)(Dk)
   2AkJTk   2U();
Le modele que nous allons etudier est du me^me type que le precedent. Il est donne par la
densite lagrangienne (nous avons repris les me^mes notations que dans [MAN])
(12:13)
LM =  1
2
(B)2 + 
i
2

(Dt)  (Dt)

  1
2
2X
k=1
(Dk)(Dk)

  
8
(1  jj2)2 + (Bat + E2a1   E1a2)  at   ~a: ~JT :
Les equations du mouvement sont
(12:14) fiDt+ 1
2
2X
k=1
D2k+

4
(1 jj2)g = 0; (equation non lineaire de Schrodinger)
(12:15) kl@lB = J
s
k   JTk + 2klEl; k; l = 1; 2; (equation de Maxwell-Ampere)
(12:16) 2B = 

1  jj2

: (contrainte de Chern-Simons)
Ce modele est bien non relativiste. Pour le voir, montrons que les equations sont
invariantes par toute transformation de Galilee. Sous la transformation des coordonnees
(12:17)

~x
t

!

~~x = ~x  t~v
~t = t

le potentiel vecteur et le potentiel electrique se transforment selon (cf. I,Chap. 6) :
(12:18)
~at = at + ~v:~a;
~~a = ~a;
et le champ de matiere selon:
(12:19) ~(~~x; ~t) = (~x; t)e i~v:(~x ~vt=2):
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Le champ electromagnetique et le supracourant se transforment alors suivant
(12:20)
8>><>>:
~B(~~x; ~t) = B(~x; t);
~Ek(~~x; ~t) = Ek(~x; t) + klvlB(~x; t);
~Jsk(
~~x; ~t) = Jsk(~x; t)  vkj(~x; t)j2;
et le courant de transport suivant
(12:21) ~JTk = J
T
k   vk:
On verie alors directement que le systeme (12.14-12.16) reste invariant par les tran-
sformations precedentes. L'invariance galileenne s'interprete alors comme suit: etant donne
une solution des equations (12.14-12.16) avec ~JT = ~0, l'eet de ~JT est de "booster" cette
solution a la vitesse ~v = 1
~JT d'ou le nom "courant de transport".
13. SOLUTIONS STATIQUES AUTO-DUALES. [HHY1]
Dans le referentiel ou ~JT = 0 (il peut toujours e^tre atteint par un \boost" galileen),
les equations statiques de Manton sont :
(13:1)
8>>>>><>>>>>:
at =  1
2
~D2  
4
 
1  jj2;
~rB = ~J + 2~r at;
2B = 
 
1  jj2:
Cherchons des solutions a energie nie. L'energie associee a la densite de lagrangien
(12.13) est
(13:2) H =
Z n
1
2
 ~D2 + 12B2 + U()o d2~x; U() = 8  1  jj22:
Elle correspond exactement a l'energie dans le modele abelien, statique et purement ma-
gnetique de Higgs; cependant, ici, le modele n'est pas purement magnetique. En eliminant
le terme magnetique B2=2 par l'utilisation de la contrainte de Chern-Simons, on obtient
(13:3) H =
Z n
1
2
 ~D2 + 
8
 
1  jj22o d2~x;  = + 2
2
:
Pour une conguration a energie nie, on a les comportements asymptotiques suivants:
~D! 0 et jj2 ! 1: Puisque (cf. 12.3)
ak =   Jkjj2 + @k(arg ); limr!+1
~J = 0; lim
r!+1 jj = 1;
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et que  doit e^tre univoque, il existe un entier n veriant
(13:4)
Z
B d2~x =
I
S
~a  d~`=
I
S
@k(arg ) dx
k = 2n;
ou S est le cercle a l'inni. L'entier n est le "winding number" de . Le ux est alors
quantie.
On obtient alors le nombre de particules gra^ce a (12.16):
(13:5) N  
Z  
1  jj2 d2~x = 2 Z B d2~x = 4n:
De l'expression (13.3) de l'energie, on peut obtenir des solutions auto-duales. En utilisant
l'identite de Bogomolny'
(13:6)
 ~D2 = (D1  iD2)2 Bjj2  ~r ~J
l'energie H s'ecrit
(13:7)
Z 
1
2
(D1  iD2)2 + h  
4
+

8

(1  jj2)2
i
d2~x 12
Z
B d2~x| {z }
n

Z
~r ~J:
On suppose qu'il n'y a pas de champ electromagnetique a l'inni; on deduit alors de la
seconde equation de (13.1) que le courant ~J s'annule aussi a l'inni. Le dernier terme de
l'expression precedente s'annule alors et l'energie devient
(13:8) H =
Z 
1
2
(D1  iD2)2 + h  
4
+

8

(1  jj2)2
i
d2~x 12
Z
B d2~x| {z }
n
;
elle est denie positive quand l'expression entre crochets s'annulent, i.e., pour la valeur
critique
(13:9)  = 2

  
2
2
:
Dans ce cas, l'energie d'une conguration representant n vortex est minoree par jnj,
H  jnj; cette conguration statique est une solution des equations (13.1) si l'egalite est
atteinte, c'est-a-dire si
(13:10) (D1  iD2) = 0:
De cette equation, on deduit
~D2 = iD1; D2 = B; ~J = 12 ~r %:
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En inserant la premiere de ces egalites dans l'equation non lineaire de Schrodinger et en
utilisant la contrainte de Chern-Simons, on trouve at = (1=4 =4)(1 %): Le potentiel
scalaire est alors
(13:11) at =
1
4
  1 +   1  %:
et le potentiel vecteur, exprime a partir de l'Ansatz \self-dual" (13.10),
(13:12) ~a = 12 ~r ln %+ ~r!;
ou ! est une fonction reelle arbitraire choisie pour avoir ~a regulier.
En inserant cette egalite dans la contrainte de Chern-Simons, nous obtenons l'equation
(13:13) 4 ln % =  %  1;  = 

;
qui ressemble a l'equation de Liouville. Pour avoir une densite d'energie (13.2) positive,
nous posons  > 0. On deduit alors de l'equation (13.9) que 0 < = < 2 pour le signe
superieur, alors que  2 < = < 0 pour le signe inferieur. Dans les deux cas, le coecient
 de (%  1) dans (13.13) est toujours positif. Nous considerons alors l'equation
(13:14) 4 ln % = jj %  1:
On n'a jamais trouve de solutions explicites de cette equation. Cependant l'existence de
solutions vortex a ete demontree par Jae et Taubes (cf. chap. 2). D'autre part, une
solution dont le ux magnetique est  = 2n depend de 2n parametres reels [JF], [W].
Notons que le champ electrique, ~E = ~rat, s'annule uniquement pour  = , c'est-a-
dire quand  = 1. Les equations \self-duales" deviennent alors les equations de Bogomolny
(13:15)
(D1  iD2) = 0;
B = 1
2
(1  jj2):
14. VORTEX DANS UN CHAMP ELECTROMAGNETIQUE EXTERIEUR.
[HHY1]
Nous montrons dans ce chapitre que le modele de Manton est equivalent au modele
decrivant un champ scalaire non relativiste avec une dynamique Ampere-Chern-Simons
dans un champ electromagnetique exterieur constant. Ceci peut se voir directement au
niveau des equations du mouvement; en eet si on pose
(14:1) Bext  
2
; Eextk   
klJ
T
l
2
;
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les equations du mouvement (12.14-12.16) deviennent
(14:2)
8>>>>><>>>>>:
iDt =  1
2
~D2  
4
(1  jj2);
ij@j ~B = Ji + 2ij ~Ej ;
2 ~B =  jj2;
ou ~B = B  Bext, ~Ei = Ei   Eexti et Dk = @k   iak avec ak = ~Ak +Aextk ; on a alors
(14:3) ~B = @1 ~A2   @2 ~A1; ~Ek = @k ~A0   @t ~Ak:
On peut aussi obtenir l'equivalence des deux modeles a partir des lagrangiens; celui de
Manton peut e^tre obtenu par un "boost" galileen du lagrangien dans un champ magnetique
exterieur. La densite du lagrangien du probleme avec un champ electro-magnetique exte-
rieur est donne par:
(14:4)
Lext = i
2
((Dt)  (Dt))  1
2
( ~D)( ~D)   U()  1
2
~B2
+ ( ~B ~A0 + ~E2 ~A1   ~E1 ~A2);
ou U() = 8 (1  jj2)2. En prenant alors Aextk =  klxl=4 et Aext0 = 0, on a:
~B2 = B2   
2
B + (

2
)2;
~B ~A0 = Ba0   
2
a0;
~E2 ~A1 = E2a1 +

4
n
  a0 + @y(a0y)  @t(a2y)
o
;
~E1 ~A2 = E1a2 +

4
n
a0   @x(a0x) + @t(a1x)
o
;
en eliminant les termes de surface, on obtient, a un terme pres correspondant au courant
de transport, le modele de Manton, soit
(14:5)
Lext = i
2
((Dt)  (Dt))  1
2
( ~D)( ~D)   U()  1
2
B2
+ (Ba0 + E2a1   E1a2)  a0:
Le terme du courant de transport dans le modele de Manton est retabli par le changement
de repere galileen
(14:6)
~X = ~x+ t~v; T = t;
A0 = a0   ~v:~a; ~A = ~a;
( ~X; T ) = (~x; t)ei~v:(~x+~vt=2);
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Pour un tel changement, le terme de Chern-Simons est invariant et on a
Dk = (Dk  ivk)e i~v:( ~X ~vt=2);
Dt =

Dt+ vkDk  
2
j~vj2

e i~v:( ~X ~vt=2);
on en deduit les relations
(14:7) j ~Dj2 = j ~Dj2 + 2j~vj2jj2 + ~v  i
n
( ~D)   ( ~D)
o
| {z }
 2~Js
;
(14:8) ((Dt)  (Dt)) = ((Dt)  (Dt)) + 2i~v  ~Js   ij~vj2jj2;
(14:9) ~Js = ~Js   ~vjj2;
on obtient ainsi le lagrangien
(14:10)
Lext = i
2
((Dt)  (Dt))  1
2
( ~D)( ~D)   U()  1
2
B2
(BA0 + E2A1   E1A2)  A0   ~v: ~A;
qui est celui de Manton avec ~v  ~JT =.
Remarque: Notons que le raisonnement precedent est valable quelque soit le potentiel
d'interaction U().
15. SYMETRIES. [HHY1], [HH1]
L'interpretation precedente du modele de Manton, qu'on peut voir comme decrivant
une interaction entre particules dans un champ exterieur, va nous aider a construire des
symetries du systeme. Auparavant, rappelons le lien entre les symetries du modele sans
champ exterieur et celles du modele avec champ magnetique exterieur, Aext0 = 0, avec
comme potentiel U =  (g=2)jj4.
Le modele de Jackiw et Pi admet le groupe de Schrodinger comme groupe de symetrie
(cf. Partie 1). Il est engendre par le champ de vecteur a huit parametres0@Xt
~X
1A =
0@  t2   t  
R~x  ( 12 + t)~x+ ~t+ ~
1A :
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Quand on rajoute a ce modele le terme   12B2 de maniere a obtenir le lagrangien (14.4),
avec U / jj4, sans champ exterieur (Aext = 0), le groupe de Schrodinger reste un groupe
de symetrie. Mais, quand on impose un champ exterieur, les symetries qui subsistent, au
sens de [MJ] [MF], sont celles pour lesquelles il existe un champ 	 veriant
(15:1) XF ext = @	:
Pour un champ electromagnetique exterieur constant, la symetrie du groupe de Schrodinger
est brisee; seules les translations d'espace et de temps survivent et on trouve
(15:2)
	 = ~x: ~Eext;  2 R pour les translations du temps,
	 = Bext~  ~x+ t~: ~Eext; ~ 2 R2 pour les translations d'espace.
Par contre, si Bext = 0, les transformations de referentiels galileens sont encore des
symetries
	 =
t2
2
~v: ~Eext; ~v 2 R2
et si ~Eext = 0, les rotations sont encore des symetries
	 = 
Bext
jj~xjj2
2
; 
 2 R:
Il existe d'autres symetries, quand Bext 6= 0 et ~Eext = 0, qui forment un groupe a huit
parametres isomorphe au groupe de Schrodinger; ces symetries sont "importees" du modele
(14.4), avec U / jj4, sans champ exterieur [EHI]. Pour les construire, il faut considerer
la transformation suivante d'espace{temps et des fonctions
(15:3)
8>>>>>>>><>>>>>>>>:
t0 =
1
!
tan (!t);
x0k = xk + klxl tan (!t); k = 1; 2;
0(~x0; t0) = cos (!t) exp f i
2
!r2 tan (!t)g(~x; t);
a0 =
@x
@x0
a;
ou les primes representent les variables et champs pour le modele sans champ exterieur et
! = Bext=2; par cette transformation, on passe du modele (14.4) avec champ magnetique
exterieur, Bext 6= 0 et Aext0 = 0 au modele (14.4) sans champ exterieur, Aext = 0;  =
0; 1; 2, [JP2],[EHI].
On obtient alors les symetries "importees" en appliquant les etapes suivantes:
1. a partir du modele avec champ magnetique exterieur, on revient au systeme sans
champ exterieur par la transformation precedente;
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2. on fait operer la symetrie sur le modele sans champ exterieur;
3. on retourne au systeme avec Bext par la transformation inverse de (15.3).
Les symetries ainsi obtenues sont des symetries du modele (14.4) avec champ magneti-
que exterieur; elles sont \importees" du modele (14.4) sans champ exterieur.
D'autre part pour passer au modele (14.10), avec U / jj4, il faut appliquer a (14.4),
avec Aext0 = 0 et A
ext
k =  klxl=4, le \boost" galileen (14.6). On peut alors de nouveau
importer les symetries et on obtient les generateurs suivants:
(15:4) T t
~T

= cos!t
0@ 01 cos!t  2 sin!t
1 sin!t+ 2 cos!t
1A 1; 2 2 R \translations" d'espace;
Bt
~B

=   sin!t
!
0@ 01 cos!t  2 sin!t
1 sin!t+ 2 cos!t
1A 1; 2 2 R \boosts";
Rt
~R

=
0@ 0 
(y   (Eext1 =Bext)t)

(x+ (Eext2 =B
ext)t)
1A 
 2 R \rotations";
ici, les guillemets indiquent qu'il sagit de vraies translations, etc., importees. Ces tran-
sformations sont des symetries du modele (14.10), avec U / jj4. Elles sont \importees"
du modele (14.4), avec U / jj4 et sans champ exterieur. Il existe trois autres generateurs
correspondant aux "translations" de temps, aux "dilatations" et aux "expansions"; nous
avons omis leurs expressions compliquees parce que nous n'en aurons pas besoin dans la
suite. Precisons tout de me^me que leur action sur le champ  se traduit par un changement
de phase et l'apparition d'un facteur conforme qui depend de t, C(t). Remarquons aussi
que les "rotations" deviennent de vraies rotations, comme dans [EHI], lorsque ~Eext = 0.
Nous n'avons pas ecrit l'action des symetries precedentes sur le champ  parce que les
expressions sont trop compliquees. Pour s'en convaincre, regardons l'action d'un \boost"
importe sur le champ  (en presence d'un champ magnetique exterieur uniquement); elle
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est donne par [EHI]:8>>>>>>>>>><>>>>>>>>>>:
~t = t;
~xk = xk +Rk(t);
~(~t; ~~x) = exp
h
  i
2
! tan(!t)(R2 + 2xkRk)
i
 exp i
h
V k(xk + tan(!t)klxl) +
V 2
2!
tan(!t)
i
(t; ~x);
ou Rk = !2 [ klV l+sin(2!t)V k+cos(2!t)klV l]; les V k; k = 1; 2 sont des parametres reels
arbitraires. Pour avoir l'action sur le champ  d'un \boost" importe au modele (14.10), il
faut encore tenir compte du changement de referentiel galileen (14.6).
Revenons maintenant au modele de Manton, c'est-a-dire a (14.10) avec U = (=2)(1 
jj2)2: Ce potentiel brise certaines symetries importees precedentes, a savoir les "dilatat-
ions", les "expansions" et les "translations" de temps. En eet, on peut voir directement
sur l'equation non lineaire de Scrhodinger (12.13) que c'est l'apparition du facteur con-
forme C(t) qui est responsable de cette brisure de symetrie. C'est une raison pour laquelle
nous ne les avons pas ecrites. Ainsi, il ne reste plus qu'un sous-groupe a cinq parametres,
constitue des "translations", des "boosts" et des "rotations".
Jusqu'a present, nous avons traite des symetries \importees" du modele (14.4) sans
champ exterieur. Remarquons aussi que les vraies translations du temps et de l'espace,
c'est-a-dire 
t
~x

!

t+ a
~x

et

t
~x

!

t
~x+~b

sont encore des symetries du modele de Manton. Les constantes du mouvement associees,
calculees a partir du theoreme de Nther sont:
- l'energie, pour les translations du temps,
(15:5) H =
Z
[
1
2
j ~Dj2 + 
8
(1  jj2) + ~a: ~JT ] dxdy;
- l'impulsion,
(15:6) Pk = 
Z  
Jk + ak

dxdy:
On notera que l'energie peut diverger puisque j ~Dj ! j ~JT j et jj ! 1.
On peut, en utilisant la relation entre le modele de Manton et le modele (14.4) dans un
champ magnetique exterieur, donner une autre expression de l'energie qui, elle, convergera.
Pour cela, remarquons qu'a une translation du temps
~T = T + ;
~~X = ~X;
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du modele de Manton correspond la transformation
~t = t+ ; ~~x = ~x  ~v;
du modele (14.4) avec champ magnetique exterieur, c'est-a-dire (14.15). La constante du
mouvement associee a cette derniere symetrie est:
(15:7) H = HB + ~v: ~PB ;
ou l'indice B indique qu'on est en presence d'un champ magnetique exterieur, et
(15:8)
HB =
Z
1
2

j ~Dj2 + 
8
(1  jj2)

dxdy;
PB;k = Pk = 
Z 
Jk + ak

dxdy:
On obtient alors, en tenant compte du boost (14.6), des relations (14.7-14.9),
(15:9) H =
Z n1
2
j ~Dj2   1
2
j ~JT j2jj2 + 
8
(1  jj2) + ~A: ~JT
o
dXdY:
On obtient aussi, pour l'impulsion,
(15:10) Pk = 
Z n
Jk   JTk j	j2 +Ak
o
dXdY;
Remarque importante:
Le crochet de Poisson des impulsions ne s'annule pas,
(15:11)
P1;P2	 =  Z B d2x = 2n:
Preuve:
Le crochet de Poisson des quantites P1 et P2 est donnee par
(15:12)
fP1;P2g =1
i
Z P1

P2

  P1

P2


dxdy
+
1
2
Z P1
a1
P2
a2
  P1
a2
P2
a1

dxdy;
ou
Pi

, i = 1; 2; est la derivee de Frechet denie par
(15:13) <
Pi

;  >= lim
h!0
Pi(+ h )  Pi()
h
; 8 2 D(R2):
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Apres calculs, on obtient , en posant  = fei!,
(15:14)
fP1;P2g = 
Z
~r [f2(~r!   ~JT )] dxdy
= 
I
S1

~r!   ~JT

 d~l;
par le theoreme de Stokes. Deux cas se presentent:
1. Si ~JT = 0, limr!+1 ~J = 0; ~A est alors une jauge pure a l'inni, ~A = ~r!, et ainsi
(15:15) fP1;P2g = 
I
S1
~A  d~l = 2n:
2. Si ~JT 6= 0, on peut se ramener au premier cas par un changement de repere galileen
(15:16) ~x! ~~x+
~JT

t;
on sait alors que la phase  s'exprime comme
(15:17) ! = ~! +
~JT

 (~x+ ~vt=2):
ou ~! est la phase du champ de matiere dans le referentiel ou ~JT = 0 On en deduit
(15:18) fP1;P2g = 
I
S1
~r~!  d~l;
et on retrouve le cas precedent.
16. MODELE RELATIVISTE ET LIMITE NON RELATIVISTE. [HHY1]
Nous presentons un modele relativiste, en theorie Maxwell-Chern-Simons, qui admet
des solutions statiques "auto-duales" et dont la limite non relativiste magnetique, au sens
de Le Bellac et Levy Leblond, donne le systeme de Manton. En general, pour de telles
theories, les solutions auto-duales non purement magnetiques existent en presence d'un
champ auxiliaire neutre N (reel) [LLM], [DT], [DUN].
On considere un espace de Minkowski de dimension (1 + 2) avec la metrique
c2=; 1; 1) ou  > 0 est une constante. Notre densite du lagrangien relativiste est
(16:1) LR =   14FF + 2 Fa +
 
D 
 
D 

+ aJT  +

2c2 @N@
N   V:
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Le vecteur lorentzien JT  represente la generalisation relativiste du courant de tran-
sport chez Manton, c'est-a-dire JT   limr!1 J; nous choisissons JT  du genre temps,
I2  c2 JTJT

> 0. Le potentiel est donne par
(16:2) V =

2
 j j2   2jjN   I
2m
2
+

c2
 
N +mc2
2j j2   (N +mc2)I;
ou  > 0.
Remarque: Me^me si le potentiel n'est pas positif, il ne pose pas de probleme pour obtenir les
conditions asymptotiques d'une conguration a energie nie. Ce potentiel nous a ete inspire
par une etude des articles [LLM], [DUN], [KL]. Il est construit de maniere a obtenir des
solutions \self{duales" et une limite non relativiste; certains de ces termes compenseront
d'autres termes dans le reste de la densite lagrangienne et dans l'energie.
Le lagrangien est bien su^r invariant par transformation de Lorentz comme somme
d'invariants relativistes; les equations du mouvement associees sont, (x0 = t),
(16:3)8>>>>>>>>>><>>>>>>>>>>:
DD
 +
@V
@ 
= 0; eq. non lineaire de Klein-Gordon

c2 @0F0i + ij@jF12 + 2ijF0j   Ji + JT i = 0; loi d'Ampere

c2 @iF0i + 2F12 =

c2
 
J0   JT 0

; loi de Gauss

2c2 @@
N +
@V
@N
= 0 eq. auxiliaire pour N:
Le courant relativiste est donne par ( = 0; 1; 2)
J =  i

(D ) 
   (D ) 

;
et verie l'equation de conservation de la charge
@J
 = 0:
Cette equation peut s'ecrire sous la forme

c2
@0J0   @kJk = 0;
puisqu'on dispose d'une metrique qui nous permet de baisser ou monter les indices. Elle
est obtenue a partir de la partie imaginaire de l'equation de Klein-Gordon, en ecrivant le
champ  sous la forme  = fei!.
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16.1 Energie et solutions statiques "auto-duales".
On peut toujours choisir un referentiel de Lorentz dans lequel les composantes spatiales
du courant de transport s'annulent, JT  = (  c2 I; 0).
Dans un tel referentiel, l'energie dont la densite est donnee par
(16:4) h =

c2
 L
(@0 )
@0 +
L
(@0  )
@0  +
L
(@0N)
@0N +
L
(@0a)
@0a

  L;
devient
HR =
Z n

2c2
~E
2
+ 12B
2 +
 ~D 2 + 22c4  @0N2 + 2c2  ~rN2 + V   c2 D0 2
+ c2
 
@0 (D0 )
 + (@0 )(D0 )

  a0
 
B + c2 @iEi +

c2 J
T
0
o
dxdy
+ 
Z
f@1(a0a2)  @2(a0a1)g dxdy + c2
Z
@i(a0Ei) dxdy:
En utilisant la loi de Gauss, la troisieme ligne de l'integrale precedente devient c2 J0a0;
en remarquant que  
@0 (D0 )
 + (@0 )(D0 )
  J0a0 = 2D0 2;
et en supposant que les champs s'annulent susamment rapidement a l'inni, l'energie
devient
(16:5)
HR =
Z n

2c2
~E
2
+ 12B
2 + c2
D0 2 +  ~D 2 + 22c4  @0N2 + 2c2  ~rN2 + V o d2x:
On a pose Ei = F0i et B = F12.
Pour obtenir des congurations a energie nie, nous imposons h ! 0 susamment
rapidement quand r !1; cette condition n'est bien su^r pas necessaire. Puisque
(16:6) J =  i

(D ) 
   (D ) 

;
et que dans notre referentiel
(16:7) JT 0 =  c
2

I 6= 0;
ni jD0 j, ni f = j j ne peuvent tendre vers 0 a l'inni.
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Remarquons que dans (16.5) tous les termes sont positifs excepte  (N + mc2)I; ce
terme va jouer un ro^le important pour annuler la densite d'energie a l'inni. En eet on
a, pour chaque valeur de  et en posant  = fei,
jD j2f2 = (@f)2f2 + (@   a)2f4 = (@f)2f2 +

J=2
2
;
la seconde egalite est etablie a partir de l'expression de J. A l'aide de cette egalite et de
(16.7), on etablit que la somme

c2
D0 2 + V =

c2
D0 2 + 
c2
 
N +mc2
2j j2   (N +mc2)I + 
2
 j j2   2jjN   I
2m
2
devient asymptotiquement

c2

@0f
2
1
+

c2
h
f1(N1 +mc2) +
JT0
2f1
i2
+

2
h
f21   2jjN1  
I
2m
i2
:
Ici, N1 et f1 sont les valeurs asymptotiques des champs N et f = j j. Ainsi, a l'inni
spatial tous les termes de la densite d'energie sont positifs; limr!1h = 0 entra^ne la nullite
de tous les termes de la densite d'energie h a l'inni spatial. En particulier, les termes de
la somme c2
D0 2 + V s'annulent et on a
f21   2jjN1  
I
2m
= 0; f1(N1 +mc2) +
JT0
2f1
= 0:
De ce systeme, on deduit l'equation, 2jjN21 + (2jjmc2 + I2m )N1 = 0, dont l'unique
solution acceptable est N1 = 0; on a alors f21 =
I
2m
.
Pour obtenir des solutions a energie nie, on demande donc les conditions asymptot-
iques suivantes:
(16:8) j ~Ej ! 0; B ! 0; j ~D j ! 0; j j2 ! I
2m
; N ! 0:
Il s'en suit que si notre systeme (16.3) admet des solutions a energie nie avec une densite
d'energie nulle a l'inni, ces solutions representerons des vortex topologiques. Pour trouver
de telles congurations, nous reecrivons l'energie en utilisant l'expression
(16:9) jD0 j2 =
D0 + i(N +mc2) 2   N +mc22j j2   N +mc2J0;
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on obtient alors
HR =
Z n

2c2
~E
2
+ 12B
2 +
 ~D 2 + 22c4  @0N2 + 2c2  ~rN2 + c2 D0 + i(N +mc2) 2
  c2 (N +mc2)(J0   JT0 ) +

2

j j2   2jjN   I
2m
2o
d2x:
En utilisant la loi de Gauss, on a
HR =
Z n

2c2
~E
2
+ 12B
2 +
 ~D 2 + 22c4  @0N2 + 2c2  ~rN2 + c2 D0 + i(N +mc2) 2
 


c2 @iEi + 2B

(N +mc2) +

2

j j2   2jjN   I
2m
2o
d2x;
puis l'identite de Bogomolny' (13.6), on obtient pour la valeur particuliere  = 1
(16:10)
HR =
Z n

2c2

~E + ~rN2 + 12B + (j j2   2jjN   I2m )2
+ c2
D0 + i(N +mc2) 2 + (D1 + iD2) 2 + 22c4 @0N2o d2x
   2jjmc2   I
2m
 Z
B d2x| {z }
ux
;
ou  est le signe de . Le dernier terme est topologique: par les conditions asymptotiques
(16.8), le ux est quantie, egal a 2n (n etant le \winding number" de  ). A cause de la
presence de c2, on peut raisonnablement supposer que le facteur devant le ux est positif.
Ainsi, choisissant respectivement n < 0 pour  > 0 et n > 0 pour  < 0, l'energie admet
un minimum positif
(16:11) HR 
 
2jjmc2   I
2m

2jnj:
Le minimum absolu de l'energie est atteint par des congurations solutions des equations
de Bogomolny
(16:12)
8>>>>>>>>>>>><>>>>>>>>>>>>:
@0N = 0;
~rN + ~E = 0;
D0 + i(N +mc
2) = 0; 
D1 + iD2

 = 0;
B = 
  I
2m
  j j2 + 2jjN:
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Ces equations sont similaires a celles obtenues par Lee et al., et peuvent e^tre etudiees
numeriquement [LLM]. Comme on pouvait s'y attendre le systeme est statique a une jauge
pres: en eet si on redenit a0 comme ~a0 = a0   @targ  , alors
~a0 = N +mc
2; @tj j = 0;
et le systeme se reduit a
(16:13)
8>>><>>>:
~a0 = N +mc
2; 
D1 + iD2

 = 0;
B = 
  I
2m
  j j2 + 2jjN:
Les solutions de ce systeme sont des solutions des equations du deuxieme ordre (16.3),
puisqu'elles sont statiques et minimisent l'energie.
16.2 Limite non relativiste.
Nous montrons maintenant que la limite non relativiste du modele (16.1-16.2) est celui
de Manton et que les equations auto-duales (16.12) tendent vers le equations galileennes
(13.10), (13.11) et la contrainte de Chern{Simons non-relativiste. Tout ceci est rendu
possible par l'equation auxiliaire dans (16.3) qui, a la limite non relativiste, introduit une
contrainte entre les champs N et . Par limite non-relativiste, nous entendons:
1. faire un choix entre les indices contravariants et les indices covariants car, en
physique galileenne, l'absence de metrique ne permet pas de monter ou descendre les
indices;
2. poser
(16:14)  =
1p
2m
e imc
2t ;
3. faire tendre c vers +1.
Avec les deux premieres conditions et la metrique (c2=; 1; 1), on etablit la suite
d'egalites:
(16:15)
1
4
FF
 =   
2c2
2X
i=1
E2i +
1
2
B2;
 
Dk 
 
Dk 

=
1
2m
 
Dk 
 
Dk 

;
(16:16)
 
D0 
 
D0 

=

2mc2
(Dt)(Dt)
 +
mc2
2
jj2 + i
2

(Dt)
   (Dt)

;
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et
(16:17)
Jk =
1
2mi

(Dk)
   (Dk)

;

c2
J0 =  jj2 + i
2mc2

(Dt)
   (Dt)

;
d'ou on deduit, puisque JT  = limr!1 J et en utilisant (16.8),
(16:18) lim
c!1 J
T
0=c
2 =   lim
r!1 jj
2 =   lim
c!1
I

  :
Le lagrangien relativiste devient alors, lorsqu'on fait tendre c vers l'inni et qu'on neglige
le terme constant mc2I,
(16:19)
LNR =  1
2
B2 + 
i
2
 
Dt  (Dt)
  1
2m
 ~D2
+ 
 
Bat + E2a1   E1a2
  at   ~a  ~JT
 
n 
8m
 
  jj2 + 4mjjN2      jj2No:
Remarquons qu'il n'y a plus de terme cinetique en N . Il peut donc e^tre elimine au prot du
champ ; en eet l'equation du mouvement associee a N dans (16.3) devient la contrainte
(quand c! +1)
(16:20) 42N =
 
   jj
m
 
  jj2:
Quand on l'insere dans le potentiel, le lagrangien non relativiste devient
(16:21)
LNR =  1
2
B2 + 
i
2
 
Dt  (Dt)
  1
2m
 ~D2
+ 
 
Bat + E2a1   E1a2
  at   ~a  ~JT
  ( 
4jjm  
2
82
)
 
  jj22;
qui est exactement celui de Manton avec  = 1, m = 1 et
(16:22)  =
2
jj  
2
2
:
On aurait pu aussi obtenir la limite non relativiste a partir des equations du mouvem-
ent:
1. dans la loi d'Ampere, le premier terme c2 @0F0i s'annule quand c ! +1 et le
courant non relativiste est ~J = (1=2i)
 
 ~D  ( ~D);
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2. dans la loi de Gauss, le premier terme c2 @iF0i s'annule et, d'apres (16.17), les
composantes temporelles des courants deviennent
lim
c!1 J0=c
2 =  jj2; et lim
c!1J
T
0=c
2 =   =  1:
3. dans l'equation auxiliaire, le premier terme (=c2)@@
N s'annule aussi, et la limite
de @V=@N quand c! +1 est exactement (16.20).
4. enn quand on injecte dans l'equation de Klein-Gordon, les expressions
(16:23)
D0D
0 =
p
2mc2

@tt  i(@ta0)  2ia0(@t)  a20

exp( imc2t)
  i
p
2m(Dt) exp( imc2t)  p
2m
m2c2 exp( imc2t);
DkD
k =   1p
2m
D2k exp( imc2t);
et (16.20) on obtient, quand c ! +1, l'equation de Schrodinger; le terme en c2 est
compense par le me^me terme issu de @V=@  .
Disons, enn, un mot sur les equations auto-duales: pour la valeur particuliere  = 1,
c'est-a-dire quand  dans (16.22) devient (13.8), la limite non relativiste des equations
(16.12) devient
(16:24)
8>>><>>>:
a0 = N =

  
4
+

42

(1  jj2);
(D1 + iD2);
2B = 

1  jj2

;
ce sont les equations \self-duales" du cas non relativiste.
17. VORTEX SPINORIELS. [HHY1]
Dans leur modele, Duval et al. [DHP1] decrivent un champ de spin
1
2
non relativiste
en dimension 2 + 1 par une version non-relativiste de l'equation de Dirac
(17:1)
8><>:
(~  ~D) + 2m = 0;
Dt+ i(~  ~D) = 0;
ou  et  sont des spineurs a deux composantes et (~  ~D) = P2j=1 jDj , j etant les
matrices de Pauli. Ces spineurs sont couples avec un champ de jauge de Chern-Simons par
les equations champs-courant
(17:2) B  ij@iAj =  %; Ei   (@iA0 + @tAi) = ijJj ;
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ou la densite de masse et le courant sont respectivement donnes par
(17:3) % = jj2; ~J = i(y~  y~):
En utilisant (17.1), le courant devient
(17:4) ~J =
1
2mi

y ~D  ( ~D)y

+ ~r
1
2
y3

:
En utilisant l'identite (~  ~D)2 = ~D2 + B3 et les equations (17.2), les spineurs  et 
satisfont au systeme
(17:5)
8>>><>>>:
iDt = [ 1
2
~D2 +
1
2
jj23];
iDt = [ 1
2
~D2 +
1
2
jj23]  1
2
(~  ~J):
Puisque  =  (1=2m)(~  ~D), on peut ramener la resolution du systeme (17.1) + (17.2)
a celle du nouveau systeme
(17:6)
8>>>>>><>>>>>>:
[ 1
2
( ~D2 +B) At] = 0;
~J = ~rAt;
B =  %
Ce systeme admet des solutions self-duales purement magnetiques [DHP1].
Nous generalisons le modele de Duval et al. a un modele Maxwell-Chern-Simons non
relativiste du me^me type que celui de Manton. Le resultat nouveau ici est l'existence de
solutions non purement magnetiques.
Posons les equations suivantes du mouvement:
(17:7)
8>><>>:
iDt =  12

~D2 +B3

 equa. de Pauli
ij@jB = Ji   JTi + 2 ij Ej equa. d'Ampere
2B = 
 
1  jj2 loi de Gauss
ou le courant est toujours donne par (17.4) avec m = 1.
Ces equations derivent de la densite lagrangienne
(17:8)
L =  1
2
B2 +
i
2

y(Dt)  (Dt)y
  1
2
( ~D)y( ~D)
+
B
2
y3+ 
 
Bat + E2a1   E1a2
  at   ~a  ~JT :
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Le systeme est non relativiste et admet des solutions \self-duales" de type vortex,
comme nous le montrons maintenant. Nous nous placons dans un referentiel ou le courant
de transport est nul; il peut e^tre atteint par un \boost" galileen. Pour les champs qui sont
statiques dans ce referentiel, les equations du mouvement deviennent
(17:9)
8>>>>><>>>>>:

1
2 (
~D2 +B3) + at

 = 0;
~rB = ~J + 2 ~r at;
2


B = 1  y:
Comme d'habitude, essayons de resoudre le systeme par l'Ansatz "self-dual" du prem-
ier ordre
(17:10)
 
D1  iD2

 = 0:
Alors
(17:11) ~D2 = B et ~J = 12 ~r
h
y(1 + 3)
i
;
ainsi l'equation statique de Pauli devient
(17:12)
h
(1 + 3)B + 2at
i
 = 0:
Decomposons  en composantes chirales,
(17:13)  = + + ; ou + =

0


et   =

'
0

:
Alors (17.12) devient
(17:14)  B+ = at; B  = at;
respectivement pour le signe superieur et le signe inferieur. Une solution possible est
+ = 0 pour le signe superieur et   = 0 pour le signe inferieur, comme dans [DHP1].
Dans les deux cas, at s'annule, ce qui est incompatible avec la loi d'Ampere.
Curieusement, il existe une autre possibilite: on peut avoir
(17:15) at =  1 B et
  = 0 i.e.   + pour le signe sup.
+ = 0 i.e.     pour le signe inf.
:
Dans ce cas ~J = ~r 2; si bien que la loi d'Ampere devient
(17:16) ~r

1 2

B  2 = 0:
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Mais maintenant
2 = 2, egal a 1  (2=)B selon la loi de Gauss, de telle sorte que
(17.16) est vrai quand
(17:17)   

= 4:
En conclusion, pour la valeur particuliere (17.17), les equations du second ordre (17.9)
peuvent e^tre resolues en resolvant l'une ou l'autre des equations du premier ordre (17.10).
Ces dernieres xent la jauge comme
(17:18) ~a =  12 ~r ln %; % 
2 = 2:
La loi de Gauss donne alors
(17:19) 4 ln % = 4(%  1);
qui est encore une equation du type Liouville. Notons qu'ici le coecient | le me^me
quelque soit le choix du signe | est automatiquement positif et egal a 4.
18. COMPARAISON AVEC D'AUTRES MODELES. [HHY1]
A. Pour decrire des vortex topologiques (limr!1 jj = 1) en theorie de Chern-Simons, A.
Barashenkov et Harin [BH] ont propose le modele suivant
(18:1)
L = 1
2
E2   1
2
B2 +
i
2
 
Dt  (Dt)
  1
2
 ~D2   
8
 
1  jj22
+ 
 
Bat + E2a1   E1a2
  at:
Ce lagrangien diere de celui de Manton uniquement par la presence du terme entier
de Maxwell, alors que le terme de transport ~JT :~a est absent. Ainsi ce modele n'a pas
de symetrie bien denie: le terme de Maxwell est un invariant de Lorentz; le terme de
matiere est un invariant de Galilee; le terme de Chern-Simons possede les deux invariances
precedentes. Enn, le terme  :at brise aussi bien l'invariance galileenne que relativiste.
L'energie du modele (18.1) est donnee par
(18:2) H =
Z n
1
2
~E
2
+ 12B
2 + 12
 ~D2 + 
8
 
1  jj22o d2~x;
et la contrainte de Gauss par
(18:3) ~r  ~E   2B   jj2 +  = 0:
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Ici la presence des termes ~E2 dans l'energie et ~r: ~E dans la loi de Gauss permet uniquement,
comme c'est le cas dans d'autres modeles relativistes, un champ electrique nul [JU], a moins
qu'un champ auxiliaire neutre ne soit ajoute [LLM],[DT]. C'est precisement l'absence de
ces termes electriques | absence due a l'aspect galieen de la theorie | qui laisse la porte
ouverte a l'existence de solutions avec un champ electrique non nul dans le modele de
Manton.
B. Mentionnons aussi qu'un modele non relativiste couplant l'electrodynamique de Chern-
Simons et celle de Maxwell a deja ete considere dans une approche geometrique du type
\Kaluza-Klein" [DHP2]. On pose les equations couplees dans une theorie Maxwell-Chern-
Simons dans un espace relativiste dit de Bargmann et de dimension 3+1. Quand on reduit
cette theorie dans l'espace precedent quotiente par les courbes integrales d'un vecteur
genre-lumiere et de derivee covariante nulle, le nouvel espace etant de dimension 2+1, on
obtient le systeme suivant d'equations du mouvement non relativistes
(18:4)
8>>>><>>>>:
iDt =  1
2
~D2+
U

;
ij@jB = Ji + 2 ij Ej ;
2B =  jj2:
Notons l'absence du courant de transport dans la loi d'Ampere; la loi de Gauss a la me^me
forme que celle du modele de Jackiw-Pi. Le systeme precedent peut e^tre resolu de la me^me
maniere que celui de Manton; l'equation self-duale et la loi de Gauss,
(18:5)
(D1  iD2) = 0;
2B =  jj2;
resolvent les equations du champ pourvu que le potentiel soit
(18:6) U() =  
8
jj4;   12  2 :
Alors, en inserant
(18:7) ~a = 12 ~r ln %+ ~r! et at = 14
  1   12 %;
dans la loi de Gauss, on obtient l'equation de Liouville,
4 ln % =  1

%:
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Les solutions regulieres sont obtenues quand le second membre est negatif. Ainsi on a le
signe superieur pour  < 0 et le signe inferieur pour  > 0. Quelque soit le signe, la densite
de particule % = j j2 satisfait nalement a
(18:8) 4 ln % =   1jj %;
qui est exactement le probleme resolu par Jackiw et Pi dans leur theorie Chern-Simons
pur. Notons enn que  = 1=2  2= est toujours positif si bien que le potentiel (18.6)
est attractif.
Le me^me resultat put e^tre obtenu par l'energie du systeme, soit
(18:9) H =
Z n1
2
 ~D2   g
2
jj4
o
d2~x; g =

4
  1
42
;
qui est de la forme de celle de Jackiw-Pi, l'unique eet du terme de Maxwell etant le shift,
!   1=2; dans le coecient non lineaire.
Notons que le systeme (18.4) admet tout le groupe de Shrodinger comme groupe de
symetrie pour le potentiel (18.6) [DPH2].
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