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Abstract 
The approach of c a l c u l a t i n g n o n - p e r t u r b a t i v e e f f e c t s i n Quantum 
Chroinodynamics by expanding about n o n - t r i v i a l c l a s s i c a l s o l u t i o n s of 
the equations; of motion i s described, Some of the techniques r e q u i r e d 
f o r t h i s are developed i n references [1,2,3] on which t h i s t h e s i s i s 
predominantly based. The gsne'ral s e l f - d u a l s o l u t i o n s are discussed. 
With these as background f i e l d s the Green and massless Dixac f u n c t i o n 
are solved f o r a r b i t r a r y group r e p r e s e n t a t i o n . Then w i t h the help of 
these the determinants and c o l l e c t i v e coordinate zero modes r e q u i r e d 
f o r the f i r s t order quantum c o r r e c t i o n s are c a l c u l a t e d . 
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CHAPTER 1 - INTRODUCTION 
Section 1 - P r e l i m i n a r i e s 
I t i s g e n e r a l l y believed t h a t Quantum Chromodynamics (QCD) i s the 
theory of strong i n t e r a c t i o n s . A great deal of progress has been made 
i n s o l v i n g t h i s theory p e r t u r b a t i v e l y , t h a t i s expanding the f i e l d s 
about the t r i v i a l s o l u t i o n s of the equations of motion. However i t i s 
cl e a r t h a t p e r t u r b a t i o n theory cannot give us everything we want from 
QCD. There must also be non-perturbative e f f e c t s as i n d i c a t e d by the 
existence of n o n - t r i v i a l s o l u t i o n s to the equations of motion - the 
instantons f i r s t discovered by Belavin e t . a l . [4j . One approach t o 
studying t h i s problem i s the se m i - c l a s s i c a l method where instead of 
pe r t u r b i n g about the t r i v i a l s o l u t i o n one perturbs about the n o n - t r i v i a l 
i n s t a n t o n s o l u t i o n s . This was s t a r t e d by ' t Hooft [5,6,7] ( see also 
[8-13] ) who c a l c u l a t e d the f i r s t order ("one loop") quantum c o r r e c t i o n s 
about a one-instanton s o l u t i o n . Since then various people [14-21] have 
attempted t o extend t h i s t o more general i n s t a n t o n s o l u t i o n s . Also 
Amati and Rouet f223 have shown i n p r i n c i p l e how t o extend the one-
in s t a n t o n case t o a l l orders. 
This t h e s i s i s based on a s e r i e s of papers [1,2,3] which c a l c u l a t e 
the f i r s t order quantum c o r r e c t i o n s about the most general s e l f - d u a l 
m u l t i - i n s t a n t o n s o l u t i o n s of At i y a h , D r i n f e l d , H i t c h i n and Manin [28-
3 l j . The programme i s not yet complete but the r e s u l t s obtained so f a r 
have since been extended a l i t t l e by Osborn [23] and independently by 
Berg and Luscher [ 2 4 ] . Their r e s u l t s are mentioned b r i e f l y i n the 
Conclusion (chapter 5 ) . 
I t i s w e l l known t h a t the f i r s t order quantum c o r r e c t i o n s are 
given i n terms of determinants of c e r t a i n covariant Laplacian operators. 
In s e c t i o n 4 we give a d e r i v a t i o n of t h i s r e s u l t based on Schwartz [17, 
19] which i n my view makes some problems connected w i t h "gauge f i x i n g " 
l e a r e r . The simplest determinant, t h a t of the fundamental s c a l a r 
2 
cov a r i a n t Laplacian, i s c a l c u l a t e d i n chapter 4. By using the techniques 
of chapter 3 t h i s can be extended to the a d j o i n t r e p r e s e n t a t i o n and by 
the r e s u l t s of [25,15] the spinor and vector determinants are simply 
r e l a t e d t o the scalar - see section 4 f o r the vector case. Also r e l e v a n t 
to the f i r s t quantum c o r r e c t i o n s are the in s t a n t o n zero modes which are 
derived i n s e c t i o n 11 and the required n o r m a l i s a t i o n matrix i s 
c a l c u l a t e d i n s e c t i o n 15. 
The determinants of operators Q are c a l c u l a t e d by using 
II»[A#B) = s Trfte) = Tr {se.e") 0 ) 
where the expressions are s u i t a b l y regulated and $ denotes the v a r i a t i o n 
w i t h respect t o some parameters i n G. The inverse 8 of the operator 
i s the corres-ponding Green f u n c t i o n . I n chapter 2, a f t e r e x p l a i n i n g 
i n d e t a i l the p r o p e r t i e s of the most general i n s t a n t o n s o l u t i o n , the 
Green f u n c t i o n f o r the fundamental scalar Laplacian i s derived. In 
chapter 3 the appropriate r e s u l t s of chapter 2 are extended t o the 
a d j o i n t r e p r e s e n t a t i o n . By a f u r t h e r t r i v i a l g e n e r a l i s a t i o n they are 
also extended to a r b i t r a r y tensor products of fundamental represen-
t a t i o n s . Chapter 4 introduces the r e g u l a r i s a t i o n method used (zeta 
f u n c t i o n r e g u l a r i s a t i o n ) and goes some way towards c a l c u l a t i n g the 
determinant. The remainder of chapter 1 introduces many of the w e l l 
known concepts r e q u i r e d f o r the f o l l o w i n g chapters and serves t o make 
the conventions e x p l i c i t . F i n a l l y chapter 5, the conclusion, discusses 
what f u r t h e r steps have been done. 
Appendix A explains some of the no t a t i o n s and conventions used 
i n connection w i t h the quaternions eK . Appendix B studies the la r g e |x| 
behaviour of some of the fu n c t i o n s occurring i n the t e x t . Appendix C 
sketches the long a l g e b r a i c c a l c u l a t i o n s required f o r s e c t i o n 14 on 
the tensor products. 
A l l references are c o l l e c t e d together a t the end i n order of 
appearance i n the t e x t and are r e f e r r e d to by square brackets, eg. [ 2 5 ] . 
*1 
Equations are r e f e r r e d to by s e c t i o n and equation number i n round 
brackets, eg. (10.25). The s e c t i o n number i s omitted i f i t r e f e r s t o 
the c u r r e n t s e c t i o n . 
Section 2 - Yang-Kills Theory and QCD. $2 
The Euclidean Yang-Mills theory f o r gauge group Q i s given by 
the Lagrangian 
Ly*. = -q'tr(rv?^) , os^fisz (1) 
where ^ i s the coupling constant and the f i e l d s t r e n g t h tensor FK^ 
i s defined by 
f\K i s a matrix i n group Gr space and fcr i s the trace of these matrices. 
The gauge p o t e n t i a l i s defined by 
flK <= (3) 
where are the ( r e a l ) components of the p o t e n t i a l and t a are the 
fundamental r e p r e s e n t a t i o n matrices of the group Q. They s a t i s f y 
= fabc^c -fc< (4) 
where J , . ^ are the ( r e a l , t o t a l l y antisymmetric) s t r u c t u r e constants 
of the group Cr, and they are normalised by 
fcr(t.tt) * -i S j , . (5) 
Since the techniques f o r general i n s t a n t o n s o l u t i o n s apply e q u a l l y 
w e l l t o a l l c l a s s i c a l compact simple Lie groups we w i l l t r e a t the 
cases of G= 0 ( n ) , SL)(n) and Sp(n) together. For each-of these the -
generators fca are independant a n t i h e r m i t i a n nxn matrices. For 0(n) the 
e n t r i e s are r e a l (hence t w are a n t i s y m m e t r i c ) , f o r SU(n) they are 
complex and f o r Sp(n) they are q u a t e r n i o n i c . In the h e r m i t i a n conjugate 
f o r q u a t e r n i o n i c matrices one takes the transpose of the n x n matrix 
and the q u a t e r n i o n i c conjugate (see Appendix A) of each e n t r y . For 
SU(n) only t r a c e l e s s are allowed otherwise the group generated i s 
U(n). For each group the number of independent n x n matrices gives the 
$2 
dimension l\l of the group: 
0(n) : N = ^n(n-1) 
5U(n) : N = n*-1 U(n) : N = n l (6) 
Sp(n) : N = 2n l+n 
Thus the index on t f t runs from 1 t o N and there are l\l independant 
components of the gauge p o t e n t i a l flK . 
With the above d e f i n i t i o n s 
where the components 
F"«p 3 * ^ - + /.b t ( 8 ) 
are r e a l . HBnce using the n o r m a l i s a t i o n (5) we see t h a t the Lagrangian 
(1) i s p o s i t i v e 
= + ^ '"•/J ^ 3 . (9) 
I t i s also i n v a r i a n t under the gauge tr a n s f o r m a t i o n 
A * - * A , ' - 3 +M + " a 1 " ^ do) 
where ^( 'O i s an a r b i t r a r y p o s i t i o n dependant element of the group Gr 
defined by 
o£>) * e«(»f^h] ( n ) 
so t h a t 
(^aW are a r b i t r a r y r e a l f u n c t i o n s ) . The gauge inv a r i a n c e of (1) i s 
most e a s i l y seen i n terms of the gauge co v a r i a n t d e r i v a t i v e 
T>M '- 2 ~ + (13) 
which under the gauge tr a n s f o r m a t i o n (10) becomes 
B ^ a ' - J + D ^ (14) 
( i n a l l d i f f e r e n t i a l operator equations l i k e t h i s both sides are 
considered as a c t i n g on an a r b i t r a r y f u n c t i o n to the r i g h t ) . From 
(2) we can r e w r i t e the f i e l d s t r e n g t h as 
f*p (15) 
so using (12) i t transforms as 
^ = 5 % 3 ' ( 1 5 ) 
5- 52 
Now we can immediately see t h a t ( l ) i s i n v a r i a n t because of the c y c l i c 
property of the t r a c e . 
The QCD Lagrangian i s given by the Yang-Mills Lagrangian ( l ) w i t h 
group Gj= SU(3) which i s the k i n e t i c energy and s e l f i n t e r a c t i o n of the 
gluons ( s p i n 1 gauge p a r t i c l e s ) , along w i t h a k i n e t i c term f o r the 
quarks and an i n t e r a c t i o n between gluons and quarks. The quark f i e l d s 
4^  are four-component Dirac spinors w i t h a colour index i = 1,---,n=3 
( i t i s a vector i n group space) and a f l a v o u r index f = u,d,s,c,b, -- . 
The i n t e r a c t i o n i s determined by exact SU(3) gauge i n v a r i a n c e w i t h the 
quarks transforming under the fundamental r e p r e s e n t a t i o n 
The i n t e r a c t i o n term i n v a r i a n t under (10) and (17) which contains the 
Dirac k i n e t i c energy i s 
where fa are the Euclidean Dirac matrices (see Appendix A), i s the 
c o v a r i a n t d e r i v a t i v e (13) and the conjugate t i n c l u d e s the spinor and 
group vector transposes. Combining ( 1 ) , (18) and a mass term f o r the 
quarks gives the QCD Lagrangian 
where are the masses of the d i f f e r e n t quark f l a v o u r s . 
Section 3 - Quantisation of QCD. \3 
The quantum theory of QCD i s given i n terms of the path i n t e g r a l 
2 = [ ^ [ A ] J f + * l J i M « F ( - S f A f f l 4 ' ] ) • (1) 
where S = JjL^d^n i s the c l a s s i c a l a c t i o n and dl[fl] e t c . are the measures 
over the space of a l l f u n c t i o n s A«(->0 w i t h a p p r o p r i a t e boundary con-
d i t i o n s . I n order t o have Fermi s t a t i s t i c s f o r the quarks v{/ must be an 
anticommuting f i e l d . I n p a r t i c u l a r the expectation value of some quantum 
operator f i s given by the f o l l o w i n g path i n t e g r a l over the c l a s s i c a l f 
< i T M M ^ B ^ J j M J t M J M f L A . ^ ^ C - s ) . (2) 
6 
A l l these path i n t e g r a l s .' re c a l c u l a t e d i n Euclidean space as i s every-
t h i n g i n t h i s t h e s i s . Amplitudes of r e a l processes i n Minkowski space 
are obtained from the corresponding Euclidean ones by a n a l y t i c c o n t i n -
u a t i o n . 
In order to c a l c u l a t e these path i n t e g r a l s we need some approx-
imation scheme. The gr e a t e s t c o n t r i b u t i o n t o ( l ) or (2) appears t o 
come from the f i e l d s which are close to those t h a t minimise the a c t i o n 
as then the f a c t o r e*p(-S) i s l a r g e s t . This i s the idea of ordi n a r y 
p e r t u r b a t i o n theory, the c l a s s i c a l a c t i o n i s a p o s i t i v e q u a n t i t y and 
minimised t o zero by 
f 4 --o } A K = g + ^ c j . ( 3 ) 
Such a gauge p o t e n t i a l which gives zero f i e l d s t r e n g t h i s a pure gauge. 
However i n a d d i t i o n t o the c o n t r i b u t i o n near the s o l u t i o n s (3) 
one would also expect l a r g e c o n t r i b u t i o n s near where the a c t i o n i s 
s t a t i o n a r y . The requirement of s t a t i o n a r y a c t i o n gives the c l a s s i c a l 
equations of motion 
[ f l o ^ d * 0 of which (3) i s the t r i v i a l s o l u t i o n . 
Other s o l u t i o n s are i d e n t i f i e d by the f o l l o w i n g observations made by 
Belavin e t . a l . f 4 ] . 
I f one considers s o l u t i o n s where only A* i s n o n - t r i v i a l one can 
r e s t r i c t a t t e n t i o n t o the Yang-Mills a c t i o n 
We do not need to r e s t r i c t the gauge group so G i s a r b i t r a r y . The dual 
F of F i s defined by 
F ^ S ^ f y (5) 
ft 
so t h a t F =F whBre F^^S i s t o t a l l y antisymmetric and ?0J2^= / • Then using 
the f a c t t h a t 
* r*p r«p (6) 
we ob t a i n 
s - - ^ { H v ^ X m M * • (7) 
Since the f i r s t term i s p o s i t i v e ( c f . (2.9) ) t h i s gives the f o l l o w i n g 
7 
bound f o r S 
or d e f i n i n g the t o p o l o g i c a l quantum number by 
the i n e q u a l i t y (8) becomes 
S* | f l^i • do) 
From (7) we see t h a t the bound i s saturated by 
F"fi**fsfl ' I P o s i t i 
The number <^  i n (9) i s a t o p o l o g i c a l i n v a r i a n t and always an 
i n t e g e r provided Ivp vanishes s u f f i c i e n t l y r a p i d l y t h a t the a c t i o n 
S i s f i n i t e (so e i s non-zero) and hence A«, tends t o a pure gauge (3) 
at i n f i n i t y . We also need the t e c h n i c a l requirement t h e t the l i m i t i n g 
pure gauge depends only on the d i r e c t i o n of approach t o i n f i n i t y . This 
i s e q u i v alent to A* being r e g u l a r when mapped by stereographic p r o j -
e c t i o n on t o the sphere S . The above r e s u l t i s shown by Belavin e t . 
a l . [4] from the f o l l o w i n g e a s i l y v e r i f i e d o b servation: 
- . r ? * W - if»t ( 1 2 > 
where 
<V W WM'V^V'J • (13) 
The i n t e g r a t i o n of (12) over a l l Euclidean space can be transformed 
i n t o a surface i n t e g r a l assuming A« i s r e g u l a r everywhere 
q = U ( d^GJ . ( 1 4 ) 
As R tends t o i n f i n i t y A* tends t o a pure gauge so Gfy* becomes 
* ^ ^ ( 5 r ^ - ^ - 9 t 8 ^ ) (15) 
where we have used (2.12) repeatedly and the antisymmetry o f £ t o put 
the f i r s t term of i n t o the same form as the second. Then Belavin 
e t . a l . show t h a t (15) i s the group i n v a r i a n t measure and t h a t the 
i n t e g r a l <^  of (14) counts the number of times the map gfxj from the 
S 3 sphere \*hR t o Gr covers an SU(2) subgroup of G. 
Since f o r any gauge p o t e n t i a l ( w i t h s u i t a b l e boudary c o n d i t i o n s ) 
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the number (9) i s always an int e g e r , any smooth deformation of f\* 
leaves unchanged ( t h i s i s i t s t o p o l o g i c a l i n v a r i a n c e ) so the gauge 
p o t e n t i a l s can be c l a s s i f i e d i n t o homotopy classes s p e c i f i e d by which 
can take a l l i n t e g e r values. The path i n t e g r a l s ( l ) or (2) t h e r e f o r e 
s p l i t up i n t o components where the i n t e g r a l over A i n each component 
i s r e s t r i c t e d to have i t s t o p o l o g i c a l charge equal t o some s p e c i f i e d 
i n t e g e r k. 
Within each component the a c t i o n i s bounded by (10) and minimised t o 
the bound when s a t i s f i e s ( 1 1 ) . Each component can be approximated 
by expanding about the gauge p o t e n t i a l s which s a t i s f y ( 1 1 ) . For the 
k = • component t h i s i s ord i n a r y p e r t u r b a t i o n theory. To c a l c u l a t e the 
f i r s t order quantum c o r r e c t i o n f o r a l l k i s the aim of t h i s work. The 
s o l u t i o n s f o r p o s i t i v e k are c a l l e d k-instantons and k - a n t i - i n s t a n t o n s 
f o r k negative. They are a l l constructed i n s e c t i o n 5. 
Section 4 - F i r s t Order Quantum Corrections about k- i n s t a n t o n s . $4 
We want t o approximate the k t h component of the sum (3.16). 
To do t h i s we expand the a c t i o n about a p a r t i c u l a r s o l u t i o n of the 
s e l f - d u a l i t y equation (3.11) 
' */S " F*fl • (1) 
However there are many such s o l u t i o n s f o r given k. In the case of SU(n) 
there i s a 4kn - ( n l - 1) parameter f a m i l y of such gauge i n e q u i v a l e n t 
s o l u t i o n s - those t h a t cannot be connected by a r e g u l a r gauge t r a n s -
formation (2.10). These s e l f - d u a l k - i n s t a n t o n s o l u t i o n s we w i l l w r i t e 
as f^et[^r) where A r are 4kn - (n* - 1) r e a l parameters. I n a d d i t i o n a l l 
gauge tr a n s f o r m a t i o n s of these are s o l u t i o n s 
A j ^ ( x ) A ) : o + ( x ) A B ( x ) c ^ f x ) + 3 ^ 3 , , ^ (2) 
which i s a f u r t h e r i n f i n i t e dimensional parameter set (one set of gauge 
r o t a t i o n parameters f o r each point i n space-time). This l a r g e s et of 
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so l u t i o n s which minimise the a c t i o n lead to problems. The f i r s t order 
quantum c o r r e c t i o n s correspond to approximating the expansion of the 
a c t i o n by the constant value a t the c l a s s i c a l s o l u t i o n and the quadratic 
p a r t of the v a r i a t i o n s (the l i n e a r p a r t vanishes by the equations of 
motion). The quadratic p a r t gives r i s e t o Gaussian i n t e g r a t i o n s which 
one can evaluate i n path i n t e g r a l s except i n those d i r e c t i o n s c o r r e s -
ponding t o i n f i n i t e s i m a l v a r i a t i o n s of the parameters i n ( 2 ) . In these 
d i r e c t i o n s the quadratic term vanishes so the Gaussian i n t e g r a t i o n 
diverges. This problem i s solved by f i r s t Gaussian i n t e g r a t i n g i n only 
those d i r e c t i o n s orthogonal t o the i n f i n i t e s i m a l v a r i a t i o n s and then 
exact i n t e g r a t i o n i n the p a r a l l e l d i r e c t i o n s . This r e s o l u t i o n c o r r e s -
ponds to the Fadeev and Popov procedure [26] . I t i s easi e s t t o under-
stand i n the f i n i t e dimensional case and then assume the r e s u l t gener-
a l i s e s to the i n f i n i t e dimensional case. The f o l l o w i n g i s an adaption 
from the d e r i v a t i o n by Schwartz [17,19^ which i s p a r t i c u l a r l y s u i t e d 
to our formalism. 
Consider the f i n i t e dimensional i n t e g r a l 
f r ( j f e ) f W ^ ( - * S ^ ( 3 ) 
where >^ i s an n-vector. Suppose S($) i s a sca l a r such t h a t 
f o r a l l tj) and 
s(«M=P ( 5) 
where \^ runs over some r (<n) dimensional manifold. A s y m p t o t i c a l l y 
as ot-»0 the i n t e g r a l (3) i s approximated by steepest descent. To do 
t h i s we expand q u a d r a t i c a l l y about $ ( ^ ) 
S(fr)O+0) = S(jW)+ f w f +o(P) (6) 
where 
< 7 > 
4W 
(*>S/?^ |^  =o as S^(x) i s a s t a t i o n a r y p o i n t of S ) . Now Al has r zero 
eigenvalues corresponding t o v a r i a t i o n s of the parameter X. 
l*\?tt$=0 K f t f r . (8) 
I t i s these d i r e c t i o n s t h a t we should t r e a t seperately. Instead of 
i n t e g r a t i n g over each of the n components of ^  we should i n t e g r a t e 
over the n independant v a r i a b l e s Xft ( i j k f r ) and ^ (r+i s!o£ n ) . The ^ * 
v a r i a b l e s are defined by 
f = + - l L ( % b (9) 
where ^ t ( ^ ) i s a basis of (n - r ) orthogonal vectors to £>^ /<?X^  . We then 
make a change of v a r i a b l e s from ^ l t o ( Xft»^*t) a n a" i n t e g r a t e over the 
l a t t e r . Note t h a t f o r given the coordinates (^,p.) are not n e c e s s a r i l y 
unique so there may be some m u l t i p l e counting. This corresponds to the 
Gribov ambiguity [27] but can be neglected when we are considering only 
low order p e r t u r b a t i o n theory. Under t h i s change of v a r i a b l e s the 
i n t e g r a l (3) becomes 
where the Jacobean f a c t o r A i s the determinant of the n x n transform-
a t i o n matrix f o l l o w i n g from (see (9) ) 
thus . 
In the «->o l i m i t i t i s reasonable t o neglect the Ofy^X 3) term i n 
the exponential and the O(^) term i n A and f . Thus w r i t i n g % a s 
= [ m < v L f M ^ ^ ] * ( 1 3 ) 
We can choose the ( n - r ) vectors 1b t o be not only orthogonal t o 0CA 
but t o be orthonormal t o each o t h e r , i n p a r t i c u l a r we may choose them 
to be eigenvectors o f M when the o r t h o g o n a l i t y a u t o m a t i c a l l y holds. 
Then the Jacobean reduces t o 
When ^ b are the eigenvectors of (\ w i t h (non-zero) eigenvalues : 
1 1 
P V U - * f c T k ( 1 5 ) 
we can e a s i l y carry out the i n t e g r a t i o n i n (10) which becomes 
\*M f (^>)fr &f. « ^ f - ^ ) . (16) 
Note t h a t i n the Gaussian i n t e g r a t i o n over the terms l i n e a r i n ^ 
i n vanish and those quadratic i n are a f a c t o r «, smaller than 
( 1 6 ) so the c o r r e c t i o n due t o n e g l e c t i n g these terms comes i n the 
higher order quantum c o r r e c t i o n s . The product over the eigenvalues 
i n ( 1 6 ) would be j u s t the determinant of P\ i f i t were not f o r the zero 
eigenvalues. Rewriting ( 1 6 ) we have 
M'* e ' ^ j ^ f { M «ke*(<M*..M)/£ >W) (17) 
where cUfc means the product over only the non-zero eigenvalues or 
e q u i v a l e n t l y the determinant of W+TT where TT i s the p r o j e c t o r onto the 
zero eig e n f u n c t i o n s . 
We generalise the above argument to the i n f i n i t e dimensional 
case. This could be t r e a t e d by p u t t i n g space-time on a l a t t i c e i n a 
f i n i t e volume and t a k i n g the l i m i t as the l a t t i c e spacing goes to zero 
and the volume goes to i n f i n i t y . The r e q u i r e d path i n t e g r a l f o r QCD 
from ( 3 . 2 ) and ( 2 . 1 9 ) i s 
J" - ^ ( T . f c f ( A>fA) da) 
i n which the Gaussian i n t e g r a l over can be done g i v i n g 
j j l [ A ] ^ ( - 5 ^ [ A ] j F ( A ) . ( 1 9 ) 
flA) w i l l contain terms l i k e d<f-(y-D+'*») and ( /J-D +' v l) which depend on 
A . ( 1 9 ) i s then evaluated by expanding about the s o l u t i o n ( 2 ) and the 
r e s u l t corresponding to ( 1 7 ) i s 
where JO^the a d j o i n t c o v a r i a n t d e r i v a t i v e and ^ are defined on n x n 
matrices ^ by 
A l l the i n ( 2 0 ) are evaluated at the c l a s s i c a l s o l u t i o n A K ( ^ W » ^ ) 
of ( 2 ) w i t h t o p o l o g i c a l number k. S M i s the a c t i o n given by ( 3 . 1 0 ) 
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as 87c1 J'/g*' w i t h the coupling constant corresponding to <*. i n ( 1 7 ) . 
r i s the number of zero eigenvalues of the quadratic p a r t of the a c t i o n 
( 2 2 ) 
whose determinant (over non-zero eigenvalues o n l y ) corresponds t o det M 
i n ( 1 7 ) . These zero eigenvalues are made up of t1 gauge zero modes 
where <j>(x) i s an a r b i t r a r y normalisable a n t i h e r m i t i a n m a t r i x f u n c t i o n 
( r 2 i s i n f i n i t e i n the continuum l i m i t ) and r, i n s t a n t o n zero modes 
which are the v a r i a t i o n s of the i n s t a n t o n s o l u t i o n orthogonal t o the 
gauge zero modes. The f u n c t i o n s <j>n are chosen t o be a complete o r t h o -
x 
normal set of eigenfunctions of-JQ and are the i n f i n i t e s i m a l gauge 
transformations of the i n s t a n t o n s o l u t i o n . 
_ s 
The s a t i s f y 
" H ^ Z ^ O (23) 
which ensures t h a t an i n f i n i t e s i m a l v a r i a t i o n of A* p r o p o r t i o n a l to 7?^  
preserves s e l f - d u a l i t y because >y i s a n t i - s e l f - d u a l so 
^ ^ S A f i = ~ (24) 
vanishes p r e c i s e l y when F ^ remains s e l f - d u a l . Note the gauge zero 
modes *Qc.& a u t o m a t i c a l l y s a t i s f y ( 2 3 ) . Further we r e q u i r e 
P - Z K * ° (25) 
which ensures t h a t 2.\ i s orthogonal t o a l l the gauge zero modes ^ 
-,s 
provided the are also normalisable. I n s e c t i o n 11 we w i l l c o n s t r u c t 
a l l the normalisable s o l u t i o n s t o (23) and(25) and hence show t h a t 
r, = 4kn ( f o r SL)(n) ) . They t u r n out to be r, - ( n l - 1) zero modes t h a t 
are t r u e v a r i a t i o n s of the i n s t a n t o n parameters and ( n 2 - 1) which are 
of the form where i s a unnormalisable f u n c t i o n . correspond 
to the ( n 1 - 1) g l o b a l gauge r o t a t i o n s but they are not q u i t e such (see 
se c t i o n 11). 
The zero mode determinant dillCX- i n (17) becomes 
d«[-l*rpll<)) . (26) 
I t s p l i t s i n t o the two f a c t o r s due the o r t h o g o n a l i t y requirement (25) 
and the second f a c t o r a r i s e s from 
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•L due to <j>n being the orthonorrnal e i g e n f u n c t i o n s of -TO . The normalis-
a t i o n matrix of the i n s t a n t o n zero modes in (26) 
i s c a l c u l a t e d i n s e c t i o n 15. 
In a d d i t i o n uie need the r a t i o of determinants 
Jlzt'/l&0/jCt% A K / 3 (29) 
o c c u r r i n g i n (21) where i s given by (22) and 
A„= -f? . (30) 
The r a t i o (29) i s not the f a m i l i a r r e s u l t of 
d * t * 0 / W ( 3 1 ) 
where 
= " ( ^ ^ . 2 ^ ) (32) 
i s the quadratic p a r t of the a c t i o n w i t h a "gauge f i x i n g " term -3QLX)„ 
p 
' - * * - n T * . ( 3 3 ) 
However since are the zero modes of we have 
(34) 
and as 
« W - * U } , ) = <kt£>. (35) 
we obt a i n the r e s u l t 
"dUfrA, = j & t . 4 t ^ o . (36) 
Thus the r a t i o s of determinants (29) and (31) are equal. Further one 
can show [ 2 5 l diet A, and JLetA0 are simply r e l a t e d using thB operator 
t ^ N M ( 3 7 ) 
Then e v a l u a t i n g 
T+T and TT + gives 
V W ' - J V " W ( 3 8 ) 
and 
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where we have used the r e s u l t s (A.8) f o r r| and >| and the s e l f - d u a l i t y 
of the p o t e n t i a l through 
s^ft^e, = kl-fi^p = ° • (40) 
Thus we have the r e l a t i o n s h i p f i r s t proved f o r general s e l f - d u a l f i e l d s 
by D'Adda and Di l/ecchia [25] 
& ^ A , = lU'hk T7~ + =• U<U T*T = 4 ^ < ^ t - A 0 . (41) 
This can e a s i l y be seen to be t r u e from (38) and (39) i n the context of 
zeta f u n c t i o n r e g u l a r i s a t i o n by the r e p r e s e n t a t i o n (16.4). Hence the 
requ i r e d r a t i o (29) or (31) becomes 
- x 
(d«t A 0 ) . (42) 
Using the r e s u l t s of chapter 3 any r e s u l t f o r the a d j o i n t 
r e p - r e s e n t a t i o n such as (42) can be obtained from the corresponding 
r e s u l t f o r the fundamental r e p r e s e n t a t i o n . Thus a l l t h a t we need t o 
c a l c u l a t e i s 
cM-D*) (43) 
which i s the aim of chapter 4. 
Because i t contains so many i n f i n i t e f a c t o r s the expression (20.) 
i s best normalised by the same i n the case k = 0 w i t h F(^0-I where the 
c l a s s i c a l s o l u t i o n i s given by ( 3 . 3 ) . The answer i s ( f o r SU(n) ) 
l k ^ - * . r w m ^ » ' ( j * A 0 y 2 i h 
Since a l l the determinants i n (44) are gauge i n v a r i a n t , i f F(fl] i s 
also gauge i n v a r i a n t then the i n t e g r a l over the gauge f u n c t i o n ^ i s 
t r i v i a l and cancels out between the numerator and denominator. 
Notice t h a t r ^ i s the same f o r the case k = 0 . This i s because 
we can choose the same set of gauge f u n c t i o n s <j>n as before. C a l l i n g 
the a d j o i n t c o v a r i a n t d e r i v a t i v e f o r 0 and k i n s t a n t o n number "Q0 and 
2 
X)k r e s p e c t i v e l y , <f>^ are the ei g e n f u n c t i o n s of -jO^ . The determinant 
corresponding to (27) f o r k = D i s 
*Jfo«*fc.?J = " ^ ( a ^ . ^ O ^ . a . , ] ( 4 5 ) 
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where 
^ = ^ r f (46) 
u i t h v|/r being the complete orthonormal set of eigenfunctions o f . 
Thus thB determinant (45) i s 
<kt a . det (- TO*). (kt a* . ( 4 7 ) 
But from (47) , r + 
^ j W f - ' M (48) 
— 
iiihere we have used the completeness r e l a t i o n f o r vjv and the o r t h o -
n o r m a l i t y of j>n . Thus cU.fc cx.eteta+= 1 i n (47) g i v i n g defc(-*£) i n (44) as 
expected. A s i m i l a r argument shows t h a t X)j< arising i n (26) independent 
of the choice of orthonormal f u n c t i o n s 
Further r, i s zero f o r k = 0 . This f a c t i s v e r i f i e d along w i t h 
r, = 4kn, ( k ^ D ) i n s e c t i o n 11. 
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CHAPTER 2 - THE GENERAL SELF-DUAL GREEN AND DIRAC FUNCTIONS 
Section 5 - Construction of the General S e l f - d u a l Instantons. 
A t i y a h , D r i n f e l d , H i t c h i n and Manin [28-31] have shown how to 
c o n s t r u c t the most general s e l f - d u a l i n s t a n t o n s o l u t i o n of ( 4 . 1 ) . 
The c o n s t r u c t i o n involves only l i n e a r algebra and works f o r a r b i t r a r y 
compact c l a s s i c a l Lie group. Here the method i s explained i n elementary 
terms [ 1 i 3 2 ] i n the same way f o r a l l the groups Sp(n), SL)(n) (U(n) ) 
and 0(n) though some d i f f e r e n c e s between these cases are pointed out. 
The most general s o l u t i o n of ( 4 . 1 ) i s 
AJ») - v'rxjjLtfr,,) (1) 
where i s some non-square matrix whose dimensions depend on the 
group and the t o p o l o g i c a l charge k. I t i s defined i n terms of another 
matrix A s p e c i f i e d below by 
AV)v(i«) = 0 (2) 
and normalised by 
V V W W = l n . (3) 
The dimension and rank of the matrix Al*) i s such t h a t there are e x a c t l y 
n independent columns of v s a t i s f y i n g ( 2 ) . The c o n d i t i o n (3 ) then 
i m p l i e s t h a t the columns are chosen to be orthonormal. The elements 
of v(*} must be r e s p e c t i v e l y r e a l , complex and q u a t e r n i o n i c f o r thB 
groups 0 ( n ) , U(n) and Sp(n). With t h i s requirement there i s s t i l l an 
ambiguity i n v defined by (2 ) and ( 3 ) . I t can be m u l t i p l i e d on the 
r i g h t by any element of the a p p r o p r i a t e gauge group 
v(*)-»v'(*; * VWgf*) . (4) 
C l e a r l y v ' also s a t i s f i e s ( 2 ) , (3 ) and s t i l l c o n s i s t s of the c o r r e c t 
type of elements. The change (4 ) causes the gauge p o t e n t i a l defined 
i n ( 1 ) t o transform as 
where ( 3 ) has been used. Hence the t r a n s f o r m a t i o n ( 4 ) i s e x a c t l y a 
gauge tr a n s f o r m a t i o n ( 2 . 1 0 ) . 
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The matrix A d e f i n i n g V i n (2) must be l i n e a r i n x K . I t i s given 
by 
where a.,1? are constant rectangular matrices and x i s the quaternionic 
r e p r e s e n t a t i o n of the Euclidean coordinates *„,, 
(7) 
(See Appendix A f o r the d e f i n i t i o n and p r o p e r t i e s of the quaternions 
e*.). I n the cases of 0(n) and Sp(n), <* and b have q u a t e r n i o n i c e n t r i e s 
so the product i s q u a t e r n i o n i c . For L)(n) the quaternions are rep-
resented by 2x 2 matrices (see Appendix A) and <\,b have complex e n t r i e s 
and an e x t r a two component index 
A A^= o„ +b 6* < 3„ if K,6£2 . (8) 
The dimensions of a and b are 
( k + n ) x k quaternionic f o r Sp(n) 
(2k + n) x k complex f o r U(n) (or ( 2 k + n ) x 2 k i n c l u d i n g the 
two component index i n the r i g h t hand f a c t o r ) (9) 
( 4 k + n ) x k quaternionic f o r 0(n) (or (4k + n) x 4k,both the quat-
e r n i o n i c i n d i c e s i n the r i g h t hand f a c t o r ) . 
The matrices v have dimensions of r e s p e c t i v e l y 
(k + n) x n r e a l 
(2k + n) x n complex (10) 
( 4 k + n ) x n q u a t e r n i o n i c . 
For each case one can see t h a t (2) comprises the c o r r e c t number of 
equations t o give v a t l e a s t n independent columns of the appr o p r i a t e 
type. But f i r s t we should check t h a t i t i s possible t o choose v r e a l 
f o r 0 ( n ) . We r e q u i r e t h a t thB equation (2) holds as a complex equation 
f o r each quaternion component of A (v has none) so we can m u l t i p l y i t 
on the l e f t and r i g h t by e which i s the two dimensional a l t e r n a t i n g 
symbol a c t i n g on the two component quaternion i n d i c e s (see Appendix 
A ) . Now f o r qu a t e r n i o n i c A 
A + - » T 
£A£ = ^ ( H ) 
by (A.3) where T i s both the matrix and q u a t e r n i o n i c transpose ( i e . 
+=T«). Hence f o r D(n) (2) i s equ i v a l e n t t o A Tv=0 or t a k i n g the complex 
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conjugate 
Thus both v'+v* and i(v-v*) are independent r e a l s o l u t i o n s of (2) and 
a l l s o l u t i o n s may be chosen r e a l . 
The rank c o n d i t i o n on A which ensures t h a t v has e x a c t l y n 
independent columns i s t h a t i t must have maximal rank of k, 2k and 
4k f o r Sp(n), L)(n) and 0(n) r e s p e c t i v e l y f o r each value of x. 
So f a r equation ( l ) w i t h ( 2 ) , (3) and (6) de f i n e a gauge poten-
t i a l Agt since i t i s a u t o m a t i c a l l y a n t i h e r m i t i a n i n the sense of sec t i o n 
2 by the c o n d i t i o n ( 3 ) . However f o r general a ,b i n i t i s not s e l f -
d u al. The most general s e l f - d u a l s o l u t i o n i s given by the above con-
s t r u c t i o n provided af]a s a t i s f y the quadratic c o n s t r a i n t s 
A +WAfx; = K . (13) 
This s t a t e s t h a t f o r each x,£fe must be p r o p o r t i o n a l to the u n i t 2 x 2 
matr i x i n the space of the l e f t hand 2-component index of A + and the 
r i g h t hand 2-component index of A. f (x) i s the m a t r i x f u n c t i o n of 
p r o p o r t i o n a l i t y and as i m p l i e d by the n o t a t i o n the inverse e x i s t s 
because of the rank c o n d i t i o n above. For Sp(n) the r i g h t hand 2-
component of A and the l e f t hand one of A are con t r a c t e d i n the 
q u a t e r n i o n i c m u l t i p l i c a t i o n and so J i s a k x k r e a l symmetric m a t r i x . 
For 0(n) these c e n t r a l components are l e f t uncontracted so ^ i s 2kx 2k 
r e a l symmetric. For U(n) there are no c e n t r a l i n d i c e s and j 1 i s k x k 
complex h e r m i t i a n . 
The c o n s t r a i n t (13) being t r u e f o r a l l x can be shown to be 
eq u i v a l e n t t o 
( i ) a+cv = 
( i i ) t +b (14) 
( i i i ) c+b = z O ^ a j V ( t i s the 2 x 2 transpose o n l y ) 
using the p r o p e r t i e s of quaternions i n Appendix A.p and v n e c e s s a r i l y 
have the same p r o p e r t i e s as f above. Again one can show t h a t ( 4 i i i ) 
i s e q u i v a l e n t t o 
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fo r some ^ „ which again necessarily has the p r o p e r t i e s of ^  . Thus 
where we have used 
€ a V + - t r f C * ) ^ = i t = 2 ^ ( 1 7 ) 
which f o l l o w s from (A.9). 
We w i l l prove i n s e c t i o n 6 t h a t when (13) holds the ft* constructed 
above i s indeed s e l f - d u a l w i t h t o p o l o g i c a l charge k. The l a t t e r r e q u i r e s 
t h a t J i s non-singular f o r a l l jc i n c l u d i n g "T C at i n f i n i t y " . MOTB 
p r e c i s e l y we need also t h a t b + t or V i s non-singular. 
As mentioned i n sec t i o n 2 the a n t i h e r m i t i a n p o t e n t i a l s f o r U(n) 
are not a u t o m a t i c a l l y t r a c e l e s s ( u n l i k e Sp(n) and 0(n) ) . I f we want 
the most general SL)(n) p o t e n t i a l we take the general L)(n) s o l u t i o n 
and perform a U ( l ) gauge t r a n s f o r m a t i o n f^M-Z^™ (6 r e a l ) t o make 
i t t r a c e l e s s 
A*-* A* A** * *. dK* . (18) 
Thus we r e q u i r e 
0 = = fcr A* +in^<9 f f c r l --rx) . (19) 
(19) always has a r e a l s o l u t i o n 9 as the a n t i h e r m i t i c i t y of ensures 
t h a t t r A j t i s pure imaginery and the i n t e g r a b i l i t y c o n d i t i o n 
i s e a s i l y v e r i f i e d by d i f f e r e n t i a t i n g the d e f i n i t i o n (1) of A* and 
using the c y c l i c property of the t r a c e . 
Section 6 - S e l f - d u a l i t y and Topological Charge. $6 
The requirement f o r s e l f - d u a l i t y (5.13) means t h a t any quaternion 
m u l t i p l y i n g (on the outside 2-component i n d i c e s ) commutes w i t h i t . 
This property w i l l be c r u c i a l i n many of the proofs throughout t h i s 
work. Before proving t h a t the f\* constructed i n s e c t i o n 5 i s s e l f - d u a l 
we i n t r o d u c e the p r o j e c t i o n matrix 
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P(-x) ^VC»wV) . (1 ) 
From (5.2) and (5.3) we see t h a t i t i s indeed a p r o j e c t i o n and has 
other p r o p e r t i e s : 
= fix -0 (2) 
These p r o p e r t i e s are shared by 
P - | - A ( ^ ) " ' ^ ^ (3) 
and hence by the completeness of the columns of A and V the e q u a l i t y 
i m p l i e d i n (3) does hold. In the &f£± term of (3) the r i g h t 2-component 
index of A i s contracted w i t h the l e f t hand one of A* f o r a l l groups. 
For Sp(n) the outer i n d i c e s are l e f t uncontracted so P i s a q u a t e r n i o n i c 
(k + n) x (k + n) m a t r i x . For 0(n) the l e f t hand 2-component index of A 
i s c ontracted w i t h the l e f t hand one of § and s i m i l a r l y f o r the r i g h t 
hand index of A +and j " . From t h i s one can show t h a t P i s r e a l (4k + n) x 
( 4 k + n ) . These conventions of c o n t r a c t i n g two component i n d i c e s w i l l be 
followed throughout and not e x p l i c i t l y mentioned again. 
From the d e f i n i t i o n (2.2) we can c a l c u l a t e the f i e l d s t r e n g t h 
tensor 
where we have used the shorthand 
V*»2UV . (5) 
Evaluating (4) gives 
fy* V"W + V + ^ V + V (6) 
where -(*w/s) means s u b t r a c t the same term w i t h and interchanged 
i e . antisymmetrise i n them. Using (5.3) t o switch the ec d e r i v a t i v e 
on t o and then using ( l ) gives 
^ = vVC'-^Vp . (7) 
From (3) the \-f term i s A/eT and by (5.2) we can t r a n s f e r both the 
d e r i v a t i v e s on t o the £Jsi 
2-1 
Because of the l i n e a r i t y of A (5.6) i t s d - r i v a t i v e has a simple form 
a ^ A * - O ) 
where by (5.7) 
3** =e o l . (TO) 
Using the property mentioned at the beginning of t h i s s e c t i o n t h a t 
quaternions commute w i t h j - ? (8) gives 
From the property of quaternions (A.9) we can immediately see t h a t 
F^ p i s s e l f - d u a l as = i - s : 
F ^ - z ^ t ^ f w . ( 1 2 ) 
The t o p o l o g i c a l charge i s given by ( 3 . 9 ) . To evaluate i t we use 
the r e s u l t £3] 
M f y f y ^ ^ T ( 1 3 ) 
where 
Since ^ i s s e l f - d u a l the l e f t hand s i d s of (13) i s e x a c t l y what 
appears i n the in t e g r a n d of ( 3 . 9 ) . The property (13) enables us t o 
replace the four dimensional i n t e g r a l of (3.9) by an i n t e g r a l over 
the surface a t i n f i n i t y . Hence the t o p o l o g i c a l charge i s 
By expanding j i n powers of ^~ one can check t h a t ^ = 0[~j and k+/3t = Of^) 
as Jxj-»oo (see Appendix B). Hence only the second term of T c o n t r i b u t e s 
on ths surface at i n f i n i t y i n ( 1 5 ) . Using 
f W l a ={W'2+0[ik>) (16) 
since |j+b i s r e q u i r e d t o be non-singular the i n t e g r a l (15) becomes 
The i n t e g r a l J i S * * * / * * i s j u s t the angular i n t e g r a l i s 
a 2 k x 2 k m a t r i x ( f o r U(n) and Sp(n) ) hence the t r a c e term j u s t gives 
2k so the r e s u l t i s t h a t 
\ = - , ^ M V . p ) d V - k . d a ) 
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The property s t a t e d i n (13) and (14) can be v e r i f i e d d i r e c t l y 
by d i f f e r e n t i a t i n g ( 1 4 ) . However t h i s i s somewhat tedious and not 
repeated here. Nevertheless i t i s possible t o d e r i v e the r e s u l t 
i n d i r e c t l y as i s done i n two d i f f e r e n t ways i n sections 15 and 21. 
These proofs use an i n t e r m e d i a t e r e s u l t [ 3 ] which also occurs i n the 
d i r e c t proof and i s u s s f u l elsewhere 
= - 4 - t ^ b + r t > f ) ( 1 9 ) 
where t r 4 means we only take the t r a c e over the 2-component i n d i c e s 
(on the l e f t of k + and the r i g h t of b ) . To v e r i f y t h i s we use (5.13) 
and (9) g i v i n g 
= -S(^^+*+io+c)j . ( 2 0 ) 
D i f f e r e n t i a t i n g again gives 
• *>• " J ( 2 ^ v ) f + 2 f ( . V ^ H ( A ^ ^ 4 f (21) 
which we can s i m p l i f y using the p r o p e r t i e s (A.11) f o r quaternions so 
= -2z(&>)\-[ = - 7 t f b (22) 
where f o r the l a s t step the c o n s t r a i n t s (5.14) are used. Then (21) 
becomes 
tff - - 4-f t*i(W0f +4-Wb+±f (23) 
which i s i d e n t i c a l t o (19) by ( 3 ) . 
Using the r e s u l t (19) and c o n t i n u i n g i n a s i m i l a r fashion one 
can v e r i f y (13) and (14) d i r e c t l y . A f u r t h e r i n t e r e s t i n g r e l a t i o n i s 
(see also Osborn [ 2 3 ] ) 
T = ^ V . * ^ - r a 1 ^ / ( 2 4 ) 
which can be v e r i f i e d i n a s i m i l a r manner. Combining t h i s r e s u l t w i t h 
(13) gives 
tr ( F.yi F*p) ' "S-tU JLtf (25) 
result 
which i s a g e n e r a l i s a t i o n of an e q u i v a l e n t ^ f o r the ' t Hooft s o l u t i o n 
given by 3ackiw, Nohl and Rebbi (JNR. [ 3 3 ] ) . The equivalence can be 
seen when t k t j " i s c a l c u l a t e d f o r the ' t Hooft s o l u t i o n i n s e c t i o n 10. 
We have now completed the proof t h a t the c o n s t r u c t i o n of s e c t i o n 
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5 gives a s e l f - d u a l gauge p o t e n t i a l of t o p o l o g i c a l charge k. We have 
not proved t h a t i t the most general s o l u t i o n . This i s i s a much deeper 
statement and was proved by Atiyah e t . a l . [3Cf] . However i t i s possible 
t o check t h a t the s o l u t i o n constructed has the c o r r e c t number of 
parameters as required by the r e s u l t s of Bernard e t . a l . [34] f o r 
general gauge groups. This i s the s u b j e c t of the next s e c t i o n . 
The corresponding r e s u l t s f o r a n t i - s e l f - d u a l gauge p o t e n t i a l 
are t r i v i a l l y obtained from a l l the foregoing by r e p l a c i n g x everywhere 
by X f . 
Section 7 - Canonical Form of A and Parameter Count. §7 
Not a l l the A s a t i s f y i n g the quadratic c o n s t r a i n t s (5.13) give 
d i f f e r e n t . Under the t r a n s f o r m a t i o n 
A ^ = K A L (1) 
where K and L are square constant matrices, A*, i s unchanged provided 
K and L are of p a r t i c u l a r form depending on the gauge group [30,1,32]. 
Sp(n): K £ Sp(k + n) , L 6 GL(R , k) 
U(n): K £ U(2k + n ) , L £ G L ( c , k ) (2) 
0 ( n ) : K e 0(4k + n ) , L£ G L ( n , k ) . 
GL(Q , k) i s the group of non-singular k x k matrices w i t h elements 
i n Q ( r e a l , complex or quaternion r e s p e c t i v e l y ) . 
Under tr a n s f o r m a t i o n ( l ) A * A becomes 
A1"A = L V K ^ A L - L V a L ( 3) 
by (2) K^l < = l . The f a c t t h a t L does not act on the outer two-component 
in d i c e s of A i i means t h a t A A i s s t i l l p r o p o r t i o n a l to the u n i t 2 x 2 
matrix and 
f'« i ' l S V ) ' \ • ( 4 ) 
Hence A.' i s s t i l l l i n e a r i n X as A'=Q/+b'?t w i t h 
Q'=KQL 
and s t i l l s a t i s f i e s the quadratic c o s t r a i n t s so d e f i n i n g a s e l f - d u a l 
p o t e n t i a l . I f v was a s o l u t i o n of (5.2) then v'=Ktf i s a s o l u t i o n of 
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A'V-0 (6) 
by ( 2 ) and the e n t r i e s are of the c o r r e c t type. The r e s u l t i n g p o t e n t i a l 
i s 
A: = V V 3 « K V - V'^V = Ap«, (7) 
since K i s constant and K +K sl . 
One can see t h a t (1) i s the l a r g e s t p ossible i n v a r i a n c e i n general 
t h a t preserves fK^. Using these t r a n s f o r m a t i o n s we can b r i n g & to a 
s p e c i a l form. Here we do i t only f o r U(n), however the procedure i s 
s i m i l a r f o r the other groups (see [1,323). Also i n any other statement 
t h a t depends on the type of group we only t r e a t U(n) f o r s i m p l i c i t y . 
Since tfi> = v i 2 i s h e r m i t i a n k x k we can d i a g o n a l i s e i t by a u n i t a r y 
L and then since the diagonal elements ( t h e eigenvalues of ~o) are r e a l 
and p o s i t i v e (fc^b i s non-singular) we can transform i t to the u n i t 
m a t r i x by a diagonal L. So there e x i s t s some L such t h a t s a t i s f i e s 
b ' H ^ U i c . (8) 
The 2k columns of b' are thus orthonormal and we can a d j o i n a f u r t h e r 
n columns orthonormal t o the previous ones so c o n s t r u c t i n g a u n i t a r y 
( 2 k + n) x (2k + n) matrix U 
U=(IA(1,') such t h a t u+b' = 0. (g) 
We can transform b' using t h i s u n i t a r y m a t r i x as K 
b ' - u V - ^ J . do) 
This i s the canonical form of b. Under the above transformations a. 
has also changed. We w r i t e the new matrices as 
(11) 
where the blocks are k x k and the ua blocks are n x k w i t h g being 
the two component r i g h t hand index of a and b. The c o n s t r a i n t ( 5 . 1 4 i i i ) 
then takes the form 
r n - r n > ' (-I2) 
( 5 . 1 4 i i ) i s automatic ( i t was assumed i n thB c o n s t r u c t i o n of b i n (11) ) 
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whereas (5 . 1 4 i ) 
y% * '<V/M«+fei)tr<» = O 3 ) 
s t i l l has t o be s a t i s f i e d . We can f u r t h e r r e f i n e the canonical form 
by d i a g o n a l i s i n g (13) w i t h a u n i t a r y L. The form of b i n (11) can be 
preserved i f simultaneously we transform by 
(14) 
where U i s an a r b i t r a r y n x n u n i t a r y m a t r i x so t h a t K i s u n i t a r y as 
L*L = 1 . Thus i n the canonical form of (11) the c o n s t r a i n t s take the 
form of (12) w i t h 
Ja*a\e ' P — j i J ISA<?*2 ( 1 5 ) 
f o r some r e a l p o s i t i v e constants p ; . 
There are s t i l l some inv a r i a n c e s of ( 1 1 ) , (12) and ( 1 5 ) . They 
are preserved by (14) w i t h 
( L ^ - e ^ ' S j t fij-f- ( 1 6 ) 
We may r e s t r i c t U t o be s p e c i a l u n i t a r y as the o v e r a l l phase of the 
u n i t a r y matrix may be absorbed i n t o L w i t h o u t changing (o>,y) . Thus 
there are k + n 1 - 1 tra n s f o r m a t i o n s ( 1 4 ) , (16) which preserve the form 
of ( 1 1 ) , (12) and (15) w i t h o u t changing A K. 
We can now count the number of parameters i n th8 i n s t a n t o n 
s o l u t i o n . I n a of (11) w i t h the c o n d i t i o n (12) there are 4 k n + 4 k a r e a l 
parameters. The c o n s t r a i n t s (15) f o r fl+g give 2k 2 r e a l equations, f o r 
ft=B but give 2 k ( k - l ) equations and f o r K-B , i=j give k equations 
or 4k 1 - k i n t o t a l . Hence there are 4kn+ k parameters remaining and 
when the r e s i d u a l i n v a r i a n c e s of ( 1 4 ) , (16) are taken i n t o account 
there are 4kn - ( n 1 - 1) independent parameters of the i n s t a n t o n s o l u t i o n 
i n general. 
For 2 k < n the r e s i d u a l freedom of ( 1 4 ) , (16) i s not q u i t e r i g h t . 
Some of the matrices U do not change the u 8 p a r t of b i n ( 1 1 ) . We can 
use U t o transform a l l but 2k of the n rows of u t o zero. Then the 
remaining invariance preserving t h i s i s of a 2kx 2k s p e c i a l u n i t a r y 
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matrix removing 4k 2 + k - 1 degrees of freedom a l t o g e t h e r . Because of 
the zero rows of a there are now only 4k.2k+4k z parameters i n i t i a l l y 
i n a w i t h the same number of c o n s t r a i n t s thus the number of i n s t a n t o n 
parameters f o r 2k < n i s 4k + 1. Hence the number of parameters f o r 
U(n) and SU(n) agree w i t h [34] as they also do f o r Sp(n) and 0(n) [ l , 3 2 ] . 
The count of parameters can also be made i n a s i m i l a r way d i r e c t l y 
from the i n i t i a l form of the c o n s t r a i n t s (5.14) and agrees w i t h the 
above r e s u l t s . For 2k £ n there are 16k l + 8kn r e a l parameters i n (o^bj 
w i t h 10k 1 equations from (5.14) and a (2k + n)^ - 1 + 2k 1 parameter 
invariance due t o the transformations (1) w i t h ( 2 ) . For 2k< n we can 
use K t o make a l l but 4k rows of [<*,1o) equal ZBro. Then 32k7" parameters 
are constrained by 10k 2 w i t h a ( 4 k ) 7 - 1 + 2k2" parameter i n v a r i n c e . 
Section 8 - The Fundamental Scalar Green Function. f8 
We can now use the c o n s t r u c t i o n of the general s e l f - d u a l gauge 
p o t e n t i a l to solve some other equations of i n t e r e s t . In t h i s s e c t i o n 
the spin 0 ( s c a l a r ) Green f u n c t i o n i n the background of A* i s obtained 
f o r the fundamental r e p r e s e n t a t i o n . From t h i s i t i s passible t o o b t a i n 
the spin ^ ( s p i n o r ) and spin 1 ( v e c t o r ) Green f u n c t i o n s using the 
r e s u l t s of Brown e t . a l . [35,36]. The corresponding r e s u l t s f o r the 
a d j o i n t r e p r e s e n t a t i o n are de r i v e d i n chapter 3. 
The fundamental sc a l a r green f u n c t i o n Q i s defined by 
wi t h the covariant d e r i v a t i v e given by (2.13). We want t o solve 
(1) w i t h Ad given by ( 5 . 1 ) . I n t h i s r e p r e s e n t a t i o n the Green f u n c t i o n 
transforms under gauge tra n s f o r m a t i o n s (2.10) by 
G K ^ - ^ M Q ^ g h ) . ( 2 ) 
To solve ( l ) we not i c e t h a t as Cr must have the same s i n g u l a r i t y 
as the ordinary scalar Green f u n c t i o n i n order t o give the Dirac S 
f u n c t i o n on the r i g h t hand s i d e . Thus 
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f o r some H where Hfy,v]=l and i t must have the same tr a n s f o r m a t i o n 
property as (2). The simplest expression i n terms of the s e l f - d u a l 
c o n s t r u c t i o n of s e c t i o n 5 w i t h these p r o p e r t i e s i s v + ( x ) v ( j ) . I n f a c t 
t h i s gives the c o r r e c t answer so [1,32] 
- v t e v & ( 4 ) 
though i n p r i n c i p l e there are many terms which vanish as which 
could be added t o v'rx)v(tj). I n order t o prove t h a t (4) solves (1) we 
need t o know how the c o v a r i a n t d e r i v a t i v e acts on v*. 
by (5.3) and (5.1). Manipulating (5) i n the same way as the the c a l c u l -
a t i o n of Frfp i n s e c t i o n 6 we o b t i a n 
JX/"= -V+UifA*. (6) 
This r e s u l t w i l l be used e x t e n s i v e l y . Another u s e f u l r e s u l t f o l l o w i n g 
from t h i s and the d e r i v a t i v e of $ (6.20) i s 
Djy*\>*j) - - v ^ f - v ^ e j f ^ t . ^ +-<£b+A)j . ( 7 ) 
Then using (6.22) we see the ^ e^A^e^ cancels the e^l^A term g i v i n g 
TUv+b«Af)«0. (8) 
From (6) and (8) i t i s easy t o evaluate the second c o v a r i a n t d e r i v a t i v e 
of vf 
tfvt.-vKf^ - - 4 V b f b + . (g) 
The Green f u n c t i o n (4) can now be v e r i f i e d 
The f i r s t term gives + $ ( * - w h i c h i s equal t o the r i g h t hand 
side of (1) as v+(*)W>)= 1„ • The second term by (6) gives 
- yfttJs (11) 
( a l l matrices are evaluated a t x unless otherwise e x p l i c i t l y i n d i c a t e d ) . 
Using (5.2) and the l i n e a r i t y of A (5.6) 
A^M v ( 3 ) = ( * * W v t y = ( ^ - l / b M j l • (12) 
Then the = C^1-1]) commutes w i t h j t o combine w i t h (>- i j j f from 
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(12) to give (1-3)* . Thus (11) i s equal to 
-\i*bfb\(y) (13) 
which cancels thB l a s t term i n (10) because of ( 9 ) . Hence the r e s u l t 
i s v e r i f i e d g e n e r a l i s i n g t h a t of Broun e t . a l . [36] f o r the ' t Hooft 
s o l u t i o n s . 
Section 9 - The Fundamental Dirac Zero nodes. §9 
The massless Dirac equation i n the background f i e l d A*, f o r the 
fundamental r e p r e s e n t a t i o n i s 
(1) 
where J* are the Euclidean Dirac matrices defined i n Appendix A and 
v{> i s a four component spinor ( c f . (2.18) ) . Following Grossmann[37] 
we w r i t e as two 2-component spinors 
and (1) becomes 
, O M '* 8 0- (3) 
For s e l f - d u a l f^j we have by (2.15) 
so t h a t operating on the <^ >R p a r t of (3) w i t h e^ D^  gives 
= ( = (5) 
by (A.4). Hence D ^=0 so ty„ has no normalisable s o l u t i o n s as the 
inverse of D e x i s t s ( i t i s the Green f u n c t i o n of s e c t i o n 8 ) . Thus 
we only need t o consider the f i r s t p a r t of ( 3 ) . 
De f i n i n g % by 
J W * X « e « A (6) 
where n i s the 2-component spinor index of i|>L, the equation f o r vjv 
becomes 
0--[^Uh^e-MXtA (7) 
by (A.3). The £ m u l t i p l y i n g the r i g h t hand side of ( 7 ) i s i r r e l e v a n t 
so the equation we need t o solve i s ^ ("X'^Js O. We see immediately 
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from (8.8) t h a t v f b f salves t h i s [ l ] hence there are k independant 
s o l u t i o n s f o r J ^ J which are the k columns of 
One can see t h a t t h i s i s 0(i^ »J as'h0-»o° ( t h i s f o l l o w s from (6.16) 
and v+b - Ofa) - see Appendix B) and hence i s normalisable. From general 
theorems (see eg. |38]) there are exactly k independant normalisable 
s o l u t i o n s of 
« * M C B 0 (9) 
so (8) gives the complete s e t . This i s also proven l a t e r i n t h i s s e c t i o n . 
The t t h s o l u t i o n i s 
= v +U A_f ; \£ i (10) 
w i t h n o r m a l i s a t i o n m a t r i x 
n;j -- | ^ V ) ^ ; w c / v ( n ) 
where the Dirac t r a c e has been taken. From (10) the integrand of (11) 
which happens t o be the r i g h t hand side of (6.19). Hence 
(12) 
N* -ifts*** ( 1 3 ) 
which we convert t o a surface i n t e g r a l and using (6.20) gives 
From the behaviour (6.16) of J the integrand i s o(^iJ and so the 
i n t e g r a l i s 
N= 'AaW\W{\>%.2*Jftftf = **W'. (15) 
Thus the orthonormal s o l u t i o n s are 
There i s an a l t e r n a t i v e d e r i v a t i o n of (16) which shows t h i s t o 
be the complete orthonormal s e t . This was f i r s t done by Osborn [39] 
using the d e r i v a t i o n o f the Dirac Green f u n c t i o n from the s c a l a r Green 
f u n c t i o n by Brown e t . a l . [36}. The Dirac Green f u n c t i o n i s defined by 
^ X L s ( * 0 ) = n ( , - 3 H K - z ^ w t f t y (1?) 
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where ;^(-»<; are the complete orthonormal set of s o l u t i o n s t o ( 1 ) . 
The s o l u t i o n of (17) i s [36] 
where G i s the sca l a r Green f u n c t i o n and 
S u b s t i t u t i n g (18) i n (17) gives 
(20) 
where the r i g h t hand 4 x 4 Dirac matrix i s w r i t t e n i n 2 x 2 block form 
using the form of the Dirac matrices i n Appendix A. From (5) the lower 
r i g h t hand block i s l®D*Q(»,o) so con f i r m i n g t h a t there are no 
v|jR components of The upper l e f t block can be c a l c u l a t e d using the 
e x p l i c i t form (8.4) f o r Q using s i m i l a r techniques t o previous c a l c u l -
a t i o n s . A f t e r some work (see Osborn [39] f o r d e t a i l s ) i t gives 
A f c V i IU(^)D„ = S V ^ l * 1- - k^KfuWtyf'Vvy (21) 
so confirming t h a t (16) i s the complete orthonormal s e t . 
Section 10 - Conformal Transformations and the ' t Hooft S o l u t i o n s . §10 
So f a r we have only considered the general formalism i n terms 
of the matrix A s a t i s f y i n g the quadratic c o n s t r a i n t s (5.13). These 
have not been solved i n general but c e r t a i n classes of s o l u t i o n s are 
known. When n >, 2k D r i n f e l d and Manin [31] have e s s e n t i a l l y solved i t 
completely f o r the k i n s t a n t o n s o l u t i o n i n L)(n). C h r i s t e t . a l . [32] 
have solved (5.13) f o r k = 3 i n Sp(n) ( f o r k = 1 [4] and k = 2 [ 3 3 ] the 
s o l u t i o n s were known before the c o n s t r u c t i o n of Atiyah e t . a l . ) . I n 
a d d i t i o n t o d e s c r i b i n g the n * 2k s o l u t i o n s we give here the s o l u t i o n s 
corresponding t o the ' t Hooft [ 4 0 ] m u l t i - i n s t a n t o n s f o r 5U(2) = S p ( l ) 
as extended by Gackiw, IMohl and Rebbi (3NR f 33] ) using the conformal 
i n v a r i a n c e of the c l a s s i c a l theory. 
For n >2k in-U(n) we can always use the t r a n s f o r m a t i o n (7.1) t o 
3.1 
make a l l but 4k rows of rows of f ^ t ) zero as mentioned i n s e c t i o n 7. 
Thus the problem i s reduced to considering the n= 2k case. The general 
gauge p o t e n t i a l f o r n > 2k i s then j u s t t h a t f o r n = 2 k embedded i n a 
l a r g e r matrix w i t h zeroes f i l l i n g the r e s t 
( D 
For n= 2k,using the canonical form s p e c i f i e d by (7.11), (7.12) 
and (7.15) we can choose r„ and rl7_ a r b i t r a r i l y ( 4 k z r e a l parameters). 
Then r l t and -r^ are determined by (7.12). Choose k r e a l parameters ^. 
0<l*,4pxi (2) 
so t h a t the diagonal a1"* s p e c i f i e d by (7.15) i s p o s i t i v e d e f i n i t e as 
req u i r e d by the n o n - s i n g u l a r i t y of f i n (5.13). The parameters are 
s t i l l not a r b i t r a r y , they must be chosen to s a t i s f y the i n e q u a l i t i e s 
(oi +a-r-V)^o (3) 
i e . the eigenvalues of the l e f t hand side are a l l non-negative. Then 
since u. i s a 2k x 2k mat r i x we can always solve f o r i t i n 
UV - b+<k - r V (4) 
by f o r example t a k i n g the square r o o t of the r i g h t hand si d e . Also 
|*; must be chosen so t h a t 
i s non s i n g u l a r f o r a l l x. 
The ambiguity i n ul as defined i n (4) j u s t corresponds t o the 
u n i t a r y m a t r i x U i n the t r a n f o r m a t i o n (7.14) so does not a l t e r A*. 
Hence the 4k 2 + k parameters f ; , / , , , ^ uniquely determine A*. However 
not a l l such parameters give d i f f e r e n t A* (though they would i n the 
corresponding case f o r Sp(k) ) due t o the transformations of the form 
(7.14) ,(7.16) so t h a t i f r and r'are r e l a t e d by 
KY, =*i(°:'6jV^ u < v j a ( 6 ) 
then w i t h the same p.- they give e q u i v a l e n t A* . Thus k - 1 parameters 
are spurious (since only the differenceB\-9j occurs) g i v i n g 4k 1 + 1 
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t r u e parameters as before. I f the matrix (3) has some zero eigenvalues, 
i e . i t s rank i s less than 2k, then one can solve (4) f o r an nx 2k 
matrix u. where n ^  rank(a +a-*"V ) . s 0 these s p n c i a l cases give the Ll(n) 
p o t e n t i a l s f o r n < 2 k , the only problem i s s p e c i f y i n g when t h i s occurs. 
Before g i v i n g the 3NR s o l u t i o n s we show how conformal transform-
a t i o n s act on the s e l f - d u a l s o l u t i o n s [ l l . A conformal t r a n s f o r m a t i o n 
i n Euclidean space i s given by x-**'with 
where K.f?,^^ are quaternions. The tr a n s f o r m a t i o n i s non-singular 
provided 
Under (7) the l e n g t h element transforms as (dnj1 
{dty'f * , Jl(»J = K / p ^ T O ) 
or e q u i v a l e n t l y 
(pf*)1" = "%')fJ»^ , «("')- ( 1 0 ) 
The gauge p o t e n t i a l A^f*) transforms i n the same way as the d e r i v a t i v e 
|- g i v i n g 
A«to = 5£ A/*') - (11) 
The conformal invariance of Yang-Hills theory means t h a t i f / ^ ( x j i s 
a s o l u t i o n of the equations of motion then so i s A^(x) given by (11). 
For s e l f - d u a l s o l u t i o n s one can implement the conformal t r a n s f o r m a t i o n 
(7) by the f o l l o w i n g t r a n s f o r m a t i o n on the parameters of the i n s t a n t o n 
a -» a' = ai +|jf3 , % 
1 • / 1 (12) 
b -* ID = but +ay . 
Then A becomes 
= (« +b*'Kr»'^) = ^U'K-y+W ( 1 3 ) 
so 
Now since i s p r o p o r t i o n a l to the u n i t 2 x 2 m a t r i x f o r a l l x 
the quaternion (pt+£) commutes w i t h i t g i v i n g 
ks**tf[i***l ^l-r'tr1* (15) 
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hence A?'? also s a t i s f i e s the c o n s t r a i n t s (5.13). Thus we o b t a i n a 
new s e l f - d u a l s o l u t i o n w i t h v'(->c) defined from A M . Because of (13) 
v(*') i s such a s o l u t i o n so 
A'.w - vV'j^viv; , v(-x') = a (x-) ( 1 6 ) 
as i n ( 1 1 ) . 
Atiyah e t . a l . [30] give the parameters (^b) f o r the ' t Hooft 
s o l u t i o n . I t i s a simple matter t o extend them to the DNR [33] s o l u t i o n 
by using ( 1 2 ) . Thus f o r SU(2) = S p ( l ) we get 
T'-T • Tf? (17) 
where are quaternions and p ; r e a l . These c l e a r l y s a t i s f y the 
c o n s t r a i n t s (5.13) or (5.14) and are preserved i n form by ( 1 2 ) . By 
the t r a n s f o r m a t i o n s (7.1) on A i t i s possible to r e s t r i c t (17) t o be 
-D.X;/*. , ^ =u,;Sj fc ( 1 B ) 
where are quaternions and X-, are r e a l . Hence there are 5k + 4 
parameters i n t h i s (only the r a t i o X;/X0 occurs). This i s not i n 
canonical form but i t i s much more convenient as both a- and b- have 
a diagonal form. With the parameters (18) 
where the top block i s 2 x 2k and the bottom 2k x 2k complex f o r L)(2) 
or e q u i v a l e n t l y 1 x k and k x k q u a t e r n i o n i c f o r S p ( l ) . With ( l 9 ) , . a 
s o l u t i o n of (5.2) i s 
y-b,, 6 w 0 ^ S k ( 2 0 ) 
where the n o r m a l i s a t i o n ^ , chosen t o give ( 5 . 3 ) , i s 
This gives the f a m i l i a r gauge p o t e n t i a l of JNR [33] 
A„ (*) - % ^ t w ^ v.M - ' * ^  9, A. . (22) 
The choice of v i n (20) i s s i n g u l a r a t - x b u t one can always choose 
V so t h a t t h i s does not happen. The o r i g i n a l ' t H o o f t . i s recovered i f 
one sets ( j g = \ , . l , i n (18) and takes the l i m i t A 0 A l l the foregoing 
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and subsequent expressions are w e l l defined i n t h i s l i m i t g i v i n g the 
corresponding r e s u l t s f o r the ' t Hooft s o l u t i o n . 
The parameters i n (18) are not completely a r b i t r a r y as 
A*A must be non-singular. 
;A +Aj - [ ^ ( ^ * ? + ' "
 l>i<k ' (23) 
We r e q u i r e t h a t the determinant of t h i s be non-zero f o r a l l X. 
Consider the eigenvalue equation 
+j = H * (24) 
J 
which i s solved by 
^ - ^ ' ( ^ X r - ^ - J 1 ) " . (25) 
M u l t i p l y i n g by \; , summing and assuming " ^ V i ^ j i s non-zero we o b t a i n 
a c o m p a t a b i l i t y c o n d i t i o n on y. 
) - ( V £ - ^ — i • (26) 
W r i t i n g (26) as a k t h degree polynomial i n p. we o b t a i n the product 
of the k r o o t s |* (th e required determinant) as the constant term of 
the polynomial. This gives 
c k f c A ^ ^ Z ^ l f (27) 
(th e power of 2 i s due to the u n i t 2 x 2 m a t r i x i n (23) ) . To check 
t h a t (27) i s non-singular f o r a l l x we consider the c r i t i c a l p o i n t s 
•f. = s o m e j ( o t h e r x c l e a r l y give non-zero determinant as a l l terms 
are p o s i t i v e d e f i n i t e ) . From these i t i s easy to see t h a t 
i f and only i f . . 
, o « ;<j . (28) 
Since only X? appear i n the p o t e n t i a l we can r e s t r i c t t o \„">o . 
The inverse of can e a s i l y be c a l c u l a t e d g i v i n g f 3 9 l 
J 5 « ± - ^ ! i C lSi,)<V (29) 
which despite appearances i s non-singular as provided (28) i s 
s a t i s f i e d . The p r o j e c t i o n matrix p i s given by 
Using the above formulae one can w r i t e down the Green f u n c t i o n (Brown 
$ 1 0 
e t . a l . [ 3 6 ] ) from ( 8 . 4 ) 
and the Dirac f u n c t i o n s (Grossmann [ 3 7 ] ) from ( 9 . 1 0 ) 
v]Axj = f ^ ^ I ? ^ V ^ - f ' 4 h f c l £ ( 3 2 ) 
f o r the 3NR s o l u t i o n s . The n o r m a l i s a t i o n of V(J i n ( 3 2 ) i s given by 
( 9 . 1 5 ) as [ 3 9 ] 
1=0 
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CHAPTER 3 - ADJOINT REPRESENTATION AND TENSOR PRODUCTS 
Section 11 - The A d j o i n t Representation and V a r i a t i o n s of Instantons 
In a d d i t i o n to the fundamental r e p r e s e n t a t i o n f u n c t i o n s t r e a t e d 
i n s ections B and 9, physics r e q u i r e s us t o understand the a d j o i n t 
r e p r e s e n t a t i o n (see chapter 1 ) . This and a l l other representations 
can be t r e a t e d together by considering tensor products of the funda-
mental r e p r e s e n t a t i o n . In p a r t i c u l a r i f fyt transforms under the funda-
mental r e p r e s e n t a t i o n of group Gr, and s i m i l a r l y f o r ^  under G2 
then the tensor product i s f,<^^ which transforms under the fundamental 
r e p r e s e n t a t i o n of &,0GZ to give 
f ® -» ^ . f , @^fr- (2) 
The c a v a r i a n t d e r i v a t i v e i s given by 
$T{b*4*) * + A * W f t ) (3) 
where i s the covaria n t d e r i v a t i v e and A* the gauge p o t e n t i a l of 
r r* the group Uj. . The a d j o i n t r e p r e s e n t a t i o n i s given by G'C^ G- w i t h the 
p o t e n t i a l s s a t i s f y i n g 
and one performs the re d u c t i o n 
f ^ y i i ^ f i ) (5) 
where t a are the fundamental n x n r e p r e s e n t a t i o n matrices of the group 
Q- (see s e c t i o n 2 ) . To see t h i s we apply the a d j o i n t c o v a r i a n t d e r i v a t i v e 
(4.21) t o ( 5 ) . The matrix form of the f i e l d f i s ( c f . (2.3) and (2.7) ) 
*" r*m (6) 
so 
V j * M * K f l = * C f fal*' (7) 
by ( 2 . 4 ) . I n s e r t i n g the form (5) of ^  and using (2.4) again 
where i n the l a s t step we have used -A* J = . Thus we see t h a t the 
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r i g h t hand side of (8) i s the same r e d u c t i o n (5) of the tensor product 
c o v a r i a n t d e r i v a t i v e (3) when the r e l a t i o n (4) between the p o t e n t i a l s 
holds. Henceforth we w i l l not perform t h i s e x p l i c i t r eduction from 
£&Gr t o the a d j o i n t r e p r e s e n t a t i o n as t h i s tends to hide the elegance 
and u n i t y of the various.formulae. 
Before t r e a t i n g the a d j o i n t r e p r e s e n t a t i o n and tensor products 
i n general we consider the v a r i a t i o n s of the i n s t a n t o n s o l u t i o n s . 
Since there i s a connection between these zero mode v a r i a t i o n s and 
the a d j o i n t Dirac s o l u t i u n s as discussed by Brown e t . a l . [38] t h i s 
w i l l g i v e us some i n s i g h t s i n t o the a d j o i n t r e p r e s e n t a t i o n as w e l l 
as being u s e f u l i n t h e i r own r i g h t as discussed i n s e c t i o n 4. 
Under an i n f i n i t e s i m a l v a r i a t i o n of the gauge p o t e n t i a l , 
the f i e l d changes by 
Sf«a - I Dpi - X " ^ ' J A J (9) 
With t h i s v a r i a t i o n remains s e l f - d u a l provided the c o n t r a c t i o n 
w i t h the a n t i - s e l f - d u a l tensor vanishes. Thus by the anti-symmetry 
of 
(10) 
which i s the same as (4.23). But by (A.4) 
(11) 
and i f we impose the c o n d i t i o n corresponding t o (4.25) t h a t i s 
orthogonal to the gauge zero modes 
(12) 
then (10) becomes 
(13 
This i s e x a c t l y the Dirac equation f o r the ^ L components (9.9) except 
t h a t i t i s f o r the a d j o i n t r e p r e s e n t a t i o n . Thus i f vj> are the a d j o i n t 
Dirac zero modes 
(14) 
where ui and w' are a r b i t r a r y two component s p i n o r s . 
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I t i s possible t o f i n d a l l the zero modes &A„ and hence the 
a d j o i n t Dirac functions by consi d e r i n g v a r i a t i o n s of the parameters 
of the in s t a n t o n s o l u t i o n s [3,20,24]. The parameters are the constant 
matrices (a, t ) i n A s a t i s f y i n g (5.13). The general v a r i a t i o n of t h i s i s 
= U -rib* (15) 
which i n order t o preserve the c o n s t r a i n t s must s a t i s f y 
S ^ A + It . (16) 
Many of the s o l u t i o n s of (15) w i l l correspond t o the al g e b r a i c t r a n s -
formations (7.1) so do not give v a r i a t i o n s of AK. These are i d e n t i f i e d 
l a t e r . The v a r i a t i o n $v i n v r e s u l t i n g from &A must s a t i s f y the f o l l o w -
ing equations r e s u l t i n g from (5.2) 
A +£v + S A V = O (17) 
and from (5.3) 
Sv^v <-v+Sv = O . (18) 
The general s o l u t i o n of (17) i s 
<iv = - Af 5A*"v + V ( i g ) 
f o r a r b i t r a r y n x n SIA. The c o n d i t i o n (18) t h a t v must remain normalised 
then i m p l i e s 
+ Su f =0 . (20) 
S u b s t i t u t i n g (19) i n t o the v a r i a t i o n of the expression (5.1) f o r 
where ( 5 . 1 ) , (5.3) and (20) have been used f o r the l a s t three terms. 
For the f i r s t two terms i n (21) we use (5.2) t h a t v*&*£fv-o t o give 
SA** v + ( * M < y - be^f i A + ) v + fl^X*. (22) 
The i n f i n i t e s i m a l v a r i a t i o n (22) i s the most general s a t i s f y i n g (10) 
by c o n s t r u c t i o n and the completeness of the s e l f - d u a l s o l u t i o n s . The 
term D^Su corresponds t o an i n f i n i t e s i m a l gauge t r a n s f o r m a t i o n since 
fcu i s a n t i h e r m i t i a n by (20) and gives the gauge zero modes X^ S^ of 
s e c t i o n 4. Imposing (12) ( o r (4.25) ) gives 
o = =70*5* +("D^iA)fe/W - v + W W ^ v S J (23) 
since ' 
£t(sc) = ^ (6c) • AJSC - 6CA.fr = (D^c - 8(c£.) ( 2 4 ) 
by (4.21) and (9.19). Now the t h i r d and f o u r t h terms of (23) vanish 
because of the equation f o r the fundamental Dirac s o l u t i o n (8.8) and 
i t s h e r m i t i a n conjugate, hence (23) becomes 
tfSu + v * b ^ ( s ^ A - A + f c ) _ f ^ v * v ^ ^ f e ^ V - v V ^ / S k ' v = 0. (25) 
Since we can always choose b to be i n the canonical form (7.11) we 
can choose Making t h i s choice and using the p r o p e r t i e s of the 
quaternions (A.11), (25) becomes 
fc1^ 4 2 v * t f ^ ( S ^ ' ^ + ^ ) f ^ = 0 . ( 2 6 ) 
As Sb=o and one can show t h a t (16) i m p l i e s 
tr^Wbs. - ^ h + k l ' O (27) 
the two dimensional t r a c e i n (26) reduces t o 
tfr( S(xTa -o^Sa). (28) 
With £b = o the c o n d i t i o n s (16) comprise 7 k z r e a l equations on the 
4 k ( 2 k + n ) parameters i n Sa. g i v i n g 4kn + k l independent v a r i a t i o n s Sa.. 
Of these k* + n 1 - 1 must be gauge t r a n s f o r m a t i o n s due to the parameter 
count of s e c t i o n 7 of the number of gaugB i n e q u i v a l e n t i n s t a n t o n s . 
These w i l l be the which correspond t o the transformations (7.14). 
t h a t preserve the canonical form of b. These are 
£<v = Hex -G.U. (29) 
where 
o o U / h - -K k«U (30) 
i s an a r b i t r a r y a n t i h e r m i t i a n i n f i n i t e s i m a l m a t r i x so t h a t 1+H i s 
u n i t a r y and of the form (7.14). There are k 1 + n 2 - 1 independent var-
i a t i o n s of t h i s form as expected. One can then see t h a t w i t h S& given 
by (29) the Sf l ^ of (22) w i t h St> = 0, S»--o i s 
SA* i | = -v +Hv (31) 
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which i s indeed a pure gauge t r a n s f o r m a t i o n . Because of t h i s extra 
freedom of So. we can impose f u r t h e r c o n s t r a i n t s i n a d d i t i o n to ( 1 6 ) . 
Since i n (26)So. only occurs i n the term (28) i t i s n a t u r a l to choose 
the k1" r e a l c o n d i t i o n s 
t t - j f S o ^ - a * " ^ ) " 0 • (32) 
Then (26) i s 
^ s O , f " " ° (33) 
so Sfi^ of (22) s a t i s f i e s the c o n d i t i o n (12) i f Ju=o. When we combine 
c o n d i t i o n (16) with. (32) on S&. they are eq u i v a l e n t t o 
Sa+A = z(£i&°Tz~\ (34) 
To summarise, the v a r i a t i o n of the p o t e n t i a l given by 
SA. = V +faf«;b +v - V+b^f" SaV (35) 
s a t i s f i e s the two condi t i o n s (10) and (12) provided Sa s a t i s f i e s ( 3 4 ) . 
Thus (35) gives a l l the i n s t a n t o n zero modes of se c t i o n 4 s a t i s f y i n g 
(4.23) and (4.25) when Sfc i s considered as a f i n i t e matrix s a t i s f y i n g 
(34) . Because of the counting a f t e r (28) and the ex t r a c o n d i t i o n s (32) 
(or more d i r e c t l y counting the number of independent s o l u t i o n s t o (34) ) 
there are ex a c t l y 4kn independent Sa . This confirms the statement i n 
se c t i o n 4 t h a t r, = 4kn. 
There are s t i l l n 2 - 1 pure gauge tr a n s f o r m a t i o n s i n (35) despite 
the f a c t t h a t O^rA^O. These occur when SCK i s given by (29) s a t i s f y i n g 
(32) so t h a t ^A* i s the pure gauge of ( 3 1 ) . For the la r g e h<| behaviour 
of v given i n Appendix B (31) i s 
S A i t s X L . i | ' > + = " U + ( * ) J I ' I A | H ) + O f c ) ^ (36) 
where I A ( J I) i s the u n i t a r y matrix w i t h winding number k t h a t occurs 
i n the pure gauge form (3.3) of A*, as \x\-»oo (see Appendix B). I f vj/ 
was j u s t W, %(\^ would be a g l o b a l gauge t r a n s f o r m a t i o n , but t h i s would 
not be normalisable so of no i n t e r e s t t o s e c t i o n 4. A l l the Sift* of 
(35) are normalisable w i t h n o r m a l i s a t i o n c a l c u l a t e d i n s e c t i o n 15. 
Note t h a t i n the case k = 0 s o l u t i o n s analogous t o (36) do not 
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occur. I f they d i d they must solve i^j^-O w i t h ^ =5^ *5 f o r u n i t a r y ^. 
Then 
tfvf ( 3 ? ) 
and since ^ i s i n v e r t i b l e 
^ 3 +--C (38) 
f o r some constant n x n matrix c . However w i t h t h i s SAfc=?Qt'|' vanishes 
so there are no normalisable s i t i s f y i n g the c o n d i t i o n s ( 1 0 ) , (12) 
f o r k = 0. 
There i s another property because of the e x t r a c o n s t r a i n t ( 3 2 ) . 
I f PiA i s i n i t i a l l y an SU(n) p o t e n t i a l - i e . i t i s t r a c e l e s s - then 
the v a r i a t i o n (35) i s also t r a c e l e s s so p r e s e r v i n g A« as an SL)(n) 
p o t e n t i a l i f (32) holds. In f a c t t h i s i s also t r u e of (22) (Sb^o) 
provided £Vi i s t r a c e l e s s . 
t r SA*. = tr{e^PS^f - SlfPh^f) * 2, t r ( ^ J . ( 3 g ) 
Then using 
A f 5 A = fffctejV' , l o + ? A * f(S£ftft"' (40) 
(which f o l l o w from (16) and (32) ) and p r o p e r t i e s of the quaternions 
one can show t h a t (39) reduces to " ^ t r f S u j . Note f o r Sp(n) and 0(n) 
S A ^ i s a u t o m a t i c a l l y t r a c e l e s s since i t i s a n t i h e r m i t i a n . 
Section 12 - The A d j o i n t and Tensor Product Dirac Function f12 
Since the £ A X of (11.35) s a t i s f i e s the c o n d i t i o n s (11.10) and 
(11.12) we can c o n s t r u c t the a d j o i n t Dirac zero modes from (11.14) 
+ A FF A** 1 1 = 2v + ta"f>+v ^lAi^u'c^V . (1) 
Because there are 4kn So. and u i s an a r b i t r a r y 2-component spinor 
there appear t o be Bkn Dirac zero modes. However t h i s i s i n c o r r e c t 
as i f So. s a t i s f i e s (11.35) then so does &*.<^  f o r any quaternion q which 
can then be absorbed i n t o i* by n';«ju. Thus there are only 2kn zero 
modes i n (1) which i s the c o r r e c t r e s u l t by general theorems ( S B B 
f o r example [ 3 8 ] ) . I t can be checkad by a complBteness r e l a t i o n 
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analogous t o (9.20*) f o r the fundamental r e p r e s e n t a t i o n (see Appendix 
C and also the comment a f t e r (15.24) ) . 
We can r e w r i t e ( l ) i n the form 
^ - v ^ f z j v t + v (2) 
where c, and cx are appropriate ( 2 k + n ) x k complex constant matrices. 
Instead of g i v i n g them i n terms of the £<x by (1) (however see sec t i o n 
15) we can f i n d d i r e c t l y the r e l a t i o n s they must s a t i s f y so t h a t the * 
Dirac equation 
l'^V=o ( 3 ) 
i s solved \2~\. S u b s t i t u t i n g (2) i n (3) and using (11.24) gives 
Mv+te^f K v - rt*Af(&A - T i ^ ^ w + v ^ f ^ / w J v o. (4) 
The f i r s t and l a s t terms again vanish due t o (8.8) so 
y + ^ 4 *MAe+fc+„ - V ^ t J ^ A / ^ f e V = o. (5) 
By the p r o p e r t i e s of the quaternions (A.11) t h i s becomes 
1 * \ f t e * t - ^ * ' * ) f , V v *0 (6) 
which w i l l vanish and hence ^ of (2) solve the Dirac equation i f 
„dc, * c a T A £ A . (7) 
Since t h i s must be t r u e f o r a l l x i t i s e q u i v a l e n t t o the equations 
% fl (8) 
These comprise 4k complex equations f o r the 2(2k + n)k unknowns i n 
C,, Cj hence g i v i n g 2kn independent complex s o l u t i o n s ( c , , c 2 ) - a r b i t r a r y 
complex l i n e a r combinations of s o l u t i o n s s t i l l solve ( 8 ) . 
One can gen e r a l i s e (2) t o an a r b i t r a r y tensor product as considered 
at the beginning of s e c t i o n 11. The s o l u t i o n i s [ 2 ] 
where A i , v } ( 1 = 1,2) are the matrices d e f i n i n g 0 ^ ( 7 ) f o r the group Qt. 
I f Q, are U ( n j ) groups and A^f*) have t o p o l o g i c a l charge k j w i t h A J } V j 
having the c o r r e c t dimensions then c, i s (2k, + n,) x kz and CL i s 
( 2 k t + n 2 ) x k, . With the covari a n t d e r i v a t i v e a c t i n g as i n (11.3) 
we see i n the same way as f o r (2) t h a t (9) solves the tensor product 
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Dirac equation provided 
( c f . (7) ) . This has k = k,n + k t n ( independent s o l u t i o n s . 
By the r e s u l t s of s e c t i o n 11' the a d j o i n t r e p r e s e n t a t i o n corres-
ponds to when 
A , = A T < . V ^ V * (11) 
so t h a t / ^ - A , (11.4) holds. Then the c o n d i t i o n (10) i s the same as 
(7) and the tensor product Dirac f u n c t i o n (9) becomes i d e n t i c a l to ( 2 ) . 
Section 13 - The Tensor Product Green Function §13 
Brown et.al.[36]constructed the a d j o i n t Green f u n c t i o n f o r the 
general ' t Hooft s o l u t i o n . Using t h e i r methods C h r i s t e t . a l . [32] 
extended i t to the most general SU(2) s o l u t i o n . I n a s i m i l a r manner 
one can f u r t h e r extend i t to the tensor product of any two groups 
and hence i n p a r t i c u l a r to the a d j o i n t r e p r e s e n t a t i o n of any group [ z ] , 
One would expect from the fundamental r e p r e s e n t a t i o n (8.4) t h a t 
the tensor product Green f u n c t i o n would c o n t a i n a term 
Here and henceforth we w r i t e the two f a c t o r s of the tensor product 
of (11.2) one above the other. The upper f a c t o r r e f e r s t o Gj-, w i t h 
Ai» V, Btc. and the lower f a c t o r t o G2. We have dropped the e x p l i c i t 
1 , i l a b e l s on the v(n.) e t c . i n (1) as they are always determined by 
t h e i r p o s i t i o n i n the equations. With t h i s convention the tensor product 
c o v a r i a n t d e r i v a t i v e of (11.3) can be w r i t t e n 
W * ( X J . (2) 
The Green f u n c t i o n equation i s then 
The c o v a r i a n t Laplacian on the l e f t hand side of (3) acts on (1) t o give 
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The f i r s t term gives the r i g h t hand side of (3) but the second term 
i s non-zero so there must be an a d d i t i o n a l term i n Gr. I n d e r i v i n g (4) 
we have used the Green f u n c t i o n equation f o r the fundamental repre-
s e n t a t i o n (B.1). The second term i n (4) i s evaluated as f o l l o w s . Using 
(8.6) and (8.12) the upper and lower terms are 
- v + ( * ) b e K f f * l ( * ' j ) + b + W 5 ) . (5) 
Then by (A.10) we get a f a c t o r 2 ( * - | j ) 1 which cancels the i / f r - s ) 1 
term m u l t i p l y i n g the second term of (4) t o give 
i v + W b . b M 5 ) 
Here we have introduced the f u r t h e r n o t a t i o n t h a t broken l i n e s denote 
c o n t r a c t i o n over the two-component i n d i c e s of b,A. Later we w i l l use 
s o l i d l i n e s t o denote c o n t r a c t i o n over the k component i n d i c e s of Is, 
A and j. The arrow on the broken l i n e means t h a t the a l t e r n a t i n g 2 x 2 
matrix has been i n s e r t e d . Thus 
a « s SM 
ft_.?---fl = £a8 UA,«.si J i - j U^jsk (7) 
- i 
A «---<J - = i M . 
ThB i d e n t i t y f o r quaternions (A.10) used i n o b t a i n i n g (6) has the 
diagrammatic form 
= ^ * f (8) 
C «^ O C-'' '>-D 
The {-K-^f i n the top and bottom p a r t s from (5) come together to give 
U-^fa-j))* = ("-^3* since f o r quaternions f^=j*£ by (A.3) so 
r + -* (9) 
The n o t a t i o n introduced above s i m p l i f i e s many of the expressions and 
c a l c u l a t i o n s since otherwise they would c o n t a i n many contracted and 
uncontracted i n d i c e s on matrices which c o n t a i n f o u r or more i n d i c e s . 
I n the Green f u n c t i o n we need t o add a term C to H i n order t o 
cancel the term ( 6 ) . Analagously to Brown e t . a l . [36] we t r y the 
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f o l l o w i n g form f o r C suggested by (6) 
where . 
c . . i " ^ c y f ^ ' d o ) 
j . i s f c , . (11) 
i s a constant k (.k x k,.kt m a t r i x . Evaluating the second c o v a r i a n t 
d e r i v a t i v e of (10) gives 
• - * y * (12) 
( a l l matrices are f u n c t i o n s of x unless e x p l i c i t l y shown ot h e r w i s e ) . 
This w i l l cancel (6) i f IA i s the matrix inverse of the term i n square 
brackets i n ( 1 2 ) . This term appears t o depend on y- so making M non-
constant, but t h i s i s not the case. The * dependance cancels out due 
to r e l a t i o n s l i k e 
* * = • .^ (13) 
where the l e f t hand side i s p a r t of the t h i r d term and the r i g h t hand 
side p a r t of the second term i n the square brackets of ( 1 2 ) . (13) 
f o l l o w s from the use of (9) and the f a c t t h a t tih> i s p r o p o r t i o n a l t o 
the u n i t 2 x 2 m a t r i x . Thus 
J-/ (14) 
and the Green f u n c t i o n i s given by G=H+C u i t h H defined i n (1) and 
C i n (10) w i t h M as i n ( 1 4 ) . 
We now examine some p r o p e r t i e s o f M . Because the ma t r i x i n square 
brackets i n (12) was independant of x i t shows t h a t the r i g h t hand 
side of (14) and hence M i s i n v a r i a n t under 
b J o , a-*a+b* , (15) 
I t i s also i n v a r i a n t under interchange of a. and b 
{, _ a t a-» b , (16) 
This i s because of the c o n s t r a i n t ( 5 . 1 4 i i i ) so t h a t 
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Combining (15) and (16) shows t h a t TA i s also i n v a r i a n t under 
o a f b-, b + Q ^ , (1B) 
Under the t r a n s f o r m a t i o n 
a -» a* , io -? kjj (19) 
M only scales by (i-xi/yij . Combining the t r a n s f o r m a t i o n s ( 1 5 ) , (18) 
and (19) we o b t a i n the conformal t r a n s f o r m a t i o n (10.12) on the 
parameters ( a,b) under which M only scales by k " z given by (10.8). 
In the c o n s t r u c t i o n of Gr we have to assumeM i s non-singular. 
We have not proved t h i s d i r e c t l y i n general but i t can be i n f e r r e d 
from the existence of various q u a n t i t i e s i n the f o l l o w i n g s e c t i o n . 
Also i n s e c t i o n 20,detM i s evaluated f o r the JNR s o l u t i o n s of s e c t i o n 
10 and shown to be non-singular p r e c i s e l y when A+& or j- i s non-singular 
f o r a l l y-. 
Section 14 - S e l f - d u a l Construction f o r Tensor Products f 14 
The s e l f - d u a l c o n s t r u c t i o n f o r tensor products was f i r s t t r e a t e d 
i n [ 2 ] . The methods presented here are based on t h i s reference. However 
since the work of [ 2 ] D r i n f e l d and Manin [41] have also t r e a t e d tensor 
work 
products on a more a b s t r a c t basis. By making their^more concrete i t i s 
possible to s i m p l i f y some of the a l g e b r a i c proofs of t h i s s e c t i o n [42]. 
However w i t h the p r e s e n t a t i o n here the connection w i t h the e a r l i e r 
r e s u l t s i s c l e a r e r . Since many of the c a l c u l a t i o n s are r a t h e r long 
and tedious they are relegated t o Appendix C where they are sketched. 
The tensor product G,®G, can be considered as a subgroup of 
some l a r g e r group Q. For the case we are t r e a t i n g SufnJ ® SK(*tJ C W « W 
so G-' 5M(#viJ . When the gauge p o t e t i a l s of Gr, ,GX are s e l f - d u a l then 
the gauge p o t e n t i a l f o r G,®G3 
gives 
K ) (1 
2 
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and hence i s s e l f - d u a l . A„ i s also s e l f - d u a l when considered as a 
p o t e n t i a l of C a l c u l a t i n g the t o p o l o g i c a l charge of ft« from (3.9) 
gives 
k = k, + l<i", . (3) 
Hence ^  i s a s e l f - d u a l gauge p o t e n t i a l i n U(n) 
n = n, n a (4) 
w i t h t o p o l o g i c a l charge U so must be given by some ( 2 k + n ) x 2k matrix 
A and ( 2 k + n ) x H ma t r i x V as i n s e c t i o n 5. The obvious choice of 
the tensor product v,®^ f o r v i s wrong as i t has the i n c o r r e c t dimen-
sion of ( 2 k + n + 4 k,k 2) x n and also i f i t was c o r r e c t , t h e tensor 
product Green f u n c t i o n 
would bB given by H ( ^ i j ) i n (13.1) which i s wrong. However we can w r i t e 
the Green f u n c t i o n i n terms of v,®^ i f we introduce the (2k ( + n, ) x 
(2k 1 + n J ) = 2 k + n + 4 k 1 k l dimensional square matrix 771 defined by 
771= * T - y - %' - v ; - i i ( 6 ) 
b"-M+ a.J^«+ b'^-V d'-l3b + a' V 1/-Cc»+ 
w i t h J^J being M defined i n (13.11) and (13.14). Under the conformal 
transformations (10.12)771 i s completely i n v a r i a n t . This i s seen by 
using the f a c t t h a t M of (13.14) only scales and then checking t h a t 
771 i s i n v a r i a n t under (13.15), (13.16) and (13.19). In p a r t i c u l a r we 
can replace a by w i t h o u t changingT71. With t h i s replacement 
00\ ( 7 ) 
•ir W}) v V ] W ' _ l _ V t » ) v(vj) 
since only the l a s t term of (6) f a i l s t o vanish by v+(-*;a(»| = O . From 
A+<»>v(;))= (-x-^l^b+vfwj) (8.12) we see t h a t the r i g h t hand side of (7) i s 
^-Tt'fx-ijf c(Vj) w i t h C given by (13.10). Combining t h i s w i t h H i n (13.1) 
gives the Green f u n c t i o n as 
SOvjJ- - ^ r ^ w * ^ 1 - ^ ^ * ^ - ( B ) 
This i s of the necessary form (5) i f 
Vfr) ^ ( I - m j ^ f V,W «s v ^ j . (g) 
4.8 $14 
For v to have the c o r r e c t dimension,}-?1! must have rank 2k+ n or e x a c t l y 
4k,k x zero eigenvalues and the remaining eigenvalues must be p o s i t i v e 
so t h a t (B) and (5) are e q u i v a l e n t . I n Appendix C we c o n s t r u c t the 
4k ( k t u n i t eigenvectors X ofW. Also v i n (9) must s a t i s f y ( 5 . 3 ) , (5.2) 
f o r some A and give the c o r r e c t from ( 5 . 1 ) . The f i r s t and l a s t 
requirements hold as the r i g h t hand side of (7) i s t\-^b'-^t^-[^,^) so 
v+hO vf|j) - {^tn) ©v z( l l)] {vj5)®vj5)]-+ ^ tv-s^C(*,)). (1°) 
S e t t i n g x=^ gives 
\? +(*W«) - 1 6 1 (11) 
and d i f f e r e n t i a t i n g ( 8) w i t h respect t o vj and then s e t t i n g 7=j gives 
{•*) = v + u i s A i M f l l + 1®A7,(»). (12) 
The f i n a l requirement i s t o co n s t r u c t a l i n e a r i n x of the 
c o r r e c t dimension s a t i s f y i n g the c o n s t r a i n t s (5.13) and 
V+fr) A (n) = 0 . (13) 
^ prot/ucf" 
Clearly A cannot be the tensor^ of A, and A t as t h i s i s quadratic i n 
9i. However the f a c t t h a t A can be viewed as a mapping from the space 
of massless Dirac s o l u t i o n s [30] suggests t h a t the r i g h t hand k -
component index corresponds t o the k independent p a i r s of matrices 
( c i > c i ) used i n the tensor product Dirac s o l u t i o n . I n diagrammatic 
form (12.10) becomes 
-,ct^ - 1 -.aM 1 
or 
(9) suggests t h a t we d e f i n e A i n terms of a (2 k + n+ 4 k r k x ) x k £ by 
Ag = (i -m.)'*^ *- i , i . (15) 
so t h a t i t i s p r o j e c t e d down t o the c o r r e c t dimension. (Note t h a t 
I-7T) i s not a p r o j e c t i o n as can be checked by any e x p l i c i t numerical 
example). Because of the property (C.15) of I-7)1 we can add any l i n e a r 
combination of the 4k, k t eigenvectors a- t o & le a v i n g A unchanged. 
ft 
arm f o r A i s Using these f a c t s suggests a fo
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where L , on the upper and L 2 on the lower rows are square matices of 
dimension k ( and k 2 r e s p e c t i v e l y and 71 i s defined analogously t o X (C.1) 





/ a-— (17) 
where Nl,, ! ^ , ^ a r e square k^.k^ dimensional matrices. In Appendix C we 
show t h a t 
V+E ^ v 1 * v , ) * ( l - 7 n . ) A - o ( 1 8 ) 





I t t u rns out t h a t ( l - p l j ^ . and hence A depend only on L, , L z (see 
Appendix C). (19) determines A))yA'l/(SJ^ i n terms of L,,L aup to an 
a r b i t r a r i n e s s due t o a d d i t i o n of X(C.1) which i s then cancelled by 
1-771 i n A . Thus A contains the k + k degrees of freedom of L. , L,. 
In Appendix C we also c a l c u l a t e 
(20) 
which i s also independent of NjjMi^Qi*. and using some completeness 





Thus we see t h a t X.A i s indeed p r o p o r t i o n a l t o the u n i t 2 x 2 m a t r i x . 
For s u i t a b l e choice of L ( and L2, t i s non-singular and since P = v v + 
i s a p o s i t i v e m a t r i x and f i s p o s i t i v e d e f i n i t e Si must be non-singular. 
Hence A A i s also non-singular so s a t i s f y i n g both the c o n d i t i o n s f o r 
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a K-instanton U(TT) s o l u t i o n thus v e r i f y i n g the c o n s t r u c t i o n f o r the 
tensor product. 
One can now see t h a t a l l the a r b i t r a r i n e s s due to L (,L 2 i s con-
taine d i n the constant t< x k mat r i x i which e x a c t l y corresponds t o the 
GL(C , k) inv a r i a n c e of <^  i n the o r i g i n a l s e l f - d u a l c o n s t r u c t i o n as 
given i n (7.1) and ( 7 . 2 ) . 
Having constructed A and v we can now red e r i v e the fu n c t i o n s 
of i n t e r e s t from the corresponding ones i n the fundamental represen-
t a t i o n . The Green f u n c t i o n i s given by (5) which we have already shown 
i s equal to t h a t o r i g i n a l l y constructed i n s e c t i o n 13. The tensor 
product Dirac f u n c t i o n i s given by 
$ = V % £ f = (v.»vO*(i-™)t£ -tXSl\^) ' ( 2 4 ) 
w i t h n o r m a l i s a t i o n _( 
. - n'tpQ" - *'(tV»)£) (25) 
where we have used the r e s u l t s ( 9 ) , (15) and (21 ) . Given the f u l l 
expression f o r each of the matrices i n (24) and (25), these are r a t h e r 
complicated expressions. However they s i m p l i f y g r e a t l y as shown i n 
Appendix C t o v" 
tr (26) 
v+c s—i stf-i J 
and n o r m a l i s a t i o n 
\tX « *ir'ji f)„ (27) 
where A i s the same as J l i n (23) but w i t h a l l the i m p l i e d A's replaced 
by o's. (27) can e a s i l y be seen t o be truB from (21) as 
£•£ (28) 
since i t i s the quadratic term i n £ A. 
Thus we have re c o n s t r u c t e d the Dirac s o l u t i o n s of (12.9) which 
i n diagrammatic form are 
w i t h n o r m a l i s a t i o n f o l l o w i n g from (27) and (26) of 
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J>V<fc>< (30) 
The completeness r e l a t i o n f o r the s o l u t i o n s (29) i s obtained by 
eva l u a t i n g (9.20) f o r the tensor product Green f u n c t i o n (see Appendix 
C). Since the l a t t e r does not co n t a i n (c, ,c») e x p l i c i t l y the r e l a t i o n s 
give a completeness r e l a t i o n f o r the matrices ( c i , c i ) which i s used 
i n Appendix C t o obt a i n some of the above r e s u l t s . 
Section 15 - Normalisation of the Instanton Zero Modes $15 
Using the n o r m a l i s a t i o n of the Dirac equation i n (14.29) and 
(14.30) we can obt a i n the corresponding n o r m a l i s a t i o n of the i n s t a n t o n 
zero modes (11.35). Also we can d e r i v e the expression f o r t r(' :^?Rt^) 
given by (6.13) and (6.14). F i r s t we do the l a t t e r . 
For the a d j o i n t r e p r e s e n t a t i o n there are always the f o l l o w i n g 
four independent s o l u t i o n s t o the Dirac equation (12.3) (see [43,44]) 
where la i s an a r b i t r a r y 2-spinor. These correspond t o those v a r i a t i o n s 
of the i n s t a n t o n due t o the conformal transformations (10.12) w i t h 
c=bn and c=Gn r e s p e c t i v e l y i n the expression (14.29) f o r the a d j o i n t 
r e p r e s e n t a t i o n . For example i n the f i r s t case of ( l ) the two s o l u t i o n s 
are given by 
( C . ^ l b , ; , , [C2\ - = ^ A*ff2. (2) 
using the r e l a t i o n (12.11) f o r the a d j o i n t r e p r e s e n t a t i o n . Then (14.29) 
becomes 
i» = ^ f A £ , f " t V - V + ^ ^ * = V (3) 
which can be shown t o be equal t o 
w i t h f ^ j from (6.11),where the p r o p e r t i e s (A.10) of the quaternions 
are used. The integrand of the n o r m a l i s a t i o n i n t e g r a l (14.30) i s then 
m " « -£(«.«;£, M l *fv% (s) 
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since i s antisymmetric and a n t i h e r m i t i a n . S e t t i n g «ZS and summing 
gives the trace of the quaternions i n (5) and using the r e s u l t s of 
Appendix A t h i s gives 
trtftf " -k K^\y^r%M- (6) 
But i*j«^^yf i s j u s t the p r o j e c t i o n onto s e l f - d u a l tensors hence 
The \|» on the l e f t hand side i s given by (14.29) and using the e q u a l i t y 
of (14.24) and (14.26) ue have 
^ ( v ' f c r j z l ' ( e ) 
SO 
V'X - ( z f ^ ' i - P k ^ f z l - (9) 
But t h i s contains ftr^(t^fc)f where a l l the terms are f o r the a d j o i n t 
r e p r e s e n t a t i o n . The same r e l a t i o n (6.19) must hold f o r t h i s as the 
proof goes through i n e x a c t l y the same way. Thus (9) i s equal t o 
or using the r e s u l t (14.21) gives 
( n ) 
Combining (11) w i t h (7) gives the form of (6.13) 
t*- FtpFof * l^fiflfi (12) 
w i t h JT-«s defined i n (14.23) and CA given by ( 2 ) . So we get 
which from the r e l a t i o n (12.11) f o r the a d j o i n t r e p r e s e n t a t i o n becomes 
J l * * t r ( b + P b f + tibf). (14) 
This i s ex a c t l y T of (6.14) so (12) and (14) combine t o give a proof 
of the r e s u l t (6.13), (6.14). 
We can normalise the i n s t a n t o n zero modes (11.35) 
S A ^ / k J C 1 ^ - V * k i / $ > K (15) 
w i t h Sex s a t i s f y i n g (11.34) 
£o*-A » f ( A + H l (16) 
using the no r m a l i s a t i o n (14.30) of the a d j o i n t Dirac zero modes. But 
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f i r s t ue must make the connection between the cto. i n the i n s t a n t o n 
zero modes and the ( c i , c O i n the Dirac zero modes more precise. I n 
the a d j o i n t case the c o n d i t i o n s on ( c , , c l ) are (12.7) 
AA+C, = c a TAe«. (17) 
Taking the hBrmitian conjugate of (17) and m u l t i p l y i n g by £ gives 
c, fA^- - ^ V - ( 1 8 ) 
Thus we see t h a t i f (c,, c7) i s a s o l u t i o n of (17) so i s (-ct>c7) so 
we can choose the 2kn s o l u t i o n s (^i,C t) t o have the form 
v (-jg) 
f o r some a, , d . Thus we see t h a t 
i 
c« = C, f M (20) 
w i t h the choice ( 1 9 ) . S u b s t i t u t i n g (20) back i n the equations (18) gives 
( c i W . . -j<?tu ( 2 D 
which can be r e w r i t t e n 
*«,1<*C>W«' (22) 
This i s e x a c t l y the form of (16) so 
- ^ (23) 
solves ( l 6 ) . r t i s the r i g h t hand 2-component index of Sa. (23) only 
gives kn of the £<x, but as i n the comment a f t e r (12.1) £a.c^  (<^ a 
quaternion) also solves (16) and gives new independent Sfl^ so the 
4kn &Q are given by 
(Note t h a t the r i g h t hand side of (24) does not give new ( c , , c 2 ) ' s 
as they are j u s t l i n e a r combinations of the o l d ) . Using the of 
(24) i n (15) gives 
$ C - f f r * i \ ? V - V l ^ f t f f v . (25) 
The r e l a t i o n (20.) between C, and Cx means t h a t p a r t of the second 
term of (25) i s 
(26) 
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where the property (A.3) has been used i n the l a s t step. Thus we see 
t h a t SA„ of (25) i s 
v V ' f > ' ^ f h " M * - „ ( V C ) . (27) 
w i t h vjj given by (14.29) f o r the a d j o i n t r e p r e s e n t a t i o n which i s equal 
to (12.2). 
The r e q u i r e d n o r m a l i s a t i o n m a t r i x f o r SfiK i s 
" v - ' H ^ " " ] ( 2 8 ) 
so by (27) the integrand i s 
using (A.1D). I n t e g r a t i n g (29) by the Dirac n o r m a l i s a t i o n (14.30) 
gives us the re q u i r e d r e s u l t 
where f o r the a d j o i n t r e p r e s e n t a t i o n 
ft,«..s»*ffor*f (• - b f w p j - v j c : 5 ^ * ^ ^ ^[(c i S'j V (b'br'J. (3D 
The n o r m a l i s a t i o n can be r e w r i t t e n i n terms of the Sc^ by absorbing 
the e v ,<? i n t o the ft 
This i s now t r u e f o r any p a i r of &<x's s a t i s f y i n g ( 1 6 ) . 
(32) 
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CHAPTER 4 - THE DETERMINANT OF D* AND THE AXIAL ANOMALY 
Section 16 - I n t r o d u c t i o n and RBqularisation of Determinants 
When one t r i e s t o quantise Yang-Mills theory by expanding about 
i n s t a n t o n s o l u t i o n s , determinants of operators i n the background f i e l d 
a r i s e (see s e c t i o n 4 ) . This chapter i s devoted to c a l c u l a t i n g these. 
In p a r t i c u l a r we only need consider the covaria n t Laplacian f o r spin 
zero f i e l d s i n the fundamental r e p r e s e n t a t i o n . By using the r e s u l t s 
of d'Adda and d i l/ecchia [25] and Brown and Creamer [15] we can express 
the spin ^ and spin 1 determinants i n terms of the spin 0 r e s u l t . 
Further, using the r e s u l t s of s e c t i o n 14 [2] we can extend the funda-
mental r e p r e s e n t a t i o n t o o t h e r s , and i n p a r t i c u l a r the a d j o i n t . Thus 
i n p r i n c i p l e any determinant r e q u i r e d f o r physics i s c a l c u l a b l e . 
However we have so f a r been unable to c a l c u l a t e the simplest 
determinant completely. What has been obtained i s the v a r i a t i o n of the 
determinant under a r b i t r a r y v a r i a t i o n s of the background gauge poten-
t i a l , expressed as an i n t e g r a l of a p a r t i c u l a r expression (18.8)[3]. This 
i s c l o s e l y r e l a t e d to the r e s u l t obtained by Brown and Creamer f o r the 
sp e c i a l case of the ' t Hooft s o l u t i o n [15J (see also [20,23,241). Also 
i t i s i d e n t i c a l t o the r e s u l t independently found by Belavin e t . a l . 
[ 2 0 ] and more r e c e n t l y by Berg and Liischer [24] f o r the general s e l f -
dual s o l u t i o n . The l a t t e r group has also succeeded i n i n t e g r a t i n g up 
the v a r i a t i o n t o w r i t e the determinant as a sum of 4 and 5-dimensional 
i n t e g r a l s . Even though the i n t e g r a l s f o r the f u l l r e s u l t have not been 
done i n general, i t i s po s s i b l e to f i n d the p a r t a r i s i n g from conformal 
v a r i a t i o n s [ 3 j . This i s c a l c u l a t e d i n s e c t i o n 19 and the f i n a l r e s u l t 
w i l l c o ntain i n a d d i t i o n a conformally i n v a r i a n t f a c t o r . The known 
conformally n o n - i n v a r i a n t f a c t o r can be evaluated e x p l i c i t l y f o r the 
DNR s o l u t i o n s i n s e c t i o n 20. 
The determinant o f the Laplacian i s h i g h l y s i n g u l a r w i t h both 
i n f r a r e d and u l t r a v i o l e t divergences. The former can be handled by 
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c a l c u l a t i n g on a large sphere of radius a . Then the divergence i n 
the l i m i t a-?oo i s cancelled by d i v i d i n g out the corresponding deter-
minant w i t h zero background f i e l d . I n s e c t i o n 4 we saw t h a t t h i s was 
a n a t u r a l r a t i o t o take. Once t h i s i s r e a l i s e d i t i s possible to do 
a l l the c a l c u l a t i o n i n Euclidean space R. The second divergence must 
be handled i n the usual way of r e g u l a r i s a t i o n and r e n o r m a l i s a t i o n . 
The most elegant scheme f o r t h i s purpose f o r our case i s the zeta 
f u n c t i o n r e g u l a r i s a t i o n of Ray and Singer [45-48] . This i s introduced 
i n the remainder of t h i s s e c t i o n . However Berg and Luscher [24] achieve 
t h e i r r e s u l t s by P a u l i - V i l l a r s r e g u l a t o r s which at l e a s t f o r the f i r s t 
order quantum c o r r e c t i o n s i s e q u i v a l e n t . They also work on S through-
out and only a t the end take the l i m i t z.-)oo and o b t a i n e q u ivalent 
r e s u l t s to us. 
Using the zeta f u n c t i o n r e g u l a r i s a t i o n and the procedures of 
t h i s and the f o l l o w i n g s ections we can r e d e r i v e the r e s u l t of the 
a x i a l anomaly. I n the s e l f - d u a l case the gives us another d e r i v a t i o n 
of the expression (6.13), (6.14) of t^f^f^ - the one o r i g i n a l l y 
found [3] (see sec t i o n 21). 
We wish to evaluate the determinant of a p o s i t i v e d e f i n i t e s e l f 
a d j o i n t d i f f e r e n t i a l operator Q over a compact 4-dimensional manifold 
(eg. S4"). The ( p o s i t i v e ) eigenvalues X,,X7j -- are d i s c r e t e due t o the 
compactness requirement. Define the corresponding generalised zeta 
f u n c t i o n by 
U*; = £ C (1) •5 
This sum can be proven t o be convergent f o r Re[s)>2 . I f 0 was j u s t 
a f i n i t e dimensional matrix t h i s sum would be f i n i t e and hence always 
convergent and c l e a r l y 





For general 6 we can define the determinant on the r i g h t hand side 
of (3) t o be given by these expressions using the a n a l y t i c c o n t i n -
u a t i o n of ( 1 ) . The l a t t e r can be given by the i n t e g r a l r e p r e s e n t a t i o n 
of the zeta f u n c t i o n 
1 h) = fcs-' f r ^ W J t ( 4 ) 
where 
and hence can be defined by 
wi t h 
and the trace i n (4) i s the operator t r a c e given by 
Try*)=p4„ t r f ^ ^ t o ) . (8) 
The t*" t r a c e i n (8) i s the i n t e r n a l (eg. group) index t r a c e . The heat 
kernal ^ defined by ( 6 ) , (7) i s f u l l y discussed by Gilkey [49] and 
also i n [50,5l] . From the d e f i n i t i o n ( l ) we see t h a t 
f o r a scal a r ^, thus 
tf^(o) = 4 . y u . y « 0 + ^ t o (10) 
g i v i n g from the d e f i n i t i o n of the determinant (3) 
d«+(8//.)« K~ V 0 1- J e f c 6 ' (11) 
So t e ( o ) acts e x a c t l y as one would expect of a dimension so (2) i s 
i t s generalised d e f i n i t i o n . 
In Appendix A of [3] i t i s shown t h a t the determinant of the 
operator 6--D+*-R on the sphere w i t h radius a and scalar curvature 
R has the f o l l o w i n g v a r i a t i o n under the change of radius by S<\ 
where A(>) s 2{\*for coordinates on S 4 obtained by stereographic 
p r o j e c t i o n and W=tri i s the dimension o f the gauge f i e l d represent 
a t i o n (n f o r SU(n) and 2n f o r Sp(n) ) . The i n t e g r a l i n (12) i s 
(12) 
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convergent and vanishes i n the f l a t space l i m i t Q-?OO . The remaining 
term diverges but i s independant of the c l a s s i c a l s o l u t i o n so i s 
cancelled i f we c a l c u l a t e 
(13) 
where 80 i s 6 w i t h fl^O . Since the divergent term i s independant of 
the parameters of the i n s t a n t o n , the v a r i a t i o n w i t h respect t o these 
i s also convergent. Hence we can take the l i m i t a t the s t a r t and 
evaluate the v a r i a t i o n of the determinant on f l a t , space IR which 
s i m p l i f i e s the c a l c u l a t i o n . 
Section 17 - The U a r i a t i o n of the Determinant on F l a t Space §17 
We wish t o c a l c u l a t e the f l a t space determinant of B-~jf , the 
fundamental sc a l a r Laplacian. The heat k e r n a l defined i n (16.6), (16.7) 
has the asymptotic expansion as ts»o 
^ ^ ^ - ^ ^ [ - i ^ S ^ o K . (1) 
By equating powers of t i n the equation f o r we o b t a i n [52-57] 
l L } (*-'3)*"Dll*.l'oJ=0 / -| 
which can be solved i t e r a t i v e l y f o r ^ l * , ^ ) • From the i n t e g r a l 
expression (16.4) f o r *£(s) we see t h a t the value a t s=o and the 
residues of the poles at S=i}7. are determined by the small t be-
haviour oft^. Thus the asymptotic expansion ( l ) enables us t o c a l -
c u l a t e these: 
%Cs] i s regu l a r a t 5=o because the l / P f j ) i n (16.4) cancels the pole 
i n the i n t e g r a l . The can be e a s i l y evaluated by repeated 
c o v a r i a n t d i f f e r e n t i a t i o n of (2) and then s e t t i n g * -«-j 
" V v ^ h ^ ' O ( 4 ) 
The l a s t r e s u l t uses - £ D - l (2.15). Thus the residue a t J>=1 i s 
59 
i n f r a r e d divergent, at s=/ i t i s zero and 
^ ^JdUtr(F"fir«fi) • (5) 
This i s - k/12 f o r s e l f - d u a l s o l u t i o n s w i t h t o p o l o g i c a l charge k 
defined i n (3.9). 
By s u b t r a c t i n g out the pole a t j=o i n the i n t e g r a l of (16.4) 
we can evaluate %'(o) . I t i s 
•* L^o J -l$-0 
where the r i g h t hand side i s defined by a n a l y t i c c o n t i n u a t i o n t o 5=° 
from s u f f i c i e n t l y l a r g e S and 
i s Euler's constant. zkD i s the operator form of the f u n c t i o n fy- i n 
(16.5). To evaluate (6) re q u i r e s a complete knowledge of ^l"1/11/1) so 
because of t h i s and the r e s o l u t i o n of the i n f r a r e d problems i n the 
•J 
l a s t s e c t i o n we take the v a r i a t i o n of the parameters i n P. We can 
vary (6) d i r e c t l y or e q u i v a l e n t l y f i r s t vary ^(s) which gives us a 
b e t t e r understanding of why i t works. 
Since a 0 I i t s v a r i a t i o n i s zero so the residue of %t(s) 
a t 5-2 vanishes by (3) so *£%(s) i s r e g u l a r everywhere. Also since 
the a c t i o n i n (5) i s s t a t i o n a r y under a r b i t r a r y v a r i a t i o n s about a 
s o l u t i o n of the equations of motion, we have S*5(°) = o from (5). Thus 
i n 
™ > (8) 
the i n t e g r a l i s r e g u l a r a t $=o. Hence the v a r i a t i o n of the deter-
minant given by d i f f e r e n t i a t i n g (6) ( o r varying (6) ) i s given by 
tt'lo) -J"jt t * Tr [«*DtSDlj|s o (9) 
where again we mean a n a l y t i c c o n t i n u a t i o n t o s=o. However since fc(s) 
i s r e g u l a r we can replace t h i s by the l i m i t as s\o . With s=o(9) can 
be i n t e g r a t e d t o give f o r m a l l y 
T r ^ a r D 1 do) 
where the GrBen f u n c t i o n G- i s the inverse of D (8.1) 
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DGfo5W(»-9J.- (11) 
The upper l i m i t ^-0° vanishes as the heat k e r n a l e vanishes ( a t 
l e a s t on S*). The lower l i m i t of i n t e g r a t i o n fc'Q gives -Tr(GSj) a) 
which i s the r i g h t hand side of (1.1) but i t i s i l l d efined. However 
we w i l l show t h a t when the i n t e g r a t i o n s i m p l i e d i n (10) are done f i r s t 
then the l i m i t t \ o e x i s t s so g i v i n g the r e g u l a r i s e d d e f i n i t i o n of ( 1 . 1 ) . 
More r i g o u r o u s l y one can i n t e g r a t e (9) by p a r t s f o r l a r g e s and 
a n a l y t i c a l l y continue: 
ST'co) = - s p i t * " ' T r [ V ^ & S y | o , (12) 
Since 
Itf =D,JA^ - STUD* (13) 
we can use the c y c l i c property of the Tr which also holds f o r d i f f e r -
e n t i a l operators due t o i n t e g r a t i o n by p a r t s and the f a c t t h a t the 
fu n c t i o n s occurring vanish s u f f i c i e n t l y r a p i d l y a t i n f i n i t y . Thus we 
may r e w r i t e (12) as 
^ t t ' - ' T r ^ V / ^ C - (14) 
(15) 
where,as i n (9.19) 
We now see t h a t the v a r i a t i o n i s much simpler t o c a l c u l a t e as a l l 
t h a t i s re q u i r e d i s the residue of the pole a t S=o of 
_ bs-' T | lA*( t l & e t £ f • « f 0 G D j j . (16) 
This pole i s determined s o l e l y by the constant term i n the asymptotic 
expansion of t h e i r p a r t as. tv°. I n f a c t as s t a t e d a f t e r (11) the 
l i m i t t-»o of t h i s p a r t e x i s t s since the c o e f f i c i e n t s of the terms ' / t 1 ' 1 , 
i / t and \ft'lx which could occur, .turn out t o vanish. So we wish t o 
c a l c u l a t e 
- J d W ^ t r j ^ M ^ C - K ^ l , , , , ^ ty*.^*) C-fj^ia) ] (17) 
as b^,o. To do t h i s we n o t i c e t h a t as 
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which i s what gives r i s a t o the p o t e n t i a l l y s i n g u l a r terms i n ( 1 7 ) . 
So we s p l i t thB Green f u n c t i o n i n t o s i n g u l a r and non-singular p a r t s 
- - M I ^ M ( 1 9 ) 
where $ and fi. are non-singular as »->j and each have the same gauge 
t r a n s f o r m a t i o n property as Cr. For a s p e c i a l choice of $ the c o n t r i -
b u t i o n from the s i n g u l a r p a r t of (19) i n (17) vanishes. This choice 
i s (.">• i t) - the lowest order term i n the expansion of the heat kernal 
(1) and i s defined by ( 2 i ) . The s o l u t i o n i s 
where P denotes path ordering of the matrices along the s t r a i g h t 
l i n e j o i n i n g "x t o ^ . One can check t h a t w i t h t h i s §, & i n (19) i s 
indeed non-singular. 
To show the s i n g u l a r p a r t of (17) vanishes we evaluate 
h ^\^)*°(^> (21) 
By considering an expansion of the integrand of (21) i n powers of 
( i t i s c l e a r t h a t f o r small -t only * close t o y c o n t r i b u t e s 
due t o the e *p - (n ->j)V<j-fc i n of ( l ) ) we see t h a t the only i n t e g r a l s 
a r i s i n g are of the form 
•'•••W-V.C^ ' • (22) 
For u/2-i*>-2 t h i s i n t e g r a l i s convergent. For n odd i t vanishes and 
f o r N even i t i s p r o p o r t i o n a l to t"^l~" . The lowest power of t a r i s i n g 
i n t h i s way i s t " 3 ' 2 w i t h ^ = 1 and« = 2 coming from the }t/1"*-^)x . Thus 
only the f i r s t two terms i n the t expansion of fy"*/],?) w i l l c o n t r i b u t e 
as ts.o. So we need only consider the 
p a r t of ( 2 1 ) . Again c o v a r i a n t l y d i f f e r e n t i a t i n g (2) and s e t t i n g -x = t j 
we see t h a t 
tu^)\»s - t D - t f f L ; , - - i f v ^ J • ( 2 4 ) 
Provided the equations of motion are s a t i s f i e d the l a t t e r vanishes 
and hence 
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v . ^ ) U 5 - - f a v ' n j - ^ - o . i ^ l , ^ = ° . ( 2 5 ) 
Thus a( >;^") = O ( r - j ) 1 as x-><^  so the lowest power of t i t can c o n t r i b u t e 
i s t*1 which vanishes as We are l e f t only w i t h 
VAW§M- ^ (26) 
from ( 2 3 ) . The second term vanishes as by (20) 
$ ( » O)$(3 J * ) »i (27) 
so the i n t e g r a l i s of the form (22) w i t h w=i and =^2 so i s convergent 
and i s zero. The f i r s t term of (26) i s expanded about > = j using the 
f a c t t h a t 
Zjgc) = flfluC - ^ C (28) 
f o r any f?,C. The zeroth order term of f*,:j).$(>),-*J vanishes as 
D « $ K ^ L , = o . (29) 
The f i r s t order term,by (28) i s 
The l a s t step of (30) and also (29) were again obtained by d i f f e r -
e n t i a t i n g (2) and s e t t i n g * = i j . The second order term i s 
due t o ( 2 8 ) , (29) and by f u r t h e r d i f f e r e n t i a t i o n s of (2) becomes 
ihotyi+WMU' -^KQ^MvM^J) (32) 
Then using these thB Taylor expansion i s 
The f i r s t term of (33) does not c o n t r i b u t e as the i n t e g r a l over i j ^ 
i n (26) vanishes. The second term becomes [ D ^ i ^ " ] a s 
j & j A e * * * ^ (34, 
so i t also vanishes due t o the equations of motion. Higher order 
terms i n (33) give c o n t r i b u t i o n s which vanish as fc-*o, so conf i r m i n g 
t h a t the s i n g u l a r p a r t of (19) gives no c o n t r i b u t i o n t o ( 1 7 ) . 
We thus see t h a t the only non-zero p a r t of (17) comes from the 
non-singular £(1,3) term of ( 1 9 ) . Using 
E . { ^ t - V , t = i (35) 
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i t s c o n t r i b u t i o n i n (17) i s 
-S k J * (-!>*) = S t'w *jd*» fcr[»»l») 3«>>] (36) 
where 
J - t o = ^ [ K rfM + . (37) 
This i s e x a c t l y the r e s u l t of Brown and Creamer f_15] which they derived 
from (1.1) i n a somewhat ad hoc manner. The r e s u l t holds provided A*, 
s a t i s f i e s the equations of motion,for a r b i t r a r y v a r i a t i o n s away 
from such a s o l u t i o n . In p a r t i c u l a r i t holds f o r , s e l f - d u a l and 
3* i s evaluated f o r these i n the f o l l o w i n g s e c t i o n . The s p e c i a l v a r i a -
t i o n s SAji f o r changes i n the parameters of the s e l f - d u a l s o l u t i o n s 
were given i n s e c t i o n 11. 
Section 18 - The V a r i a t i o n of the S e l f - d u a l Determinant $18 
Since we know the Green f u n c t i o n f o r the s e l f - d u a l case (8.4) 
a l l t h a t we need t o c a l c u l a t e (M™,^ which occurs i n the c u r r e n t 
(37) i s the path ordered exponential <$>[*,y) . This does not have a 
simple closed form l i k e the Green f u n c t i o n Or but a l l t h a t i s re q u i r e d 
f o r the c a l c u l a t i o n of J* i s the expansion of $ as a power s e r i e s i n 
up t o cubic order. The path ordered exponential can be evaluated 
d i r e c t l y from (17.20) by using 
\ (1) 
*;= X;* , O = ^ o<^,<•-<X..-.*A•.C, 
•ne can then show t h a t i t n e c e s s a r i l y has the form 
= vf{i)[\ +I-«-i9)1fcHr*/5)b+]W3) (2) 
some . More simply [ z ] one can use (2) as an ansatz and solve 
the d e f i n i n g equation (17 .2) 
b - r > i * 5 $ W = 0 s $f*o)5«(*-»k (3) 
f o r Hf*,*)) as a power s e r i e s i n (v-y) . The r e q u i r e d f u n c t i o n i s then 
R(*,yU-V+M\)M->,>))\}+vty. ( 4 ) 
W r i t i n g = ^'^V W*'*j) a n d s u b s t i t u t i n g (2) i n (3) we o b t a i n 
M 
W r i t i n g and = i-(n-vj) and ta k i n g the d i f f e r e n c e of the two 
equations i n (5) gives 
* " ! u k c 2 ^ [ f P * 0 * f ( * - i l ] + i f ^ + l ) ^ * ^ - K b + M i - l l f M - l l i + (6) 
which can be solved i t e r a t i v e l y f o r li as a Taylor s e r i e s i n H s t a r t i n g 
from K(TI (X)=O . The s o l u t i o n i s 
k -2l lj}c») + %f(*){v?i*)\> -tf^wrffno] *0(*+) (7) 
which gives f o r f2 
Using t h i s i n the expression f o r the c u r r e n t (17.37) i t i s easy t o 
show t h a t 
^ = ^ ^ f ( ^ A n ^ W ) f b + v . ( 9 ) 
I t i s also s t r a i g h t f o r w a r d t o show t h a t t h i s i s c o v a r i a n t l y conserved 
as indeed one would expect [15] 
X U * s [ A A l - 0 - d o ) 
I n the expression (11.22) f o r the v a r i a t i o n of the gauge p o t e n t i a l 
under i n s t a n t o n parameter v a r i a t i o n s 
SA« - **[l*f€j%+ - f K l v + ^ J . (11) 
the term t h a t corresponds t o a gauge t r a n s f o r m a t i o n w i l l not con-
t r i b u t e i n the determinant. I n t e g r a t i n g by p a r t s gives 
J d S er[(aS*)T*] = " p * * ^ [ S u ( - A ^ = ° (12) 
by (10) and X = 0(»/i-*is) as ln|-*c* , hence the non-zero p a r t comes from 
tr ( ^ i j = ^ tr [py: ( ^ - « ; ) f i • p ( < : y- - be J m ) ] . (13) 
I t i s possible t o w r i t e t h i s e n t i r e l y i n terms of P using the r e s u l t s 
from s e c t i o n 8 of 
This immediately gives x 
^ t f [ ^ V ^ ^ P ' ^ P ^ f ^ P . P l j p ^ V l ] (15) 
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which can be s i m p l i f i e d using some r e l a t i o n s obtained by d i f f e r e n t i a t i n g 
2 p + av. ?+P.9iP = dlP (16) 
lP.9*P.d«P * P.?P.P = o . 
The terms i n (15) where there i s no second d e r i v a t i v e of P vanish since 
P.}ff'.2p(3.2*P-P= -x?.£Pf.3j'.P i s zero by ( 1 6 ) . The remaining second d e r i v a t i v e 
terms of (15) can be s i m p l i f i e d using 
2tf.PAP-3/3L*»(,-rt 
' k ^ P - M f - W ^ 1 ' ? ) " ( 1 7 ) 
t o give as a f i n a l r e s u l t 
- Sfc«M-D*) = Vlo) * -fafr* t r [ f f ( ^ o - r j p v - z ; , ^ ^ ) ] ( 1 8 ) 
which i s exa c t l y as independantly obtained by Belavin e t . a l . [ 2 0 ] . 
The remaining problem i s t o i n t e g r a t e up the expression ( 1 8 ) . 
Some attempts to do t h i s by Osborn [23] and Berg and Luscher [24] are 
mentioned i n the conclusion. However i n the case of those v a r i a t i o n s 
corresponding to conformal t r a n s f o r m a t i o n s i t i s possible to i n t e g r a t e 
up the v a r i a t i o n of the determinant completely. This i s done i n the 
f o l l o w i n g s e c t i o n . 
f l 9 
Section 19 - The Determinant V a r i a t i o n under Conformal Transformations 
We wish to c a l c u l a t e the v a r i a t i o n of the determinant of the 
Laplacian where the gauge p o t e n t i a l i s replaced by i t s conformally 
transformed p o t e n t i a l P^J^)-*^M . The new cov a r i a n t d e r i v a t i v e V^*) 
can be r e l a t e d t o the o l d using (10.11) 
Thus the Laplacian becomes 
- S V ' s r v ' " ( 2 ) 
where the l a t t e r r e s u l t can e a s i l y be checked using the r e l a t i o n s h i p 
between * and V(10.7) and the expression f o r U J(10.10). Since i n the 
determinant v. and x' are dummy v a r i a b l e s (2) gives 
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ditty*) ~ Jlt(-W*1?J\ . (3) 
For an i n f i n i t e s i m a l conformal t r a n s f o r m a t i o n (1Q.7) w i t h 
oc* i + s* y /? = 5 ) 3 1 r = $V , (4) 




where i n the f i n a l step we have i n t e g r a t e d by p a r t s f o r l a r g e 5. Thus 
S^'(<0 i s given by the residue of the pole a t j = o of 
2 _ f j e t 5 ' 1 t r j ^ h o V ^ w ] . (7) 
Using the asymptotic expansion of fy-(l7.l), as i n s e c t i o n 17 only the 
ajfXjTO term appears and by the r e s u l t (17.4) the residue gives [17, 
18,19] 
St'«>;= ^ [ t - ( r v r v ) ^ w (a) 
Since by (5) Sw i s l i n e a r i n x we can make use of the f a c t (6.13), 
(6.14) t h a t k i r FvpK'ji-<)lT to i n t e g r a t e (8) by p a r t s t w i c e . 
Since t ^ b j i n T ( 6 . 1 4 ) decreases l i k e |nf* a t i n f i n i t y i t gives no 
c o n t r i b u t i o n i n the l i m i t . The other term of T i s a s y m p t o t i c a l l y 
b+bf = l h f 1 - o+t^Xt+b)"!*!" 1 , + 0(1*1"+) d o ) 
which a f t e r i n t e g r a t i o n i n (9) gives 
-=!i- f e rf(l»^y *ST*«+bXtof] ' ri*m-l«) (11) 
The l a s t step uses the conformal v a r i a t i o n of t +b coming from (10.12) 
w i t h (4) 
= fe+a , S y*V6 4 (5« + + &Jfe*-t. ( 1 2 ) 
Now i t i s t r i v i a l t o w r i t e (11) as a t o t a l v a r i a t i o n by the f a c t t h a t 
6 7 
under the tr a n s f o r m a t i o n ( 4 ) K 1 given by ( 1 0 . 8 ) has the v a r i a t i o n 
SV S^j*) * tr(Su+1f). ( 1 3 ) 
Hence 
The tr-tA we can r e w r i t e as 1* Jet and we can also absorb the x term 
i n s i d e the In as K 1 ^ * 1 / * 1 = S"*1" as K = I i n i t i a l l y . 
where b^b^U a r>d i s a k x k he r m i t i a n m a t r i x . 
The expression (15) t e l l s us how the determinant varies under 
conformal tra n s f o r m a t i o n s . However since the A^ Coi) i n the determinant 
i s e xpressible e n t i r e l y i n terms of (a, l,J and i s i n v a r i a n t under the 
transformations ( 7 . 5 ) - > \C(oi,\>)L , one would expect the determinant 
from ( 1 5 ) t o be so exp r e s s i b l e . Thus 
VtoJ = ."i -k[jefcloJ*\(a yy] ( 1 6 ) 
where i s chosen so t h a t %'lo) has the c o r r e c t conformal t r a n s -
formation p r o p e r t i e s as given by ( 1 5 ) and makes i t i n v a r i a n t under 
the a l g e b r a i c transformations ( 7 . 5 ) . Hence we need 
w i t h a',!?' given by ( 1 0 . 1 2 ) . To f i n d such a f u n c t i o n we no t i c e t h a t 
the matrix ( 1 3 . 1 4 ) 
M ^ I U = (Q+«0;fc Wfi + W:]<{o+«).{ - *[k*h)A(b*»)t^ ( 1 8 ) 
which was introduced f o r the c o n s t r u c t i o n of the a d j o i n t Green f u n c t i o n , 
has the t r a n s f o r m a t i o n p r o p e r t i e s 
K~' ( k ^ K * " ) M ' ' ( k © K ) ( 1 9 ) 
under ( 7 . 5 ) and 
= ( 2 0 ) 
under ( 1 0 . 1 2 ) (see r e s u l t mentioned a f t e r ( 1 3 . 1 9 ) ) . Hence the deter-
minant of M transforms as r e s p e c t i v e l y 
J t t ^ -» (ckt K) 
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So a possible choice f o r \(<*,\>) i s (ditM) g i v i n g 
ll'lo) ^ %U o k t j j ^ f c ^ f e ) / ^ ] , (22) 
(The matrices and (?fb i n (18) t o (22) are a l l considered as the 
k x k he r m i t i a n matrices p and v r e s p e c t i v e l y - see (5.14) ) . Using the 
r e s u l t (16.11) t h a t 
c f e t f - t f / ^ j = / u ~ a V M ^ t ( - D l ) (23) 
w i t h trf.(o) = -^k from (17.5) we have 
^ l - D V ) = J c f o r ^ - M ^ ^ J (24) 
or by the r e s u l t quoted i n sec t i o n 16 t h a t the r a t i o of determinants 
(16.13) i s i n f r a r e d f i n i t e 
--J*[[M*^]',/,ikC. (25) 
C i s some unknown f u n c t i o n of (e^b) which i s i n v a r i a n t under both 
conformal transformations and the a l g e b r a i c t r a n s f o r m a t i o n s ( 7 . 5 ) . 
I t must be determined so t h a t the r e s u l t i n g has the c o r r e c t 
v a r i a t i o n s of (18.18) under general parameter v a r i a t i o n s . This we do 
not know how t o do yet.C also contains a numerical f a c t o r (which could 
depend on k and the group) which i s independant of the parameters of 
the i n s t a n t o n so i s not c a l c u l a b l e by these methods, but i n the con-
c l u s i o n we mention how Berg and Luscher [24j have c a l c u l a t e d i t by 
using the complete answer f o r the SU(2) one-instanton case £5^. 
Section 20 - Conformal Behaviour of Det(-P 2) f o r the 3IMR Instanton f 2 0 
I n the case of the ' t Hooft or JNR s o l u t i o n s of s e c t i o n 10 we 
can e x p l i c i t l y evaluate the conformally n o n - i n v a r i a n t p a r t (19.25) 
of dletf-j) 1] [ 3 ] . Since t h i s w i l l i n v o l v e the e v a l u a t i o n of el«t-A\ we 
w i l l be able t o show e x p l i c i t l y t h a t M i s non-singular p r e c i s e l y when 
A*A or £ i s non-singular f o r a l l - * . Using the s o l u t i o n s f o r (oi, b J 
given i n (10.18) we have 
( M J f , - ^ * ^ (1) 
and 
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' J . R J 
I n t r o d u c i n g Xal 1 3 J ke J J J / ' 
= d 3 i - ^ j ) * X , " l X j " 1 , o t i , j < k , (3) 
(2) can be w r i t t e n 
= X;X j \ r X,[^ l r .*s o j S j J •s- :jS i rS j s]. ( 4 ) 
2k 
From (19.25) we wish t o c a l c u l a t e cUt^t) detM . ,Since i n the gauge 
p o t e n t i a l K,---,X|, and - - - . j^ j i , occur symmetrically (see (10.21) and 
(10.22) ) they must also do so i n t h i s expression. Though not immediate-
l y apparent one can check t h i s i s so by performing a p p r o p r i a t e t r a n s -
formations (P, h) -»(ft,b) L . This symmetry i s u s e f u l i n determining the form 
of the r e s u l t . The f i r s t f a c t o r i s e a s i l y shown t o be ( c f . the c o e f f -
i c i e n t o f the highest power of x i n (10.27) ) 
M{^bf = Ck[z x ? ) . (5) 
De<-"M i s r a t h e r more d i f f i c u l t . D e fining 
S:j,„ = S„;S ; r i-S.jly *5ijliflji ( 6 ) 
then 
where i t i s w r i t t e n so the above mentioned symmetry i s apparent. To 
evaluate oktrS ue use 
SAiefetS = t r f s " S S ) . (8) 
To c a l c u l a t e S we USB the methods of Brown e t . a l . [36^ where they 
e f f e c t i v e l y c a l c u l a t e d M f o r the ' t Hooft s o l u t i o n . The r e s u l t i s 




o ^ s k ( 1 G ) 
70 $20 
( i e . m i s the matrix inverse o f p ) . I t can be v e r i f i e d t h a t the product 
of the matrices i n (6) and ( 9 ) . g i v e u n i t y . Using the expression (9) 
f o r 5 and the v a r i a t i o n of (6) we obt a i n 
<r(s^s)« r t s So- + 2 r t o ; ^ 0 , - zir» k ^ l ) t S s ) + %. « : j . (12) 
By varying the expression (11) f o r p we see t h a t (12) becomes 
lkteS-2 ? ( s ^ r Ss;. + Z ^ V j - . (13) 
I n t e g r a t i n g up the v a r i a t i o n gives 
detS - 1 V U ? TT. (Siif .. (14) 
where the i n t e g r a t i o n constant of 2 i s found by comparing the term 
(S;;) IT S„; which only comes from the main diagonal of defc S 
and J t t p . From the r e s u l t so f a r i t i s c l e a r t h a t (L^p must also have 
the permutation symmetry. 
Determinants of the form of Jetp have been s t u d i e d by Sylvester 
[58j and Borchard [59] . I t can be shown t h a t i n debp there are (k+l)'' 
terms each w i t h c o e f f i c i e n t plus 1 which are products o f k tj j ' s 
such t h a t each index from 0 t o k occurs a t l e a s t once and there i s 
no f a c t o r which can be w r i t t e n i n c y c l i c form 
^".'V^.S f c; Ts • (16) 
From ( 7 ) , (14) and the c o n s t r u c t i o n of <ktp i n which a l l the 
t;j are non-negative we can see t h a t ol«f-M ' i s non-singular i f and 
only i f a l l the A^o^sk and the Sjy, os i<J*U are non-zero. This i s 
ex a c t l y the c o n d i t i o n (10.28) t h a t AfA i s non-singular. F i n a l l y the 
conformally n o n - i n v a r i a n t f a c t o r o f (-D1) i n (19.25) i s 
w i t h c/et-p given by the above c o n s t r u c t i o n . 
'/12k 
(17) 
Section 21 - The A x i a l Anomaly and the Index Theorem £21 
In (6.13) and (6.14) we gave an expression f o r t r ( f - ^ ^ ) f o r 
s e l f - d u a l s o l u t i o n s . We now present how i t was o r i g i n a l l y found by 
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considering the a x i a l anomaly (see se c t i o n 15 f o r an a l t e r n a t i v e 
d e r i v a t i o n ) . I n general the a x i a l c u r r e n t i s defined by s u i t a b l y 
r e g u l a r i s i n g 
r J t o - H r ' y . s f r» ; ) - ( O 
where S(xJ'j) i s the fundamental fermion Green f u n c t i o n defined by 
JTiiUc Shy") <= - . (2) 
TT i s the p r o j e c t i o n operator onto the Dirac zero modes - TT/»,jJ - ^'f.W^t^l 
where ^; i s a complete orthonormal set of s o l u t i o n s t o y-D^ 'O . De f i n i n g 
the Green f u n c t i o n & f by 
-l?- D ) l C - F ( ^ ) SS(- 31'TTK„J ( 3 ) 
we can express the fermion Green f u n c t i o n as 
S M = -T-DC-vfM). (4) 
To define the a x i a l c u r r e n t from (1) we re g u l a t e Gy by 
&,«•.»• R ; , l * t " , ( e t M r - , r ) L ( 5 > 
where as i n s e c t i o n 17 we a n a l y t i c a l l y continue from s u f f i c i e n t l y 
l a r g e s . Also 
e«*rD->*_ TT = ^ ( 6 ) 
solves the system 
\ (?) 
That (5) i s a sen s i b l e d e f i n i t i o n can be seen by expanding €j. F i n a 
complete set of eigenfunctions of (y-D)1 and then (5) gives the c o r r e c t 
expansion of Gy. From (5) and (4) we can de f i n e the r e g u l a r i s e d a x i a l 
c u r r e n t of (1) by [6[f] 
J > > - - f f e p " " ' ^ [ y , > . y D ^ ' ^ f e i . ) ) S A , . ( B ) 
Using 3^ffo»J=[^f f ^ V j ^ f f M ) ] , , ^ and the tr a c e property 
0 
By representing Cf-p i n terms of a complete set of e i g e n f i n c t i o n s of 
JfD (jf-D^-'V.fo ^ r e a l ) i t i s easy t o see t h a t 
v - * t M - d o ) 
Then using the Dirac t r a c e (9) becomes 
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. <11> 
where we have i n t e g r a t e d by p a r t s i n the l a s t step using (6) and the 
f a c t t h a t (>j' D)1IT=0. Again we-need t o f i n d thB residue of the pole of 
the i n t e g r a l a t S-i which a r i s e s from the small t p a r t of the i n t e g r a -
t i o n . The residue comes from the constant term i n the small -t expansion 
of - ^ . f o ^ t ) . The constant term i s 
^ S F M - T T ^ . J (12) 
where o l F i s defined i n the same way as of s e c t i o n 17 and TT a r i s e s 
because TTf^-j) must be subtracted from the whole expansion correspond-
in g to (17.1) t o ensure (7) i s s a t i s f i e d . olPf»,i«) can be c a l c u l a t e d 
i n the same way as a^i*,*) i n (17.4) g i v i n g 
« ! F K * i =-k^^*k{w^T ¥T^{v«fy) ( 1 3 ) 
wither as given i n Appendix A. Taking the re q u i r e d t r a c e i n (11) of 
(13) and using the p r o p e r t i e s i n Appendix A 
t r ( ^ * l F K > ) ) = t r f f T ^ ) . (14) 
I n s e r t i n g (12) i n t o (11) y i e l d s the equation f o r the a x i a l anomaly 
[60,61] 
r><3*(« - 5 W F * ? » ) - * f cM^tf™) (is) 
where the zero modes are chosen to have d e f i n i t e c h i r a l i t y €;*±[ 
given by 
r*+---M*.- (16) 
(15) may be i n t e g r a t e d t o give the index theorem r e l a t i n g the topolog-
i c a l charge k t o the d i f f e r e n c e i n the number of p o s i t i v e and negative 
c h i r a l i t y s o l u t i o n s (16) of y-D^  = o. 
In the case of s e l f - d u a l s o l u t i o n s we can give e x p l i c i t express-
ions f o r the various terms of (15) [3}. A l l the s o l u t i o n s of ^•l)j"10 
have negative c h a r a l i t y as 7T i s given by (9.20). Thus using the 
expression f o r the non-zero block of TT and the r e s u l t (6.19) 
trjsirfr,») = - ^ . ( / W W (17) 
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p f . ? ! ? * ' ' ' ^ [ f a ^ v w ) ' v ^ ^ ^ X - . , L = . ( 2 0 ) 
We may use the r e s u l t ( 9 . 1 8 ) of Brown e t . a l . £ 3 6 7 expressing the 
Dirac Green f u n c t i o n SF i n terms of the scalar Green f u n c t i o n G f o r 
the s e l f - d u a l case. 
S F M J T ? G C V J ) ^ + G ( v f l )D ^ , ( 1 8 ) 
So the expression corresponding t o ( 8 ) i s 
where ty-^ i s given by ( 1 7 . 1 ) . (The negative sign of ( 1 9 ) i s due 
to a negative sign i n the r e g u l a r i s e d Green f u n c t i o n corresponding 
to ( 5 ) since Gr i s defined as the inverse of the negative d e f i n i t e 
operator D ) . The t r a c e over the Dirac matrices gives 
where again we have i n t e g r a t e d by p a r t s . By using the same techniques 
as i n s e c t i o n 1 7 we can show t h a t the s i n g u l a r p a r t - $("/|3)/^7t^(n-ij)'1 
of GcO*,}) does not c o n t r i b u t e l e a v i n g 
, r 1 ( 2 1 ) 
by the expression f o r d ( 1 8 . 8 ) . This can be w r i t t e n as a d e r i v a t i v e 
using the p r o p e r t i e s of the s e l f - d u a l matrices g i v i n g 
T > > - ^ 3 ^ ( W ) . (22) 
I n s e r t i n g ( 2 2 ) and ( 1 7 ) i n t o the expression ( 1 5 ) f o r the s e l f - d u a l 
case, i t becomes 
which on rearrangement gives us the required r e s u l t ( 6 . 1 3 ) , ( 6 . 1 4 ) 
tr ( f^Zf) * $\o+Ph • i t+Jb ) . ( 2 4 ) 
74 *22 
CHAPTER 5 - CONCLUSION 
Section 22 - Recent Progress on the Determinant 
To proceed f u r t h e r i n non-perturbative c a l c u l a t i o n s f o r QCD 
by the philosophy of chapter 1, one would l i k e to be able t o i n t e g r a t e 
the determinant given by (18.18) completely. This might enable one t o 
study the s t a t i s t i c a l mechanics of the instantons i n the same way as 
has been done f o r the CP* model i n [62,63]. Recently some f u r t h e r 
progress towards t h i s end has been achieved by Osborn [23.7 and Berg 
and Luscher [24] . 
When the v a r i a t i o n of the determinant i n the form of (18.13) 
i s examined, one can see t h a t there i s a conformally i n v a r i a n t term 
[23,24] 
IB * dfrfr* f ^ r S trfaV+kptyi) (1) 
w i t h . 
^ * f S f ' * $ = f ^ ( t f f o ) (2) 
which at f i r s t does not appear ex p r e s s i b l e as a v a r i a t i o n . I n a d d i t i o n , 
a f t e r some very lengthy algebra the remainder of (18.13) can be i n t e -
grated so t h a t £23,24} 
rc<-) = { - ^ ( u ^ ^ ^ ( H v ) ] ,Se (3) 
(b+lo^Vii). In the f i r s t term the v a r i a t i o n can be removed from the 
i n t e g r a l (which i s convergent).. The behaviour of the in t e g r a n d 
w i t h o u t the v a r i a t i o n i s 
at i n f i n i t y , a s 
lf„ A. l k I * ? , l k . ^ a# \n\-*oo (5) 
so the removal of the v a r i a t i o n gives a divergent answer. But sincB 
the divergence a r i s i n g .from (4) i s independant of the i n s t a n t o n para-
meters ( f o r f i x e d k) i t can be subtracted w i t h o u t changing ( 3 ) . Thus 
the f i r s t term i n (3) gives a c o n t r i b u t i o n of ^ 23,24.] 
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to the determinant where vi(k) i s some undetermined parameter independant 
constant. 
Berg and Luscher [24j have succeeded i n w r i t i n g as a v a r i a t i o n 
of a f i v e dimensional i n t e g r a l 
f> r e - 5 
where 
t r [ K - , ^ l < . ^ " ^ K . I < - , ( ? / , K . K - , ^ ^ . K - , ^ K ] (7) 
— 1 
K K t j = (1 - t ) ( n x \ ) l k t f (a) 
i s i n v e r t i b l e f o r a l l v and t . 
In the s p e c i a l case of the 3NR s o l u t i o n s ( s e c t i o n 10) one can 
show t h a t IB vanishes and the term corresponding t o (6) can be s i m p l i f i e d 
t o give [23,243 
where ot(kJ can be r e l a t e d t o o^k) . This i s e s s e n t i a l l y the same as 
t h a t f i r s t d erived by Brown and Creamer [15] and i s also given ( w i t h 
some e r r o r s ) i n [ 2 0 ] . 
Berg and Luscher also compute the constant OL(U) . To do t h i s one 
observes t h a t f o r f i x e d k an SU(n) p o t e n t i a l f o r nilk can be embedded 
i n a 2k x 2k mat r i x and considered as an SU(2k) p o t e n t i a l , a n d f o r n>2k 
an SU(n) s e l f - d u a l p o t e n t i a l can always be reduced t o an SU(2k) s o l u -
t i o n (see s e c t i o n 10). Also from the r e p r e s e n t a t i o n of the determinant 
(10) 
of (16.4) one can see t h a t i n the r a t i o 
(A^ i n Dk has t o p o l o g i c a l charge k and i n D„ has charge 0) the 
denominator f o r SL)(n) i s [dttf-a1)] . This i s because AK i s a pure 
gauge and 
i s gauge i n v a r i a n t so the D i n t h i s can be transformed t o 
Then the i n t e r n a l index tracB i n Tr gives thB f a c t o r n i n the zeta 
f u n c t i o n and hence i n the l o g a r i t h m of the determinant. S i m i l a r l y 
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when an SL)(n) p o t e n t i a l i s reduced or extended t o SU(2k) as above 
Hence the r a t i o of i n t e r e s t (10) i s 
(13) 
Then the c o n s t r u c t i o n of D r i n f e l d and Hanin [31^ i n s e c t i o n 1Q 
gives a l l the SU(2k) s o l u t i o n s and one can argue from t h i s t h a t the 
parameter manifold i s connected. So x-(k) i s the same f o r a l l k- i n s t a n t o n 
s o l u t i o n s i r r e s p e c t i v e of the group SU(n) so only needs t o be c a l c u l a t e d 
f o r one p a r t i c u l a r example. A s u i t a b l e choice i s the SL)(2k) i n s t a n t a n 




\ i A' 
(11) 
where AK are SLl(2) 1-instanton s o l u t i o n s . One can see f o r t h i s t h a t 
i t i s s e l f - d u a l w i t h t o p o l o g i c a l charge k and the l o g a r i t h m of i t s 
determinant i s k times <^ J t t ( " Oj,^ J • Using the r e s u l t (6) (0 vanishes 
f o r t h i s example) we see t h a t «.[k) = l<et( 1) . Since the 1-instanton deter-
minant has been c a l c u l a t e d completely f o r SL)(2) [5-12^ one can compute 
<*(i) and hence <x.(k) [24]. 
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Appendix A - P r o p e r t i e s of Quaternions and Dirac Matrices. 
The conventions used here f o l l o w c l o s e l y those of [1,2,3] and 
many of the f o l l o w i n g formulae occur t h e r e . 
C a l l the generators'of the quaternions 6* ( t f - v * 1 ^ ) which 
can be represented by 2 x 2 matrices 
«o= it = (° 0 ) 
where <Ta are the P a u l i matices. Then an a r b i t r a r y quaternion i s given 
by 
where are the four r e a l components of the quaternion x. 
The quaternion conjugate + corresponds t o the h e r m i t i a n conjugate 
on 2 x 2 matrices also denoted by + . The 2 x 2 transpose w i l l be denoted 
by fc and the complex conjugate by * so + l t * . Various p r o p e r t i e s of the 
quaternions f o l l o w from those of the P a u l i matrices. 
(3) 
We can make a connection between the quaternions and the 
generators ^,v| of s e l f - d u a l and a n t i - s e l f - d u a l antisymmetric tensors 
introduced by ' t Hooft [5,6.]: 
where 
* ^ \"*|» » V p " 0 " * ^ (5) 
and t^Kp i s defined by 
^ i s defined s i m i l a r l y except = + Scjl). f] and are r e s p e c t i v e l y s e l f -
dual and a n t i - s e l f - d u a l : 
Some u s e f u l p r o p e r t i e s are 
( i ) 1f«y,'\*P =4,^«l> 
IS. 
The same r e s u l t s hold u/ith *j except i n (8iw) the e symbol occurs w i t h 
p o s i t i v e s i g n . A consequence of ( 8 i u ) i s t h a t ^ ^ ^ y j and y^p-iT are 
r e s p e c t i v e l y the p r o j e c t i o n s onto s e l f - and a n t i s e l f - d u a l antisymmetric 
tensors. 
From (4) we can immediately deduce 
*•(«,*/) - 2 ^ = tr(<t:tfi). •: 
i s the 2 x 2 or quaternionic trace and where i t may be confused w i t h 
other higher dimensional traces i t w i l l be denoted by t«\ . The four 
matrices 6^  form a complete set of 2x 2 complex matrices. Following 
from t h i s 
which may be w r i t t e n e q u i v a l e n t l y as 
f o r any 2 x 2 ma t r i x a.. As a consequence 
» 4- i t 
«*<^4.f - -2e, (12) 
and other such r e l a t i o n s hold. 
The Euclidean Dirac matrices can be represented by 




which s a t i s f y 
= U (14) 
where [ } j i s the anticommutator, and 
\ o I 
(15) 
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Appendix B - Largs 1*1 Behaviour of thB S e l f - d u a l Functions 
One can SOIVB the d e f i n i n g equations (5.2) and (5.3) f o r v(>) 
i n a power s e r i e s i n This enables us t o deduce the l a r g e \n\ 
behaviour of the s e l f - d u a l expressions o c c u r r i n g i n the t e x t . 
We w r i t e 
Vh0 * v V ) + V'W *V*M + • -• (1) 
where vr(->0 i s -~ N _ T as hl-*oo . Also we choose A(*) t o be i n the 
canonical form (7.11) and w r i t e 
«=(::) , HI) . ( 2 ) 
where the upper block i s n x 2k and the lower block i s 2 k x 2 k . S i m i l a r l y 
Vr i s w r i t t e n i n block form 
where the upper and lower blocks are n x n and 2k x n r e s p e c t i v e l y . 
Solving 
i t e r a t i v e l y gives 
V = *M\ ... ° 
where ufa) i s an a r b i t r a r y n x n u n i t a r y m a t r i x so i t i s r- ] as \i\->oo. 
S u b s t i t u t i n g (5) i n t o the expression (5.1) f o r the gauge p o t e n t i a l gives 
A * f a = u - V + ^  u ^ . ( ^ , ^ ) o i ( + l A + ( 6) 
Then A„ i s a pure gauge which i s Of,^J plus a term of Of/^i) . Because 
i n general throughout the t e x t we assume Ao/*J i s r e g u l a r everywhere 
a l l the t o p o l o g i c a l charge must come from the behaviour a t i n f i n i t y 
(see (3.14), (3.13) ) . Due t o the r e s u l t (6) only the pure gauge p a r t 
of A* w i l l c o n t r i b u t e i n (3.14) thus t o give thB charge k required by 
(6.18) the u n i t a r y m a t r i x Ufa) must have winding number k a t i n f i n i t y 
( i s . i t must cover an SU(2) subgroup of SL)(n) k times as x runs over 
a l a r g e sphere S 3 ) . For example such a ma t r i x i s 
i t f ° I (7) 
BO 
where x i s the 2 x 2 quaternion form of and */l-xl covers SU(2) once. 
The combination occurs i n many expressions. By (2) and (5) 
t h i s i s 
so i t i s O(i^Ti) . The f u l l behaviour of any term can then be seen by 
expanding f H (5.13) 
g i v i n g 
W + ^ ( , - b ( w j - v ) ^ ^ ( ^ ) . ( 1 0 ) 
(Note b*/ = - ^  by (4) ) . 
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Appendix C - Algebraic C a l c u l a t i o n s f o r Section 14 
As r e q u i r e d by the c o n s t r u c t i o n of the tensor product s e l f - d u a l 
matrices i n s e c t i o n 14, the matrix defined by (14.6) must have 
e x a c t l y 4k,k 2 u n i t eigenvectors. They are of the form 
fcr*l 
(1) 
where are k( x k z complex matrices. Taking the l a s t term of W 
i n (14.6) and m u l t i p l y i n g by X gives 
- y - * Y + \ ? + Y * V V-L^W I b^ U' 1 'tfa' 1 xx +b< I J . 
Using (13.14) i n the second term of t h i s i t becomes 
j - f i n V T [ * + * _ A l , —1 + —' I b'-H dTa 1 k+b • a^ft " a*-ft 
S i m i l a r l y the second l a s t term of IfA i n (14.6) times X gives 
tfb 
The f i r s t and t h i r d terms of # t give 
a ^ f . t f a - A n .---<»*b, , - 4 ^ C ( 1 ,-.^C,-] 
b-. 
at—I ci'J-[b+l, ' a»& 




l a L | - - l j » n } — 1 - ' b H , — I ~ b + o / 1 ~ « ; b + b - J 
' e^a — J ' 'a+b*—J a'a. ' / VLrf, \ 
(5) 
I n (5) the f o u r t h and seventh terms combine by (13.14) i n t o 
•y + * U * 
which has the 
(6) 
To proceed we use the r e l a t i o n f A t f f c o » S ^ S ^ - ^ D S A < : 
diagrammatic form 
— y 
Then the second term of (6) i s 
<* _-=p f ..art,, C »-! . e„ a+b C„ 
(7) 
(8) 
The f i r s t term of t h i s combines w i t h the t h i r d term of (5) due t o (7) 
and (13.17) t o give 
§1 c 
and the second term of (8) combines w i t h the e i g h t h term of (5) t o give 
[>-«--. (10) 
Hence (5) becomes 
+ A-'" + / + 
- A C , (11) 
S i m i l a r l y the second and f o u r t h terms of W times "X y i e l d (11) w i t h 
the top row now interchanged w i t h the bottom. We see from ( 3 ) , (4) 
and (11) t h a t WX^X provided 
"1 
(12) 
These c o n s t i t u t e 2k,k 2 equations f o r the 6k,k 2 unknowns i n $,8,0^ 
g i v i n g 4k( k^ s o l u t i o n s . That they are l i n e a r l y independent can be seen 




so c a l c u l a t i n g i n the same way gives 
r - -~ 1 % (14) 
Hence 7^ =0 i m p l i e s 6 =o as OA i s i n v e r t i b l e . S i m i l a r l y using (4) and (11) 
w i t h the c o n d i t i o n (12) we can see that^«0 i m p l i e s A.=0 and C^O . Thus 
we have proven 7ftTC*X has 4k, k 2 independent s o l u t i o n s g i v i n g 
0 = 0 (15) 
w i t h X as i n ( 1 ) . 
The remaining r e s u l t s r e q u i r e d i n s e c t i o n 14 are proven i n a 
s i m i l a r fashion t o the above r e s u l t so they are only sketched here. 
Next we check t h a t ^ i n (14.16) s a t i s f i e s (14.18) provided (14.19) 
holds. We f i r s t note t h a t i f we replace a by A i n which leaves i t 
unchanged (see the comment a f t e r (14.6) ) and « by A i n "X then the 
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proof WY.-'X- f o l l o w s through e x a c t l y as above provided (X J.s replaced 
by A i n the c o n d i t i o n s ( 1 2 ) . This appears t o give us new eigenvectors 
f o r each choice of "X- i n A, but the replacement of ft by A i n (1) j u s t 
gives us % w i t h 
8' = B+2vC«. (16) 
Alao the c o n d i t i o n s (12) w i t h a replaced by A are the .'same as (12) w i t h 
A^C* replaced by A'X^ o f ( l 6 ) . 
Since 71 of (14.17) i s of the same form as % we can replace a by 
A and check t h a t (14.18) i s t r u e when the c o n d i t i o n s (14.19) have the 
same replacement. This s i m p l i f i e s the c a c u l a t i o n of v+A.. Now 
which i n the same way as (3) was obtained frcm (2) we gat 









where L, and L? are given by (14.19) w i t h o replaced by A, Then using 
t h i s w i t h (14.16) f o r A we see 
t , A A - r f ^ - - j , ^ L i ( v l S 5 ) ^ ( l - 7 7 l ) A = y V- t- + <, V U , (2Q) 
vH,.'_L_( ; A< C_J -etc-J v ' 
which vanishes as AA i s p r o p o r t i o n a l t o the u n i t 2 x 2 m a t r i x so con-
f i r m i n g (14.18). 
We now wish t o c a l c u l a t e By using the corresponding 
r e l a t i o n s i n the c a l c u l a t i o n of TAX w i t h ft replaced by A we see t h a t 
i n the same way as above 
to ^.j u-A^L A.-. 
(21) 
{\-yr\)7l and hence ( I - W I ) A depends on N, N.tjqt< only through L„ f 
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as asser ted a f t e r ( 1 4 . 1 7 ) . 
For the c a l c u l a t i o n of A& ( 1 4 . 2 0 ) wo need w'/'-^ M • This i s 
obtained from ( 2 1 ) again using the r e s u l t s f o r X + ™ *(lMC) . The answer-
i s 
+ 1 + I ' ' - " J ' . 
A"*AL 





and then by thi.?. and ( 2 1 ) and A\ given by ( 1 4 . 1 6 ) we "obtain a f t e r a 




M t '"V 
v. i.*-L J-c-
• ( 2 3 ) 
which i s p r o p o r t i o n a l t o the u n i t 2 x 2 m a t r i x , where 
-+ L>.—i—.<£ A: r.lf b 
. £ + A 
and 2i>t , ? Z I are the same as <:„ , f ^ r e s p e c t i v e l y but w i t h the top 
row interchanged w i t h bottom. From ( 24),Z\A appears t o be q u a r t i c i n 
x , but i t i s easy t o check t h a t i n each of the £ Ag the q u a r t i c and 
cubic p a r t s both cancel l e a v i n g only those up to qu a d r a t i c . S i m i l a r l y 
( 2 1 ) and ( 2 2 ) are i n f a c t independent of x as i m p l i e d i n t h e i r con-
s t r u c t i o n , so are the same w i t h A replaced by a . 
Ule can e a s i l y show t h a t the £ matrices s a t i s f y the f o l l o w i n g 
r e l a t i o n s 1 
fern-A4* (24) 
f e. 
( 2 5 ) 
Those are of the form of the equations ( 1 4 . 1 4 ) f o r c i , c 1 and since 
( c > i c i ) 1 1 ^ r £ - !< form a complete set of s o l u t i o n s we must be able 
to w r i t e 
^ K ) X , K f » * M < I ( 2 6 ) 
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f o r some mat r i x X. To determine X consider f o r example 
U ,-J . (27) 
Using (25) and (14.14) we immediately EGG t h a t (27) s i m p l i f i e s t o j 
thus from (25) 
it[ct 
(2B) 
The three other r e l a t i o n s corresponding t o (27) and (255) have the 
same expression i n the c u r l y brackets of (28) which i s j u s t Tljt of 
(14.23), Hence X r > = (jV') r, and using t h i s i n of (26) and then sub-
s t i t u t i n g i n the expression (23) f o r A. A. we see t h a t the l a t t e r 
becomes the same as (14.21), 
The tensor product Dirac zero mode (14.24) i s c a l c u l a t e d by 
using (v,(dv^)+(i-??i)')a from ( 1 9 ) . Then sincrj b i s the c o e f f i c i e n t of 
the l i n e a r term i n y- of A (14.16) we o b t a i n 
v*c —1 v*b L J 
vH>rr + V « 
AZU .T , b + c - i / fbLn A + c — 
•b +c-I A U J fcfc - J WKL-
(29) 
To show the e q u a l i t y of (14.24) w i t h (14.26) we m u l t i p l y the l a t t e r 
by A A = j? Jl r . Then the r e s u l t i n g 
vTc — (30) 
I] 11 (31) 
can be c a l c u l a t e d by the completeness r e l a t i o n s (26) g i v i n g 
r + M 
. - c - J j v+,^ 
By the expressions (24) f o r £ M and w i t h the help of (7) t h i s i s 
i d e n t i c a l t o (29) so completing the proof. 
The completeness r e l a t i o n (9.20) f a r the Dirac zero modes can 
be c a l c u l a t e d f o r the tensor product case by using the tensor product 
Green f u n c t i o n given by (13,1) and (13.10). The c a l c u l a t i o n proceeds 
i n an e x a c t l y analogous fashion t o the fundamental case so need not 
be repeated here (cf.. [39j ) . The r e s u l t can bo w r i t t e n f o r the complete 
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,. * J- A-A 
(32) 
where £ B ( J are the same as cfi# given by (24) but w i t h A replaced by b 
and b replaced by &.. One can show t h a t the same completeness r e l a t i o n s 
(2b) hoJd f o r f A ( 3 except t h a t Si (which i s the inverse yof % ) i s replaced 
by I I i n which a l l the A's are replaced by b. Hence (32) s i m p l i f i e s t o 
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