We investigate the existence and multiplicity of solutions for second-order Hamiltonian systems satisfying generalized periodic boundary value conditions at resonance by means of the index theory, the critical point theory without compactness assumptions, the least action principle, the saddle point reduction theorem, and the minimax method. Applying the results to second-order HS satisfying periodic boundary value conditions, we obtain some new results.
Introduction and main results
Solutions of Hamiltonian systems are very important in applications. In recent years, the existence and multiplicity of solutions for Hamiltonian systems via critical point theory have been studied by many authors (see [2, [5] [6] [7] [8] [9] [10] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] ). In particular, by means of critical point theory, the least action principle, and the minimax method, the existence and multiplicity of periodic solutions for second-order Hamiltonian systems with periodic boundary conditions were extensively studied in the cases where the gradient of the nonlinearity is bounded sublinearly and linearly, and many interesting results are given in [5, 9, 10, [13] [14] [15] [16] [17] [18] [19] 22] . In this paper, we discuss the existence and multiplicity of solutions for the following second-order Hamiltonian systems satisfying generalized periodic boundary value conditions: [6, 7] (see the next section) for all B ∈ L ∞ ([0, 1], L s (R n )) to reach our main results. 
Theorem 1.1 Assume that V (t, x) is convex in x for a.e. t ∈ [0, 1] and satisfies (A) and

∇ x V (t, x) ≤ f (t)|x| + g(t)
for all x ∈ R n and a.e. 
for all x ∈ R n and a.e. Then problem (1.1) has at least one solution in Z. Assume in addition that
, and for all x ≤ r, 
for all x ∈ R n and a.e. t ∈ [0, 1], and
Then problem (1.2) has at least one solution in [17] we can see that Corollary 1.5 generalizes Theorem 3.5 in [10] and the corresponding theorem in [13] as T = 1.
Corollary 1.7 Assume that V (t, x) satisfies (A), (A 5 ), and
for all x ∈ R n and a.e. t ∈ [0, 1]. 
Then the conclusion of Corollary 1.7 is also true.
On one hand, by Remark 1.7 in [17] we know that the μ(t)-monotonicity of V (t, ·) is equivalent to the convexity of V (t, ·) -
So Corollary 1.7 is a new result and in a sense a development of Theorem 2.2 in [18] .
Next, we give some examples of a potential function V (t, x) satisfying the assumptions of Corollary 1.7. Let μ(t) = 2π 2 for all t ∈ [0, 1], and let
for all x ∈ R n . Clearly, assumptions (A), (H 3 ), (H 4 ) hold, and
is convex, which follows from the facts that
is convex and increasing and
is convex. Thus V satisfies the conditions of Corollary 1.7. Similarly, we can see that 
Then problem (1.2) has at least one solution in H 1 0 . Assume in addition that (H 4 ) there exist > 0, r > 0, and k ∈ N \ {0} such that
for all |x| ≤ r and a.e. t ∈ [0, 1], and
for all x ∈ R n and a.e. t ∈ [0, 1].
Then problem (1.2) has at least two distinct solutions in H 1 0 .
Remark 1.10 As T = 1, in Theorems 1-3 of [14] assume that V (t, x) satisfies (A), (H 4 ), and
for all x ∈ R n and a.e. t ∈ [0, 1];
Then the conclusion of Corollary 1.9 is also true. Then problem 
Then the conclusion of Corollary 1.12 is also true. Clearly, condition (H 5,2 ) is stronger than condition (H 5 ), and condition (A 4 ) is weaker than condition (A 4 ). So Corollary 1.12 is a new conclusion and in a sense a development of Theorems 1.1-1.2 in [19] .
Corollary 1.14 Assume that V (t, x) satisfies (A), (A 4 ), and 
a.e. t ∈ [0, 1], and there exists a subset E of [0, 1] with meas(E) > 0 such that 
for a.e. t ∈ E. Then the conclusion of Corollary 1.14 is also true. Clearly, from the proof of Theorems 2-3 in [15] we can see that (H 5,3 ) ⇒ (H 5,2 ). Moreover, we know that condition (H 5 ) is weaker than condition (H 5,2 ). So, although condition (A 4 ) is weaker than condition (A 4 ), Corollary 1.14 is also a new conclusion and in a sense a development of Theorems 2-3 in [15] .
The proof of Theorems 1.1-1.4 and these corollaries will be given in Sect. 3, and in Sect. 2, we recall some useful results concerning the index theory for linear second-order Hamiltonian systems satisfying generalized periodic boundary value conditions in [6, 7] , which will be used in other sections.
Brief introduction of the index theory
Index theory in [6, 7] deals with a classification of
) associated with the following system:
where M, N ∈ GL(n) and
by (Λx)(t) = -x (t). From the Sect. 7.1 in [6] we can check that Λ is self-adjoint in L and
where (·, ·) is the usual inner product in R n , and Z is a Hilbert space with norm
such that q B is positive definite, null, and negative definite on Z + (B), Z 0 (B), and Z -(B),
We call ν q (B) and i q (B) the nullity and index of B with respect to the bilinear form q B (·, ·), respectively.
Proposition 2.4 ([7], Proposition 7.2.2) For any B(t) ∈
and B 1 (t) < B 2 (t) on a subset of (0, 1) of positive measure.
is the solution subspace of systems 
and the equality holds if and only if
Proof We only prove (5) . for any x ∈ Z, there exists a unique pair (
is a basis of Z -(B 2 ), we only need to show that {e 
Similarly to the proof of Proposition 7.2.2(iv) in [7] , (-q B 1 (x 1 , x 1 ))
Proposition 2.6 For any B(t) ∈ L
Proof By (2.3) and Proposition 2.1, for any x, y ∈ Z 0 (B), we have
which shows that q B (x, y) = 0 for all x, y ∈ Z 0 (B). 
Proposition 2.7 For any B(t) ∈
where # A denotes the number of elements in a set A. For η ∈ R \ {±1, 0} with λ 0 = arccos
In particular, formulae (2.4) and (2.5) were given first by Mawhin and Willem in the book [10] .
Proof of the main results
In this section, we give proofs of the main results. To this end, we define
From assumption (A) it is easy to check that I is continuously differentiable and weakly upper semicontinuous on Z (see [6, 7, 10] ), where
is a Hilbert space with the norm
Clearly, for x ∈ Z, we have
Moreover, we have
and I is weakly continuous. As in the proof of Proposition 2.4.2(1) in [6] , we can find that the critical points of I correspond to the solutions of (1.1) and omit the details.
Proof of Theorem 1.1
To prove Theorem 1.1, we need the following critical point theorem without the compactness assumptions. 
x 2 ∈ X 2 . Next, we divide the proof into three steps.
Step 1. It is obvious that V (t,
3) and Proposition 2.1 we can see that for every x 2 (t) ∈ X 2 ,
Step 2. We prove that (3.3) of Lemma 3.1 holds. By assumption (A) and the convexity of V (t, ·) we can see that there exists c 1 > 0 such that
for all x 1 ∈ X 1 and x 2 ∈ X 2 with x 2 ≤ M.
. By (2.3) and Proposition 2.1 we know that there exists c 2 > 0 such that
for all x 1 ∈ X 1 and x 2 ∈ X 2 with x 2 ≤ M. By assumption (A 2 ) it is easy to see that (3.3) of Lemma 3.1 holds.
Step 3. We check (3.2) of Lemma 3.1. If not, there exist a constant c 3 and a sequence x 2,n in X 2 such that x 2,n → +∞ as n → ∞ and . Let 
which shows that {v n } is bounded since (-q B 1 (x 1 , x 1 ))
2 is an equivalent norm on Z for x = x 1 + x 2 with x 1 ∈ Z -(B 1 )and x 2 ∈ Z + (B 2 ), where Z -(B 1 ) = {θ }. Since
where x =x +x andx ∈ Z 0 (B 2 ). Noting that x 2,n ∈ X 2 = Z 0 (B 2 ) ⊕ Z + (B 2 ), we have q B 2 (x 2,n , x 2,n ) ≥ 0 for all n via Proposition 2.1. From the Lebesgue-Fatou lemma we have
, which contradicts (3.4). Hence (3.2) of Lemma 3.1 holds. By Lemma 3.1 I has at least one critical point. Hence problem (1.1) has at least one solution in Z. The proof is complete.
Proof of Theorem 1.2
To prove Theorem 1.2, we need the following saddle point reduction theorem under rather general assumptions. 
) is the unique saddle point of ψ(·, ·, x 2 ) for every x 2 ∈ X 2 . Moreover, the map ϕ :
is continuously differentiable, and its derivative is given by ϕ(x 2 ) = sup
By assumption (A) and the convexity of V (t, x) -
Thus for each fixed x 2 ∈ X 2 and any x 1,1 , x 1,2 ∈ X 1 , we have
for all x, y ∈ Z, where μ = inf t∈ [0, 1] 
and Propositions 2.1, and 2.6 we know that
Noticing that X 1 = Z 0 (B 1 ) is finite-dimensional, we can see that there exists c 4 > 0 such that -ψ (
By Lemma 3.2 there exists a continuous mapping φ :
for all x 2 ∈ X 2 , ϕ : X 2 → R is continuously differentiable, and ϕ (x 2 ) = ψ (φ(x 2 ) + x 2 )| X 2 for x 2 ∈ X 2 . Hence x 2 ∈ X 2 is a critical point of ϕ, which shows that φ(x 2 ) + x 2 is a critical point of ψ and I. Further, for every x 2 ∈ X 2 , by assumption (A 4 ) we have
Thus, 
for all x ∈ Z \ {θ }, which implies that
Then we can suppose that X 2,2 is the orthogonal complement of X 2,1 in X 2 . We claim that φ(θ ) = θ . Indeed, (A 6 ) implies V (t, θ ) = 0 and ∇ x V (t, θ ) = θ for a.e. t ∈ [0, 1]. From condition (A 5 ) and (3.7) we have
which shows that φ(θ ) = θ . From the continuity of φ, we know that there exists 0 < δ < r such that φ(x 2 ) < r as x 2 ≤ δ. Consequently, from (A 6 ) and (2.3) we obtain Since I is weakly upper semicontinuous on Z, ϕ id weakly lower semicontinuous on X 2 . By the coerciveness and weak lower semicontinuity of ϕ we see that satisfies (PS)-condition and is bounded below.
If inf{ϕ(x 2 ) : x 2 ∈ X 2 } = 0, then all x 2,1 ∈ X 2,1 with x 2,1 ≤ δ are minima of ϕ, which shows that ϕ has infinitely many critical points. If inf{ϕ(x 2 ) : x 2 ∈ X 2 } < 0, then ϕ has at least two nonzero critical points via Theorem 4 in [2] . Thus problem (1.1) has at least two nontrivial solutions in Z. In addition, since V (t, θ ) = 0 for a.e. t ∈ [0, 1], we know that problem (1.1) has trivial solution θ . Hence problem (1.1) has three distinct solutions in Z. The proof is complete.
Proof of Theorem 1.3
In the section, we use the saddle point theorem (see Theorem 4.6, [12] or [10] ) and a generalization of the mountain pass theorem (see Theorem 5.29 and Example 5.26 in [12] ) to prove Theorem 1.3.
Proof of Theorem 1.3 First, we verify that I satisfies the (PS)-condition. Suppose that
for all n, where β 0 = ( and Proposition 2.1 we have
for n large enough. By Proposition 2.7 we can choose ε 0 > 0 such that ν 
which implies that there are k 1 > 0 and k 2 > 0 such that
In a way similar to (3.8) , for all n, we obtain
Notice that by the boundedness of {I(x n )} and α ∈ [0, 1), the equivalence of the norm (q B 1 +ε 0 β 0 I n (x 2 , x 2 )) 1 2 on Z for x = x 2 with x 2 ∈ Z + (B 1 ) = Z + (B 1 + ε 0 β 0 I n ), and (3.9) we can see that there exist c 12 ∈ R and c 13 , c 14 , c 15 , c 16 > 0 such that
for n large enough. Taking c 0 > c 15 k 1 + 2c 9 , by this inequality and (1.3) of condition (A 7 ) we obtain that { x n } is bounded. If (1.4) of condition (A 7 ) holds, similarly to this inequality, by (3.9) and (3.10) we have
Taking c 0 > k 1 (c 10 + c 11 ) + 2c 9 , by this inequality and (1.4) of condition (A 7 ) we also obtain that { x n } is bounded. Hence { x n } is bounded by (3.9). Arguing then as in Proposition 4.1 of [10] , we easily conclude that the (PS)-condition is satisfied.
Next, we will check that
as x → +∞ in Z + (B 1 ). In fact, by the proof of (3.10) we have
for all x ∈ Z + (B 1 ). It follows that
, which shows (3.11).
On the other hand, if (1.3) of condition (A 7 ) holds, then we clearly have
as x → +∞ in Z 0 (B 1 ). Thus by (3.11), (3.12) , and the saddle point theorem (see Theorem 4.6 in [12] or [10] ) we obtain that problem (1.1) has at least one solution in Z. If (1.4) of condition (A 7 ) holds, then we have
. Thus by (3.11) we can see that -I(x) → +∞ as x → +∞ in Z.
From Theorem 1.1 and Corollary 1.1 in [10] we know that problem (1.1) also has at least one solution in Z.
and
By Theorem 5.29 and Example 5.26 in [12] we only need to verify that
By condition (A 6 ) we can see that V (t, θ ) = 0. Since
for all x ∈ R n and a.e. t ∈ [0, 1], from condition (A 4 ) we obtain
for all x ∈ R n and a.e. t ∈ [0, 1], and there exist c 17 , c 18 > 0 such that
for all x ≥ r and k 3 > 0 given by k 3 = c 17 r α-2 + c 18 r -2 . Now it follows from condition (A 6 )
for all x ∈ Z. Hence by (3.1) we have
Noting that
) is finite-dimensional, we can see that there exists k 4 > 0 such that
for all x ∈ X 1 , from which (I 1 ) follows. For x ∈ X ⊥ 1 , again by condition (A 6 ) we have
) and Proposition 2.1, which shows that (I 2 ) holds.
Since B 02 > B 01 > B 1 , by (2.3) we have
. Finally, (I 3 ) follows from (3.11) . Hence the proof is completed.
Proof of Theorem 1.4
In the section, we first use the saddle point theorem (see Theorem 4.6, [12] or [10] ) to prove that problem (1.1) has at least one solution. Then, to prove that problem (1.1) has multiple periodic solutions, we need the following abstract critical point theorem developed recently in [3] . 
where ∂B ρ (θ ) = {x ∈ X| x = ρ}; (2) there is a j-dimensional linear subspace F such that 
Next, we divide the proof into four steps.
Step 1. We verify that I satisfies the (PS)-condition. Suppose that I (x n ) → 0 as n → ∞ and I(x n ) is bounded. Let x n = x n0 + x n1 + x n2 with x n0 ∈ Z -(B 1 ), x n1 ∈ Z 0 (B 1 ) and x n2 ∈ Z + (B 1 ). In a way similar to (3.8) , by assumption (A 4 ) we have
for all n, where β 0 = ( 
for n large enough. By Proposition 2.7 we can choose ε 0 > 0 such that ν From (3.14) we claim that there exist n large enough and k 5 , k 6 > 0 such that
In fact, we only need to consider two cases: x n2 + x n0 is bounded, or x n2 + x n0 is unbounded. 
which implies that there is c 24 > 0 such that
≥ c 24 . From (i) and (ii) we get that (3.15) holds.
To prove the boundedness of {x n }, by (3.15) it suffices to prove that {x n1 } is bounded. In a way similar to (3.8) , for all n, we have Step 2. We prove that -I(x 2 ) → +∞ as x 2 → +∞ with x 2 ∈ X 2 = Z + (B 1 ) and -I(x 0 ) → -∞ as x 0 → +∞ with x 0 ∈ X 2 = Z -(B 1 ). Step 3. Next, we prove that problem (1.1) has at least one solution in Z. If 
