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Abstract. Metric coinduction is a form of coinduction that can be used
to establish properties of objects constructed as a limit of finite approx-
imations. One proves a coinduction step showing that some property is
preserved by one step of the approximation process, then automatically
infers by the coinduction principle that the property holds of the limit
object. This can often be used to avoid complicated analytic arguments
involving limits and convergence, replacing them with simpler algebraic
arguments. This paper examines the application of this principle in a
variety of areas, including infinite streams, Markov chains, Markov de-
cision processes, and non-well-founded sets. These results point to the
usefulness of coinduction as a general proof technique.
1 Introduction
Mathematical induction is firmly entrenched as a fundamental and ubiquitous
proof principle for proving properties of inductively defined objects. Mathematics
and computer science abound with such objects, and mathematical induction is
certainly one of the most important tools, if not the most important, at our
disposal.
Perhaps less well entrenched is the notion of coinduction. Despite recent
interest, coinduction is still not fully established in our collective mathematical
consciousness. A contributing factor is that coinduction is often presented in
a relatively restricted form. Coinduction is often considered synonymous with
bisimulation and is used to establish equality or other relations on infinite data
objects such as streams [1] or recursive types [2].
In reality, coinduction is far more general. For example, it has been recently
been observed [3] that coinductive reasoning can be used to avoid complicated
ε-δ arguments involving the limiting behavior of a stochastic process, replacing
them with simpler algebraic arguments that establish a coinduction hypothesis
as an invariant of the process, then automatically deriving the property in the
limit by application of a coinduction principle. The notion of bisimulation is
a special case of this: establishing that a certain relation is a bisimulation is
tantamount to showing that a certain coinduction hypothesis is an invariant of
some process.
Coinduction, as a proof principle, can handle properties other than equality
and inequality and extends to other domains. The goal of this paper is to explore
some of these applications. We focus on four areas: infinite streams, Markov
chains, Markov decision processes, and non-well-founded sets. In Section 2, we
present the metric coinduction principle. In Section 3, we illustrate the use of
the principle in the context of infinite streams as an alternative to traditional
methods involving bisimulation. In Sections 4 and 5, we rederive some basic
results of the theories of Markov chains and Markov decision processes, showing
how metric coinduction can simplify arguments. Finally, in Section 6, we use
metric coinduction to derive a new characterization of the hereditarily finite
non-well-founded sets.
2 Coinduction in Complete Metric Spaces
2.1 Contractive Maps and Fixpoints
Let (V, d) be a complete metric space. A function H : V → V is contractive if
there exists 0 ≤ c < 1 such that for all u, v ∈ V , d(H(u),H(v)) ≤ c ·d(u, v). The
value c is called the constant of contraction. A continuous function H is said to
be eventually contractive if Hn is contractive for some n ≥ 1. Contractive maps
are uniformly continuous, and by the Banach fixpoint theorem, any such map
has a unique fixpoint in V .
The fixpoint of a contractive map H can be constructed explicitly as the
limit of a Cauchy sequence u,H(u),H2(u), . . . starting at any point u ∈ V . The
sequence is Cauchy; one can show by elementary arguments that
d(Hn+m(u),Hn(u)) ≤ cn(1− cm)(1− c)−1 · d(H(u), u).
Since V is complete, the sequence has a limit u∗, which by continuity must be
a fixpoint of H. Moreover, u∗ is unique: if H(u) = u and H(v) = v, then
d(u, v) = d(H(u),H(v)) ≤ c · d(u, v)⇒ d(u, v) = 0,
therefore u = v.
Eventually contractive maps also have unique fixpoints. If Hn is contractive,
let u∗ be the unique fixpoint of Hn. Then H(u∗) is also a fixpoint of Hn. But
then d(u∗,H(u∗)) = d(Hn(u∗),Hn+1(u∗)) ≤ c · d(u∗,H(u∗)), which implies
that u∗ is also a fixpoint of H.
2.2 The Coinduction Rule
In the applications we will consider, the coinduction rule takes the following
simple form: If ϕ is a closed nonempty subset of a complete metric space V , and
if H is an eventually contractive map on V that preserves ϕ, then the unique
fixpoint u∗ of H is in ϕ. Expressed as a proof rule, this says for ϕ a closed
property,
∃u ϕ(u) ∀u ϕ(u)⇒ ϕ(H(u))
ϕ(u∗) (1)
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In [3], the rule was used in the special form in which V was a Banach space
(normed linear space) and H was an eventually contractive linear affine map on
V .
2.3 Why Is This Coinduction?
We have called (1) a coinduction rule. To justify this terminology, we must
exhibit a category of coalgebras and show that the rule (1) is equivalent to the
assertion that a certain coalgebra is final in the category. This construction was
given in [3], but we repeat it here for completeness.
Say we have a contractive map H on a metric space V and a nonempty
closed subset ϕ ⊆ V preserved by H. Define H(ϕ) = {H(s) | s ∈ ϕ}. Consider
the category C whose objects are the nonempty closed subsets of V and whose
arrows are the reverse set inclusions; thus there is a unique arrow ϕ1 → ϕ2 iff
ϕ1 ⊇ ϕ2. The map H¯ defined by H¯(ϕ) = cl(H(ϕ)), where cl denotes closure in
the metric topology, is an endofunctor on C, since H¯(ϕ) is a nonempty closed
set, and ϕ1 ⊇ ϕ2 implies H¯(ϕ1) ⊇ H¯(ϕ2). An H¯-coalgebra is then a nonempty
closed set ϕ such that ϕ ⊇ H¯(ϕ); equivalently, such that ϕ ⊇ H(ϕ). The final
coalgebra is {u∗}, where u∗ is the unique fixpoint of H. The coinduction rule
(1) says that ϕ ⊇ H(ϕ)⇒ ϕ ⊇ {u∗}, which is equivalent to the statement that
{u∗} is final in the category of H¯-coalgebras.
3 Streams
Infinite streams have been a very successful source of application of coinductive
techniques. The space SΣ = (Σω, head, tail) of infinite streams over Σ is the final
coalgebra in the category of simple transition systems over Σ, whose objects are
(X, obs, cont), where X is a set, obs : X → Σ gives an observation at each state,
and cont : X → X gives a continuation (next state) for each state. The unique
morphism (X, obs, cont) → (Σω, head, tail) maps a state s ∈ X to the stream
obs(s), obs(cont(s)), obs(cont2(s)), . . . ∈ Σω.
We begin by illustrating the use of the metric coinduction principle in this
context as an alternative to traditional methods involving bisimulation. It is
well known that SΣ forms a complete metric space under the distance function
d(σ, τ) def= 2−n, where n is the first position at which σ and τ differ. The metric
d satisfies the property
d(x :: σ, y :: τ) =
{
1
2d(σ, τ) x = y
1 x 6= y.
One can also form the product space S2Σ with metric
d((σ1, σ2), (τ1, τ2))
def= max d(σ1, τ1), d(σ2, τ2).
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Since distances are bounded, the spaces of continuous operators S2Σ → SΣ and
SΣ → S2Σ are also complete metric spaces under the sup metric
d(E,F ) def= sup
x
d(E(x), F (x)).
Consider the operators merge : S2Σ → SΣ and split : SΣ → S2Σ defined
informally by
merge (a0a1a2 · · · , b0b1b2 · · · ) = a0b0a1b1a2b2 · · ·
split (a0a1a2 · · · ) = (a0a2a4 · · · , a1a3a5 · · · ).
Thus merge forms a single stream from two streams by taking elements alter-
nately, and split separates a single stream into two streams consisting of the even
and odd elements, respectively.
Formally, one would define merge and split coinductively as follows:
merge (x :: σ, τ) def= x :: merge (τ, σ)
split (x :: y :: σ) def= (x :: split (σ)1, y :: split (σ)2)
These functions exist and are unique, since they are the unique fixpoints of the
eventually contractive maps
α : (S2Σ → SΣ) → (S2Σ → SΣ) β : (SΣ → S2Σ) → (SΣ → S2Σ)
defined by
α(M)(x :: σ, τ) def= x ::M(τ, σ)
β(S)(x :: y :: σ) def= (x :: S(σ)1, y :: S(σ)2).
We would like to show that merge and split are inverses. Traditionally, one
would do this by exhibiting a bisimulation between merge (split (σ)) and σ,
thus concluding that merge (split (σ)) = σ, and another bisimulation between
split (merge (σ, τ)) and (σ, τ), thus concluding that split (merge (σ, τ)) = (σ, τ).
Here is how we would prove this result using the metric coinduction rule (1).
Let M : S2Σ → SΣ and S : SΣ → S2Σ . If M is a left inverse of S, then α2(M) is
a left inverse of β(S):
α2(M)(β(S)(x :: y :: σ)) = α(α(M))(x :: S(σ)1, y :: S(σ)2)
= x :: α(M)(y :: S(σ)2, S(σ)1)
= x :: y ::M(S(σ)1, S(σ)2)
= x :: y ::M(S(σ))
= x :: y :: σ.
4
Similarly, if M is a right inverse of S, then α2(M) is a right inverse of β(S):
β(S)(α2(M)(x :: σ, y :: τ)) = β(S)(α(α(M))(x :: σ, y :: τ))
= β(S)(x :: α(M)(y :: τ, σ))
= β(S)(x :: y ::M(σ, τ))
= (x :: S(M(σ, τ))1, y :: S(M(σ, τ))2)
= (x :: (σ, τ)1, y :: (σ, τ)2)
= (x :: σ, y :: τ).
We conclude that if M and S are inverses, then so are α2(M) and β(S).
The property
ϕ(M,S) def⇐⇒M and S are inverses (2)
is a nonempty closed property of (S2Σ → SΣ) × (SΣ → S2Σ) which, as we have
just shown, is preserved by the contractive map (M,S) 7→ (α2(M), β(S)). By
(1), ϕ holds of the unique fixpoint (merge, split).
That ϕ is nonempty and closed requires an argument, but these conditions
typically follow from general topological considerations. For example, (2) is
nonempty because the spaces SΣ and S2Σ are both homeomorphic to the topo-
logical product of countably many copies of the discrete space Σ.
4 Markov Chains
A finite Markov chain is a finite state space, say {1, . . . , n}, together with a
stochastic matrix P ∈ Rn×n of transition probabilities, with Pst representing
the probability of a transition from state s to state t in one step. The value Pmst
is the probability that the system is in state t after m steps, starting in state s.
A fundamental result in the theory of Markov chains is that if P is irreducible
and aperiodic (definitions given below), then Pmst tends to 1/µt asm→∞, where
µt is the mean first recurrence time of state t, the expected time of first reentry
into state t after leaving state t. Intuitively, if we expect to be in state t about
every µt steps, then in the long run we expect to be in state t about 1/µt of the
time.
The proof of this result as given in Feller [4] is rather lengthy, involving a
complicated argument to establish the uniform convergence of a certain count-
able sequence of countable sequences. The complete proof runs to several pages.
Introductory texts devote entire chapters to it (e.g. [5]) or omit the proof entirely
(e.g. [6]). In this section we show that, assuming some basic spectral properties of
stochastic matrices, the coinduction rule can be used to give a simpler alternative
proof.
4.1 Spectral Properties
Recall that P is irreducible if its underlying support graph is strongly connected.
The support graph has vertices {1, . . . , n} and directed edges {(s, t) | Pst > 0}.
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A directed graph is strongly connected if there is a directed path from any vertex
to any other vertex. The matrix P is aperiodic if in addition, the gcd of the set
{m | Pmss > 0} is 1 for all states s. By the Perron–Frobenius theorem (see [7,
8]), if P is irreducible and aperiodic, then P has eigenvalue 1 with multiplicity
1 and all other eigenvalues have norm strictly less than 1.
The matrix P is itself not contractive, since 1 is an eigenvalue. However,
consider the matrix
P − 1
n
11T,
where 1 is the column vector of all 1’s and T denotes matrix transpose. The
matrix 1n11
T is the n× n matrix all of whose entries are 1/n.
The spectra of P and P − 1n11T are closely related, as shown in the following
lemma.
Lemma 1. Let P ∈ Rn×n be a stochastic matrix. Any (left) eigenvector xT of
P − 1n11T that lies in the hyperplane xT1 = 0 is also an eigenvector of P with
the same eigenvalue, and vice-versa. The only other eigenvalue of P is 1 and the
only other eigenvalue of P − 1n11T is 0.
Proof. For any eigenvalue λ of P and corresponding eigenvector xT,
λxT1 = xTP1 = xT1
since P1 = 1, so either λ = 1 or xT1 = 0. Similarly, for any eigenvalue λ of
P − 1n11T and corresponding eigenvector xT,
λxT1 = xT(P − 1
n
11T)1 = xT1− xT1 = 0,
so either λ = 0 or xT1 = 0. But if xT1 = 0, then
xT(P − 1
n
11T) = xTP − 1
n
xT11T = xTP,
so in this case xT is an eigenvector of P iff it is an eigenvector of P − 1n11T with
the same eigenvalue.
4.2 Coinduction and the Convergence of Pm
If P is irreducible and aperiodic, then P − 1n11T is eventually contractive, since
infn n
√
‖(P − 1n11T)n‖ is equal to the spectral radius or norm of the largest
eigenvalue of P − 1n11T (see [9]), which by Lemma 1 is less than 1. Thus the
map
xT 7→ xT(P − 1
n
11T) +
1
n
1T (3)
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is of the proper form to be used with the metric coinduction rule (1) to establish
the convergence of Pm.
Since P − 1n11T is eventually contractive, the map (3) has a unique fixpoint
uT. The set of stochastic vectors
S = {xT | xT ≥ 0, xT1 = 1}
is closed and preserved by the map (3), since
xT1 = 1⇒ xT(P − 1
n
11T) +
1
n
1T = xTP,
and S is preserved by P . By the metric coinduction rule (1), the unique fixpoint
uT is contained in S. By Lemma 1, it is also an eigenvector of 1, and yTPm
tends to uT for any yT ∈ S. Applying this to the rows of any stochastic matrix
E, we have that EPm converges to the matrix 1uT.
4.3 Recurrence Statistics
Once we have established the convergence of Pm, we can give a much shorter
argument than those of [4, 5] that the actual limit of Pmst is 1/µt. We follow the
notation of [4].
Fix a state t, and let µ = µt. Let fm be the probability that after leaving
state t, the system first returns to state t at time m. Let um = Pmtt be the
probability that the system is in state t at time m after starting in state t. By
irreducibility,
∑∞
m=1 fm = 1 and µ =
∑∞
m=1mfm <∞. Let ρm def=
∑∞
k=m+1 fk,
and consider the generating functions
f(x) def=
∞∑
m=1
fmx
m u(x) def=
∞∑
m=0
umx
m
ρ(x) def=
∞∑
m=0
ρmx
m σ(x) def= u0 +
∞∑
m=0
(um+1 − um)xm+1.
The probabilities un obey the recurrence
u0 = 1 un =
n−1∑
m=0
umfn−m,
which implies that f(x)u(x) = u(x)− 1. Elementary algebraic reasoning gives
σ(x)ρ(x) = 1. (4)
Now we claim that both σ(1) and ρ(1) converge. The sequence ρ(1) converges
to µ > 0, since
ρ(1) =
∞∑
m=1
ρm =
∞∑
m=1
mfm = µ, (5)
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and the latter sequence in (5) converges absolutely. For σ(1), we have
σ(1) = u0 +
∞∑
m=0
(um+1 − um),
which converges by the results of Section 4.2. By (4), σ(1)ρ(1) = 1, therefore
σ(1) = 1/µ. But themth partial sum of σ(1) is just u0+
∑m−1
k=0 (uk+1−uk) = um,
so the sequence um converges to 1/µ.
5 Markov Decision Processes
In this section, we rederive some fundamental results on Markov decision pro-
cesses using the metric coinduction principle. A fairly general treatment of this
theory is given in [10], and we follow the notation of that paper. However, the
strategic use of metric coinduction allows a more streamlined presentation.
5.1 Existence of Optimal Strategies
Let V be the space of bounded real-valued functions on a set of states Ω with
the sup norm ‖v‖ def= supx∈Ω |v(x)|. The space V is complete metric space with
metric ‖v − u‖.
For each state x ∈ Ω, say we have a set ∆x of actions. A deterministic
strategy is an element of ∆ def=
∏
x∈Ω ∆x, thus a selection of actions, one for each
state x ∈ Ω. More generally, if ∆x is a measurable space, letM(∆x) denote the
space of probability measures on ∆x. A probabilistic strategy is an element of∏
x∈ΩM(∆x), thus a selection of probability measures, one for each x ∈ Ω. A
deterministic strategy can be viewed as a probabilistic strategy in which all the
measures are point masses.
Now suppose we have a utility function h :
∏
x∈Ω(∆x → V → R) with the
three properties listed below. The function h induces a function H such that
Hδ(u)(x) = h(x, δx, u) ∈ R, where x ∈ Ω, δ ∈ ∆, and u ∈ V .
(i) The function H is uniformly bounded as a function of δ and x. That is,
Hδ : V → V , and for any fixed u ∈ V , supδ∈∆ ‖Hδ(u)‖ is finite.
(ii) The functions Hδ are uniformly contractive with constant of contraction
c < 1. That is, for all δ ∈ ∆ and u, v ∈ V , ‖Hδ(v) −Hδ(u)‖ ≤ c · ‖v − u‖.
Thus Hδ has a unique fixpoint, which we denote by vδ.
(iii) Every Hδ is monotone: if u ≤ v, then Hδ(u) ≤ Hδ(v). The order ≤ on V is
the pointwise order.
Lemma 2. Define A : V → V by A(u)(x) def= supd∈∆x h(x, d, u). The supremum
exists since the Hδ are uniformly bounded. Then A is contractive with constant
of contraction c.
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Proof. Let ε > 0. For x ∈ Ω, assuming without loss of generality that A(v)(x) ≥
A(u)(x),
|A(v)(x)−A(u)(x)|
= sup
d∈∆x
h(x, d, v)− sup
e∈∆x
h(x, e, u)
≤ ε+ h(x, d, v)− sup
e∈∆x
h(x, e, u) for suitably chosen d ∈ ∆x
≤ ε+ h(x, d, v)− h(x, d, u)
≤ ε+ c · ‖v − u‖.
Since ε was arbitrary, |A(v)(x)−A(u)(x)| ≤ c · ‖v − u‖, thus
‖A(v)−A(u)‖ ≤ sup
x
|A(v)(x)−A(u)(x)| ≤ c · ‖v − u‖.
Since A is contractive, it has a unique fixpoint v∗.
Lemma 3. For any δ, vδ ≤ v∗.
Proof. By the coinduction principle, it suffices to show that u ≤ v implies
Hδ(u) ≤ A(v). Here the metric space is V 2, the closed property ϕ is u ≤ v,
and the contractive map is (Hδ, A). But if u ≤ v, then by monotonicity,
Hδ(u)(x) ≤ Hδ(v)(x) = h(x, δx, v) ≤ sup
d∈∆x
h(x, d, v) = A(v).
Lemma 4. v∗ can be approximated arbitrarily closely by vδ for deterministic
strategies δ.
Proof. Let ε > 0. Let δ be such that for all x,
sup
d∈∆x
h(x, d, v∗)− h(x, δx, v∗) < (1− c)ε.
We will show that ‖v∗ − vδ‖ ≤ ε. By the coinduction rule (1), it suffices to show
that ‖v∗ − u‖ ≤ ε implies ‖v∗ − Hδ(u)‖ ≤ ε. Here the metric space is V , the
closed property ϕ(u) is ‖v∗ − u‖ ≤ ε, and the contractive map is Hδ. But if
‖v∗ − u‖ ≤ ε,
‖v∗ −Hδ(u)‖ = sup
x
|v∗(x)−Hδ(u)(x)| = sup
x
|A(v∗)(x)−Hδ(u)(x)|
= sup
x
| sup
d∈∆x
h(x, d, v∗)− h(x, δx, u)|
≤ sup
x
(| sup
d∈∆x
h(x, d, v∗)− h(x, δx, v∗)|+ |h(x, δx, v∗)− h(x, δx, u)|)
≤ (1− c)ε+ c · ‖v∗ − u‖ ≤ (1− c)ε+ cε = ε.
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5.2 Probabilistic Strategies
We use the metric coinduction rule (1) to prove the well-known result that for
Markov decision processes, probabilistic strategies are no better than determin-
istic strategies. If supd∈∆x h(x, d, v
∗) is attainable for all x, then the determinis-
tic strategy δx
def= argmaxd∈∆xh(x, d, v
∗) is optimal, even allowing probabilistic
strategies. However, if supd∈∆x h(x, d, v
∗) is not attainable, then it is not so
obvious what to do.
For this argument, we assume that ∆x is a measurable space and that for all
fixed x and u, h(x, d, u) is an integrable function of d ∈ ∆x. Given a probabilistic
strategy µ :
∏
x∈ΩM(∆x), the one-step utility function is Hµ : V → V defined
by the Lebesgue integral
Hµ(u)(x)
def=
∫
d∈∆x
h(x, d, u) · µx(4d).
This integral accumulates the various individual payoffs over all choices of d
weighted by the measure µx.
The map Hµ(u) is uniformly bounded in µ, since
‖Hµ(u)‖ = sup
x
∣∣∣∣∫
d∈∆x
h(x, d, u) · µx(4d)
∣∣∣∣ ≤ sup
x
∫
d∈∆x
|h(x, d, u)| · µx(4d)
≤ sup
x
sup
d
|h(x, d, u)| ·
∫
d∈∆x
µx(4d) = sup
x,d
|h(x, d, u)|.
It is also a contractive map with constant of contraction c, since
‖Hµ(v)−Hµ(u)‖ = sup
x
|Hµ(v)(x)−Hµ(u)(x)|
= sup
x
∣∣∣∣∫
d∈∆x
h(x, d, v) · µx(4d)−
∫
d∈∆x
h(x, d, u) · µx(4d)
∣∣∣∣
= sup
x
∣∣∣∣∫
d∈∆x
(h(x, d, v)− h(x, d, u)) · µx(4d)
∣∣∣∣
≤ sup
x
∫
d∈∆x
|h(x, d, v)− h(x, d, u)| · µx(4d)
≤ sup
x
∫
d∈∆x
c · ‖v − u‖ · µx(4d)
= c · ‖v − u‖ · sup
x
∫
d∈∆x
µx(4d)
= c · ‖v − u‖.
Since it is a contractive map, it has a unique fixpoint vµ.
Now take any deterministic strategy δ such that h(x, δx, vµ) ≥ vµ(x) for all
x. This is always possible, since if h(x, d, vµ) < vµ(x) for all d ∈ ∆x, then
vµ(x) = Hµ(vµ)(x) =
∫
d∈∆x
h(x, d, vµ) · µx(4d) < vµ(x),
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a contradiction. The following lemma says that the deterministic strategy δ is
no worse than the probabilistic strategy µ.
Lemma 5. vδ ≥ vµ.
Proof. Assuming vµ ≤ v, we have
vµ(x) ≤ h(x, δx, vµ) ≤ h(x, δx, v) = Hδ(v)(x),
the second inequality by monotonicity. As x was arbitrary, vµ ≤ Hδ(v). The
result follows from the coinduction principle on the metric space V with ϕ(v)
the closed property vµ ≤ v and contractive map Hδ.
6 Non-Well-Founded Sets
In classical Zermelo–Fraenkel set theory with choice (ZFC), the “element of”
relation ∈ is well-founded, as guaranteed by the axiom of foundation. Aczel
[11] developed the theory of non-well-founded sets, in which sets with infinitely
descending ∈-chains are permitted in addition to the well-founded sets. These
are precisely the sets that are explicitly ruled out of existence by the axiom of
foundation.
In the theory of non-well-founded sets, the sets are represented by accessible
pointed graphs (APGs). An APG is a directed graph with a distinguished node
such that every node is reachable by a directed path from the distinguished
node. Two APGs represent the same set iff they are bisimilar. The APGs of
well-founded sets may be infinite, but may contain no infinite paths or cycles,
whereas the APGs of non-well-founded sets may contain infinite paths and cy-
cles. Equality as bisimulation is the natural analog of extensionality in ZFC;
essentially, two APGs are declared equal as sets if there is no witness among
their descendants that forces them not to be. The class V is the class of sets
defined in this way.
Aczel [11] and Barwise and Moss [12] note the strong role that coinduc-
tion plays in this theory. Since equality between APGs is defined in terms of
bisimulation, coinduction becomes a primary proof technique for establishing
the equivalence of different APGs representing the same set.
In attempting to define a metric on non-well-founded sets, the classical Haus-
dorff distance suggests itself as a promising candidate. There are two complica-
tions. One is that we must apply the definition coinductively. Another is that
ordinarily, the Hausdorff metric is only defined on compact sets, since otherwise
a Hausdorff distance of zero may not imply equality, and that is the case here.
However, the definition still makes sense even for non-compact sets and leads to
further insights into the structure of non-well-founded sets.
In this section, we define a distance function d : V 2 → R based on a coinduc-
tive application of the Hausdorff distance function and derive some properties
of d. We show that (V, d) forms a compact pseudometric space. Being a pseu-
dometric instead of a metric means that there are sets s 6= t with d(s, t) = 0.
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Nevertheless, we identify a maximal family of sets that includes all the heredi-
tarily finite sets on which d acts as a metric.
We will prove the following results. Define s ≈ t if d(s, t) = 0. Call a set s
singular if the only t such that s ≈ t is s itself.
– A set is singular if and only if it is hereditarily finite.
– All singular sets are closed in the pseudometric topology. In particular, all
hereditarily finite sets are hereditarily closed (but not vice-versa).
– A set is hereditarily closed if and only if it is closed and all elements are
singular.
– All hereditarily closed sets are canonical (but not vice-versa), where a set
is canonical if it is a member of a certain coinductively-defined class of
canonical representatives of the ≈-classes.
– The map d is a metric on the canonical sets; moreover, the canonical sets
are a maximal class for which this is true.
6.1 Coinductive Definition of Functions
Just as classical ZFC allows the definition of functions by induction over ordinary
well-founded sets, there is a corresponding principle for non-well-founded sets.
For any function H : V → V , the equation
G(s) def= {G(u) | u ∈ H(s)} (6)
determines G : V → V uniquely. This is because if G and G′ both satisfy (6),
then the relation
u R v
def⇐⇒ ∃s u = G(s) ∧ v = G′(s)
is a bisimulation, therefore G(s) = G′(s) for all s. In coalgebraic terms, the map
G is the unique morphism from the coalgebra (V, {(s, t) | s ∈ H(t)}) to the final
coalgebra (V,∈); see [11, Chp. 7].
6.2 Definition of d
Let B be the Banach space of bounded real-valued functions g : APG2 → R
with norm
‖g‖ def= sup
s,t
|g(s, t)|.
Define the map τ : B → B by
τ(g)(s, t) def=

0 if s, t = ∅
1 if s = ∅⇔ t 6= ∅
1
2 max
{
supu∈s infv∈t g(u, v)
supv∈t infu∈s g(u, v)
if s, t 6= ∅.
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It can be shown that ‖τ(g)− τ(g′)‖ ≤ 12‖g− g′‖, thus τ is contractive on B with
constant of contraction 1/2 and has a unique fixpoint d ∈ B. One can therefore
use the metric coinduction rule (1) to prove properties of d.
To illustrate, let us show that the non-well-founded sets V form a compact
(thus complete) pseudometric space with respect to the distance function d. At
the outset, it is not immediately clear that d is well-defined on V . We must
argue that d is invariant on bisimulation classes; that is, for any bisimulation R,
if s R s′ and t R t′, then d(s, t) = d(s′, t′). We will use the metric coinduction
rule (1) to prove this.
Consider the following closed property on B, defined with respect to an
arbitrary but fixed bisimulation R on the class of APGs:
ϕ(g) def⇐⇒ ∀s ∀s′ ∀t ∀t′ s R s′ ∧ t R t′ ⇒ g(s, t) = g(s′, t′).
This property is closed in the metric topology on B, since it is an infinite con-
junction of closed properties g(s, t) = g(s′, t′), one for each selection of s, s′, t, t′
such that s R s′ and t R t′. It is clearly nonempty. We wish to prove that ϕ(d).
By the metric coinduction rule (1), it suffices to show that ϕ is closed under τ .
Suppose ϕ(g). We want to show that ϕ(τ(g)), or in other words,
∀s ∀s′ ∀t ∀t′ s R s′ ∧ t R t′ ⇒ τ(g)(s, t) = τ(g)(s′, t′).
Let s, s′, t, t′ be such that s R s′ and t R t′. Since R is a bisimulation, we have
∀u ∈ s ∃u′ ∈ s′ u R u′ ∀u′ ∈ s′ ∃u ∈ s u R u′
∀v ∈ t ∃v′ ∈ t′ v R v′ ∀v′ ∈ t′ ∃v ∈ t v R v′.
It follows that s = ∅ iff s′ = ∅ and t = ∅ iff t′ = ∅. If s = s′ = ∅, then
τ(g)(s, t) =
{
0 if t, t′ = ∅
1 if t, t′ 6= ∅
}
= τ(g)(s′, t′).
A symmetric argument holds if t = t′ = ∅.
Otherwise, all four sets s, s′, t, t′ are nonempty. In this case,
τ(g)(s, t) =
1
2
max
{
supu∈s infv∈t g(u, v)
supv∈t infu∈s g(u, v)
τ(g)(s′, t′) =
1
2
max
{
supu′∈s′ infv′∈t′ g(u′, v′)
supv′∈t′ infu′∈s′ g(u′, v′),
so it suffices to show that
sup
u∈s
inf
v∈t g(u, v) = supu′∈s′
inf
v′∈t′
g(u′, v′) (7)
sup
v∈t
inf
u∈s g(u, v) = supv′∈t′
inf
u′∈s′
g(u′, v′). (8)
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We show only (7); the argument for (8) is symmetric. Also by symmetry, we
need only show the inequality in one direction:
sup
u∈s
inf
v∈t g(u, v) ≤ supu′∈s′ infv′∈t′ g(u
′, v′).
This inequality follows from the property
∀u ∈ s ∃u′ ∈ s′ inf
v∈t g(u, v) ≤ infv′∈t′ g(u
′, v′),
which in turn follows from
∀u ∈ s ∃u′ ∈ s′ ∀v′ ∈ t′ ∃v ∈ t g(u, v) ≤ g(u′, v′).
In fact, we have
∀u ∈ s ∃u′ ∈ s′ ∀v′ ∈ t′ ∃v ∈ t g(u, v) = g(u′, v′)
by choosing u′ ∈ s′ such that u R u′ and v ∈ t such that v R v′, as guaranteed
by the coinduction hypothesis and the fact that R is a bisimulation.
We conclude by the metric coinduction principle (1) that ϕ(d) holds, thus d
is invariant on the equivalence classes of any bisimulation R on APGs, therefore
well-defined on V .
To show that d is a pseudometric, we must also show
d(s, t) ≥ 0 (in fact, d(s, t) ∈ [0, 1]) d(s, t) = d(t, s)
d(s, u) ≤ d(s, t) + d(t, u) d(s, s) = 0.
All these properties can be shown in the same way, by metric coinduction. One
need only argue that they are all nonempty closed properties closed under τ .
We will establish compactness (hence completeness) later in section 6.4, but
first we introduce the canonical sets.
6.3 Canonical Sets
The map d is only a pseudometric and not a metric, since it is possible that
d(s, t) = 0 even though s 6= t. For example, define 0¯ = ∅, ¯n+ 1 = {n¯}. Let Ω
be the unique non-well-founded set such that Ω = {Ω}. The sets {n¯ | n ≥ 0}
and {n¯ | n ≥ 0} ∪ Ω are distinct, but distance 0 apart (Fig. 1). Nevertheless, it
is possible to relate this map to the coalgebraic structure of V .
The map d defines a pseudometric topology with basic open neighborhoods
{t | d(s, t) < ε} for each set s and ε > 0, but because d is only a pseudometric,
the topology does not have nice separation properties. However, if we define
s ≈ t def⇐⇒ d(s, t) = 0, then d is well-defined on ≈-equivalence classes and is a
metric on the quotient space.
More interestingly, we can identify a natural class of canonical elements,
one in each ≈-class, such that d, restricted to canonical elements, is a metric;
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Fig. 1. Distinct sets of distance 0
moreover, the canonical elements are a maximal class for which this is true.
Thus the quotient space is isometric to the subspace of canonical elements. The
canonical elements include all the hereditarily finite sets.
The canonical elements are defined as the images of the function F : V → V ,
defined coinductively as follows:
F (s) def= {F (u) | u ∈ cl(s)}, (9)
where cl denotes closure in the pseudometric topology. The equation (9) deter-
mines F uniquely, as with (6). A set s is called canonical if s = F (t) for some t;
equivalently, by Corollary 1(ii) below, if s is a fixpoint of F .
Lemma 6. d(s, t) = 0 iff cl(s) = cl(t).
Proof. If s = t = ∅, then both sides are true. If exactly one of s, t is ∅, then
both sides are false. Finally, if both s, t 6= ∅, then
d(s, t) = 0⇔ sup
u∈s
inf
v∈t d(u, v) = 0 ∧ supv∈t infu∈s d(u, v) = 0
⇔ ∀u ∈ s ∀ε > 0 ∃v ∈ t d(u, v) < ε ∧ ∀v ∈ t ∀ε > 0 ∃u ∈ s d(u, v) < ε
⇔ s ⊆ cl(t) ∧ t ⊆ cl(s)
⇔ cl(s) = cl(t).
Theorem 1.
(i) If d(s, t) = 0, then F (s) = F (t).
(ii) For all s, d(s, F (s)) = 0; that is, s ≈ F (s).
Proof. (i) By Lemma 6, if d(s, t) = 0, then cl(s) = cl(t), and the conclusion
F (s) = F (t) is immediate from (9).
(ii) We proceed by coinduction on the definition of d. We strengthen the
coinduction hypothesis g(s, F (s)) = 0 with the two extra assertions that 0 ≤
g(s, t) ≤ d(s, t) and that g satisfies the triangle inequality. We wish to show that
this combined property holds of τ(g) under the assumption that it holds of g.
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That 0 ≤ τ(g)(s, t) ≤ τ(d)(s, t) = d(s, t) is clear from the coinduction hy-
pothesis and the monotonicity of the operators in the definition of τ . The argu-
ment that τ(g) satisfies the triangle inequality is equally straightforward. Thus
it remains to show that τ(g)(s, F (s)) = 0.
By definition of F , s = ∅ iff F (s) = ∅, and in this case τ(g)(s, F (s)) = 0 by
definition of τ . Otherwise s 6= ∅ and F (s) 6= ∅. To show τ(g)(s, F (s)) = 0 in
this case, we need to show that
sup
u∈s
inf
v∈F (s)
g(u, v) = sup
u∈s
inf
w∈cl(s)
g(u, F (w)) = 0,
sup
v∈F (s)
inf
u∈s g(u, v) = supw∈cl(s)
inf
u∈s g(u, F (w)) = 0.
It suffices to show
∀u ∈ s inf
w∈cl(s)
g(u, F (w)) = 0, ∀w ∈ cl(s) inf
u∈s g(u, F (w)) = 0.
For the former, we can take w = u; then the result follows from the coinduction
hypothesis g(u, F (u)) = 0. For the latter, let w ∈ cl(s). Here we use all three
clauses of the coinduction hypothesis:
inf
u∈s g(u, F (w)) ≤ infu∈s g(u,w) + g(w,F (w)) ≤ infu∈s d(u,w) + 0 = 0,
the last equation from the fact that w ∈ cl(s).
Corollary 1.
(i) d(s, t) = 0 iff F (s) = F (t).
(ii) For all s, F (F (s)) = F (s).
(iii) Every ≈-equivalence class contains exactly one canonical set, and d restricted
to canonical sets is a metric. Moreover, the canonical sets are a maximal
class for which this is true.
6.4 Compactness
For the results of section 6.5, we need to show that the space of non-well-founded
sets is compact under d, thus complete. We will show that every infinite set has
a limit point. Define the equivalence relations ≈n inductively by:
s ≈0 t for all s, t s ≈n+1 t def⇐⇒ ∀u ∈ s ∃v ∈ t u ≈n v
∧ ∀v ∈ t ∃u ∈ s u ≈n v.
Also define inductively
S0
def= ∅ Sn+1
def= 2Sn ,
where 2A denotes the powerset of A. Each Sn is a well-founded hereditarily finite
set. For n ≥ 0, define the map fn : V → Sn+1 inductively by
f0(s)
def= ∅ fn+1(s)
def= {fn(u) | u ∈ s}.
The following properties of Sn, ≈n, and fn are easily established by induction
on n.
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Lemma 7. For all s, t ∈ V and m,n ≥ 0,
(i) fn(s) ∈ Sn+1;
(ii) if s ∈ Sn+1 then fn(s) = s;
(iii) s ≈n fn(s);
(iv) fn(fm(s)) = fmin m,n(s);
(v) if s, t ∈ Sn+1 and s ≈n t, then s = t.
Lemma 8. For all s, t ∈ V and n ≥ 0, the following are equivalent:
(i) s ≈n t;
(ii) fn(s) = fn(t);
(iii) d(s, t) ≤ 2−n.
For each s ∈ V , let f(s) denote the sequence f0(s), f1(s), f2(s), . . . . It follows
from Lemma 7(iv) that fn(fn+1(s)) = fn(s). Moreover, we have the following
representation theorem as converse:
Lemma 9. Any sequence s0, s1, s2, . . . such that fn(sn+1) = sn for all n ≥ 0 is
f(s) for some s.
Proof. Let W be the set of all sequences s = s0, s1, s2, . . . such that sn =
fn(sn+1), n ≥ 0. This is a set, since the defining condition implies sn ∈ Sn+1.
Consider the system with nodes W and edges N defined by
u N s
def⇐⇒ ∀n ≥ 0 un ∈ sn+1.
We claim that fn(s) = sn. The proof is by induction on n. Certainly f0(s) =
∅ = s0, since s0 = f0(s1) ∈ S1 and ∅ is the only element of S1. Now suppose
the claim is true for n. Then
fn+1(s) = {fn(u) | u ∈W, u N s} = {fn(u) | u ∈W, ∀k uk ∈ sk+1}
= {un | u ∈W, ∀k uk ∈ sk+1} = sn+1.
The last equation requires that for all a ∈ Sn+1, there exists u ∈ W such that
un = a. The sequence u = f0(a), f1(a), f2(a), . . . does it.
Lemma 10. The space V is compact under the pseudometric d, therefore com-
plete.
Proof. We wish to show that every infinite set s has a limit point p (not neces-
sarily contained in s). Let W be the tree of all sequences u0, u1, u2, . . . such that
fn(un+1) = un for all n ≥ 0 as defined in the proof of Lemma 9. This is a finitely
branching, infinite tree with root ∅. By Ko¨nig’s lemma, there is an infinite path
p in W such that for every node pn on the path, there are infinitely many u ∈ s
such that fn(u) = pn. The set represented by the path p as given by Lemma 9
is the desired limit point, since for all k, there exist infinitely many u ∈ s such
that fk(u) = pk = fk(p), therefore d(u, p) ≤ 2−k.
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6.5 Hereditarily Finite Sets Are Canonical
Let ϕ be a property of sets. We define a set to be hereditarily ϕ (Hϕ) if it
has an APG representation in which every node represents a set satisfying ϕ.
Equivalently, Hϕ is the largest solution of
Hϕ(s) def⇐⇒ ϕ(s) ∧ ∀u ∈ s Hϕ(u).
The hereditarily finite (HF) sets are those possessing an APG representation
s s s
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 
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 
 	
 
 	
0¯
1¯
2¯ · · ·
Fig. 2. f(0)
in which every node has finite out-degree (not neces-
sarily bounded). Note that this differs from Aczel’s
definition [11, p. 7]. Aczel defines a set to be hered-
itarily finite if it has a finite APG, which is a much
stronger condition. Aczel’s definition and ours co-
incide for well-founded sets by Ko¨nig’s lemma, but
not for non-well-founded sets in general. For exam-
ple, the set f(0), where f is defined coinductively by
f(n) = {n¯, f(n + 1)} (Fig. 2), is hereditarily finite
in our sense but not Aczel’s. We would prefer the
term regular or rational for sets that are hereditar-
ily finite in Aczel’s sense, since they are exactly the sets that have a regular or
rational tree representation [13].
A set is hereditarily closed (HC) if it has an APG representation in which
every node represents a closed set in the pseudometric topology. Recall that a
set is singular if it forms a singleton ≈-class.
Lemma 11. If s is singular, then all elements of s are singular. Thus all sin-
gular sets are hereditarily singular.
Proof. Suppose u ∈ s, v 6= u, and d(u, v) = 0. We claim that (i) if v 6∈ s, then
d(s, s ∪ {v}) = 0, and (ii) if v ∈ s, then d(s, s− {v}) = 0, thus in either case, s
is not singular.
In case (i), we must show
sup
x∈s
inf
y∈s∪{v}
d(x, y) = 0, sup
y∈s∪{v}
inf
x∈s d(x, y) = 0.
It suffices to show
∀x ∈ s ∃y ∈ s ∪ {v} d(x, y) = 0, ∀y ∈ s ∪ {v} ∃x ∈ s d(x, y) = 0.
The former is immediate by picking y = x. For the latter, pick x = y if y 6= v,
otherwise pick x = u.
Case (ii) is really the same case as (i), with s−{v} in (ii) playing the role of
s in (i).
Lemma 12.
(i) If s is closed and all elements of s are closed, then all elements of s are
singular.
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(ii) Every singular set is closed.
Proof. (i) Suppose u ∈ s and d(u, v) = 0. Then v ∈ s, since s is closed. By
Lemma 6, cl(u) = cl(v). But u and v are both closed, so u = v.
(ii) By Lemma 6, d(cl(u), u) = 0, so if u singular then u = cl(u).
Theorem 2. A set is hereditarily closed if and only if it is closed and all its
elements are singular.
Proof. This follows directly from Lemmas 11 and 12.
Theorem 3. A set is singular if and only if it is hereditarily finite.
Proof. Suppose first that s is hereditarily finite (HF). Consider the binary rela-
tion on sets s, t defined by
HF(s) ∧ d(s, t) = 0. (10)
We have
HF(s) ∧ d(s, t) = 0⇒ ∀v ∈ t ∀ε > 0 ∃u ∈ s HF(u) ∧ d(u, v) < ε
⇒ ∀v ∈ t ∃u ∈ s HF(u) ∧ d(u, v) = 0, (11)
since u is finite. It follows that
HF(s) ∧HF(t) ∧ d(s, t) = 0⇒ ∀u ∈ s ∃v ∈ t HF(u) ∧HF(v) ∧ d(u, v) = 0
∧ ∀v ∈ t ∃u ∈ s HF(u) ∧HF(v) ∧ d(u, v) = 0,
so the binary relation HF(s) ∧HF(t) ∧ d(s, t) = 0 is a bisimulation; thus
HF(s) ∧HF(t) ∧ d(s, t) = 0⇒ s = t.
Thus if HF(s), then there is a positive lower bound δ > 0 on d(u, v) for u, v ∈ s,
u 6= v. But then
HF(s) ∧ d(s, t) = 0⇒ ∀u ∈ s ∀ε > 0 ∃v ∈ t HF(u) ∧ d(u, v) < ε
⇒ ∀u ∈ s ∃v ∈ t HF(u) ∧ d(u, v) < δ,
and using (11), this gives
HF(s) ∧ d(s, t) = 0
⇒ ∀u ∈ s ∃v ∈ t HF(u) ∧ d(u, v) < δ ∧ ∃w ∈ s d(w, v) = 0
⇒ ∀u ∈ s ∃v ∈ t ∃w ∈ s HF(u) ∧ d(w, v) = 0 ∧ d(u,w) < δ
⇒ ∀u ∈ s ∃v ∈ t ∃w ∈ s HF(u) ∧ d(w, v) = 0 ∧ u = w
⇒ ∀u ∈ s ∃v ∈ t HF(u) ∧ d(u, v) = 0.
This combined with (11) says that the relation (10) itself is a bisimulation. Thus
HF(s)∧d(s, t) = 0 implies s = t; in other words, HF(s) implies that s is singular.
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Now suppose that s is singular. By Lemma 11, s is hereditarily singular.
We argue that s must be finite. If s is infinite, then by Lemma 10, s has a
limit point p (not necessarily contained in s). We claim that (i) if p 6∈ s, then
d(s, s ∪ {p}) = 0, and (ii) if p ∈ s, then d(s, s − {p}) = 0, thus in either case s
is not singular. For (i),
d(s, s ∪ {p}) = 0⇔ ∀u ∈ s ∀ε > 0 ∃v ∈ s ∪ {p} d(u, v) < ε
∧ ∀v ∈ s ∪ {p} ∀ε > 0 ∃u ∈ s d(u, v) < ε.
The first clause is true by taking v = u. For the second clause, we can take u = v
unless v = p. But if v = p, the condition reduces to
∀ε > 0 ∃u ∈ s d(u, p) < ε,
which is true by Lemma 8.
Case (ii) is really the same as case (i), with s−{p} in (ii) playing the role of
s in (i).
Theorem 4. Every hereditarily finite set is heretarily closed, and every hered-
itarily closed set is canonical. Both implications are strict.
Proof. The first implication HF(s)⇒ HC(s) follows directly from Lemma 12(ii)
and Theorem 3.
For the implication HC(s)⇒ s = F (s), one approach would be to show that
the binary relation on sets s, t defined by HC(s) ∧ t = F (s) is a bisimulation.
Alternatively, we can observe that on hereditarily closed sets s, the coinductive
definition
F (s) def= {F (u) | u ∈ cl(s)}
is equivalent to the coinductive definition
F (s) def= {F (u) | u ∈ s},
which uniquely defines the identity function, thus s = F (s) on all such sets.
Both implications are strict. An hereditarily closed set that is not finite is
{n¯ | n ≥ 0} ∪ Ω, and a canonical set that is not closed is {{n¯ | n ≥ 0} ∪ Ω}.
7 Conclusions and Future Work
We have illustrated the use of the metric coinduction principle in four areas: in-
finite streams, Markov chains, Markov decision processes, and non-well-founded
sets. In all these areas, metric coinduction can be used to simplify proofs or
derive new insights.
Other areas are likely to be amenable to such techniques. In particular, iter-
ated function systems seem to be a promising candidate.
20
Acknowledgements
Thanks to Lars Backstrom and Prakash Panangaden for valuable comments.
This work was supported by NSF grant CCF-0635028. Any views and conclu-
sions expressed herein are those of the authors and should not be interpreted as
representing the official policies or endorsements of the National Science Foun-
dation or the United States government.
References
1. Rutten, J.: Universal coalgebra: A theory of systems. Theor. Comput. Sci. 249
(2000) 3–80
2. Fiore, M.P.: A coinduction principle for recursive data types based on bisimulation.
In: Proc. 8th Conf. Logic in Computer Science (LICS’93). (1993) 110–119
3. Kozen, D.: Coinductive proof principles for stochastic processes. In Alur, R., ed.:
Proc. 21st Symp. Logic in Computer Science (LICS’06), IEEE (2006) 359–366
4. Feller, W.: An Introduction to Probability Theory and its Applications. Volume 1.
Wiley (1950)
5. Ha¨ggstro¨m, O.: Finite Markov Chains and Algorithmic Applications. Cambridge
University Press (2002)
6. Motwani, R., Raghavan, P.: Randomized Algorithms. Cambridge University Press
(1995)
7. Bre´maud, P.: Markov Chains, Gibbs Fields, Monte Carlo Simulation and Queues.
Texts in Applied Mathematics. Springer-Verlag (1999)
8. Minc, H.: Nonnegative Matrices. John Wiley (1988)
9. Dunford, N., Schwartz, J.T.: Linear Operators: Part I: General Theory. John
Wiley (1957)
10. Denardo, E.V.: Contraction mappings in the theory underlying dynamic program-
ming. SIAM Review 9(2) (1967) 165–177
11. Aczel, P.: Non-Well-Founded Sets. Volume 14 of CSLI Lecture Notes. Stanford
University (1988)
12. Barwise, J., Moss, L.: Vicious Circles: On the Mathematics of Non-Wellfounded
Phenomena. Volume 60 of CSLI Lecture Notes. Center for the Study of Language
and Information (CSLI), Stanford University (1996)
13. Courcelle, B.: Fundamental properties of infinite trees. Theor. Comput. Sci. 25
(1983) 95–169
14. Barnsley, M.: Fractals Everywhere. Academic Press (1993)
15. Isaacson, D., Madsen, R.: Markov Chains: Theory and Applications. John Wiley
and Sons (1976)
16. Peitgen, H., Richter, P.: The Beauty of Fractals: Images of Complex Dynamical
Systems. Springer-Verlag (1986)
21
