Abstract-Many appearance-based classification problems such as principal component analysis, linear discriminant analysis, and locally preserving projections involve computing the principal components (eigenspace) of a large set of images. Although the online expense associated with appearance-based techniques is small, the offline computational burden becomes prohibitive for practical applications. This paper presents a method to reduce the expense of computing the eigenspace decomposition of a set of images when variations in both illumination and pose are present. In particular, it is shown that the set of images of an object under a wide range of illumination conditions and a fixed pose can be significantly reduced by projecting these data onto a few low-frequency spherical harmonics, producing a set of "harmonic images." It is then shown that the dimensionality of the set of harmonic images at different poses can be further reduced by utilizing the fast Fourier transform. An eigenspace decomposition is then applied in the spectral domain at a much lower dimension, thereby significantly reducing the computational expense. An analysis is also provided, showing that the principal eigenimages computed assuming a single illumination source are capable of recovering a significant amount of information from images of objects when multiple illumination sources exist.
component analysis (PCA), Fisher's linear discriminant analysis (FLDA), and locally preserving projections (LPP) [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] .
PCA involves finding a linear subspace (referred to as the eigenspace) that maximizes the variance between images in a training set. The high-dimensional image can be projected onto the principal components (referred to as eigenimages), and classification can be carried out by performing a nearest neighbor search in the eigenspace [2] [3] [4] [5] [6] . An alternate approach for classification (particularly when dealing with multiple classes) is to use a class-specific linear projection such as FLDA [7] . Unlike PCA, rather than finding a linear subspace to maximize the total variance in the image data, FLDA determines the linear subspace that maximizes the variance between different classes in the data while minimizing the variance within each class. A common issue associated with FLDA is the small-samplesize problem. Fortunately, this issue can be overcome by using an intermediate space that is computed using the principal components of the image data [7] [8] [9] [10] .
Both PCA and FLDA find a linear subspace for classification using the global information contained in the data set. LPP and orthogonal LPP (OLPP), on the other hand, attempt to find a linear subspace for classification that accounts for local characteristics of the data as well. The process proceeds by constructing a similarity matrix to account for local information in the image data and a density matrix to measure the local density around each image. The subspace is then computed by solving a generalized eigenvalue problem involving the graph Laplacian. Unfortunately, similar to FLDA, the image data need to be projected onto an intermediate PCA space before the eigenvalue problem can be solved [11] [12] [13] .
Note that all of these techniques require the computation of the principal components before classification can be performed. Computing the principal components of a large set of images is prohibitively expensive and thereby discourages the use of PCA-based techniques in real-world applications. Reducing the computational burden associated with computing the principal components has been addressed using several different approaches based on either iterative power methods, conjugate gradient algorithms, or eigenspace updating [14] [15] [16] . A fundamentally different approach was proposed by Chang et al. [17] , where the authors show that the Fourier transform can be used to approximate the desired subspace dimension, as well as the principal eigenimages, if the image data set is correlated in one dimension. This result has recently been extended to correlations in higher dimensions that are due to a change in orientation (assuming constant lighting conditions) by using spherical harmonics and Wigner-D functions in place of the Fourier transform [18] [19] [20] [21] .
It has been shown empirically that the set of images of a convex largely diffuse object under a wide range of illumination conditions and a fixed pose approximately lies within a 9-D linear subspace [22] , [23] . This result was analytically verified in [24] and [25] by expanding the Lambertian kernel in a series of spherical harmonics. The principal eigenimages of the set of images can then be calculated by evaluating a set of spherical harmonics at the surface normals of the object and applying standard ray-tracing techniques. In [26] , the authors present a method to efficiently compute the principal eigenimages of an image data set when variations in both illumination (from a single distant point light source) and pose exist. The method is based on first reducing the dimensionality of the data due to variations in illumination and a fixed pose by using a truncated series of spherical harmonics, generating a set of "harmonic images." The authors then show that the eigenspace decomposition of the entire data set (variations in illumination and pose) can be efficiently computed by applying Chang's eigenspace decomposition algorithm to the resulting set of harmonic images.
The contributions of the current work are threefold: First, we extend the analysis in [26] by showing that the set of (orthogonalized) harmonic images are very close approximations to the true eigenspace decomposition as computed using standard PCA techniques. Second, we provide an analysis of how effective the principal eigenimages computed assuming a single distant point light source are at recovering information from images of the object when multiple distant point light sources exist. Finally, we show that the principal components of the entire set of images (variations in illumination and pose) can be efficiently computed by projecting the set of harmonic images onto a Fourier basis using Chang's algorithm. The pose of the object can then be estimated using either PCA, FLDA, LPP, or OLPP, all of which require the principal components of the image data to be computed.
The remainder of this paper is organized as follows. In Section II, the fundamentals needed to apply an eigenspace decomposition to a related image data set are reviewed, much of which are discussed in [17] . Section II also gives a brief overview of PCA, FLDA, LPP, and OLPP, as well as eigenspace estimation and quality measures that can be used to evaluate two different subspaces [27] . In Section III, we give a brief introduction to spherical harmonics and discuss the problem of reducing the dimensionality of the image data in the illumination dimension. This section also presents an analysis on the effects that multiple illumination sources have when using a subspace generated assuming a single illumination source (SS). In Section IV, a brief overview of Chang's eigenspace decomposition algorithm is provided. We then use this to develop a computationally efficient algorithm for estimating the principal eigenimages of a data set due to variations in illumination and pose in Section V. Section VI provides an evaluation of the accuracy and computational expense associated with using the proposed algorithm as compared to the true eigenspace decomposition. Finally, some concluding remarks are provided in Section VII. This work considers grayscale images that are described by an h × v array of square pixels with intensity values normalized between zero and one (Table I) . Thus, an image is represented by a matrix X ∈ [0, 1] h×v . The image X is then "row scanned" to obtain the image vector f of length m = hv, i.e., f = vec(X T ) ∈ R hv×1 . The image data matrix of a set of images X 1 , . . . , X n is an m × n matrix X, where, typically, m > n with fixed n [17] .
In this paper, we consider sets of images of a known (rigid) object under different pose and illumination conditions. The objects are placed at the center of an illumination sphere, while the camera is moved to discrete locations on a line of constant colatitude. At each of the discrete locations, images of the object are captured under a dense but finite set of illumination conditions generated from a single distant point light source arriving from a distinct illumination direction. Under these Fig. 1 . Graphical depiction of the proposed method of acquiring images from a dense set of illumination conditions at each pose. The object is placed at the center of the illumination sphere with the camera moving along a line of constant colatitude. The black dots on the sphere represent different illumination directions. As the camera moves along the line of colatitude, an image of the object is captured under each of the distinct illumination conditions. conditions, the image vector can be parameterized by f = f (ξ i , r), where r ∈ {0, . . . , a − 1} represents the rth pose of the object and ξ i , i ∈ {0, . . . , b − 1}, is the unit vector pointing at the angle of colatitude β i ∈ (0, π), measured down from the upper pole, and the angle of longitude α i ∈ [0, 2π), which is the parameterization of the ith direction of the point light source at each pose. An example of this procedure is shown in Fig. 1 .
We define
as the set of images of an object under the illumination directions defined by ξ i at pose r. Using this notation, the image data matrix X can be constructed as
where the first b columns of X correspond to images of the object at a single pose under b different illumination conditions. The average image vector μ ∈ R m is then subtracted from the image data matrix X to generate the zero-mean image data matrixX, which has the interpretation of an "unbiased" image data matrix.
B. Pose Estimation via Classification
If we are interested in estimating the pose of the object from a new input image f new , the problem then becomes that of determining which of the sets I r the new input image belongs to. This can be formulated as a multiclass classification problem where the sets I r correspond to a single class and (in the current work) there are r = 0, . . . , a − 1 unique classes. One approach to solving this problem would be to simply use a nearest neighbor classifier in the image space. The new input image f new would be compared to each image in the learning setX, and classification can be carried out by finding the closest matching image in the image space. Unfortunately, this approach has several drawbacks in terms of computational expense, large storage requirements, and robustness to unknown imaging conditions. Several approaches have been developed to overcome these drawbacks, the three most popular of which are discussed in the following paragraphs.
1) PCA:
To overcome the computational expense and storage requirements associated with classifying a single image in the image space, techniques such as PCA can be used to reduce the dimensionality of the search space. PCA attempts to find a linear subspace that maximizes the variance between each image in the learning setX. The general problem is formulated as follows: Find the matrix U ∈ R m×k with u i orthonormal such that the determinant of U T S T U is maximized, where
T is referred to as the total scatter matrix. It can be shown that the matrix U that maximizes the determinant of U T S T U is the k eigenvectors of S T associated with the largest eigenvalues [1] . While PCA is useful for dimensionality reduction, it has been shown that discriminant analysis typically outperforms PCA when dealing with multiclass classification [8] , [28] [29] [30] .
2) Discriminant Analysis: An alternate approach to maximizing the total scatter of the learning samples is to use classspecific linear dimensionality reduction such as FLDA [7] , [8] . Unlike PCA, FLDA attempts to find a linear subspace that minimizes the within-class scatter while maximizing the betweenclass scatter. The idea is that the set of images I r lies close to a low-dimensional linear subspace and is therefore linearly separable [8] , [22] , [31] , [32] . Unfortunately, in most practical applications, n < m, which implies that the within-class scatter matrix is singular. To overcome this issue, the within-class scatter matrix is typically projected onto an intermediate subspace using PCA [8] , [28] .
3) LPP: Both PCA and FLDA attempt to find a linear subspace for dimensionality reduction using global information contained in the learning samples. LPP and OLPP, however, attempt to account for local structure as well. LPP is based on finding a subspace that preserves local distance in the image space by using the graph Laplacian [11] [12] [13] . Unfortunately, as with FLDA, singularities arise in the construction of the new basis vectors when n < m. Therefore, similar to FLDA, PCA is used by first projecting the learning samples onto the principal components [11] [12] [13] . It is important to note that all of these classification techniques require the computation of the principal components of the image data matrixX.
C. Eigenspace Estimation
One approach to computing the principal components of X is to utilize the singular-value decomposition (SVD). The thin SVD ofX is given byX = U ΣV T , where U ∈ R m×n is composed of the eigenvectors of the total scatter matrix S T . The columns of U , denoted u i , i = 1, . . . , n, are also referred to as the left singular vectors or the eigenimages of X. Unfortunately, most SVD algorithms require on the order of O(mn 2 ) operations to compute, which is computationally prohibitive when m and n are large. To avoid the direct computation of the principal components, several approaches have been proposed to estimate them based on either iterative power methods, conjugate gradient algorithms, eigenspace updating, or matrix subsampling [14] [15] [16] , [27] , [33] , [34] .
A fundamentally different approach to estimating the principal components was proposed by Chang et al. [17] , where the authors showed that, if the image data matrix was correlated in one dimension, then the right singular vectors are approximately spanned by a few low-frequency Fourier harmonics (refer to Section IV). In [18] [19] [20] [21] , several extensions to Chang's algorithm were developed to account for correlation in higher dimensions. The premise behind these extensions were to replace the Fourier harmonics with spherical harmonics and Wigner-D functions. Finally, in [26] , Hoover et al. present an efficient technique to compute the principal components of an image data set when variations in both illumination and pose exist. The technique is based on expanding the set of images of an object under a fixed pose and a wide range of illumination conditions (assuming a single distant point light source) into a series of spherical harmonics using the spherical harmonic transform (SHT). This expansion results in a set of harmonic images. Chang's algorithm can then be applied to the set of harmonic images to compute the eigenspace of the entire image data set (variations in both illumination and pose).
In the current work, we extend the results obtained in [26] by providing an analysis of why a low-dimensional set of harmonic images is sufficient to capture most of the variance of an image sequence generated from a fixed pose and a wide range of illumination conditions. We show that, after orthogonalization, the set of harmonic images are very good approximations to the first few eigenimages as computed by the direct SVD. We then extend this analysis by showing that the low-dimensional subspace computed for variations in illumination generated from a single illumination source is sufficient to recover a significant amount of information when the object is being illuminated by multiple illumination sources. In fact, it is shown that the major effect of multiple illumination sources is a higher probability that local specularities will be illuminated. We then show that the principal components of the entire data set can be estimated by applying Chang's algorithm to the resulting set of harmonic images. Classification can then be accomplished by applying any of the techniques described in Section II-B. Because we are estimating the principal components rather than explicitly computing them, two quality measures are defined in the next section to evaluate the accuracy of the estimates [27] . 
D. Quality Measures

1) Energy Recovery Ratio:
True and approximated eigenimages ofX can also be compared in terms of their capability of recovering the amount of the total energy inX. The "energy recovery ratio," denoted ρ, is defined as [17] 
Note that, if theũ i 's are orthonormal, ρ ≤ 1.
2 The quality measures used in this work are the same as those described in [21] .
2) SC:
True eigenimages give an optimum energy recovery ratio; therefore, it is possible that more estimated eigenimages are required to achieve the same energy recovery ratio. Thus, another measure used in this study is the degree to which estimated eigenimages span the subspace of the first k * true eigenimages. This measure is referred to as the subspace criterion (SC) given by
III. SPHERICAL HARMONICS
A. Introduction
Spherical harmonics have been applied to a variety of problems that arise on the surface of the unit sphere (denoted as the 2-sphere or S 2 ). They have been used for solving partial differential equations in spherical geometry for weather and climate models [35] , geophysics [36] , [37] , and quantum mechanics [38] , [39] , as well as a host of other related applications [40] . Over the last decade, spherical harmonics have been gaining popularity in the computer vision and computer graphics arena. Spherical harmonics have been applied to several computer vision applications with unknown lighting [24] , [25] , [41] [42] [43] , as well as 3-D model retrieval [44] , [45] , 3-D shape descriptors [46] , and pose estimation [18] [19] [20] [21] . Spherical harmonics have also been applied to rotation estimation and convolution of spherical images [47] .
Spherical harmonics, denoted Y p,q , are the angular solutions to Laplace's equation in spherical coordinates and have the factorization (5) where P p,q (cos(β)) is the associated Legendre polynomial of degree p and order q and κ p,q is a normalization constant, which is equal to
Using the aforementioned normalization, the spherical harmonics satisfy the condition
where the superscript * is the complex conjugate and δ ij is the Kronecker delta, i.e., they form an orthonormal basis for S 2 . As a result, any square integrable function
, where L 2 is the Hilbert space of square integrable functions, may be projected onto this basis as
with the expansion coefficients f p,q computed as
Unfortunately, computing the harmonic coefficients by evaluating the integrals in (9) is prohibitively expensive. In order to reduce this computational expense, the integrals in (9) need to be approximated by finite sums, and the development of a discrete SHT is needed. This topic has been addressed in various ways dating back to the 1800s [48] and is the subject of the next section.
B. Discrete SHT
In the development of a discrete SHT, a first step is deciding the best discretization of the sphere to define the sampling pattern. Three popular discretizations are commonly used when performing spectral analysis on the surface of the sphere. In [49] and [50] , Swarztrauber and Spotz proposed a method for computing the discrete SHT using the Gauss-Legendre tessellation, as well as an efficient method for computing the quadrature weights and points [51] . Alternatively, Driscoll and Healy [52] and Healy et al. [53] proposed a method for computing the discrete SHT using an equiangular grid of Chebyshev nodes. In [54] , Górski et al. propose the hierarchical equal-area isolatitude pixelization (HEALPix) which has the advantage that the samples have equal area weighting over S 2 , and as a result, they do not oversample the polar regions. In [55] , the authors compared the three tessellations and determined that, for the application of eigenspace decomposition, the HEALPix discretization performed the best in terms of angular resolution in sampling and estimation of the eigenspace. Therefore, in the current work, the HEALPix discretization is used to define the sampling pattern over S 2 . Using the HEALPix discretization, a real-valued bandlimited function f (ξ i ) whose domain is L 2 (S 2 ) can be represented by its discrete spherical harmonic expansion as
Recall that ξ i , i ∈ {0, . . . , b − 1}, is the unit vector pointing at the angle of colatitude β i ∈ (0, π), measured down from the upper pole, and the angle of longitude α i ∈ [0, 2π), which is the parameterization of the sphere in spherical coordinates. In (10), it is assumed that the signal power for p > p max is insignificant, and p max is chosen to prevent aliasing. The expansion coefficients are calculated using
where Y p,q (ξ i ) is the real-valued spherical harmonic defined by and is referred to as the zonal harmonic, the center plot is for q = p/2 and is referred to as a tesseral harmonic, and the right plot is for q = p and is referred to as a sectoral harmonic.
and P p,0 (x) = P p (x) is the Legendre polynomial of degree p with x = cos(β i ). In the development of the S 2 discrete SHT, real spherical harmonics are used because the functions that we are dealing with (namely, images) are real valued. Examples of the real spherical harmonics projected onto the sphere for p = 8 and three different values of q are shown in Fig. 2 .
C. Spherical Harmonic Images
In the context of the current work, the set of images of an object under variations in illumination conditions and constant pose can be considered to be a (multivalued) band-limited function defined on L 2 (S 2 ). If, however, we consider a single pixel of each image in the set I r and reparameterize f (ξ i ) and f p,q in (10), the discrete SHT can be constructed as 
Recall that {f (ξ i , r)|i = 0, . . . , b − 1} is the set I r which corresponds to images of the object under the illumination directions defined by ξ i at pose r. If all m pixels of this set are expanded using (14) , then f r p,q ∈ R m×1 represents a harmonic image of degree p and order q at pose r. Our goal is to verify that, for most objects, orthonormalizing the set of harmonic images provides a good approximation to the eigenimages as computed by using the SVD directly.
To illustrate this for a simple object, a set of images of a Lambertian sphere was collected under 768 different illumination directions defined by the HEALPix spherical discretization. The energy recovery ratio defined in (3) was then computed, and it was determined that the first five eigenimages are capable of recovering over 99.8% of the energy of the set of images. To understand why this is the case, the spherical harmonic power spectra f p,q were also computed for the Lambertian sphere, the results of which are shown in Fig. 3 . Fig. 3 . Spherical harmonic power spectra f p,q of the test sphere. As can be seen from the figure, most of the energy is concentrated around the lowfrequency spherical harmonics. Note that the value r in f p,q is omitted because the sphere looks the same from every pose.
Notice that the majority of the energy in the power spectra is concentrated around the low-frequency spherical harmonics (p ≤ 2), which implies that, for the Lambertian sphere, the set I r is extremely band limited. This further supports the claim that the set of images of an object under a constant pose and variation in illumination conditions can be well represented by a low-dimensional linear subspace [22] , [24] , [25] . Although images of a Lambertian sphere under illumination variation represent an admittedly ideal condition, in the next section, we show that arbitrary objects (non-Lambertian and nonconvex) are still well represented by a low-dimensional set of harmonic images.
D. SS
Prior to analyzing the effects of multiple illumination sources, we first consider the case where an arbitrary object is illuminated by a single distant point light source. Our goal is to verify that, for most objects, orthonormalizing the set of harmonic images provides a good approximation to the eigenimages as computed by using the SVD directly.
To illustrate this, computer-aided design (CAD)-generated ray-traced images of 20 different objects of varying surface material properties were captured from 90 different poses and 48 different light source directions at each pose. An example image of each object is shown in Fig. 4 (the CAD models were provided by Legaz [56] ). For each of the 90 different poses, the harmonic transform in (14) was used to reduce the dimensionality of the data from 48 images to 9, 16, 25, and 36 harmonic images, i.e., p = 2, 3, 4, and 5, respectively. The harmonic images were then orthonormalized, and the energy recovery ratio defined in (3) was used to compute how much energy each of the four subspaces is capable of recovering at each pose. The minimum amount of energy recovered across all 90 poses for all 20 objects is shown in Fig. 5 . Notice that, with the exception of objects 17, 18, and 20, over 95% of the energy is recovered by the 9-D subspace for all 90 poses. Furthermore, adding additional harmonic images does not significantly increase the amount of energy recovered. To evaluate how well the low-dimensional set of orthonormal- Fig. 4 . Ray-traced CAD models courtesy of Legaz [56] . Each object is sampled, as discussed in Section II, at a resolution of 128 × 128. The objects are ordered from left to right and then top to bottom. shows the average difference between the energy recovered by the true eigenimages and the harmonic images across all 90 poses. As can be seen from the figure, again, with the exception of objects 17, 18, and 20, there is less than 1% difference in energy recovered by the true eigenimages versus the harmonic images as computed using (14) .
Finally, the SC defined in (4) was used to evaluate how well the 9-D subspace computed using the orthonormalized harmonic images spans the subspace constructed from the first nine eigenimages as computed by the SVD. Fig. 7 shows 1 − SC averaged across all 90 poses for each of the 20 objects in Fig. 4 . As can be seen from the figure, the harmonic images span over 85% of the same space as the first nine true eigenimages.
It is important to note that we lose very little information about the image data by truncating the SHT. Instead, we have performed a change of basis that effectively condenses the information in each of the sets I r , allowing us to reduce the dimension of the space due to variations in illumination. At this point, we could simply perform an SVD on the remaining set of harmonic images and obtain very close approximations to the principal eigenimages of the original setX. However, as we show in Section IV, the dimensionality of the data can be further reduced by performing another change of basis on the harmonic images when a change in pose is considered.
E. Multiple Illumination Sources
We now turn our attention to an investigation of variation due to multiple distant point light sources and fixed pose. For this evaluation, images of each of the objects in Fig. 4 were captured from 10 different poses and 48 different illumination conditions at each pose. The 48 different illumination conditions first consisted of an SS, then two illumination sources (DS), and finally three illumination sources (TS). The procedure for capturing images of the object under different illumination conditions using multiple illumination sources is as follows: First, TS were placed at random locations around the sphere. With the camera stationary, the first source was illuminated, while the other two were not, and an image of the object was captured. The second illumination source was then also illuminated, and Fig. 8 . Distribution of the energy recovery for (top) two and (bottom) TS. The box represents the interquartile region with the bar representing the median of the data when only an SS is present. The plus signs represent outliers in the data, and the circles represent the median energy recovery when only an SS is considered. The basis used for recovery was computed from the orthonormalized harmonic images using the first nine harmonics with a single illumination direction.
a second image of the object was captured. Finally, the third illumination source was illuminated, and the final image was captured. This process is repeated 48 times at each of the ten poses. We then used the sampling procedure shown in Fig. 1 at each of the ten poses and computed the 9-D set of harmonic images using (14) for each pose. Each set of harmonic images was then orthonormalized. Our interest is in how effective this subspace is at recovering information from an image data set of the object from the same pose but significantly different illumination directions/conditions. To this end, we used the energy recovery ratio defined in (3) to compute how much of the total energy could be recovered for each of the three sets of image data (SS, DS, and TS). The results are shown in Fig. 8 . The top plot in Fig. 8 shows the distributions of the energy recovered for each of the 20 objects across all ten poses when DS are present, and the bottom plot shows the same distribution when TS are present. One thing to notice from the figure is that, even though the median energy recovered for a single source is typically higher than that of multiple sources, for most of the objects, it is only slightly higher. Furthermore, with the exception of objects 17 and 20, the distributions remain fairly tight across all ten poses.
Some of the reasons for the drop in energy recovered when there are multiple illumination sources become clear when examining Fig. 9 . The top row in Fig. 9 shows how well the lowdimensional subspace computed from an SS can reconstruct an image of object 1 in Fig. 4 under random illumination directions from TS. The first image in the top row shows the image to be reconstructed, while the remaining images in the top row show the absolute difference between the reconstructed image and the original image. As can be seen from the figure, the major sources of reconstruction error using the 9-D subspace are from specularities in local regions of the object. Notice that, for object 1 under the current viewing conditions (both viewing direction and illumination), very few local specular spikes exist. As a result, the reconstruction appears to be fairly accurate. Fig. 9 . Reconstruction error of a single image of (top) object 1 and (bottom) object 20 from Fig. 4 under three different illumination sources. The basis images used for reconstruction were computed using the SHT of the images generated assuming an SS and the HEALPix distribution. The first image in each pair is the original image. The remaining images show the absolute difference between the reconstructed image and the original image.
The second sequence of images is that of object 20 from Fig. 4 . The bottom row provides the analogous information for object 20 from Fig. 4 ; however, as can be seen from the figure, for this object, the local specular regions are much larger. As a result, the low-dimensional subspace has difficulty recovering the specular spikes. Furthermore, there does not appear to be a significant improvement in reconstruction when more than a 5-D subspace is used, i.e., the reconstruction error changes very little when the subspace used for reconstruction increases beyond five dimensions. This shows that one of the major effects of illuminating object 20 from multiple directions is that there is an increased probability that several of the local specularities will be illuminated in a single image. The effect of cast and attached shadows, however, is reduced due to multiple illumination sources. This result can be deduced from the fact that the probability that the shadow from an SS will be illuminated by another illumination source is significantly increased. This suggests that recognition and pose estimation of largely diffuse objects with complex geometry may actually benefit when multiple illumination sources are present; however, this is not analyzed in this paper.
To evaluate quantitatively how well the 9-D subspace is capable of reconstructing each of the 480 (10 poses and 48 illumination directions at each pose) test images for each object in Fig. 4 , an alternate metric is used. If each of the row-scanned images f inX is treated as a single point in an m-dimensional space, then the Euclidean norm between the true image f t and the reconstructed image f r provides a metric for determining how good the image reconstruction is using the low-dimensional subspace. Fig. 10 shows the distribution of f t − f r 2 for all 480 test images under all three illumination conditions (SS, DS, and TS). One item of interest in Fig. 10 is that the median reconstruction error is very similar regardless of how many illumination sources are present; however, the distribution of the reconstruction error is much larger when multiple sources are present. This, again, implies that there is a higher probability of illuminating a local specular region when more than one illumination source is present.
The aforementioned analysis verifies both qualitatively and quantitatively that the dimensionality of the data due to variations in illumination and constant pose can be reduced by using the discrete SHT. We now turn our attention to dimensionality due to a change in pose. The first step toward this goal is to discuss one of the fastest known algorithms for computing the eigenspace decomposition of a one-dimensionally correlated set of images under constant illumination conditions. This is the subject of the next section. 
IV. OVERVIEW OF CHANG's ALGORITHM
A. Introduction
This section provides an overview of one of the fastest known algorithms for estimating the first k eigenimages of an image data set generated due to variations in pose under nonvarying illumination conditions, the details of which can be found in [17] . Consider capturing images of the object, as discussed in Section II, under constant illumination conditions. Capturing images in this manner results in a one-dimensionally correlated image data matrix X. Consider the special case where the image data matrix X is constructed such that the image f i+1 is obtained from f i by a planar rotation of 2π/n; then, the correlation matrix X T X is given by
It can be shown [17] that X T X is a circulant matrix with circularly symmetric rows. For this special case, the eigendecomposition of X T X is given by the discrete Fourier transform (DFT), i.e.,
where D is the n × n matrix given by
and H is the real DFT matrix defined as
with c k = cos(2πk/n) and s k = sin(2πk/n). Using the aforementioned development, an unordered SVD of X can be obtained for this special case by letting V = H, i.e., the right singular vectors of X in this case are given by pure sinusoids of frequencies that are multiples of 2π/n rad. The left singular vectors (eigenimages) can then be obtained by computing XH = U Σ, which can be computed efficiently using fast Fourier transform (FFT) techniques [17] .
B. Chang's Eigendecomposition Algorithm
While the aforementioned analysis does not hold for arbitrary image data sets, it has been shown in [17] that the analytical expressions for planar rotations serve as a good approximation for the eigendecomposition of image data sets correlated in one dimension. In general, for image sequences correlated in one dimension, the following two properties can be observed [17] , [27] .
1) The right singular vectors of X are well approximated by sinusoids of frequencies that are multiples of 2π/n rad, and the power spectra of the right singular vectors consist of a narrow band around the corresponding dominant harmonics. 2) The dominant frequencies of the power spectra of the (ordered) singular vectors increase approximately linearly with their index. These two properties indicate that the right singular vectors of an image data set correlated in one dimension are approximately spanned by the first few low-frequency harmonics. Therefore, by projecting the image data set X onto these first few low-frequency harmonics and computing the eigendecomposition in the spectral domain, the computational expense associated with computing the SVD can be significantly reduced.
Chang's algorithm makes use of the aforementioned two properties to estimate the subspace dimension k as well as the principal eigenimagesŨ k of the image data matrix X to obtain a desired energy recovery ratio. It was shown in [17] that, if the power spectra of the first j right singular vectors of X are restricted to the band [0, 2πj/n], then for ρ(X T , H j ) ≥ E, the quantity ρ(X,Ũ k ) will exceed E for some k ≤ j, where H j is the matrix containing the first j columns of H and E is a userspecified value. This inequality shows that the energy recovery ratio as computed using the first few low-frequency harmonics of H provides a lower bound on the energy recovery ratio as computed using the estimated eigenimages. Furthermore, this bound is shown to be extremely tight in most cases [17] , with a tight upper bound given by the energy recovery ratio as computed by the "true" eigenimages. In other words, the first k estimated eigenimagesŨ k of the matrix product XH j are shown to be very good estimates of U k .
V. FAST EIGENSPACE DECOMPOSITION ALGORITHM
A. Algorithm Development
Our objective is to estimate the first k principal eigenimages U k ofX such that ρ(X,Ũ k ) ≥ E, where E is the user-specified energy recovery ratio. To this end, we make use of two observations; the first is that reducing the dimensionality of the data due to a change in illumination can be efficiently done using the analysis provided in Section III, resulting in a set of harmonic images f r p,q at each pose. Note that each harmonic image corresponds to a spherical harmonic of degree p and order q at each of the a poses. Therefore, each set of harmonic images corresponding to a given value of p and q across all r can be concatenated to form the matrix
Furthermore, because the harmonic expansion is truncated, there will be nine such matrices in total, with each of size R m×a . Each of the nine matrices in (19) now only contains variations due to a change in pose for a given spherical harmonic coefficient and thus is correlated in a single dimension. Therefore, the second observation that can be made is that the dimensionality of the data due to a change in orientation can be reduced by applying the results observed by Chang et al. to each of the nine matricesX p,q . In other words, we can assume that the right singular vectors ofX p,q are well approximated by a few low-frequency Fourier harmonics, and the FFT can be used to determine ρ(X T p,q , H j i ) ≥ E o for each of the nine p, q combinations, where E o is a user-specified value for the energy recovery along the orientation (pose) dimension for each of the nine harmonics. Notice that j i , i = 1, 2, . . . , 9, corresponds to the number of Fourier harmonics required for the ith (p, q) combination to achieve the user-specified energy recovery ratio
denote the matrixX p,q H j i ∈ R m×j i for each (p, q) combination, and construct the reduced order matrix
that effectively recombines the image data due to variations in both illumination and pose into a single matrix. The entire algorithm is summarized as follows: (20) . Note that the matrices Z p,q j i can be efficiently computed using the FFT. 5) Compute the SVD ofX =ŨSṼ . 6) Return ρ(X,Ũ k ) ≥ E, where E is the user-specified energy recovery ratio.
B. Algorithm Discussion
The aforementioned algorithm takes advantage of the fact that most SVD algorithms require O(mn 2 ) operations to compute the full SVD ofX; this is computationally prohibitive when n is large (which is the case when we consider variations in both illumination and pose). Therefore, using the analysis provided in Section III, the dimensionality of the data due to a change in illumination conditions can be efficiently reduced by doing a change of basis using the discrete SHT defined in (14) to obtain the matricesX p,q . Each of the matricesX p,q now only contains variation due to a change in pose for each p, q combination. Therefore, another change of basis is performed on each of the matricesX p,q by using the FFT. Based on the observations made in [17] , using the Fourier basis, only a few low-frequency Fourier harmonics are required to account for most of the information inX p,q . Therefore, the matrices Z p,q j i are constructed by truncating the FFT after a user-specified amount of energy is recovered.
At this point, it is important to note that, for most objects, we will have lost very little information by performing the two changes of basis. Therefore, we construct the matrixX and compute SVD(X) to obtain the principal componentsŨ k which result in excellent estimates of U k . The computational expense associated with the computation ofX scales to O(mc 2 ), where c is the number of columns inX and has an upper bound of 9a = 810, which is significantly less than the n = 4320 columns contained inX. 3 
VI. EXPERIMENTAL RESULTS
A. Test Data
The proposed algorithm detailed in Section V was tested on each of the objects in Fig. 4 . Recall that each of the objects was sampled at a resolution of 128 × 128 from 90 different poses under 48 different light source locations at each pose. To accurately represent real objects using CAD models, the reflectance model used accounts for material properties, such as surface roughness and surface hardness, and incorporates a mix of diffuse and specular reflection using the Cook-Torrance reflectance model [57] . The mean image was then subtracted to construct the image data matrixX. The parameters used in the algorithm were E o = 0.95 for the orientation reduction and E = 0.8 for the total energy recovered. The true SVD of the Fig. 11 . SC as a function of the subspace dimension k averaged across all objects in Fig. 4 .
image data matrixX was also computed using MATLAB for comparison. The quality measures outlined in Section II were used to evaluate the accuracy of the estimated subspace. Table II shows the required subspace dimension k and the time required to estimate the first k left singular vectorsŨ k for each object in Fig. 4 to meet the user-specified energy recovery ratio E = 0.8. This result is compared to the true SVD as computed by MATLAB. As is apparent from the table, using the proposed algorithm, the left singular vectorsŨ k are very good estimates of U k at significant computational savings. Table II also shows the column dimension ofX in step 5 of the proposed algorithm. Note that, for the current test data, the number of columns inX is 4320, whereas for all 20 objects in Fig. 4 , the number of columns inX never exceeds 576, thus resulting in significant computational savings. Fig. 11 shows the SC as a function of the subspace dimension k averaged across all objects in Fig. 4 . As can be seen from the figure, the estimated left singular vectorsŨ k computed by Fig. 12 . Difference in energy recovered by the true SVD and the proposed algorithm for all objects in Fig. 4 . The subspace dimension used for the calculation is listed in column 2 in Table II. the proposed algorithm are very good approximations to the true left singular vectors as computed by the direct SVD in terms of spanning the same subspace asX. Fig. 12 shows the difference in energy recovered by the true SVD and the proposed algorithm for all objects in Fig. 4 . As can be seen from the figure, with the exception of objects 17 and 20, there is less than 0.25% difference in how much energy the proposed algorithm is capable of recovering compared to the true SVD. The subspace dimension used for the energy calculation is outlined in column 2 in Table II . As is apparent from Table II and Figs. 11 and 12 , the estimatesŨ k using the proposed algorithm are very good approximations to the left singular vectors U k at significant computational savings.
B. Performance and Computational Savings
VII. DISCUSSION
This paper has presented an algorithm to efficiently estimate the eigenspace decomposition of an image data set generated due to a change in both illumination and pose. The algorithm is based on using the SHT to reduce the dimensionality of the data due to a change in illumination conditions, generating a set of harmonic images. It was shown that, after orthogonalization, the set of harmonic images are very good approximations to the true eigenimages as computed using the SVD. It was then shown that the harmonic images can be projected onto a few low-frequency Fourier harmonics for data reduction due to a change in pose. The algorithm was tested on several objects under a wide range of illumination conditions and different orientations. In addition to significant computational savings as compared to directly calculating the SVD, it has been shown that the estimated eigenimages are very close to the true eigenimages. This was true even for the case of multiple illumination sources. Finally, the proposed approach has the additional advantage of reduced memory storage requirements.
