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We introduce an iterative method for finding a common element of the set of solutions of
equilibrium problems, the set of solutions of variational inequality problems, and the set of fixed
points of finite many nonexpansive mappings. We prove strong convergence of the iterative
sequence generated by the proposed iterative algorithm to the unique solution of a variational
inequality, which is the optimality condition for the minimization problem.
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1. Introduction
LetH be a real Hilbert space with inner product 〈 · , · 〉 and norm ‖ · ‖, respectively. Suppose
that C is nonempty, closed convex subset of H and F is a bifunction from C × C to R, where
R is the set of real number. The equilibrium problem is to find a x ∈ C such that
Fx, y ≥ 0, ∀y ∈ C. 1.1
The set of such solutions is denoted by EPf. Numerous problems in physics, optimization,
and economics reduce to find a solution of equilibrium problem. Some methods have been
proposed to solve the equilibrium problems in Hilbert space, see, for instance, Blum and
Oettli 1, Combettes and Hirstoaga 2, and Moudafi 3.
A mapping A : C → H is called monotone if 〈Au −Av, u − v〉 ≥ 0. A is called relaxed
u, v-cocoercive, if there exist constants u > 0 and v > 0 such that
〈Ax −Ay, x − y〉 ≥ −u‖Ax −Ay‖2  v‖x − y‖2, ∀x, y ∈ C, 1.2
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when u  0, A is called v-strong monotone; when v  0, A is called relaxed u-cocoercive.
Let A : C → H be a monotone operator, the variational inequality problem is to find a point
u ∈ C, such that
〈Au, v − u〉 ≥ 0, ∀v ∈ C. 1.3
The set of solutions of variational inequality problem is denoted by VIC,A. The variational
inequality problem has been extensively studied in literatures, see, for example, 4, 5 and
references therein.
Let B be a strong positive bounded linear operator on H with coeﬃcient γ , that is,
there exists a constant γ > 0 such that 〈Bx, x〉 ≥ γ‖x‖2, for allx ∈ H. A typical problem is to
minimize a quadratic function over the set of the fixed points of a nonexpansive mapping on
a real Hilbert spaceH:
min
x∈FT
〈Ax, x〉 − 〈x, b〉, 1.4
where T is a nonexpansive mapping onH and b is a point onH.
Amapping T fromC into itself is called nonexpansive, if ‖Tx−Ty‖ ≤ ‖x−y‖, ∀x, y ∈ C.
The set of fixed points of T is denoted by FT. Let {Ti}Ni1 be a finite family of nonexpansive
mappings and F 
⋂N
i1FTi/∅, define the mappings






















where {λn,i}Ni1 ⊂ 0, 1 for all n ≥ 1. Such a mapping Wn is called W-mapping generated by
T1, T2, . . . , TN and {λn,i}Ni1. We know thatWn is nonexpansive and FWn 
⋂N
i1FTi, see 6.
Let S : C → C be a nonexpansive mapping and f : C → C is a contractive with










They proved that {xn} converges strongly to z  PFSI −Bγfz, where PFS is the metric
projection fromH onto FS.
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They proved that if the sequences {αn} and {rn} satisfy some appropriate conditions, then
sequence {xn} convergence to the unique solution z of the variational inequality
〈
B − γfz, x − z〉 ≥ 0, ∀x ∈ FS ∩ EPF. 1.8
Motivated by 8, Colao et al. 9 introduced an iterative method for equilibrium problem









y − un, un − xn











and proved that {xn} converges strongly to a point x∗ ∈ F ∩ EPF and x∗ also solves the
variational inequality 1.8. For equilibrium problems, also see 10, 11.
On the other hand, let A : C → C be a α-cocoercive mapping, for finding common
element of the solution of variational inequality problems and the set of fixed point of
nonexpansive mappings, Takahashi and Toyoda 12 introduced iterative scheme









They proved that {xn} converges weakly to z ∈ FS ∩ VIC,A. Inspired by 1.10 and 13,












and proved that {xn} converges strongly to z ∈ FS ∩ VIC,A. By combining viscosity
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and studied the strong convergence of sequence {xn} generated by 1.12. Motivated by 1.6,




















and established a strong convergence theorem of {xn} to an element of
⋂N
i1FTi ∩ VIC,A.





y − un, un − xn
〉 ≥ 0, ∀y ∈ C,























where Wn is defined by 1.5, A is u, v-cocoercive, and B is a bounded linear operator. We
should show that the sequences {xn} converge strongly to an element of
⋂N
i1FTi∩VIC,A∩
EPF. Our result extends the corresponding results of Qin et al. 16 and Colao et al. 9, and
many others.
2. Preliminaries
LetH be a real Hilbert space and C a nonempty, closed convex subset ofH. We denote strong
convergence of {xn} to x by xn → x and weak convergence by xn ⇀ x. Let PC : C → H
is a mapping such that for every point x ∈ H, there exists a unique PCx ∈ C satisfying
‖x − PCx‖ ≤ ‖x − y‖, for all y ∈ C. PC is called the metric projection ofH onto C. It is known
that PC is a nonexpansive mapping fromH onto C. It is also known that PCx ∈ C and
〈
x − PCx, PCx − y
〉 ≥ 0, ∀x ∈ H, y ∈ C, 2.1
〈
x − y, Pcx − PCy
〉 ≥ ∥∥PCx − PCy
∥
∥2, ∀x, y ∈ H. 2.2
Let A : C → H be a monotone mapping of C into H, then u ∈ VIC,A if and only if
u  PCu − λAu, for allλ > 0. The following result is useful in the rest of this paper.





an  δn, ∀n ≥ 0, 2.3




2 lim supn→∞δn/αn ≤ 0 or
∑∞
n0|δn| < ∞.
Then, limn→∞an  0.
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Lemma 2.2 see 18. Let {xn}, {un} be bounded sequences in Banach space E satisfying xn1 
τnxn 1− τnun for alln ≥ 0 and lim infn→∞‖un1 −un‖−‖xn1 −xn‖ ≤ 0. Let τn be a sequence
in 0, 1 with 0 < lim infn→∞τn ≤ lim supn→∞τn < 1. Then, limn→∞‖xn − un‖  0.
Lemma 2.3. For all x, y ∈ H, there holds the inequality
‖x  y‖ ≤ ‖x‖2  2〈y, x  y〉. 2.4
Lemma 2.4 see 7. Assume that A is a strong positive linear bounded operator on a Hilbert space
H with coeﬃcient γ > 0 and 0 < ρ ≤ ‖A‖−1. Then ‖I − ρA‖ ≤ 1 − ργ .
For solving the equilibrium problem for a bifunction F : C × C → R, we assume that
F satisfies the following conditions:
A1 Fx, x  0 for all x ∈ C;
A2 F is monotone: Fx, y  Fy, x ≤ 0 for all x, y ∈ C;
A3 for all x, y, z ∈ C, lim supt↓0Ftz  1 − tx, y ≤ Fx, y;
A4 for all x ∈ C, Fx, ·  is convex and lower semicontinuous.
The following result is in Blum and Oettli 1.
Lemma 2.5 see 1. Let C be a nonempty closed convex subset of a Hilbert space E, let F be a





〈y − z, z − x〉 ≥ 0, ∀y ∈ C. 2.5
We also know the following lemmas.
Lemma 2.6 see 19. Let C be a nonempty closed convex subset of Hilbert space H, let F be a
bifunction from C × C to R satisfying (A1)–(A4), let r > 0, and let x ∈ H, define a mapping Tr :
H → C as follows:
Trx 
{
z ∈ C : Fz, y  1
r
〈y − z, z − x〉 ≥ 0, ∀y ∈ C
}
, 2.6
for all x ∈ H. Then, the following holds:
1 Tr is single-valued;




∥2 ≤ 〈Trx − Try, x − y
〉
; 2.7
3 FTr  EPF;
4 EPF is closed and convex.
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A monotone operator T : H → 2H is said to be maximal monotone if its graph GT 
{u, v : v ∈ Tu} is not properly contained in the graph of any other monotone operators. Let
A be a monotone mapping of C into H and let NCv be the normal cone for C at a point
v ∈ C, that is
NCv 
{






Av NCv, v ∈ C,
∅, v /∈C.
2.9
It is known that in this case T is maximal monotone, and 0 ∈ Tv if and only if v ∈ VIC,A.
3. Strong Convergence Theorem
Theorem 3.1. LetH be a real Hilbert space and C be a nonempty closed convex subset ofH. {Ti}Ni1
a finite family of nonexpansive mappings from C into itself and F : C×C → R a bifunction satisfying
(A1)–(A4). Let A : C → H be relaxed u, v-cocoercive and μ-Lipschitzian. Let f : C → C be an
α-contraction with 0 ≤ α < 1 and B a strong positive linear bounded operator with coeﬃcient γ > 0,
γ is a constant with 0 < γ < γ/α. Let sequences {αn}, {bn} be in 0, 1 and {rn} be in 0,∞, β is a
constant in 0, 1. Assume C0 
⋂N
i1FTi ∩ VIC,A ∩ EPF/∅ and
i limn→∞αn  0,
∑∞
n1αn  ∞;
ii limn→∞|rn1 − rn|  0, lim infn→∞rn > 0;
iii {sn}, {tn} ∈ a, b for some a, b with 0 ≤ a ≤ b ≤ 2v−uμ2/μ2 and limn→∞|sn1−sn| 
limn→∞|tn1 − tn|  0;
iv limn→∞|λn1 − λn|  limn→∞|bn1 − bn|  0.
Then the sequence {xn} generated by 1.14 converges strongly to x∗ ∈ C0 and x∗ solves the
variational inequality x∗  PC0I − B − γfx∗, that is,
〈
γfx∗ − Bx∗, x − x∗〉 ≤ 0, ∀x ∈ C0. 3.1
Proof. Without loss of generality, we can assume αn ≤ 1 − β‖B‖−1. Then from Lemma 2.4 we
know
∥
∥1 − βI − αnB
∥















 1 − β − αnγ. 3.2
Since A is relaxed u, v-cocoercive and μ-Lipschitzian and iii holds, we know from 14




















∥ ≤ ‖x − y‖.
3.3
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We divide the proof into several steps.
Step 1. {xn} is bounded.









∥ ≤ ∥∥xn − p
∥
∥. 3.4

























































































































) − f(p)∥∥  αn
∥







































































hence {xn} is bounded, so is {un}, {yn}.
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Step 2. limn→∞‖xn1 − xn‖  0.





























































































































































Next we estimate ‖Wn1PCyn1−tn1Ayn1−Wn1PCyn−tn1Ayn‖, ‖Wn1PCyn−tn1Ayn−
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y − un, un − xn









y − un1, un1 − xn1
〉 ≥ 0, ∀y ∈ C.
3.15



















un − un1, un1 − xn1
〉 ≥ 0.
3.16
Adding both inequality, by A2 we have
〈
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therefore, we have
〈






















































































































































































































































































































∥ − ∥∥xn1 − xn
∥
∥
) ≤ 0. 3.25








1 − β∥∥xn − zn
∥
∥  0. 3.26
Step 3. limn→∞‖Ayn −Ap‖  limn→∞‖Aun −Ap‖  0 for p ∈ C0.


























































































































































∥2 ≤ ∥∥yn − p
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) − BWnvn, xn1 − p
〉









) − BWnvn, xn1 − p〉
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≤ ∥∥xn − p
∥
∥2  1 − β
(
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∥xn − xn1  xn1 − p
∥









xn − xn1, xn1 − p
〉
 2αnM1
















∥  0. 3.33
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∥





















∥  0. 3.39
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∥  0, 3.46
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∥2 ≤ ∥∥xn − p
∥
∥2 − ∥∥un − xn
∥
∥2, 3.49
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∥2  1 − β(∥∥xn − p
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 21 − β∥∥vn − un
∥













































































































∥  0. 3.55






















∥  0. 3.57
Step 5. lim supn→∞〈γfx∗−Bx∗, xn1−x∗〉 ≤ 0, where x∗ is the unique solution of variational
inequality 〈γfx∗ − Bx∗, x − x∗〉 ≤ 0, for allx ∈ C0.















) − Bx∗, xnj − x∗
〉
. 3.58
Since {xn} is bounded, without loss of generality, we assume {xnj} itself converges weakly to
a point p. We should prove p ∈ C0 
⋂N






Av NCv, v ∈ C,
∅, v /∈C,
3.59
with the same argument as used in 14, we can derive p ∈ T−10, since T is maximalmonotone,
we know p ∈ VIC,A.




y − un, un − xn












Condition A4 implies that F is weakly semicontinuous, then from 3.52 and let j → ∞we
have
Fy, p ≤ 0, ∀y ∈ C. 3.62









 1 − tF(yt, p
) ≤ tF(yt, y
)
. 3.63
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Divide by t in both side yields Fty  1 − tp, y ≥ 0, let t → 0, by A3 we conclude
Fp, y ≥ 0, for ally ∈ C. Therefore, p ∈ EPF.
Finally, from ‖xn − vn‖ → 0 we know that vnj ⇀ p j → ∞. Assume p /∈
⋂N
i1FTi,























































) − Bx∗, p − x∗〉 ≤ 0.
3.65
Step 6. The sequence {xn} converges strongly to x∗.
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Since from condition i we have
∑∞





1 − β‖xn − x
∗‖2  2〈γfx∗ − Bx∗, xn1 − x∗
〉 ≤ 0, 3.68
so, by Lemma 2.1, we conclude ‖xn → x∗‖. This completes the proof.
Putting F ≡ 0 and bn  β  0 for all n ≥ 1 in Theorem 3.1, we obtain the following
corollary.
Corollary 3.2. LetH be a real Hilbert space andC be a nonempty closed convex subset ofH. {Ti}Ni1 a
finite family of nonexpansive mappings fromC into itself. LetA : C → H be relaxed u, v-cocoercive
and μ-Lipschitzian. Let f : C → C be an α-contraction with 0 ≤ α < 1 and B a strong positive linear
bounded operator with coeﬃcient γ > 0, γ be a constant with 0 < γ < γ/α. Let sequences {αn}, {bn}
in 0, 1 and β be a constant in 0, 1. Assume C0 
⋂N
i1FTi ∩ VIC,A/∅ and
i limn→∞αn  0,
∑∞
n1αn  ∞;
ii {sn}, {tn} ∈ a, b for some a, b with 0 ≤ a ≤ b ≤ 2v − uμ2/μ2 and limn→∞|sn1 −
sn|  limn→∞|tn1 − tn|  0;
iii limn→∞|λn1 − λn|  0.
Then the sequence {xn} generated by x1 ∈ C and























converges strongly to x∗ ∈ C0 and x∗ solves the variational inequality x∗  PC0I − B − γfx∗, that
is,
〈
γfx∗ − Bx∗, x − x∗〉 ≤ 0, ∀x ∈ C0. 3.70
Putting PCI − snA  PCI − tnA  I and N  1, T1  S, β  bn  0 in Theorem 3.1,
we obtain the following corollary.
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Corollary 3.3. Let H be a real Hilbert space and C be a nonempty closed convex subset of H. S a
finite family of nonexpansive mappings from C into itself and F : C × C → R a bifunction satisfying
(A1)–(A4). Let f : C → C be an α-contraction with 0 ≤ α < 1 and B a strong positive linear bounded
operator with coeﬃcient γ > 0, γ is a constant with 0 < γ < γ/α. Let sequences {αn}, {bn} in 0, 1
and {rn} in 0,∞. Assume C0  FS ∩ EPF/∅ and
i limn→∞αn  0,
∑∞
n1αn  ∞;
ii limn→∞|rn1 − rn|  0, lim infn→∞rn > 0.









y − un, un − xn











converges strongly to x∗ ∈ C0 and x∗ solves the variational inequality x∗  PC0I − B − γfx∗, that
is,
〈
γfx∗ − Bx∗, x − x∗〉 ≤ 0, ∀x ∈ C0. 3.72
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