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第 1章 
緒論 
 
 
 
 
 
 近年，対話ロボットやその利活用に関する研究がおこなわれている．対話ロ
ボットの用途は大きく 2種類に分類できる．[1] 
(1) 観光案内など特定のタスク達成を目的としたタスク指向型コミュニケー
ション 
(2) 達成すべきタスクを持たず，雑談などの対話自体を目的とした非タスク
指向型コミュニケーション 
(1)の例として，翠ら[2]は音声対話により誰にでも使いやすい，ユーザフレン
ドリーな情報案内ロボットの開発をおこなっている．駒谷ら[3]はバス運行情報
案内システムを開発している．システムはユーザへ質問をすることで乗車，降
車場所など検索に必要な情報を取得し，適切なバス案内をおこなう． 
(2)の例として，小林ら[4]は高齢者の“話し相手”となる高齢者対話インタフ
ェースの研究開発に取り組んでいる．近年は超高齢社会と呼ばれるように，高
齢者の人口が急速に増加しており孤独死や認知症治療などが問題となっている．
介護コミュニケーションが認知症予防に有効であるが，人材不足のため十分な
会話コミュニケーションをおこなうことができない．そのような実態からユー
ザの話し相手となる対話システムの研究が進められている．[5] [6] [7] 
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対話ロボットには重要な機能の一部として以下のものがある． 
(A) 親近感の醸成 
(B) 人の発話意図を適切に認識 
 
 (A)について，Bickmore ら[8]は不動産売買の対話システムにおいて親近感の
向上が売買成立を成立させやすい状態にすると述べている．そのためタスク型
コミュニケーションにおいてユーザへ情報の勧誘[9]や推薦[10] [11] [12]，質問
[13] [14]をおこなうシステムではタスク達成のために重要である．また，
Bickmore ら[15]は FitTrack という体調管理システムにおいて，挨拶などの社
会的対話により親近感を高めることが，システムの継続使用に有効と示してい
る．そのため，長期の話し相手を求められる非タスク型コミュニケーションに
おいても親近感の醸成は重要である． 
人はコミュニケーションにおいて，触覚インタラクションを親密感の醸成に
用いている[16]．触覚インタラクションとは“握手”や“肩をたたく”など身体
接触によるインタラクションのことである．触覚インタラクション機能を持っ
たロボットにはアザラシ型ロボットのパロ[17]や AIBO[18]がある．パロは高齢
者を対象としたコミュニケーション実験[19][20][21]において，ユーザから愛着
を持たれ，触れ合いを通じて気分の向上やうつ状態の改善，ストレス低減など
の効果をもたらした．対話ロボットにおいても触覚インタラクションを取り入
れることで親近感や情緒面でプラスの影響を与え，タスク達成やコミュニケー
ションの継続に効果があると考える． 
光永ら[22]は接触機能を備えた対話ロボット Robovie-Ⅳを開発している．こ
のロボットでは音声入力のほかに，接触センサの入力をもとにコミュニケーシ
ョンを開始したり対話を進めることができる．このロボットは音声入力のみ，
接触センサの入力のみから応答を決定することが可能だが，音声と接触センサ
の入力の組み合わせは考慮されていない． 
対話における触覚インタラクションを考えた場合，ユーザの触覚インタラク
ションと音声応答の組み合わせからきめ細かな条件に合わせた適切な応答が出
来ると考える．例えば，ロボットが握手を要求し，接触センサに入力がなく，
かつ「いいよ」との肯定的な音声入力があった場合を考える．接触センサと音
第 1章 緒論 
3 
 
声入力の組み合わせを考慮すれば肯定的な音声応答により要求に答えようとし
たことに対し感謝を述べることが出来る．しかし，接触センサのみでは肯定的
な音声入力に対する感謝を述べることはできない．また，手の接触センサに入
力があり，かつ「嫌だ」との否定的な音声入力があった場合，接触センサと音
声入力を考慮すれば手への接触によりロボットの要求である“握手”に答えて
いるので，「嫌といいながら，握手をしてくれてありがとう」のように否定を考
慮しながら感謝を示すことができる．しかし，音声入力のみでは否定的な意図
のみで応答を決定する必要があるため接触に対する感謝はできない． 
そこで，本研究では(A)の親近感の醸成に関して，接触インタラクションと音
声応答の組み合わせにより応答を決定するアルゴリズムを提案する． 
 
(B)は特に，システムが主導する対話において重要となる．また，システム主
導対話はタスクによらず発生する．非タスク型対話ロボットでは話題提案時が
システム主導対話に該当する．タスク型対話ロボットではユーザへ情報の勧誘
[9]や推薦[10] [11] [12]，質問[13] [14]をおこなうことで適切な情報を提供するサ
ポートをするものがある． 
システム主導対話において，提案した話題や推薦した情報に対するユーザの
応答を適切に認識することは大切となる．例えば，非タスク型対話ロボットが
「野球の話をしましょう」と話題を提案したことに対し，ユーザが「興味ない」
と断る意を表した場合，ロボットはユーザの意図から野球の話題を取り消して
別の話題を提案する必要がある．また，タスク型対話ロボットにおいても同様
に推薦内容に対する応答から次の対話行動を変更する必要がある． 
ユーザの意図でも特に認識が必要な意図は肯定と否定の意図である．H. 
Kimura ら[23]は被勧誘者の肯定，否定，中立の応答から対話戦略を決定する対
話プランニングを示している． 
肯定や否定を示す応答には直接発話行為と間接発話行為がある．直接発話行
為とは「はい，いいえ」など肯定や否定の意味を持った単語により意図を示す
ものである．間接発話行為とは文の意味とユーザの示したい意図が一致してい
ないものである．例えば，「ケーキを食べませんか」との推薦に対して「ラーメ
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ンがいい」のように，推薦とは別の案を肯定する文[24]や，「チョコレートケー
キは食べれないよ」のように推薦自体は肯定しつつも否定文によって推薦に条
件を付ける文[25]がある． 
 従来手法では SVM や HMM など機械学習を用いたものがあるが，大量の学
習データが必要でコストがかかる．また，「はい，いいえ」など単語の意味や表
現から肯定否定を判定する手法があるが，間接発話行為を正しく処理すること
ができない． 
 本研究では(B)の人の発話意図の認識法について，推薦木と呼ぶデータ構造と
それを用いた肯定否定導出アルゴリズムを提案する． 
 
 本研究では(A)の親近感の醸成に関して，音声入力と触覚インタラクションの
組み合わせから応答を決定するアルゴリズムを提案する．対人実験と SD法によ
るアンケート調査，実験中の被験者の表情や集中度を測定した結果，提案手法
は触覚インタラクションのみ，音声入力のみと比較して親近感や情緒面で優位
であることが示された． 
(B)の発話意図の判定法について，推薦木と呼ぶデータ構造とそれを用いた肯
定否定導出アルゴリズムにより間接発話行為からも適切な意図判定を可能とし
た．3 種類の推薦に対する 300 文の応答を収集したオープンコーパスを利用し
た実験の結果，提案手法は従来手法と比較して 40ポイント以上高い判定精度と
なった． 
 
第 2 章では対話型推薦ロボットの要素技術としてコミュニケーションロボッ
トの概要，自然言語処理の技術，肯定否定判定の技術について説明する．第 3
章では接触と音声による応答決定手法について提案手法および構築したシステ
ムと各モジュールについて説明する．第 4 章では推薦木を用いた肯定否定判定
について，提案手法の概要と推薦木，肯定否定判定アルゴリズムについて説明
する．第 5 章では評価実験として接触と音声による応答決定手法がコミュニケ
ーションに与える効果について対人実験から明らかにする．また，推薦木によ
る肯定否定判定アルゴリズムの精度実験について内容や結果，考察を示す．第 6
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章では本研究の成果をまとめるとともに，今後の研究課題について述べる． 
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第 2章 
対話型推薦ロボットの要素技術 
 
 
 
 
 
2.1 緒言 
対話型ロボットにおいて，親近感の醸成や人の発話意図を適切に認識するこ
とは重要である． 
親密感を醸成するために，触覚インタラクション[26]は有益と考えられる． 
発話意図の認識をするために，形態素解析や多属性照合といった自然言語処
理の技術を基礎として独特の手法が提案されている． 
 本章では触覚インタラクションを備えたロボット，接触センサを備えた対話
ロボットを紹介した後，自然言語処理の技術として形態素解析と多属性照合を
説明し，肯定否定意図の判定技術について既存の手法を説明する． 
 
2.2 触覚インタラクションロボット 
 触覚インタラクションロボットとは，触覚インタラクションを通してコミュ
ニケーションを取るロボットである． 
触覚インタラクションが可能なロボットには犬型ロボット「AIBO」[18]やアザ
ラシ型ロボット「パロ」[17]，赤ちゃん人形型ロボット「babyloid」[27] [28]，「夢
ペットシリーズ」[29][30]などがあり，ユーザの触覚インタラクションに反応し
第 2 章 対話型推薦ロボットの要素技術 
7 
 
てモーションを返したり，鳴き声のような非言語音を発してコミュニケーショ
ンを取る．以下に各ロボットの特徴を述べる． 
 
[AIBO] [18] 
AIBO は触覚インタラクションのために頭，背中，顎の 3 か所にタッチセンサを
備えている．また，環境認識機能として音階，音声認識のためのマイクロフォ
ン，画像認識のためのカラーカメラ，距離センサを備えている．出力には体の
各部に配置されたランプの点灯パターンの変化，スピーカから非言語音やメロ
ディを出力することが可能であるほか頭，前足，後ろ足，尻尾に搭載されたア
クチュエータを動作させることでボディーランゲージが可能である．  
AIBO のインターフェースを図 2.1 に，アクチュエータ動作個所と動作範囲を図
2.2 に示す． 
 
 
 
 
 
 
図 2.1 AIBO のインターフェース[18] 
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AIBO はエンターテイメント用ロボットとして開発されたが，触覚インタラクシ
ョンが可能であり，様々な動作ができることからロボットセラピーの研究にも
用いられている．鉄井ら[31]は高齢者のリハビリテーションに AIBO を介在させ
ることで高齢者がリハビリテーションへ自発的に取り組むように促進させる効
果があることを確かめている． 
藤田ら[32]は AIBO がユーザの感情を活性化させ，人同士のコミュニケーション
をサポートする例を示している． 
 
[パロ] [17] 
パロの外観を図 2.3 に示す．パロには触覚インタラクションのために背中にユビ
キタス面触覚センサ[33]が12個，ひげにひげ触覚センサが取り付けられている．
また，環境認識機能としてマイクロフォンや光センサを備えている．ユビキタ
ス面触覚センサは図 2.4 のようなもので，接触した場所だけでなく接触の強弱を
認識することができる．また，センサ自体が柔軟で曲面の多いぬいぐるみにも
設置が可能となっている．出力には首，前足，後ろ足，目に搭載されたアクチ
ュエータによるボディーランゲージ，スピーカからの音を利用可能である． 
図 2.2 AIBO のアクチュエータ動作個所と動作範囲[18] 
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パロはセラピー用のメンタルコミットロボットとして開発され，パロが与える
リラックス効果が実験により実証されている[34]． 
小児病棟入院患者を対象としたロボットアシスティッドセラピーの実証実験で
は患者にパロと触れ合ってもらい，触れ合った後の気分をフェイススケールに
よって評価している．実験の結果，パロとの触れ合いが患者の気分を向上させ
ていることが確かめられた．また，看護師の観察では被験者にコミュニケーシ
図 2.4 ユビキタス面触覚センサ[33] 
図 2.3 パロの外観[17] 
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ョンの増加，笑顔の増加，夜泣きがなくなるなどの変化が確認された[35] ．高
齢者においてもパロとの触れ合いにより被験者の気分の向上に役立つことが明
らかにされており生理的な評価よりストレス減少の効果も確認された．また被
験者にコミュニケーションの増加，笑顔の増加が観察されている[19] [21]． 
 
[babyloid] [27] [28] 
Babyloid は高齢者に対し，ロボットの世話という役割を提供することで生きがい
を感じる生活環境を構築することを目的として開発された[28] ． 
Babyloid の顔は，シロイルカを参考にしている．ただし，あまりリアルにせず生
物と機械の中世的なデザインにすることで不気味さを抑え印象を良くしようと
している．また，さわり心地も考慮し筐体の周りをモヘアで覆うことで柔らか
く温かみのあるボディとした．図 2.5 に Babyloid の外観を示す． 
 
 
 
 
 
図 2.5 Babyloid の外観 [27] 
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機構として，首に 2 個のモーターを備え屈曲，進展，回旋方向に動作する．両
腕に 3 個ずつモーターが配置されており肩が屈曲，進展方向，内転方向，外転
方向に，肘が屈曲，進展方向に動作する．この運動によってユーザの手を握る
動作も可能となる． 
接触を感知するために両手先，腹部，背中にタッチセンサが備えられている．
これらのセンサにより抱かれたことや手を握られたこと，ベッドに寝かされた
ことを検知する．腹部と臀部には低反発シリコンが備えられ，柔らかいさわり
心地を実現している． 
また，カメラやマイクによって外部情報を取り込み，スピーカによって音声を
発生する． 
顔面はシリコン樹脂でできており，口角及びあご，まぶたをモーターで動作さ
せることでまばたきやさまざまな表情を作成する．また，LED により涙や頬の
赤みを再現することでより豊かな表情を作成する． 
額及び頭頂部には光センサが配置されており頭部の接触を検知できる．耳に当
たる部分には焦電センサがついており，周囲の人の存在を検知することができ
る． 
Babyloid の構造を図 2.6 に，作成可能な表情を図 2.7 に示す． 
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図 2.6 Babyloid の構造[28] 
 
 
図 2.7 Babyloid の表情[28] 
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図 2.8(a) 夢いぬ DX[29] 図 2.8(b) 夢ねこヴィーナス[30] 
高齢者を対象にした 2 週間のインタラクション実験により，Babyloid には高齢
者からポジティブに受け入れられ，社会性を高め心理的安定をもたらす効果が
確認された[36]． 
 
[夢ペットシリーズ] [29][30] 
夢ペットシリーズは犬や猫などペットとしてなじみの深い動物を模したペット
ロボットのシリーズである． 
代表的なものとして，夢いぬDX[29]（図2.8(a)）や夢ねこヴィーナス[30]（図2.8(b)）
などがある．夢いぬ DX は触覚インタラクションのためのタッチセンサを頭，
鼻，口，耳，背中，前足に備えている．出力には頭，前足に搭載されたアクチ
ュエータによるボディーランゲージ，スピーカから出力される非言語音を利用
することが可能である． 
インタラクション実験よりユーザは夢いぬ DX や夢ねこヴィーナスと触れ合う
ことで脳，特に前頭前野が活性化されることが実証されている[37]． 
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2.3 接触センサを備えた対話ロボット 
接触センサを備えた対話ロボットとして光永ら[22][38][39]は Robovie-Ⅳを開発
している．Robovie-Ⅳの外観と装備を図 2.9 に示す． 
Robovie-Ⅳはアクチュエータにより各腕に 4 自由度をもち，頭部にはパン・チル
ト・ロールの 3 自由度を持つ．移動機構としてモーター駆動の主輪 2 輪，キャ
スターによる補助輪 4 輪をもつ．駆動輪と本体はジャッキにより接続されてお
り，ジャッキの上下により 6 輪モードと倒立振子モードを切り替えることがで
きる． 
頭部にはパン・チルト軸つきのカメラ 2 台と前方意ミラーつきのカメラ，マイ
ク，スピーカを備える．胸部には RF 式と光学式タグリーダを備えることができ
る．胴体部には倒立振子モードでの姿勢制御用のジャイロセンサを 2 台搭載し
ている．また走行面から 150[mm]程度の高さを水平に測定できるレーザレンジ
センサを前後に備える． 
また，全身 56 箇所に触覚センサを備えている．触覚センサの設置場所を図 2.10
に示す． 
 
図 2.9 Robovie-Ⅳの外観と装備 [22] 
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図 2.10 Robovie-Ⅳにおける触覚センサの設置場所 [22] 
 
Robovie-Ⅳの人に対する対話行動は以下のように分類されている．[22] 
A. 人がロボットへ働きかけ，ロボットの反応が必要なもの 
B. 人がロボットへ働きかけ，ロボットの反応が不要なもの 
C. ロボットが人へ働きかけ，人の反応を待つもの 
D. ロボットが人へ働きかけ，人の反応を待たないもの 
A について，人からのロボットへの働きかけはロボットへの接触と接近に限定
されている． 
さらに，C について以下の 4 種類に分類されている． 
C1. 人の反応に関わらず，ロボットの動作を記述できるもの 
C2. 人の反応が簡単なセンサ処理で誤りを少なく認識できるもの 
C3. 人の反応の認識に音声認識が必要だが，認識の誤りで対話の流れが左右され
ないもの 
C4. 人の反応の認識に音声認識が必要だが，認識の誤りが対話の流れを左右され
ないもの 
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これらの対話行動の分類から，このロボットにおいて接触センサと音声入力を
組み合わせた人からの働きかけは考慮されていない．例えば対話行動Cとして，
ロボットが「お腹を触ってほしいな」と人へ働きかけ，人から「めんどくさい
な」との音声入力とロボットの腹部の接触を受け取った場合を考える．このと
き，C2 として接触センサの情報のみを扱った場合は単純に要求が受諾されてい
るとみなし「ありがとう」のような感謝の応答となる．また，C4 として音声入
力のみを考慮した場合は人の「めんどくさい」との否定意図のみから「ごめん
なさい，でも触ってもらえなくて残念だな」のような謝罪の応答となる． 
しかし，接触センサと音声入力の組み合わせを考慮することにより，より詳細
なユーザ意図を判定し，適切に応答をすることが可能であると考える．上記の
例において音声入力と接触センサの結果を考慮すれば，人は否定の言葉を示し
ながら要求どおりの行動をおこなっているのでロボットは「手間を取らせてご
めんね，でもありがとう．気持ちいいよ」のように否定の言葉を考慮した謝罪
や接触への感謝を述べることができる． 
 そこで，本研究では接触と音声情報の組み合わせから応答決定をおこなう手
法を提案する． 
 
2.4 自然言語処理の技術 
対話システムにおいて人の音声応答を理解したり，文から肯定否定の判定する
ために自然言語処理の基礎技術が重要である．文を意味の最小単位に分割する
形態素解析や文から特定のパターンを効率的に照合する多属性照合について説
明する． 
 
2.4.1 形態素解析 
形態素解析とは，文を形態素に分解しそれぞれの形態素について品詞，活用形
などの文法的属性を決定する処理である． 
形態素とは，言語学的に意味をもつ最小の言語単位のことである． 
日本語は，欧米の言語のように文中に語を区切る空白が存在しないため，語の
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厳密な定義を与えることは困難である．また，形態素という概念は欧米語の言
語学から来たものであるため，日本語における形態素の定義もそれほど明確で
ない．日本語で用いられる語は，文を構成する際の働きを基準とした場合，自
立語と付属語の 2 つに分類される． 
 自立語 
 単独でも文節を構成することのできる単語のことである．文節の最初にきて，
一文節に必ず 1 つだけ存在する．文節とは，文を意味上と発音上から不自然
でない程度に区切った最小の言語単位のことである． 
 付属語 
 単独で文節を構成することのできない単語のことであり，必ず自立語の後ろ
に付く．文節には，付属語が無い場合もあり，また，複数の付属語が存在す
る場合もある． 
全ての品詞はこの自立語，付属語のいずれかに属する．自立語と付属語はさら
に，図 2.11 に示す 10 種類の品詞に分類できる．図 2.11 中にある語句の定義を以
下に示す． 
 
 主語 
主題を示す文節． 
 述語 
主語を説明する文節．文の末尾にくることが多い． 
 修飾語 
他の文節を詳しく説明する文節．体言を修飾する連体修飾語と用言を修飾す
る連用修飾語に分けることができる． 
 連体修飾語 
体言に係っている修飾語． 
例)「小さな家」の“小さな”など 
 連用修飾語 
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用言に係っている修飾語． 
例)「速く泳ぐ」の“早く”など 
修飾語によって詳しく説明される文節を“被修飾語”という．「小さな家」の
“家”，「速く泳ぐ」の“泳ぐ”などがそれにあたる． 
 独立語 
他の文節と直接関係がなく，比較的独立性の強い文節．呼びかけ，応答，感
動，提示などを示す． 
例) “やあ”，“はい”など 
 接続語 
前の文や文節の意味を後に続ける文節． 
例)“だから”，“ところが”など 
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動詞や形容詞など活用のある品詞は，活用の種類によってさらに細分化されて
おり，種類によって活用形が異なる．動詞の活用の種類の例を表 2.1，動詞の活
用形の種類と例を表 2.2 に示す． 
また，名詞や接続詞などの活用のない品詞も，いくつかの種類に分類される． 
名詞の種類の例を表 2.3 に示す． 
 
語 
述語になる語(用言) 
活用のない語 
動詞 
活用のある語 
付属語 
自立語 
活用がない語 
活用がある語 
主語になる語(体言) 
修飾語になる語 
接続語になる語 
独立語になる語 
形容詞 
形容動詞 
名詞 
副詞 
連体詞 
接続詞 
感動詞 
助動詞 
助詞 
図 2.11 品詞の分類 
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表 2.1 動詞の活用の種類と例 
動詞の活用 例 
五段活用 撮る，書く，… 
下一段活用 受ける，得る，… 
上一段活用 起きる，着る，… 
カ行変格活用 来る 
サ行変格活用 する 
 
表 2.2 動詞の活用形の種類と例 
動詞の活用形 五段活用 下一段活用 
未然形 撮らない，撮ろう 得ない，得よ 
連用形 撮ります，撮った 得ます，得た 
連体形 撮るとき 得るとき 
終止形 撮る 得る 
仮定形 撮れば 得れば 
命令形 撮れ 得ろ 
 
表 2.3 名詞の種類と例 
種類 例 
固有名詞 九州，沖縄，… 
代名詞 あれ，彼，… 
数詞（数名詞） 3 個，2 匹，… 
普通名詞 カメラ，自動車，… 
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形態素解析は情報検索，情報抽出，機械翻訳，仮名漢字変換などの自然言語処
理において意味解析や構文解析などの自然言語処理技術の第 1 段階として用い
られる．本研究においても，3.2 節で述べる多属性照合において，形態素情報に
より得られた情報を用いる． 
形態素解析システムは，形態素の定義や分類の違いから対象とする言語によっ
て異なる[40]．主な解析システムとして MeCab[41]や JUMAN[42]などが知られて
いる．文「お待ちしております」の形態素解析例を表 2.4 に示す． 
 
 
 
 
表 2.4 文「お待ちしております」の形態素解析例 
文字列 品詞の種類 活用の種類 活用形 
お待ち 名詞-サ変接続   
し 動詞-自立 サ変・スル 連用形 
て 助詞-接続助詞   
おり 動詞-非自立 五段・ラ行 連用形 
ます 助動詞 特殊・マス 基本形 
． 記号-句点     
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2.4.2 多属性照合 
多属性照合とは，文字列や数字といった異なる表現パターンの項目を 1 つの要
素としてまとめ，その要素を多属性（多次元）情報として扱い，その情報にマ
ッチする表現パターンを抽出する技術[43]である． 
ある文書から特定の表現パターンを検出するために照合ルールを用いる手法が
ある[44]．照合ルールとは，文書中から特定の表現パターンを検出するための規
則を記述したものであり，照合要素，照合パターンによって構成されている． 
自然言語には，同じ内容でも言い回しや動詞の活用形の違いにより多様な表現
方法が存在する．そのため，形態素などの表記のみで照合ルールを作成すると，
その数は膨大なものとなる．また，品詞のみを対象として照合ルールを作成す
るとルール数を少なくすることができるが，誤抽出や過剰抽出といった問題が
生じる． 
上記の問題を解決するためには，表記や品詞を単独で用いるのではなく，読み
や意味といった言語情報も併せて用いる必要がある．これらの言語情報を用い
た照合技術に多属性照合がある．本研究では，各要素に形態素解析結果から得
られる表記，読み，品詞の言語情報を用いて，表現パターンを抽出する． 
 
照合要素 
多属性照合において表記，読み，品詞の組み合わせを 1 つの照合要素とする．
説明のために照合要素を｛表記，読み，品詞｝と表す．要素が空欄の場合は，
任意のものとして扱う．以下に照合要素の組み合わせと検出例を示す． 
 
 全ての要素を記述した照合 
 
 
照合要素：｛器，うつわ，名詞｝ 
検出例：器 
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全ての要素を記述した照合では，すべての項目に一致したものが検出される．
そのため，“食器”の中にある“器”は表記と品詞は一致するが読みが“き”
なので照合要素の読みと異なるため，検出されない． 
 
 読みと品詞を記述した照合 
 
照合要素が一部しか記述されていない場合，記述されていない属性は任意と
なる．この照合要素は表記の記述がないため，ひょうかと読む様々な名詞が
検出される． 
 
 品詞のみを記述した照合 
 
品詞のみを記述した照合では表記と読みが任意となり，様々な動詞の単語が
検出される． 
 
 
 
 
 
 
 
照合要素：｛，ひょうか，名詞｝ 
検出例：ひょうか，評価，氷菓，… 
照合要素：｛，，動詞｝ 
検出例：学ぶ，遊ぶ，飛ぶ，… 
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 複数の形態素を組み合わせた照合 
 
複数の形態素を組み合わせて記述することが可能であるが，表記，読み，品
詞，すべてを記述する必要がある．表記と読みと品詞全てが一致した場合の
み被照合要素が検出される．これに対し，“明日の”の ように照合要素が一
つでも一致していない場合には検出されない． 
 
照合パターン 
 多属性照合では，照合要素の組み合わせや繰り返しなどによって様々な表現
パターンを抽出することができる．以下に一部，例を挙げて説明する．ここで
は，照合要素を“<>”により記述する． 
 分離パターン 
分離パターンとは照合要素の間に任意の照合要素が存在しても対象を検出で
きる照合パターンである．分離パターンは“<－>”で記述される．分離パタ
ーンを用いることで，主語・述語の関係のような離れた位置にある被集合要
素の検出が可能となる．分離パターンの使用例と一致するパターン例には以
下のものがある． 
 
 
 
 
照合要素：｛明日は，あすは，名詞+助詞｝ 
検出例：明日は 
照合パターン例：<A><－><B> 
一致するパターン例 ：<A><C><B>，<A><A><B><B>… 
第 2 章 対話型推薦ロボットの要素技術 
25 
 
 繰り返しパターン 
 照合要素の繰り返しに対応する照合パターンで，3 種類の繰り返しパターンに
対応した記述方法がある．以下に記述方法の種類と照合パターン例，一致す
る例を示す． 
 ある照合要素<X>が n 回以上 m 回以下繰り返す 
記述方法とパターン例，一致する例を以下に示す． 
 
この記述方法はある照合要素について n 回以上 m 回以下であるパターン全
てを検出することができる． 
 
 ある照合要素<X>が n 回繰り返す 
記述方法とパターン例，一致する例を以下に示す． 
 
この記述方法はある照合要素について n 回の繰り返しがあるパターンのみ
検出することができる． 
 
記述方法：<X>｛n，m｝(m ＞ n，n ≧ 0) 
照合パターン例：<A>｛1，3｝ 
一致する例  ：<A>，<A><A>，<A><A><A> 
記述方法：<X>｛n｝(n ＞ 0) 
照合パターン例：<A>｛3｝ 
一致する例  ：<A><A><A> 
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 ある照合要素<X>が 0 回もしくは 1 回繰り返す 
記述方法とパターン例，一致する例を以下に示す． 
 
この記述方法はある照合要素が出現しない場合もしくは 1 回出現するパタ
ーンを検出することができる． 
 
 
 選択パターン 
この照合パターンは指定された照合要素において任意の組み合わせを検出
可能にすることで少ない照合ルールで多様な表現パターンの検出を可能にす
る． 
記述方法とパターン例，一致する例を以下に示す． 
 
選択パターンは組み合わせを構成する照合要素を“（）”で囲み，組み合わせ
方法を“｜”で区切ることで指定する．上記の照合ルールにおいては＜A＞ま
たは＜B＞と，＜C＞または＜D＞の組み合わせが検出される． 
 
記述方法：<X>｛?｝ 
照合パターン例：<A><B>｛?｝ 
一致する例  ：<A>，<A><B> 
記述方法 ：（<X1>|<X2>|…） 
照合ルール：（＜A＞｜＜B＞）（＜C＞｜＜D＞） 
検出例  ：＜A＞＜C＞，＜A＞＜D＞，＜B＞＜C＞，＜B＞＜D＞ 
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 否定パターン 
任意の場所で特定の照合要素が存在しない表現パターンを検出できる． 
記述方法とパターン例，一致する例を以下に示す． 
 
否定パターンは対象とする照合要素の名前の前に“！”を記述することで定
義される．照合ルールに対する検出例において＜B＞の後ろに＜A＞が存在し
ないパターンが検出される． 
 
 
 先頭パターン 
ある照合要素が文の先頭に存在する表現パターンを検出できる． 
記述方法とパターン例，一致する例を以下に示す． 
 
先頭パターンは照合要素の前に“ ^ ”を記述することで定義される．照合ル
ールに対する検出例において文の先頭に＜A＞が存在する場合に検出される． 
記述方法 ：<!X> 
照合ルール：＜B＞＜!A＞ 
検出例  ：＜B＞＜C＞，＜B＞＜D＞ 
記述方法 ：^<X> 
照合ルール：^＜A＞ 
検出例  ：＜A＞＜B＞,＜A＞＜B＞＜C＞ 
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 最後尾パターン 
ある被照合要素が文の最後尾に存在する表現パターンを検出できる． 
記述方法とパターン例，一致する例を以下に示す． 
 
最後尾パターンは照合要素の後ろ“ $ ”を記述することで定義される．照合
ルールに対する検出例において文の最後尾に＜A＞が存在する場合に検出さ
れる． 
 
2.5 肯定否定判定の技術 
文から肯定否定を判定する手法には SVMやHMMなど機械学習を用いたもの
と，単語の意味から判定するものがある． 
 機械学習を用いた手法は肯定否定を含む発話タグセットを自動付与する研究
に用いられている．Fernandez と Picard[45]は CallHome database において L. 
Levin ら[46]の定義した 8 種類の発話タグセットを SVM により自動付与してい
る．Surendran と Levow [47]は HCRC MapTaskcorpus[48]を 12 種類の発話タグ[49]
に SVM と HMM を用いて自動付与している．Stolcke ら[50]はドメイン非依存の
Discourse Annotation and Markup System of Labeling (DAMSL) タグセット [51]自
動付与のフレームワークを提案している．Ravi と Kim [52]はディスカッション
ボードの文をN-gramと linear SVMを用いて 6種類の発話カテゴリに分類してい
る．目良ら[53]は質問に対する回答からファジー理論を用いて肯定否定の判定を
おこなっている． 
記述方法 ：<X>$ 
照合ルール：＜A＞$ 
検出例  ：＜B＞＜A＞,＜C＞＜B＞＜A＞ 
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機械学習の手法は分類モデルを自動構築できる利点を持つが，大量の学習デー
タが必要となるため，高精度を出すために膨大なデータの収集コストがかかる
問題がある． 
 
語や文法の意味による分類において，北村ら[54]は以下の 8 種類の単語や文法を
否定発話の構成要素と定義しその組み合わせから否定意図を判定している． 
 
(A) 否定の感動詞 
発話の最初の否定の感動詞 
例：いいえ，はい 
(B) 否定語 
否定を表す語 
例：違う，逆，反対，だめ 
(C) 同一語群 
前発話中の語と同じ名詞，動詞，形容詞，形容動詞 
例：（前発話）「学校へ自転車で行きますか」 
（本発話）「自転車で行きます」 
前発話「自転車」に対して，本発話の「自転車」が同一語群に対応する 
(D) 同一意味属性語 
前発話中に含まれる語の意味属性と同じ意味属性を持った（部分的に一致す
るものも可）名詞，動詞，形容詞，形容動詞で，複数個の単語が該当する場
合がある．ここでの意味属性とは，対象の語の意味を表すもので，一般には
その語の上位概念が使われる場合が多い． 
例：「おじいさん」の意味属性 
男性，老人，人間，など 
(E) 否定語尾 
否定を表す活用語尾（助動詞，形容詞「ない」など，「ある，ない」の「な
い」も含む） 
例：「行きません」 
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例では「ません」が否定語尾にあたる 
(F) 無理解 
前発話の内容について，理解できないまたは知らないことを表す． 
例：「知りません」「分かりません」 
(G) 理由 
前発話を原因，理由，根拠としてそこから結果として導き出される帰結を述
べる 
例：（前発話）「学校へは，自転車で行きますか」 
（本発話）「学校までは遠いのです．だから，車で行きます．」 
(H) 語の訂正 
前発話の話者が単語などを知らずに誤ったものを訂正 
例：（前発話）「アルプス市ですか」 
（本発話）「南アルプス市です」 
 
文章を否定意図と判定するための構成要素の組み合わせを表 2.5 に示す．ただし，
(a+)は否定の感動詞を含む場合，含まない場合ともに組み合わせとして含むこと
を表す． 
構成要素(h)について，対話システムは想定外の単語に対して応答を返すことが
できないとの仮定から否定判定のためには用いていない． 
 
表 2.5 否定意図と判定するための構成要素の組み合わせ [54] 
否定の感動詞 否定発話抽出のための要素の組み合わせパターン 
(a+) 
b c+b d e 
b+c c+b+d d+b e+b 
b+c+d c+b+e d+b+c e+b+c 
b+c+e c+d d+c e+c 
b+d c+d+b d+c+b e+b+c 
b+d+c c+e b+e+c e+b+c 
b+e f ― ― 
a+ c g ― ― 
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吉江らや目良[55] [56]は文に含まれる語や文法の特徴から肯定値や肯定式と呼
ばれる，肯定や否定の度合いを示す値や計算式から意図を判定している．肯定
値は[0.0-1.0]のスケールで示され，1.0 に近づくほど肯定の意図に近いことを表
す．肯定値は質問紙調査により決定した． 
 
質問紙調査 
被験者 14 名（男 10 名，女 4 名）の公立大学生を対象に 11 段階評価の質問紙調
査をおこなった．質問紙調査では「年金などの書類を書けますか」という質問
に対する応答として用いられる単語や表現に対して，肯定否定の度合いを
[0.0-1.0]のスケールの間での 11 段階の値で評価をしてもらった．11 段階評価の
うち最も否定を表す度合いには「絶対に書けない」として 0.0，中間点の「どち
らともいえない」として 0.5，最も肯定を表す度合いには「絶対に書ける」とし
て 1.0 とした．各被験者の評価値を平均したものを肯定値とした． 
 
肯定値 
質問紙調査の結果，定義した単語や表現の肯定値を以下に示す． 
 感動詞の肯定値 
肯定/否定を表す代表的な感動詞「はい」について 0.94，「いいえ」について
0.06 と定めた．また，「はい」以外の肯定感動詞「ええ」「うん」などにつ
いても「はい」と同様の肯定値 0.94 と定めた．「いいえ」以外の否定感動詞
「いや」についても「いいえ」同様 0.06 と定めた． 
 用言の肯定値 
調査に用いた質問文「年金などの書類を一人でかけますか」に対する返答述
語「書ける」「できる」，間接的に肯定する述語（間接肯定述語）「書く」「や
る」，間接的に否定を示す述語（間接否定述語）について肯定値を調査した．
結果，返答述語の肯定値は 0.91，間接肯定述語の肯定値は 0.82，間接否定
述語の肯定値は 0.25 となった． 
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肯定式 
肯定式は文末表現や文法などに対して定義されている．以下に各表現に対する
肯定式を示す． 
 
 否定表現 
「書ける」に対して「書けない」，「できる」に対して「できません」などの
否定の文末表現「～ない」「～ません」について肯定式を質問紙調査により
式(2.1)のように定義した．ただし，x は否定表現を付与されている述語の肯
定値，y は否定表現付与後の肯定値を表す． 
 y = -x + 1.0 (2.1) 
 
 二重否定表現 
「書ける」に対して「書けないこともない」などの二重否定表現について肯
定式を式(2.2)のように定めた． 
 y = 0.4x + 0.3 (2.2) 
 
 連用修飾表現 
用言を修飾する副詞について肯定式を定める． 
副詞には肯定を表す述語「書ける」に対して「とても書ける」「よく書ける」
のように肯定を強めるものや，「少し書ける」のように肯定を弱めるものま
である．このような意図を強める度合いを肯定値変化倍率として定義してい
る．表 2.6 に副詞と肯定値変化倍率を示す． 
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表 2.6 副詞と肯定値変化倍率 [55] 
副詞 肯定値変化倍率 
非常に，結構，とても，十分，よく，随分， 
相当，かなり，だいぶ 
3.67 
わりと，わりあい，わりに，まあまあ 0.62 
少し，ちょっと，少々，多少，いくらか 0.32 
副詞が付かない述語表現 1.00 
全く，全然，少しも，さっぱり，とうてい， 
ちっとも，めったに 
2.93 
とてもとても 2.93 
そんなに，あまり，あんまり，さほど， 
たいして 
0.39 
副詞が付かない述語表現 1.00 
 
連用修飾表現の肯定式は肯定値変化倍率を用いて式(2.3)のように定義され
る． 
ただし，計算結果が 0未満の場合は 0に，1より大きくなる場合は 1となる． 
 y = (x－0.5) × u＋0.5 (2.3) 
 
これらの手法は単一のルールでドメインによらず幅広い文に対応できる，し
かし肯定否定表現の意味のみから判定をおこなうため，「ケーキを食べませんか」
という推薦に対して「ラーメンがいい」のように，肯定表現を用いて否定を示
すような間接発話行為を適切に処理できない問題がある． 
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2.6 結言 
触覚インタラクションロボットには，AIBO やパロ，Babyloid など多様なロボ
ットが開発されており対人実験によって人に与える効果も示されている．例え
ば，AIBO は高齢者がリハビリテーションへ自発的に取り組むように促進させた
り，ユーザの感情を活性化させ人同士のコミュニケーションをサポートするこ
とができる．パロは対人実験後の生理的な評価より，ストレス減少の効果やコ
ミュニケーションの増加，笑顔の増加が観察されている． 
 接触センサを備えた対話ロボットとして Robovie-Ⅳがあるものの，接触セン
サと音声入力を組み合わせた人からの働きかけは考慮されていなかった． 
形態素解析，多属性照合において自然言語処理の基礎技術を説明し照合要素
と照合パターンによって多様な文を分類する可能性を示した． 
肯定否定判定の研究においては機械学習による手法と語や文法の意味による
分類手法を示した．機械学習による手法は分類モデルを自動構築することが可
能であるが学習データの構築に高いコストがかかる．語や文法の意味から分類
する手法では，単一のルールで幅広い文に対応が可能であるが間接発話表現と
いった文の意図と文中の語の意味が異なる文を適切に処理できない問題がある． 
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第 3章 
接触と音声による応答決定手法 
 
 
 
 
 
 
 
3.1 緒言 
従来，接触センサを備えた対話型ロボットは存在するが，応答決定において
接触と音声入力の組み合わせは考慮されていなかった． 
そこで，本章では接触と音声の 2 種類の入力を考慮した応答決定手法を提案
する．3.2 章に提案手法の概要，以降の章で提案手法を構成する各モジュールに
ついて説明する． 
 
3.2 提案手法の概要 
本手法では接触と音声の組み合わせに応じた詳細な応答を実現することで，
従来手法より相手の意図を考慮した親近感を持てる対話を可能にすることを目
指す． 
そこで接触機能を有した対話ロボットを構築した．ロボットの構成図を図 3.1
に示す． 
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 音声信号   センサ情報   ロボット音声 
ロボット 
音声認識モジュール  
センサ管理 
モジュール 
  
音声再生 
モジュール 
 音声文字列   触覚インタラクション   音声データ 
対話管理サーバ 
意図推定モジュール 
 応答決定モジュール 
 音声合成モジュール 
  発話意図   
返答文 
 マイクロフォン   接触センサ 
  触覚インタラクション 
意図 
図 3.1 ロボットの構成図 
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図 3.1 より，ロボットは以下の 3 モジュールを持つ． 
 音声認識モジュール 
 センサ管理モジュール 
 音声再生モジュール 
音声認識モジュールはマイクロフォンからの音声信号を文字列に変換する．セ
ンサ管理モジュールは各タッチセンサーからの電気信号より触覚インタラクシ
ョンを認識する．音声再生モジュールは対話管理サーバにより生成された音声
をスピーカから出力する． 
 
また，対話管理サーバは以下の 3 モジュールを持つ． 
 意図推定モジュール 
 応答決定モジュール 
 音声合成モジュール 
意図推定モジュールは音声応答と触覚インタラクションから発話意図，触覚イ
ンタラクションの意図を推定する．応答決定モジュールは各意図を元にシステ
ムの返答文を生成する．音声合成モジュールは返答文を音声データに変換する． 
図 3.2 に接触機能を有した対話ロボットの外観を示す． 
 
 
 
 
 
 
 
 
 
 
 
 図 3.2 接触機能を有した対話ロボットの外観 
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本ロボットは柔らかいさわり心地を得るためにぬいぐるみを外装に用いてい
る．接触を検知するために，ボディに6個のタッチセンサーが備えられている．
設置場所は頭に1個，左右の手足に各1個，腹部に1個である．ロボットの背後に
はマイクロフォンとスピーカが備えられている．ヘッドセットと比較してスタ
ンド型のマイクロフォンは音声を拾いにくいが，ユーザは何も身に付けなくと
も人同士のように自然な対話が可能となる[57][58]． 
 
3.3 提案システムのアルゴリズム 
図 3.1 に対する形式的な提案アルゴリズムの説明に必要な用語を説明する． 
 
 csr：システムが発話する内容の概念．「頭を触ってほしいな」のような発話
において csr = <REQUEST>/<TOUCH>/<HEAD>となる 
 SPEECH(csr)：システム発話の概念 csrから発話文を生成する関数 
 va：人からの音声応答 
 VI(va)：va から発話の意図を推定する関数 
 vi：発話 va の意図 
 ta：人からの触覚インタラクション 
 TI(csr,ta)：触覚インタラクションの意図を推定する関数 
 ti：触覚インタラクション ta の意図 
 D_RESPONSE(vi)：DBC においてシステムの返答意図を判定する関数 
 T_RESPONSE(vi,ti)：TBC においてシステムの返答意図を判定する関数 
 ri：システムの返答意図 
 REPLY(csr,ri)：システムの返答文を生成する関数 
 
提案システムではシステム主導対話を導入する．システム主導対話とはシステ
ムが率先して発話をおこない人が応答する対話である．店舗における商品案内
など，提案側から話しかけるような対話がこれに該当する．また，本研究では
音声対話のみのコミュニケーションを Dialog based communication(DBC)と，触覚
インタラクションを含む音声対話コミュニケーションを Touch based 
第 3 章 接触と音声による応答決定手法 
39 
 
communication(TBC)と定義する． 
 
アルゴリズムは以下となる． 
 
[Conversation Algorithm] 
Input: システム意図 csr. 
Output: 出力文 r . 
Method: 
(Step 1): {システム発話の生成} 
Speak SPEECH(csr) to human. 
If csr = TBC then go to Step 3; other wise go to Step 2 
(Step 2): {DBC の処理} 
 vi = VI(va); ri =D_RESPONSE(vi); go to Step 4 
(Step 3): {TBC の処理} 
 vi = VI(va); ti = TI(csr,ta); ri =T_RESPONSE(vi,ti); 
 (Step4): {返答文の生成} 
 r = REPLY(csr,ri); 
   End of Algorithm 
 
 
(Step1)：初めに，システムの発話意図 csrから SPEECH(csr)を用いて発話文を生成 
し人へ話す．そして，システム発話に対する人からの応答を受け取る． 
TBC の場合は Step3 へ，それ以外は Step2 へ移動． 
 
(Step2)：音声応答 va から関数 VI(va)を用いて意図 vi 推定する．そして
D_RESPONSE(vi)によってシステム返答意図 ri を生成する．Step 4 へ移
動． 
 
(Step3)：音声応答 vi と触覚インタラクション ta から関数 VI(va)，TI(csr,ta)を用い
て意図 vi，ti を推定する．そして T_RESPONSE(vi,ti)によってシステム
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返答意図 ri を生成する．Step 4 へ移動． 
 
(Step4)：REPLY(csr,ri)によってシステムの返答文を出力する． 
意図を“< >”で，意図の区切りを“/”で表すとき，DBC，TBC におけ
るアルゴリズム実行例を以下に示す． 
 
DBC におけるアルゴリズム実行例 
Input: システム意図 csr =<昨日>/ <朝食>/<食べる>/<質問> 
 
(Step 1) 
SPEECH(csr) によりシステム発話「昨日，朝食を食べました？」を生成し，人
に発話． 
人から音声応答 va =「食べました」を受ける． 
DBC なので Step2 に移動． 
 
(Step 2) 
音声応答 va =「食べました」より関数 VI(va)を用いて意図 vi = <肯定>を推定． 
D_RESPONSE(vi)によってシステム返答意図 ri = <肯定を反映した返答>を生
成． 
Step 4 へ移動． 
 
(Step 4) 
REPLY(csr,ri)によってシステムの返答文「それは，健康的ですね」を生成する． 
 
TBC におけるアルゴリズム実行例 
Input: システム意図 csr =<頭>/ <接触>/<要求> 
 
(Step 1) 
SPEECH(csr) によりシステム発話「頭を触ってほしいな」を生成し，人に発話． 
人から音声応答 va =「いいよ」接触インタラクション ta = “頭に接触”を受
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ける． 
TBC なので Step 3 に移動． 
 
(Step 3) 
音声応答 va =「いいよ」より関数 VI(va)を用いて意図 vi = <肯定>を推定． 
接触インタラクション ta = “頭に接触”より TI(csr,ta)を用いて意図 ti = 
<TOUCHED>を推定．ただし，<TOUCHED>は指定された場所に接触したこと
を現す． 
T_RESPONSE(vi,ti)によってシステム返答意図 ri = <強い感謝>を生成する． 
 
(Step 4) 
REPLY(csr,ri)によってシステムの返答文「触ってくれてありがとう！とても嬉
しいよ」を生成する． 
 
3.4 音声認識モジュール 
音声認識モジュールは音声認識エンジン amivoice SDK（株式会社アドバンス
ト・メディア）を用いる．このエンジンは以下のような特徴があることからユ
ーザや環境の変化に比較的頑健性を有している． 
 ユーザの話し方の事前学習が不要 
 アクセントや会話スピードに頑健性がある 
 ノイズ除去機能がある 
 
本モジュールはルールグラマを用いて音声認識をおこなう．ルールグラマと
は音声認識の対象となる言いまわしを網羅的に定義したもので，音声認識をお
こなう状況やドメインによって出現頻度の高い言いまわしを定義することがで
きる．ルールグラマを用いた音声認識は，ドメインなどを考慮しない対話シス
テムと比較して高い認識精度を期待できる． 
ルールグラマには JSGF（Java Speech Grammar Format）と呼ばれるフォーマッ
トを用いる．JSGF とは Sun Developer Network で提案されているプラットフォ
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ーム，ベンダー非依存の音声認識ルールフォーマットであり，コンピュータイ
ンタフェース[59] [60]や対話エージェント[61]の音声認識エンジンに用いられて
いる．JSGF を図 3.3 に，JSGF の項目と各項目の説明を表 3.1 に示す． 
 
 
表 3.1 JSGF の項目と説明 
項目 説明 
version JSGF のバージョン指定 
char-encoding 
ルールグラマの記述に使用されているエンコード情
報を指定． 
locale ルールグラマのロケール情報を指定． 
グラマ名 
ルールグラマの名前を指定．ルールグラマを唯一に
特定できるユニークな名前を指定． 
インポートする
ルール名 
引用するルール名を指定． 
ルール名 
ルール名を指定．ルールをアクティブにしたい場合
や，他のグラマにインポートしたい場合は，<public>
識別子が必要． 
 
#JSGF version char-encoding locale ; 
 
grammar グラマ名 ; 
 
import <インポートするルール名> ; 
 
public <ルール名> = ルールの記述 ; 
 
<ルール名> = ルールの記述 ; 
 
図 3.3 JSGF（Java Speech Grammar Format） 
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JSGF は認識対象に含める構文，単語や節（トークン）を認識ルールとして定
義することが可能である．認識ルールには認識する単語や単語の並びを記述で
きるほか，選言表現や量化子の働きを持つアイテムを用いたルールの記述，あ
るルール中に別のルールを使用できるなど多様な表現を簡潔に記述することが
可能である． 
音声認識ルールの記述に用いられるアイテムを表 3.2 に示す．また，音声認識
ルールの記述例を図 3.4 に示す． 
 
表 3.2 音声認識ルールの記述に用いられるアイテム 
<A> ルール名 A で定義したトークンを表す記述． 
B | C |… 
（選言）トークン B またはトークン C を表す
記述． 
[ D E … ] 
トークン D やトークン E があってもなくても
よいことを表す記述． 
F * 
（量化子）トークン F を 0 回以上繰り返した
トークン群を表す記述． 
G + 
（量化子）トークン G を 1 回以上繰り返した
トークン群を表す記述． 
( H I … ) 
トークン H やトークン I をグループ化するこ
とを示す記述． 
{ J } 
トークンにタグ J を付与する記述． 
タグを付与されたトークンが認識された場
合，認識結果とともにアプリケーションへ記
述されたタグ名が通知される． 
； ルールの記述終了を示す記号． 
//addWord <単語> <読み> 
単語と単語に対する読みを個別指定する変
数． 
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本研究において音声認識モジュールのために，ルールグラマの文法を用いて
2107 行のルールグラマを構築した．構築したルールグラマの一部を図 3.5 に示
す． 
図 3.4 音声認識ルールの記述例 
#JSGF V1.0 SJIS ja; 
grammar YesAnswer; 
 
public <morning_greeting> = おはよう [ございます]; 
 
public <eaten> = <nod> [<eat>]; 
public <eat> = (食べ [まし] た) | 食った [よ]; 
<nod> = はい | うん {nod}; 
public <deny> = <not> [<not_eat>];  
<not> = いいえ | いや; 
<not_eat> = 食べて [い] ない; 
 
//addWord おはよう おはよう 
//addWord 食べ たべ 
//addWord 食った くった 
//addWord はい はい 
//addWord うん うん 
//addWord いいえ いいえ 
//addWord いや いや 
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図 3.5 本モジュールのために作成したルールグラマの一部 
 
 
 
 
#JSGF V1.0 SJIS ja; 
 
grammar rule; 
 
public <0001> = [%SPEECH1%]* ( おはよう [ございます] |こんにちは| こん
ばんは| よろしく [ね] | どうも) [%SPEECH1%]* {greeting}; 
public <0002> = [%SPEECH1%]* ([大] 好き | すき | 嫌い | きらい | (じゃ | 
では) ない) [%SPEECH1%]* {answer}; 
public <0003> = [%SPEECH1%]* ([大] (嫌い | 嫌 | きらい | いや) | 好き 
[%SPEECH1%]* ない) [%SPEECH1%]*  {answer}; 
public <0004> = [%SPEECH1%]* (普通 | ふつう | どっちでもない | まぁま
ぁ) [%SPEECH1%]*  {answer}; 
public <0005> = [%SPEECH1%]* (はい | ある [よ] | うん | そうだね | そう
なんだ | そうだよね | 良いよ | 良い | した [よ] | もちろん | わかった) 
[%SPEECH1%]*{answer}; 
public <0006> = [%SPEECH1%]* (いいえ | [もう | 別に | 特に | して | した 
こと [が]] [良く] ない| そうかな | 別に | 悪い | 無理 | できなかった | 微
妙 | そうでも ない | 全然 | ありません | ない)[%SPEECH1%]* {answer}; 
public <0007> = [%SPEECH1%]* (普通 | まぁまぁ) <語尾> [%SPEECH1%]* 
{state}; 
public <0008> = [%SPEECH1%]* <形容詞> (元気 | 快調 | 良好) <語尾> 
[%SPEECH1%]* {state}; 
public <0009> = [%SPEECH1%]* <形容詞> (良い) <語尾 3> [%SPEECH1%]* 
{state}; 
public <0010> = [%SPEECH1%]* (風邪 | 花粉症) <語尾> [%SPEECH1%]* 
{state}; 
public <0011> = [%SPEECH1%]* 風邪  [を ] (ひいた  | ひいてる  [んだ 
[よ]])[%SPEECH1%]* {state};  
public <0012> = [%SPEECH1%]* <形容詞> 花粉症  が  ひどい  <語尾 4> 
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3.5 センサ管理モジュール 
センサ管理モジュールはセンサデバイスとセンサ管理部から構成される．本
モジュールはユーザの接触と接触箇所を検知し，結果を意図推定モジュールの
理解可能な文字列に変換して出力する．センサ管理モジュールの処理の流れを
図 3.6 に示す． 
 
 
 
 
センサデバイス 
 
接触箇所の検知 
ID:0 圧力:10 
センサ ID，接触箇所対応表 
センサ ID 接触箇所 
0 頭部 
… … 
 
接触箇所=頭部 
 
文生成 
テンプレート 
<“接触箇所”に接触> 
 
意図推定モジュール 
<頭部に接触> 
図 3.6 接触認識部の処理の流れ 
センサ管理部 
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センサデバイスにはロボットに接触センサを備えたものを用いている．接触
センサはロボットの頭部，腹部，両手，両足の 6 箇所に設置した．ロボットの
外観と接触センサの設置箇所を図 3.7 に示す． 
本研究では使用する接触センサにおいて複数の候補から検討をおこなった． 
接触センサの種類と検出方法には主に以下の 3 種類がある． 
 スイッチ：スイッチをクリックすることで接触を検知 
 感圧センサ：接触時の圧力によって接触を検知 
 静電容量センサ：センサ面の静電容量の変化で接触を検知 
本ロボットは外装にぬいぐるみを用いていることから触った印象も機械的に
ならないことが望ましいと考えられる． 
しかし，スイッチのクリック感は機械的な印象が強い．また，静電容量セン
サは接触検出時にクリック感などの機械的な印象はないが，人が接触した場合
だけでなく周囲の電気的ノイズによっても反応するため不意の検出エラーを引
き起こす可能性が他と比べて高い．そこで，接触検出時にクリック感などの機
械的印象がなく接触時の圧力のみで信号を検出する感圧センサを本研究では接
触センサとして用いた．感圧センサの外観を図 3.8 に示し，接触センサの設置
箇所および使用した感圧センサの概要を表 3.3 にまとめる． 
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図 3.7 ロボットの外観と接触センサの設置箇所 
 
 
図 3.8 感圧センサの外観 
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表 3.3 感圧センサの概要 
名称 FSR(Force Sing Resistor)406 
感圧範囲 100g 未満～10kg 超 
最小感度 20g~100g 
サイズ タテ×ヨコ 1.5 インチの正方形 
分類 PTF(Polymer Thick Film：高分子厚膜フィ
ルム)デバイス 
メーカー Interlink Electronics Inc. 
 
センサ管理部はセンサデバイスからセンサ IDとセンサの圧力情報を取得する．
センサ ID は接触センサのポート番号をもとに割り振っている．そして，センサ
ID とセンサの設置場所の対応表（表 3.4）から接触部位を検知し，接触検知を
通知する文字列を生成して意図推定モジュールへ送っている．文字列の生成に
はテンプレートを用いている． 
 
表 3.4 センサ ID とセンサの設置場所の対応表 
 
センサ ID 接触箇所 
0 頭部 
1 腹部 
2 右手 
3 左足 
4 右足 
5 左足 
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3.6 意図推定モジュール 
意図推定モジュールは関数 VI(va)，TI(csr,ta)の機能を持ち，vi，ti を出力する． 
本システムでは関数 VI(va)として，筆者が所属している研究室の意図推定エンジ
ンを用いる． 
意図推定エンジンは vi として，以下の 4 種類の意図を出力する． 
 <AFFIRMATIVE>：「はい，いいよ」のような肯定的な音声応答 
 <NEGATIVE>：「いいえ，嫌」のような否定的な音声応答 
 <NOTHING>：音声応答なしを示す 
 <OTHERS>：上記以外の，想定していない音声応答 
 
関数 TI(csr,ta)はセンサ管理モジュールからの接触場所情報と，システム意図 csr
に含まれる接触要求箇所の情報から ti を推定する． 
ti は以下の 3 種類に分類される． 
 <TOUCHED>：接触要求と同じ場所に触る 
 <MIS-TOUCHED>：接触要求以外の場所に触る 
 <NON-TOUCHED>：接触なし 
接触場所と接触要求箇所が一致すれば <TOUCHED>，一致しなければ
<MIS-TOUCHED>，接触情報がない場合は<NON-TOUCHED>,を出力する． 
 
3.7 応答決定モジュール 
 応答決定モジュールのフローチャートを図 3.9 に示す． 
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図 3.9 応答決定モジュールのフローチャート 
 
 
 
 
 
応答決定モジュールは関数 D_RESPONSE(vi)，T_RESPONSE(vi,ti)，REPLY(csr,ri)
に対応し，各意図から返答文を生成する． 
D_RESPONSE(vi)，T_RESPONSE(vi,ti)は入力された意図とシステムの返答意図の
対応を定義している[62]．REPLY(csr,ri)はシステムの発話意図と返答意図から対
話 DB を用いて返答文を出力する．対話 DB とは csrと ri の組み合わせに対する
システム返答文を定義したデータベースである． 
 
(1) D_RESPONSE(vi) 
表 3.5 に関数 D_RESPONSE(vi)における音声応答 vi とシステム返答意図 ri の関
係を示す． 
 
 
 
vi ti csr 
D_RESPONSE T_RESPONSE 
REPLY 
対話 DB 
システム返答文 
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表 3.5 関数 D_RESPONSE(vi)における vi と ri の関係 
音声応答 vi システム返答意図 ri 
<AFFIRMATIVE> <肯定を反映> 
<NOTHING> <システム発話の認識
を確認> 
<NEGATIVE> <否定を反映> 
<OTHERS> <意図の問い直し> 
 
 
Case 1) 
音声応答 vi=<AFFIRMATIVE>の場合 
システム返答の意図は<肯定を反映>となる．肯定を反映する応答を先のシス
テム発話を考慮して返す．システム発話が「ラーメンを食べませんか」など
推薦の場合は感謝などを返し，「朝食は毎日食べますか」のような質問の場
合は肯定に対して「それはいいことですね」のような返答をする． 
 
Case 2)  
音声応答 vi=<NOTHING>の場合 
人からの応答がないため，システムは話を聞いていたかどうか尋ねる返答を
する． 
 
Case 3)  
音声応答 vi=<NEGATIVE>の場合 
否定を反映する応答を先のシステム発話を考慮して返す．システム発話が
「ラーメンを食べませんか」など推薦の場合は悲しみや別の推薦を返し，「朝   
食は毎日食べますか」のような質問の場合は「食べたほうがいいですよ」の
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ような返答をする． 
 
Case 4)  
音声応答 vi=<OTHERS>の場合 
「疲れた」のように現在の対話と関係性のない応答に対し，「それはどうい
うことですか」など意図を問い直す返答をする． 
 
DBC において，システムの返答文は csr と D_RESPONSE(vi)の出力意図 ri から
REPLY(csr,ri)によって決定される．表 3.6 に csr = 「朝食は毎日食べていますか？」
と各 ri における REPLY(csr,ri)の出力例を示す． 
 
 
 
 
 
 
 
表 3.6  csr = 「朝食は毎日食べていますか？」における，REPLY(csr,ri)出力例 
ri REPLY(csr,ri) 
<肯定を反映> 「それは良いことですね」 
<システム発話の認識を確認> 「僕の話を聞いてもらえてないのかな」 
<否定を反映> 「少しでも食べたほうがいいですよ」 
<意図の問い直し> 「それはどういうこと？」 
 
 
 
 
第 3 章 接触と音声による応答決定手法 
54 
 
(2) T_RESPONSE(vi,ti) 
表 3.7 に TBC と DBC の組み合わせで使用される関数 T_RESPONSE(vi,ti)にお
ける vi,ti と ri の関係を示す． 
 
Case 1)  
触覚インタラクション：<TOUCHED>，音声応答：<AFFIRMATIVE>の場合 
このケースでは，人は触覚インタラクション，音声応答ともに要求を受け入
れる強い意図を表現している．そのため，ロボットは「本当にありがとう，
すごく楽になったよ」のように強い感謝を表す． 
 
Case2)  
触覚インタラクション：<TOUCHED>，音声応答：<NOTHING>の場合 
人からの音声応答はないが，触覚インタラクションにおいて要求を受諾した
意図を示している．そのためロボットは「痛みが和らいだよ，ありがとう」
のように感謝を示す返答をする． 
 
表 3.7 関数 T_RESPONSE(vi,ti)における vi,ti と ri の関係 
 
ti 
 
vi 
<TOUCHED> <MIS-TOUCHED> <NON-TOUCHED> 
<AFFIRMATIVE> <強い感謝> <MIS-TOUCHED を
反映>/<感謝> 
<感謝> 
<NOTHING> <感謝> <MIS-TOUCHED を
反映>/<感謝> 
<要求の認識を確認> 
<NEGATIVE> <NEGATIVE
を反映 >/<感
謝>  
<NEGATIVE を反映
>/<MIS-TOUCHED
を反映>/<感謝> 
<悲しみ> 
<OTHERS> <感謝>  
 
<MIS-TOUCHED を
反映>/<感謝> 
<要求受け入れ意図の
確認> 
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Case 3)  
触覚インタラクション：<TOUCHED>，音声応答：<NEGATIVE>の場合 
音声応答では要求に対して否定を示しているが，触覚インタラクションによ
り要求を受け入れている．そのためロボットは「嫌と言いながらでも，触っ
てくれて嬉しいよ」のように否定の応答を反映しながら感謝を示す返答をす
る． 
 
Case 4)  
触覚インタラクション：<TOUCHED>，音声応答：<OTHERS>の場合 
音声応答が要求と無関係なことであったとしても，触覚インタラクションで
は要求を受け入れている．そのためロボットは「あなたが触ってくれたおか
げで，楽になったよ．ありがとう」と感謝を述べる． 
 
Case 5)  
触覚インタラクション：<MIS-TOUCHED>，音声応答：<AFFIRMATIVE>の 
場合 
要求した場所には接触していないが音声応答により要求を受け入れる意図を
示している．そのためロボットは「触ろうとしてくれてありがとう」のよう
に<MIS-TOUCHED>であることを反映しつつ感謝を示す． 
 
Case 6)  
触覚インタラクション：<MIS-TOUCHED>，音声応答：<NOTHING>の場合 
音声応答はないが，ロボットに対して接触を試みていることがわかる．その
ため「そこは触ってほしい場所じゃないけど，ありがとう」のように
<MIS-TOUCHED>であることを反映しつつ感謝を示す． 
 
Case 7)  
触覚インタラクション：<MIS-TOUCHED>，音声応答：<NEGATIVE>の場合 
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音声応答により要求に対し反対を示しているが，Case 6 のように接触を試み
ているとの事実がある．そのためロボットは「嫌といいながら，触ろうとし
てくれてありがとう」のように触覚インタラクションと音声応答を反映しな
がら感謝を表す． 
 
Case 8)  
触覚インタラクション：<MIS-TOUCHED>，音声応答：<OTHERS>の場合 
音声応答は要求に対して関係はないが，触覚インタラクションによって要求
場所に触ろうとしていると判断できる．そのためロボットは「そこに触って
ほしいのではないけど，触ろうとしてくれて嬉しいよ」のように
<MIS-TOUCHED>であることを反映しつつ感謝を示す． 
 
Case 9)  
触覚インタラクション：<NON-TOUCHED>，音声応答：<AFFIRMATIVE>の
場合 
この場合，音声応答で要求を受け入れているためロボットのセンサが接触を
認識していない可能性がある．このことを考慮してロボットは「ありがとう，
楽になったよ」と感謝を示す． 
 
Case 10)  
触覚インタラクション：<NON-TOUCHED>，音声応答：<NOTHING>の場合 
音声応答も触覚インタラクションもないため，ロボットは「聞こえなかった
のかな？」と要求の認識を確認する応答をする． 
 
Case 11)  
触覚インタラクション：<NON-TOUCHED>，音声応答：<NEGATIVE>の場合 
音声応答により反対の意を示しており，触覚インタラクションもないためロ
ボットは「僕に触りたくないのかな，悲しいな」のように悲しみを表す． 
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Case 12)  
触覚インタラクション：<NON-TOUCHED>，音声応答：<OTHERS>の場合 
音声応答は要求に関係なく，また触覚インタラクションもない．そのためロ
ボットは「僕に触りたくないということ？」のように要求を受け入れる意図
があるのか尋ねる． 
  
DBC と TBC の組み合わせにおいて，システムの返答文は csr と
T_RESPONSE(vi,ti)の出力意図 ri から REPLY(csr,ri)によって決定される．表 3.8
に csr = 「ちょっと頭痛がするんだ，頭をなでてくれない？」と各 ri における
REPLY(csr,ri)の出力例を示す． 
 
表 3.6，3.7 より，DBC のみでは音声応答の意図に合わせて 4 タイプのロボット
返答のみ定義したのに対し，DBC と TBC の組み合わせにおいてロボットの返答
を 12 タイプ定義したことが分かる． 
このように，各意図の組み合わせに応じて詳細な応答アルゴリズムを定義する
ことで，より相手の意図に沿った，親しみのある対話が可能になると考える． 
 
表 3.8 csr = 「ちょっと頭痛がするんだ，頭をなでてくれない？」における
REPLY(csr,ri)の出力例 
 
ri REPLY(csr,ri) 
<強い感謝> 本当にありがとう，すごく楽になった
よ 
<感謝> 痛みが和らいだよ，ありがとう 
<NEGATIVE を反映>/<感謝> 嫌と言いながらでも，触ってくれて嬉
しいよ 
<MIS-TOUCHED を反映>/<感謝> 触ろうとしてくれてありがとう 
<NEGATIVE を反映> / 
<MIS-TOUCHED を反映>/<感謝> 
嫌といいながら，触ろうとしてくれて
ありがとう 
<要求の認識を確認> 聞こえなかったのかな？ 
<悲しみ> 僕に触りたくないのかな，悲しいな 
<要求受け入れ意図の確認> 僕に触りたくないということ？ 
第 3 章 接触と音声による応答決定手法 
58 
 
3.8 結言 
 接触機能を持つ対話型ロボットとして，従来は接触入力のみ，音声入力のみ
から応答を決定していた．しかし，ロボットからの接触要求に対して否定的な
音声応答をしながら接触入力がおこなわれた場合は接触と音声の組み合わせか
ら応答を決定することで，より適切な応答が可能と考えた． 
 そこで，本章では接触機能を有した対話ロボットを構築した．音声入力から
発話意図，接触センサの情報から接触意図を推定し応答決定モジュールにおい
て各意図の組み合わせからシステムの返答意図を決定した．システムの返答意
図は DBC において 4 タイプ，TBC において 12 タイプ定義し入力意図の組み合
わせに応じた詳細な応答アルゴリズムを提案した． 
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第 4章 
推薦木を用いた肯定否定判定 
 
 
 
 
 
 
4.1 緒言 
 従来の肯定否定判定手法において，語や文法の意味から判定をおこなう手法では
単一のルールで幅広い文に適用可能であるが，間接発話表現と呼ばれる文の意味と
文が含む語の意味が一致しないものを適切に処理できない問題があった． 
 そこで，本章では推薦に対する応答を対象として推薦木と呼ぶ木構造の知識デー
タを新たに定義し，推薦木を用いた肯定否定判定手法を提案する． 
 
4.2 提案手法の概要 
間接発話行為を含む文から肯定否定意図を判定するために，本研究は推薦木と呼
ぶ新しい知識データとそれを用いた肯定否定意図判定アルゴリズムを提案する．推
薦木は木構造のデータ構造であり，推薦自体を現すルートノードと推薦に含まれる
条件(RC)を表す子ノードによって構成される．RC の種類には以下のようなものが
ある． 
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 必要条件(R_RC) 
ある推薦において必要な条件．例えば「今日，ケーキを食べませんか」と
の推薦において“あなた”，“今日”，“ケーキ”，“食べる”が該当する．ま
た“ケーキ”の条件において“甘い”や“洋菓子”が必要条件となる． 
 
 選択可能条件(S_RC) 
ある推薦において複数の選択肢から選ぶことのできる条件．上記の推薦に
おいて，ケーキの種類は限定されていないため“ショートケーキ”，“チョ
コレートケーキ”，“モンブラン”などが選択可能条件となる． 
 
 選択不可能条件(NS_RC) 
ある推薦において無関係で選択できない条件．上記の推薦において食べ物
に“ケーキ”，スケジュールに“今日”を推薦しているのに対し“ラーメン”
や“明日”など推薦と異なるものが選択不可能条件となる． 
 
 推薦に対する肯定否定意図は以下の手順で判定される． 
Step 1. 文に含まれる肯定否定意図と，意図の対象となる条件を抽出する． 
Step 2. 抽出された条件と意図から意図判定アルゴリズムを用いて推薦木   
を辿りルートノードの意図を導出する． 
例えば上記の推薦に対して間接発話行為を含む応答「ラーメンが食べたい」から，
まず NS_RC の“ラーメン”とそれに対する“肯定”意図を抽出する．次に推薦木
を辿りながらルートノードの意図を“否定”と導き出す．結果，応答は推薦に対し
て否定意図であると判定する． 
肯定否定意図判定のフローチャートと応答「ラーメンが食べたい」からの判定例を
図 4.1に示す． 
Step1は多属性照合によって実現する．Step2において推薦木を 4.3 章，判定アル
ゴリズムを 4.4章で説明する． 
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図 4.1  肯定否定意図判定のフローチャートと判定例 
 
 
 
4.3 推薦木の定義 
本研究では，RC は以下の 4つの概念に分類される． 
 ”WHO”：推薦対象の人物 
 ”WHEN”：推薦時間 
 ”WHAT”：推薦物 
 ”VERB”：推薦動作 
表 4.1 に各概念に属する RC の例を示す． 
 
 
肯定否定意図と条件の抽出 
NS_RC：”ラーメン” 意図：肯定 
入力文：「ラーメンが食べたい」 
 ルートノードの肯定否定意図導出 
推薦木 
ラーメン ケーキ 
推薦に対する意図 
否定 
推薦 
肯定 
否定 
NS_RC 
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表 4.1 各概念に属する RC の例 
概念名 RC の例 
WHO あなた 
彼 
WHEN 今日 
明日 
WHAT ケーキ 
ラーメン 
VERB 行く 
食べる 
 
図 4.2 に表 4.1 の RC を用いた推薦木の一部を示す．図 4.2 においてルートノード
の REC は推薦自体を示す．ルートノードは RC の概念を示すノード（概念ノード），
WHO,WHEN,WHAT,VERB を子として持つ．これらのノードは RC を子ノードとし
て持つ．例えば，概念ノード“WHO”は RCノード“あなた”や“彼”を子ノード
に持つ．推薦木のエッジは RC の種類を表す．エッジの種類は R_RC, S_RC, NS_RC
に対応して R_edge,S_edge,NS_edge の 3 種類がある．ルートノードと概念ノードは
R_edge で結ばれる．概念ノードと RC ノードは S_edge で結ばれる．これらのエッ
ジの種類は推薦内容に応じて変更される．例えば，「今日，ケーキを食べませんか」
の推薦において図 4.2の推薦木の各エッジは図 4.3のように変更される．図 4.3 に
おいて，ノード“あなた”，“今日”，“ケーキ”，“食べる”とそれらの親を結ぶエッ
ジが R_edge に変更される．そして，ノード“彼”，“明日”，“ラーメン”，“行く”
とそれらの親を結ぶエッジが NS_edgeに変更される． 
 推薦木はリーフに関連するノードからなるツリーを繋げることで拡張される．図 
4.3 のリーフとなっている“ケーキ”には味が甘いという特徴や，種類としてモン
ブランやショートケーキ，チョコレートケーキを持つ．そのため図 4.3の推薦木は
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リーフ“ケーキ”に図 4.4のサブツリーが接続されることで拡張される．図 4.4 に
おいて，ノード“ケーキ”は R_edgeで繋がれる子ノードに“味”，“種類”を持つ．
ノード“味”は R_edgeで繋がる子ノード“甘い”を持つ．ノード“種類”は S_edge
で繋がる子ノード“モンブラン”，“ショートケーキ”，“チョコレートケーキ”を持
つ．  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 ケーキ 
  WHO   WHEN   WHAT   VERB 
  あなた   今日      明日 
  
  ラーメン 
  
図 4.2  推薦木の一部 
  彼 
  
  行く 
  REC  
食べる 
R_edge 
S_edge 
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 ケーキ 
  WHO   WHEN   WHAT   VERB 
  あなた   今日      明日 
  
  ラーメン 
  
図 4.3 推薦「今日，ケーキを食べませんか」に 
おける推薦木の一部 
  彼 
  
  行く 
  REC  
食べる 
R_edge 
S_edge 
NS_edge 
ケーキ 
 味 
  甘い 
  種類 
  
ショート 
ケーキ   
チョコレート 
ケーキ 
  モンブラン 
R_edge 
S_edge 
図 4.4 ノード“ケーキ”のサブツリー 
第 4章 複数文字列検索 
65 
 
4.4 肯定否定判定アルゴリズム 
本研究で提案するアルゴリズムは，ある RCノードの意図から推薦木を辿るこ
とでルートノード“REC”の意図を導出する[63][64]．図 4.3で示される「今日，
ケーキを食べませんか」に対応する推薦木において RC ノード“ラーメン”の肯
定があった場合，ノード“REC”の意図は否定と判定される．提案アルゴリズム
を示す前に，以下の定義を準備する． 
 
Definition 
 NODE[x]：ノード“x” 
 EDGE[NODE[x],NODE[y]]：NODE[x]と NODE[y]間のエッジ(NC-edge, S_edge, 
NS_edge) 
 INTENTION[NODE[x]]：NODE[x]の意図（acceptance, rejection, no_information）
no_information は意図がないことを示す．全てのノードは no_information で
初期化されている 
 PARENT(NODE[x])：NODE[x]の親ノードを返す 
 SIBLING(NODE[x])：NODE[x]の兄弟ノードのセットを返す 
 否定判定論理式 REJECTION(NODE[x]) 
 
NODE[x]において，論理式 REJECTION(NODE[x])が真となるとき，
INTENTION[PARENT[NODE[x]]] は rejection と判定される． 
REJECTION(NODE[x])は式(4.1)-(4.4)により示される．ただし，“”と“”はそれ
ぞれ論理和と論理積を示す． 
 
REJECTION(NODE[x]) = REJECTION1(NODE[x]) ∨
REJECTION2(NODE[x])  
∨REJECTION3(NODE[x]) 
(4.1)  
 
REJECTION1(NODE[x]) =  
 x(INTENTION[NODE[x]] = rejection 
∧EDGE[NODE[x], PARENT(NODE[x])] = R_edge) 
(4.2)  
第 4章 複数文字列検索 
66 
 
 
 
REJECTION2(NODE[x]) =  x(
SIBLING(NODE[x])(INTENTION[SIBLING(NODE[x])] = rejection 
∧EDGE[PARENT(NODE[x]), SIBLING(NODE[x])] = S_edge) 
∧ (INTENTION[NODE[x]] = rejection   EDGE[PARENT(NODE[x]), 
NODE[x]] = S_edge)) 
(4.3)  
 
REJECTION3(NODE[x]) =  
 x(INTENTION[NODE[x]] = acceptance 
∧EDGE[NODE[x], PARENT(NODE[x])] = NS_edge) 
(4.4)  
 
以下に REJECTION(NODE[x])を構成する REJECTION1(NODE[x]), 
REJECTION2(NODE[x]), REJECTION3(NODE[x])の適用例を示す． 
 
REJECTION1(NODE[x]) 
「ケーキは嫌い」と NODE[“ケーキ”]を否定した場合，INTENTION[NODE[“ケ
ーキ”]]は rejection となる．図 4.3 より，PARENT(NODE[“ケーキ”])は
NODE[“WHAT”]であり EDGE[NODE[“cake”],NODE[“WHAT”]]は R_edgeである．
そのため REJECTION 1 より INTENTION[NODE[“WHAT”]]は rejection となる． 
 
REJECTION2(NODE[x]) 
 ユーザの応答文によりケーキの種類を表す NODE[x] (x=”チョコレートケー
キ ”, “ シ ョ ー ト ケ ー キ ”, “ モ ン ブ ラ ン ”) を 全 て 否 定 し た 場 合
INTENTION[NODE[x]]は rejection となる．図 4.3,4.4 より，PARENT(NODE[x])
は NODE[“kind”]であり，EDGE[NODE[“kind”],NODE[x]]は S_edgeである．その
ため REJECTION 2 より INTENTION[NODE[“kind”]]は rejection となる． 
 
REJECTION3(NODE[x]) 
ユーザの応答文により NODE[“ ラーメン ”] が肯定された場合，
INTENTION[NODE[“ ラーメン ”]] は acceptance となる．図  4.3 より，
PARENT[NODE[“curry”]] は NODE[“WHAT”] であ り EDGE[NODE[“ ラ ー メ
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ン ”],NODE[“WHAT”]]は NS_edge である．そのため，REJECTION 3 より
INTENTION[NODE[“WHAT”]]は rejection となる． 
 
 肯定判定論理式 ACCEPTANCE(NODE[x])  
NODE[x]において，論理式 ACCEPTANCE(NODE[x])が真となるとき，
INTENTION[PARENT[NODE[x]]] は acceptanceと判定される． 
REJECTION(NODE[x])は式(4.5)-(4.7)により示される．ただし，“”と“”はそれ
ぞれ論理和と論理積を示す． 
 
 
ACCEPTANCE(NODE[x]) = ACCEPTANCE1(NODE[x])  
∨ACCEPTANCE2(NODE[x]) (4.5)  
 
ACCEPTANCE1(NODE[x]) =   
 x(INTENTION[NODE[x]] = acceptance  
∧EDGE[NODE[x], PARENT(NODE[x])] = (R_edge ∨ S_edge)) 
(4.6)  
 
ACCEPTANCE2(NODE[x]) =  
 x(INTENTION[NODE[x] = rejection  
∧EDGE[PARENT(NODE[x]), NODE[x]] = S_edge  
∧  SIBLING(NODE[x]) (INTENTION[SIBLING(NODE[x])]   
rejection 
∧EDGE[PARENT(NODE[x]), SIBLING(NODE[x])] = S_edge)) 
(4.7)  
 
以下に REJECTION(NODE[x])を構成する ACCEPTANCE1(NODE[x]), 
ACCEPTANCE2(NODE[x])の適用例を示す． 
 
ACCEPTANCE1(NODE[x]) 
ユ ー ザ の 応 答 文 に よ り NODE[“ ケ ー キ ”] が 肯 定 さ れ た 場 合 ，
INTENTION[NODE[“ ケ ー キ ”]] は acceptance と な る ． 図  4.3 よ り ，
PARENT(NODE[“ケーキ”])は NODE[“WHAT”]であり，  EDGE[NODE[“ケー
キ ”],NODE[“WHAT”]]は R_edge である．よって ACCEPTANCE 1 より 
INTENTION[NODE[“WHAT”]]は acceptanceとなる． 
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ACCEPTANCE2(NODE[x]) 
ユ ー ザ が NODE[“ チ ョ コ レ ー ト ケ ー キ ”] を 肯 定 し た 場 合 ，
INTENTION[NODE[“チョコレートケーキ”]]は acceptance である．図 4.3 より，
PARENT(NODE[“ チ ョ コ レ ー ト ケ ー キ ”]) は NODE[“WHAT”] で あ り
EDGE[NODE[“チョコレートケーキ ”],NODE[“WHAT”]]は S_edge である．
ACCEPTANCE 1 より，INTENTION[NODE[“WHAT”]]は acceptanceとなる． 
 また，NODE[“チョコレートケーキ”]を否定して，かつ INTENTION[NODE[“シ
ョートケーキ”]]が no_information または acceptance である場合，図 4.4 より
PARENT(NODE[x]) (x = ”チョコレートケーキ ”， ”ショートケーキ ”)は
NODE[“kind”]であり， EDGE[NODE[“kind”],NODE[x]]は S_edgeである．そのた
め ACCEPTANCE2 より， INTENTION[NODE[“kind”]]は acceptanceとなる． 
 
以上より提案アルゴリズムを定義する． 
 
意図判定アルゴリズム 
Input: ANSWER_NODE[] and ANSWER_INTENTION[]  
ANSWER_NODE[]は応答文により肯定否定意図を示されているノードのリス
トである. ANSWER_INTENTION[]は ANSWER_NODE[]の要素に対応する意図
である．ANSWER_INTENTION[]の引数は ANSWER_NODE[]の要素である．応
答文「ラーメンが食べたい」において，ANSWER_NODE[] = {“ラーメン”}，
ANSWER_INTENTION[“ラーメン”] = {“acceptance”}となる． 
 
Output: INTENTION[NODE[“REC”]]  
 
Method: 
for i=1 to n do/*n is the number of elements in ANSWER_NODE[]*/ 
INTENTION[NODE[ANSWER_NODE[i]]=ANSWER_INTENTION[ANSWER_
NODE[i]]  
target_node = NODE[ANSWER_NODE[i]] 
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   while target_node   NODE[“REC”] do 
   if REJECTION(target_node) is true then 
         INTENTION[ PARENT(target_node)] = rejection 
      else if ACCEPTANCE(target_node) is true then 
         INTENTION[ PARENT(target_node)] = acceptance 
      endif 
      target_node = PARENT(target_node)] 
   endwhile 
   if INTENTION[ NODE[“REC”]] is rejection then 
      INTENTION[ NODE[“REC”]] = negative 
      break 
   else if INTENTION[ NODE[“REC”]] is acceptance then 
      INTENTION[ NODE[“REC”]] = affirmative 
   endif 
endfor 
End of Algorithm 
 
アルゴリズムによる意図判定例を示す．推薦「今日，ケーキを食べませんか」
に対して以下の 4応答から判定する． 
応答例 4.1. 「甘いものを食べたいです」（R_edgeを持つノードを肯定） 
応答例 4.2. 「甘いものは食べたくないです」（R_edge を持つノードを否定） 
応答例 4.3. 「ラーメンが食べたいです」（NS_edgeを持つノードを肯定） 
応答例 4.4. 「ショートケーキは食べたくないです」（S_edgeを持つノード             
を否定） 
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応答例 4.1. 
 応答「甘いものを食べたいです」において，ANSWER_NODE[] = {“甘い”}， 
ANSWER_INTENTION[“甘い”] = {“acceptance”}となる． 
 アルゴリズムに従って NODE[x] (x = “甘い”, “味”, “ケーキ”, “WHAT”, “REC”)
の意図を導出すると INTENTION[NODE[“REC”]]は affirmative となる．図 4.5
に導出された各ノードの意図を示す．グレーで塗られたノードは acceptance
であることを示している． 
 
 
 
 
 
 
 
 
 
 
 ケーキ 
  味 
  甘い 
  WHO   WHEN   WHAT   
VERB 
  あなた   今日   食べる   ラーメン 
図. 4.5  応答「甘いものを食べたいです」からの意図導出
例 
  REC 
  種類 
  
ショート 
ケーキ   
チョコレート 
ケーキ 
  モンブラン 
R_edge 
S_edge 
NS_edge 
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応答例 4.2. 
 応答「甘いものは食べたくないです」において，ANSWER_NODE[] = {“甘い”}， 
ANSWER_INTENTION[“甘い”] = {“rejection”}となる． 
 アルゴリズムに従って NODE[x] (x = “甘い”, “味”, “ケーキ”, “WHAT”, “REC”)
の意図を導出すると INTENTION[NODE[“REC”]]は rejection となる．図 4.6 に
導出された各ノードの意図を示す．ブラックで塗られたノードは rejection で
あることを示している． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 ケーキ 
  味 
  甘い 
  
WHAT 
図 4.6  応答「甘いものを食べたくないです」からの意図導出例 
  REC 
R_edge 
S_edge 
NS_edge 
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応答例 4.3. 
 応答「ラーメンが食べたいです」において ANSWER_NODE[] = {“ラーメン”}， 
ANSWER_INTENTION[“ラーメン”] = {“acceptance”}となる． 
 アルゴリズムに従って NODE[x] (x = “ラーメン”, “WHAT”, “REC”)の意図を導
出すると INTENTION[NODE[“REC”]]は rejection となる．図 4.7 に導出された
各ノードの意図を示す．グレーで塗られたノードは acceptance，ブラックで塗
られたノードは rejection であることを示している． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 ケーキ 
  WHAT 
  ラーメン 
図 4.7  応答「ラーメンが食べたいです」からの意図導出例 
  
REC 
R_edge 
S_edge 
NS_edge 
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応答例 4.4. 
 応答「ショートケーキは食べたくないです」において ANSWER_NODE[] = {“シ
ョートケーキ”}， ANSWER_INTENTION[“ショートケーキ”] = {“rejection”}． 
 アルゴリズムに従って NODE[x] (x = “ショートケーキ”, “種類”, “ケーキ”, 
“WHAT”, “REC”)の意図を導出すると INTENTION[NODE[“REC”]]はaffirmative
となる．図 4.8に導出された各ノードの意図を示す．グレーで塗られたノード
はacceptance，ブラックで塗られたノードは rejectionであることを示している． 
 
 
 
 
 
 
 
 
 
 
 
 
 ケーキ 
  WHAT 
図 4.8  応答「ショートケーキは食べたくないです」からの意図導出例 
  REC 
  種類 
  
ショート 
ケーキ 
  チョコレート 
ケーキ 
  モンブラン 
R_edge 
S_edge 
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4.5 結言 
従来手法には間接発話表現から適切な意図判定がおこなえない問題があった． 
そこで，本章では推薦木を用いた肯定否定判定アルゴリズムを提案した． 
推薦木は，必要条件，選択可能条件，選択不可能条件と呼ばれる推薦に含ま
れる条件により構成される．推薦木は木構造であり，推薦自体を現すルートノ
ードと推薦に含まれる条件(RC)を表す子ノードによって構成される．エッジに
は NC-edge, S_edge, NS_edgeがあり，条件の種類に対応している． 
 また，応答文により肯定否定意図を示されている推薦木のノードから，推薦
の意図を表すルートノードの意図を導出するアルゴリズムを提案した． 
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第 5章 
評価実験 
 
 
 
 
 
 
5.1 緒言 
提案した接触と音声による応答決定手法の有効性を確認するため，2 種類の実
験をおこなった．一つは触覚インタラクションのみと提案手法の比較で，一つ
は音声対話における触覚インタラクションの効果の検証である． 
触覚インタラクションとの比較において，対人実験により親しみや楽しさを評
価する． 
音声対話における接触の効果の検証では，音声対話と触覚インタラクションを
組み合わせた対話が対話のみと比較してコミュニケーションに与える影響を対
人実験により評価する． 
 また，推薦木を用いた肯定否定意図判定アルゴリズムを評価するために 3 種
類の推薦に対する 300 文のオープンコーパスから精度実験をおこなった． 
 5.1章では提案ロボットと触覚インタラクションロボットとの比較実験を，5.2
章では提案ロボットと音声対話ロボットとの比較実験をおこなう．5.3 章で肯定
否定判定のための提案アルゴリズムの精度実験をおこなう． 
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5.2 触覚インタラクションロボットとの比較実
験 
提案手法を評価するために，触覚インタラクションのみから応答を決定する
比較アルゴリズムと対人実験をおこない，印象評価をおこった[65]． 
 
比較アルゴリズム 
Case 1) <TOUCHED> 
「触ってくれてありがとう」のように，適切な接触に対する感謝を
述べる． 
Case 2) <MIS-TOUCHED> 
「そこは違うよ」のように，接触箇所が違うことを指摘する． 
Case 3) <NON-TOUCHED> 
「触ってもらえなくて残念だな」のように，接触要求が満たされな 
ことに悲しみを示す． 
 
実験設定 
応答アルゴリズムの異なるロボット A，B を用いて対人実験をおこなった．
ロボット A は提案手法から，ロボット B は比較アルゴリズムから応答を決定
する． 
実験ではシステム主導対話を想定しており，以下のステップでコミュニケー
ションが進行する． 
Step 1. ロボットが人に接触要求をおこなう． 
Step 2. 人がロボットに対し音声応答と接触をおこなう． 
この条件において音声応答の種類を以下のように定義する． 
1. 接触要求の肯定 <AFFIRMATIVE> 
2. 無言 <NOTHING> 
3. 接触要求の否定 <NEGATIVE> 
4. その他 <OTHERS> 
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また，接触の種類を以下のように定義する． 
1. 要求された箇所を接触<TOUCHED> 
2. 要求された箇所以外を接触<MIS-TOUCHED> 
3. 接触なし<NON-TOUCHED> 
そして，本実験において音声応答と接触の種類の組み合わせを TC𝑛 (1 ≤ 𝑛 ≤
13)と定義した．表 5.1 に TC𝑛と応答の種類を示す． 
 
音声応答<AFFIRMATIVE>と<NON-TOUCHED>の組み合わせにおいて 2 種類
存在するのはそれぞれ以下の状況を考慮しているためである． 
TC3：音声で肯定を示しながら，実際に接触をおこなわない． 
TC13：音声で肯定を示し接触をおこなったが，センサが接触を検知できない． 
 
 
 
 
 
表 5.1 TC𝒏と応答の種類 
 
 
 
 
接触の種類 
 
 
音声応答の 
種類 
<TOUCHED> 
 
<MIS-TOUCHED> 
 
<NON-TOUCHED> 
<AFFIRMATIVE> TC1 TC2 TC3 , TC13 
<NOTHING> TC4 TC5 TC6 
<NEGATIVE> TC7 TC8 TC9 
<OTHERS> TC10 TC11 TC12 
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実験方法 
本実験では各 TCn において以下のステップを実行することでロボットの応答
に対する被験者の印象を評価する． 
Step 1. 被験者は実験をおこなう TCn を提示される 
Step 2. ロボット X(X=A or B)が接触要求の発話をおこなう 
Step 3. 被験者が TCn に対応する応答をおこなう 
Step 4. ロボット X が返答をする 
Step 5. 被験者は質問用紙に TCn におけるロボット Xの印象評価をおこ  
なう 
Step 6. Step1~5 をロボット Y (Y=B or A)に対しおこなう 
全ての応答実験を終えた後，実験を通してロボット A,B に対して抱いた印象
を評価する． 
被験者は 11 人の大学生および大学院生である． 
ロボット A，B の実験順序による印象の変動を抑えるために，6 人の被験者で
はロボット X=ロボット A，ロボット Y=ロボット B とした．残りの被験者で
はロボット X=ロボット B，ロボット Y=ロボット A とした． 
被験者の印象を測定するために semantic differential method (SD 法)[66]を用い
た． 
SD法とは形容詞対に対して被験者の印象に近いものを 7段階で評価するもの
である．本実験では親しみやすさを表す因子 Familiarity Factor，面白さや愉快
さを表す因子 Enjoyment Factor に関する 16 種類の形容詞対[66]を用いた．表 
5.2 に各因子に関係する形容詞対を示す．評価値の段階が高いほど「親近性」
「愉快性」に関する印象が高くなるよう質問を作成した．表 5.3 に質問例を示
す． 
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表 5.2 各因子に関係する形容詞対 
形容詞対 関係する因子 
やさしい こわい familiarity 
感じの良い 感じの悪い   
安全な 危険な   
暖かい 冷たい   
うちとけた 堅苦しい   
わかりやすい わかりにくい   
近づきやすい 近づきがたい   
明るい 暗い   
思いやりのある わがままな   
面白い つまらない enjoyment 
愉快な 不愉快な   
好きな 嫌いな   
興味深い 退屈な   
良い 悪い   
親しみやすい 親しみにくい familiarity and enjoyment 
かわいらしい にくらしい   
 
 
表 5.3 SD 法の質問例 
 非常に かなり やや どちらで
もない 
やや かなり 非常に  
やさしい 7 6 5 4 3 2 1 こわい 
感じのよい 7 6 5 4 3 2 1 感じのわるい 
親しみやすい 7 6 5 4 3 2 1 親しみにくい 
安全な 7 6 5 4 3 2 1 危険な 
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実験結果 
各因子について関係する形容詞対の合計評価値を割合で表したものを FFV 
(Familiarity Factor Value)，EFV (Enjoyment Factor Value)と定義する．ロボット
A,B において TCn ごとに FFV,EFV を算出した．また t 検定を実施し p 値 5%
未満を基準[66]としてロボット A,B 間で明確な有意差を測定した． 
表 5.4,5.5 にロボット A,B の各 TCn における FFV,EFV を示す．また，表 5.6 に
ロボット自体に対する FFV,EFV を示す．表 5.4,5.5,5.6 において p 値 5%未満の
ものを太字で示す． 
 
 
 
 
表 5.4 各 TC𝒏における FFV(Familiarity Factor Value)  
  TOUCHED MIS-TOUCHED NON-TOUCHED     
  
 
TC1 
 
TC2 
 
TC3   TC13 
AFFIRMATIVE A 84.4 A 81.3 A 71.4 A 70.4 
  B 78.5 B 60.2 B 66.6 B 41.7 
  
 
TC4 
 
TC5 
 
TC6     
NOTHING A 87.6 A 80.4 A 74.0 
 
  
  B 85.5 B 55.7 B 61.5     
  
 
TC7 
 
TC8 
 
TC9     
NEGATIVE A 82.4 A 79.1 A 68.7 
 
  
  B 74.5 B 54.9 B 60.7     
  
 
TC10 
 
TC11 
 
TC12 
 
  
OTHERS A 72.6 A 71.1 A 64.6 
 
  
  B 70.7 B 53.0 B 62.3     
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表 5.5 各 TC𝒏における EFV(Enjoyment Factor Value) 
  TOUCHED 
MIS-TOUCHE
D 
NON-TOUCHE
D 
    
   TC1   TC2 
 
TC3 
 
TC13 
AFFIRMATIVE A 80.9 A 78.1 A 69.6 A 67.0 
  B 73.5 B 59.0 B 66.0 B 39.9 
   TC4   TC5   TC6 
 
  
NOTHING A 79.4 A 73.3 A 69.0 
 
  
  B 79.2 B 58.0 B 59.2     
   TC7   TC8   TC9     
NEGATIVE A 81.3 A 74.6 A 67.2 
 
  
  B 66.4 B 57.5 B 57.7     
   TC10   TC11   TC12 
 
  
OTHERS A 69.4 A 67.5 A 64.2 
 
  
  B 67.9 B 57.0 B 63.8     
 
 
表 5.6 各ロボットにおける FFV, EFV 
 
Robot A Robot B 
FFV 84.7 64.0 
EFV 78.3 66.2 
 
表 5.4,5.5 より，全ての TCn においてロボット A の FFV,EFV がロボット B よ
りも高くなっている．また，13 種類ある TCn のうち 10 種類において有意差
があると示されている． 
TC3においてロボット A,B に有意差がない理由はロボット A において触覚イ
ンタラクションをしなかったにも関わらず，接触に対する感謝を述べている
ことに違和感を与えたためと考える． 
TC4 と TC10 において有意差がない理由は両ロボットとも接触インタラクショ
ンのみから応答を生成しているためである． 
TC12 において有意差がない理由は，両ロボットともに音声応答に関係のない
応答を返しているためである． 
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表 5.6より，ロボットAはロボットBと比較して FFVにおいて 20.7ポイント，
EFVにおいて 12.6ポイント高くなっている．また FFV，EFVともロボット A，
B 間で有意差がある． 
この結果より，提案した応答アルゴリズムは触覚インタラクションのみの応
答アルゴリズムと比較して親しみやすさや面白さの面で優れていると言える． 
 
5.3 音声対話における接触の効果の検証 
提案手法がコミュニケーションに与える効果を検証するために，音声対話の
みのシステムとの比較実験をおこなった[67] [68]． 
 
実験設定 
本実験において，2 種類の対話実験をおこなう．1 つは音声対話のみで，1 つ
は音声対話と触覚インタラクションを組み合わせたものである．被験者は 20
代から 50 代の 8 人である．対話時間は 2 分間である．実験の様子を図 5.1 に
示す． 
対話実験を評価するためにインタラクション要素とインタラクションコンポ
ーネントを定義する． 
インタラクション要素として<ROBOT APPROACH>, <HUMAN REACTION>， 
<ROBOT RESPONSE>を定義する．<ROBOT APPROACH>はロボットからの質
問や接触要求を表す．図 5.2 に例を示す． 
図 5.1 対話実験の様子 
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図 5.2 <ROBOT APPROACH> の例 
 
<HUMAN REACTION>は人からの音声応答や触覚インタラクションを意味す
る．<ROBOT RESPONSE>はロボットからの応答を意味する．インタラクショ
ンコンポーネントは以下のようなインタラクション要素の流れで構成される． 
1. <ROBOT APPROACH> 
2. <HUMAN REACTION> 
3. <ROBOT RESPONSE> 
本実験のコミュニケーションはインタラクションコンポーネントで構成され
る．表 5.7 にコミュニケーション例を示す． 
 
 
 
 
 
 
 
質問 
よくインターネットで買い物をしますか？ 
ご機嫌はいかがですか？ 
運動は良くしますか？ 
毎日，朝食を食べますか？ 
チョコレートは好きですか？ 
ファーストフードは好きですか？ 
接触要求 
握手をしようよ 
頭を撫でてほしいな 
お腹が痛いんだ．さすってくれない？ 
僕の足に触ってみて 
右足が痛いんだ．さすってくれない？ 
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表 5.7 コミュニケーションの例 
 
それぞれのインタラクションコンポーネントにおいて，集中度と表情値を実
験中の様子を写した動画から観測する． 
集中度とは対話において重要な注意喚起[69]を計測する指標で，特定の条件で
以下の値を定義する． 
Point 1: 人がロボットにしっかりと向き合ったり，発話に応じるなど，  
インタラクションに集中している 
Point 0: 人が余所見をしていたり発話を無視するなど，インタラクショ  
ンに集中していない 
また，人の表情はインタラクションに対する興味や楽しみを測ることに有用
である[70]． 
そのため，表情値を以下のように定義し計測に用いた． 
Point 2 :口をあけて笑う  
Point 1:笑顔 
Point 0:無表情 
 
実験結果 
はじめに，公式の指標を導入する．n をインタラクションコンポーネントの総
数とする．im (1≦m≦n)を対話における m 番目のインタラクションコンポーネ
ントとする．TI は触覚インタラクションと対話のあるインタラクションコン
1 回目のインタラクションコンポーネント 
握手をしよう <ROBOT APPROACH> 
(ロボットの手に接触) <HUMAN REACTION> 
ありがとう！仲良くしよう！ <ROBOTO RESPONSE> 
2 回目のインタラクションコンポーネント 
チョコレート好き？ <ROBOT APPROACH> 
はい，好きです． <HUMAN REACTION> 
チョコレートはおいしいですよね <ROBOTO RESPONSE> 
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ポーネントのセットである．DI は音声対話のみのインタラクションコンポー
ネントのセットである．X は TI もしくは DI を表す．count(X)は X に含まれる
コンポーネントの総数である．CR(im)と ER(im)はそれぞれ imの集中度と表情値
を表す． 
imにおいて，集中度の増加割合，継続割合を示す IC(im)，CC(im)を式(5.1),(5.2)
に定義する． 
 
 
 
式(5.1)は imにおける集中度が一つ前のインタラクション im-1と比較して増加
したかどうかを計測する．式(5.2)は im における集中度が im-1 から継続して 1
を示していることを計測する． 
表情値の増加割合，継続割合は IE(im)，CE(im)と定義する．IE(im)，CE(im)を
式(5.3),(5.4)に示す． 
 
 𝐼𝐸(𝑖𝑚) = {
1    (𝐸𝑅(𝑖𝑚) −  𝐸𝑅(𝑖𝑚−1) > 0)
0     (𝑜𝑡ℎ𝑒𝑟)
 (5.3)  
 𝐶𝐸(𝑖𝑚) = {
1     (𝐸𝑅(𝑖𝑚) = 𝐸𝑅(𝑖𝑚−1) > 1)
0     (𝑜𝑡ℎ𝑒𝑟)
 (5.4)  
 
式(5.3)は imにおける表情値が一つ前のインタラクション im-1と比較して増加
したかどうかを計測する．式(5.4)は im における表情値が im-1 から継続して 1
より大きい値を示していることを計測する． 
表情値が最も高くなるインタラクションの頻度を調べるために PTE(im)を定
義する．PTE(im)を式(5.5)に定義する． 
 
 𝑃𝑇𝐸(𝑖𝑚) = {
1     (𝐸𝑅(𝑖𝑚) = 2)
0    (𝑜𝑡ℎ𝑒𝑟)
 (5.5)  
 𝐼𝐶(𝑖𝑚) = {
1     (𝐶𝑅(𝑖𝑚) − 𝐶𝑅(𝑖𝑚−1) = 1)
0     (𝑜𝑡ℎ𝑒𝑟)
 (5.1)  
 𝐶𝐶(𝑖𝑚) = {
1     (𝐶𝑅(𝑖𝑚) = 𝐶𝑅(𝑖𝑚−1) = 1)
0     (𝑜𝑡ℎ𝑒𝑟)
 (5.2)  
第 5 章 評価実験 
86 
 
 
Y(im)が IC(im)，CC(im)，IE(im)，CE(im)，PTE(im)のいずれかを示すとする．こ
の時，共通式 F(X,Y(im))を式(5.6)のように定義する．ただし，count(X)は X の
要素数を表す． 
 
  F(X, Y(im)) =
∑ Y(im)
m≤n
m=2
count(X)
100, im ∈ X       (5.6)  
 
表 5.8 に集中度に関する実験結果を示す．ただし，rate[%]は各コンポーネン
トのセットにおいて増加割合，継続割合に式(5.6)を適用した値を示す． 
表 5.8 より，F(TI,IC(im))と F(DI,IC(im))の値が低く，F(TI,CC(im))と F(DI,CC(im))
の値が 90%以上と高くなっている． 
これらの結果から，両手法とも人の集中力を持続させる効果が高いことが
わかる．表 5.9 に表情値に関する実験結果を示す． 
 
 
表 5.8 集中度に関する実験結果 
 
 
 
 
 
 
 
表 5.9 表情値に関する実験結果 
 Σ 𝑐𝑜𝑢𝑛𝑡(𝑋) rate[%] 
𝐹(𝑇𝐼, 𝐼𝐸(𝑖𝑚)) 25 115 22 
𝐹(𝐷𝐼, 𝐼𝐸(𝑖𝑚)) 18 129 14 
𝐹(𝑇𝐼, 𝐶𝐸(𝑖𝑚)) 2 115 1.7 
𝐹(𝐷𝐼, 𝐶𝐸(𝑖𝑚)) 2 129 1.6 
𝐹(𝑇𝐼, 𝑃𝑇𝐸(𝑖𝑚)) 12 115 10 
𝐹(𝐷𝐼, 𝑃𝑇𝐸(𝑖𝑚)) 6 129 4.7 
 
 Σ 𝑐𝑜𝑢𝑛𝑡(𝑋) rate[%] 
𝐹(𝑇𝐼, 𝐼𝐶(𝑖𝑚)) 1 115 0.87 
𝐹(𝐷𝐼, 𝐼𝐶(𝑖𝑚)) 1 129 0.78 
𝐹(𝑇𝐼, 𝐶𝐶(𝑖𝑚)) 113 115 98 
𝐹(𝐷𝐼, 𝐶𝐶(𝑖𝑚)) 127 129 98 
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表 5.10 実験における認識精度 
Y′ X′ (Y′ X′⁄ )100 
NCT(= 28) TIN(= 35) RRT(=80) 
NCV(= 161) DIN(= 290) RRV(=55.5) 
 
表 5.9 より，F(TI,IE(im))は F(DI,IE(im))と比較して 8 ポイント高くなっている．
この結果より，対話と触覚インタラクションの組み合わせは対話のみと比較
して人の面白さや興味を引き上げる効果が高いことが分かる． 
 F(TI,CE(im))は F(DI,CE(im))と比較して 0.1 ポイント高くなっている．この結
果より対話と触覚インタラクションの組み合わせは人の興味を持続させる効
果があると言える． 
 F(TI,PTE(im))は F(DI,PTE(im))と比較して 2 倍の値を示している．この結果よ
り，対話と触覚インタラクションの組み合わせは対話のみと比較して強い面
白みや興味を与えやすいことが分かる． 
表 5.10 に実験における認識精度(RR)の結果を示す．RRT は触覚インタラク
ションの認識精度，RRV は音声認識の精度を示す．ただし，NCT，TIN は触
覚インタラクションの認識成功回数と，総触覚インタラクション回数を示す．
NCV，DIN は音声認識成功回数と，総音声入力回数を示す． 
表 5.10 より RRT は RRV と比較して 24.5 ポイント高くなっている．この結
果より触覚インタラクションは音声認識と比較して頑健な認識精度を持って
いると言える． 
 
 
5.4 肯定否定判定実験 
実験の知識データ 
 日常生活において，ケーキやラーメンなどの食べ物や映画の推薦は一般的
である．本実験では以下の 3種類の推薦を想定する．ただし，“バイオハザー
ド”は映画のタイトルである． 
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 Recommendation 1: 今日，ケーキを食べませんか． 
 Recommendation 2: 今日，ラーメンを食べませんか． 
 Recommendation 3: 今日，バイオハザードを見ませんか． 
 これらの推薦に対する応答から意図を判定するために，推薦木が必要とな
る．本実験ではそれぞれの推薦に対する 500 文のクローズコーパスから推薦
木を構築した．クローズコーパスは 4 人の学部生によって収集された．各推
薦に対するクローズコーパスの一例を表 5.11,5.12,5.13 に示す．学部生の協議
によってコーパスから RC ノードと推薦木が定義された．RC ノードの例を表
5.14 に示す．“ケーキ”，“ラーメン”，“バイオハザード”に対応する RC ノー
ド”Cake”, ”Japanese noodle”, “Resident Evil”についてより詳細な子孫ノードが
構築された．子孫ノードは合計 236 ノード作成された．それぞれの RC ノード
における子孫ノードの例を表 5.15 に示す．表 5.15 において親と対象ノード間
の R_edge と S_edge は R と S と表す． 
 
 
表 5.11 Recommendation1 のクローズコーパス例 
肯定否定意図 クローズコーパス例 
肯定 賛成です 
肯定 同感です 
否定 やめとく 
否定 結構です 
肯定 今なら大丈夫 
肯定 今いけるよ 
否定 来週なら大丈夫だけど 
否定 今忙しくて 
肯定 やったーケーキだ 
肯定 ケーキばんざい 
否定 ケーキは食べたくないや 
否定 他のものが食べたい 
否定 他のおやつがいい 
否定 ドーナツのほうがいいよー 
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表 5.12 Recommendation2 のクローズコーパス例 
肯定否定意図 クローズコーパス例 
肯定 はい 
肯定 了解です 
肯定 好きです 
否定 別にいいや 
否定 ごめん 
否定 ソーリー 
肯定 麺類の気分なんだ 
肯定 ちょうどご飯の時間だもんね 
肯定 麺類最高！！ 
否定 さっきも麺類だったんだ 
否定 朝から麺類はちょっと 
否定 麺類苦手なんだ 
肯定 いくつか前から気になってた店あるんだよね 
肯定 駅周辺で探すか 
否定 ラーメン屋まで移動するのが面倒 
肯定 こってりした徳島ラーメンで 
肯定 あっさりしたスープだったらいいよ 
否定 ラーメンのコテコテな味って苦手なんだよな 
否定 しょっぱいの体に悪いでしょ 
肯定 醤油味が食べたい 
肯定 塩ラーメンが食べたい 
肯定 ラーメンでも食べてあったまろうか 
肯定 体冷えたしちょうどいいわ 
否定 服に匂いがつくのが嫌だなあ 
否定 汁がとびそうで嫌だ 
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表 5.13 Recommendation3 のクローズコーパス例 
肯定否定意図 クローズコーパス例 
肯定 今日は暇だから行こう 
肯定 今なら大丈夫 
否定 明日試験あるから勉強しないと 
否定 夕方からバイトあるから 
肯定 むしろバイオハザードがいい 
肯定 バイオハザードじゃないとね 
否定 興味ないし別にいいや 
否定 映画は好きじゃない 
肯定 せっかくだから３Ｄを見よう 
肯定 大人だし字幕版でしょ 
否定 騒がしい感じの映画は見たくない 
否定 怖いのはだめなんです 
肯定 CGが凄いから見たい 
肯定 サバイバルは見ごたえあるしね 
 
 
 
表 5.14 RC ノードの例 
Concept 
nodes 
RC ノード例 RC ノード数 
WHO You, He, She  7 
WHEN Now, Today, 
Tomorrow 
7 
WHAT Cake, Japanese 
noodle, Resident 
Evil 
51 
VERB Have, See 10 
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表 5.15  RC ノード”CAKE”, ”JAPANESE NOODLE”, “RESIDENT EVIL”の       
子孫ノード例 
親ノード 子ノード 孫ノード 
Cake Genre[R] Sweets[R], Dessert[R], 
Confectionery[R] 
Taste[R] Sweet[R] 
Kind[R] Short cake[S], Mont 
Blanc[S], Mille-feuille[S] 
Ingredient[R] Flour[R], Sugar[R], Egg[R] 
Butter[S], Apple[S], 
Strawberry[S], Banana[S] 
Japanese 
noodle 
Genre[R] Noodles[R], Food[R] 
Taste[R] Spicy[S], Light[S], Salty[S] 
Kind of soup[R] Miso[S], Soy[S], Salt[S] 
Kind of 
noodle[R] 
Crimp[S], Straight[S], 
Thin[S], Thick[S] 
Ingredient[R] 
Flour[R] 
Garlic[S], Bean sprouts[S], 
Onion[S], Sesame seeds[S]  
Size[R] 
Large[S], Medium[S], 
Small[S] 
Resident 
Evil 
Screen type[R] Caption[S], Dub[S], 3D[S] 
Genre of 
films[R] 
Horror[R], Action[R] 
(R and S means required and selectable) 
 
実験設定  
 提案手法の判定精度を評価するために，クローズテストとオープンテスト
をおこなった．クローズテストでは推薦木の構築に用いた1500文のクローズ
コーパスを用いた．オープンテストには各推薦100文ずつ，合計300文のオー
プンコーパスを新規に収集し使用した．オープンコーパスはクローズコーパ
スの作成に関わっていない10人の学部生から各推薦に対する自由応答を収集
し作成した． 
第 5 章 評価実験 
92 
 
 比較手法として吉江ら[55]の手法を用いた． 
 
実験結果 
Recommendation1 における実験結果 
Recommendation1におけるクローズテストの実験結果を表5.16に，オープン
テストの結果を比較手法とともに表5.17に示す．クローズテストの正答率は
93.0%．556文中，正判定が517文，誤判定が39文となった．オープンテストの
正答率は85.0%．100文中，正判定が85文，誤判定が15文という結果になった．
比較手法の正答率は40.0%．100文中，正判定が40文，誤判定が60文という結
果になった．ただし，正答率はコーパスに含まれる文数に対して適切に意図
判定をおこなった文数の割合を表す． 
これらの結果より，Recommendation1 において提案手法は比較手法より
45 ポイント高いことが分かる． 
 
表 5.16 Recommendation1 におけるクローズテスト実験結果 
総コーパス文数 556 
正解文数 517 
誤判定文数 39 
正解率【%】 93.0 
 
 
表 5.17  Recommendation1 におけるオープンテストの実験結果 
  提案手法 比較手法 
総コーパス文数 100 100 
正解文数 85 40 
誤判定文数 15 60 
正答率【%】 85.0 40.0 
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Recommendation2 における実験結果 
Recommendation2 におけるクローズテストの実験結果を表 5.18 に，オー
プンテストの結果を比較手法とともに表 5.19 に示す．クローズテストの正答
率は 92.7%．509 文中，正判定が 472 文，誤判定が 37 文となった．オープン
テストの正答率は 81.0%．100 文中，正判定が 81 文，誤判定が 19 文という
結果になった．比較手法の正答率は 38.0%．100 文中，正判定が 38 文，誤判
定が 62 文という結果になった． 
これらの結果より，Recommendation2 において提案手法は比較手法より
43 ポイント高いことが分かる． 
 
 
 
表 5.18 Recommendation2 におけるクローズテスト実験結果 
総コーパス文数 509 
正解文数 472 
誤判定文数 37 
正答率【%】 92.7 
 
 
 
表 5.19  Recommendation2 におけるオープンテストの実験結果 
  提案手法 比較手法 
総コーパス文数 100 100 
正解文数 81 38 
誤判定文数 19 62 
正答率【%】 81.0 38.0 
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Recommendation3 における実験結果 
Recommendation3 におけるクローズテストの実験結果を表 5.20 に，オー
プンテストの結果を比較手法とともに表 5.21 に示す．クローズテストの正答
率は 93.9%．506 文中，正判定が 475 文，誤判定が 31 文となった．オープン
テストの正答率は 84.0%．100 文中，正判定が 84 文，誤判定が 16 文という
結果になった．比較手法の正答率は 34.0%．100 文中，正判定が 34 文，誤判
定が 66 文という結果になった． 
これらの結果より，Recommendation3 において提案手法は比較手法より
50 ポイント高いことが分かる． 
 
 
 
表 5.20：Recommendation3 におけるクローズテスト実験結果 
総コーパス文数 506 
正解文数 475 
誤判定文数 31 
正答率【%】 93.9 
 
 
 
表 5.21  Recommendation3 におけるオープンテストの実験結果 
  提案手法 比較手法 
総コーパス文数 100 100 
正解文数 84 34 
誤判定文数 16 66 
正答率【%】 84.0 34.0 
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以上の結果より，全ての推薦でのオープンテストにおいて提案手法が比較
手法と比較して 40 ポイント以上高い．この結果より，提案手法は従来手法よ
りも高い精度で肯定否定判定ができると言える． 
誤判定は主に推薦木による判定以前の，肯定否定検出段階で起きていた．
これは知識データ不足により，文から適切な肯定否定意図を検出できなかっ
たことである．原因として以下のものが挙げられる． 
 漢字・ひらがななどの表記の違いの登録漏れ 
 単語の登録漏れ 
 言い回しの登録漏れ 
 複文での誤判定 
 
漢字・ひらがななどの表記の違いの登録漏れ 
多属性照合において，本実験においては表記を用いることで曖昧な判定を避
けている．本実験において主にクローズコーパスから照合ルールを作成した
ため，クローズコーパスで漢字表記のみの単語についてひらがなの表記が一
部抜けてしまった． 
例えばクローズコーパスに「ご飯」の単語があった場合，漢字表記は照合パ
ターンに追加するが，そのひらがなである「ごはん」が出現しなかった場合
表記漏れをしてしまう． 
そのため，オープンコーパスにおいて「ごはん」を照合できずに誤判定とな
る． 
表記の違いによる誤判定例を表 5.22 に示す． 
 
単語の登録漏れ 
例：「今減量中です」 
この例では，“減量中です”との推薦に対し否定を表す単語が知識データに登
録されていなかったため誤判定となった． 
登録不足の単語と誤判定文例を表 5.23 に示す． 
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表 5.22 表記の違いによる誤判定例 
誤判定例 表記漏れの単語 
きのうもたべた 「きのう」「たべた」 
めんるいはむり 「めんるい」「むり」 
おっけー 「おっけー」 
けっこうです 「けっこう」 
甘いものばかりであきたよ． 「あきた」 
 
表 5.23 登録不足の単語と誤判定文例 
誤判定例 登録漏れの単語 
断食中なんだ 「断食中」 
ピアノの練習があるから無理かな～ 「ピアノの練習」 
世界観が好きじゃないなぁ 「世界観」 
その映画，目を付けてたんだ． 「目を付ける」 
ドキュメンタリー映画が見たいです． 「ドキュメンタリー映画」 
 
表 5.24 言い回しの登録不足による誤判定文例と不足ワード例 
誤判定文例 不足ワード例 
ちょうど食べてきたところです． 
 
完了を示す言い回し「ちょうど～した
ところ」 
ラーメンよりカレーが食べたいです． 比較の言い回し「～より・・・が食べ
たい」 
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言い回し不足による誤判定 
例：「ラーメンは毎日食べても飽きないね」 
この例では，“ラーメンを毎日食べると飽きる”という推薦に対し否定的な応
答を“ない”で打ち消しているため肯定と判断できる．しかし，提案手法で
は“飽きる”は想定していたものの“飽きない”という“飽きる”＋打消し
の助動詞が抜けていた．そのため誤判定となった． 
言い回しの登録不足による誤判定文例と不足ワード例を表 5.24 に示す． 
 
複文での誤判定 
複文は二つ以上の文を含む．複文の中に肯定を示す文と否定を示す文が存在
するとき誤判定となった．例えば「ケーキを食べませんか」に対して「あま
り食べられないので，小さいサイズをもらいます」との複文を考える．この
文は「あまり食べられない」と「小さいサイズをもらいます」の二つの文か
ら成り立つ．前文は R_RC に属する“食べる”を否定しており推薦に対して
否定とみなせる．後文はケーキのサイズを示す S_RC に属する“小さいサイズ”
を肯定しており推薦に対して肯定とみなせる．しかし，提案手法では複文を
考慮しておらず前文のみから否定と誤判定していた．誤判定となった複文の
例を表 5.25 に示す． 
この問題を解決するために，複文においては短文ごとに意図判定をおこない
後文を優先することが必要である． 
 
 
表 5.25 誤判定となった複文の例 
甘いの苦手だから，甘さひかえ目のケーキが食べたいです． 
クーポンがあるので，モンブランだったら食べられます． 
こわい映画なので他のなら見たいです． 
第 5 章 評価実験 
98 
 
 
5.5 結言 
本章では，提案した接触と音声による応答決定手法の有効性を確認するため，
2 種類の実験をおこなった． 
触覚インタラクションのみの応答に対する提案手法の評価では，SD 法により
親近感を表す指標 FFV において提案手法が 20.7 ポイント，面白さを表す指標
EFV において 12.6 ポイント高くなっている．この結果より，提案手法は触覚イ
ンタラクションのみの応答アルゴリズムと比較して親しみやすさや面白さの面
で優れていると言える． 
音声対話における触覚インタラクションの効果の検証において，被験者の表
情値から評価をおこなった．表情値の増加を示す指標 F(TI,IE(im))，F(DI,IE(im))
において提案手法は比較手法より 8 ポイント高くなった．表情値の継続を示す
指標 F(TI,CE(im))，F(DI,CE(im))において提案手法は比較手法より 0.1 ポイント高
くなった．表情値が最大の値となった頻度を示す指標 F(TI,PTE(im))，
F(DI,PTE(im))において提案手法は比較手法の 2 倍の値となった．この結果より，
提案手法は対話のみと比較して強い面白みや興味を与えやすいことが分かる． 
推薦木を用いた肯定否定判定の評価実験において，3 種類の推薦に対し 300
文のオープンコーパスに対し精度実験をおこなった．結果，従来手法と比較し
て全ての推薦に対するコーパスにおいて 40 ポイント以上高い値となった．誤判
定は主に知識データ不足により文から適切な肯定否定意図を検出できなかった
ために起こっていた． 
付録 A に第 2 節に説明した，触覚インタラクションロボットと提案手法の各
入力意図に対する応答例を示す．付録 B に第 3 節の検証実験でおこなった音声
のみの対話例と音声と接触を組み合わせた対話例を示す．付録 C に第 4 節の実
験で使用したオープンコーパス例を示す． 
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第 6章 
結論 
 
 
 
 
 
 近年，対話ロボットやその利活用について研究がおこなわれている．対話ロ
ボットは大きく 2 種類の応用先がある．一つは観光案内やバス運行情報案内な
ど，特定のタスク達成においてユーザフレンドリーなインターフェースを提供
するためのタスク指向型コミュニケーション．一つは達成すべきタスクを持た
ず，雑談などをおこなう非タスク指向型コミュニケーションである．非タスク
指向型コミュニケーションは，近年の介護現場における人材不足などから介護
コミュニケーションへの利活用が期待され研究されている． 
 
 本研究では，対話ロボットにおいて重要な要素である(A)親近感の醸成，(B)
発話意図の適切な認識に対して，接触と音声による応答決定アルゴリズム，推
薦木を用いた肯定否定判定アルゴリズムを提案した． 
 接触と音声による応答決定アルゴリズムにおいて，従来研究では接触のみ，
または音声のみから応答を決定している．本研究では接触と音声の組み合わせ
から応答を決定する手法を提案することで，より対話中の接触インタラクショ
ンに適切な応答を決定した．提案手法と接触のみの応答決定手法を対人実験に
より比較した結果，提案手法が親しみやすさや面白さの指標が高くなっており
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情緒面で優位にあることが示された．提案手法と音声のみの応答決定手法を対
人実験により比較した結果，提案手法のほうが面白みや興味を強く持たせるこ
とが示され，情緒面で優位にあることが示された． 
推薦木を用いた肯定否定判定アルゴリズムおいて，従来研究では「ケーキを
食べませんか」との推薦に対して「ラーメンがいい」のように，ある条件を肯
定することで否定を表すような間接発話行為を用いた文を適切に処理できなか
った．そこで推薦と推薦に関わる条件を，推薦木と呼ぶ木構造の知識データと
して構築した．そして，文に含まれる肯定否定意図と，意図の対象である条件
から推薦木を用いて推薦に対する肯定否定意図を判定するアルゴリズムを提案
した．精度実験の結果，従来手法と比較して 40ポイント以上高い判定精度を示
した． 
 
 本研究を応用することにより，タスク指向，非タスク指向に関わらずあらゆ
る対話ロボットのコミュニケーションにおいて親近感を醸成しユーザの情緒面
でプラスの影響を与えると考える．また，間接発話行為からも意図判定を可能
とすることで多様な表現を扱うことができ，発話意図の誤認識によるユーザの
ストレスや，言い直しの手間を省くことができると考える． 
 
接触と音声による応答決定アルゴリズムに関する今後の課題として以下のもの
がある． 
 認識できる接触の種類を増加し，より多様な入力から応答を生成 
現在の種類は“タッチ”のみだが，接触する強さや時間によって“叩く”や
“なでる”といったコミュニケーションに使われる接触の種類を認識可能に
することで，頭を叩いた場合と撫でた場合で異なった応答生成が可能となる． 
 
 音声入力から判断する意図を増加し，ユーザからの発話に対応 
今回の研究では音声から判定する意図は 4種類であり，システムからの発話
に対し肯定，否定で答えられるような対話が可能であった．今後，質問や話
題提案といったユーザからの発話に対する意図を判定可能にすることで，双
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方向の対話が実現できる． 
 
 入力意図に対する応答意図の自動取得 
接触の種類，音声入力の意図が増加するに従い，定義すべき応答の意図は膨
大なものとなる．そこで，人同士のコミュニケーションのデータから入力と
応答の関係を自動取得することで人間らしい応答アルゴリズムを低コスト
で作成可能となる． 
 
推薦木を用いた肯定否定判定アルゴリズムに関する今後の課題として以下のも
のがある． 
 複文から意図を適切に判定 
本研究では，肯定の文と否定の文を含む複文について誤判定となる問題があ
る．例えば推薦「ケーキを食べませんか」に対して「あまり食べられないの
で，小さいサイズをもらいます」と肯定の文と否定の文から構成される複文
がある．提案手法では複文を考慮しておらず前文のみから否定と誤判定して
いた．この問題を解決するために，複文においては短文ごとに意図判定をお
こない後文を優先することが必要である． 
 
 推薦木の自動構築によって知識データ作成のコストを軽減 
本研究では推薦木の構築について，ある推薦に対する応答 500文から人手に
より構築をおこなった．この方法は質の高い知識データを構築できる一方で，
多様な推薦に対応する知識データの構築に膨大なコストがかかる．そのため
意味ネットワークなどから推薦木を自動構築すると低コストで多様な推薦
に対応できる．例えば，ケーキの推薦木は，その種類であるショートケーキ
やモンブランを子ノードに持つ．そのためラーメンの推薦木を構築する際は，
ラーメンの種類を自動で取得することで子ノードを構築できる． 
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付録A 触覚インタラクションロボッ
トとの比較実験における応答例
 
第 5 章 2 節に説明した、触覚インタラクションロボットと提案手法の比較実験
における各入力意図に対する応答例を示す。 
 
A: 提案手法の応答例 
B: 触覚インタラクションロボットの応答例 
 
入力意図と TC𝑛 (1 ≤ 𝑛 ≤ 13)の関係 
 
とすると、TC𝑛と A,Bの関係は以下のようになる 
応答例 TC1 
A 「わーい、触ってくれてありがとう。とっても嬉しいよ」 
B 「触ってくれてありがとう」 
 
応答例 TC2 
A 「足は触ってもらえなかったけど、僕のお願いを叶えようとしてく
れてありがとう。触ろうとしてくれた気持ちが嬉しいよ」 
B 「そこは足じゃないよ」 
Attributes for  
touch actions 
 
 
Attributes for 
human answers 
<TOUCHED> 
 
<MIS-TOUC
HED> 
 
<NON-TOUCHED
> 
<AFFIRMATIVE> TC1 TC2 TC3 , TC13 
<NOTHING> TC4 TC5 TC6 
<NEGATIVE> TC7 TC8 TC9 
<OTHERS> TC10 TC11 TC12 
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応答例 TC3 
A 「お腹を触ってもらえたのかな？ありがとう。」 
B 「触ってもらえなくて残念だな」 
 
応答例 TC4 
A 「頭を触ってくれてありがとう」 
B 「頭を触ってくれてありがとう」 
 
応答例 TC5 
A 「右手は触ってもらえなかったけど、触ろうとしてくれた気持ちが
嬉しいよ。ありがとう」 
B 「そこは右手じゃないよ」 
 
応答例 TC6 
A 「ごめんね、僕の話がよく聞こえなかったかな？」 
B 「触ってもらえなくて残念だな」 
 
応答例 TC7 
A 「嫌といいながらも、ちゃんと足を触ってくれて嬉しいよ」 
B 「触ってくれてありがとう」 
 
応答例 TC8 
A 「頭は撫でてもらえなかったけど、嫌と言いながらも触ってくれて
ありがとう。嬉しいよ」 
B 「そこは頭じゃないよ」 
 
応答例 TC9 
A 「僕に触るのが嫌なのかな、ちょっと悲しいな」 
B 「触ってもらえなくて残念だな」 
 
応答例 TC10 
A 「触ってくれてありがとう」 
B 「触ってくれてありがとう」 
 
付録 A触覚インタラクションロボットとの比較実験における応答例 
113 
 
 
応答例 TC11 
A 「頭は触ってもらえなかったけど、触ろうとしてくれた気持ちが嬉
しいよ」 
B 「そこは頭じゃないよ」 
 
応答例 TC12 
A 「今は僕に触る気分になれないのかな？」 
B 「触ってもらえなくて残念だな」 
 
応答例 TC13 
A 「口を触ってくれたのかな？ありがとう。」 
B 「触ってもらえなくて残念だな」 
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付録B 音声対話における接触の効果
検証実験での対話例
 
第 5 章 3 節で説明した、音声対話における接触の効果の検証実験での音声のみ
の対話例と、音声と接触を組み合わせた対話例を示す。 
 
 音声のみの対話例 
システム 僕の名前はカモクマだよ。一緒に遊ぼう！ 
ユーザ 遊ぼう 
システム いきなりだけど、普段ネットショッピングしたりする？ 
ユーザ たまにするかな 
システム 便利だよね！最近、買いものをした？ 
ユーザ 楽天で本を買ったよ 
システム へぇ～！いいねぇ！ボクも欲しいものあるから探してみようかな 
ユーザ 探してみるといいよ 
システム ところで、今の体調はどう？ 
ユーザ 良いよ 
システム それはよかった。健康が一番だもんね。 
システム 体調管理で気をつけてることある？ 
ユーザ ジョギングをしてます 
システム そうなんだ。体調管理は大事だよね 
システム 朝食は毎日ちゃんと食べてる？ 
ユーザ 食べてるよ 
システム えらい！君はパン派？ご飯派？ 
ユーザ ご飯 
システム ご飯だとバランスよく食べれるよね。ずっと朝食は続けてね。 
ユーザ はい 
システム ところで、ファーストフードはよく食べる？ 
ユーザ はい 
システム できたては最高だね！君は何が一番好き？ 
ユーザ ハンバーガー 
システム おっと、よだれが出てきた！ジャンクフードと呼ばれるものにはほ
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んと弱いんだよね～。 
ユーザ おいしいよね 
システム 君は、お菓子は好き？ 
ユーザ 好き 
システム 
お菓子はおいしいよね！僕も大好きなんだ！僕はチョコレートが、
特に大好きなんだ。 
システム 君はチョコレート、好き？ 
ユーザ 好き 
システム いいよねー！ 
システム 
そういえば、最近は栄養補助食品のお菓子も増えたね。味もまあま
あイケルよ～。 
ユーザ そんなお菓子があるんだね 
システム でも、あまり食べすぎると、僕みたいに太っちゃうぞ！ 
ユーザ 気をつけなきゃね 
システム 食べ物といえば、君は辛い物は、好き？ 
ユーザ 好き 
システム 君、熱いね！今まで食べた中で最強に辛かった物って何？ 
ユーザ キムチ 
システム そりゃすごそうだ！辛さの刺激ってなんだかたまらないよね 
システム ねぇ、君は英語話せる？ 
ユーザ 話せない 
システム そーかぁ。話せて損はないからしっかり勉強してね。 
ユーザ わかった 
システム 今日はありがとう。楽しかった？ 
ユーザ 楽しかったよ 
システム そうなんだ、、、それじゃあね！バイバイ！ 
ユーザ バイバイ 
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 音声と接触を組み合わせた対話例 
ロボット こんにちは 
ユーザ こんにちは 
ロボット 僕の名前はカモクマだよ。一緒に遊ぼう！ 
ユーザ はいはい、遊ぼうね 
ロボット ねえねえ、僕の腕に触って、握手をしようよ！ 
ユーザ （ロボットの腕に触る） 
ロボット 
わーい、ありがとう。仲良くしようね。...次は、頭を触って欲しい
な～ 
ユーザ （ロボットの頭に触る） 
ロボット 
わーい、ありがとう。とっても嬉しいよ。。。ところで、今の体調は
どう？ 
ユーザ ちょっと頭が痛い 
ロボット 
それは大変！。実は僕も、お腹がちょっと痛いんだ。さすってくれな
い？ 
ユーザ （ロボットの腹に触る） 
ロボット 
あー、気持ちいい。ありがとう。君はさするのが上手だね、おかげで
楽になったよ。 
ロボット 朝食は毎日ちゃんと食べてる？ 
ユーザ 食べてない 
ロボット 
ほんとに！？食べてないの！？朝食は体にいいから食べたほうがい
いよ！ 
ユーザ わかった 
ロボット ところで、僕の足に触ってみてよ 
ユーザ 嫌 
ロボット 足に触るのは、やめておこうか。でも、かわいい足でしょ！ 
ユーザ そうだね 
ロボット 君は、お菓子は好き？ 
ユーザ あまり好きじゃない 
ロボット 
そうなんだー、僕はお菓子が大好きで、間食をしちゃうからちょっと
うらやましいよ。 
ロボット 君は間食する？ 
ユーザ しない 
ロボット 食べ物といえば、君は辛い物は、好き？ 
ユーザ 辛いものはちょっと苦手だよ 
ロボット なんとなくだけど君、甘い物が、好きそうな顔をしているかも！そう
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でしょ？ 
ユーザ そうだよ 
ロボット やっぱりねー！甘い物には目がなさそうだね！ 
ユーザ うん、大好きだよ 
ロボット 
そうなんだ、、、ところで、僕、ちょっと右足が痛いんだ、さすって
くれない？ 
ユーザ （ロボットの左足に触る） 
ロボット おしい、右足から外れちゃったね。でも、ありがとう。気持ちいいよ 
ロボット 
きょうは、はなしをしてくれてありがとう、とっても楽しかったよ！
きみはたのしんでくれたかな？ 
ユーザ 楽しかったよ 
ロボット そうなんだ、、、それじゃあね！バイバイ！ 
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付録C 肯定否定判定実験におけるオ
ープンコーパス例
 
第 5章 4節で説明した、肯定否定判定実験におけるオープンコーパス例を示す。 
 
 Recommendation1のオープンコーパス例 
 
正解意図 コーパス文 
肯定 今すぐに行こう。 
肯定 甘いものに目がないんだ。 
肯定 食べ放題なら行く。 
肯定 甘いの苦手だから，甘さひかえ目のケーキが食べたいです。 
肯定 最近太ってきたけど まあいいか。 
肯定 ちょうど食べたいと思ってたんだ。 
肯定 行ってみたいケーキ屋があるんだ。 
肯定 ぜひともいただきます。 
肯定 ヤッター。 
肯定 うん、ケーキは別腹 
肯定 いいねー 
肯定 ちょうど甘いの食べたかった 
肯定 甘いのひかえてたけど今日はいいかな 
肯定 いいよー 
肯定 うん、今ちょうど食べたい気分だった 
肯定 そろそろいいかもね 
肯定 おっケーキとか久しぶり 
肯定 うん 
否定 甘いものばかりであきたよ。 
否定 今はお腹いっぱいです。 
否定 最近、血糖値が高くて…。 
否定 虫歯が痛くて…。 
否定 今手がはなせないんで。 
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否定 また今度行こう。 
否定 ケーキにはトラウマが…。 
否定 太りたくない。 
否定 甘いものは医者に止められてるんだ。 
否定 間食は控えてるんだ。 
否定 今日は気のりしない 
否定 あまいのは好きじゃない 
否定 今 間食ひかえてるので 
否定 ケーキあんまり好きじゃないです 
否定 ケーキはもういい 
否定 それよりもパフェが食べたい 
否定 ごめん腹痛がひどくて 
否定 昨日食べたのでパス 
否定 ちょっと行こうかと思ったけどやっぱやめとく 
 
 
 Recommendation2のオープンコーパス例 
 
正解意図 コーパス文 
肯定 何でも食べるよ。 
肯定 ええ、ぜひ。 
肯定 安い所に行きましょう。 
肯定 あまり気が進まないけど行ってもいいよ。 
肯定 3杯は食べるぞ！ 
肯定 こってりしたものが食べたいな。 
肯定 ラーメンは毎日食べてもあきないね。 
肯定 ぜひご馳走してください。 
肯定 いいですね。 
肯定 よし、食べるぞ。 
肯定 ええで 
肯定 おすすめの店 連れてって 
肯定 徳島ラーメンじゃないやつで 
肯定 じゃあ徳島ラーメンで 
肯定 おっ行こうか！ 
肯定 今ちょうどラーメン食べたい感じやった 
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肯定 はいよ 
肯定 おっけー 
肯定 おっいいな 
肯定 よっしゃいこか 
否定 うどんの方がいいなあ。 
否定 今減量中です。 
否定 もうラーメンはあきたよ。 
否定 毎日ラーメンばかりでさすがにちょっと 
否定 ラーメンもいいけど，別のところに行きましょう。 
否定 今回は遠慮しておきます。 
否定 ラーメンだけは絶対に食べたくない。 
否定 別の人と行ってください。 
否定 ちょうど食べてきたところです。 
否定 何か違うのにせん？ 
否定 ラーメンあきた 
否定 腹いっぱいやー 
否定 体調悪すぎるからパス 
否定 実はラーメンあまり好きじゃない 
否定 むり 
否定 さっき食べた― 
否定 うーん、やめとくー 
否定 ごめん昨日食べたしいい 
否定 ごめんパス 
 
 Recommendation3のオープンコーパス例 
 
正解意図 コーパス文 
肯定 3Dで見たいな 
肯定 ３回目やけどいいよ。 
肯定 OK 
肯定 アクション映画大好きなんだ。 
肯定 いいよ 
肯定 いいよ 
肯定 おもしろそう。 
肯定 おもしろそうですね。 
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肯定 グロそうやけど気になる 
肯定 ゲームやってるし興味ある 
肯定 ぜひとも見てみたいです。 
肯定 その映画、目を付けてたんだ。 
肯定 ゾンビ映画には目が無いんだ。 
肯定 ちょうど、見に行こうと思ってたんだ。 
肯定 ちょうど見たかった映画なので行きます． 
肯定 はい 
肯定 バイオハザードをまた見に行きたいです． 
肯定 ひまだったので見に行きます． 
肯定 みんなで行こう． 
肯定 やっぱりゾンビだよね. 
否定 No 
否定 アクションものは好きじゃない 
否定 アクション映画はあんまり見ないです。 
否定 あなたとはいやです． 
否定 アニメ映画が観たいな． 
否定 あんまし見たくない 
否定 いや、やめとく 
否定 いやです 
否定 おもしろくないので いいです． 
否定 グロテスクなのはちょっと・・・。 
否定 ゲームでいいよね 
否定 ゲームのイメージこわしたくない 
否定 この前,見たばかりなのでやめておきます． 
否定 ごめんなさい、昨日見てきたばかりです。 
否定 こわい映画なので他のなら見たいです． 
否定 ゾンビは苦手なんです。 
否定 ダイ・ハードが見たいな． 
否定 ドキュメンタリー映画が見たいです。 
否定 は？無理なんですけど 
否定 バイオハザードは見たくないです． 
 
 
