This paper describes ISM'S use of Recommenda
T he X. 25 recommendation approved by the International Telegraph and Telephone Consultative Committee (CCITT) at Geneva in 1976' created significant worldwide interest. It specifies the interface between packet-mode data-terminal equipment (DTE) and equipment that is generally referred to as the data circuit-terminating equipment (DCE). The early network implementations of the X. 25 recommendation were by DATAPA@ in Canada and TRANSPAC~ in France with service offerings beginning in 1977 and 1978, respectively.
It was soon recognized that interpretation of the X. 25 recommendation (subsequently called "X. 25") was varied, in many cases resulting in implementations that are This incompatibility puts a burden on DTE designers because a DTE designed for one packet network may not work on others even though their interfaces conform to X.25.
During the four years immediately following 1976, Study Group VI1 of the CCITT worked diligently to clarify and enhance X. 25 . In November 1980, the CCITT plenary assembly approved the current version of the interface.' It is noteworthy that since first approved in 1976, the recommendation evolved in four years to what many believe is a well-defined interface.
Having participated in the development of X.25, IBM announced in 1977 an attachment capability of several DTE products for packet-switched data networks (PSDNS) in Canada and France. Since that early announcement, IBM has enhanced its X. 25 product offerings and extended support to many additional countries. IBM products that have the X. 25 interface comply with the 1980 version of X.25. @Copyright 1983 by International Business Machines Corporation. Copying in printed form for private use is permitted without payment of royalty provided that (1) each reproduction is done without alteration and (2) the Journal reference and IBM copyright notice are included on the first page. The title and abstract, but no other portions, of this paper may be copied or distributed royalty free without further permission by computerbased and other information-service systems. Permission to republish any other portion of this paper must be obtained from the Editor. Table 1 Public packet-switched networks using the X.25 interface defines formats and protocols governing interactions among IBM products that are components of the S N A network." The implementation of X. 25 in IBM products allows connectivity of SNA, and in some instances non-SNA, products through a PSDN.
Although the list continues to grow, Table 1 shows some of the countries with existing or projected public x.25-based packet-switched data networks. Many countries have recognized the need for international networks and connectivity between them; consequently, many PSDNs are now interconnected. Euronet is an international PSDN set up by PTT Administration with the financial cooperation of the European Economic Community (EEC) to enable
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users to gain access to the Diane European data bank network.
The use of X. 25 is not limited to the public sector. A number of businesses have already implemented private X. 25 networks, and more are considering doing the same. Many X. 25 hardware and software products are now available, allowing private networks to be implemented with relative ease. Since IBM's X.25 products operate in accordance with SNA.
X. 25 defines only an interface between a DTE and a DCE, the network designers are free to design the internal structure of their network independently. Thus, a network could be implemented using S N A as the backbone and x. 25 as the network interface.
Typically, a user of an X.25 public offering is faced with a somewhat more complex rate structure than for more traditional services. Packet network tariffs usually consist of four or more different charges such as an installation charge, an access charge, a connect-time charge, and a charge per packet that is, in many cases, independent of distance and connect time. In order to determine what is most attractive for a particular application, a careful analysis of all the costs must be completed. Packet switching appears most attractive for applications with low-to mid-range volumes as depicted in Figure 1 . Note also that for a few short transactions each day, circuit-switched facilities appear to be more attractive than packet-switched networks and that for large volumes of data, nonswitched facilities are still the most cost-effective.
Packet-switched data networks
A DTE attached to a PSDN can be a host processor, cluster controller, or terminal that is sending and receiving data. Figure 2 shows how two DTEs communicate via two DCES and a packet network." The DCE is provided by the carrier and located near the DTE. However, the intelligence for the termination that constitutes the DCE usually originates further within the network, at the switching node. The situation with telephones is similar, where the dial tone emanates from the handset but the intelligence responsible for it is elsewhere.
The packet-switched data network consists of switching nodes and high-speed transmission links between these nodes. Data is formatted into packets of fixed maximum length. Some PSDNs offer dynamic routing so that data packets may be rerouted along a different path if the current path interleaving, which involves assigning several logical channels to the same physical circuit, allows one DTE to communicate simultaneously with many others.
One of the significant differences between real and virtual circuits is the multiplexing across the DTE/ DCE interface. Architecturally, a single real circuit can accommodate up to 4095 virtual circuits; thus, host computers that typically require connections to multiple remote DTEs may require far fewer communication adapters and network interfaces (Figure 3) . By multiplexing the packets from a number of users, packet switching can improve the utilization of transmission facilities. Each user is allocated transmission time only as needed.
In addition to the sending and receiving of packets via permanent and switched virtual circuits, X.25
Packets are the basic information unit transmitted through a packet network.
Figure 1 Tariff parameters affecting data communication services
CIRCUIT-SWITCHED PACKET-SWITCHED through the network is not working or becomes too crowded. Dynamic routing of packets along any one of several alternative paths can minimize delays and increase system reliability. Such networks recover from transmission errors, eliminate duplicated packets, and order packets arriving out of sequence.
Virtual circuits are superimposed on the X. 25 access links, which are either nonswitched or switched real circuits. However, at this time, IBM and most networks support only nonswitched real circuits for X. 25 access to packet-switched networks. The virtual circuits also can be permanent or switched. Switched virtual circuits (virtual calls) are set up by sending the "calling digits" identifying the remote DTE within a control packet.
A logical channel identifier in the packet header associates the packet with a permanent or switched virtual circuit, allowing the network to control the routing of the packet through the network to the receiving DTE. The identifier is used as a shorthand address to obtain the complete DTE address. Packet also includes rules for communicating via "datagrams." These are self-contained packets that include all the control information required by the network and the complete address of the intended receiver. This is in contrast to virtual-circuit service where the source and destination addresses are retained by the network. There is no apparent relationship between datagrams, and each may be routed independently of the others. Thus, datagrams are comparable to letters or telegrams. Datagrams may arrive in a different order than sent, and their receipt at the delivery point is not acknowledged. Because of these disadvantages, there has been very little interest in the datagram service.
X.25 and related recommendations
Recommendation X. 25 defines three different levels-physical, link, and packet-and lays down guidelines for packet-switched network services.
(See Figures 2 and 4 .) The REAL CIRCU'TS BECOME VIRTUAL CIRCUITS " " " " " " " " " _""
" " < trol as well as data transfer is symmetrical, and recovery rules are simpler. Both LAP and LAPB provide efficient data transfer (no polling) on a duplex, point-to-point link.
Level 3 (packet level) of X.25 defines the packet formats and such control procedures as establishing and clearing calls, data transfer, flow control, and error recovery. Packets are the basic information unit transmitted through a packet network. In addition to data packets, various types of control packets can be sent between a DTE and the adjacent DCE, or vice versa.
Although a definition of X. 25 was given previously, it is important to understand that X. 25 defines an interface between a user's equipment and the packet network. It does not define the essential end-to-end networking architecture for users or for packet networks.
Effective communication between DTEs requires additional protocols at one or more levels above the 
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Interconnection (OSI), to accomplish communication at the higher levels. Table 2 . Two DTEs can make international connections through two or more national public packet-switched networks that are interconnected using ~7 5~~ as shown in Figure 6 . Recommendation X.75 defines the CCITT interface for interconnecting public packet-switched data networks. Based on Recommendation X.25, Recommendation x . 7 5 defines interconnection for virtual calls (only), allows X. 25 user facilities to span networks, includes internetwork accounting procedures, and provides certain technical enhancements, such as multiple links, between networks.
Nonpacket-mode terminals can attach to packet networks via protocol converters implemented as separate units or contained within a packet- International user classes of service in public data networks.
International user services and facilities in public data networks.
Packet assembly/disassembly facility (PAD) in a public data network.
Interface between DTE and DCE for synchronous operation on public data networks.
Use on public data networks of DTE which is designated for interfacing to synchronous V-series modems.
DTE/DCE interface for a start/stop mode DTE accessing the PAD facility in a public data network situated in the same country.
Procedures for the exchange of control information and user data between a PAD facility and a packet mode DTE or another PAD.
Terminal and transit call control procedures and data transfer system on international circuits between packetswitched data networks.
Call progress signals in public data networks.
International numbering plan for public data networks. The international numbering plans and procedures for public data networks are given in Recommendation X . 1 2 1~~ to facilitate interworking on a worldwide basis. Code formats for identifying countries, public networks inside countries, and network terminal numbers of data terminals attached to a given network are specified in x.121. The director of the CCITT assigns country codes. It is a country responsibility to coordinate assignment of network codes inside the country.
Architectural relationship to SNA
Public packet network services provide an alternate method for transporting user information. However, application requirements, geographical considerations, and applicable tariffs often dictate the choice of services and facilities for transporting 18 DEATON AND HIPPERT information. Therefore, virtual circuits are managed in SNA in a manner consistent with the management of real circuits. Such management allows concurrent use of other services and facilities offered by telecommunication administrations, recognized private operating agencies, and companies providing common carrier or value-added telecommunications services around the world. Relationships between SNA and x.25 are defined for two types of connection:
SNA-to-SNA connections that allow SNA X.25 DTES to be connected to one another by permanent virtual circuit services or virtual call services, or both. SNA-to-non-SNA connections that allow SNA X. 25 DTEs to be connected to n0n-SNA X.25 DTEs by permanent virtual circuit services or virtual call services, or both.
Use of X.25 for SNA-to-SNA connections. Consider the use of the X.25 interface for communicating between SNA nodes through packet-switched data networks. SNA defines a layered structure for communication networks that enables network end users, such as operators and application programs, to communicate without regard for the operational details of the telecommunications media and data transmission services employed. This architectural direction has facilitated the development of a set of communication adapters that permits designers of individual SNA products to offer a wide variety of telecommunication capabilities to their users; therefore, an SNA network can employ the most advantageous data transmission service for a given application based on the cost and availability of the various alternatives. Although X.25 packet-switched data services may be chosen in many circumstances, leased-circuit or circuit-switched services are often preferred. Some of the data transmission services and facilities that can coexist in SNA networks are shown in Figure 9 .
The information transmitted between end users in an SNA network may traverse several data links and intermediate nodes. Each pair of nodes directly connected by a data link is termed "adjacent" within SNA. The data link control (DLC) elements provide the lowest level of management for data transmission between these adjacent nodes. In addition to its data transmission function, the DLC also handles other tasks such as initialization, identification exchange, and link tests between adjacent nodes.
These adjacent node functions are readily implemented over point-to-point and multipoint links, in which one station acts in a control or primary role and the other stations act as secondaries. (Since secondary stations on a multipoint circuit cannot communicate directly with one another, they are not adjacent in the SNA sense.) When a public packet-switched data network serves as the medium connecting SNA nodes, the requirement for adjacent X.25 virtual circuits are managed in SNA much like real circuits.
node functions still exists, but the actual physical adjacency is absent.
Prior to the introduction of public packet-switched data services with their x.zs-based virtual circuits, only real circuits were available to interconnect SNA nodes. These included both circuit-switched services and nonswitched circuit services. Through the provision of a variety of communications adapters, SNA products are able to employ a wide range of speeds over both telephone-type facilities and public data networks. In order to minimize the operational impact on end users and the duplication of function in the products, virtual calls (switched virtual circuits) are managed like switched real circuits. Likewise, permanent virtual circuits are managed like nonswitched real circuits.
One popular form of multiplexing that predates X. 25 is the multipoint configuration of nonswitched real circuits. The secondary stations on a multipoint circuit are adjacent to the primary station but not to one another. In effect, point-to-point logical circuits connect the primary with all of the secondaries. Consequently, multipoint real circuits are analogous to packet-switched services that provide a separate virtual circuit from the primary to the secondary. Again, depending on the application and tariffs, either virtual call or permanent virtual circuit services can be used.
To permit concurrent use of data link control and virtual circuit protocol services, all of the properties of the former must be available in the latter. [Note that some initial SNA X.25 DTE implementations do not support the QLLC and "bit procedures. They perform adjacent node services and packet segmentation/concatenation using a Physical Services Header (PSH).30] Figure 10 shows the format of the frame and included packet for SNA-to-SNA virtual circuits. The frame carries either link-control information only or control information and a single packet associated with a particular virtual circuit.
Use of X.25 for SNA-to-non-SNA connections. The X.25 interface can be used in SNA nodes to make connections to non-SNA nodes through packetswitched data networks. SNA-to-non-SNA connections provide a mechanism for transporting data between an application program that resides in an SNA node and a remote non-SNA terminal, such as a non-SNA X.25 DTE or a start-stop terminal attached to a PAD facility. The three types of operation defined for SNA-to-non-SNA connections are mapped, transparent, and hybrid. No standard protocol is provided above the packet level of Recommendation X.25 for SNA-to-non-SNA connections. These higher-level protocols remain a matter to be agreed upon between the individual non-SNA terminal and the supporting customer-supplied application program within the SNA node. Figure 1 1 shows virtual-circuit connection of non-SNA equipment to an SNA node,
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In mapped operation, all of the X.25 protocols can be mapped to and from similar SNA protocol subsets directly at the SNA X.25 DTE/DCE interface; thus, virtual circuits are associated with SNA sessions on a one-to-one basis. An application in the host can therefore communicate with the non-SNA node without any X.25 sensitivity. However, the application and the remote node must have a common understanding of the data streams being exchanged and must process them accordingly.
In transparent operation, the packet level of X. 25 can be implemented in a host application program. In this case, the packet-level protocols are transported, transparently, within the structure of SNA between the application and the X.25 interface. In hybrid operation, X.25 packet-level functions are neither fully mapped nor fully transparent. An application does some X.25 functions as in transparent operation; the remaining X. 25 functions are performed at the X.25 interface.
Multiple DTE/DCE interfaces. Some SNA X. 25 DTEs can support multiple X.25 DTE/DCE interfaces. To do so is a product-specific choice based on traffic requirements or the need to directly access two or more networks concurrently, or both. Some products also permit SNA-to-SNA and SNA-to-non-SNA connections to co-reside at the same X.25 DTE/DCE interface.
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X.25 elements in SNA nodes
The elements of X.25 selected for use in SNA nodes at the physical level, link level, and packet level are described in this section. SNA-to-SNA and SNAto-non-SNA connections differ only at the packet level. Therefore, descriptions of the physical level and the link level elements are common to both types of connection. The reader is referred to References 12 and 30 for more detail. Table 3 . These packets are used as described in Reference 30. Except for certain early implementations, the qualifier bit is set (Q = 1) in data packets to transfer Logical Link Control (LLC) information. Packet sequences are generated using the moredata bit. The delivery confirmation bit (D = l ) in data packets is allowed only on SNA-to-non-SNA connections because SNA has its own end-to-end mechanisms at levels above X. 25 In addition to the specific significance specified in x . 2 5 for bits 8 and 7 of the first octet of the user data field in CALL REQUEST and INCOMING CALL packets, the remaining bits of this octet are used to distinguish between SNA-to-SNA and SNA-tO-nOn-SNA connections that may coexist at the same X.25 DTEIDCE interface.
When subscribed optional user facilities are indicated in INCOMING CALL packets, SNA X. 25 DTEs do one of the following:
Accept the call with no further negotiation. Attempt parameter negotiation using the facilities field in the CALL ACCEPTED packet. Reject the call using the CLEAR REQUEST packet with an appropriate diagnostic indication. Table 4 shows optional user facilities for SNA DTEs. Some X. 25 optional user facilities require that explicit support functions be provided by the DTE; others, designated "User Choice," do not; they are designated to the packet carrier when the X. 25 interface is subscribed.
During the data transfer phase, SNA X. 25 DTEs process error notification information contained in RESET, CLEAR, RESTART, or DIAGNOSTIC packets. On SNA-to-SNA connections, all DTEs use a consistent set of diagnostic codes that flow end-to-end as the result of clearing, resetting, or restarting. Whether an error is detected by the DTE or by the DCE, the DTE notifies the SNA higher levels of the error condition so that recovery procedures can be initiated.
IBM X.25 product support
The X. 25 recommendation provides DTE-to-DTE connectivity through a packet-switched network. Additional, higher-level functions are required to accomplish communications. This procedure can be com-pared to the public switched telephone network that provides the connection, but the parties connected must speak the same language to accomplish communication. As discussed earlier, SNA in circuitswitched and nonswitched environments provides the higher-level communication functions once connectivity is attained.
When IBM began implementation of X.25 in some of its products, two alternatives were considered:
When I BM began implementation of X.25, two alternatives were considered.
1. Provide a capability that requires no customersupplied programming because SNA provides the required communication capability. 2. Provide a packet-level (Level 3) user programming interface that allows a user to write the code necessary to provide his own communication function.
Early emphasis was given to the first alternative because the impact to IBM customers requiring X.25 support would be minimal. However, today a packet-level user programming interface is available in certain IBM products.
Consideration also had to be given either to integrating the X.25 support into a given product or to providing an adapter external to the product. Such an external adapter provides protocol conversion between X.25 and the product link-level protocol, Synchronous Data Link Control (SDLC).
The major benefits of integrating the X.25 function into a product are generally the following:
1. Elimination of unique electrical power supplies and physical packaging; therefore, implementation costs may be less.
2. Elimination of additional user equipment.
3. Elimination of the extra store-and-forward delay 4. Reduced maintenance.
caused by an external adapter.
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Even with these benefits, if a large number of products must be retrofitted with X.25 support, the external adapter approach for X.25 attachment is considerably more attractive. 1. SNA-host-to-SNA-peripheral node 2. SNA-host-to-SNA-host/peripheral node 3. SNA-host-to-non-SNA DTE 4. Non-SNA-processor-to-non-SNA DTE The four types are shown in Figure 12 ; the numbers beside the arrows represent the type.
NIA. The NPSI program product places SNA messages into packets. After the packets are transported through the packet-switched data network, the NIA removes the SNA messages from the packets and sends them over an SDLC link to the peripheral node. In this configuration the NIA is referred to as a remote NIA.
SNA-host-to-SNA-peripheral node. The IBM X. 25 In a second configuration for SNA-host-to-SNAproduct offerings make possible several different peripheral node communication, another version of configurations of this type. One configuration uses the NIA replaces the NPSI program product. Here the NPSI program product in conjunction with the the NIA is known as the front-end NIA; it can be used to attach an IBM 4331 processor, 8100 processor, 3705-80 controller, System/34, or System/38 to a packet-switched data network. The front-end NIA can communicate through the network to a remote NIA. Both NIAs function as an SDLC/X.25 protoco~ converter.
Another instance of SNA-host-to-SNA-peripheral node communication occurs using the IBM 5251 Integrated X. 25 Attachment to communicate with a System134 or System/38 attached to the network using a front-end NIA.
Although a remote NIA can control only a single permanent or switched virtual circuit, a front-end NIA can control four permanent virtual circuits or one switched virtual circuit. With either NIA, virtual calls can be initiated from an attached keypad. In order to avoid sending an excessive number of nondata packets through the network, the host polls the front-end NIA which responds to the host but does not pass the poll to the network. Instead, the front-end NIA lets the remote NIA do the polling of the attached peripheral node.
Although there are some country-by-country restrictions, the list of SNA products attachable to the NPSI and NIAs as of this writing is shown in Table 5 .
SNA-host-to-SNA-host/peripheral node. The NPSI (Release 3) program product supports packetswitched communication via two 3705 Communications Controllers using X.25 permanent virtual circuits. This support provides the capability of having an application in one host communicating through an X.25 network either to an application in another host or to an application in an X.25 peripheral node attached to the different host or its associated communications controller.
SNA-host-to-non-SNA DTE. As shown in Figure  12 , the NPSI program product can support three types of communication to non-SNA DTEs (represented by arrows with the number three adjacent to them):
SNA-host-to-X.25-native DTE SNA-host-to-start-stop-PAD device SNA-host-to-nonstandard-PAD device The X.25 interface for SNA-to-SNA and SNA-tonon-SNA communication differs only at the packet level. For SNA-to-non-SNA communication there are no end-to-end SNA formats or protocols. Necessary higher-level protocols must be agreed upon between the individual non-SNA X. 25 terminal and the supporting customer-supplied application in the SNA host. The non-SNA equipment may be a terminal or a CPU, as long as it supports the X.25 interface. This is especially useful when the user wants to use his own non-SNA protocols between an application program in the SNA network and the non-SNA DTE.
Two additional features of the NPSI program product can be used for communication to an X.25 native DTE. They are the General Access to X.25 Transport Extension (GATE) and the Dedicated Access to X. 25 Transport Extension "Transport extension" refers to an extension of the X. 25 interface from the NPSI in the 3705 Communications Controller to an application in the host. With GATE and DATE, an application program signals the program product to send certain control packets to activate or deactivate virtual circuits. This allows the user's application to communicate through the network to non-SNA devices. The user defines his own higherlevel protocols. DATE also can be used to provide SNA-host-to-SNA-peripheral-node communication, with the user providing a program to process X. 25 control packets.
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GATE and DATE are similar, but in GATE a single application program in the host communicates both control information and data to multiple non-SNA X.25 DTEs. In DATE, there are multiple application programs in the host, one of which is dedicated for communicating only control information. All other application programs using DATE communicate only data packets. level. An interface is also provided so that user programs can communicate over point-to-point links using LAPB, bypassing the packet level.
SNA-host-to
Testing products for X.25 attachment
Because of the increasing number of products that provide an X.25 interface, verification of compatibility with a particular network becomes expensive and time-consuming. Obviously, physical attachment testing of each product with the current and projected x.25 networks is not practical. Thus, the requirement to understand network differences and to verify that X.25 products will perform satisfactorily when attached to the many different networks has led IBM to develop special X.25 tools that are intended for internal use only. The tool is based on the Series/l processor using the Real-Time Programming System (RPS) and its X.25 hardware and ~o f t w a r e~~,~~ features. Special software has been developed that provides for operation as a network analyzer, as a protocol driver, and as a network simulator.
Functioning as a test-case-driven network analyzer, the tool can be used to manage one physical link at the HDLC level or one permanent or switched virtual circuit at the X.25 packet level. In this mode, the tool acts as a DTE. Its purpose is to determine how the X.25 DCE interface under test conforms to the 1980 CCITT X.25 recommendation. The test is performed by sending both normal and abnormal sequences across the interface and comparing the DCE response to the expected result.
The second mode of operation of the tool is that of a protocol driver. Here the tool acts as a DCE; a DTE under test can be attached to verify conformance to X.25. As in the network analyzer, the protocol driver is test-case-driven and allows the user to manage only one link at the HDLC level or one virtual circuit at the packet level. Again, the virtual circuit may be either permanent or switched. Normal and error procedures can be tested. When network differences are found using the network analyzer, special test cases can be written for the protocol driver that allow products to be tested for compatibility with unique network differences. An additional program operating in the protocol driver environment supports up to 16 virtual circuits, thus allowing some interaction and performance testing to be done. The major benefit of the protocol driver is that an X.25 DTE can be tested in the laboratory so that there is a high probability of its performing satisfactorily when attached to a specific set of X.25 networks.
The third and final mode of operation of the tool is as a network simuiator. IBM has chosen to make the tool simulate a network with interfaces based on the 1980 CCITT X.25 recommendation. The purpose here is to allow end-to-end application testing in an SNAlX.25 environment, whereas the first two modes of operation of the tool allow testing only through With this tool many of the existing and projected x.25 networks can be analyzed. As a result of the analyses, a comprehensive library of test cases can be compiled allowing products to be tested adequately in the laboratory environment.
Some administrations today require certification of products that attach to their X. 25 networks. CertifiThe X.25 functions used in SNA have been selected based on current user requirements.
cation is generally understood to mean link and packet level validation to ensure that the network is protected from harm caused by products that do not conform to the particular X. 25 interface required by the network.
This certification process places a burden on the DTE supplier in terms of resources and time spent testing each product with each network. The process can also delay the availability of products in a given country with resultant impact to a user's system development schedules. Two alternatives to product-by-product certification would seem to be possible for the administrations:
1. Provide protective capability on the DCE side of the X. 25 interface to disconnect DTEs that violate the protocols. 2. Certify both the DTE supplier's test tools (e.& the Series11 described above) and his product test process to ensure that products are fully tested at the supplier's development sites.
Since the first alternative may not be acceptable to all administrations, IBM will vigorously pursue the second with the X. 25 administrations.
Summary comment
We have seen that many countries currently have or plan to have packet-switched data networks. Adherence to the 1980 version of Recommendation X. 25 by the PSDNs is more important now than ever to allow development of compatible X. 25 products. 
