Abstract-Device-to-Device (D2D) networks impose a significant challenge on delay-sensitive crowdsourcing due to the highly nondeterministic and intermittent network connectivity. Under this setting, the paper investigates a participant recruitment problem in which an initial set of recruited nodes, which we call seeds, need to make an optimal decision on what other nodes to recruit to perform the crowdsourcing task. These seeds face the dilemma that recruiting more nodes increases their own payment but on the other hand also increases the risk of being excluded from the crowdsourcing task. As a first attack to this problem, we propose a dynamic programming algorithm. However, it is a centralized solution and hence the practicality is compromised. Therefore, we introduce two distributed alternatives. One is based on the divide-and-conquer paradigm by first partitioning a network into a set of opportunistic Voronoi cells and then running an optimization algorithm in each cell. The other is a task-splitting scheme which recursively delegates the recruitment task to newly joined nodes. We implemented our proposed solutions on an Android-based prototype and built a testbed using 25 Dell Streak tablets. Our experiments which lasted for 24 days demonstrate that the distributed schemes approximate the theoretical optimum with affordable complexity. Moreover, we conducted simulations with a much larger scale and more diverse settings. The simulation results corroborate the experimental data and confirm that our proposed distributed solutions closely approach the performance of the centralized solution while satisfying the optimization goal under different network configurations.
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INTRODUCTION
R ECENT years we have witnessed the remarkable proliferation of intelligent wireless devices and the rapid growth of mobile-broadband services such as ultra-highresolution video streaming, data sharing and synchronization, and virtual and augmented reality that continue driving the demand for higher consumer data rates [1] . At the same time, the vast majority of today's wireless communications systems operate in the microwave spectrum below 3 GHz, which is experiencing severe shortage and has become a crowded and limited resource. Therefore, the millimeter wave (mmWave) band, operating at frequencies between 20 and 300 GHz, has been proposed for next-generation (5G) cellular systems. The massive underutilized mmWave spectrum provides great potential to support multiple gigabit-per-second user data rates and thousand-fold increase in total mobile broadband data. However, the use of mmWave band brings a new set of technical challenges including low diffraction, weak reflection, limited Non-Line-of-Sight distance, and coverage holes.
To this end, Device-to-Device (D2D) communication has been identified as an effective complementary solution to address these challenges, by utilizing the short-range (e.g., license-free Wi-Fi or licensed mmWave) wireless links, to establish opportunistic connections between mobile users for data delivery. In such mobile opportunistic D2D networks, the endpoints (i.e., the source and destination) are not always continuously connected. As a matter of fact, the network is generally disconnected, while most nodes communicate with each other only occasionally. In order to facilitate data transfer, the nodes adopt a store-and-forward mechanism to gradually forward data across the network.
The D2D networks will not replace the infrastructurebased B2D (i.e., base-station-to-device) communication, since it is obviously incapable to support general communication needs of mobile users (especially for real-time voice and data delivery). However, it does have a niche (complementing to the conventional B2D infrastructure) in some application settings, such as crowdsourcing as to be discussed next.
Crowdsourcing in D2D
Crowdsourcing is emerging as a new data-collection, solution-finding, and opinion-seeking model that obtains needed services, ideas, or content by soliciting contributions from a large crowd of public participants. Recent examples of crowdsourcing range from web-based platforms such as Amazon Mechanic Turk, Microworkers, Kickstarter, and TaskCN, to popular mobile apps including TaskRabbit, Placemeter, Weather Signal, Wave, and Blablacar to name a few.
Crowdsourcing does not depend on any specific underlying network. But D2D based crowdsourcing is particularly desired when the initiator cannot directly reach out to the participants or the conventional approaches for data transportation are costly. First, there are scenarios where infrastructure-based wireless networks (including cellular and Wi-Fi) are unavailable, and thus we have to completely rely on mobile opportunistic D2D to announce the crowdsourcing task and to transport the requested data. Even in a developed country (such as the United States), vast rural areas (including many popular national parks) are not covered by wireless infrastructure. Consider a scenario in Yellowstone National Park, where the rangers are trying to locate and rescue an elk that has been reported with serious wound. The ranger office can initiate a crowdsourcing task, requesting the participants to provide photos of suspected animals. The mobile opportunistic D2D network is perhaps the best way to carry out such crowdsourcing.
Second, although most non-rural areas are covered by cellular systems, the cost and bandwidth often become the bottleneck for achieving effective crowdsourcing. Wi-Fi is a good alternative. However, the Wi-Fi coverage in most small cities, towns, and villages in US (and around the world) is still very limited. Consider a crowdsourcing task to collect 1-minute video clips of traffic congestion around the world, where each video clip is about 20MB. Given its nature of long-term, large-scale data gathering with low QoS requirement (i.e., tolerance for relatively long delay and low reliability), it obviously prefers the communication network with the lowest cost if multiple options are available. To this end, when crowdsourcing is introduced in cellular networks, it is more desirable to operate over D2D rather than regular B2D channels, for the sake of saving communication cost of mobile participants, service providers and the end-user who initiates the crowdsourcing task (i.e., the initiator), especially when the task involves a vast number of participants and a massive volume of data for a long period of time.
Moreover, we would also like to point out that our system model and proposed solution (as to be introduced next) are generally applicable to networks with hybrid mobile and static nodes. In particular, the nodes in D2D do not have to be mobile, and our problem formulation can generally cover the scenario with fixed wireless APs or other infrastructure nodes. Such static node can be treated as a D2D node with zero mobility. Since there exist many other mobile nodes, they can still establish opportunistic links. For example, just like a mobile node, a fixed AP can forward data to/from other mobile nodes when they pass by. If multiple static nodes are connected to each other in a cluster or to the infrastructure via stable links, they can be merged and treated as a single virtual node if we ignore the delay which is much shorter than the delay over opportunistic links. Such a virtual node has intermittent connectivity with other mobile nodes, and can serve as either a seed or normal participator for different applications. Obviously, this virtual node often has more contacts with other nodes since it consists of a set of physical nodes (i.e., APs). If a mobile node has constant connectivity with the APs, it is considered as part of the virtual node as well. In a general case, there may be multiple sets of well-connected nodes (including APs and/or mobile nodes). Each of them is treated as a virtual node. With such virtual nodes in the network model, the proposed solution applies in the same way. So there is essentially no difference between the static and mobile nodes and thus we do not need to differentiate them.
Although crowdsourcing has been extensively discussed in recent years, the marriage of crowdsourcing and D2D creates new, interesting research problems, mainly due to the unique non-deterministic setting in D2D. In particular, incentive is playing a pivotal role to enable large-scale crowdsourcing applications by attracting sufficient participation. Since the crowdsourcing participants need to consume their resources (such as battery and computing power, storage space, and communication bandwidth) and are subject to undesired risks (e.g., potential exposure to privacy threats when sharing their data), the mobile users are often reluctant to participate in crowdsourcing, unless they are compensated with satisfactory rewards [2] . To this end, a variety of incentive models have been developed recently [3] , [4] , [5] , [6] , [7] to stimulate the collaboration between nodes. These models, however, are not applicable in D2D. Given the non-deterministic nature of D2D networks, it is often impossible for the crowdsourcing initiator to collect sufficient information from potential participants or for individual participants to negotiate with the initiator directly, precluding the use of a class of well-studied solutions based on auction or game models [8] , [9] , [10] , [11] , [12] , [13] . In this work, we propose to formulate a practical and interesting crowdsourcing problem in D2D networks.
Problem Overview
There are a class of mobile applications that involve largescale data gathering from individual mobile devices. For example, assume a crowdsourcing initiator aims to collect data to study noise pollution experienced by the residents of a city. So she announces a crowdsourcing task, asking for noise pollution data gathered by the microphones on mobile handsets (as depicted in Fig. 1 ). Note that crowdsourcing applications often require certain coverage or granularity of the data and must receive the data within a given time window (or delay budget). For instance, the initiator may desire to collect noise pollution measurement from 0.1 percent of the total one million residents in the city (or 1,000 samples) for a period of one week starting from the time of announcement.
An incentive is offered by the initiator to stimulate broad participation of the crowdsourcing task. More specifically, the initiator announces the task along with a minimum payment per participant. In fact, many traditional data acquisition mechanisms are based on a similar approach. For instance, in traditional surveys (which can be considered as a sort of crowdsourcing), the initiator often provides some fixed incentives (such as monetary reward or coupons) to each participant. Likewise, fixed incentives are usually announced to recruit participant for medical trials. In D2D, the initiator often has limited ability to reach out to a large number of mobile nodes directly. As an incentive to complete high-quality crowdsourcing that achieves the desired data coverage, the initiator can offer higher per-person payment if more nodes (toward 0.1 percent of the total population) join the crowdsourcing task, such that a node will not only participate by itself but also help recruit other participants. However, if more samples (than the desired 0.1 percent of the total population) are received, the surplus samples are not useful for the initiator and thus will not be paid.
At a given instance of the time window after the announcement is made, assume a small set of nodes have already joined the crowdsourcing task. They are called seeds. The seeds may learn the crowdsourcing task via various means, e.g., by scanning a Q-R code posted by the initiator on printouts or TVs or by D2D-based electronic announcement. Note that when a seed joins the crowdsourcing effort, it does not always have a direct connection with the initiator. So even it begins immediately to sense the requested data and deliver them to the initiator, it often takes a long and nondeterministic delay before the data are received by the initiator. The delay depends on the distance between them and the availability of opportunistic links. Whenever the initiator receives data from a participant, it immediately issues a voucher to the latter. The actual payment will be made to the corresponding participant by the end of the time window (e.g., by mailing a check to the participants or depositing the fund to their bank account).
Under the aforementioned incentive scheme, the seeds are obviously motivated to recruit other nodes to participate in the crowdsourcing. But at the same time, the initiator has predetermined a desired number of samples and/or is under a fixed budget. Therefore, she can pay up to a given number of participants only (i.e., recruitment quota). In other words, the initiator essentially chooses the payees in a first-come-first-serve manner, but the actual payment per person depends on the total number of participants. If many newly recruited nodes deliver data to the initiator before the seeds do, then some seeds are at the risk of losing their payment. Note that, although the seeds generally begin their crowdsourcing effort before the newly recruited nodes, there is no guarantee that the former can deliver data to the initiator earlier than the latter do, especially when the latter are closer to and have better connections with the initiator. The problem is further complicated since the recruiting is performed through opportunistic links and thus the accurate number of recruited nodes is often unknown by the seeds.
In this work, we formulate the problem from the perspective of the seeds, which face the dilemma of how to carefully invite additional participants in order to maximize their gain while keeping the risk of losing their payment low. 1 The detailed problem formulation will be introduced in Section 2.
Contributions
This is the first work that investigates a realistic incentive mechanism for participant recruitment for delay-sensitive data crowdsourcing in D2D networks. The problem is unique due to the opportunistic network setting and the competition among mobile nodes. Since seeds intend to maximize their own benefit, the general principle is to recruit the qualified participants that are able to deliver data to the initiator within a delay budget (e.g., one week given in the above example), but at the same time do not create threats to the seeds. Besides this offline problem formulation, there is an online version of the problem, as once a node is recruited, it becomes one of the updated set of seeds and again needs to intelligently decide how to further recruit additional participants.
In this paper, we first formulate the offline problem from a centralized perspective, and then propose a dynamic programming algorithm to solve it. The centralized algorithm offers useful insights but are impractical to implement in real network settings due to high communication and computation cost. To this end, we propose two distributed alternatives. The first one is based on a divide-and-conquer approach by partitioning the network into opportunistic Voronoi cells and running an optimization algorithm in each cell. The second is a task-splitting scheme, tailored for the online version of the problem, which recursively delegates the recruiting responsibility to newly joined nodes. To evaluate the feasibility and efficiency of the proposed algorithms, we implemented a prototype based on Android and carried out experiments using 25 Dell Streak tablets for 24 days. Moreover, we also conducted extensive simulations in larger scales and more diverse settings than the experiment. Our results demonstrate that the proposed approaches approximate the overall optimization objective while satisfying the delay and penalty constraints.
The rest of the paper is organized as follows. Section 2 presents the problem formulation. Section 3 discusses a centralized dynamic programming algorithm. Section 4 describes two distributed solutions. Sections 5 and 6 discuss experimental and simulation results, respectively. Finally, Section 7 concludes the paper.
SYSTEM MODEL AND PROBLEM FORMULATION
In a mobile opportunistic D2D network, the delays of the opportunistic links depend on nodal mobility and are random variables, denoted by T ij , where i and j indicate Nodes i and j, respectively. The distribution of T ij is general but known, which can be learnt by the mobile nodes in a distributed manner (as discussed in Section 4).
Assume an initiator announces a crowdsourcing request, aiming to recruit up to c participants within a time window. There are n nodes in the network that are interested in the crowdsourcing. The n nodes include s c seeds and m ¼ n À s other nodes. The seeds have received invitation and begin immediately to sense the requested data and deliver them to the initiator. As discussed earlier, it often takes a long and nondeterministic delay before the data can be received by the initiator. At the same time, the seeds initiate the recruiting process by inviting other nodes to join the crowdsourcing. In general, the initiator selects the nodes 1 . Multiple crowdsourcing tasks may be initiated by different nodes in the network. They can be treated separately. At the same time, a node may serve as an initiator, or a seed, or a participant in different crowdsourcing tasks.
that have provided the best service in the past or have close connectivity with other candidate nodes as seeds. 2 If historic information is unavailable, the seeds are often randomly chosen from a diverse set of nodes.
Since we intend to determine an optimal set of nodes to be invited to join the task, we define an n Â 1 vector X as the nodes recruiting strategy, where each element is a 0-1 variable to be optimized. If X i ¼ 1, an invitation will be sent to Node i; otherwise, Node i will not be invited. To keep the notation consistent, we set X i ¼ 1 for all seeds. Note that, X i ¼ 1 only means an invitation is sent to Node i but does not guarantee it succeeds in the competition. To secure the payment, it must be one of the first c nodes that deliver data to the initiator within a predefined delay budget d.
Let R X be the number of nodes that participate the crowdsourcing under X. In the opportunistic communication setting, R X is a random variable. It is nontrivial to compute its distribution. We will discuss how to obtain it in the next section. The utility (i.e., the overall benefit of the seeds) is defined as a function of R X . Its exact form is obviously subject to applications. Here we consider a general increasing function denoted by fðÁÞ, which can be, for example, fðÁÞ ¼ x. The average utility is thus f X ¼ P c x¼1 fðxÞPr fR X ¼ xg. Accordingly, the utility function is formulated as U X ¼ f X . Let P X denote the probability that at least one seed fails to join the task. A seed may lose the task due to two reasons. First, it takes longer than d to deliver its data to the initiator. Second, its data reaches the initiator within d after c or more nodes. Again, it is nontrivial to compute P X because of the competition among nodes for becoming one of the final participants, as will be elaborated in the next section. The penalty can be a general increasing function of P X . Without loss of generality, it is simply defined to be P X .
Therefore the optimization problem is formulated as follows where b is the maximal tolerable penalty:
Maximize : U X ; S:t: : P X b:
Apparently, the goal is to maximize the utility while keeping the risk no greater than the maximal tolerable level.
Notice that the optimization is from the perspective of seed nodes thus they could make the most beneficial decision to themselves.
CENTRALIZED PROBLEM FORMULATION AND SOLUTION
This section investigates the problem from a centralized perspective. Although centralized solutions require global information, which are usually hard to obtain in real application settings, they could offer valuable insights into exploring the solution space and provide useful guidelines for developing distributed counterparts. This work focuses on discovering an optimal solution for the competition-based crowdsourcing problem in D2D, while assuming the existence of an underlying routing scheme, e.g., shortest path with the delivery probability within delay budget d as the link weight, which finds a path between any two nodes and all nodes are cooperative in data forwarding. Routing in similar context have been studied extensively [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] , [23] , [24] , [25] , [26] , [27] , [28] and is out of the scope of this paper. We first elaborate the details of a 0-1 nonlinear programming optimization for the centralized problem formulation introduced in Section 2, which yields optimal results but suffers high computation complexity. Then, we present a dynamic programming algorithm with reduced computation time.
0-1 Nonlinear Programming Optimization
While the problem formulated above appears simple, it is nontrivial to be solved, since the nondeterministic network setting dramatically increases the complexity to derive U X and P X . In the following discussion, we assume a deterministic underlying communication protocol, which generates a given path to deliver the invitation to a node (e.g., Node i) and to send data from Node i back to the initiator. 3 We also assume the average duration for message transmission over an available wireless communication link is negligible, in comparison with the time waiting for the communication opportunity. This assumption is valid since the messages involved in the node-recruiting process are all very short. The end-to-end delay of the path is a random variable, denoted by t i , where a path could include one or multiple hops. Its distribution is the convolution of the delay distributions of the links along the path. Since link delay distributions (e.g., T ij ) are given, we can readily compute the probability for the initiator to receive data from Node i within d, i.e., Prft i dg.
Next, we first derive the distribution of R X . Obviously, R X ranges from 0 to c. We have
where
Y ðzÞ shows the probability to have exactly z nodes successfully send data to the initiator within delay budget d. In Eq. (3), we consider all possible combinations of selecting z out of total n nodes, i.e., n z À Á . Each combination is represented by a set f i , while f i indicates the unselected n À z nodes. Obviously, if a node in f i is not invited (i.e., X u ¼ 0), then Q u2f i
Prðt u dX u Þ is simply 0. Similarly, if a node in
Therefore, the term inside the summation of Eq. (3) shows the probability that all invited nodes in f i have their delays no greater than d while the delays of other invited nodes are 2. The optimal seed selection is out of scope of this paper and may be studied in our future work.
3. If Node i is a seed, it already has the invitation, so the path is simply from itself to the initiator. greater than d. The entire equation gives the total probability that the initiator receives data from z out of n nodes within d. Once PrfR X ¼ xg is known, U X can be readily calculated as discussed in the previous section.
Second, we compute P X . The complexity to derive P X is due to the competition among nodes. More specifically, only the first c nodes that receive the invitation and deliver data to the initiator within d can successfully secure the payment. In other words, the initiator ranks the nodes according to the times (i.e., delays) of receiving their data, and decides the payees and their payment after the process terminates (i.e., when the number of received data samples reaches c or d expires).
Let c j be a set that includes all seeds and up to c À s additional nodes. Each c j has a probability of P c j to be ranked before other nodes. The size of c j may vary from s to c. Under each size, we consider all possible combinations of c j . Thus the summation of all P c j yields the probability that the seeds can successfully secure their payments, i.e.,
Accordingly, we have P X ¼ 1 À P suc . The probability P c j in the above equation can be straightforwardly formulated as follows:
(5) where, Prðt v > tX v j8v 2 c j Þ is calculated as:
and Prðt u Ã tX u j8u 2 c j Þ is:
Eq. (7) intrinsically considers all possible cases where a subset of c j , denoted by c a j , consists of nodes with their delay equal to t, while the rest of c j (denoted as c b j ) has delay less than t. Obviously, only the nodes being invited (i.e., with X x ¼ 1) affect the above probability calculations.
Plugging U X and P X into Eq. (1), we arrive at a 0-1 nonlinear optimization problem. It can be numerically solved by using existing algorithms such as Branch and Bound and Backtracking [29] , [30] . For example, we have employed the available Matlab solver to obtain results to verify the effectiveness of the optimization approach.
Dynamic Programming
In the 0-1 nonlinear optimization model introduced above, both the utility function and penalty function are nonlinear. Although existing techniques can be applied to search the constrained space, they are often time consuming, thus unscalable to large networks.
At the first glance, node-recruiting process is similar to 0-1 Knapsack problem in the sense that they both intend to choose a subset of candidates to maximize a utility function with subject to a constraint. However, there exists a critical difference between them. In Knapsack, each item has independent value and weight, which remain invariant regardless of the set of selected items. Thus once an item is chosen, the algorithm can simply add its value to the total value and deduct its weight from the remaining capacity. In the competition-based participant recruitment problem, however, a node does not have an explicitly addable utility or deductible penalty, because the utility and penalty functions depend on which set of nodes receive the invitations. A node has different contribution to the utility and penalty, when the set of invitees are different.
In this research, we devise an efficient dynamic programming algorithm to solve the centralized node recruiting problem. More specifically, let F be the set of nodes that have been chosen as invitees, while C be the set of undetermined candidate nodes. The initial F, denoted as F o , includes the set of s seeds; and C initially includes other n À s candidate nodes, denoted as C o .
Let UðF; C; bÞ denote the utility of the optimal solution, under the following conditions:
First, all nodes in F have been selected as invitees; Second, any subset of candidate nodes in C can be selected as invitees; and Third, the total penalty is no greater than b. In other words, UðF; C; bÞ denotes the best possible solution when the nodes in F have been determined as invitees, while other nodes can be freely chosen.
Consider a random node x 2 C. Obviously, x is either included or excluded in the optimal solution, depending on which case results in larger utility value. Thus we have UðF; C; bÞ ¼ maxfUðF; C À fxg; bÞ; UðF þ fxg; C À fxg; bÞg: (8) However, since neither UðF; C À fxg; bÞ nor UðFþ fxg; C À fxg; bÞ is known, UðF; C; bÞ cannot be immediately determined. The algorithm recursively derives UðF; C; bÞ according to Eq. (8), until C ¼ ;. When C ¼ ;, UðF; C; bÞ can be computed based on the set of chosen invitees in F, according to the equations in Section 3.1. Note that, in Section 3.1, we have derived the formula for U X with X as unknown variables, and then determine X to maximize U X . Here, when C ¼ ;, X is already determined, so we can straightforwardly compute the corresponding utility, i.e., UðF; C; bÞ.
The algorithm then traces back to calculate UðF o ; C o ; bÞ, i.e., the maximum utility under the overall optimal solution. Note that the sequence to examine the nodes in C (i.e., x in above discussions) does not affect the final results.
An example of the algorithm is illustrated in Fig. 2 . Assume a network with 5 nodes: Node 1 to Node 5. The seeds include f4; 5g. Obviously F o ¼ f4; 5g and C o ¼ f1; 2; 3g.
The computation complexity of dynamic programming is polynomial to the input node number n and the penalty threshold b. Each calculation of UðF; ;; bÞ requires a computation of n cþ1 . Therefore, the overall complexity is bn cþ2 .
DISTRIBUTED SOLUTIONS
In general, the centralized algorithm offers useful insights but is impractical to implement in real network settings. It demands global network information resulting in significant communication overhead. Even if the global network information is available, the centralized algorithm is computationally expensive, because it considers all potential crowdsourcing participants in the D2D network. To this end, two distributed algorithms are developed for making efficient node recruiting decisions. The first one is based on a divide-and-conquer approach by partitioning the network into opportunistic Voronoi cells and then let each cell run the optimization with much fewer candidate nodes. The second one is a task-splitting scheme which recursively delegates the recruiting responsibility to newly joined nodes. Note that the locations of seeds generally vary over time, because the nodes are mobile and the whole work is based on opportunistic D2D connections. Moreover, the Voronoi partition of the network is not based on geographic location but the stochastic delay distribution between nodes. This is why it is named opportunistic Voronoi diagram. The nodes are grouped in the same cell because they have the probabilistically closest connections to the cell generator (i.e., the seed of the cell). While nodes are mobile, their delay distributions are relatively stable. Thus the opportunistic Voronoi diagram does not change during a crowdsourcing task.
Cell-Based Distributed Solution
Under the distributed setting, each node maintains a set of "neighbors" with which it has direct (i.e., one-hop) contact and the corresponding delay distributions. The delay distribution of a direct link between two nodes can be built through their historical inter-meeting times and updated upon a new meeting event. In our implementation, we adopt discrete time slots to construct approximate delay distributions, where each slot is D minutes. The distribution of direct contact between Nodes i and j is represented by ½P Fig. 3a shows the delay distribution between two nodes (Nodes 1 and 24) during the experiment (with the experimental setting deferred to Section 5). Since they are close to each other, the total delivery probability within d ¼ 3 days is high, around 0.935. Most of consecutive contacts happen within two days.
Furthermore, Fig. 3b shows the convergence of delay distribution. As can be seen, the delay distribution converges fast. There is small fluctuation around Sunday due to the reduced nodal contacts during weekend. But after the first week, the variation becomes insignificant and keeps stable.
To realize the cell-based approach, we first partition the network according to an opportunistic Voronoi diagram with the seed nodes serving as generating points. The network partitioning can be initiated by the seeds and performed in a distributed manner via local communications. More specifically, each seed broadcasts an announcement that includes its identity. The announcement is essentially flooded with a predefined time-to-live window. When the announcement is forwarded from Node i to Node j, the delay distribution of the link is appended to the announcement.
A candidate node may receive announcements from multiple seeds; and from each seed, it may receive multiple copies of the same announcement. Each announcement (including different copies from the same seed) contains a path to reach the seed and the delay distributions of all links along the path. The end-to-end delay distribution of a path is the convolution of the corresponding links' delay distributions. To partition the network, an appropriate metric must be defined to indicate the "distance" between nodes. The metric should take end-to-end delay distribution into consideration. In this work, we let the "distance" between two nodes be the inverse of the probability that their endto-end delay is no greater than d. A candidate node chooses the closest seed and joins its cell. Algorithm 1 outlines the cell establishment procedure and how the the candidates interact with the seeds and initiator. The algorithm essentially forms opportunistic Voronoi cells with the seeds as generating points, as shown in Fig. 4 .
Once the opportunistic Voronoi cells are formed, the generating point (i.e., seed) of each cell can run the algorithms discussed in Section 3.2 to make a local decision for new nodes invitation. Since the algorithm is limited in individual cells, both the communication and computational overheads are much reduced compared with the centralized solution.
While the idea is straightforward, it is tricky to choose proper inputs to run the algorithm. First, the recruitment quota for each cell must be decided. Obviously, if every seed assumes a quota of c available, each of them will intend to aggressively recruit new nodes to join the crowdsourcing task. Although the penalty constraint (i.e., b) appears satisfied in each cell, the actual penalty is high, due to the excessive nodes being invited in the entire network. Therefore, we propose to allocate a quota to each cell, in proportion to the cell size, i.e., c i ¼
nÀs c where x i is the number of candidate nodes in the cell i, n À s is the total number of candidate nodes.
Second, the set of seeds as the input of the algorithm must be decided. To this end, we have explored two options. One approach is to isolate the cells. To optimally invite nodes in each cell, the algorithm considers only one seed, the proportionally allocated quota, and the candidate nodes in the cell. We call it single-seed cell-based distributed approach. Since this approach is run by an individual seed, without consideration of other seeds in the network, it essentially loosens the penalty constraint and thus tends to be aggressive. The decision made by a seed may result in high penalty cost of other seeds. More specifically, a seed may invite a number of candidates that are ranked higher than other seeds, thus increasing the probability that such seeds lose the task.
Another approach is to achieve joint optimization across cells. The algorithm still considers the candidate nodes in a given cell only, but takes the whole set of seeds into account for computing the overall penalty. When the algorithm is applied in Cell i, it assumes a quota of c i þ s À 1 available, including c i for the cell and s À 1 for other seeds. It tends to be more cautious, since it considers the entire set of seeds in the optimization and makes sure the invited candidate nodes do not result in a penalty greater than b based on all seeds. We call it whole-seeds cell-based distributed solution.
The comparison between different strategies will be further discussed in Section 5. No matter which approach is adopted, once a seed decides a set of candidates in its cell, it sends invitation to them, which upon receiving the invitation, send data to the initiator.
In the cell-based distributed approach discussed above, each seed makes its own decision based on local knowledge about the network. Apparently, such decision is not necessarily optimal, due to the incomplete inputs. However, it serves as a good approximation as to be illustrated in Section 5. The computation complexity at a seed is bx
, where c i < < c and n i < < n. The communication overhead in each cell is proportional to the length of delay distribution maintained by each node (in the order of Oðx i Þ) and the number of nodes in each cell (i.e., x i ). Since there is only one seed in a cell, candidate nodes only need to deliver their delay distribution to the seed so that the seed can calculate U X and P X . Therefore, the overall communication cost is Oðx 
Task Splitting: An Online Distributed Approach
The cell-based scheme discussed above adopts a divideand-conquer approach by partitioning the network into cells and then running the optimization algorithm in each individual cell. The complexity apparently depends on cell size. In general, the more seed nodes, the smaller the average cell size. But in an extreme case, the complexity of the cell-based scheme can be similar to the centralized solution (e.g., when there is only one seed). Intrinsically, the cellbased scheme has such problem because it relies on the seeds to recruit new nodes to join the task. Based on this observation, we further propose an online distributed approach, which delegates the recruiting responsibility to newly joined nodes. We call it task-splitting scheme, as outlined below. Each node maintains a "popularity" metric, which can be as simple as the number of valid contacts per time unit. 4 Let a i denote the popularity of node i. Similar to previous 4. Note that when two nodes are connected for a long period, they may continuously find each other as "contacts" if they perform periodical neighbor discovering. Such continuous contacts between the same nodes are treated as one contact only. discussions, let F be the set of nodes that have been chosen as invitees, which is initialized to be the set of seeds (i.e., F o ). Initially, the total recruitment quota (i.e., c) is allocated to the seeds, proportionally to their popularity. For a seed i, its allocation is c i ¼ c Â a i P k2Fo a k . As to be discussed next, c i will be updated during the task-splitting process.
When a node i 2 F meets another node j = 2 F, it needs to make two decisions.
First, it must decide if Node j should be recruited. Second, if Node j is recruited, how to delegate future recruiting responsibilities to it. To make the first decision, Node i essentially runs the optimization (introduced in Section 3.2) based on the partial information it has. More specifically, it keeps an incomplete F based on its observation, denoted by F i , which includes the initial seeds (that are known by every seed) and the new members recruited by itself. Node j is considered as the only candidate node. The quota is assumed to be c i þ jF i j. The outcome of the optimization determines whether Node j should be recruited in. If Node j is recruited, Node i will update F i by including Node j. At the same time, it will make copy of the updated F i for Node j to initialize F j . Moreover, it must decide how to delegate future recruiting responsibilities to Node j. This is done by simply splitting the current c i between the two nodes proportionally to their popularity metrics, i.e., c The splitting procedure continues until the delay budget d expires. The computing complexity of the algorithm is obviously low, involving local computation only. Since there is only one candidate node, the computation complexity is a constant. Similarly, the overall communication cost is also a small constant.
Comparing the two schemes, the cell-based is more applicable in scenarios with more seed nodes while the task-splitting is preferred when fewer seed nodes present. We will further discuss this observation in Section 5 (see Fig. 10 and related discussions).
Performance Analysis
To theoretically compare the proposed algorithms, we investigate the performance bound, i.e., to show the bound of the Utility of each distributed algorithm relative to the centralized approach. To facilitate the analysis, we assume the delay distribution among nodes are uniform and let a be the probability that the overall delay is not greater than d between two nodes. In practical application, a is always greater than 0.5. In the following discussion, "Central" stands for the centralized dynamic programming algorithm; "Cell-Single" means the single-seed cell-based distributed approach; "Cell-Whole" indicates the whole-seeds cellbased distributed solution; and "Split" is the task-splitting algorithm. where k is the number of recruited nodes. k should be determined subject to the penalty constraint given in Eq. (4). The detailed derivation of k is omitted here because as to to be shown next, k will be canceled in the calculation of the bound. For Cell À Single, there are totally s cells, each with the allocated quota of Split is similar to Cell À Whole, but with dynamically increasing cells because the newly recruited nodes are also eligible to recruit new nodes, which in turn, renders the size of a cell smaller. But the calculation of utility is still similar. We have derived UtilityðSplitÞ ¼ ca sþk ð1 À aÞ 1Àk wherek is 0 or 1. Accordingly, we have Until now, we have shown the utility of the cell-based and split-based approach is respectively bounded by Oð 
PROTOTYPE AND EXPERIMENTS
To empirically demonstrate the feasibility and evaluate the efficiency of the proposed competition based participant recruiting nodes for crowdsourcing in D2D, we have implemented a prototype on Android and carried out testbed experiments with 25 Dell Streak tablets for 24 days.
Testbed Setup
The experiment was carried out on campus with the participation of student volunteers frequenting laboratories, classrooms, dormitories, and a variety of other locations. Twenty five mobile devices tagged as Node 1 to 25 were distributed to students for a period of 24 days. Each tablet has 16 GB internal storage to keep experimental data. The devices communicate with each other via 1 Mbps Bluetooth channels with sufficient buffer. The duration of a contact is always sufficient to let nodes complete their data transmission. A set of nodes, including f1; 3; 5; 6; 12; 19g, are randomly chosen as initiators. Each initiator launches a new crowdsourcing task periodically. In each task, the initiator randomly chooses a subset of up to 10 nodes as seeds. To add dynamics, Nodes 1 and 3 generate one task per hour, while other initiators generate one task per four hours. Note that these packets (varying between 10 bytes and 200 bytes) are the announcement packets from the initiators. Such packets describe the crowdsourcing tasks, e.g., the type of data solicited by the initiator, the deadline, the payment, etc. They are not the actual data collected by the participants, which apparently vary depending on the task. For example, in a crowdsourcing task to collect 1-minute video clips during the New Year Day celebration, each video clip is about 20 MB. Given the enormous amount of total data, it is costeffective to transport them via D2D networks.
Based on preliminary tests, we configure the default protocol parameters as follows: the penalty threshold b is 0.2; d is 3 days; and c varies from 8 to 13.
In order to facilitate a fair comparison between different schemes, they should be tested under the same nodal mobility. However, it is apparently impossible to run multiple algorithms simultaneously. Thus, we opt to implement one of them, i.e., the task-splitting algorithm, on the mobile devices. At the same time, we extract detailed mobility trace from the experiment, and run other algorithms based on the trace.
Experimental Results
The interested performance metrics include the success rate, the average utility, the number of data samples, and the average delay of receiving the data. The success rate is defined as the fraction of crowdsourcing tasks where all seeds successfully obtain the payments. The number of data samples indicates the average number of data received by the initiator under each crowdsourcing task.
The performance comparison is summarized in Table 1 . Since this is the first work that investigates the problem of competition-based crowdsourcing in D2D, there are no competing schemes to compare with. Because different recruitment quota (i.e., c) and seeds (i.e., s) lead to different data samples and utility the table shows the results with c ¼ 10 and s ¼ 8. The variation of the parameters will be illustrated in later figures.
As can be seen in Table 1 , only "Central" keeps the group success rate safe above 0.8 (i.e., 1 À b ¼ 0:8) because the complete global information enables the centralized algorithm to make an optimal decision which maximizes the expected utility while meeting the penalty constraint. "CellWhole" achieves a success rate close to 0.8. The other two distributed schemes are more aggressive in recruiting new nodes to join the crowdsourcing task, and thus resulting in higher probability that at least one seed fails to obtain the payment. Meanwhile, under a more aggressive approach, the initiator receives more data samples with shorter delay, and the average utility is higher. When the number of data samples reaches c, the average utility arrives at the peak. Furthermore, the centralized approach is the most conservative because it tries the best to protect the benefit of seeds. In other words, it may avoid choosing a candidate strongly connected to the initiator in order to make sure the seeds will not be rated behind the candidate and eventually fail to obtain the payment. On the other hand, the other approaches are more aggressive, which may choose the strongly connected candidates at the sacrifice of some success rate. As a result, their average latency is lower than the central one.
Next, we will show the impact of various parameters in the performance. 5 In general, when we study the impact of one parameter, we set other parameters to be constants. All results presented below are gathered from the testbed experiment (i.e., based on the distributed task-splitting algorithm). Fig. 5 shows the impact of recruitment quota. Intuitively, with the same seeds, the larger quota, the easier for every seed to secure a payment. Therefore, the success rate increases. At the same time, more nodes can be recruited into the group. As a result, the number of data samples also increases. The increase of tasks also naturally leads to a higher average utility (although this is not shown in Fig. 5a ).
We also observe diverse performance of the crowdsourcing tasks launched by different initiators (see Fig. 5b ). To understand the result, please also refer to Fig. 6 , which shows the popularity of the nodes. The nodal popularity is based on the valid contacts between nodes as introduced in Section 4.2. Besides the popularity, Fig. 6 also shows nodal participation, i.e., the number of times each node participates in the tasks. In general, the initiator with higher popularity have more frequent contact with others and thus are able to acquire more precise network knowledge. Consequently, they can make accurate decisions, with high success rate and relatively low overhead, as shown in Fig. 5b . Although with exceptions, this general trend holds for most initiators. The small number of data samples for initiator 5 is because the student carrying the node was absent from the third Thursday to Saturday, and thus some data samples destined to it were dropped. Fig. 7 illustrates the performance during 24 days. First of all, we can see a clear periodicity in weeks for the success rate and number of data samples in Fig. 7a , where the Xaxis shows the time when such crowdsourcing tasks are generated. In the first week, the nodes are in the process of discovering neighbors and learning the link delay distributions. Therefore, many decisions are based on incomplete and unstable network information. The performance is naturally poor. From the second Monday, nodes have gathered stable network information, so the optimization results become more accurate, yielding higher success rate. It is worth mentioning that two students carrying Nodes 5 and 15 are absent from the third Thursday to Saturday, which significantly degrade the performance.
In general, nodes have more frequent contacts during weekdays than weekends. When a crowdsourcing task is generated on Monday, the seeds have sufficient time to deliver data to the initiator. As a result, the success rate is often the highest. If a task is initiated in later days of a week, the probability of delivering data within d becomes smaller. In particular, if it is during weekends, some seeds have to wait until next Monday before they are able to send out the data or recruit new participants due to the lack of contacts, thus some tasks are simply terminated without success. The delay and utility also follow a similar pattern as depicted in Fig. 7b . The delay drops during the last three days, because the activities launched have not enough time to get finished, but only those that are finished before the end of the experiment are counted. Fig. 8 illustrates the performance distributions. As discussed earlier, although the desired penalty threshold is b ¼ 0:2, the distributed approach does not guarantee to achieve it due to incomplete local inputs and the approximated algorithm. However, as shown in Fig. 8a , more than 70 percent of crowdsourcing tasks reach the target success rate of 0.8. The number of data samples ranges from 6 to 13, with an average of 10. Therefore, the utility concentrates around 10.
Next, we change the delay budget d to observe its impact on the performance as shown in Fig. 9 . The delay budget directly affects the routing selection and the optimization process. With a larger d, more data can be delivered to the initiator and the average delay is naturally longer. Meanwhile, since more candidate nodes become available under larger d, better optimization result (i.e., higher success rate and/or higher utility) is achievable. When d is sufficiently large (e.g., when it reaches three days in this experiment), the gains in utility and success rate tend to become saturated. Another important parameter is the number of seeds as illustrated in Fig. 10 . In general, when there are more seeds, it is more difficult to ensure each of them secure a payment. Thus the success rate decreases. Besides, more seeds often help more efficiently recruit new nodes to join the crowdsourcing, thus enhancing the average utility. We also observe that when the number of seeds is low (e.g., not greater than 6), task À splitting can satisfy the required success rate 0.8, while keeping a higher utility than cell À based. Thus it is better than cell À based scheme (which has a unnecessarily higher success rate at the sacrifice of certain utility). When there are more seeds, cell À based scheme performs better since it achieves the success rate closer to the expected threshold than the task À splitting approach.
Besides the overall performance, we are also interested in the behaviors of seeds and other nodes. With a larger c, the seeds more aggressively recruit new nodes to participate the crowdsourcing. As a result, more invitations are sent, and the total number of data samples and final participants naturally increase. As can be seen in Fig. 11a , as c increases, the algorithm allows bigger room to let new nodes join the competition, thus more candidate nodes successfully obtain the payment. Similarly, seeds dominate when d is small (see Fig. 11b ). After d ¼ 3 days, almost every seed can secure a payment, thus more room is given to other participants. The effect of the number of seeds is straightforward as illustrated in Fig. 11c . Suppose the total recruitment quota is fixed, with more seeds, there is less necessity to recruit other nodes. The number of invitations shows a steady increase because seeds always receive invitations from the initiator.
SIMULATIONS
Besides the experiments, we have extracted the algorithm codes from our prototype and carried out extensive simulations based on Haggle trace [31] and DieselNet [32] trace by varying the penalty threshold and network size, which are difficult to test in the experiments.
First, the result based on Haggle trace is presented in Figs. 12 and 13. As shown in Fig. 12 , a larger penalty threshold (b) allows the seeds to recruit more nodes. So there is a higher expected utility. At the same time, more nodes will compete with the seeds, increasing the probability that some seeds fail to secure their payments. Thus the success rate decreases.
In addition, we also investigate the effect of network size (in terms of the total number of nodes in a given area). A higher network density often boosts the communication opportunities. Consequently, all approaches achieve higher success rate, because the data have a better chance to be successfully delivered. With more data samples, more nodes secure their task, thus the average utility increases.
As observed in Figs. 14 and 15, the result under DieselNet trace has a similar trend as that under Haggle trace. The only difference is that due to low node density (given a small number of buses in a large area), the valid contacts (refer to Section 4.2) between nodes are fewer than people's meeting events under Haggle trace. Therefore, the overall success rate is lower while the utility is also lower. When network size is less than 20, some seed nodes even can not find a path for itself to reach the initiator within d. exchange delivery distribution table regarding all other nodes. In distributed solutions, the communication cost is proportionally reduced due to the smaller size of optimization problem. Notice that Cell-Single displays slightly lower cost because it doesn't need to exchange the information with other group members compared to Cell-Whole, but both of them have to maintain the delay distribution of their cell members. Therefore, their communication cost is higher than Split.
CONCLUSION
In this paper, we have investigated the competition-based participant recruitment for large-scale, delay-sensitive data crowdsourcing in Device-to-Device networks, which are characterized by their highly nondeterministic and intermittent connectivity. We have formulated the problem from the perspective of the seeds, i.e., a set of nodes already in the crowdsourcing and face the dilemma of inviting additional participants in order to maximize their gain while keeping the risk of losing their payment low. We have proposed a dynamic programming algorithm as a first attack to this problem, followed by two distributed alternatives. The first one is a divide-and-conquer scheme by partitioning the network into opportunistic Voronoi cells and let each cell run the optimization, while the second is a task-splitting scheme, which recursively delegates the recruiting task to newly joined nodes. We have implemented a prototype and carried out experiments using 25 tablets for 24 days and run simulations for a more extensive evaluation under larger scales and more diverse settings. The results have shown that the distributed schemes approximate the optimization with affordable complexity, which can be adaptively chosen based on different network settings and nodal resource constraints (i.e., computation capability and storage limitation). " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
