Does the "fusiform face area" (FFA) code only for faces? This question continues to elude the neuroimaging field due to at least two kinds of problems: first, the relatively low spatial resolution of fMRI in which the FFA was defined and second, the potential bias inherent in prevailing statistical methods for analyzing the actual diagnosticity of cortical tissue. Using high-resolution (1 mm × 1 mm × 1 mm) imaging data of the fusiform face area (FFA) from 4 subjects who had categorized images as 'animal', 'car', 'face', or 'sculpture', we used multivariate linear and non-linear classifiers to decode the resultant voxel patterns. Prior to identifying the appropriate classifier we performed exploratory analysis to determine the nature of the distributions over classes and the voxel intensity pattern structure between classes. The FFA was visualized using non-metric multidimensional scaling revealing "string-like" sequences of voxels, which appeared in small noncontiguous clusters of categories, intertwined with other categories. Since this analysis suggested that feature space was highly non-linear, we trained various statistical classifiers on the class-conditional distributions (labelled) and separated the four categories with 100% reliability (over replications) and generalized to out-of-sample cases with high significance (up to 50%; p b .000001, chance = 25%). The increased noise inherent in high-resolution neuroimaging data relative to standard resolution resisted any further gains in category performance above~60% (with FACE category often having the highest bias per category) even coupled with various feature extraction/selection methods. A sensitivity/diagnosticity analysis for each classifier per voxel showed: (1) reliable (with S.E.b3%) sensitivity present throughout the FFA for all 4 categories, and (2) showed multi-selectivity; that is, many voxels were selective for more than one category with some high diagnosticity but at submaximal intensity. This work is clearly consistent with the characterization of the FFA as a distributed, object-heterogeneous similarity structure and bolsters the view that the FFA response to "FACE" stimuli in standard resolution may be primarily due to a linear bias, which has resulted from an averaging artefact.
Introduction
The debate over the existence of modules in the human visual system that are specialized for a particular category continues to evolve, with a multitude of studies supporting each side of the dispute. One side states that specialized modules perform exclusive processing of one type of object category (the most famous example being a faceprocessing module), and the other side argues that object representation is a widespread overlapping or combinatorial code, and that there are no modules exclusively devoted to a particular category. Early fMRI studies investigating face and object recognition (Kanwisher et al., 1997) showed that the fusiform face area (FFA) appears to exclusively respond to faces. The body of literature supporting the existence of specialized modules also extends beyond faces; modules for other objects have also been reported, including bodies (Downing et al., 2001 (Downing et al., , 2006 ) and the parahippocampal place area (PPA) for places (Epstein and Kanwisher, 1998) . In direct contrast to this modular hypothesis, Haxby et al. (2001) and Hanson et al. (2004) showed that the voxel response code across large sections of inferior temporal cortex (including FFA, as well as surrounding areas) appears to be distributed rather than modular; and that submaximal voxel responses are an essential part of this code.
A possible methodological reason for the conflicting results is the type of analysis performed. The original modular studies used an analysis approach based on the general linear model (GLM) (Kanwisher et al., 1997; Downing et al., 2006) , whereas those supporting a distributed representation have used multivariate classifiers (Haxby et al., 2001; Hanson et al., 2004; Hanson and Halchenko, 2008) . Subsequent literature using the multivariate correlation method, despite some exceptions (e.g. the first study to repeat this method (Spiridon and Kanwisher, 2002) was unable to discriminate between two non-preferred categories in a selective module; this negative result was likely due to low statistical power), seems to have reached an agreement in that category representation is distributed to some extent, and that purported modules do contain information about nonpreferred object categories (O'Toole et al., 2005; Reddy and Kanwisher, 2007) . Other studies using even more powerful multivariate classifiers were able to detect additional reliable, diagnostic information about multiple non-preferred object categories in purported modules (Hananson et al., 2004; Hanson and Halchenko, 2008) .
If different methods of analysis yield entirely different conclusions about the nature of face and object representation in the human visual system, then using the best available analysis is of utmost importance. Some methods may simply be inappropriate to accurately address questions about cortical representation using fMRI. The standard GLM has several limitations: it treats each voxel as independent from the others; it is restricted to detecting linear relationships; and is typically not cross-validated, which leaves open the possibility that the model has merely reflected sample bias, rather than learning diagnostic patterns that are generalizable and truly diagnostic of a category. Haxby's correlation method (Haxby et al., 2001 ) is an improvement in that it can detect submaximal activity that the GLM cannot; however it also has shortcomings that have been discussed elsewhere (Hanson et al., 2004) and are summarized again in the Discussion. More powerful classifiers can offer even more improvement, in terms of both specifying individual voxels' contribution to category classification, and obtaining more generalizable and stable results as long as over-fitting is concurrently controlled.
Using these tools, the question of the FFA's specificity can be thoroughly explored to address the remaining disagreement on whether faces are "special" in the FFA (Reddy and Kanwisher, 2007; Hanson and Halchenko, 2008) . It is possible that subtle information exists in the FFA for multiple object categories, for example in voxels that are submaximally responsive and in patterns of activation across voxels. Even though this information is difficult or impossible to detect with standard methods, it is nevertheless informative if the BOLD signal is consistently differentially active across different categories; nonlinear and submaximal information is information nevertheless, and is a crucial component of a combinatorial code. Using non-linear and multivariate classifiers to explore the nature of voxel sensitivity in the FFA to multiple categories is therefore crucial for our understanding of the cortical representation of faces and objects.
The debate continues today on another methodological issue as well: the resolution of fMRI. At standard resolution (3 mm× 3 mm× 4 mm) and with standard analyses, the FFA appears to be broadly responsive across all object categories but maximally responsive for the category of "face"; however in sharper focus (high-resolution 1 mm 3 voxels), the selectivity may look quite different. If the modular hypothesis is true, the high-resolution selectivity may mirror the low-resolution response as one large cluster exclusively and uniformly responsive to "face"; what Kanwisher (2006) has called the "blueberry sized 'face' module" within inferior temporal lobe. At the opposite end of the modular-distributed spectrum, however, it could consist of smaller clusters of sharply tuned neurons, each highly selective for its preferred category, but with "face"-selective clusters being larger or more numerous. Grill-Spector et al. (2006) investigated this question, first defining the FFA in standard resolution, and re-imaging the response to 4 categories (full-body animals, cars, faces, and abstract sculptures), and defined a selectivity index to measure the category preference of each voxel. The original results found that the FFA is highly distributed and heterogeneous, consisting of many small voxel clusters that each exhibit strong selectivity for one preferred category, and containing clusters selective for all 4 of their tested object categories.
However, the results of that paper were called into question (Baker et al., 2007) due to an error in the original analysis. Essentially, the authors used the same voxels (and TRs) for localization of the category types that they used for their selectivity measure. Consequently, they created an upward bias, in selecting voxels (and TRs) that already responded to a given category and then testing those same voxels (and TRs) again for selectivity of those same categories (this unfortunate error has recently fallen under the category of socalled "Voodoo Statistics", which can include many types of crossvalidation error; see Vul et al., 2009 ). Hence, they were forced to retract their original claim that FFA voxels are highly selective for both face and non-face objects (Grill-Spector et al., 2006) . This turn of events has left the nature of the FFA and its object specificity ambiguous at best. Is the FFA actually composed of patches that are only strongly selective for "face" stimuli? Or is it more heterogeneous, involving strongly selective patches for both "face" and non-"face" stimuli? Our goal in this study is twofold. First, we attempt to resolve this current controversy by for the first time combining high-resolution imaging and cutting-edge statistical learning methods specifically developed for fMRI (Hanson and Halchenko, 2008; Hanke et al., 2009) , which offer dramatic improvements over the more standard methods of analysis. Second, beyond presenting yet another study to add to the numerous existing ones concerning this debate, we also endeavor to explain why this controversy exists at all. Specifically, we will look at the information in the FFA that is utilized by various classifiers, and whether the amount of relative information across classes differs over different types of classifiers, i.e. whether "face" is special at some or any of these levels. Through a detailed look at the analytical methods used and the characteristics of the data, we investigate how two apparently contradictory results can be drawn.
In order to examine these questions, we will perform a series of specific analyses. First, we will visually explore the data, both to check for obvious evidence of "face"-modularity in the high-resolution data, and to determine appropriate methods of subsequent analysis based on the data characteristics (for example, a clear visual separation between categories would indicate that linear classification methods would be appropriate). Next, in order to test the amount of diagnostic information available in the FFA for each category, we train and cross-validate several types of classifiers, and compare the best linear case with the best non-linear case for each subject. In drawing conclusions from the results, we will look for the overall level of classification accuracy, as well as the relative performance of the classifiers by category: for example, if "face" has a consistent and large advantage over the other categories, this would indicate that faces are truly special in the FFA. Subsequently, we illustrate the high-resolution spatial selectivity in each subject's FFA as determined by the most accurate classifiers and show the voxels' selectivities per category, in order to conclusively address the question of FFA selectivity in high-resolution fMRI. To test whether these spatial selectivity maps are stable, we also present maps showing a measure of reliability of these maps over many iterations of the classifiers. Finally, we investigate the possibility of a linear bias for face: if relatively more information is available for "face" at a linear level (leading to results of face selectivity by standard linear methods), and no such advantage exists at a non-linear level (leading to multivariate studies supporting a distributed representation), this could explain the contradictory results in the literature regarding whether or not the FFA is truly "face"-selective.
Methods
In the present study we use high-resolution imaging collected with the same stimuli and similar imaging parameters as Grill-Spector et al., 2006. 1 1 In 2006, the first author was contacted by K. Grill-Spector to explore the original data with the newer methods of multivariate pattern analysis classifiers and predictive decoding (MVPA/PD) and further to attempt to resolve some of the questions left behind by the original marred analysis. Consequently, completely new data was collected for this goal, with exactly the same parameters, scanner and some of the same subjects, thus representing a completely independent replication of the 2006 Nature Neuroscience paper that was called into question. We want to acknowledge the generous effort and time in the data collection and consultation concerning the data from both Rory Sayres and Kalanit Grill-Spector.
Data collection
Data were collected by Grill-Spector and Sayres at the Lucas Imaging Center at Stanford University on a 3 T GE scanner from four subjects that represent a novel sample and were not scanned in the original study (Grill-Spector et al., 2006) . Data were acquired for 12 slices oriented in a sagittal-coronal plane in the right hemisphere (FOV = 14 cm, TE = 25 ms, TR = 2 s, flip angle = 62°), using a custommade head coil 2.5″ in diameter, and with a voxel resolution of 1 × 1 × 1 mm.
Experimental design
Four subjects completed 9 to 12 runs (S1: 12 runs; S2: 11 runs; S3; 9 runs; S4: 12 runs), consisting of 12-second blocks of images presented at a rate of 1 Hz. Each run contained 2 blocks of each object category (full-body animals ("A"), cars ("C"), faces ("F"), and novel ("N") images or abstract sculptures). Category blocks were presented in a random order and separated by 12-second blocks of scrambled images. Subjects saw each image once; images did not repeat within or across blocks. During stimulus presentation, subjects were asked to fixate and indicate the category of each image (animal, car, face, sculpture, or scrambled) using a button box; this purpose of this task was merely to ensure that the subjects were awake and attentive.
FFA definition
Since the FFA has no anatomical definition, it was defined in the standard functional way as the cluster of voxels in the anatomicallydefined occipito-temporal fusiform gyrus that are more responsive to faces than objects (p b .001) during passive viewing of faces and objects).
2 Imaging was restricted to the right hemisphere since the FFA is right-lateralized. This localizer session was acquired at a resolution of 3 × 3 × 3 mm in a separate scanner run from the subsequent experimental runs, and contained different images from those presented in the main experiment. By this definition, S1 has 657 high-resolution (1 × 1 × 1 mm) FFA voxels; S2 has 580 voxels; S3 has 281 voxels; and S4 has 2369 voxels. The statistics and sizes of the FFA are shown in Table 1 . Note the large variation in size from hundreds to thousands of voxels. This can appear surprising without any apparent behavioral differences in face processing across subjects, but not uncommon in the literature (Berman et al., 2010) . This highlights one of the shortcomings of standard functional localizers, and perhaps with the modularity hypothesis in general, but once again, consistency with previous studies is important for the current study. It is also noteworthy that subject 3 had the smallest number of voxels compared to subjects 1 and 4, and also had the smallest variance compared to S1, by a factor of almost 6.
Preprocessing
High-pass temporal filtering was performed using FSL (Smith et al., 2004) , with a high-pass cutoff of 25 s. No motion correction was performed due to the small total movement across sessions, and also since we focused on a specific set of tissue which can be defined only by functional means. No smoothing in space or time was performed. To account for hemodynamic delay, 4 s at the beginning of each block were discarded, leaving 4 TR's per block, for a total of 96 TR's per category for S1, 88 TR's per category for S2, 72 TR's per category for S3, and 96 TR's per category for S4 that were included in the analysis.
Data normalization
Before feature extraction and classification analyses, each voxel was z-scored within its timeseries, individually per session. Z-scoring the data was necessary for accurate classifier results, as preliminary visualization of the raw data revealed large session effects in the BOLD section that were usually larger than any category effects (data not shown). Removing the extraneous session effects was necessary to boost detection of the response to categories. Z-scoring was performed over time rather than over space, in order to equalize the mean and variance of each individual voxel's timeseries. This is important since voxels often have consistently different response patterns (e.g. due to submaximally responsive voxels, or even proximity to vasculature) and linear classifiers will assign higher significance to higher-responsive voxels, regardless of the actual diagnosticity which may be very similar.
A minor concern is that z-scoring in time, in combination with the blocked experimental design, introduces a confounder due to the fact that the BOLD signal may be adapting at different rates for different categories. However, this is outweighed by the benefit of equalizing mean and variance across voxels, thus reducing the bias towards highly responsive voxels and ensuring a more accurate voxel sensitivity analysis. Moreover, some of the powerful classifiers should be able to detect both faint (submaximal) information towards the end of the block, and information contained in the pattern or interaction between voxels.
Data analysis approach
We first examine the voxel space with exploratory methods in order to explore the underlying voxel intensity patterns, for the purpose of promoting simple classification across categories. Next we discuss and explore various feature selection and extraction methods which have the potential for reducing noise in the data and boosting classification performance, as well as our approach to classification and our methods of evaluating classifier performance. Subsequently we train classifiers of increasing complexity, from linear to various forms of non-linear, in order to first investigate how much diagnostic information can be extracted by simple (linear) models, and determine how much additional information can be extracted with non-linear models. Using classifiers of different complexities is crucial to investigating the source of the apparently contradictory results in the literature; if the information available per category differs across various types of classifiers (indicating some information is available at a linear level, but more is present in a non-linear form), then that is a possible resolution to the discrepancy. Therefore, special attention will be paid to across-category comparisons for results of different classifiers, specifically the types of classifiers, if any, for which "face" shows a classification advantage.
As an essential component to classifier training, we investigate the generalization performance across these different levels of complexity and use this measure to optimize each classifier. Finally, in order to provide converging evidence for the underlying FFA structure, we perform two kinds of sensitivity analysis on the best-fitting classifier 2 Although this is the standard method for defining the FFA in neuroimaging studies, we would argue that a more reliable and valid way would be to use a classifier to identify face-selective voxels rather than GLM. Again for the same reasons stated in the text, this would provide a less biased measure of the FFA. Nonetheless in order to be consistent with past work it is important in this analysis to use the same standard procedures for defining the FFA, notwithstanding their limitations or biases. for each subject: first to visualize the voxels that are most diagnostic for classification; and second, to determine the reliability across repetitions of these measures of diagnosticity.
Exploratory raw data visualization
A standard way to qualitatively explore the potential for classification is to examine the feature (voxel) space, which will eventually form the basis for classification. It is important to note that in raw data visualizations, the difference between classes may be obscured by noise and thus visualization methods in and of themselves may not be conclusive concerning the presence of a class-conditional mode. A visual difference between classes indicates that a linear classifier will be successful; however conclusions about linear separability cannot be drawn from the lack of a visual difference. Most critically, however, data visualization can begin to define feature selection and extraction methods appropriate for the data and the optimal classification. The purpose here is not to pursue a rejection of a particular hypothesis, but to explore a relatively comprehensive data analysis of FFA properties, whatever they may turn out to be in order to get some closure on this question. Fig. 1 shows the idealization of two ways to visualize a frequency distribution over all FFA voxels if, as, Kanwisher (2006) has described it, a "beacon... for face stimuli." Consequently, we might expect this Fig. 1 . Hypothetical data visualization for a "face" module. (A) Class-conditional distribution with "face bump" and (B) heatmaps of voxel (shown in rows) activity over TR's (shown in columns and organized by category), in a hypothetical modular FFA in which a selected set voxels respond with higher BOLD activity to "face" and not to "object", shown as "stripes" that co-occur across voxels creating a covariance.
hypothetical FFA to contain voxels that respond more strongly to "face" than to other stimuli (and therefore detectable by the GLM with an appropriate contrast). Fig. 1A shows a hypothetical classconditional distribution for "face" trials, which shows a "bump" in the distribution in the high intensity voxels that could correspond to the modular face response. Another common way to look for similarity is to plot the voxel intensity in a map of FFA voxels by trials which provides both individual voxel (and cluster level) response, as well as potential patterns of response across voxels and their covariance. Often these visualizations are termed "heatmaps" as they show the topographic response of a set of variables. Fig. 1B shows such a heatmap, which is color-coded BOLD response of each voxel (shown in rows) over TR's (shown in columns) for "face" and "object."
In this hypothetical plot we show what a modular face response might appear limited again to a set of voxels rather than all FFA voxels, which appears as discontinuous "stripes" (as not necessarily all TRs would show the same response due to variations in stimuli and other noise sources). These hypothetical responses are the kinds we might expect from Kanwisher's (2006) most direct claims concerning the FFA, on the other hand failure to detect these patterns in these simplest types of visualization does not necessarily rule out a more complex yet unique modular response to faces by the FFA (Haxby et al., 2001; O'Toole et al., 2005) , which we will explore with a number of classifiers in the section Multivariate classifiers and their use with fMRI.
Extracted data visualization
If the voxels, as original variables in the analysis, do not show visible potential for linear classification, new variables extracted or constructed from the voxels may often reveal linearly separable clusters that are associated with class-conditional distributions in the constructed lower dimensional feature space. Such methods provide a way to visualize the similarity of exemplars (i.e. TR's, or separate volumes obtained at each time interval). We perform several feature extraction methods including Principle components analysis (and associated bi-plot showing significant voxel directions in the derived PCA space-in Supplementary material- Fig. S2 ) as well non-metric multidimensional scaling (MDS) (Kruskal, 1964) , optimized per subject in the minimum number of dimensions required for the best fit of the data with less than 5-10% overall loss of data variance.
Non-metric MDS is particularly suited to exploring the underlying neural responses embedded in the BOLD response to face and object stimuli as it can reveal latent structure that may not apparent in the overall patterns of voxel activity. For example, MDS has been useful in discovering meaningful structure in both human and animal perceptual data from dis/similarity data from phonemes, colors (color wheel; Shepard, 1974) , gustatory stimuli, musical tones (3D helical structure; Krumhansl, 1979) ; gustatory stimuli, and object/ face categorization. This is similar to the motivation of Kriegeskorte and Bandettini (2007) and Kriegeskorte et al. (2008) who have used dissimilarity matrices of voxel responses to stimuli to construct a type of "representational similarity." MDS goes one step further and seeks to discover a unique underlying geometry based on the dissimilarity matrix between stimuli/TR's on voxel responses (we use Euclidian distance) in the FFA, while preserving the constraints (ordinal relations) of the original voxel dissimilarities. With multiple category data as in the present case, a modular hypotheses might be most consistent the strongest set of multivariate patterns associated with face trials in some type of convex projection, such as a low dimensional ball randomly surrounded by other category trials that have less pattern coherence. Although a distributed geometry does not necessarily indicate that the FFA has no coherent face response, it does suggest that the pattern of responses at the neural level are much more complicated than that of a simple modular "beacon."
Multivariate classifiers and their use with fMRI
Classifiers can be broadly grouped into linear and non-linear. Linear classifiers are useful when the class-conditional distributions show roughly the same number of modes as classes (Duda and Hart, 1973) . Optimizing a linear classifier involves maximal separation of the modes; for example, linear discriminant analysis does this by locating a multivariate normal distribution per class and maximizing the distances between the means of the distribution by choosing the best linear projections of the original variables. Often, however, classification problems are intrinsically non-linear. If the complexity of the classification involves interleaved or multiple modes in the class-distributions that overlap, a linear classifier will miss the structure of the true classification function and produce suboptimal classification accuracy. Such categorization problems are common in human learning, which occurs for any concept problem involving disjunctive feature relationships (Shepard et al., 1961; Hanson and Burr, 1990) .
Consequently, using the previously described visualization techniques and the subsequent classifier analyses, we attempt to identify the nature of the FFA response to the type of classifier complexity (linear vs. types of non-linear). If a linear classifier shows higher performance for one category, "face" for example, then we can conclude that "face" is special in terms of linear BOLD activation. However it is important to test non-linear classifiers as well, and compare the results to the linear case. If for example, "face" strongly outperforms every other category for multiple non-linear classifiers, then that would provide some evidence for "face" truly being "special" in the FFA. On the other hand, if other categories increase in classification accuracy in non-linear cases so that "face" no longer has an advantage, this would indicate that the true function of the FFA is heterogeneous, and that some of the crucial diagnostic information is non-linear with respect to the cortical response.
Individual differences and optimizing the classifier per subject
Given the large individual differences in both the number of FFA voxels and their intensity (Table 1) , it is likely that the particular classifier that optimizes the accuracy of classification will differ between subjects. Furthermore, given the enormous increase in noise for high-resolution voxels, it will be even more important to find potentially different classifiers that produce a similar accuracy result across subjects, rather than arbitrarily compare the same classifier independent of accuracy of the classification. Nonetheless, we will provide classification results per subject with the same and as well with different classifiers, as we attempt to maximize the classifier generalization performance. In effect, we will treat the type of classifier as a meta-parameter that can also be optimized in order to compare voxel sensitivities per individual. This strategy will ensure that the sensitivity maps are in fact independent of the particular bias of the learning procedure or the particular feature selection method. Nonetheless, this will allow us to make generalizations about the pattern of results across subjects, even though we may not be able to precisely compare parameters due to differences in the classifier type. Moreover, this provides robustness against the arbitrary nature of any particular classifier, and if, for example a singular FFA response is found for one category given different subjects and different classifiers, then the general outcome should be seen as more valid rather than less.
Feature selection/extraction and classifier training
In order to increase the signal-to-noise ratio and improve classification performance, we explore various feature selection and extraction methods. In order to prevent any possible contamination or bias from using labels, we only used methods which work on the dataset as a whole and are blind to class information to select or extract features. A number of different methods are used: for feature extraction, principal components analysis (PCA), non-metric multidimensional scaling (MDS); and for feature selection, z-score thresholding, and entropy thresholding (see Supplementary materials for details). For PCA, we use the number of PC's or dimensions required to account for 90% of the variance in the raw data set; for MDS we use 10, 25, and 50 dimensions (with approximate stress values of N10%, 5-10%, and b5%, respectively). For feature selection, we create several different subsets by choosing those voxels which scored in the top quartile (in the distribution of all FFA voxels) based on both z-scores and entropy (maximum and minimum entropy, for both raw and zscored datasets). Selection by z-score identifies those voxels which deviate most from the mean of their particular timeseries, and selection by entropy identifies voxels containing different information content from the average FFA voxel. Each of these subset sizes is onequarter of the FFA size: 164 voxels for S1, 145 voxels for S2, 68 voxels for S3, and 593 voxels for S4.
Since every kind of classifier or kernel choice for a classifier will possess a different bias, especially as we entertain non-linear hypotheses, it's important to consider a wide set of possibilities. Consequently, every feature subset will be used for training each of the following classifiers: linear discriminant analysis (LDA), linear and non-linear kernel support vector machines (SVM; Vapnik, 1999) and Neural Networks, (NN; Rumelhart et al., 1986 ) with a varying number of hidden units. We tune SVM by optimizing margin cost and, in the radial-basis kernel, its weight, gamma; and NN by varying the number of hidden units and weight decay for regularization (Hanson and Pratt, 1989) . For all classifier analyses, we use individual TR's rather than block averages.
Cross-validation
Another common challenge with fMRI analysis is that there are often many more features (voxels) than exemplars, which can easily lead to over-fitting the data. In this situation, the model often is able to find a separation between classes, but nevertheless performs poorly on an independently held-out data sample because this decision boundary is highly specific to each particular set of training exemplars. Cross-validation reduces the problem of over-fitting by testing how well the model generalizes to exemplars that were held out of training. Therefore, cross-validation results indicate the fit of the model, and how well it learned generalizable patterns of voxel activity that are actually diagnostic of an object category. It is critical to have the best possible out-of-sample performance so that the standard error of the estimated sensitivity parameters is as small and reliable as possible. This allows us to have the most accurate and representative visualization of FFA structure, as compared to poorer fits which generally perform poorly in cross-validation and therefore produce less valid visualization of model parameters.
Cross-validation tests are performed by holding out one 3 entire block (4TR's) of each category at a time from training in order to minimize the chance of any hemodynamic contamination between exemplars (TR's) that could artificially boost generalization. First, to provide a baseline of classification accuracy with which to compare variations of input data (selected/extracted features) as well as progressively complex classifiers, we report LDA results of the full voxel set. For the main results, we report 100 independent crossvalidation tests for each classifier, each time holding out a different, randomly chosen block (1 from each category) from the training sample. S1 had 96 total blocks (384 TR's), subject 2 had 88 blocks (352 TR's), subject 3 had 72 blocks (288 TR's), and subject 4 had 96 blocks (384 TR's). Some repetition in the held-out blocks exists, since there are 100 independent tests and a maximum of 24 blocks per category; this repeated observation is useful because it also provides a measure of voxel selection reliability. This strategy is also useful with classifiers such as the NN which have random factors in their initialization and will produce different results for the same exact problem.
Diagnosticity of voxels: sensitivity analysis
In order to determine the FFA's functional specificity, we analyzed the classifier parameters to determine the relative importance of each voxel in the classification, per category. We also made comparisons across all voxel sensitivity maps per subject and for two types of classifier (best linear vs. best non-linear) in order to ensure the maps we show next are representative of the qualitative and quantitative details, and independent of classifier bias. As discussed elsewhere (Hanson and Halchenko, 2008) , the GLM estimates the associative strength of a voxel to a TR (or more often, an average of several TR's) based on the magnitude of the voxel's z-score; these voxels with the highest z-scores are often associated with "face" trials, similar to what is seen in the standard resolution. Classifiers, instead, have the potential of determining the diagnosticity of each voxel per category, which may differ significantly from the voxel's z-score magnitude (see Supplementary materials for examples from GLM). This measure of sensitivity is more informative of the actual diagnostic content of each voxel that the classifier is using, assuming each voxel is z-scored in time to equalize variance. Therefore it provides a stronger test of the voxel's contribution to the category determination and hence category representation in cortical tissue.
There are many ways to determine sensitivity, and different classifiers may have more appropriate methods than others (see also Hanson et al., 2004 for a more general discussion of this issue). In the present case, to obtain the sensitivity maps, in the case of LDA we used its coefficients, and in the case of SVM we used the procedure described by Heiler et al. (2001) by calculating the partial derivative of each feature with respect to the weight vector given by the model, 4 which quantifies a feature's influence on the support vectors or weights.
In order to increase the generality of the feature map, we use the highest-performing classifier that could be mapped into the original voxel space. In particular if the highest-performing feature set was MDS, which cannot be accurately projected back into voxel space, we use the next-best classifier-feature subset combination for the sensitivity analysis. (This was done for subjects 2 and 3: for subject 2, the next-best feature set was in the full voxel space, and for subject 3 it was the subset chosen by maximum entropy in the raw data, which was 68 voxels. For subject 4, the best performing classifier was with 294 PC's, which we projected back into voxel space to create the sensitivity map). For each subject, we plot the top quartile of weights (pooled across all categories) extracted from the best linear and the best non-linear classifier, which correspond to the most diagnostic voxels.
3 N-1 cross-validation was chosen even though it is known that 10%-20% folds can typically be more efficient and asymptotically accurage; the N-1 case tends to be pessimistic, creating a conservative downward generalization bias. We are even more conservative here, by holding out an entire block of TR's , minimizing any chance of autocorrelation from the hemodynamics. We estimated the upward bias in leave a single TR out was well over 80% generalization accuracy in some subjects. 4 For the linear cases, the weight varies proportionally with the error, while with other kernel functions each case was treated separately. In the radial-basis function we would have f = e x1 − x 2 2 and its partial derivative with respect to voxel k is
Þ 2 , where x 1 and x 2 are support vectors (SV's). Voxel k's contribution to the model is calculated by summing up the kth component of the partial derivative, over all support vectors. Neural Network partials were also computed from the sum of the hidden unit activations and resultant hidden unit error.
Reliability: sensitivity overlap across independent classifiers
Given that the voxel sensitivity maps described earlier are composed of single independent samples from a classifier's parameters, the diagnosticity of each voxel could be highly unstable across repeated independent tests and over resampling of the training set. Consequently, it is important to test the stability of the classifier's diagnosticity per voxel across different instances of the same classifier and independent random samples. Past work (Chen et al., 2006) has suggested that parameter estimates can be highly unstable across independent classifier iterations in fMRI analysis. We would argue that it is actually the statistical estimation procedures themselves that are mainly responsible for the stability of a given feature (voxel) across multiple independent tests. In general, this stability is primarily due to the goodness of fit of the given classifier: the better the fit, the lower the standard error of that voxel's sensitivity measure, and consequently the more stable the voxel's presence in any given sample estimate. If, for example, the standard error of classifier parameters is large, it would not be surprising that repeated sampling would identify different sets of voxels to be most diagnostic in the classifier than were found elsewhere (Chen et al., 2006) . Extreme instabilities in a feature map are often due to a poor initial classifier fit or misspecification of the classifier complexity (e.g. linear for a nonlinear surface) given the true nature of the decision surface.
To test reliability, we perform a sensitivity analysis over 100 independent runs of LDA and SVM classifiers (the most accurate nonlinear version, with a combined feature selection/extraction) for each subject, training on the full data set but sampling the data in a different random order each time. Over the iterations, we coarsely measure consistency by keeping track of how often each voxel had a coefficient within the top 3 quartiles (thus allowing for significant divergence across samples of candidate voxels) of all pooled coefficients (LDA) or weight values (SVM). Despite the differences in thresholds compared to a single sampled sensitivity analysis (top quartile vs. top three quartiles), it provides a similar estimate of the diagnosticity of each voxel, but this time indicating its usefulness as rated by a binary vector across different instances of classifiers and data order. Effectively these plots show voxels that are consistently important for learning the classification, compared to those that are less reliable in the classification function (i.e. those with coefficients or alphas very close to zero).
Results

Exploratory raw data visualization
An increase in the high-end tail of the raw BOLD distribution for "face" was necessarily present in the standard-resolution data in order to have localized the FFA; yet the exploratory raw data visualization shows no obvious visual evidence for a modular nature of either "face" or any other category. Fig. S1 (Supplementary materials) shows raw BOLD activity that is extremely similar across categories; however, it is possible a more complex mixture of voxels in this distribution could reflect a FFA modular response, although not one that reflects a high intensity localized response. Fig. 2 shows the heatmap as described earlier where specific voxel activity patterns (even those below baseline) may be more easily visible, in which the color in the heatmap represents the z-scores of BOLD activation. The rows are voxels, and the columns are TR's organized by class; hence each row displays the time course of one voxel, with the first 96 columns representing "animal," the next 96 "car," and so on for "face" and "novel." To emphasize any visual differences in the tails of the distribution, the data are thresholded to show only z N 2 and z b −2.
If the classes were linearly separable and these voxels are truly "face"-selective in that the raw BOLD response is significantly higher, a distinct response for "face" compared to the other categories should Fig. 2 . Heatmaps of raw data organized by category. Columns are TR's and rows are voxels. A: S1, B: S2; C: S3, D: S4. Data points are first demeaned and z-scored, and thresholded to show only those points with z N 2 or zb−2; everything else is set to 0. The full color range is also shown, with the corresponding range in z-score. be visually evident in some, if not all, voxels. Instead the intensity level within each voxel's time course appears to be homogeneous and indistinguishable across categories. Once again, however, as with Fig. S1 , this heatmap visualization provides some initial converging evidence that linear methods will have a great deal of difficulty in classification, since there is no single voxel or set of voxels (from visual examination) that seems to clearly distinguishes the categories. However, we cannot definitively conclude yet that there may not be combination of voxels or weighted combination of voxels (feature extractions) that do provide evidence for a linear/modular separation of "face" categories from the others. Next we will consider extracted features based on the FFA voxel activity.
Visualization of extracted features
Using MDS for all voxels in each subject's FFA and all category TR's (ranging from 288 TR's to 394 TR's depending on the number of runs completed) and using a Euclidean distance measure, we were able to recover 90% of the original data variance (10% stress) in under 20 dimensions for each subject's data. In all subjects MDS achieved a substantial dimensionality reduction over each subject of nearly twenty-fold: S1 required 16 dimensions to meet the 10% stress criterion (again equivalent to accounting for 90% of original data variation) ; subject 2, 16 dimensions; subject 3, 14 dimensions; and subject 4, 19 dimensions. Fig. 3 shows a representative 3-dimensional projection of the MDS solution in the number of dimensions given previously for each subject. In creating this figure, we did a grand tour for all subjects and all dimensions (e.g. for S1, we looked at all 16 dimensions, 2 or 3 at a time, in the 3-d viewer GGobi (http://www. ggobi.org/) to find a typical set. Other 2D projections along the rest of the grand tour produce very similar projections. A rotation through 3 of the dimensions provides a more thorough glimpse than 2D projections; this 3D rotation (see Supplementary material for a link to an example movie) fails to show any obvious convex projection that we described earlier which might be consistent with a modular account of the FFA. Furthermore, reducing noise by using block averages instead of individual TR's (also reducing the overall autocorrelation due to the hemodynamic carry over between trials) for MDS also shows no coherent convex pattern geometry for the FFA.
The MDS projections for all subjects seem to show neither a linear separation of all categories nor a coherent pattern response for "face" compared to other categories. The "face" trials are entangled in the same way as the non-"face" trials are, and there is no linear boundary that separates "face" from non-"face". Although S1 shows some clustering for "face" within the FFA, it nonetheless fails to support the modularity hypothesis in a strict sense. First, the clustering itself it heterogeneous; that is, it overlaps with other categories, and visually more than it appears to cluster. Second, the "novel" category is clustered to a similar extent as "face," indicating that "face" is no more special in the FFA than is "novel." Third, and perhaps most problematic for any type of "face" Fig. 3 . Per subject (A-D), a 2D projection of all exemplars in MDS space (in the number of dimensions required for the 10% stress "fit" criterion: 16 for S1, 16 for S2, 14 for S3, 19 for S4). Colors represent object category: red = 'A', yellow = 'C', green = 'F', blue = 'N'. Note that the recovered structure of the MDS is a 20 to 1 reduction of variance (S1) in the lower order dimensional structure.
Table 2
Classifier results for all subjects (best linear and best non-linear case). In all subjects, the different category trials (coded by color) appear to distribute in relatively small clumps or "string" like clusters and are "tangled" throughout the feature space of the FFA. We discuss this spatial clumping hypothesis in the Supplementary materials, and Figs. S3 and S4. Regarding the functional specificity of the FFA, the MDS visualization supports heterogeneity, due to the presence of many distinct and significant clusters, which indicate multiple diverse response patterns within each category.
LDA MDS (50 dimensions) training
This seems to be even stronger evidence that linear classifiers will not be able to completely separate the classes in this space for most of the subjects, due to an absence of linear decision boundaries separating each or any of the categories from one another. Nevertheless, using another feature selection and extraction method may render the decision surface closer to linear and reduce the noise in the BOLD signal to further aid classification performance. This, of course, is a common approach in pattern recognition methods (Duda and Hart, 1973) . If this feature extraction strategy alone fails, then we will be encouraged to explore particular non-linear classifiers (see Hanson et al., 2004 for tutorial discussion on this point).
Cross-validation results
In order to provide a benchmark for classification accuracy all subjects' data were classified with an LDA using the full unselected voxel set. In all 4 subjects no category reached significance, and the average classification rate for over all subjects with this single classifier was 22.5% (20-26%). This encourages us to use both feature selection/extraction methods and non-linear classifiers, in combination. Table 2 shows the results for the best linear and the best non-linear classifier, with combined corresponding feature selection method, the confusion matrices for both training and test exemplars, the standard errors of the correct classifications based on the 100 independent classifications, and the results of comparing the vector of hits and misses with a binomial distribution. Each confusion table is based on this single classifier, making a prediction in all four categories concurrently. Thus classification estimates per sample are not independent and represent an unbiased estimate of accuracy rates per category. Consequently, a binomial test 5 per class was tested against 25% chance levels which are reported at the bottom of the table.
Linear classifiers (with a given feature selection/extraction method) consistently perform lower than non-linear classifiers on these generalization tests, indicating a poorer fit. Non-linear classifiers overall performed within the margin of error of one another, although often the most accurate non-linear classifier performed significantly better, averaged across categories, than the linear case. For S1, moving from linear to non-linear analysis improved the fit by 2% overall (p = .01, Student's t-test comparing the lists encoding correct classifications vs. misses, for this and all subsequent acrossclassifier tests), and for S2, 5% (p = .002). This difference in performance indicates that the FFA appears to contain crucial nonlinear information; therefore non-linear classifers offer a significant benefit over linear ones and the most successful non-linear classifiers will produce a more accurate voxel sensitivity map than linear classifiers.
We also observed that the classifiers performed significantly differently across subjects, and in particular, subject 3 showed little or no significant generalization over all categories. Scanning at high resolution both increases the signal specificity but at the same time increases the noise throughout the voxel space. This could reduce signal-to-noise ratio and therefore make the signal across conditions or classes difficult to discriminate. The FFA statistics (Table 1) support this explanation, because S3 has, by a factor of 9, the lowest variance (of both the dataset as a whole and the average per TR), which reduces any classifier's ability to discriminate. By contrast, S1 has the highest variance, and also outperforms all other subjects in terms of classification. S2 and S4 have similar variances, and also similar classification performance. In these types of very high noise environments, the underlying category clusters have a complexity obscured 5 An additional significance test of comparing the results in Table 2 with results obtained by randomly shuffling the labels on the FFA data did not significantly differ from the binomial tests. 
Subject 4
Classification results (best linear case and best non-linear case, and the corresponding type of classifier and feature subset used). A confusion matrix for both training and test sets are shown; rows are the true class, and columns are the predicted class; hence the correct classifications are along the diagonal. Below the confusion matrices are statistics about the correct classification matrix entries, which show (1) the standard errors over the 100 independent cross-validation tests and (2) the p-values according to a binomial test, which show the probability of getting this number of hits vs. misses based on an at-chance (25%) binomial distribution. Both are shown in the order A-C-F-N. Last is the mean correct classification across categories.
by other signals or noise, making it difficult for the classifiers to detect any difference. Fig. 4 shows the most diagnostic voxels for the best linear and the best non-linear classifier, plotted back in the original voxel space, and colored according to each category. Each subject has diagnostic voxels for all categories. Four rows are plotted, each with one category systematically overlaid on top of the others in order to show overlapping selectivity. Columns in this figure show consecutive slices of each subject's FFA.
Diagnosticity of voxels: sensitivity analysis
Since this analysis takes place within the classically-defined FFA, all of these voxels are "face"-selective at standard resolution imaging Fig. 4 . Sensitivity analysis for each subject. The best-fitting classifier that can be visualized in voxel space is analyzed to determine the most diagnostic weights for each category. For subject 4 whose analysis was performed using PC's, the diagnostic PC's are transformed back into voxel space, thresholded, and plotted. Colors indicate category: red = 'A', yellow = 'C', green = 'F', blue = 'N.' Columns are consecutive slices of each subject's FFA, and each row shows one category overlaid on top of all other categories (since some overlap exists). using a GLM analysis, but high-resolution data analyzed with classifiers show the FFA to be highly heterogeneous in function for all 4 subjects. In contrast, the GLM analysis of each category vs. the others (1 vs. all) had very little overlap with Fig. 4's sensitivity maps. In particular, the GLM showed some significant probabilities for voxels not identified in the non-linear classifier sensitivity analysis; Fig. 5 . Reliability of voxel selectivity across 100 independent tests for (A) LDA for each subject and (B) LSSVM, the most accurate classifier, for each subject. Note that LSSVM for S4 was performed with principal components instead of voxels; hence the figure shows a transformation of the PCs' overlap values into voxel space. Brighter colors denote a greater reliability score in a voxel's diagnostic content, i.e. that voxel has been counted as diagnostic (see text) a greater number of times over the 100 iterations; dimmer colors denote a lower reliability score. The range in colors seen (bright to dark) is relative to the average percent overlap for each category; see text for exact values of percent overlap. Columns are consecutive slices of each subject's FFA, and each row shows the reliability estimates for one category. and many more voxels identified by the non-linear classifier sensitivity analysis were not identified by GLM contrasts (see Supplementary materials and Fig. S5 ). This implies that the GLM can both miss significant voxels and false alarm on other voxels that are actually not diagnostic. Often these errors are due to the GLM's reliance on the magnitude of response rather than its actual diagnosticity.
Reliability: sensitivity overlap across independent classifiers Fig. 5 shows the result of the reliability analysis for each subject. Since voxels can have selectivity for multiple categories within a given sample, the selective voxels are shown separately for each category (rows). The overlap in LDA sensitivity is qualitatively the same across subjects: shown in the order "A overlap-C overlap-F overlap-N overlap," S1 has an overlap of 65%-67%-67%-72%; S2 has 65%-59%-67%-59%; S3 has 62-54-55-63; S4 has 63%-63%-64%-62%. For SVM, there is more consistency in the set of selective features, particularly for subjects 1 and 4. S1 has an overlap of 81%-92%-54%-67%; S2 has 54%-39%-59%-64%; S3 is 50%-41%-54%-74%; S4 has 99%-99%-100%-100%. The lower percentages for subject 3 most likely reflect the low category signal and the lack of voxels useful for accurate classification, rather than some intrinsic instability of given features. The greater agreement across separate iterations of classifiers is another benefit of optimized, non-linear classifiers over standard linear analyses. However, with poorly optimized classifiers one will tend to see reductions in reliability due to increased standard error per voxel coefficient.
Discussion
Summary
The FFA localized independently using standard resolution (3 mm) shows non-face discriminative responses at higher resolution (1 mm) fMRI. This observation appears to be in conflict with past observations that the FFA is homogeneous in object selectivity. In fact, it is consistent with past research in that (a) we are using a more sensitive method for determination of pattern diagnosticity and (b) higher resolution voxels afford another potential increase in pattern sensitivity of voxel response. It is also important to state that all the analyses we have done are also consistent with the original conclusions of Grill-Spector et al. (2006), while at the same time using more rigorous analysis that has none the cross-validation problems of their original paper. Specifically, we cross-validated all classifiers, estimated parameter values with independent samples and finally all sensitivity estimates were established with independent data samples. The FFA, after this thorough analysis, shows responses to all four categories, in a number of different and complementary ways and goes beyond the original Grill-Spector et al. (2006) claims. A large portion of all the cross-validation tests show equal or lower generalization accuracy for "face" as compared to the other three object categories. In some cases where a linear bias for "face" did exist, the differential performance across categories often disappeared as more non-linearity was introduced in the classifier. This linear bias has also very likely contributed to the original studies implicating the FFA's role as unique to face processing.
Another type of converging evidence concerning the response of the FFA is the sensitivity analysis. This analysis illustrates the relative importance of voxels for classification and indicates that the FFA does contain diagnostic information about all object categories tested. The results support a distributed object representation in the visual pathway; furthermore, the existence of voxels selective for multiple categories is similar to coding that was found in previous work using multivariate classifiers (Hanson et al., 2004) . The sensitivity analysis performed in this study is much more informative than standard types of analysis, because these multivariate classifiers are capable of both non-linear pattern detection and an accurate reproduction of the diagnostic pattern for each category. Further, these methods are superior to the GLM used in the original FFA studies (Kanwisher et al., 1997) because they are multivariate-sensitive to the voxel interactions, non-linear-capable of modeling complex object-encoded representations, optimized-more representative of the voxel diagnosticity, and cross-validated-correctly localized in the brain.
Linear bias and multiple category sensitivities
One major explanation for the differing results in the literature (which reflects standard linear vs. multivariate non-linear analysis) is a linear bias we observed for "face." In addition to non-linear classifiers being overall more accurate than linear classifiers, nonlinear classifiers often produced classification accuracies that were more equally matched across categories; see for example S1 in Table 2 , where there is a 13% increase (p = .002) in accuracy for "face" over the second-highest category ("novel"), which disappears in the non-linear case where "face" and "novel" are not significantly different (p = .39). Similarly, for S2, although the categories themselves that had highest and lowest generalization accuracy differed in the linear and non-linear cases, the difference between the highest and lowest accuracies decreased from 22% (p = 4.1e−9) in the linear case to 12% (p = 2.5e−7) in the non-linear case.
When an advantage for "face" did exist, it occurred for a linear classifier relative to any of the non-linear classifiers. This might make sense if the FFA is composed of a more frequent number of "face" diagnostic patches. We dub this a "linear bias" since linear methods such as GLM or LDA or even linear SVM will tend to favor features in the sample that tend to be higher in frequency simply because they acquire low order variance structure first (for example in PCA, where the first component is the one possessing the highest variance). This effect will tend to produce a bias toward "face" voxels, assuming they are simply higher in frequency in the FFA, which would be consistent with past results using GLM contrasts of face N objects. Of course, this observation would also be consistent with an averaging artefact in the standard resolution since the "face" response would be oversampled and dominate the FFA representation.
The linear bias is even more prominent in the supplementary GLM analysis (see Supplementary materials, tables, and Fig. S5 ), in which the voxels most significant for "face" (in a 1-vs.-all contrast) outnumber those for every other category in 3 subjects. The linear bias reduces drastically for linear and radial-basis SVM; this is evident in the supplementary tables which show that "face" is most often the category with the highest percentage of GLM false alarms. As multivariate and non-linear classifiers fit the data with greater accuracy, the linear bias vanishes.
Voxels with multiple category selectivities (visible in Fig. 4 ) further demonstrate the linear bias for "face." For S1, 169/472 voxels were highly diagnostic for multiple categories (including 14 out of the 15 voxels which were selective for "face"), S2 had 136/425 multiplyselective voxels (including 79/135 "face"-selective), S3 had 10/28 (including 5/8 "face"-selective), and for S4 it was 345/1609 (including 38/58 "face"-selective voxels). This multiple sensitivity is consistent with a type of a combinatorial code (Hanson et al., 2004) in the FFA. In such an encoding system, a high-magnitude BOLD response is not the only indicator of diagnosticity: a voxel highly diagnostic for both "face" and "animal" may have two informative levels of BOLD signal (and therefore possibly correlated with differential neural firing rates).
In confirmation, a Student's t-test for S1's overlapping voxels shows that those voxels diagnostic for "face" and at least one other category have higher z-scores during "face" TR's than for those of all other categories (p b 1.2e−4). The same is true for S2 (p b 2.6e−10). All other comparisons were not significant (likely for S3 because of the small FFA and low average signal intensity level), and there were no significant comparisons such that "face" had lower z-scores than the other categories. Despite "face" TR's consistently having a higher magnitude of activation for multiply-selective voxels, the classifiers are able to detect diagnostic information at multiple levels of activation. A standard GLM analysis, on the other hand, will ignore these submaximal response levels (see also Kriegeskorte and Bandettini, 2007) , since it confounds the magnitude of response with diagnosticity.
Although the voxels selective for multiple categories do not comprise the entire FFA, the fact that non-linear classifiers can classify based on submaximal activation applies in general to all voxels. As one example of many, S1's "animal"-selective voxels had higher z-scores during "animal" TR's than during "car" (Student's t-test; p = 5.3e−9) and "novel" (p = 6.5e−14) TR's but lower than during "face" TR's (p = 1.4e−3). Other such comparisons are too numerous to list here, but nevertheless it is clear that since a univariate, linear analysis is unable to detect this type of information, it will give drastically different results. Given the comprehensive set of analyses we have done, we would offer that this deficit in the GLM analysis is a more likely explanation for the previous findings of face modularity, rather than that of a specialized encapsulated face processing in the fusiform gyrus.
Comparison to results from neurophysiology
Early studies of neurophysiological recordings in the temporal lobe of monkeys found cells selective for object category, including faces, complex 3D objects, and hands (Gross et al., 1972; Bruce et al., 1981; Desimone et al., 1984; Perrett et al., 1982; Perrett et al., 1984) . These studies found face-selective cells to be most frequent (20-30%) in parts of the superior temporal sulcus. These results, as well as neurophysiological recordings in the human medial temporal lobe (Kreiman et al., 2000) , support a distributed representation because the observed population of neurons show heterogeneous category selectivity. However, in all of these studies, the recording sites were partially or entirely outside of "selective" areas, and the existence of a distributed representation in non-selective regions of inferior temporal lobe is not controversial (Haxby et al., 2001; Spiridon and Kanwisher, 2002) . We will further discuss only those neurophysiology studies in which the recording sites are within "selective" modules.
One recent study which used fMRI to localize the FFA homologue in macaques reported 97% of visually responsive cells (~80% of sampled cells) being face-selective (Tsao et al., 2006) , which strongly supports a modular hypothesis. On the other hand, another study demonstrated that electrical microstimulation results in hemodynamic responses in other non-contiguous face patches (Moeller et al., 2008 ). An analogue of one of these face patches in the macaque anterior temporal lobe has since been confirmed to exist in humans, and appears to be part of the face-processing network (Rajimehr et al., 2009) . While the precise homologies between macaque face patches and human FFA and face-selective superior temporal sulcus (STS) are unknown, these studies suggest a distributed network of faceprocessing regions, which appear to be modular using standard methods of analysis. Although we can dispute modularity in only the FFA with certainty, the results presented here dictate that care be taken before concluding modularity in any of these patches or regions within the network; in particular, methods of analysis must be used which are capable of detecting patterns of information and submaximal activation, and can generalize classification reliably.
Further restricting our discussion to the FFA and the macaque homologue, there are several things to be said about the potential relevance of these neurophysiology studies. First, the true proportion of face-selective within a face patch is very likely lower than Tsao et al.'s (2006) report: if cells are sampled symmetrically throughout face patches, rather than directly in the center, the percentage of faceselective cells is much lower (Bell and Ungerleider, submitted for publication).
In addition, numerous studies suggest that the FFA is a visual expertise module (Gauthier and Tarr, 1997; Gauthier et al., 1999; Rossion et al., 2002) which can potentially be recruited for any object category, rather than a module for the faces per se. The literature on visual expertise of non-face categories in macaques is limited by comparison in its relation to face specificity, yet the general findings still cast doubt on the traditional interpretation of face-selective modules. Studies in the macaque inferotemporal cortex show that area TE develops stronger selectivity after familiarization/training on complex images; this selectivity increase has been observed in singleunit recordings of training images over distractors (Logothetis et al., 1995) , single-unit recordings of trained over untrained monkeys (Kobatake et al., 1998) , and of LFP and multi-unit activity (MUA) of familiar over novel images (Anderson et al., 2008) . Given the drastic increase in selectivity after a few months of training, it is a strong possibility that a face module simply reflects a much higher level of visual expertise for faces, for which monkeys (and humans) have years of training.
Moreover, it is unknown exactly what these neurons are responding to; some neurons in apparently face-selective areas respond strongly to other round objects such as a clock and an apple (Tsao et al., 2006) , which raises the possibility that the neurons are merely responding to visual features (or particular combinations of visual features) that may be present in any object but are simply more numerous in faces. Other work suggests that neurons are selective not for object category or a certain stimulus set, but rather only those visual features that are diagnostic to the current categorization task; if the task changes, (e.g. discrimination between two types of faces) so does neuron selectivity (Sigala, 2004) . Another possibility is that apparently category-selective regions simply reflect the visual similarity of images; in macaque and human categoryselective regions, voxels selective for a particular exemplar tend to cluster with voxels preferring similar visual features (Bell et al., 2008) . One conclusion is that category-selective regions appear only because of the feature similarity of exemplars within a category; this is consistent with the observation that face-selective regions are smaller and more reliable across subjects, but other category-selective regions are larger and more varied, due to the larger variation in visual features across non-face exemplars (Bell et al., 2008) . More support for this visual feature-based organization comes from a study which varied images on a face-place continuum and found that FFA and PPA activity continuously followed the visual features rather than the discrete semantic category .
Furthermore, much of the neurophysiology literature, like the fMRI literature, suffers from a linear bias in that maximal activity is interpreted as exclusive selectivity. In particular, a neuron is classified as face-selective if its firing rate for faces is more than double that of any other category tested (Perrett et al., 1982) . This arbitrary definition prevents the discovery of a neuron selective for multiple categories: a significant increase in firing rate is ignored if its response to faces is sufficiently high. Therefore the proportion of neurons that respond to multiple object categories may be drastically underreported, and these neurons are misidentified as exclusively faceselective. Neurons that have the highest firing rate for faces, and a submaximal (though no less reliable) firing rate for another object category carry information about both categories. This is perfectly consistent with our current findings of voxels that behave similarly with respect to their BOLD signal, i.e. a combinatorial code.
Finally, the analysis performed in many neurophysiology studies is also univariate, analyzing each neuron separately; however, the patterns of activity across combinations of neurons (some of which are selective for multiple categories) may possess as much information for non-face objects as it does for faces.
It would be interesting to see the methods in the current paper applied to neurophysiology data. One remarkable study by Kiani et al. (2007) did in fact use multivariate methods to analyze neurophysiology responses in monkey IT to several animate and inanimate object categories, and found strong evidence of a distributed code in IT. Furthermore, in perfect agreement with the present results, submaximal responses boosted classification performance over maximal responses alone, and cells selective for the same category were often physically close, in~1 mm clusters. Nevertheless, fMRI is more appropriate to the current questions due to (1) uncertainty about what the FFA is truly responding to, (2) limitations of sampling size and the types of neurons from which recordings are possible in neurophysiology experiments, and (3) evidence that a better decoding of the behavioral state or visual percept can be attained by methods that reflect the combined activity of many neurons (e.g. LFP (Wilke et al., 2006) and fMRI (Maier et al., 2008) ) for situations in which the data from the two methods diverge.
Comparison to earlier multivariate studies
The current methods also provide improvement over the correlation method (i.e., one-nearest neighbor) used first by Haxby et al. (2001) and repeated by Spiridon and Kanwisher (2002) , which looked at similarity of response patterns to different object categories, in order to determine, among other things, whether responses to nonpreferred objects exist in "selective" regions of interest such as the FFA and PPA. The present study offers an improvement over these two studies in two substantive ways: first, the higher resolution of this study allows a finer-grain investigation of the FFA response; and second, the method of analysis is more diagnostic with respect to the voxel category label. The correlation method is a step in the right direction because it is a prototypical classifier, but nevertheless has several shortcomings, as discussed elsewhere (Hanson et al., 2004) . Briefly, the correlation method used in those studies splits data from each category into independent halves, averages over all trials in each half, and provides a similarity measure for the within-category and between-category averaged patterns. This is a one-nearest neighbor classifier, which is known to be neither very robust nor able to scale well with the size of the exemplar or feature space. The correlation method's sensitivity measure is based on the common features in the selected set of exemplars, which in effect are the average values of the features in that category. In contrast, using optimized multivariate classifiers tests the diagnostic patterns extracted by classifiers, and produces above-chance generalization scores on the out-of-sample trials. Moreover, current models' diagnosticity estimates for each voxel are also reliable across different instances, as indicated by their low standard errors. These non-linear classifiers have a great advantage over the GLM and correlation method, in that they are able to produce reliable voxel maps of unbiased category diagnosticity.
Finally, we identified several possible reasons for the previously reported results of faces being unique in the so-called FFA. First, as suggested by Grill-Spector et al. (2006) , the resolution of the imaging matters: standard resolution imaging can sum over many heterogeneous clusters, which, if dominated by even one face selective cluster, can give rise to an averaging artefact that appears face selective over the entire FFA, despite its more apparently more complex functionality. Second, linear analyses can create a bias for "face", which often vanishes when the data are analyzed by a properly optimized, nonlinear classifier. Third, many studies confound the magnitude of response with diagnosticity; voxels that are diagnostic of multiple categories have a higher raw BOLD response to "face" and a submaximal response to other categories, though they may be equally informative about each category.
Conclusions
We hypothesize that the overall finding of heterogeneity at highresolution fMRI, with respect to object selectivity in the FFA, will also extend to other regions in the "object-selective" cortex of the visual stream. Of all the apparently object-selective visual areas, the FFA has always shown the strongest selectivity for its preferred category when analyzed at standard resolution with a GLM; therefore heterogeneity would have been the most difficult to find with this area. Since we have found significant object-heterogeneity in the FFA, it is highly likely that the same methods used in other areas such as the so-called parahippocampal place area (PPA) or object-selective lateral occipital cortex (LOC) will also exhibit the same heterogeneous, combinatorial patterns. Moreover, previous studies (Haxby et al., 2001; Spiridon and Kanwisher, 2002) have looked outside of the "selective" areas FFA and PPA and found that "face", "house", and several man-made object categories elicit significantly different patterns of responses (although they could not specify the exact pattern, due to the limitations of the correlation method to decode them). The evidence for heterogeneity in this study, in what was previously believed to be the most "selective" area, combined with previous findings that diagnostic patterns exist outside of "selective" regions, argue strongly against any modular organization by object category, and for a distributed, combinatorial representation by object category within the ventral visual pathway. This research and others in this direction raise many important questions. What exactly is the basis for object selectivity in the visual stream? For example, is the FFA responding to certain features common to all objects but more numerous in faces? Finally, are there distributed patterns that may have some topological structure (as apparent in the MDS patterns; see also Kriegeskorte and Bandettini, 2007 ) that could form the basis for general object identification and similarity in cortical tissue?
Supplementary data to this article can be found online at doi:10.1016/j.neuroimage.2010.08.028.
