Helix, Hairpin, Bulge, external loop, internal loop, multi-branch loop are the elements of RNA secondary structure. We have designed a neural network to classify the RNA sequence in to three categories i.e Hairpin, helix, neither of two. This can be extended to classify into all secondary structure elements. If all the elements are predicted then we can determine the entire structure of a RNA family. The parameters of neural network affect the performance of the network. But there are no rules to define the value of these parameters of network. For a given problem the optimal value of parameters can be obtained by performing the experiments on their values. This paper shows the effect on the performance of classification by varying the number of hidden layers, number of neurons and activation functions.
INTRODUCTION
RNA plays important role in cellular process. One molecule of RNA consists of long chain of small sub units called ribonucleotides. Each ribonucleotide can have one of the bases Adenine, Guanine, Cytosine and Uracil. These bases are represented by alphabets A, G, C, and U respectively. The bases adenine (A) and guanine (G) belong to the group of purines and form a double ring, whereas cytosine (C) and uracil (U) are pyrimidine derivatives. Under normal physiological conditions, a ribonucleotide chain can bend back upon itself, and the bases can hydrogen-bond with one another, such that the molecule forms a coiled and looped structure. This leads to formation of various secondary structure elements like helix, bulge, hairpin etc. There are different methods for prediction of RNA secondary structure. Nussinov Algorithm, zuker algorithm, covariation analysis [4] , stochastic context free grammars [5] , Hopfield neural networks [2] are few common techniques used for prediction of secondary structure. The secondary structure of most functional RNA molecules is strongly conserved in evolution. Prediction of these conserved structures is therefore of particular interest when studying noncoding RNAs. Moreover, structure predictions on the basis of several sequences produce much more accurate results than energy directed folding of single sequences. The RNAalifold [3] program predicts the consensus structure for a set of aligned sequences taking into account both thermodynamic stability and sequence covariation. KNetFold [17] is software for predicting the consensus RNA secondary structure for a given alignment of nucleotide sequences. 
METHODOLOGY
First of all the sequences were aligned using the covariation model. The source of aligned sequences was Rfam 10.0 -a database of non coding RNA. The representative of the alignment was created by using the rule that the nucleotide which has the highest frequency in the column was chosen as representative of that column. In case gap has the highest frequency then it is chosen as representative only if its frequency is greater then 70 percent else next highest nucleotide is chosen as the representative. During the training phase the secondary structure of family is known. So using the representative and the secondary structure we extract the hairpin, non hairpin, helix and non helix portions. Since sequences are strings of alphabets A,U,C,G and vary in length so they can't be used as such for inputs of neural network. We extract the feature vector from sequences. Feature vector contains eight parameters. They are mutual stem length , stem mutual information, stem fraction of complementary base pairs(FCBP), stem energy , loop length , loop mutual information, loop fraction of complementary base pairs(FCBP), loop energy. Then the feature vectors for different training examples were used to train the network. During testing phase we extract the hairpin and helix region using heuristics. Then feature vector is formed from extracted sub sequences. This feature vector is used to get the output.
NEURAL NETWORK
The concept of an Artificial Neural Network (ANN) was inspired by the information processing capabilities of the biological neural networks. ANN has been developed as generalization of mathematical model of human cognition or neural biology. ANN consists of many processing units called neurons. Each neuron is connected with other neuron using the weights and has an activation function which is function of product of inputs and weights. The training algorithm decides how the weight changes with learning. There are different types of activation functions like linear activation function, logistic activation function, radial base functions etc.The type of activation function used in application depends on type of neural network used.
BackPropagation Neural Network
In feed forward neural network the neurons are organized in layers. There is one input layer, one output layer and one or more hidden layers. The signals or output of one layer travels to other in forward direction. The backpropagation training algorithm is supervised training method. It uses a gradient descent method to minimize the total squared error of the output produced by the neural network. The training involves three steps: 1) computation of the output 2) computation of the error and backpropagation 3) adjusting the weights. There are several variants of backpropagation like backpropagation with momentum, resilient backpropagation etc which increases the rate of learning. Weight changes are made according to following equation.
Where is change in error.
where W is the weight from neuron j to neuron i,s is the output, and net is the weighted sum of the inputs of neuron i.
Experiment on Parameters of Neural Network
In this work we have used backpropagation neural network. Feature vector having eight inputs is given as input and there are two neurons in the output layer first for helix and second for hairpin. Figure 2 shows the design of network used in this work. The learning algorithm we have used is iRPROP which is improved resilent back propagation learning algorithm. The number of hidden layers, number of neurons in hidden layers and activation functions are varied to get the values for which the network performance is best. To see the effect of number of neurons in hidden layers we fixed the number of maximum epoch to be 5000. In order to prevent the early stopping of the training of
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neural network we gave lower values of target network performance and gradient. Goal to be achieved by network was given a value of 1.0e-05 and gradient also had a value of 1.0e-05. Learning rate was set to 0.05.Experiments were done for one and two hidden layers in network. The numbers of neurons in hidden layers were varied from 2 to 19. Activation function was varied between hyperbolic tangent sigmoid and log sigmoid. Figure 5 and Figure 6 shows the network performance using hyperbolic tangent sigmoid and log sigmoid respectively. Matlab is used to create the neural network and perform all the experiments. 
RESULTS and DISCUSSION
In network with one hidden layer best performance is achieved when number of neurons is hidden layer is either 9 or 15. The best network performance is 0.0491. When number of hidden layers in network is increased to two the best performance is achieved with 16 neurons in both the layers. The best network performance is 0.00461. This is much better then the best Training was stopped earlier because gradient reached its maximum value. Figure 5 shows the performance of network having two hidden layers and 16 neurons in each layer with hyperbolic tangent function as activation function at each layer.
Here the best performance achieved is 0.00461 which is much better than performance achieved using log sigmoid as activation function. More experiments were performed by changing the activation function of output layer to purely linear (Purelin in matlab). The performance achieved using linear activation function in output layer was better than that obtained using log sigmoid activation function in all layers. But the performance was poor than that obtained using Hyperbolic Tangent function. In most of the above experiments training took place until 5000 epochs but in few cases early stopping was also there due to the fact that gradient reached its maximum value So in the final design of network we used two hidden layers with 16 neurons in each layer and having hyperbolic tangent function as activation function in every neuron of all layers. With these experiments we can conclude that number of neurons in hidden layer and number of hidden layers affects the performance of the RNA secondary structure classification.
