A New Proof for the DoF Region of the MIMO Networks with No CSIT by Rassouli, Borzoo et al.
ar
X
iv
:1
50
1.
01
56
3v
1 
 [c
s.I
T]
  7
 Ja
n 2
01
5
1
A New Proof for the DoF Region of the MIMO
Networks with No CSIT
Borzoo Rassouli, Chenxi Hao and Bruno Clerckx
Abstract—In this paper, a new proof for the degrees of
freedom (DoF) region of the K-user multiple-input multiple-
output (MIMO) broadcast channel (BC) with no channel state
information at the transmitter (CSIT) and perfect channel state
information at the receivers (CSIR) is provided. Based on this
proof, the capacity region of a certain class of MIMO BC with
channel distribution information at the transmitter (CDIT) and
perfect CSIR is derived. Finally, an outer bound for the DoF
region of the K-user MIMO interference channel (IC) with no
CSIT is provided.
Index Terms—DoF, CSIT, MIMO broadcast channel
I. INTRODUCTION
Spatial multiplexing is a key feature of MIMO communi-
cation networks [1]. The DoF region, which is the capacity
region normalized by the logarithm of SNR in high SNR
regimes, is a metric that captures the spatial multiplexing
property. The DoF region of the MIMO BC with no CSIT
was first shown in [2], [3] for the two user case and later in
[4] for the general K-user BC.
In this paper, we provide an alternative proof for the results
obtained in the mentioned papers based on a simple lemma
where its advantage over [4] is in extending the results of [3]
for the capacity region of special two-user broadcast channels
to special K-user BCs. The paper is organized as follows.
Section II introduces the system model. The alternative proof
is provided in section III. Subsequently, The capacity region
of a certain K-user MIMO BC with CDIT and an outer bound
for the DoF region of the MIMO IC with no CSIT are provided
in section IV and section V, respectively.
Throughout the paper, f ∼ o(logP ) is equivalent to
limP→∞
f
logP = 0 and for a pair of integers m ≤ q, the
discrete interval is defined as [m : q] = {m,m + 1, . . . , q}.
Y[i:j] = {Yi, Yi+1, . . . , Yj}, Y ([i : j]) = {Y (i), Y (i +
1), . . . , Y (j)} and Y n = Y ([1 : n]). R≥0 denotes the set
of non-negative real numbers.
II. SYSTEM MODEL AND MAIN RESULTS
We consider a MIMO BC, in which a transmitter with
M antennas sends independent messages W1, . . . ,WK to K
users (receivers), where each receiver is equipped with Ni
receive antennas (i ∈ [1 : K]). In a flat fading scenario, the
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discrete-time baseband received signal of user i at channel use
(henceforth, time slot) t can be written as
Y˜i(t) = HHi (t)X(t) + Zi(t) , i ∈ [1 : K] , t ∈ [1 : n] (1)
where X(t) ∈ CM×1 is the transmitted signal satisfying
the (per codeword) power constraint ∑nt=1 ‖x(t)‖2 ≤ nP .
Hi(t) ∈ CM×Ni and Zi(t) ∈ CNi×1 are, respectively, the
channel matrix and the additive noise vector of receiver i.
The elements of Hi(t) are independent identically distributed
across time and users. The noise vectors and the elements
of the channel matrices are allowed to have any tempered
distribution (independent of X(t)) and the channel matrices are
assumed to be full rank almost surely. We assume no channel
state information at the transmitter and perfect local channel
state information at the receiver (CSIR) i.e., at time slot t, user
i has perfect knowledge of Hi([1 : t]).
The rate tuple (R1, R2, . . . , RK), in which Ri = log(|Wi|)n ,
is achievable if there exists a coding scheme such that the
probability of error in decoding Wi at user i(i ∈ [1 : K])
can be made arbitrarily small with sufficiently large coding
block length. Analysis of the capacity region C(P ), which is
the closure of the set of achievable rate tuples, is not always
tractable. Instead, we consider the DoF region, which is a sim-
pler metric independent of the transmit power, and is defined
as {(d1, . . . , dK)|∃(R1, R2, . . . , RK) ∈ C(P ) such that di =
limP→∞
Ri
logP ∀i}. At very high SNRs, the effect of additive
noise can be neglected and what remains is the interference
caused by other users signals. Therefore, the DoF region could
also be interpreted as the region constructed by the number
of interference-free private data streams that users receive
simultaneously per channel use.
Theorem 1. The DoF region of the K-user MIMO BC with
no CSIT and perfect CSIR is given by
D = {(d1, d2, . . . , dK) ∈ R
K
≥0|
K∑
i=1
di
ri
≤ 1} (2)
where ri = min{M,Ni}.
III. PROOF OF THE THEOREM 1
Unlike [2] and [3], the proof is not based on the degrad-
edness of the MIMO BC under no CSIT. Without loss of
generality, we assume N1 ≥ N2 ≥ . . . ≥ NK and we enhance
the channel by giving the messages of users [i + 1 : K] to
user i. We also assume that each user not only knows its own
channel, but also has perfect knowledge of the other users’
channels. In other words, perfect global CSIR is assumed. It is
obvious that this assumption does not reduce the outer bound
2which means that the bound with local CSIR is inside the
bound with global CSIR; however, the achievability is based
on only local CSIR. The region is further enhanced by giving
all the noise vectors to each user. According to the Fano’s
inequality
nRi ≤ I(Wi; Y˜
n
i |Ω
n,Λn,W[i+1:K])+nǫn , i ∈ [1 : K] (3)
where WK+1 = ∅ and ǫn goes to zero as n goes to infinity.
Ωn is the global channel state information up to time slot n
and Λn denotes the set of all the noise vectors across the users
(extended over n time slots). Let Si denote the index set of
the ri(= min{M,Ni}) linearly independent elements of the
Ni-dimensional vector HHi X (note that Si is not necessarily
unique). We decompose the Ni-dimensional received signal of
user i as Y˜i = (Yi, Yˆi) where Yi corresponds to the set of ri
linearly independent elements having their index in Si , i.e.
Yi = Y˜i,Si , and Yˆi can be reconstructed by linear combination
of the elements in Yi within noise level. From the chain rule
of mutual information,
nRi ≤ I(Wi;Yni |Ωn,Λn,W[i+1:K])
+ I(Wi; Yˆ
n
i |Ω
n,Λn,W[i+1:K],Yni )︸ ︷︷ ︸
o(logP )
+nǫn. (4)
For simplicity, we ignore nǫn (since later it will be divided
by n and n→∞) and the term with o(logP ) and write
K∑
i=1
nRi
ri
≤
K∑
i=1
I(Wi;Yni |Ωn,Λn,W[i+1:K])
ri
≤
h(YnK |Ωn,Λn)
rK︸ ︷︷ ︸
≤n logP
+
K−1∑
i=1
[
h(Yni |Ωn,Λn,W[i+1:K])
ri
−
h(Yni+1|Ωn,Λn,W[i+1:K])
ri+1
]
(5)
where we have used the fact that h(Y
n
1 |Ω
n,Λn,W[1:K])
r1
∼
o(logP ), since with the knowledge of Ωn,Λn,W[1:K], the
observation Yn1 can be reconstructed. Before going further,
the following lemma is needed. The authors in [5] prove
the following lemma in a combinatorial theoretic approach,
while our proof is based on induction and simple properties
of entropy.
Lemma. Let ΓN = {Y1, Y2, . . . , YN} be a set of N(≥ 2)
arbitrary random variables and Ψji (ΓN ) be a sliding window
of size j over ΓN (1 ≤ i, j ≤ N ) starting from Yi i.e.,
Ψji (ΓN ) = Y(i−1)N+1, Y(i)N+1, . . . , Y(i+j−2)N+1
where (.)N defines the modulo N operation. Then,
(N −m)h(Y[1:N ]|A) ≤
N∑
i=1
h(ΨN−mi (ΓN )|A) (6)
where m ∈ [1 : N − 1] and A is an arbitrary random variable.
Proof: We prove the lemma by showing that for every
fixed m(≥ 1), (6) holds for all N(≥ m+ 1) using induction.
It is obvious that for every m(≥ 1), (6) holds for N = m+1.
In other words, h(Y1, Y2, . . . , YN |A) ≤
∑N
i=1 h(Yi|A). Now,
considering that (6) is valid for N(≥ m+1), we show that it
also holds for N + 1. Replacing N with N + 1, we have
(N + 1−m)h(Y[1:N+1]|A)
= h(Y[1:N+1]|A) +(N −m)h(Y[1:N−1],
Z︷ ︸︸ ︷
YN , YN+1 |A)
≤ h(Y[1:N+1]|A) +
N∑
i=1
h(ΨN−mi (ΦN )|A) (7)
= h(Y[1:N+1]|A) +
m∑
i=1
h(ΨN−mi (ΦN )|A)
+
N∑
i=m+1
h(ΨN+1−mi (ΓN+1)|A) (8)
= h(Y[N−m+1:N ]|YN+1, Y[1:N−m], A)
+
m∑
i=1
h(ΨN−mi (ΦN )|A) + h(YN+1, Y[1:N−m]|A)
+
N∑
i=m+1
h(ΨN+1−mi (ΓN+1)|A) (9)
= h(Y[N−m+1:N ]|YN+1, Y[1:N−m], A)
+
m∑
i=1
h(ΨN−mi (ΦN )|A) +
N+1∑
i=m+1
h(ΨN+1−mi (ΓN+1)|A)
=
m∑
i=1
h(YN−m+i|YN+1, Y[1:N−m+i−1], A)
+
m∑
i=1
h(Y[i:N−m+i−1]|A) +
N+1∑
i=m+1
h(ΨN+1−mi (ΓN+1)|A)
(10)
≤
m∑
i=1
h(YN−m+i|Y[i:N−m+i−1], A) +
m∑
i=1
h(Y[i:N−m+i−1]|A)
+
N+1∑
i=m+1
h(ΨN+1−mi (ΓN+1)|A) (11)
=
m∑
i=1
h(ΨN+1−mi (ΓN+1)|A) +
N+1∑
i=m+1
h(ΨN+1−mi (ΓN+1)|A)
=
N+1∑
i=1
h(ΨN+1−mi (ΓN+1)|A) (12)
where in (7), ΦN = {Y[1:N−1], Z} and we have used the
validity of (6) for N . In (8), we have used the fact that
ΨN+1−mi (ΓN+1) = Ψ
N−m
i (ΦN ) for i ∈ [m + 1 : N ] . In
(9), the chain rule of entropies is used and in (10), the sliding
window is written in terms of its elements. Finally, in (11), the
fact that conditioning does not increase the differential entropy
is used. Therefore, since m(≥ 1) was chosen arbitrarily and
(6) is valid for N = m+1 and from its validity for N(≥ m+1)
we could show it also holds for N + 1, we conclude that (6)
holds for all values of m and N satisfying 1 ≤ m ≤ N − 1.
3Each term in the summation of (5) can be written as
ri+1h(Yni |Si,n)−rih(Yni+1|Si,n)
riri+1
(13)
=
ri+1h(Yni,1,Yni,2, . . . ,Yni,ri |Si,n)
riri+1
−
rih(Yni+1|Si,n)
riri+1
(14)
≤
∑ri
p=1 h(Ψ
ri+1
p (Γri)|Si,n)
riri+1
−
rih(Yni+1|Si,n)
riri+1
(15)
=
ri∑
p=1
[
h(Ψ
ri+1
p (Γri)|Si,n)
riri+1
−
h(Yni+1|Si,n)
riri+1
]
(16)
=
ri∑
p=1
[
h(Ap,i,nXn + Bp,i,n|Si,n)
riri+1
−
h(Ci,nXn + Di,n|Si,n)
riri+1
]
(17)
= 0 (18)
where Si,n = {Ωn,Λn,W[i+1:K]} and in (15), since ri+1 ≤
ri, the result of the previous lemma is applied in which
Γri = {Yni,1,Yni,2, . . . ,Yni,ri} is the set of ri linearly indepen-
dent elements in Yni . In (17), we write Ψri+1p (Γri) and Yni+1
as large nri+1 dimensional vectors as follows. Ψri+1p (Γri) =
Ap,i,nXn+Bp,i,n and Yni+1 = Ci,nXn+Di,n where Ap,i,n and
Ci,n (∈ Cnri+1×nM ) capture the channel coefficients over the
n time slots, Xn is the nM dimensional input vector and Bp,i,n
and Di,n capture the noise vectors over the n time slots. Since
Ap,i,n and Ci,n are identically distributed channel coefficients
and the noise terms are provided at each user, the arguments
of the differential entropies in (17) are statistically equivalent
(i.e., have the same probability density function) which results
in (18). Therefore, (5) is simplified to
K∑
i=1
nRi
ri
≤ n logP. (19)
After dividing both sides by n logP and taking the limit
n, P →∞, we get
K∑
i=1
di
ri
≤ 1. (20)
The above DoF region is achieved by a simple time sharing
across the users where only local CSIR assumption is neces-
sary.
Note that since the noise can be non-Gaussian, Gaussian
codes may no longer be DoF-achieving. Finally, it can be
observed that the assumption of independent channels across
the users was not used in the proof and since it does not
change the achievability, it is not a necessary condition and
can be relaxed.
IV. CAPACITY REGION ANALYSIS
In this section we consider i.i.d. Gaussian channels and
noise vectors. We also assume M ≥ N1 ≥ N2 ≥ . . . ≥ NK
which results in ri = Ni(i ∈ [1 : K]) and therefore, Y˜
n
i = Yni .
From Fano’s inequality,
K∑
i=1
nRi
ri
≤
K∑
i=1
I(Wi;Yni |Ωn,W[i+1:K])
ri
≤
h(YnK |Ωn)
rK
−
h(Yn1 |Ωn,W[1:K])
r1︸ ︷︷ ︸
n log(2pie)
(21)
+
K−1∑
i=1
[
h(Yni |Ωn,W[i+1:K])
ri
−
h(Yni+1|Ωn,W[i+1:K])
ri+1
]
︸ ︷︷ ︸
≤0
(22)
where the last non-positive term is a result of the lemma in
the previous section. From the above results, we get an outer
bound for the achievable rate region as
K∑
i=1
Ri
ri
≤
h(YnK |Ωn)
nrK
− log(2πe). (23)
Therefore, an outer bound for the ergodic capacity region is
K∑
i=1
Ri
ri
≤
maxΣX :tr(ΣX)≤P E
[
log det(IrK + HHKΣXHK)
]
rK
(24)
and since the channels have i.i.d. Gaussian elements, the
optimal input covariance matrix is P
M
IM [6]. Hence,
Co(P ) = {(R1, R2, . . . , RK) ∈ R
K
≥0|
Ri ≤ E
[
log det(Iri +
P
M
HHi Hi)
]
∀i
K∑
i=1
Ri
ri
≤
E
[
log det(IrK + PM H
H
KHK)
]
rK
} (25)
It is obvious that the outer bound is more affected by the
capacity of the point-to-point link from the transmitter to the
user with the lowest number of receive antennas.
Definition. We define a class of channels (a set of matrices)
Θ(p, q,m) where each channel (matrix) in this class has its
elements drawn from the distribution p in such a way that
the optimal input covariance matrix for achieving the capacity
of the point-to-point link from the transmitter to the virtual
user defined by this channel is diagonal with equal entries.
The details for this condition are given in [7, Exercise 8.6].
We also assume that for each channel in this class, all the
singular values have the distribution q. In other words,
Θ(p, q,m) =
{
H ∈ Cm×n ∀n ≤ m| Elements of H ∼ p,
arg max
ΣX :tr(ΣX)≤P
E
[
log det(In +HHΣXH)
]
=
P
m
Im,
and λi(HHH) ∼ q, ∀i = 1, . . . , rank(H)
}
. (26)
Theorem 2. In a K-user Gaussian MIMO BC with M ≥
N1 ≥ N2 ≥ . . . ≥ NK and all the channels from the class of
Θ(p, q,M), the capacity region with CDIT is given by
C(P ) =
{
(R[1:K]) ∈ R
K
≥0|
K∑
i=1
Ri
ri
≤ Eq
[
log(1 +
P
M
λ)
]}
(27)
where Eq
[
log(1 + P
M
λ)
]
=
∫
log(1 + P
M
x)q(x)dx.
Proof: According to (24) and the properties of
4Θ(p, q,M), we have
K∑
i=1
Ri
ri
≤
∑rK
i=1 E
[
log(1 + P
M
λi(HHKHK))
]
rK
. (28)
If the singular values of HK have the same distribution, we
can write
K∑
i=1
Ri
ri
≤ E
[
log(1 +
P
M
λ1(HHKHK))
]
. (29)
Also, if the singular values have the same distribution across
the users, the outer bound is easily achieved by orthogonal
transmission strategies, and therefore it is the optimal capacity
region.
A special case of theorem 2 was shown for the two user
Gaussian MIMO BC in [3], in which all the eigenvalues of
HHk Hk(k = 1, 2) are unity.
V. MIMO INTERFERENCE CHANNEL WITH NO CSIT
Consider a K-user MIMO IC with K transmitters and K
receivers equipped with Mi and Ni antennas, respectively (i =
1, 2, . . . ,K). The input-output relationship at channel use t is
given by
Yi(t) =
K∑
j=1
HHi,j(t)Xj(t) + Zi(t) , i ∈ [1 : K] , t ∈ [1 : n]
(30)
where Yi(t) is the received signal at receiver i, Hi,j is
the channel matrix from the transmitter j to the receiver i,
Xj(t) is the transmitted vector by the transmitter j satisfying∑n
t=1 ‖xj(t)‖
2 ≤ nP and Zi(t) is the noise vector at the
receiver i. We assume that the channels are drawn from the
same distribution, while the noise vectors could have different
distributions. We also assume perfect CSIR (each receiver
knows all the incoming channels to it from all the transmitters)
and no CSIT.
For the two user case, theorems 2 and 3 in [3] are combined
into theorem 5 in [4]. Here, we provide an alternative proof
for it. We assume N1 ≤ N2 and ri = min(M2, Ni). By giving
the message of user 1 to user 2, we have
nR1
r1
+
nR2
r2
≤
I(W1; Y˜
n
1 |Ω
n,Λn)
r1
+
I(W2; Y˜
n
2 |Ω
n,Λn,W1)
r2
=
h(Y˜n1 |Ωn,Λn)
r1
− o(logP )
+
h(Y˜n2 |Ωn,Λn,W1)
r2
−
h(Y˜n1 |Ωn,Λn,W1)
r1 (31)
≤
nmin(N1,M1 +M2)
r1
logP
+
r1h(Yn2 |Ωn,Λn,W1)− r2h(Yn1 |Ωn,Λn,W1)
r1r2︸ ︷︷ ︸
≤0
(32)
where Y˜n1 and Y˜
n
2 are the same as those in (3) and we have
neglected all the terms with o(logP ). In (32), h(Y˜n1 |Ωn,Λn)
is maximized when Y˜n1 is Gaussian received from a transmitter
with M1+M2 antennas. Also, in the term [h(Y˜
n
2 |Ω
n,Λn,W1)
r2
−
h(Y˜n1 |Ω
n,Λn,W1)
r1
], since the entropies are conditioned on W1,
the values of X1(1),X1(2), . . . ,X1(n) are known. Therefore,
the extensions of HH11(t)X1(t) and HH21(t)X1(t) over n channel
uses can be removed from Y˜n1 and Y˜
n
2 , respectively. What
remains is a broadcast channel with a transmitter having M2
transmit antennas. With a difference of o(logP ), we can
replace Y˜n1 and Y˜
n
2 with their linearly independent elements
Yn1 and Yn2 , respectively as in (4). Since r1 ≤ r2, following
the same approach as in the formulae (13) to (18), we get the
non-positive term in (32). Therefore, the outer bound is
Do = {(d1, d2) ∈ R
2
≥0| di ≤ min(Mi, Ni) i = 1, 2 and
d1
r1
+
d2
r2
≤
min(N1,M1 +M2)
r1
}. (33)
For the K-user IC, following the same proof in this paper for
the broadcast channel, an outer bound for the DoF region can
be obtained if the transmitters cooperate to make a broadcast
channel (with MT =
∑
iMi). Therefore,
Do = {(d1, d2, . . . , dK) ∈ R
K
≥0|
di ≤ min(Mi, Ni) ∀i and
K∑
i=1
di
min(MT , Ni)
≤ 1}.
(34)
According to theorem 9 in [4], the above outer bound is tight
provided that either Ni ≤ Mi ∀i or Ni = N ≥ M = Mi ∀i
where in the former time sharing across the users and in the
latter receive zero-forcing and time sharing are the achievable
schemes, respectively.
VI. CONCLUSION
In this paper, a new proof for the DoF region of the K-user
MIMO BC with no CSIT was provided. The advantage of this
proof is in finding the capacity region of a specific class of
the K-user Gaussian MIMO BC with CDIT as explored in
section IV. Also, an outer bound for the DoF region of the
K-user MIMO IC with no CSIT was provided.
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