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1Abstract
The topic of this thesis is the influence of plasma impurities on the hydrogen reten-
tion in metals, in the scope of plasma-wall-interaction research for fusion reactors.
This is addressed experimentally and by modelling. The mechanisms of the hydro-
gen retention are influenced by various parameters like the wall temperature, ion
energy, flux and fluence as well as the plasma composition. The plasma composition
is a relevant factor for hydrogen retention in fusion reactors, as their plasma will
also contain impurities like helium or seeded impurities like argon.
The experiments treated in this thesis were performed in the linear plasma gen-
erator PSI-2 at Forschungszentrum Jülich, and are divided in 3 parts: The first
experiments cover the plasma diagnostics, most importantly the measurement of
the impurity ion concentration in the plasma by optical emission spectroscopy. This
is a requirement for the later experiments with mixed plasmas. Diagnostics like
Langmuir probe measurements are not applicable for this task because they do not
distinguish different ionic species. The results also show that the impurity ion con-
centrations cannot be simply concluded from the neutral gas input to the plasma
source, because the relation between the neutral gas concentration and impurity ion
concentration is not linear.
The second and main part of the experiments covers the exposure of tungsten sam-
ples to deuterium plasmas. In the experiments, the impurity ion type and concentra-
tion is variated, to verify the general influence of helium and argon on the deuterium
retention in tungsten samples exposed at low temperatures. It shows that helium
impurities reduce the amount of retained deuterium by a factor of 3, while argon
impurities slightly increase the total retention, compared to exposures to a pure deu-
terium plasma. Cross-sections of the exposed tungsten surfaces via TEM-imaging
reveal a 12-15 nm deep helium nanobubble layer at the surface of the sample, while
for the cases of pure deuterium or deuterium + argon exposures, a damaged layer of
less than 5 nm thickness is observed. Connections between the helium nanobubbles
provide a path for the molecular deuterium to the surface, which leads to the reduc-
tion of the total deuterium retention. The second part of the tungsten exposures
investigates the influence of helium impurities under the variation of the ion fluence.
It is found that the reduction factor for the deuterium retention stays constant in
the fluence range investigated.
The last part of the experiments are exposures of aluminium samples to deuterium
plasmas with helium and argon impurities of different concentrations, and the com-
parison with literature results for the same exposure conditions with beryllium sam-
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2ples. The results for the deuterium retention show a clearly different behaviour of
aluminium and beryllium: While argon reduces the deuterium retention in beryl-
lium, the deuterium retention in aluminium remains unchanged. But besides the
deuterium retention, the surface modifications and erosion of aluminium and beryl-
lium are found to have some similarities: With a pure deuterium plasma or a
deuterium-helium plasma exposure, a grass-like structure is formed on the surface
of both materials. With argon impurities in the deuterium plasma, these structures
are suppressed. The reason for the formation of these structures are differences in
the angular dependence of the sputtering yields of deuterium, helium and argon.
The presence or absence of these structures also influences the surface erosion in the
same way for both materials.
To work out the physical effects causing the results regarding the deuterium reten-
tion in tungsten, a diffusion model is developed, which calculates the distribution
and total amount of deuterium in a metallic surface by diffusion and trapping in
helium nanobubbles. It is then checked how the model agrees with the measure-
ments performed at PSI-2. The results of the diffusion model simulations show that
the reduction in the total deuterium retention and its fluence dependency correlates
with the thickness of the helium nanobubble layer. Also, the increasing deuterium
retention with argon impurities can be explained by the same model with a very
shallow layer of argon-induced defects in the sample surface.
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1 Introduction
One of the most important requirements for the development and growth of the
global society and economy is to ensure a sufficient and reliable energy supply. The
current global energy supply relies mainly on fossil fuels, nuclear fission and renew-
able energies. However, each of these methods also has drawbacks: The fossil fuels
are limited and are related to climate change, nuclear fission contains the dangers
of radioactive materials with very long decay times, and renewable energies are de-
pending on other energy sources or energy storage when their own energy production
is low.
An energy source which does not have any of these drawbacks would be nuclear
fusion. As a nuclear energy, the fundamental source for this type of energy source
is the binding energy between the nucleons in an atomic core. The binding energy
is caused by the strong interaction (attracting) and the coulomb force (repulsive)
between the nucleons. It turns out that Nickel-62 has the highest binding energy
per nucleon [1]. With higher and lower atomic masses, the binding energy per nu-
cleon decreases. A higher binding energy also entails that the mass defect is higher:
The mass of the nucleus is smaller than the sum of the single nucleons masses, the
difference being the binding energy. When two light atomic cores are combined to
one heavy core in a fusion reaction, the total mass decreases. This mass defect is
transformed into kinetic energy and can be used as an energy source.
To achieve the fusion of two positively charged cores, their repulsive force has to
be overcome by the addition of energy into the system. For a power plant, the
corresponding energy yield has to be positive, otherwise the fusion reaction is not
producing net energy. To reach a positive yield, the triple product nTτ [2] of den-
sity (n), temperature (T ) and confinement time (τ) has to reach a certain minimum
value, depending on the type of fusion reaction. This means there are different ways
of realizing energy production by a fusion reaction. If the confinement time is short,
the density must be very high. This method is represented by so-called inertial-
confinement fusion reactors [3]. However, with magnetic confinement fusion, the
density does not need to be as high, because the confinement time is increased. In
fusion power plants, the two hydrogen isotopes deuterium and tritium will be used
for the fusion reaction, because they reach the highest reaction rate at relatively low
temperatures [4]. The products of this reactions are one helium nucleus and one
neutron, both with high kinetic energies (He: 3.5 MeV, n: 14 MeV). Although the
D-T reaction is the optimal one in terms of the required temperature and reaction
6
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rate, the elements still have to be heated up to 10 keV for reaching a sufficiently
high reaction rate.
At these energies, the deuterium and tritium are in the state of a plasma. This has
the advantage that the plasma can be confined by magnetic fields. For the best
confinement, the plasma is formed in a torus-like shape (Tokamak- or Stellerator-
design). With the Tokamak design, some key points for a nuclear fusion reactor
have been reached: The plasma can be confined well enough to reach temperatures
and densities which are required for a positive power yield. In the Tokamak JET,
the energy output from the fusion reaction almost reached the energy input in the
plasma for the first time in 1997. The ITER project is believed to show that a
positive energy yield can be maintained for a longer time.
Figure 1: Divertor in ITER
One of the open questions of magnetic confine-
ment fusion concerns the wall material of the in-
ner reactor vessel. Although the plasma is well
confined by magnetic fields, it still has to be in
contact with the wall. This is due to the prod-
ucts of the fusion reaction. While the neutrons
are not confined by the magnetic field and can
reach the wall undisturbed, the helium ions are
confined by the magnetic field in the same way as
the deuterium-tritium plasma. However, there
must be a steady removal of helium to prevent
the accumulation of helium in the plasma. This
is realized by a plasma-wall-contact at the diver-
tor, a section of the inner wall specially designed
to take up the heat and particle load from the
plasma. The divertor is visible as the w-shaped
element at the bottom of the Tokamak cross sec-
tion in figure 1.
In this area, additional magnetic coils open the
magnetic field lines and guide the plasma onto the divertor wall elements. At the cur-
rent state of research, the wall material for the divertor will be tungsten. Tungsten
has the highest melting point of any metal and low deuterium retention compared
to other possible materials like carbon. Experiments have shown that the deuterium
retention in a tungsten-tokamak is reduced by a factor of ten compared to tokamaks
with carbon wall elements [5]. The contact of the wall materials (with temperatures
7
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of around 200◦C to 1000◦C depending on the specific region) with the plasma leads
to trapping of deuterium, tritium and impurities in the wall material. This raises
the problems of fueling efficiency and safety of the reactor. Tritium permanently
retained in the wall is lost for the fusion process, and it increases the total content of
radioactive material which is present in the reactor. Also, it is possible that tritium
diffuses through the whole bulk material of the plasma-facing component. Then
tritium can get in contact with i.e. the coolant, which leads to contamination of
outer parts of the reactor.
Therefore, the research on hydrogen isotope retention in fusion reactor wall materi-
als is important for the success of the fusion reactor as a power plant. Since there are
numerous factors which influence the retention, a study of the principal mechanisms
behind the retentions can be difficult. In linear plasma devices, many factors like
the exposure conditions and plasma parameters are much easier to control than in
an actual Tokamak. Keeping in mind that no linear plasma device can fully recreate
the conditions in a tokamak, the linear plasma devices have proven to be a good
tool for the research on hydrogen isotope retention.
One aspect which influences the hydrogen retention is the presence of impurities in
the fusion plasma. One unavoidable impurity is helium, as it is one of the reaction
products of the D-T fusion reaction. Other impurities might be seeded into the
plasma to achieve radiation cooling of the plasma, which reduces the risk of local
overheating of wall elements [6]. In this thesis, besides helium, argon is investigated
as a possible seeded impurity.
The experiments were performed at the linear plasma generator PSI-2 at Forschungs-
zentrum Jülich. Here, sample materials can be exposed to a steady-state deuterium
plasma, while parameters like the ion energy, ion fluence, sample temperature and
plasma composition can be changed independently. For safety reasons, tritium can-
not be used for the experiments. But the results from studies on deuterium are also
valid for tritium [7]. A detailed description of PSI-2 and its diagnostics is given in
section 3.
The first part of the experiments in section 4.1 is about plasma diagnostics by opti-
cal emission spectroscopy. Here, methods to measure the electron density, electron
temperature and especially the impurity ion content are presented. Because the
spectroscopic systems were not yet fully implemented at PSI-2 prior to this thesis,
the realization of these measurements is a critical factor required for the subsequent
exposures of samples to mixed plasmas. The ratio of the impurity ions to deuterium
ions can only be measured with the optical emission spectroscopy, and not by the
Langmuir probe.
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The second and third part of the experiments are exposures and subsequent analysis
of tungsten (section 4.2) and aluminium (section 4.3) samples. Aluminium will not
be used in a fusion reactor, but it is used as a proxy material for beryllium (which
will be the first wall material in ITER) in some plasma-wall-interaction facilities
which cannot handle beryllium. The results of the aluminium exposures shown in
this thesis are compared to comparable exposures of beryllium samples from lit-
erature, to figure out if the substitution of beryllium by aluminium is reasonable
for these experiments. The results show which similarities or differences between
aluminium and beryllium are existing regarding the deuterium retention, surface
morphology and sputtering yields.
For tungsten, it is already known from literature that helium impurities reduce the
deuterium retention by the formation of helium nanobubbles in the tungsten sur-
face. But impacts of other exposure parameters, like the deuterium fluence to the
material or the material temperature, are not yet studied as broadly as for pure
deuterium exposures. The effect of argon impurities on the deuterium retention has
not yet been studied systematically at all. But the effects of plasma impurities on
the deuterium retention are important to make conclusions and predictions on the
deuterium retention in future fusion reactors.
In this thesis, it is investigated if the helium nanobubbles can also be detected and
lead to reduced deuterium retention for low sample temperatures of 380 K. Also,
the influence of the plasma fluence on the reduction in total deuterium retention by
helium is investigated experimentally. Similar exposures are performed with argon
impurities, to find out the influence of argon on the total deuterium retention and
compare it to the effects of helium.
The experimental results are compared with a diffusion model developed for this
thesis in section 5. The model calculates the diffusion of deuterium in metals in one
dimension and under the influence of certain impurities, which locally change the
diffusion and trapping behaviour of deuterium. The model helps to interpret the
experimental results and gives a more detailed image of the influence of helium and
argon impurities on the deuterium retention.
9
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2 Basics of deuterium retention in metals
The following section gives an overview of the mechanisms behind the diffusion
and trapping of hydrogen/deuterium in metals, particularly in tungsten. Also, the
influence of helium and argon on the deuterium retention is described.
2.1 Diffusion and trapping of deuterium in tungsten
As it was mentioned in the introduction, the inner wall of a fusion reactor is under
bombardment of deuterium/tritium, helium and impurity ions as well as neutrons.
In this section, the focus is on the deuterium ions. When a deuterium ion reaches
the surface of the wall, it can get retained inside the wall material. Figure 2 shows
a schematic overview of this situation: On the left side is the incident flux of atomic
Figure 2: The different forms of deuterium retention in metals
and molecular deuterium ions. They can either get reflected from the surface, be
adsorbed at the surface, or penetrate the surface. The latter is only possible for
atomic ions, while molecular ions first have to be adsorbed and dissociated before
they can get into the lattice [8]. The initial implantation depth is depending on the
ion energy, for divertor conditions with 10-100 eV ion energies it is typically in the
range of a few nm [9].
10
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Figure 3: Tetrahedral (red), trigonal
(green) and octahedral (black)
interstitials in the bcc lattice
(blue) [10]
Once the deuterium atomic ions are so-
luted in the implantation zone, they are
- for the case of tungsten - typically oc-
cupying the tetrahedral interstitial sites
in the bbc lattice [7]. The location of
the tetrahedral sites is shown in figure 3.
In the case of tungsten, the solution of
deuterium is endothermic, which means
energy has to be added to the system
for the deuterium to be soluted. A
scheme of the energy levels of deuterium
in tungsten is shown in figure 4. The fig-
ure shows the interstitials in tungsten as
minima in the potential energy; the deu-
terium can diffuse from one interstitial
to another with the diffusion energy barrier ED either thermally activated or, at
low temperatures, by quantum-mechanical tunneling [7]. The temperature depen-
Figure 4: Energy levels for the solution (ES), diffusion (ED) and trapping(ET ) of
deuterium in tungsten [11]
dence of the diffusion is given by the diffusion coefficient D = D0 · exp(−ED/kT ).
Actual values for the pre-factor D0 and the diffusion energy ED are typically
taken from experiments, the best-known example being the Frauenfelder diffusion
D = 4.1 · 10−7 m2s−1 · exp(−0.39 eV/kT ) [12]. The diffusivity of deuterium in
tungsten is relevant even at room temperature [11]. Therefore, in a ideal tungsten
lattice without defects, the deuterium atoms could diffuse through the whole tung-
11
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sten sample without being retained. This implies that for the long-term retention
of deuterium in plasma-exposed tungsten surfaces, defects, which act as trapping
sites for deuterium, play the major role. In figure 4, they are indicated with their
trapping energy ET . Because the trapping energies ET are larger than the diffusion
energy for interstitials ED [11], the traps decrease the effective diffusion if the tem-
perature is low enough that the majority of the deuterium can get trapped. There
are different forms of trapping sites for deuterium in tungsten besides the intersti-
tials (a) (as indicated in figure 2):
• (b): Vacancies in the lattice structure, which are single missing tungsten
atoms, whose positions can be taken by deuterium atoms. The missing tung-
sten atom can be located at another position in the lattice which is normally
not occupied by a tungsten atom; this is called a Frenkel defect.
• (c): Grain boundaries, in which the density of vacancies and lattice defects is
much higher than in the grains itself.
• (d): Voids, areas in which a larger number of related tungsten atoms is missing
and can be occupied by deuterium atoms.
• (e): Bubbles, large voids which can not only be populated by soluted deu-
terium atoms, but actually filled by deuterium gas molecules. This can lead
to high pressures in the MPa range, resulting in the growth of the bubbles and
eventually blister formation on the surface [8].
The origin of the different trapping sites can be intrinsic defects due to the produc-
tion and preparation of the samples (grain boundaries, surface damages), or defects
induced by different kinds of particle fluxes during the experiment (high energy neu-
trons, alpha particles, hydrogen or impurity ions). The density of the trapping sites
can be up to 10% of the material's atomic density for ion-induced traps [8]. All
these trappings sites have trapping energies in the range of 1-2 eV [11]. The trap-
ping energy of deuterium trapped in exposed tungsten samples can be measured
by thermal desorption spectroscopy. The methods to deduce the trapping energy
from the temperature spectrum are described in section 3.5. From the knowledge of
the trapping energies, one can draw conclusions about the type of trapping in the
experiment.
12
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2.2 Exposure parameters influencing the deuterium retention
Several factors influence the deuterium retention in tungsten. The following section
gives a short overview from literature about some the factors which can influence
the deuterium retention. The knowledge of these dependencies is also important for
the interpretation of the results from this thesis.
Sample temperature
Studies on the temperature dependence of the deuterium retention in tungsten have
shown that the retention of deuterium has a maximum at about 500 K sample tem-
perature [13]. At lower temperatures, the diffusion of implanted deuterium into
deeper regions of the sample is smaller than at 500 K, because the diffusion coeffi-
cient is proportional to the temperature. As a consequence of the lower diffusion,
the concentration of deuterium in the implantation zone directly below the sur-
face increases, which leads to higher surface losses due to recombination at the
surface. However, the total deuterium retention also decreases with temperatures
above 500 K, although the diffusion is increasing. This can be explained by detrap-
ping of deuterium from trapping sites, which starts to occur at temperatures above
500 K. The deuterium can no longer stay effectively trapped in the trapping sites
and can diffuse to the surface, where it leaves the sample. This is the same effect
which is used for the measurement of deuterium retention by thermal desorption
spectroscopy (section 3.5), but here it is already appearing during the exposure of
the sample.
Ion fluence
The ion fluence is the integrated amount of deuterium flux to the sample over the
exposure time. The influence of the ion fluence is strongly dependent on the sample
temperature. As explained above, at low temperatures (300 K) the diffusivity of deu-
terium in tungsten is lower than at high temperatures, which leads to high deuterium
concentrations near the surface and higher losses due to surface recombination. This
causes the deuterium retention to saturate at fluences above 1023 m−2 [14]. At higher
temperatures (500 K), the diffusion is high enough to distribute the deuterium more
evenly and deeper into the material. At this temperature, no saturation is ob-
served [13, 14]. Typically, the deuterium content increases with the square root of
the incident fluence.
13
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Ion flux
A minimum ion flux of 1018 m−2s−1 was found to be required for a relevant amount
of deuterium retention [13]. The suggested explanation is that low fluxes do not
produce high enough deuterium concentrations to cause lattice distortions in the
tungsten sample. Assuming these to be the main trapping sites, there are less
trapping sites available and the deuterium can diffuse faster to the surface and
recombine. With higher fluences, there is no dependence of the deuterium retention
on the ion flux. However, in [15] it was found that for high fluxes (1024 m−2s−1) and
low sample temperatures, the deuterium retention can be lower than for the same
total fluence at a lower flux. This is correlated to the very high density of deuterium
caused in the implantation region due to the high flux, which, together with the
relatively low diffusion, leads to high surface losses from recombination.
2.3 Helium and argon effects on deuterium retention
When the plasma contains impurities such as helium or argon, which will also be
the case for the plasma in future fusion reactors, the impurities can be retained in
the samples and/or induce damages as well. There has already been much research
on this topic regarding helium, less so on argon. In this section, the influence of
helium on the deuterium retention is explained, and also possible differences for the
influence of argon are mentioned.
Figure 5: TEM images of helium
nanobubbles by helium plasma
exposure at 570 K [17]
It can be assumed that impurities can
increase the deuterium retention if their
ion energies are high enough to suf-
ficiently increase the number of trap-
ping sites by ion-induced damages. The
higher trapping site density will increase
the deuterium retention [16]. However,
at lower ion energies, when helium does
not influence the tungsten lattice di-
rectly by displacement damage, one can
also observe a reduction in the deu-
terium retention [17]. This is due to ef-
fects which the implanted helium has on
14
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the implanted deuterium.
To explain this, one first has to look at the differences between helium and deu-
terium trapped in tungsten. One of them is the different depths at with deuterium
and helium are retained in tungsten: While the implantation depth of deuterium
and helium is similar (below 10 nm for low ion energies below the threshold energy
for sputtering [18, 19]), the actual depth at which deuterium and helium is retained,
is different [19, 20]. In the cited works this is connected to a faster diffusion of deu-
terium in tungsten, and also a stronger self-trapping of helium. Helium is trapped
by already existing helium impurities in tungsten, which is not the case for deu-
terium [21].
This also leads to the observed strong surface modifications of tungsten by helium
implantation (nanobubbles, tungsten fuzz). The nanobubbles are the first sign of
the surface modifications, and they evolve into bigger bubbles and tungsten fuzz as
shown in [21, 22] with high sample temperatures and ion fluence [23]. The formation
of the helium nanobubbles does not depend on the incident energy of the helium
ions [21]. From this, it can be concluded that the helium nanobubbles are formed
due to the high helium concentration in the metal, and not by damages induced
by the impinging ions. An example for helium nanobubbles observed at moderate
temperatures (570 K) from [17] is shown in figure 5.
When hydrogen and helium are implanted simultaneously, experiments show that
also the deuterium does not diffuse as deep into the material as with pure deuterium
exposures [24]. This can be explained by the trapping of deuterium in or at helium
nanobubbles, which was shown in [25]. The deuterium is preferable trapped in these
strong trapping sites, which reduces the diffusion of deuterium into deeper regions of
the tungsten sample. But, with these additional trapping sites created in the tung-
sten lattice, one would assume an increase in the total deuterium retention, which
is in conflict to the experimental observations. The explanation for the reduced
deuterium retention by helium impurities in the plasma lies in the density of the
helium nanobubbles. If these bubbles reach a certain volume density, they connect
and can build paths from bubbles inside the tungsten lattice to the surface. This is
effectively increasing the surface area of the tungsten sample, and the trapped deu-
terium can recombine and leave the surface. This is obvious for tungsten fuzz, where
the surface area is drastically increased. But also for the case of only the formation
of helium nanobubbles, and no apparent change of the top surface, an influence of
the porous structure can be assumed. As mentioned in [26], a volume density of
only 16% is sufficient for the interconnection of helium nanobubbles. For the case of
argon implantation in tungsten samples, no modifications like nanobubbles or fuzz
15
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Figure 6: Implantion depth of noble gas ions in tungsten in dependence of the inci-
dent energy [27]
are observed in literature. This can be explained by the differences in penetration
depths and sputtering yields for helium and argon [27]. In figure 6, calculated pen-
etration depths of helium, neon and argon are shown. It is clearly visible that at
the same ion energy, helium is implanted five times deeper than argon. But, it is
assumed in [27] that the creation of helium nanobubbles requires a certain minimum
implantation depth of helium; because for very low incident energies (< 20 eV), no
helium nanobubbles or fuzz can be observed. For argon to reach the same implan-
tation depth as helium at 20 eV, the required incident ion energy is 200 eV. This is
already above the sputter threshold energy for argon on tungsten. Therefore, it can
be assumed that for tungsten exposed to argon, the surface erosion is dominating
and nanobubbles cannot be formed or are directly eroded again.
16
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3 Experimental setup
3.1 Linear plasma generator PSI-2
The Linear Plasma Generator PSI-2 Jülich is the main experiment for plasma-wall-
interaction research at the IEK-4 institute of Forschungszentrum Jülich. It is in
operation since 2011 [28], priorly the experiment was located at the Humboldt-
University in Berlin [29].
PSI-2 has two main purposes: First, it acts as a "pilot-experiment" for the JULE-
PSI project. The latter is a linear plasma generator similar to PSI-2, which will
be located in a hot cell environment. Hence it is capable of handling radioactive
substances, in particular neutron activated materials like tungsten, for plasma-wall-
interaction research. Since the wall materials in a fusion reactor will also be strongly
activated due to the fast neutrons produced in the fusion reaction, this topic is of
great interest. The role of PSI-2 in this project is to get insight and experience in
the operation of a linear plasma device, and to support the planning and construc-
tion of JULE-PSI. Second, it also contributes to the ongoing plasma-wall-interaction
research at IEK-4, like liquid wall materials, surface morphology of tungsten, or the
deuterium retention discussed in this thesis.
electron density 1 · 1018 m−3
electron temperature 10 eV
ion temperature 3 eV
ion flux 1 · 1022 m−2s−1
neutral pressure 5 · 10−2 Pa
magnetic field 100 mT
Table 1: Typical deuterium plasma parame-
ters in PSI-2
PSI-2 produces a plasma column of
6 cm in diameter and 2,5 m in length.
The plasma parameters which can be
reached in the target area of PSI-2
are shown in table 1 for a typical deu-
terium plasma discharge. One has to
keep in mind that these numbers can
vary considerably depending on the
discharge power, the type of gas or
the neutral gas pressure in the cham-
ber. For example, with helium elec-
tron temperatures much higher than 10 eV are easily reached, while typical electron
temperatures in argon plasmas are around 3 eV.
In image 7, the general layout of PSI-2 is shown. In this scheme, the main plasma
chamber of PSI-2 is shown without the two sample manipulators, which are de-
scribed in section 3.4.
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The plasma source is found on the left side of the picture. Here, the plasma column
Figure 7: Layout of PSI-2 [30]
is produced by an arc discharge and extends into the main chamber. A relatively
high gas pressure of several Pa in the source is required for a proper operation of
the plasma source. Therefore, there is a pumping stage located between the plasma
source and the main chamber: It consists of a gas diaphragm, which only allows the
plasma column to pass, while the surrounding neutral gas is predominantly blocked
and pumped away by a turbomolecular pump in this area.
In the exposure area the samples are exposed to the plasma. The plasma diagnostics,
consisting of the Langmuir probe (section 3.2) and the optical emission spectroscopy
(section 3.3), are also located here. The target chamber has 3 planes (front, middle,
and back) with several ports for diagnostics at each plane. The side target manip-
ulator is located at the middle plane, while the target station manipulator can be
moved to each point along the axis in the target chamber. To keep the profile of
the plasma exposure constant at each plane, which is important if the target station
manipulator is used at different locations, the magnetic coils are set up to produce
a constant magnetic field along the axis in the target area (figure 9, with the target
area between 1.8 and 2.5 m). If the target station manipulator is not in use, the
plasma dump (a cooled copper plate at floating potential) must be used to termi-
nate the plasma at the end of the chamber. When the target station manipulator is
used, a separate plasma dump is not needed because of the size of the target station
manipulator. There, the complete plasma column is terminated at the manipulator
head.
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Plasma source
Figure 8: Cylindrical cathode
In PSI-2 an arc discharge is used as the plasma
source. It consists of a cylindrically shaped cath-
ode and anode. Figure 8 shows a picture of the
cylindrical cathode. Around the inner cylinder,
which is the actual cathode, the heating element
is located, which is cylindrical as well. It is sur-
rounded by heat shields to protect the vacuum
vessel. The cathode is heated to up to 1700 ◦C,
and it is made of lanthanum hexaboride (LaB6),
which is well suited for the use as the cathode
material due to its very low work function (2,7
eV). The discharge current is typically between
100 and 300 A, resulting in a discharge power
between 6 kW and 21 kW.
An important factor for the PSI-2 plasma is the shape of the plasma source. The
reason for the cylindrical shape is the higher surface area of the cathode compared
to a flat cathode: With the cylindrical shape, also the inner part of the cylinder
contributes to the plasma production by the release of electrons. The drawback
is the resulting profile of the plasma column, which is a hollow cylinder with high
density and temperature in the edge and low density and temperature in the center.
The size and shape of the hollow plasma column can be understood by simulating
the magnetic field lines and tracking their position from the cathode to the target
area.
In figure 9, a plot of the magnetic field lines, calculated with a simulation intro-
duced in [31], is shown. The x-axis is the axis of the plasma column, with y=0
as the center of the plasma column. It is assumed that the magnetic field lines are
rotationally symmetric. The red rectangle is a crossection of the cylindrical cathode,
its quadratic appearance is due to the different scales in the plot. The magnetic field
lines touching the edges of the cathode are indicated in red. As the plot shows the
magnetic field lines touching the cathode propagate to the same area where the peak
in the hollow plasma profile appears, between r=2 cm and r=3 cm. A Langmuir
probe measurement which shows the location of the maximum flux is shown in fig-
ure 10. The right plot also shows a comparison to the planar cathode (figure 11). It
consists of a LaB6 disk instead of a cylinder, and was designed to improve the plasma
profile in PSI-2. As the plot indicates, the shape of the profile is indeed improved.
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Figure 9: Magnetic field lines in PSI-2, cathode cross-section indicated in red
Figure 10: Ion flux profiles with cylindrical and planar cathode for argon plasmas
But the absolute flux is much lower, despite the comparable discharge parameters.
The lower performance of the planar cathode is mainly caused by insufficient heating
of the cathode by the used heating element. The construction of a planar cathode
with a uniform plasma profile together with adequate plasma production is ongoing,
but for this thesis, only the cylindrical cathode was used for plasma diagnostics and
sample exposure experiments. For the plasma diagnostics by optical emission spec-
troscopy, the hollow profile can be transformed to a spatially resolved signal with
an inverse Abel transformation (section 3.3). For sample exposure experiments, the
high flux values in the edge of the plasma profile are important to reach conditions
closer to reactor-relevant fluxes and to keep the duration of the plasma exposure to
a reasonable time. Therefore, also the size of the sample is limited by the plasma
profile; it should not exceed more than 1.5 cm in front surface diameter.
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Figure 11: planar cathode
3.2 Langmuir probe
The main tool for the measurement of the plasma parameters (electron density and
temperature) in PSI-2 is the Langmuir probe. It is a double probe design with two
cylindrical tungsten electrodes of 1,55 mm in diameter and length. The electrodes
are embedded in a cylindrical probe body made out of ceramic material. Alter-
natively, the probe can also be used as a single probe for measuring the plasma
potential [32].
Figure 12: I-V characteristic
For the standard case with the double
probe setup, the probe is connected to a
AC power supply which applies a volt-
age of -40 to 40 V at 50 Hz to the dou-
ble probe. This voltage and the result-
ing current are recorded by a data ac-
quisition PC with a resolution of up to
100 kHz. While the data is recorded,
the probe is either positioned at a fixed
location in the plasma, or moved from
outside the plasma to the center of the
plasma column and back. The second
method is preferred because it minimizes the time for the probe body being exposed
to the plasma, which enables the Langmuir probe to measure plasma parameters
also in high power discharges. If the probe is moved manually to a fixed position in
the plasma, a high exposure time and the risk of overheating the ceramic body of
the Langmuir probe is unavoidable.
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Each period of the recorded voltage and current represents one I-V characteristic of
the Langmuir probe. An example of such a measured I-V characteristic is displayed
in figure 12. From this characteristic the ion saturation current Isat can be deduced.
The slope of the curve at the origin is [33]:
dI
dV
= Isat · e
2k(Te + Ti)
(1)
With this equation the electron temperature can be calculated. The electron density
follows as
ne =
Isat · e
A
·
√
k(Te + Ti)
mi
(2)
with mi as the ion mass. The dependency on the ion mass results in an uncertainty
if the ion mass is not known, which is the case for plasmas with molecular ions or
mixtures of different elements. The relative concentrations of D, D2 and D3 were
measured by an in-situ plasma mass spectrometer in PSI-2. The results from these
measurements show that the deuterium plasma consists mostly out of atomic ions.
The average ion mass used for the calculations is estimated to be 2.2 u based on
these results. For mixed plasma species, the impurity ion content is measured as
described in section 4.1.5 and by the ratio of ion species the average ion mass is
calculated.
These simple equations for the analysis of the I-V characteristic do not take into
account additional factors which could influence the Langmuir probe results, like
the presence of a magnetic field [34]. Therefore a certain error in the calculated
values has to be assumed. The calculation is automated by an IDL data evaluation
program. This program first calculates fit curves for each period of the recorded
voltage and current data. From these fit curves the plasma parameters are deduced
with the formulas above.
An important value for plasma-wall-interaction experiments is the ion flux Γi, which
can be measured either by the ion saturation current to the target itself, or also by
the Langmuir probe. There are some reasons which make the calculation of the ion
flux by the current to the target unpractical. First, the target has to be biased to
a potential high enough for reaching the ion saturation current, which is not always
desirable. Also, any parts of the target holder and the manipulator will contribute
to the current if they are not isolated and get in contact with the plasma. This is
especially the case for the target station manipulator, which is in electrical contact
with the whole plasma profile. Since the plasma profile is not homogeneous, the
partial ion flux cannot be calculated just by dividing the total ion flux by the ratios
of the sample and target holder areas. For these reasons the Langmuir probe is
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used to calculate the ion flux density. The IDL program mentioned in the previous
paragraph calculates the ion flux with the following equation:
Γi = 0.5 · ne ·
√
eTe
mi
(3)
3.3 Optical emission spectroscopy
The passive optical emission spectroscopy is an important part of both the topic of
this thesis as well as of the general purpose of PSI-2 described in section 3: The op-
tical spectroscopy is a diagnostics method which does not need parts with contact to
the plasma nor moving parts near the plasma generator. Therefore it is a preferable
diagnostic for the JULE-PSI project, where maintenance inside the hot cell should
be kept to a minimum. The spectrometer can be simply placed outside the hot cell,
only a light path to the plasma generator is needed. The operation of the optical
emission spectroscopy at PSI-2 can provide important conclusions for the usage at
JULE-PSI.
On the other hand, the optical emission spectroscopy is also needed for some of the
current topics investigated at PSI-2. For example, it can be used to measure surface
erosion of samples from the light emission of eroded particles inside the plasma. But
for this thesis, another advantage is of interest: While the Langmuir probe can mea-
sure the ion flux towards the sample, it cannot distinguish between different plasma
species, which are present in plasmas with impurities. With spectroscopy, one can
easily detect the different species because of their characteristic spectral lines, and
also measure their relative ion concentrations in the plasma.
2D imaging spectrometer
The 2D imaging spectrometer used at PSI-2 is an Acton SpectraPro-750, a 0.75 m
grating spectrometer. It is equipped with an Andor Newton EMCCD Camera.
The resolution of the camera is 1600x400 pixels, and the image covers 25.6 nm
of the spectrum at 550 nm. Because the spectrum is reproduced along the long
side of the image, the spectrum is recorded by the camera with a resolution of
25.6 nm/1600 px = 0.016 nm/px. The resolution of the Acton SpectraPro-750 spec-
trometer itself is 0.05 nm [35]. Due to the dispersion these values vary depending
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on the selected wavelength. The spectrometer's resolution dependency on the wave-
length is shown in figure 13.
Figure 13: Dispersion of the 2D imaging spectrometer
Because the spectrometer uses a camera with a 2-dimensional sensor instead of a
single row of CCD elements, there is also a spatial resolution. 10 cm in the radial
direction are reproduced along the short side of the image (0.25 mm/px). The spec-
trometer's line of sight is perpendicular to the plasma column. This means that
the whole diameter of the plasma column can be captured in a single image. An
example of such an image is shown in figure 14.
Figure 14: Fulcher Bands Q-Branch as an example for the spectrometer images
One can clearly see the extend of the plasma column from -3 to 3 cm. Alternatively,
an additional mirror arrangement can be put into the line of sight, which rotates the
image by 90◦. Then, the spectrometer measures profiles along the plasma column
axis, as shown in figure 15. This is especially useful when a target is introduced
into the plasma. Possible applications for this arrangement are the measurement of
penetration depths of eroded elements into the plasma, or the behaviour of plasma
parameters directly in front of the target.
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Figure 15: Spectrometer setup for the measurement of profiles along the plasma axis
Inverse Abel transformation
A drawback of passive optical emission spectroscopy is that the measured line profiles
are line-integrated intensity values. To calculate the spatially resolved profiles from
the line-integrated profiles, an inverse Abel transformation method (matrix method)
is used [36]. The principle of the Abel transformation is to divide the plasma column
in shells. From the point of view of the spectrometer, at the top of the plasma
column, only the outermost shell is touched by the line of sight. It is also touched
only in one point. In this point it can be assumed that the line-integrated intensity
equals the spatially resolved intensity. This intensity is then subtracted from all
the inner shells. Now the shell below becomes the outermost shell, and with this
its spatially resolved intensity is known. The process can be repeated until the
center of the plasma column is reached. Three aspects are important for the Abel
transformation:
First, the subtraction of each shell has to take into account geometrical effects. The
line of sight in each shell is longer in the edge of the plasma, as compaerd to viewing
through the center of the plasma (figure 16). With the matrix method, a triangular
matrix A with the matrix elements αij is constructed:
αij =
 2∆R
(√
j2 − (i− 1)2 −
√
(j − 1)2 − (i− 1)2
)
, j ≥ i
0 , j ≤ i
(4)
The matrix elements are also shown in figure 16 and represent the geometrical
factors to consider the different widths of each shell at different radial positions.
The spatially resolved intensity i is then obtained by multiplying the inverse of S
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with the measured, line integrated profile I:
i = S−1I (5)
Figure 16: Inverse Abel transformation with the matrix method [37]
Second, the plasma column must be symmetric for rotations along the plasma
axis, for the subtraction of the signals to give reasonable results. The plasma in
PSI-2 is in general assumed to be rotationally symmetric, because all parts like the
plasma source, pumping stage and magnetic field are also rotationally symmetric.
But there are special situations where a non-symmetric plasma is apparent, like the
non symmetrical light emission of the recombining plasma described in section 4.1.3.
Thus every time when a non-symmetric plasma is appearing, the Abel transforma-
tion must not be used. Of course, this also means that the Abel transformation can
only be used for radial profiles, not for measurements of profiles along the z-axis (as
mentioned in the previous section).
And third, the error margins for each step of the calculations are adding up with
the progression to the center of the plasma. Therefore the obtained intensity values
for the center of the plasma have bigger uncertainties and noise than the values in
the edge. Because of that, the line integrated plasma profile has to be a strong,
low-noise signal to calculate a reasonable profile with the matrix-method.
Figure 17 shows the result of an inverse abel transformation of the Dα line of a
standard deuterium plasma in PSI-2. Even in the line integrated signal, the hollow
profile of the plasma is already visible, but the local intensity result reveals that
there is only low light emission in the center of the plasma. As mentioned earlier in
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Figure 17: measured signal and inverse abel transformed signal of the Dα line
this section, the matrix method only calculates the inverse abel transformation from
the edge to the center of the plasma. To transform both sides of the plasma profile,
the profile is splitted in two parts and both are transformed separately. The fact
that both transformed parts can be merged together at the center, as well as the
similar shape of both parts, show that the matrix method gives reliable results. But
the amplitude of both edge peaks varies slightly. This might be due to a not exactly
symmetric plasma. Although the inverse abel transformation needs a rotationally
symmetric plasma, an asymmetry of such low extends might be still acceptable.
Also, stronger noise effects are visible in the center of the plasma profiles. Here, a
smoothing of the calculated profiles should be applied, because this effects are most
likely not real fluctuations, but noise due to the inverse abel transformation, as it
was predicted.
Intensity calibration
For some of the spectroscopic methods described in the next sections, an absolute
calibration of the measurements is required. This is done by a reference measurement
with an Ulbricht sphere. This sphere gives a uniform light emission along its exit
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Figure 18: Calibration factors of the 2D imaging spectrometer
window, and more importantly, the emitted light intensity from 300 nm to 800 nm
is known. With this, the sensitivity of the spectrometer system can be calculated
from the reference measurement. Figure 18 shows the result of the calibration for
the visible range.
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3.4 Target manipulators
To bring the samples into contact with the plasma column, they have to be moved
and held in the required exposure position with a target manipulator. Currently
there are two target manipulators in use: The side manipulator and the target
station manipulator. Both are described in detail in the next two sections.
Side manipulator
The side manipulator is the smaller sample manipulator at PSI-2 and is located
at the middle position of the target area, opposite to the spectroscopy observation
window (figure 19).
Figure 19: The position of the PSI-2 side
manipulator
When the sample holder is
moved out of the main cham-
ber of PSI-2, the vacuum ves-
sel of the side manipulator can
be closed of with a gate valve
and vented separately for the
sample mounting/dismounting.
The sample holder of the side
manipulator consists of a small
copper holder with internal wa-
ter cooling, and a ceramic coat-
ing for isolation to the plasma.
The samples for the side manip-
ulator sample holder must have
a small pin on their backside for
mounting, as it is visible in fig-
ure 20, which shows a typical tungsten sample for the side manipulator.
Figure 21 shows the holder with a sample in a deuterium plasma. As the name
suggests, it is arranged perpendicular to the plasma column. Because of that, there
is no possibility to change the distance from the sample to the plasma source, but
on the other hand, it is very easy to change the radial position of the sample. This is
a useful feature when aligning the position of the sample to the edge of the plasma
column, where density and temperature are peaked. Although it is possible, it is
not advisable to bring the samples to the center of the plasma column, because the
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sample holder itself is then exposed to the edge of the plasma column and could be
damaged. In figure 21, an orange glow in the plasma below the target holder can
be observed.
Figure 20: Tungsten sample for the
side manipulator sample
holder
Figure 21: The PSI-2 side manipu-
lator sample holder with
a sample in a deuterium
plasma
This is due to sputtering of the ceramic coating by the plasma. While the holder
is mostly shadowed from the plasma by the sample, the bottom part of the holder
has a more direct contact to the plasma flux because of the counter-clockwise (seen
from the plasma source) rotation of the plasma. The holder is coated for electrical
isolation in the case of a biased sample. The sample can be biased negatively to
increase the energy of the ions hitting the sample surface. This is done by biasing
the whole copper holder. The ceramic coating significantly reduces the current and
power load on the holder. Also, with the current flowing only over the sample, which
has a well-known surface, one can also calculate the ion flux onto the sample if the
ion saturation current is reached. With only the ions contributing to the current
flowing over the sample, one can simply calculate the ion flux based on the ion charge
and surface area of the sample. Comparisons with Langmuir probe measurements
have shown a good agreement on the calculated ion flux.
Target station manipulator
The target station with its target manipulator is a major addition to PSI-2 which
was added at FZ Jülich in 2012. Figure 22 shows a CAD drawing of PSI-2 with the
new target station and target manipulator.
30
3 Experimental setup 31
Figure 22: PSI-2 with the new target station + target manipulator
It has a range of advantages over the more simple side manipulator. The bigger
target exchange and analysis chamber allows for analysis of the samples, for example
by laser induced desorption, without breaking the vacuum. Also, it has a mechanism
which allows the samples to be mounted to a separate holder plate, which is then
plugged in a notch on the front of the sample holder, as seen in image 23. This
mechanism was chosen considering the planning of JULE-PSI: It makes remote
handling of the targets, which is required in the hot cell environment of JULE-PSI,
considerably more simple.
Figure 23: Target manipulator sample holder
Figure 23 also illustrates the various features of the sample holder. It can be
rotated and the front part is tiltable up to 90◦. This is primarily intended for the
analysis chamber, where the samples might have to be facing towards diagonal or
side ports for analysis methods. Because of the mounting mechanism described be-
fore, the removable holder plate is not directly watercooled. To ensure the thermal
31
3 Experimental setup 32
contact between the cooled part and the removable holder plate, there are metal
lamellae between them, which accomplish a good thermal contact without pressing
the parts together by screw mounts. There are also electrical connections for ther-
mocouples or heating elements on the holder plate, and a gas inlet which allows for
example gas puffing experiments during the plasma exposure.
Figure 24: Sample exposure at
900 ◦C
With the heating element and the greater flex-
ibility in mounting the samples, a bigger varia-
tion in the sample temperature can be reached
than with the side manipulator. Even without
using a heating element, high temperatures of
more than 1000 ◦C can be reached by lowering
the thermal contact between the samples and
the holder. This can be done by changing the
mounting pressure of the mask, decreasing the
area of the graphfoil which touches the sample,
or adding additional layers of graphfoil between
the samples and the holder. There is also a spe-
cial holder which has the mounting plate sep-
arated by the cooled part of the sample holder
with distance pins. A sample exposure with this sample holder is shown in figure 24.
Bias voltage
A very important factor for the exposure of targets to a plasma is the incident
ion energy. In most cases, the targets in PSI-2 are biased. This allows to provide
a defined and mono-energetic incident ion energy. In the sheath in front of the
sample, the plasma ions are accelerated towards the sample because of the potential
difference of the plasma (Φp) and the sample, which might be at floating potential
(Φf ) or at an externally biased potential. The floating potential of the sample is
always at a lower potential than the plasma. This is due to the higher velocities
of the electrons in relation to the ions, which leads to a higher ratio of electrons
reaching the sample. The electrons charge the sample, up to the point where the
electron and ion current are equal, which is the floating potential. If the sample
gets biased externally, the sample potential is decreased even more, which increases
the incident ion energy and current (the current being limited to the ion saturation
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current). But in contrast to the sample potential, the plasma potential cannot
be directly measured with the standard plasma diagnostic at PSI-2, the Langmuir
double probe. For this reason, the plasma potential is calculated with the following
equation [38]:
Φp − Φf = −kTe
2e
ln
(
2piγ
(
1 +
Ti
Te
)
me
mi
)
(6)
This gives the difference between the plasma potential and the floating potential,
with γ = 5/3 as the adiabatic coefficient. The ion temperature for a standard
deuterium plasma in PSI-2 (ne = 1 · 1012 cm−3, Te = 10 eV, pD2 = 5 · 10−2 Pa)
is known from spectroscopic measurements to be Ti = 3 eV. Also, the floating
potential of the sample can be measured, Φf = −50 V. With these parameters,
the plasma potential calculated with equation 6 is Φp = −20 V. Usually one would
expect a positive plasma potential; but in PSI-2 with its arc discharge as the plasma
source, negative plasma potentials can occur due to enhanced thermalization of the
primary electrons in the plasma [39]. Now the ion energy can be calculated as the
difference between the bias potential Φb (or the floating potential) and the plasma
potential:
Ei = z · e · (Φb − Φp) (7)
For deuterium, the charge of the ions z · e is always 1e. The inertial thermal energy
from the ions in the plasma can be neglected because it is low compared the bias
potential applied for the experiments of this thesis.
3.5 Thermal desorption spectroscopy
To analyze the deuterium content of samples after plasma exposure, there are dif-
ferent methods available. In the scope of this thesis, the thermal desorption spec-
troscopy was the main tool to measure the deuterium content of exposed samples.
With the TDS analysis, the exposed sample is placed into a small vacuum chamber
which is equipped with a heating element. With this element the sample is heated
up with a (ideally) linear temperature ramp. When the deuterium atoms in the
trapping sites gain enough energy by this heating, they can get detrapped. Then
the deuterium atoms are desolved in the metal lattice and can diffuse through the
lattice. The diffusivity at the present elevated temperatures is much larger than at
room temperature (see section 2.1). Therefore the deuterium atoms quickly reach
the sample surface, where they can recombine and leave the surface as D2 molecules.
This results in an increased deuterium concentration in the vacuum chamber, which
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is detected by two quadrupole mass spectrometers. One of them is a high resolution
mass spectrometer, which allows the separation of the small mass difference between
D2 molecules and helium. By this method the amount of released deuterium, and
by the temperature resolution also the desorption energy of the trapped deuterium,
can be measured. All TDS measurements were performed with a heating ramp of
0.4 K/s from room temperature to 1000 ◦C. Figure 25 shows the raw data of the
quadrupole mass spectrometer signal for mass 4 and the temperature measurement,
recorded during the TDS measurement of a tungsten sample exposed to deuterium
plasma (sample A-1 in table 2) The graph confirms that the heating ramp is suf-
Figure 25: QMS signal for mass 4 and temperature versus time
ficiently linear in the range between 100 ◦C and 700 ◦C. For all other samples the
same heating ramp was used.
While the total amount of deuterium is easily calculated by the integrated deuterium
desorption, the calculation of the trapping energy is more complicated. In [40], sev-
eral methods to deduce the trapping energies from TDS spectra are compared. The
general equation for the deuterium desorption rate in the TDS system with a linear
heating ramp is
dN(T )
dT
= −ν0
µ
(N(T ))mexp(−ED/kBT ) (8)
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as given in [40]. N is the number of trapped deuterium, ν0 is a rate constant for the
desorption, µ is the heating rate in K/s, T is the temperature and m is the order of
reaction.
The method which appears to be most accurate is the variation of the heating rate.
Here the TDS spectra a recorded with different heating rates, which results in a
variation of the peak temperature. The resulting desorption activation energy ED
can be calculated by the following equation [40]:
ln
(
T 2p
µ
/
T 2p,0
µ0
)
=
ED
kB
1
Tp
+
ED
kBν0
/
T 2p,0
µ0
(9)
As the equation shows, ED can be deduced from the slope of the plot of ln(
T 2p
µ
/
T 2p,0
µ0
)
vs. 1/Tp. Here, Tp is the temperature at which the peak in the TDS spectrum
occurs.
T 2p,0
µ0
is a normalization factor which is needed to form a dimension-less value
for the natural logarithm. It can be chosen freely for the calculation of the desorption
energy by the slope of the plot, because the factor has no influence on the slope:
ln(a/c)− ln(b/c) = ln(a)− ln(b).
This method is expensive in that it requires several samples which have been exposed
under identical conditions. This is not always possible and would also increase the
effort for experiments which involve exposures with variation of certain exposure
parameters dramatically. So in this case, methods which only require a single TDS
spectrum may be preferred. There are several methods to analyze a single TDS
spectrum. In [40], the so-called peak area analysis has been identified as the most
accurate one. Here, two temperatures are chosen with T1 < Tp < T2 and an equal
desorption rate (equation 8) for both temperatures:
ν0N
m
1 exp(−ED/kBT1) = ν0Nm2 exp(−ED/kBT2) (10)
An example for a single peak desorption spectrum is given in figure 26. This gives
the desorption energy as follows:
ED =
mkBT1T2
T1 − T2 ln
(
N2
N1
)
(11)
Although this method is identified as relatively accurate, it only works for single
peaks. In reality, often more then one peak appears in a thermal desorption spec-
trum, and they are also overlapping. If the single peaks are still separable, the single
peaks can be reproduced by peak fitting. The peak fitting can introduce additional
errors which increase the error of the desorption energy.
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Figure 26: Graphic representation of the parameters required for the peak-area
method
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4 Experimental results
4.1 Plasma characterization by optical emission spectroscopy
In the following sections, the results of the optical emission spectrometry measure-
ments regarding electron temperature, electron density (also in comparison to Lang-
muir probe measurements) and impurity ion concentrations are shown.
4.1.1 Electron density: Balmer line ratios
The spectral lines of the Balmer series are the most prominent spectral lines in a
hydrogen- (respectively deuterium-) plasma. They originate from the transition of
atomic shell electrons from the energy levels n = 3, 4, 5, ... to n = 2. They are also
called Hα, Hβ, Hγ,... for the transitions n = 3, 4, 5, ..→ 2 respectively.
The measurement of the electron density by Balmer line ratios relies on the fact
Figure 27: Intensity ratio of Hα/Hβ
that the ratios are dependent on the electron density and temperature of the plasma.
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Figure 28: Intensity ratio of Hα/Hγ
Figure 29: Intensity ratio of Hβ/Hγ
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The measurements of the line ratio Dα/Dγ are compared with theoretical values.
These values are deduced by calculating the ratios of PECs (photon emissivity
coefficients) from the ADAS database, which contains values for Hα, Hβ and Hγ
calculated by a collisional-radiative model [41]. Preferably, a ratio which depends
not or only slightly on Te is used, because then the knowledge of the exact elec-
tron temperature is not needed to calculate the electron density. While all ratios
of Hα, Hβ and Hγ are depending on the electron density in the region of interest
(ne = 10
17− 1019 m−3, Te ≈ 10 eV), the ratios Hα/Hγ and Hβ/Hγ are not depending
on the electron temperature.
Figure 27, 28 and 29 show the theoretical values for the intensity ratios of Hα/Hβ,
Hα/Hγ and Hβ/Hγ. One can see that Hβ/Hγ is not suited to calculate the elec-
tron density without knowing the exact value of Te also. Although Hα/Hγ shows
some dependency on Te for ne ≥ 1018 m−3, it was chosen over Hα/Hβ because of its
stronger variation with ne for ne ≤ 1018 m−3. In figure 30, the results for the elec-
tron density profiles (lines) in a deuterium plasma with 4 different discharge powers
are shown and compared to Langmuir probe measurements (points). As expected,
the electron density rises with increasing discharge power. The comparison with the
Langmuir probe measurements shows that the calculation of the electron densities
by the Hα/Hγ ratio gives results which are in good agreement with the Langmuir
probe, especially in the edge of the plasma where the density is at the maximum.
In the center of the plasma column the deviations are bigger, supposedly because of
the required inverse Abel transformation of the line profiles, which leads to bigger
errors in the center of the plasma (see 3.3). There are no datapoints available in
the center of the plasma column for the high power discharges. This is because the
Langmuir probe was operated with a fixed location in the plasma for these measure-
ments, which leads to overheating of the ceramic probe body if the langmuir probe
is put to deep into the plasma.
In general, the Balmer line ratios method gives reliable informations about the elec-
tron density profiles in standard deuterium plasmas in PSI-2 (ne ≈ 1018 m−3, Te ≈
10 eV). However, there are special cases like recombining plasmas with very low
electron temperatures, in which the calculations from the ADAS database are not
valid anymore. For these cases, another method for determination of the electron
density is introduced, which is described in section 4.1.3.
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Figure 30: Electron density profiles by Hα/Hγ (lines) and Langmuir probe (points)
4.1.2 Electron density: Fulcher band lines
The following method for determination of electron density was already used at the
TEXTOR tokamak. Here it was experimentally shown that the rotational tempera-
ture Trot of D2 exited molecules (3p
3
Πu) depends linearly on the electron density [42]:
Trot[K] = 3.0(±0.4) · 10−11ne[cm−3] + 0.5 · Tgas[K] + 137, (12)
with Tgas as the neutral gas temperature. If Tgas and the rotational temperature of
the D2 molecules Trot is known, ne can be calculated. The rotational temperature is
deduced from the Fulcher-α band emission lines at 600 nm, which occur due to the
transition between the excited molecular states 3p 3Πu → 2s 3Σ+g [43]. An example
of these lines measured in PSI-2 is given in figure 31. To calculate the rotational
temperature, a Boltzmann plot is used, as shown in figure 32. Therefore it has to
be assumed that the population follows a Maxwell-Boltzmann distribution. In this
case the temperature is a measure of the population.
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Figure 31: Fulcher Q(0-0) band emission lines
After the calculation of Trot for the plasma in PSI-2, the linear dependency as
found in TEXTOR can be checked. Because the gas temperature depends on the
conditions in the plasma source and is not measured, the electron density cannot
directly be calculated with equation 12. Instead a separate relationship between
Trot and ne is shown for PSI-2, by measuring both Trot (as described before) and
ne (by Langmuir probe) and plotting the relation. Figure 33 shows this plot and
the comparison to the linear relation in TEXTOR [44], calculated with two different
gas temperatures. The plot gives only the peak values of the density in the edge of
the plasma. A full radial profile of the electron density could not be given with this
method, because the inverse Abel transformation of the radial line profiles of the
Fulcher band emission lines revealed that there is no light emission of these lines in
the center of the plasma. This is due to the lower electron density and temperature
(the upper level (3p 3Πu) of the Fulcher band transition is at 14 eV) in the center
of the plasma. The comparison shows that there is no linear relation between Trot
and ne. Two factors might lead to a more complicated relation: First, the gas
temperature is not known and might also change with increasing discharge power,
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Figure 32: Boltzmann plot of the Fulcher Q2 - Q5 lines
with the discharge power being the factor which was variated in this experiment
to get the different electron densities. In fact, Trot is often used to calculate the
gas temperature in plasmas with low electron temperatures [45]. Therefore, the
result from figure 33 supports the assumption that the gas temperature changes
and cannot be assumed constant in this range, as it was done for the TEXTOR
measurements. And second, as mentioned before, the upper level of the Fulcher
band transition (3p 3Πu) is at 14 eV, therefore in plasmas with Te = 10 eV and less,
the electron temperature might also have a big impact on the calculated rotational
temperature. For the TEXTOR experiments that showed the linear relation between
rotational temperature and electron density, the electron temperatures were always
above 30 eV. These temperatures are not reached in the experiments at PSI-2 shown
here. In conclusion, the results show that the rotational temperature of deuterium
molecules cannot be used to calculate the electron density for standard deuterium
plasmas in PSI-2. Eventually, future experiments at PSI-2 will allow to increase the
operational range to higher electron temperatures, where this method could yield
suitable results.
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Figure 33: Rotational temperature as a function of electron density for TEXTOR
and PSI-2
4.1.3 Electron density: Paschen line Stark broadening
Figure 34: Recombining deuterium plasma in PSI-2
In this section, a method to measure the electron density in a recombining plasma
is introduced. In a recombining plasma the recombination rate of ions and electrons
43
4 Experimental results 44
to neutral atoms is particularly high relative to the ionization rate, this is achieved
by low electron temperatures and high densities in the plasma. Because of the high
recombination rate and low electron temperatures, spectral lines like the Paschen
series (n = 4, 5, 6, ... to n = 3) get more intense. When an ion is recombining, it
captures an electron at an excited state, followed by a de-excitation of the electron
to the ground level. One of these steps might be a transition of the Paschen series,
and because in a recombining plasma the recombination and thus the population
of the high energy levels is increased, also the emission of light from the Paschen
series lines is increased. This also results in stronger emission from Balmer series
lines with high energy levels (=shorter wavelength), thus shifting the colour of the
plasma from pink to blue (figure 34).
The electron density is now calculated with the relation between the Stark broad-
ening of the Paschen line 10→ 3 and ne [46]:
∆λ [nm] = 6 · 10−11ne [cm−3]
2
3λ [nm]2u2
1
Z
(13)
The Stark broadening is the broadening of spectral lines due to the presence of elec-
tric fields, in this case electric microfields by electrons and ions. In equation 13, it is
shown that the Stark broadening ∆λ depends on ne, the wavelength of the observed
line λ, the principal quantum number of the upper state u and the atomic number
Z. It is obvious why a Paschen line was chosen: Due to its longer wavelength it
has a more pronounced Stark broadening than Balmer lines. Likewise, the applica-
tion to a recombining plasma allows to apply the method to a line with a higher
principal quantum number of the upper state, also increasing the Stark broadening.
Under this circumstances the Stark broadening with electron densities of 1018 m−3
is bigger than the resolution of the spectrometer (0.016 nm/px), making the Stark
broadening observable. A possible additional mechanism for the line broadening is
the Doppler broadening, depending on the temperature of the plasma. For temper-
atures below 1 eV (see section 4.1.4) the Doppler broadening is sufficiently smaller
than the Stark broadening and therefore being neglected in the following results.
Figure 35 shows the results for the electron density in recombining plasma in PSI-2.
The recombining plasma was produced by puffing neutral deuterium gas into the tar-
get chamber, which leads to a loss of electron energy by inelastic collisions between
electrons and molecules. The cold electrons then show an enhanced recombination
rate. The plot shows the variation of the electron density in the recombining area
with the increasing neutral gas pressure in the target chamber. It is observed that
the density decreases with increased recombination, as one would expect. The mea-
surements were done at 2 different z-Positions of the target chamber, with z=1.5 m
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Figure 35: Electron density in a recombining deuterium plasma in PSI-2 under vari-
ation of the neutral gas pressure and at 2 different axial positions
and 1.85 m as the distance to the plasma source. For the closer position, a higher
electron density is expected, because the recombination effect progresses also along
the z-axis, increasing with the distance to the plasma source. The results confirm
this assumption. The data point for z=1.5 m and the lowest pressure is missing
because the treated Paschen line was not observable under this circumstances.
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4.1.4 Electron temperature: Paschen lines ratio
This method for calculating the electron temperature from Paschen line ratios works
in the same way as calculating the electron densities from balmer line ratios in
section 4.1.1. Several of the Paschen line ratios show a steep dependency on the
electron temperature for low electron temperatures. Figure 36 shows the line ratios
for the Paschen lines n = 9→ 3 and n = 7→ 3, calculated from photon emissivity
coefficients for the recombination process from the ADAS database [47]. The plot
Figure 36: Ratios of the P9 and P7 line emissions for different electron densities
also shows a small dependence on the electron density. Thus, for the recombining
plasma in PSI-2 with electron densities around 1·1018 m3 an error due to the variation
of the electron density has to be taken into account. Because the datapoints from
the ADAS database only go down to 0.2 eV, the values below that temperature
are extrapolated. The results in figure 37 show the calculated electron temperature
for different neutral gas pressures and at the different axial positions as described
one section earlier in 4.1.3. Again the temperature is higher at the position closer
to the plasma source (z=1.5 m). The electron temperature also decreases with
increasing neutral pressure, although this effect is not observed at z=1.5 m. At this
position, there were again only 2 datapoints assessable, because for lower pressures
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Figure 37: Electron temperature in a recombining plasma in PSI-2 under variation
of the neutral gas pressure and at 2 different axial positions
the respective Paschen lines were not visible at the position close to the source. The
big error bars for the very low temperatures are due to the bigger uncertainties in
this range. The uncertainty in electron density has a bigger impact for very low
temperatures (see figure 36), and also the Paschen ratios itself are only interpolated
below Te = 0.2 eV .
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4.1.5 Argon ion concentration
The ion flux onto plasma facing targets is an important quantity for plasma-wall
interaction. While the total flux can be simply measured by the Langmuir probe,
in plasmas with more than one species the individual ion flux of each species can-
not be distinguished. This means that for the measurement of the impurity ion
concentration another method needs to be applied. The methods described in the
following two sections rely on the measurement of ion ratios by the absolute inten-
sity of a single optical emission line of the respective plasma impurity. The method
for measuring the argon ion content used here was already used at the linear plasma
generator PISCES-B, as described in [48]. The observed emission line is the Ar+
line at 434,8 nm (44P-44D). The local emissivity can be described as
IAr+ =
〈σv〉pec · nenAr+
4pi
(14)
Here, nAr+ is the argon ion density, and 〈σv〉pec is the photon emission coefficient.
This coefficient relates the ion density and electron density to the intensity of the
respective transition. The data used for this coefficient is from the ADAS database
and was particularly calculated for the application of the argon ion ratio measure-
ments in PISCES-B [49].
One can easily see how to calculate the argon ion ratio from equation (14):
nAr+
ne
=
IAr+ · 4pi
〈σv〉pec · n2e
(15)
Thus, besides the spectral line intensity, also the electron density and the photon
emission coefficient needs to be known. The photon emission coefficient itself de-
pends also on the electron density and electron temperature. The electron density
and temperature were measured with the Langmuir probe. The photon emissivity
coefficients for different electron densities in dependence of the electron temperature
are shown in figure 38. The graph shows a very steep dependence of the photon
emissivity coefficient on the electron temperature for electron temperatures lower
than about 5 eV. The uncertainty of the electron temperature measurement with
the Langmuir probe is typically in the range of 1 eV. This suggests that the calcu-
lated argon ion density might show very large error bars if used on plasmas below
5 eV, where an error in the temperature measurement of 1 eV leads to a difference in
the photon emissivity coefficient of more than one order of magnitude. The typical
temperature for deuterium plasmas is 10 eV in PSI-2, but for pure argon plasmas it
is typically below 10 eV.
This leads to an issue for this method in the next step, where equation (15) is applied
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Figure 38: Photon emissivity coefficients for the 434,8 nm transition of Ar+ [49]
to a pure argon plasma. With the assumption of only singly ionized argon ions in
the plasma, the result of the argon ion ratio is trivial: nAr+/ne = 1, because of the
quasineutrality of the plasma. Therefore the pure argon plasma can be used to test
the validity of equation (15). Figure 39 shows the measured results of equation (15)
for pure argon plasmas with a variation in electron density and temperature. Of
course, the measured argon ion ratio should ideally be 1, and constant for all elec-
tron temperatures. The graph shows two problems: For low electron temperatures,
the uncertainty of the values is very big; and the calculated argon ion ratio is not
equal to 1. The big error bars are caused by the strong change of the photon emis-
sivity coefficient for low electron temperatures, as mentioned before. The calculated
ion ratio not being equal to 1 can have several reasons: There could be systematic
errors in the calculation of the photon emissivity coefficients, respectively their ap-
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Figure 39: Argon ion ratios for a pure argon plasma, calculated with (15)
plication to the PSI-2 plasma. Or, there could be errors in the measured variables,
especially in the measurement of the absolute intensity of the Ar+ line. At the end
of this section, the method is calibrated by multipling equation (15) with a certain
calibration factor, to achive a result of 100 % argon ions in a pure argon plasma. To
determine this factor, only the datapoints at high electron temperatures above 6 eV
are used, because they are more consistent and also more relevant for the application
to mixed D+Ar plasmas. This calibration factor treats all the possible errors and
effects which cause the calculated argon ion ratio to be less than 1.
A critical effect is also the presence of Ar2+ in the plasma, which was neglected by
the previous assumption nAr+/ne = 1. Measurements with an in-situ mass spec-
trometer in PSI-2 have shown that also Ar2+ is present in the plasma. The ratio of
Ar+ to Ar2+ depends heavily on the discharge power, neutral density and electron
temperature. If the ratio of Ar+ to Ar2+ varies significantly in the parameter range
which is of interest for the application to mixed D+Ar plasmas, this variation has to
be taken into account for the measurements with the method introduced here. Un-
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fortunately, the in-situ mass spectrometer was only available temporally and could
not be used to measure the plasma composition for every condition. Therefore, the
amount of Ar2+ which is present in the plasma under various conditions has to be
estimated by theoretical calculations.
If only the ionization and recombination rates are taken into account, large ra-
tios of Ar2+, and even Ar3+ are expected [50]. This assumes the so-called Corona-
equilibrium [51], where the ions are confined long enough to reach a stable ionization
state distribution only influenced by ionization and recombination rates. This is not
the case for plasmas in linear plasma generators like PSI-2: Here, the confinement
time is so low that the loss of ions due to limited confinement is bigger than the loss
by recombination.
To get an insight into the charge distribution of argon ions in a deuterium plasma,
the transport of argon trace impurities in a deuterium background is simulated by
a Monte-Carlo procedure developed at the IEK-4 institute [52]. The argon neutrals
are assumed to enter a one-dimensional domain representing PSI-2 at z = 0, and
the target where the particles are lost is located at z = L. The neutral particles are
assumed to be cold (T0 = 0.1 eV) giving an initial velocity towards the target. Trav-
eling along the z-direction parallel to the magnetic field the argon particles undergo
ionization events, recombination events and friction with the deuterium background.
Also included are the radial losses in the form of a loss rate νloss = D⊥/L2⊥, where
D⊥ is the standard Bohm diffusion coefficient D⊥ =
Te[eV]
16B0
and L⊥ the radius of
the plasma column (3 cm). The estimation of radial losses by Bohm diffusion was
chosen based on the findings on the radial confinement time in section 4.1.6. The
background plasma is assumed to be Maxwellian and constant along z, characterized
by a density ne=10
18 m−3, electron temperature Te and a plasma flow velocity of
vi=0.5
√
kb(Te + Ti)/mi, where mi denotes the deuterium mass. In the simulations
the temperature Te is varied between 5 eV and 12 eV.
The friction due to Coulomb collisions with the background is described by a Fokker-
Planck collision model with drift and diffusion coefficients taken from [53]. The
Coulomb collisions accelerate the argon ions and give rise to thermalization. The
ionization and recombination events are simulated again using rate coefficients from
[54, 55]. Finally the stationary spatial profiles of particle density, flow velocity
and temperature of argon particles are obtained. It is found that the recombina-
tion processes do not play a role in the temperature range considered. With the
1-dimensional resolution of the simulation, also the spacial development of the ion
charge distribution can be investigated. In figure 40, the results of the simulation for
the ratio of Ar2+ to Ar+ in dependence of the electron temperature and the position
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Figure 40: Simulated argon ion charge ratio for Te=5-12 eV along the z-axis
on the z-axis are plotted.
It is obvious that the ratio changes significantly between 5 and 12 eV. Also, there is a
distinct dependency of the Ar2+/Ar+ ratio on the z-axis position, but this variation
is not critical if the location of the spectroscopic measurement is fixed. Not shown
in this graph is the concentration of Ar3+. At electron temperatures of 10 eV and
less, Ar3+ has no significant influence, as its concentration is below 10 % of the total
argon ions.
The variation in the charge distribution has to be taken into account when calcu-
lating the total ion content, because the method described in this section is only
sensitive to Ar+. As mentioned before, for the calibration of the method, a simple
factor x is introduced to bring the calculated ratio between the argon ions and the
electrons to 1 for the case of a pure argon plasma (figure 39):
nAr+
ne
=
IAr+ · 4pi
〈σv〉pec · n2e
· x = 1 (16)
To achieve a precise calibration, the calibration factor should be given as a function
of the electron temperature, because of the variation of the argon ion charge distri-
bution with the electron temperature. However, for mixed D-Ar plasmas at PSI-2,
the electron temperature variation is very limited (8-10 eV, table 2). The simulation
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results in figure 40 show a ratio of 1:1 up to 4:1 for this electron temperature range
at the z-axis position z=1.5 m, where the spectroscopic observation is located. If
only Ar+ and Ar2+ are taken into account, this translates to an Ar+ ratio of 20
to 50 % of the total argon ion content. This would lead to an possible error by
an factor of approximately 2, if the calibration factor is set constant instead of as
a function of the electron temperature. The results for the pure argon plasma in
figure 39 also show that x ≈ 10 for electron temperatures of 8.5 eV as well as 7.5 eV,
which indicates that the matching changes not as much with the electron temper-
ature as the simulation results would suggest. This could be an evidence that the
Ar2+/Ar+ ratio is not changing as much in the experiment as it was predicted by
the simulation. As a consequence, the matching factor is set to be constant at x=10
for this narrow electron temperature range. With the application of the matching
factor, the total Ar ion content including Ar2+ is measured from the the emission
of the Ar+ emission line. It has to be noted that this factor does not influence the
results in any way other than matching them to the simple requirement of 100 %
argon ions for a pure argon plasma. The matching factor treats all fixed, systematic
errors which lead to the calculated result of the argon ion ratio not being 100 % in a
pure argon plasma. These errors can be caused by the presence of Ar2+, deviations
between the calculated 〈σv〉pec values and the real-world plasma, and systematic
errors in the measurement of the plasma parameters or the intensity of the Ar+ line
emission. The matched equation is now applied at mixed plasmas with different
argon ratios and discharge powers.
Figure 41 shows the results of the measurements. The x-axis shows the percentage
of argon on the total gas input of deuterium and argon, while the y-axis shows the
percentage of argon ions on the total ion amount of deuterium and argon. As one
would expect, there is an increase in the argon ion concentration with higher ar-
gon gas input. Interestingly, for low concentrations of argon impurities, the ratio
between the argon gas flow and the argon ion concentration is 1:1. For the high
discharge power, it is even bigger than 1:1. But as the argon gas input is increased,
the argon ion concentration rises slower than the respective gas input. This can
be explained by the higher ionization energy of argon (15,8 eV) compared to deu-
terium (13,6 eV). With the addition of higher amounts of argon gas, the electron
temperature decreases, as a pure deuterium plasma in PSI-2 has a typical electron
temperature of 10 eV, while it is 3 eV for a pure argon plasma. The decreased
electron temperature might lead to the slower rise of the argon ion ratio compared
to the argon gas ratio. Accordingly, the increase in discharge power also increases
the argon ion ratio. As the error bars and the variation between single datapoints
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Figure 41: Argon ion ratios for mixed deuterium-argon plasmas with variation in
discharge power and argon gas ratio
show, there are some uncertainties in the determination of the absolute values. They
are partly due to statistical errors in the plasma parameter measurements, which
are amplified by the strong dependence of the photon emissivity coefficient on the
electron temperature in particular. Also, the uncertainty in the argon ion charge
distribution, which was discussed before, plays a role. But, if one considers that the
argon ion ratio should be strictly monotonically increasing, and the argon gas input
is well known, one can find a reliable relation between argon gas input and argon
ion concentration with this method.
4.1.6 Helium ion concentration
In this section, two different methods for measuring the helium ion concentration
are introduced. The first one is the same method which was also applied to argon
in the previous section. The possible presence of He2+ ions is no issue in this case.
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Because of its high ionization energy, He2+ is not expected in the plasma. This
was also confirmed by in-situ mass spectrometer measurements. The He+ line at
468,6 nm (n=4-3) is used for the observation of the line intensity. The energy
levels of this transition are at 51 eV and 48 eV respectively, it is also the He+ line
observable by the 2D imaging spectrometer with the lowest energy levels. Still, the
intensity of the He+ line was found to be very low, especially for the case of mixed
D+He plasmas. Here, the typical electron temperature is lower than in pure helium
plasmas. For a pure helium plasma, with typical electron temperatures of 15-20 eV,
the He+ is visible and a calibration of equation (17) could be performed in the same
way as it was described in the previous section for argon.
nHe+
ne
=
IHe+ · 4pi
〈σv〉pec · n2e
· x (17)
The matching factor could be determined as x = 3 by the application of this method
to a pure helium plasma. In mixed plasmas, the helium line emission was not visible
below a helium gas fraction of 80 % of the total gas input. The background, which
is mostly consisting of deuterium molecular lines, is too high to identify the He+
line even when the integration time is increased. Figure 42 shows the results of
these measurements; the hollow symbols show the cases in which the He+ line was
not visible and thus the result for the helium ion ratio had to be 0. The plot of
the corresponding photon emissivity coefficients (figure 43) shows that the photon
emissivity coefficients are quite low for electron temperatures of 10 eV, which results
in a low light emission of this line. This is due to the high energy levels of this
transition, which leads to a very low population of this level in cold plasmas. The
result is the light emission below the detection limit. Therefore this method might
be applicable for plasmas with higher Te, but not for deuterium plasmas in PSI-2
with Te = 10 eV.
However, to measure the helium ion density in PSI-2, a second method is used which
was already applied at PISCES-B [56]. Here, a neutral helium line is used, which
is still well visible in low temperature plasmas because of the low energy levels of
the respective transition. But the relation between the neutral helium line intensity
and the helium ion concentration is somewhat more complicated.
The starting point is a continuity equation for helium ions in the notation of [56]:
∂nHe+
∂t
= 〈σv〉He→He+ · ne · nHe −
nHe+
τperp
He+
(18)
The source term is the ionization rate coefficient 〈σv〉He→He+ times the electron
density and neutral helium density nHe. The losses are represented by the helium
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Figure 42: Results for nHe+/ne calculated with equation (17) for mixed deuterium-
helium plasmas with variation in helium gas ratio
ion density nHe+ over the confinement time perpendicular to the magnetic field.
Other processes like the recombination or ionization of He+ and He2+ are neglected,
because their respective rate coefficients are much smaller [57]. In [56] it is also
shown that the axial losses can be neglected in PISCES-B. They axial confinement
time τ
||
He+ is estimated by
τ
||
He+
=
l
v
(19)
, with l as the plasma length and v the flow velocity of the helium ions. With a mach
number of 0.1 at 10 eV [58] and a plasma length of 1.5 m, a parallel confinement
time of 1 ms is estimated for PISCES-B [56]. For PSI-2, with plasma length of
2.5 m, the parallel confinement time is in a similar range. Even if the ion velocity is
estimated at 50 % of the sound speed, the confiment time is still at 0.33 ms. This is
one order of magnitude bigger than the radial confinemt time, which is calculated
later in this capter (figure 44).
In equilibrium the time derivative of equation (18) is equal to zero and the helium
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Figure 43: Photon emissivity coefficients for the 468,6 nm transition of He+ for ne =
1012 cm−3 [56]
ion density gets:
nHe+ = τ
perp
He+
· 〈σv〉He→He+ · ne · nHe (20)
The ionization rate coefficient times the electron and neutral helium density can be
written as an ionization flux:
nHe+ = τ
perp
He+
· ΓHe→He+
L
(21)
Here, ΓHe→He+ is the line-integrated ionization flux, which is observed perpendicular
to the plasma column with the imaging spectrometer. To account for the line-
integrated measurement, the flux is divided by the length of the line of sight in the
plasma L. The line-integrated flux is connected to the measured line-integrated light
emission of a neutral helium spectral line IHeI by:
ΓHe→He+ = 4pi
S
XB
IHeI (22)
The S/XB-factor gives the number of ionizations per photon for a single spectral
line. In this case the line at 447.1 nm (23P-43D) was used, and the required S/XB
factors are obtained from the ADAS database [59].
For a pure helium plasma, the helium ion density can again be replaced by the
electron density in equation (20) and the confinement time can be calculated:
τperp
He+
=
ne
ΓHe→He+/L
(23)
This confinement time can be compared with calculated confinement times like a
classical confinement time or the Bohm confinement time. The specific nature for
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the radial losses can be numerous. Besides the classical diffusion across the mag-
netic field lines because of collisons and the enhanced Bohm diffusion, other diffusion
mechanisms are imaginable. The losses could also be increased by ambipolar dif-
fusion, where electrons increase the diffusion of ions in the same direction due to
electric fields. Another model is the Simon diffusion [60], where electrons are mov-
ing in axial direction while ions are moving in radial direction. The resulting space
charge is neutralized by a current over the plasma chamber wall. And finally, bursts
of plasma transport in radial direction driven by turbulences are known to exist
in PSI-2 [61]. However, in the scope of this thesis, the radial confinement time
is just needed as a value for calculating the helium ion density from the intensity
of the neutral helium line. The detailed nature of the diffusion mechanism is not
included in this method. The following comparison with the classical and Bohm
diffusion is carried out to check the results of the calculated confinement times from
equation (23) for consistency. In [56], the classical confinement time is expressed as
τ perpHe+(classic) = r
2/Dclassic, with r as the plasma radius and Dclassic as the diffusion
coefficient. The diffusion coefficient is calculated by dividing the ion lamour radius
ρHe+ by te ion-neutral collision time τi−n. The lamour radius is calculated for helium
ions at Ti = 0.1 · Te and has a value of ρHe+ = 6 mm for Ti = 1 eV. The ion-neutral
collision time is calculated as
τi-n =
1
〈σν〉i-n nHe
(24)
with the neutral density nHe and the rate coefficient 〈σv〉 = 2 · 10−15 m−3/s [57].
With this, the classical confinement time can be calculated as:
τperpHe+ (classic) =
r2τi-n
ρ2
He+
(25)
The Bohm confinement time is written as τperpHe+ (Bohm) = r
2/DBohm, with the Bohm
diffusion coefficient DBohm =
Te
16B
[62]. The corresponding confinement time is:
τperp
He+
(Bohm) =
16r2B
Te
(26)
The calculations for the confinement times do not take into account gemetrical effects
because they are not known for the rather complicated shape of the PSI-2 plasma
profile.
In figure 44, the measured confinement time from equation (23) is plotted together
with the calculated classical confinement time and the Bohm confinement time.
As figure 44 shows, the measured confinement time is in the same region as the
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Figure 44: Measured perpendicular confinement time compared to classical and
Bohm confinement time
calculated Bohm diffusion, as it was also observed at PISCES-B with very similar
plasma properties. Only for lower electron temperatures, the measured confinement
time is longer than the confinement time calculated by Bohm diffusion. Here, other
processes might play a role which increase the confinement time. Therefore, a fit is
applied to the datapoints, which gives a proportionality of τperp
He+
∝ T−2. In [56], this
proportionality, together with the proportionality of S/XB on ne and Te is used
to give a scaling law for the helium ion density in equation (21). But here it was
found that also with the absolute values for S/XB, τperp
He+
, ne, L and the absolute
line intensity, the resulting helium ion ratio is 1, and no matching factor is needed.
This can be explained by the calculation of the confinement time with equation (23).
Because it is based on the condition nHe+ = ne for the pure helium plasma, this
calculated confinement time already matches the result for the helium ion ratio to
100 % for a pure helium plasma, similar to the matching factor which was required
in section 4.1.5. Figure 45 shows the relation between the helium ion ratio and
the helium gas input. The results show that this method is also suitable for low
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Figure 45: Helium ion ratios for mixed deuterium-helium plasmas with variation in
helium gas ratio
helium gas input ratios. It is again found that the concentration of the impurity
ion content is smaller than its corresponding gas flow ratio. The measurements in
PISCES-B [56] show very similar results. This difference can be explained by the
electron temperature of the plasma. In a deuterium plasma with small amounts
of helium, the electron temperature stays at the typical value for pure deuterium
plasmas (10 eV). This is lower than the typical electron temperature in a pure helium
plasma in PSI-2 (around 20 eV), which leads to less ionization of helium atoms. Only
for high fractions of helium gas, also the helium ion ratio strongly increases up to
100 % for the simple case of only a pure helium plasma. For the application in this
thesis, the relevant concentrations of helium are below 10 %. Here, this method
can give results which are more accurate than a simple estimation of the helium ion
content by the gasflow ratios.
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4.2 Studies of deuterium retention in tungsten
In this section, the results of experiments regarding the deuterium retention in tung-
sten under the presence of plasma impurities are shown.
The exposures of tungsten samples in PSI-2 were performed with a variation of cer-
tain factors, like the impurity content in the plasma or the fluence, while keeping all
other factors constant. Especially the sample temperature is kept constant, as this
factor has a great influence on the retention of deuterium in tungsten. A variation
of these factors between experiments could obscure the influences of other factors
on the deuterium retention.
Another important factor is the sample itself and its preparation. For technical rea-
sons, in total 3 different kinds of tungsten samples were used. Here, they are called
type A, B and C. Type A and B are samples for the side manipulator (13x13 mm
rectangular shape, see figure 20), while samples of type C are for the target sta-
tion manipulator (11 mm diameter circular shape). Type A and C were fabricated
from tungsten rods which were available at the IEK-4 institute. It is so-called
"ITER-grade" polycrystalline tungsten, with grain sizes from 0.5 to 3 µm, which
are elongated and oriented perpendicular to the plasma-facing surface of the sam-
ples. Type B is fabricated under the same specifications by an external company
(Negele-Hartmetall). All samples have a mechanically polished mirror-finish surface
and were annealed at 1270 K for 2 hours to desorb hydrogen trapped in the metal
during the fabrication. While sample type A was polished by an external company,
sample type B and C were polished at IEK-4. It turned out that the polishing qual-
ity of type B and C is better than the polishing of type A. This has to be taken into
account when analyzing the surface structure in section 4.2.1. After the preparation
of the samples, the initial surface morphology was investigated using SEM imaging.
Then, the individual exposures to the plasma in PSI-2 where performed. In total 3
exposure series where conducted:
The first series were exposures of sample type A to a deuterium plasma with im-
purities, varying the species (helium or argon) and concentration (0-8 %) of the
impurities. These experiments were performed to find out the general influence of
helium and argon impurities and check the results for agreement with the literature.
The second series were exposures of sample type B to a deuterium plasma with and
without helium impurity with a fixed ratio, but a variation in total fluence. This
series of of exposures has the aim to investigate the influence of helium impurities
on the relation between deuterium retention and fluence.
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The third series of exposures were repetitions of exposures to deuterium plasmas
with helium or argon impurities intended for TEM imaging of the surface.
In table 2 the exposure parameters of all samples are summarized. The detailed
results for the deuterium retention are discussed in the second part of this section.
no. plasma ne/m
−3 Te/eV Φ/m−2s−1 Γ/m−2 TS/K
A-1 D 9.0 · 1017 11 1.2 · 1022 1.0 · 1026 380
A-2 D + 4 % Ar 1.0 · 1018 10 1.0 · 1022 1.0 · 1026 380
A-3 D + 1 % He 8.0 · 1017 12 1.0 · 1022 1.0 · 1026 380
A-4 D + 5 % He 9.5 · 1017 13 0.9 · 1022 1.0 · 1026 380
A-5 D + 8 % Ar 9.0 · 1017 9 1.0 · 1022 1.0 · 1026 380
B-1 D 5.5 · 1017 10 1.0 · 1022 5.0 · 1025 380
B-4 D + 5 % He 1.2 · 1018 10 0.9 · 1022 2.0 · 1025 380
B-5 D + 5 % He 1.2 · 1018 11 0.9 · 1022 5.0 · 1024 380
B-6 D + 5 % He 1.2 · 1018 11 0.9 · 1022 2.0 · 1024 380
B-7 D 1.5 · 1018 11 1.0 · 1022 2.0 · 1024 380
B-8 D 1.5 · 1018 11 1.1 · 1022 2.0 · 1026 390
B-9 D + 5 % He 1.4 · 1018 14 0.9 · 1022 2.0 · 1026 390
C-1 D 5.5 · 1017 15 4.5 · 1021 6.5 · 1025 410
C-2 D + 8 % Ar 7.0 · 1017 8 5.5 · 1021 6.5 · 1025 400
C-3 D + 5 % He 7.0 · 1017 17 6.0 · 1021 9.0 · 1025 410
Table 2: Exposure parameters of all tungsten samples
During the exposures in PSI-2, the temperature of the samples was monitored with
the infrared camera, or by the thermo element of the sample manipulator if the IR
camera was not available. The plasma parameters given in table 2 were measured
with the langmuir probe. One exception is the concentration of plasma impurities,
which was measured by spectroscopy as shown in section 4.1, because the impurity
concentration cannot be measured by langmuir probe diagnostics.
After the exposure, the samples were studied for their surface morphology by SEM
imaging, and for their deuterium content by thermal desorption spectroscopy. With
one test sample, the deuterium retention was also measured by laser-induced des-
orption. These measurements were only performed on one test sample because their
purpose was to investigate the spacial distribution of the deuterium retention on the
sample surface. Once this distribution was found, it was assumed not to change, be-
cause it only depends on the plasma profile, which stays constant. The result of this
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test measurement showed no relevant spacial variation of the deuterium retention
over the sample surface. Therefore, for all the other samples the thermal desorption
spectroscopy was the standard method for measuring the deuterium retention, since
it has advantages over the laser-induced desorption spectroscopy, as discussed in
section 3.5.
4.2.1 Surface modifications
This section discusses the surface morphology of the tungsten samples before and
after plasma exposure. The first comparison of SEM images in figure 46 shows the
sample surface before and after exposure to a deuterium plasma in PSI-2. The im-
Figure 46: Surface of sample type A before (a) and after (b) deuterium exposure
and surface of sample type B before (c) and after (d) deuterium exposure
ages (a) and (c) depict the samples of type A and B before exposure to the plasma.
The images show that the grain size of both samples is in the range of 1 µm. The
surfaces of both sample types look different with respect to the grain boundaries.
On sample type A, the grain boundaries are clearly visible as dark lines and even
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seem to be indented. On sample type B, the grain boundaries are not directly vis-
ible. The grains can only be distinguished by the different shades of the grains
itself. The different shades are an effect of the grain orientation observed by SEM
imaging. Depending on the orientation of the grain and its lattice structure, the
electron beam has a changing effectiveness in producing secondary electrons. This
implies also an intact lattice structure close to the surface, which is an indicator
for good polishing. The difference in the grain boundary appearance can have two
different reasons: On the one hand, it could be due to variations in the tungsten
production, which lead to more pronounced shapes of the grain boundaries for sam-
ple type A. On the other hand, the polishing of the surface could lead to differences
in the appearance of the grain boundaries on the surface. As mentioned before, the
samples of type B have a better polishing quality in terms of surface roughness and
scratches on the surface. By grinding and polishing, the surface of the samples is
not eroded uniformly: Certain tungsten grains are eroded faster than others, and
more importantly, also the grain boundaries are eroded faster. These differences
get more pronounced with a fast erosion by bigger grains in the polishing solution.
With very small polishing grains, the erosion of the surface gets slower and a more
uniform surface can be achieved. Therefore it is assumed that the differences in the
surface structure are resulting mainly due to differences in the polishing, with the
samples of type A simply not polished to the same degree of surface roughness as
sample type B. This assumption is supported by some spots of sample type B, where
the grain boundaries are still visible like in sample type A. This can also be seen in
figure 46(c) as small cracks or trenches along some of the grain boundaries. These
are the remains of the same surface structure as in sample type A, while the other
parts are polished to a smaller surface roughness by very small polishing grains.
Now the surface morphology of the unexposed samples is compared to samples which
were exposed to a deuterium plasma, namely sample A-1 (figure 46(b)) and sam-
ple B-1 (figure 46(d)). The exposure parameters for both samples can be found in
table 2. The comparison shows a similar change in the surface structure for both
sample types. While the global surface structure remains unchanged (the surface is
still flat), there is a change of the surface of the single grains. It exhibits a certain
surface roughness in the 10-100 nm-scale. Especially the sample in image (d) shows
very fine grooves on its surface, with different grains showing different directions of
these grooves.
Such changes of the surface morphology can be caused either by direct erosion of the
surface by the deuterium plasma, or by effects induced by the implantation of deu-
terium into the sample surface. The sputtering threshold of deuterium on tungsten
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of 244 eV [63] is well above the ion energy of 40 eV during the exposure. However,
it could be possible that on the surface a layer of tungsten oxide is present, which
can be sputtered more easily. The theoretical sputtering threshold for this case is
18 eV [64], but there are also experiments which suggest a noticeably higher value
of 65 eV [65].
Surface morphology changes on the nm-scale due to deuterium implantation were
also observed in other experiments, although only at higher ion fluxes in the range
of 1024 m−2s−1 [66]. The presence of these structures at lower ion fluxes could be
explained by differences in the tungsten material.
The next images in figure 47 show the samples A-1(a), A-3(b) and A-4(c) after ex-
posures to a deuterium plasma with different ratios (0 %, 1 % and 5 %) of helium
impurities in the plasma. There is a distinct change in the surface morphology when
Figure 47: Surface of sample type A after deuterium exposure without (a) and with
1 % (b) and 5 % (c) helium impurity in the plasma
helium is present as a plasma impurity. While there are still some fine grooves vis-
ible on some grain surfaces especially in picture (b), overall the smoothness of the
grain surfaces is increased when helium impurities are present in the plasma. The
shape of the surface on the µm-scale and the appearance of the grain boundaries
stays constant, which implies that the increased smoothness of the grain surfaces
is not due to erosion. This is also backed up by the sputtering threshold energy
of 140 eV for helium on tungsten [63]. The more probable explanation is that the
helium content in the plasma reduces the surface morphology changes by deuterium
retention. This was also observed in the literature, with the most prominent ex-
ample being the suppression of blisters on the tungsten surface with the addition
of helium impurities [17]. The same series of tungsten exposures, but with argon
as the plasma impurity, is shown in figure 48. Here, the surface of the tungsten
sample also appears smoother when impurities are present in the plasma. This is
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Figure 48: Surface of sample type A after deuterium exposure without (a) and with
4 % (b) and 8 % (c) argon impurity in the plasma
especially evident for the case with 8 % Ar impurity in the plasma. But in contrast
to the helium case, the mechanism for the smoothing of the surface is erosion of
the tungsten surface by Ar impurities in the plasma. Ar has a much lower sputter
threshold energy of 30 eV [63] compared to deuterium or helium, which is also below
the ion energy of 40 eV in these exposures. Also, due to the presence of Ar2+ ions,
which was shown in section 4.1.5, the ion energy of these Ar2+ ions is 80 eV. The
doubling of the ion energy in this range leads to a sputter yield increase of one order
of magnitude [63]. Therefore the erosion of the tungsten surface by low concentra-
tions of argon impurities is credible. The images in figure 48 also show that the
bottom limit for the argon concentration which produces this distinct erosion and
smoothing of the tungsten surface, is between 4 and 8 %.
For samples C-1, C-2 and C-3, which were exposed to a D, D+Ar and a D+He
plasma respectively, cross-section images were made by TEM imaging. For the
TEM images, a cross section of the sample surface is cut from the sample with a
focused ion beam. The thickness of the slice is about 100 nm. Before cutting, the
surface of the sample is coated with platinum to prevent the ion beam from dam-
aging the sample surface in the slice. The cross-sections of the surfaces are shown
in figure 49. The different appearance of the tungsten bulk in the three samples is
caused by variations in the sample preparation with the focused ion beam and the
sample thickness, as well as the possible difference in the grain orientation. For the
D+He case, a layer of 10-15 nm thickness is visible on the surface of the sample.
This layer is supposedly formed by the helium nanobubbles. They form a porous
structure in the tungsten material, which is a critical factor for the reduction of deu-
terium retention in tungsten under the influence of helium impurities in the plasma.
While the helium nanobubbles were also observed in literature, the detection of he-
66
4 Experimental results 67
Figure 49: TEM cross-section images of sample type C exposed to deuterium plas-
mas with 8 % Ar, 5 % He and 0 % impurities. a) platinum coating, b)
helium nanobubbles / defects, c) bulk tungsten
lium nanobubbles in the samples treated in this thesis is a proof that the observed
reduction in deuterium concentration is caused by helium nanobubbles as well. The
image of the sample exposed to the plasma with argon impurities also exhibits a
layer on the surface, although it is more shallow (<5 nm) and not as clearly visible
as the helium nanobubble layer. It is supposedly formed due to defects which are
induced by the incident argon ions. Instead of reducing the total deuterium reten-
tion, this layers seems to slightly increase the total deuterium retention. This is
shown by the TDS measurements in the next section, and explained in section 5,
which explains the mechanism of the influence of both the helium nanobubble layer
and the argon-induced layer. In the third image, which shows the sample exposed
to the pure deuterium plasma, a damaged layer at the surface can be identified as
well. It has the same depth as the layer produced by argon. This indicates that
also deuterium is able to produce defects in the first few nm of the sample surface.
But in contrast to argon, these defects are probably produced not directly due to
collisions of the ions with the tungsten atoms, but indirectly by deuterium reten-
tion, as mentioned earlier in this section. Which mechanism leads to the damaged
layer cannot be verified by the TEM images. But the change in the TDS spectra
shape, as shown in the next section, proves that both layers have different origins
and therefore also influence the deuterium retention differently.
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4.2.2 Deuterium retention with plasma impurities
In this section, the results of TDS measurements for the samples which were ex-
posed to a deuterium plasma with different concentrations of He- and Ar-impurities
(sample type A) are given.
Figure 50 shows the results for helium as the plasma impurity. The graph shows
Figure 50: TDS spectra with different amounts of helium impurities during exposure
the desorption rate of deuterium in dependence of the sample temperature during
the TDS measurement. The heating rate was linear at 0.4 K/s. With helium as a
plasma impurity, also helium is present in the samples and gets desorbed during the
TDS measurement. The high resolution mass spectrometer used for the TDS mea-
surements can separate the two peaks from D2 (4.003 amu) and He (4.028 amu). An
integration of the deuterium desorption rate over time delivers the total desorbed
deuterium content from the sample. Obviously the deuterium retention decreases
with increasing helium impurities. The calculated values for the total deuterium
retention are shown in table 3. While the total deuterium retention decreases with
the presence of helium impurities, the shape of the TDS spectra does not change
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plasma exposure deuterium fluence deuterium retention helium retention
100 % D 1.0± 0.1 · 1026 m−2 3.8± 0.5 · 1020 m−2 
99 % D + 1 % He 1.0± 0.1 · 1026 m−2 2.5± 0.4 · 1020 m−2 1.8± 0.4 · 1019 m−2
95 % D + 5 % He 1.0± 0.1 · 1026 m−2 1.4± 0.3 · 1020 m−2 1.6± 0.4 · 1019 m−2
Table 3: Deuterium retention in tungsten samples exposed to deuterium plasmas
with helium impurities
significantly. This behaviour implies that the density of trapping sites or the amount
of deuterium stored in the trapping sites is decreased, but the type of trapping sites
stays constant. To get more information on the type of trapping sites, the shape of
the TDS spectra has to be analyzed. In all 3 cases, a big peak at around 460 ◦C is
visible together with a smaller peak at 300 ◦C. Both peaks are overlapping, therefore
two single peaks have to be fitted to the TDS spectrum to give the original shape
and position of both peaks. An example image for these two fitted peaks is shown
in figure 51. To find out the desorption energies of the trapping sites, the peak area
Figure 51: Two Voigt-shaped peaks fitted to the TDS spectrum for the case of pure
deuterium exposure
method as described in section 3.5 is used. The calculated desorption energies are
shown in table 4. The numbers indicate a small decrease of the desorption energy for
the low temperature peak, and a small increase of the desorption energy for the high
temperature peak. This indicates a change in the type of trapping sites. However,
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plasma exposure ED (P1) ED (P2)
100 % D 0.76± 0.13 eV 0.52± 0.12 eV
99 % D + 1 % He 0.62± 0.15 eV 0.87± 0.18 eV
95 % D + 5 % He 0.55± 0.13 eV 0.76± 0.17 eV
Table 4: Calculated desorption energies for peak 1 and peak 2 from figure 51
it has to be taken into account that this method gives the desorption energy, and
not the actual trapping energy, which would determine the type of trapping sites.
The desorption energy is the sum of the energies required to detrap the deuterium,
and recombine it at the surface. If the surface does not change, this can be assumed
to be constant. But as the results of section 4.2.1 have shown, the surface of the
tungsten samples changes in that helium nanobubbles are formed in the first 20 nm
below the surface. These structures may influence the recombination on the surface,
and therefore alter the desorption energies. Another explanation for the changing
desorption energies is the sensitivity of the calculation on the peak shape:
ED =
mkBT1T2
T1 − T2 ln
(
N2
N1
)
(27)
Equation (27) shows that the method is especially sensitive to the temperature
values. If the peak fitting exhibits an error in the peak position or width, the
calculated desorption energies are not accurate. Especially for strongly overlapping
peaks, as they are found here (figure 51), the peak fitting might be prone to such
errors. In total, it has to be concluded that despite the (small) changes in the
calculated desorption energies, the type of trapping sites is not changing. More
precisely, the helium impurities do not cause additional trapping of deuterium in
tungsten. This is also backed up by the decreasing total retention of deuterium.
In figure 52, the results of the TDS measurements for exposures to a deuterium
plasma with argon impurities are shown. The integration of the TDS spectra reveals
that the total deuterium retention (table 5) increases when argon impurities are
present in the plasma. Unlike for the exposures with helium impurities, the shape of
the TDS spectra in figure 52 is changing with the addition of argon impurities to the
plasma. The additional peaks indicate that the argon exposure causes additional
trapping sites, and that deuterium is permanently trapped in these newly formed
trapping sites. This is in contrast to the picture of the helium nanobubbles, where
almost no permanent trapping is assumed due to surface recombination losses in the
porous structure of the helium nanobubbles.
When comparing the TDS spectra for 4 % and 8 %, it is obvious that the shape
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Figure 52: TDS spectra with different amounts of argon impurities during exposure
changes from additional peaks at temperatures below the main peak at 390 ◦C to
additional peaks at temperatures above 390 ◦C. This behavouir is not intuitive as
it is not easily understandable why an increase in the argon concentration leads
to the formation of different types of trapping sites. However, the result matches
the findings for the surface morphology: Whlie the surface exposed to 4 % argon
impurities still exhibits a surface roughness similar to the exposure with a pure
deuterium plasma, the surface exposed to 8 % argon impurities appears very smooth.
These differences in the surface structures might be reflected in the change of the
TDS spectra shape.
The surface morphology also shows the appearance of blisters for the case of 8 %
argon impurities. If it is presumed that these blisters are not hidden by the surface
roughness for the cases of 0 or 4 % argon impurities, but actually only appear for
the case of 8 % argon impurities, the blisters could be related to the TDS spectrum
shape. Because deuterium in blisters has a different trapping energy than in other
traps, the additional peak at 430 ◦C could be caused by the release of deuterium
trapped in the blisters. The assumption that the blisters are only appearing in
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plasma exposure deuterium fluence deuterium retention
100 % D 1.0± 0.1 · 1026 m−2 3.8± 0.5 · 1020 m−2
96 % D + 4 % Ar 1.0± 0.1 · 1026 m−2 4.3± 0.7 · 1020 m−2
92 % D + 8 % Ar 1.0± 0.1 · 1026 m−2 5.0± 0.7 · 1020 m−2
Table 5: Deuterium retention in tungsten samples exposed to deuterium plasmas
with helium impurities
the case of 8 % argon impurities is not unreasonable: The blisters are an effect of
increased deuterium retention. Voids are trapping more and more deuterium, and
the increased pressure leads to an expansion which causes blisters. Eventually, the
measured 5.0 · 1020 m−2 of total deuterium retention are the onset of deuterium
retention which is able produce blisters, and the lower deuterium retention for the
other cases is not enough to cause blisters.
4.2.3 Deuterium retention with variation of ion fluence
In this section, the results of the sample exposures with a variation of the deuterium
fluence are given. After the results of the previous section have shown that helium
reduces the deuterium content, while argon even increases it, the question arises if
the advantageous decrease of deuterium retention due to helium changes with the
fluence.
To answer this question, tungsten samples are exposed to a deuterium plasma with
5 % helium impurities or to a pure deuterium plasma, under variation of the total
deuterium fluence to the sample. All other exposure paremeters are kept constant.
The different fluences are realized by different exposure times. The resulting upper
and lower limits are in the range between 1.0 · 1024 m−2 to 2.0 · 1026 m−2. Lower
fluences are not possible because the resulting exposure times would be in the range
of only a few seconds. Higher fluences are limited by the operation time of PSI-2.
Figure 53 shows the results of the exposures. As the results show, the fluence depen-
dency is similar for both cases. The linear fit gives the scaling between the fluence
Γ and the total retention R as R ∝ Γ0.35±0.1 for the pure deuterium exposure, and
R ∝ Γ0.4±0.1 for the exposure with 5 % helium impurities. With both scalings being
similar, there is no detectable effect of the fluence on the reduction of deuterium
retention by helium, like a possible saturation effect at higher fluences. As men-
tioned in section 2.2, literature shows that a saturation does not occur with sample
temperatures above 500 K, while a saturation of the deuterium retention is observed
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Figure 53: Deuterium retention in dependence of the deuterium fluence to the target
with and without helium impurities
at fluences above 1 · 1023 m−2 when the sample is at room temperature. The results
from figure 53 show that at 380 K sample temperature, also no saturation at fluences
above 1 ·1023 m−2 is observed. But the retention might begin to saturate, or at least
rise slower, at fluences above 5 · 1025 m−2. However, for a definite statement on the
saturation, datapoints at even higher fluences would be required.
These results are very important for the comparison with the diffusion modelling,
which is shown in section 5. Here, the modelling can be benchmarked to show that
the results confirm with the experimental results.
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4.3 Studies of deuterium retention and erosion of aluminium
and beryllium
In addition to tungsten also some other materials and elements, which are used
in fusion reactors, are investigated regarding the deuterium retention. One of these
elements is beryllium, as the proposed first-wall element of ITER. However, the toxi-
city of beryllium dust impedes studies in most of the existing plasma-wall-interaction
experiments. Only few experiments like PISCES-B, a linear plasma device at the
University San Diego, USA, are capable of handling beryllium. For this reason, some
elements with properties similar to beryllium were selected as a proxy material for
plasma-wall-interaction studies in machines which cannot handle beryllium. The
following chapter is about aluminium samples exposed to a deuterium plasma with
impurities in PSI-2. Although aluminium with its melting point of 660 ◦C is no
candidate for a fusion reactor wall material, there have already been some experi-
ments of the plasma-wall-interaction properties of aluminium in the scope of fusion
research. This is due to some similarities of metals like aluminium or magnesium
to beryllium. Aluminium has some similarities regarding its chemical properties
because of its comparable electronegativity [67]. This leads to the formation of
comparable hydrides and oxides. But on the other hand, many physical properties
are different, like the density, melting point or crystal structure. The purpose of
the experiments is to check how the differences in physical properties influence the
behaviour regarding surface modifications, sputter yields and deuterium retention.
While such tests were already performed for exposure to a pure deuterium plasma,
the specific topic here is again the influence of plasma impurities. The comparison
with beryllium is done with the help of results from experiments at PISCES-B [68].
There, experiments with beryllium samples exposed to a pure deuterium plasma and
mixed deuterium + helium/argon plasmas were performed. The plasma parameters
in PISCES-B are very similar to the parameters reached at PSI-2.
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Figure 54: Aluminium sample
For the experiments in PSI-2, exposures with
variation in the impurity type (helium or ar-
gon) and the impurity concentration (0-100 %)
were conducted. Naturally the experiments with
100 % impurity concentration, in other words
a pure helium or argon plasma, give no infor-
mation on deuterium retention, but are refer-
ence measurements for the influence of the im-
purities on the surface modification and sputter
yields.
Other factors which were kept constant are the
sample type (polished aluminium samples for
the side manipulator, size 13x13x2 mm, see fig-
ure 54, outgassed at 500 ◦C), exposure temperature (380 K) and deuterium ion flux
and fluence (for mixed plasmas, Φ = 1022 m−2s−1 and Γ = 1026 m−2). The exact
exposure conditions for each sample are given in table 6. The samples were then ex-
no. plasma ne/m
−3 Te/eV Φi/m−2s−1 ΓD/m−2 TS/K
Al-1 D 1.0 · 1018 11 1.2 · 1022 1.0 · 1026 380
Al-3 D + 4 % Ar 1 · 1018 11 1.0 · 1022 1.0 · 1026 380
Al-4 D + 8 % Ar 8.0 · 1017 8 1.0 · 1022 1.0 · 1026 380
Al-10 D + 15 % Ar 1.5 · 1018 5 4.8 · 1021 1.0 · 1026 380
Al-13 Ar 5.5 · 1018 3.5 8.5 · 1021 1.0 · 1026(Ar) 380
Al-7 D + 1 % He 1.5 · 1018 10 1.1 · 1022 1.0 · 1026 380
Al-8 D + 5 % He 1.5 · 1018 10 1.1 · 1022 1.0 · 1026 380
Al-12 D + 15 % He 1.6 · 1018 10 1.2 · 1022 1.0 · 1026 380
Al-5 He 1.5 · 1018 15 1.4 · 1022 1.0 · 1026 (He) 380
Table 6: Exposure parameters of all aluminium samples
amined regarding the surface structure (by scanning electron microscope imaging),
weight loss (for sputter yield calculations) and deuterium retention (by thermal des-
orption spectroscopy) (in this order). The results of the measurements are discussed
and compared with PISCES-B results for beryllium in the next sections.
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4.3.1 Surface modifications
In this section, scanning electron microscope images of the aluminium samples prior
and after the various exposures are presented and discussed. The samples were
polished and outgassed at 500 ◦C before the exposure to the plasma. Aluminium,
as a relatively soft metal, is difficult to polish, and with contact to air, it forms
an oxide layer which can be a few nm up to 100 nm thick. On the other hand,
the surface preparation of aluminium is not as important as for tungsten, as it is
demonstrated in figure 55: The unexposed aluminium sample shows some scratches
Figure 55: Aluminium sample surface before (a,b) and after (c) exposure to pure
deuterium plasma
in the low magnification (a). The higher magnification (b) confirms that the pol-
ishing has provided a flat surface, but with many small scratches and edges on the
nm-scale still present. Compared with the surface after exposure (c), it is clearly
visible that the surface structure has changed. This proofs that a larger thickness
of the material was eroded during exposure than the characteristic size of the initial
surface structures. The complete erosion of the first surface is confirmed by the
weight loss measurements, which implies that about 1 µm of the surface are eroded
during the plasma exposure (see section 4.3.2). Therefore, scratches on the surface
are no concern for the further investigation of the surface morphology.
In all images of this section, the surface is observed under an angle of 45◦ to the
surface normal. Because of this, some areas in the edges of the images appear un-
sharp. The tilted sample position is required for observing certain surface structures.
Figure 56 compares the surface structures on aluminium and beryllium samples af-
ter exposure to a deuterium plasma. The surface has a grass-like structure on both
materials. This identical behaviour of aluminium and beryllium was also already
confirmed by aluminium exposures at PISCES-B [68]. There are two different expla-
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Figure 56: Beryllium (a) [68] and aluminium sample (b,c) after exposure to pure
deuterium plasma
nations for this surface morphology. One possibility is the presence of impurities in
the sample, which could be less efficiently sputtered than the actual sample material.
If these impurities are are present in nm-sized spots on the surface, the could sup-
press the erosion of the sample material below them, and therefore form grass-like
structures. The other possible reason can be the angular dependence of sputtering
yields. Since the surface is never perfectly flat, plasma ions hit some parts of the
surface under an shallower angle than the standard incident angle normal to the
surface. It is known that the sputtering yield can be increased if the incident ions
are not hitting the surface perpendicular, but under a shallow angle. If the maxi-
mum sputtering yield is reached for very shallow angles, small surface irregularities
can be "amplified" by the sputtering process, since the material is preferentially
eroded in these regions. This is also the explanation given for the experiments at
PISCES-B [69], and it is backed up by model calculations [70].
In the following parts of this section, first some further experimental results for the
aluminium surface structure and comparisons to results with beryllium are given.
Then, the possible causes for the observed surface morphology, which were men-
tioned above, are discussed in detail.
Influence of plasma impurities
Figure 57 shows the aluminium exposures at PSI-2 with increasing argon impurities
in the deuterium plasma. The argon concentrations given are always the impurity
ion concentration, calculated with the method shown in section 4.1.5. It is clearly
visible that argon has a great impact on the surface morphology. With only small
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Figure 57: Aluminium samples after exposure with different argon impurity concen-
trations (all same magnification)
amounts of argon, the grass-like structure disappears and is replaced by a smoother,
but slightly porous surface. With increasing argon impurity concentration, the pore
size increases and also bigger structures, like the cone visible in the 15 % impurity
case, appear. These cones can be up to 5 µm high and therefore suggest a surface
erosion of at least this depth. This is also confirmed by higher sputtering yields
compared to the case with pure deuterium plasma, as it is later discussed in sec-
tion 4.3.2.
A look at the surface with higher magnification reveals small spots, as seen in
Figure 58: Aluminium sample after exposure to deuterium plasma with 6 % argon
impurity
figure 58. The magnification being comparable to the high magnification picture of
the pure deuterium exposure (figure 55) suggests that these points could be impu-
rities in the material and act as the origins of the single grass-like structures. The
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structures are just not developing under the presence of argon.
The comparison with the beryllium exposures to a mixed deuterium + argon plasma
Figure 59: Beryllium samples after exposure with different argon impurity concen-
trations (all same magnification) [68]
at PISCES-B shows a similar suppression of the grass-like structure, but with differ-
ent surface morphologies produced by the argon impurity. In figure 59, the surface
morphology on beryllium with a low argon concentration exposure still has a coarse
uneven structure. With higher argon concentrations, the surface gets flatter. There
are no open pores or big cones visible, as it was the case with aluminium.
Figure 60 shows aluminium and beryllium samples after exposure to a pure argon
Figure 60: Aluminium (a) and beryllium (b) samples after exposure with pure argon
plasma (all same magnification) [68]
plasma. Here, a smooth surface is visible for beryllium with a very low surface
roughness. On the other hand, aluminium shows a smooth surface, which is inter-
rupted by big cone structures.
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The last image (figure 61) shows the surface morphology on aluminium for an ex-
posure with helium plasma impurities. It is evident that there is no clear change in
Figure 61: Aluminium samples after exposure with different helium impurity con-
centrations and pure helium plasma (100 %)
the surface morphology with helium impurities. Even for the pure helium exposure,
the grass-like structure is still existing. The only visible difference is the change in
the size of the structure: The thickness of the grass-like structures is increasing with
increasing helium concentration. At PISCES-B, similar exposures were performed
for beryllium samples to a pure deuterium and a pure helium plasma [69]. The
results are similar in that also helium induces the grass-like structure on beryllium,
but with an increasing thickness of the single structures.
Causes for the development and suppression of the grass-like structure
To recap the results and explain the observed variation in surface morphology, one
has to find out the reason for the development of the grass-like structure and its
suppression by argon impurities. One explanation could be the presence of impurities
in the sample material. Table 7 gives some sputter yields for aluminium, beryllium
and probable impurities in the samples [71]. The difference in the sputtering yield
for pure aluminium with deuterium or argon is only by a factor of two. This implies
that the distinct change in surface morphology even with very little argon impurities
is not originating from the difference in the sputtering yield for aluminium. This gets
even more obvious when looking at beryllium, where the surface morphology changes
in a similar way, but the sputtering yield for beryllium is much smaller with argon
than with deuterium. Also, helium shows a higher sputtering yield than deuterium
or argon for both materials, despite the surface morphology staying constant. That is
why the variation in the sputter yields for aluminium alone cannot explain the change
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D Ar He
Al 0.004 0.008 0.018
Be 0.014 <0.001 0.029
Cu <0.001 0.075 0.006
Si <0.001 <0.001 0.004
Fe <0.001 0.022 0.002
Table 7: Sputtering yields on Al, Be and some Al impurities for 40 eV incident ions
in the surface morphology. If one looks at possible impurities which could be present
in aluminium, comparing the sputtering yields by deuterium for these materials
reveals that their yields are much lower than the yields for aluminium or beryllium.
On the other hand, the sputtering yield of argon is bigger for copper and iron than
for aluminium and beryllium. This implies that argon impurities in a deuterium
plasma could lead to a notable increase in the erosion of potential impurities in the
target material. In contrast, helium is showing a similar behaviour like deuterium for
the sputter yields on the different materials, and consequently shows a very similar
surface morphology for deuterium plasmas with helium impurities.
Another explanation is the the angular dependency of sputtering yields for different
incident ion species [69], which can cause the formation of the grass-like structure.
It has been shown also by TRIM calculations [72] that the sputter yields have their
maximum value not for an incident angle perpendicular to the surface, but for a
more shallow incident angle. If the incident angle gets very shallow (closer to 90◦),
a greater amount of incident particles will be reflected and cannot contribute to
sputtering. If the incident angle is small (up to the perpendicular case for 0◦ incident
angle), less particles are reflected, but the sputter yield is still not maximal. This
is because the momentum of the incident particle is directed into the surface. To
sputter a surface particle, the incident particle must cause a collision cascade which
converts its momentum into the surface to a momentum of a surface particle out of
the surface. This is more likely to happen for incident angles bigger than 0◦, because
the change of the direction of the momentum is getting smaller.
To calculate the optimal angle for maximum sputtering, a empirical formula for the
angular dependence of the sputter yields by Yamamura [70] is used for the beryllium
results [69]. The general formula is given in the following equation:
Y (Θ)
Y (0)
=
(
1
cos(Θ)
)f
· exp
[
−Σ
(
1
cos(Θ)
− 1
)]
(28)
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Here, Y (Θ) is the sputtering yield by ions with an incident angle Θ. Therefore the
result of equation (28) is the ratio of Y (Θ) over the sputtering yield with an inci-
dent angle perpendicular to the surface (Θ = 0). f and Σ are adjustable parameters
which are used to fit the empirical formula to experimental data. The calculation
of these values is described in reference [70] in detail. With the found dependencies
of these values on factors like the sublimation energy or mass ratio of the substrate
and impinging particles, one can apply the Yamamura formula to all elements. The
model also distinguishes between sputtering by heavy and light ions. Heavy ions are
supposed to sputter sample material by generating collision cascades in the sample
when they hit the surface. With light ions, the sputtering is mainly caused by colli-
sion cascades generated from ions which are entering the surface and backscattered
by the interior of the solid [73]. This difference has an influence especially for shal-
low incident angles and low ion energies.
Now the angular dependence of the sputtering yields is calculated for the cases
Figure 62: Relation between the angle of the grass-like structure (α) to the incident
angle (Θ)
which are discussed here. To find out if the optimal angle for sputtering has an
influence on the formation and shape of the grass-like structure, the results are
compared to the observed angles of the single grass structures, as shown in fig-
ure 62. Table 8 gives these experimental and theoretical values for beryllium as
given in reference [69]1. and for aluminium. The results show a correlation between
the optimal angle for sputtering and the angle of the grass-like structure. With an
increasing mass of the sputtering ion species, the angle of the grass-like structure
increases as well as the optimal angle for sputtering. However, the absolute values
are not in a very good agreement. Probably a better way to compare the measure-
ments with the model is not to find the angle for maximum sputtering yields, but
1The values given here are corrected. The original values in [69] are not correct due to an error
in the application of the Yamamura model [74]
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Be (model) Be (experiment) Al (model) Al (experiment)
Deuterium 72.6◦ 85.0◦ 69.9◦ 80.0◦
Helium 61.9◦ 80.5◦ 57.0◦ 72.5◦
Argon 53.6◦  46.3◦ 
Table 8: Calculated optimal angles (model) for sputtering vs. incident angle on the
grass-like structure (experiment)
Be (model) Be (experiment) Al (model) Al (experiment)
Deuterium 84.7◦ 85.0◦ 83.7◦ 80.0◦
Helium 80.1◦ 80.5◦ 78.0◦ 72.5◦
Argon 74.2◦  70.8◦ 
Table 9: Calculated angles for Y (Θ)/Y (0) = 0.5 (model) for sputtering vs. incident
angle on the grass-like structure (experiment)
the angle for a sputtering yield of a certain threshold value, for example 50% of the
normal sputtering yield Y (0). This could be interpreted as an angle at which the
structures on the surface are less effectively eroded, while structures with smaller
angles are preferentially eroded until they also reach the threshold angle. Therefore
the resulting surface structure after the exposure is the grass-like structure with the
threshold angle as its "steepness". The comparison of the angles is given in table 9.
The results show that the calculated angles for Y (Θ)/Y (0) = 0.5 are much closer to
the measured angles on the surface of the samples. Still, these calculations do not
clearly explain the suppression of the grass-like structure for sputtering by argon,
as the calculated angles are not very different to the calculated angles for helium.
The plot of the angular dependence of the sputtering yields in figure 63 gives a more
complete picture. The peak for the maximum sputtering yield is broader and has
a lower amplitude for argon in comparison to helium or deuterium. Obviously, a
certain increase between the maximum sputtering yield at the optimal angle and the
sputtering yield at 0◦ incident angle is required for the formation of the grass-like
structure. However, the plot also shows that the angular dependence of the sput-
tering yield for helium on aluminium is similar to the one for argon on beryllium.
This suggests that not only the angular dependence of the sputtering yields is re-
sponsible for the suppression of the grass-like structure. An additional reason for
the suppression might be the the high mass of argon, which could lead to a stronger
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Figure 63: Angular dependence of the sputtering yields of deuterium, helium and
argon on aluminium and beryllium
erosion of the tips of the grass structures. As mentioned earlier in this section, the
sputtering mechanisms differ between light and heavy elements, and fine structures
might be more prone to erosion by heavy elements. But to confirm this reason,
more advanced TRIM simulations, with a 3-dimensional surface structure, would be
required. Impurities in the aluminium sample, as mentioned in the first part of this
section, could also play a role in the suppression of the grass-like structure by argon.
However, a conclusion on the comparability between beryllium and aluminium can
still be drawn: As the experimental results have shown, the surface morphologies
of beryllium and aluminium are comparable regarding the formation of grass-like
structures. The structures are formed when the samples are exposed to deuterium
or helium plasma, and are suppressed by argon, with just a small amount of argon
impurities in the plasma sufficient for the suppression of the structures.
4.3.2 Sputter yields
For the aluminium samples, it has been found that the surface morphology and
sputtering yields have a significant dependence on each other. In this section, the
measurements for the sputter yields are presented and compared to numerical cal-
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culations by the model SDTrimSP 5.00 [75]. The sputter yields where measured
by weight loss of the aluminium samples. Figure 64 shows the results for all expo-
sures in one plot. The plot shows that there is a notable increase in the sputtering
Figure 64: Sputter yields for exposures of aluminium and beryllium to deuterium
plasmas with different impurities
yield with even small concentrations of argon impurities compared to the case with
pure deuterium plasma. On the other hand, the sputter yield does not increase
significantly for the cases of low concentrations of helium as a impurity. This is in
contrast to the simulated values for the sputter yields given in the previous section.
It is most obvious for the beryllium exposures, where the measured sputter yields
rise, although the simulated sputter yields are much lower for argon on beryllium
than for deuterium on beryllium. Therefore the total erosion has to be influenced by
additional factors. As stated in the previous section, it is believed that impurities in
the samples have lower sputter yields than the aluminium and beryllium. If argon is
present as a plasma impurity, these sample impurities are sputtered more efficiently.
But these sample impurities are only present as traces, and cannot be responsible
for a rise in the total amount of sputter yields by factors of 5 to 10. However,
the plasma impurities are also responsible for the surface morphology. The surface
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morphology is supposed to be the main influence on the total erosion in this case:
Figure 65 shows a simple model of the sample surface with a grass like structure
and wit a flat structure.
As it is pictured in this drawing, the effective erosion is much lower for the grass-
Figure 65: Erosion at a surface with grass-like structures and at a flat surface
like structure, because particles which are eroded on the sides of the structures, are
easily redeposited on the protruding surface. On the flat surface, there a no such
obstacles and the effective erosion is much higher.
This model is consistent with the measurements in figure 64: When the grass-like
structure is present, like for the pure deuterium exposure or the exposures with
helium impurities, the sputter yield stays low. But with argon as the impurity, the
sputter yields rise. One exception is the case for the pure helium plasma. Here the
sputter yield is very high, despite the presence of the grass-like structure. A possible
explanation is the significantly higher sputter yield for helium on aluminium (com-
pared to deuterium or argon). Probably for this case, the increased erosion due to
the higher theoretical sputter yield exceeds the decreased erosion due to the grass-
like structure. Also this aspect will be treated in the next figure: In figure 66, the the
theoretical values calculated with the TRIM code [75] for sputtering by deuterium,
helium and argon are given. For these calculations, the ion impact energy is set to a
mono energetic (which is valid due to the majority of the ion energy resulting from
the bias voltage) value of 40 eV. The impact angle is perpendicular to the surface,
and the composition of the impinging ions was set according to the measurements
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for the plasma impurity concentrations (section 4.1.5). The plot shows that for a
Figure 66: Sputtering yields by TRIM calculations for exposures of aluminium and
beryllium to deuterium plasmas with different impurities
pure deuterium exposure, the measured sputter yields are lower than the predicted
values by a factor of 10. With the addition of argon to the plasma, the measured
sputter yields get much closer to the calculated values, especially for the aluminium
samples. With an argon impurity concentration of 8 %, the measured sputter yield
is already at 70 % of the predicted value. The data points for the beryllium samples
show the same tendency, but the increase of the ratio is not so steep, reaching only
30 % for an impurity concentration of 10 %.
For the case of helium, the ratio stays at a low level for low impurity concentra-
tions, with only a shallow increase even up to the case of a pure helium plasma.
Remembering the data from figure 64, the measured sputter yield may be very high
for the pure helium case, but this was also predicted by TRIM, as figure 66 shows.
Therefore the grass-like structure, which is also visible for the pure helium exposure,
still has the impact of reducing the sputtering yield even at high absolute sputter
yields.
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4.3.3 Deuterium retention
In the third part of the aluminium sample analysis, the deuterium retention of the
aluminium samples is investigated. The aluminium samples were outgassed with a
heating ramp of 0.6 K/s up to a temperature of 770 K. The data of the beryllium
samples was provided by the TDS system at PISCES-B. To confirm the comparabil-
ity of both systems, two aluminium samples were exposed at the same conditions at
PSI-2 and outgassed, one in the local TDS system, the other one in the PISCES-B
TDS system. The plasma exposure parameters are given in table 10: The resulting
no. gas PD ne Te Φi Γi TS
Al-1 D 9.8 kW 1 · 1018 m−3 11 eV 1.2 · 1022 m−2s−1 1 · 1026 m−2 380 K
Al-2 D 9.8 kW 1.1 · 1018 m−3 11 eV 1 · 1022 m−2s−1 1 · 1026 m−2 380 K
Table 10: Exposure parameters of samples Al-1 and Al-2
TDS spectra of both samples are given in figure 67. The shape and peak value of
Figure 67: TDS spectra of aluminium samples Al-1 (black) and Al-2 (red) measured
with the TDS systems at FZJ-IEK4 and UCSD respectively
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the two TDS spectra are nearly identical, indicating a good agreement of both TDS
systems. The shape of the spectra shows a steep decrease of the deuterium release
at 770 K. This is solely an effect of the plotting versus temperature, because the
heating ramp only goes up to a maximum temperature 500 ◦C. The ramp is stopped
at this point to have some safety margin before the sample starts melting (melting
point of aluminium = 660 ◦C). Hence all data points, after the maximum temper-
ature is reached, are plotted at T = 780 K. This is no issue for the calculation of
the total deuterium retention, because this is done by integration over time, which
is not affected by the heating ramp, assuming that there are no deuterium traps
which need temperatures over 500 ◦C for detrapping. But for the evaluation of the
temperature spectra, for example for the calculation of trapping energies, this part
of the TDS spectrum must not be used. Figure 68 shows the TDS spectra for the
Figure 68: TDS spectra of aluminium samples exposed to deuterium plasma with
different ratios of Ar or He impurities
aluminium sample exposures at PSI-2 regarding the variation of plasma impurity
type and concentration. It is clearly visible that argon has no influence on the to-
tal deuterium retention, while helium leads to a decrease in deuterium retention.
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no. impurity D retention Etrap
Al-1 0 % 2.45± 0.25 · 1021 m−2 2.16± 0.32 eV
Al-3 4 % Ar 2.26± 0.23 · 1021 m−2 1.37± 0.35 eV
Al-4 8 % Ar 2.71± 0.31 · 1021 m−2 2.45± 0.41 eV
Al-10 15 % Ar 2.09± 0.30 · 1021 m−2 1.05± 0.42 eV
Al-7 1 % He 1.69± 0.28 · 1021 m−2 2.47± 0.31 eV
Al-8 5 % He 7.32± 0.25 · 1020 m−2 2.57± 0.32 eV
Table 11: Deuterium retention and trapping energies with different impurities
Besides the case of 15 % argon impurity, where there are some minor changes in
the peak shape at the rising edge, all peaks show the same shape. In table 11, the
results for the total retention and trapping energy are given. The trapping energies
where calculated with the peak area method described in section 3.5. The trapping
energy remains constant within the error margins. With argon, the total deuterium
retention stays at a constant level. The trapping energy varies, but it is not clear if
this is an definitive effect of a change in the trapping site type, or also an influence
of the bigger errors du to the TDS spectra limit to 780 K.
The results imply that helium as a plasma impurity reduces the total deuterium
retention. Because the shape of the TDS spectra are similar and the trapping ener-
gies are relatively constant, it can be assumed that helium impurities do not change
the type of the trapping sites for deuterium. These effects were already discussed in
section 4.2.2 in this work. Now the TDS spectra are directly compared to the cor-
responding beryllium exposures in PISCES-B. In figure 69, the TDS spectra of the
beryllium samples are plotted. The TDS spectrum for the pure deuterium plasma
exposure shows a very distinct peak at 500 K. This peak is caused by a supersat-
uration of deuterium in beryllium at high fluences [76]. In the cited publication
it was shown that for low fluences (Γi ≤ 1021 m−2) deuterium trapping occurs at
normal trapping sites with trapping energies at around 2 eV. This corresponds to a
peak in the TDS spectrum at higher temperatures. This high temperature peak is
hardly visible, but still present also in figure 69. If the fluence increases, a peak with
lower trapping energy at around 500 K, as it is clearly visible in figure 69. This is
explained in [76] by nanoscaled structural modifications due to the supersaturation
of deuterium in beryllium. These modifications then bind the excess deuterium with
a lower trapping energy.
With the addition of argon impurities, the single supersaturation peak splits into
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Figure 69: TDS spectra of beryllium exposures in PISCES-B with argon impuri-
ties [68]
two peaks, and the total amount of retained deuterium is decreased. The small peak
at 750 K seems not to be affected by the argon impurities. It is assumed in [68] that
the argon impurities influence the formation of the supersaturation binding states,
and also reduce the total retention by ion-induced desorption.
The comparison of the results shows that the deuterium retention in beryllium at
fusion-relevant fluences is dominated by supersaturation binding states, which are
not present in the aluminium samples. Also, argon impurities distinctly influence
the deuterium retention in those supersaturation binding states, while it does not
influence the deuterium retention in aluminium. The conclusion of these findings
is that aluminium is no suitable proxy material for beryllium with respect to hy-
drogen retention experiments. However, the results for the deuterium retention in
aluminium can still be used for the interpretation of the results of the beryllium ex-
posures. One possible explanation for the reduced deuterium retention in beryllium
with argon impurities in the plasma is the reduction in the surface area by the sup-
pression of the grass-like structure on the surface. The reduced surface area might
simply provide less space for the deuterium to be trapped. But as the aluminium ex-
periments showed, the reduction of the surface area did not decrease the deuterium
retention in aluminium. This implies that also for beryllium, the reduced surface
area by the suppression of the grass-like structures is not causing the reduction in
the deuterium retention.
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5 Modelling of deuterium diffusion in metals
Within the scope of this thesis, a diffusion model was developed. The aim of this
model is to show the effects of helium or argon impurities in the deuterium plasma on
the deuterium retention in tungsten. The results of this model can be compared to
results of experiments presented in this work (total deuterium retention and surface
modifications) as well as literature data like the implantation depth of deuterium.
In contrast to models like TMAP [77] or CRDS [78], the model only focuses on the
implantation and diffusion of deuterium, and not on the release of deuterium for
example by TDS. Also, the trapping of deuterium is implemented by a local change
of the diffusivity, with the one exception of trapping by helium in an additional
trapping site profile. The model can only treat low-temperature sample exposures,
where no thermal detrapping during the exposure can occur. While this is a more
simple approach, it has to be noted that also codes like CRDS cannot directly
simulate trapping sites and damages on a bigger scale than vacancies, like the porous
structure by helium nanobubbles investigated here. Therefore, more complicated
models would give no advantage in modelling the effects of helium nanobubbles on
the deuterium retention.
The general purpose of this approach is to represent the deuterium diffusion in
the most simple way, and then to implement the proposed effects of helium or
argon impurities on the formation of additional trapping sites. The model uses
free parameters for this implementation and can therefore not provide ab-initio
calculations on the deuterium retention and helium/argon effects on the retention.
First, the free parameters have to be matched in a way that the simulation results
are comparable to particular experimental results, like the total retention and the
reduction factor of the deuterium retention with helium impurities. But after this,
single free parameters can be varied to test the influence of this single parameter.
With these trends found by the model, predictions on the influence of certain factors
on the deuterium retention, like the helium nanobubble layer thickness or the fluence,
can be given. The central result of the diffusion model are one-dimensional density
depth profiles of gas species in tungsten. The particles of density u diffuse according
to the diffusion equation
∂u
∂t
=
∂
∂x
(
D(u)
∂u
∂x
)
+R(u) (29)
with D(u) as the local diffusivity. R(u) represents the reaction part with terms like
the particle influx or loss, which are described later. The local dependence of the
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diffusivity on the concentration u(x) is a simple way to implement the trapping of
deuterium in tungsten. As pointed out in earlier works [7], the diffusivity of hy-
drogen in tungsten at low temperatures is smaller than the calculated Frauenfelder
diffusion [12]. This is attributed to trapping sites in tungsten, which slow down the
diffusion process and therefore reduce the effective diffusivity. Since the Frauenfelder
diffusion is derived from experiments with high sample temperature (> 1000 K), it
is not affected by trapping effects, as deuterium in tungsten at this temperature
has enough energy to stay untrapped. Hence, the trapping is implemented into the
diffusion model as follows: First, the base diffusivity is set to a value some orders of
magnitudes lower than the Frauenfelder diffusion. Then, the diffusion coefficient is
set to increase linearly with the local deuterium density. This can be interpreted as
a saturation of trapping sites, which lowers the effective density of trapping sites in
the material and therefore increases the effective diffusion towards the Frauenfelder
diffusion. Such a saturation of trapping sites can be assumed because modelling re-
sults of the hydrogen behaviour in tungsten have shown that the trapping energy of
a vacancy decreases with an increasing number of hydrogen atoms already trapped
at this vacancy [79]. This results in a certain maximum number of hydrogen atoms
which can be trapped in a single trapping site. Of course this number might be
exceeded in reality, for example by the formation of voids or blisters, which are able
to trap a much higher number of hydrogen atoms or molecules. The formation of
such blisters is not included in this model.
Other models like TMAP implement the trapping directly by a trapping-detrapping
reaction in the reaction term R(u) and a fixed diffusivity for the mobile concen-
tration u [80]. This incorporates the values for trapping site densities and trapping
energies, which are required for the interpretation of TDS spectra with TMAP mod-
elling. But as mentioned in the first paragraph of this section, the aim of the present
model is to reproduce experimental results for the total retention and diffusion depth
and profiles (when no impurities are present). As the results will show later, this is
also possible with the more simple implementation without explicit trapping.
Of course, the actual value of the diffusion coefficient is difficult to measure and
is also strongly dependent on the micro structure of the specific tungsten sample.
Therefore, correct values for the base diffusivity and the increase of the diffusivity
with the deuterium concentration are not chosen from literature or experimentally
measured. Instead, the diffusivity is set to a value at which the simulation can
reproduce the typical depth distribution of hydrogen in tungsten found in the liter-
ature. Here, results from [13, 81, 82] are used. The experimental results show a big
scatter when the depth distribution of hydrogen is related to the total fluence, due
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to variations of some orders of magnitude in the deuterium ion flux. As described
in [15], with high deuterium flux, the deuterium concentration in the top surface of
the samples will quickly rise to saturation, leading to higher surface losses. With
low fluxes, a higher fraction of deuterium has enough time to diffuse into deeper
regions of the samples, instead of recombining on the surface. This implies that the
diffusion depth is actually depending on the exposure time of the sample, as it is
also stated in the diffusion length derived from Fick's law, l = 2
√
Dτ [83], with l
as the diffusion length and τ as the time. When the diffusion depth from the ex-
periments is plotted against their exposure time, this square-root dependency of the
diffusion depth on the time is found, as shown in figure 70. In this graph, the depth
Figure 70: Calculated diffusion depth in comparison to experimental results from
literature for deuterium in tungsten([13, 81, 82])
where the deuterium concentration reaches 1% of the deuterium retention on the
top surface is plotted against the exposure time. The trend can be reproduced with
the simulation when a diffusivity of 1 · 10−18 m2/s and an increase to 1 · 10−16 m2/s
is used.
R(u) contains the source and loss channels for deuterium. In this model, it consists
of 2 parts: First, the input of deuterium into the sample. The depth profile of the
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deuterium input is chosen to be one half of a Gaussian profile, with the peak at
the surface of the sample. For the low energy exposures investigated in this work,
the full width at half maximum is typically very shallow (a few nm) and depends
also on the gas species. The integrated flux profile is the total flux. In the simula-
tion, the flux represents the amount of deuterium which is actually penetrating the
tungsten surface. This may be less then the total flux coming from the plasma, as
deuterium can also be reflected on the surface. TRIM calculations give a reflection
coefficient of 70 % [18] for deuterium at tungsten with 40 eV ion energies and an
incident angle normal to the surface. But it has to be considered that the TRIM
model is not very accurately representing the reflection factor at these low energies.
TRIM uses a binary collison approximation, which is not valid anymore for such
low energies. Other experimental results from [84] indicate that the reflection co-
efficient could be much higher, causing only a very small fraction of the incident
ions actually penetrating the tungsten surface. In [84], it is assumed that this is
caused by a chemisorbed layer of deuterium on the tungsten surface, which occours
at low sample temperatures and shields the tungsten from the incident deuterium
ions. The effectivenes of this shielding depends on the incident ion energy. For
unbiased samples, the results from [84] show that only 10−3 to 10−5 percent of the
incident ions are pentarting the tungsten surface. For higher ion energies, the ratio
is higher because the higher energy allows more ions to pass the chemisobed layer.
The reduction factor for the ion flux in the simulation is set by comparing the total
deuterium retention from the exposures at PSI-2 (section 4.2) with the results of
the simulation at different reduction factors. It was found that for the exposures at
PSI-2 (with 40 eV ion energy), a reduction factor of 1.32 · 10−3 has to be applied on
the ion flux to get the right order of magnitude for the total deuterium retention.
This value fits between the results from [84] and the TRIM calculations.
The model does not take the dynamic retention effects into account. Dynamic re-
tention describes the release of deuterium directly after the exposure. It is mostly
connected to solute deuterium in the sample, which can diffuse to the surface and
leave the sample shortly after the exposure, while trapped deuterium stays in the
sample. Most of this release occurs in the first hour after the exposure [85], there-
fore the TDS measurements from this thesis and also from most of the literature
do not include this amount. The simulation does not distinguish between soluted
deuterium and deuterium trapped in ordinary trapping sites, but its parameters like
the diffusion coefficients and reflection factors are matched by comparison to TDS
results which are only including the trapped deuterium. This leads to an uncer-
tainty of the absolute value of these parameters. Eventually, the reflection factor
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mentioned in the previous paragraph is actually higher than 1.32 · 10−3, because
the discrepancy between the simulation result and the TDS result for the deuterium
retention is caused by the reduction due to dynamic retention. But the dynamic
retention would require a full trapping-detrapping reaction implementation into the
model [78]. As mentioned before, the aim of the simulation is not to reproduce or
predict absolute values for, in this case, the reflection factor, but to give a simple
representation of the diffusion of deuterium in tungsten. As a consequence, the dy-
namic retention is implemented only indirectly by a possibly higher reflection factor.
The second part of R(u) is the trapping of deuterium in helium nanobubbles. As
quoted in section 2.3, helium nanobubbles act as strong trapping sites for deuterium
in tungsten. To implement this effect into the simulation, a second deuterium profile
is introduced. This second profile does not diffuse in space but has a shape according
to the shape of the helium profile. The population of the second deuterium profile
is realized by a reaction in which deuterium flows from the original deuterium pro-
file to the second deuterium profile. The flux depends on the concentration in the
normal deuterium profile and the helium profile. The final deuterium concentration
in the second deuterium profile is reduced by another reaction, representing the loss
of trapped deuterium by recombination on the surface. A detailed interpretation of
the implementation of helium nanobubbles into the simulation system is given in
the next section 5.1.
Implementation in MATLAB
The following part of this section gives a short overview about the implementation
of the introduced features into a MATLAB [86] code. The complete source code can
be found in the appendix (section 7). In the first part of the program, the definition
of certain constants like the deuterium and helium flux, exposure time, size and size
steps of the integration volume, and reaction rate coefficients for trapping. Then
the main part follows, where the diffusion of the deuterium/helium is calculated and
the deuterium/helium influx and trapping in the helium nanobubbles is performed.
Periodically, the deuterium and helium profiles and the integrated amount of deu-
terium in the sample is saved to track the fluence dependency of the results. In
figure 71, a graphic overview of the simulation sequence is shown.
The orange and pink arrows represent transport (influx, diffusion, trapping or loss)
of helium or hydrogen. The red arrows indicate the influence of the local concentra-
tion of helium or deuterium on the diffusion and the trapping.
The numerical method used to solve the diffusion equation is the forward-time
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Figure 71: Scheme of the diffusion-calculation
central-space (FTCS) method [87]. As an explicit method, it is easy to implement,
because it calculates values for a point in time tn+1 only with known values at a time
tn. The basic equation for calculating the value for the concentration u(xi, tn+1) is:
un+1i = u
n
i +
D∆t
∆x2
(
uni+1 − 2uni + uni−1
)
+ ∆tR(uni ) (30)
with D as the diffusivity and ∆t and ∆x as the resolution in time and space. This
equation is only suitable if the diffusion coefficient is not dependent on u. With D
as a function of u, the first step of deriving (29) gives:
∂n
∂t
= D
∂2n
∂x2
+
∂D
∂x
∂n
∂x
(31)
Approximating these derivatives again with central differences in space and forward-
difference in time yields the following result [88]:
un+1i = u
n
i +
∆t
∆x2
(
Dni+1 +D
n
i
2
(
uni+1 − uni
)
+
Dni +D
n
i−1
2
(
uni−1 − uni
))
+ ∆tR(uni )
(32)
The FTCS method needs the following stability criteria to be fulfilled [87]:
D∆t
∆x2
≤ 0.5 (33)
This expression basically states that the maximum stable ∆t is the diffusion time
across one cell of the spacial grid with ∆x. As it is clearly visible, the temporal
resolution has to be very high if also a high spacial resolution is required. To save
computational time, the calculation is made with a variable temporal and spacial
resolution. The temporal resolution can be easily changed between the time steps.
But for the spatial resolution, equation (32) has to be changed again. For the
simulation, the spatial grid is divided into two parts: the first 50 nm are calculated
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with a high resolution of 1 nm per grid point. After 50 nm, the resolution decreases
with:
∆xi+1 = a ·∆xi, a = 1.07 (34)
With this variation of the spatial grid, the FTCS method itself and also the imple-
mentation of D(u) has to be adapted, because now the average diffusion coefficient
between x = i and x = i ± 1 has to be weighted to account for the different sizes
of each grid point. The adaptation of the FTCS for a variable space grid with a
constant diffusion coefficient yields the following equation [89]:
un+1i = u
n
i +D∆t
(
a · uni−1 − a · uni − uni + uni+1
0.5 · a(a+ 1)∆x2i
)
+ ∆tR(u) (35)
Here, the same 4 terms as in (32) can be recognized in the diffusion term of the
equation. Now D is replaced by D(u); the new diffusion coefficient between two
cells xi and xi+1 with ∆xi+1 = a ·∆xi is:
D′i = D
n
i +
Dni+1 −Dni
a+ 1
(36)
This gives the following result:
un+1i = u
n
i + ∆t
(
aD′i−1 · uni−1 − aD′i−1 · uni −D′i · uni +D′i · uni+1
0.5 · a(a+ 1)∆x2i
)
+ ∆tR(u) (37)
To validate equation (32), a test is performed for a diffusion calculation along a
uniform space grid (∆x = 10−9 m) and a space grid with a change in resolution as
described above. All other factors (diffusivity, influx, time) are kept constant. As
figure 72 shows, the calculated profiles are in agreement. This method of variable
size steps can save much computation time in cases where the particles are expected
to reach depths of several µm, but at the same time the shape of the profile of the
first few nm is of interest. With variable size steps, instead of having to calculate
the whole profile at high spacial resolution, the first nanometers can be calculated
with high resolution, while the remaining part of the profile is calculated with lower
resolution. As an example for the simulation results, figure 73 shows deuterium pro-
files for different fluences. The total deuterium retention is calculated by integrating
the profiles. The results show that the deuterium content and the diffusion depths
depend on the square root of the fluence, as it was also observed in experiments for
constant sample temperatures. The width of the space grid is adjusted to a value
which is always high enough so that no relevant deuterium concentration at the back
end of the space grid will occur. This represents a sample which is thick enough
to only exhibit surface losses at the front at the sample, and not at the back (no
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Figure 72: Calculated deuterium profile with constant and variable space grid steps
permeation).
In this model, the deuterium loss by recombination on the surface is not separately
calculated, but implemented by fixing the deuterium density at the surface (x = 0)
to zero. By that boundary condition, instant recombination of any deuterium at
the surface is assumed. This is feasible because the loss of deuterium at the sur-
face is assumed to be diffusion-limited, not recombination limited [90, 91]. This
can also be estimated by comparing the diffusion rate, RD = D · δuδx , with the re-
combination rate RR = KR · u2 [90]. If D = 1 · 10−16 m2s−1 is chosen for the
diffusion coefficient, δu
δx
= 10
26 m−3
2·10−9 m = 5 ·1034 m−4 for the concentration gradient, and
KR = 10
−31 m4s−1 as the worst case for the recombination rate coefficient reported
in [90], the recombination rate is still orders of magnitudes higher than the diffusion
rate (RD = 5 · 1018 m−2s−1, RR = 1.0 · 1021 m−2s−1). This makes the diffusion the
limiting process for the surface losses.
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Figure 73: Deuterium profiles in tungsten for a deuterium flux of 1022 m−2s−1 and
mean implantation depth of 2 nm
5.1 Influence of helium nanobubbles
As introduced before, the helium nanobubbles [17] are implemented as an additional
deuterium depth profile, called uD−He, which represents deuterium trapped in or at
helium nanobubbles in tungsten. The uD−He-profile is "filled" by deuterium from the
normal profile uD. As a consequence, there is a loss term in R(u) for the deuterium
profile:
RuD = fD(x)− C1 · uHe(x, t) · uD(x, t) (38)
fD(x) is the input flux profile of deuterium into the sample, and C1[m
3/s] is the rate
coefficient of the trapping of deuterium in the helium nanobubbles. The reaction
rate of this reaction can be roughly estimated as C1 = 〈σv〉 with the cross section
σ and the diffusion speed v. The cross section is represented by the square of the
lattice constant for tungsten, d = 0.316 nm, and the diffusion speed by the diffusion
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coefficient divided by the lattice constant v ∝ D/d, with D ≈ 1 · 10−16 m2s−1. The
result for the reaction rate is 〈σv〉 = 3 · 10−26 m3/s. This is in the same range
as usual trapping rate coefficients used in the CRDS code, if the smaller diffusion
coefficient in the present model is accounted for. In the estimation, the diffusion
speed is used instead of the thermal speed, because the diffusion speed represents
the thermal speed multiplied with the probability of the deuterium ion moving from
one interstitial site to the next, which defines the reaction rate coefficients instead
of the pure thermal speeds. For the profile uD−He, which represents the deuterium
trapped in helium nanobubbles, the loss term of uD is the source term:
RuD−He = C1 · uHe(x, t) · uD(x, t)− C2 · uHe(x, t) · uD−He(x, t) (39)
As equation (39) shows, there is also a loss term for R(uD−He). This represents the
loss of trapped deuterium to the surface due to the porous structure of the helium
nanobubbles [17]. This loss term is proportional to density of helium uHe and the
trapped deuterium in helium nanobubbles uD−He and has another rate coefficient
C2[m
3/s]. C2 is typically smaller than C1, due to the fact that helium in tungsten is
generally a strong trapping site for deuterium [25]. On the other hand, the loss of
deuterium due to the porous structure only occurs at high concentrations of helium,
which are required for the development of the helium nanobubbles and the porous
structure. At the low sample temperatures treated in the model, there is no reaction
which transfers deuterium from uD−He back to uD. Instead, all deuterium which is
removed from uD−He is considered lost to the surface because of the porous structure
of the helium nanobubbles at high helium densities.
The profile uD−He is not diffusing (DuD−He = 0), as this profile should only be
existing where also the helium nanobubbles (uHe) are present.
Both reactions introduced above are proportional to the helium profile uHe. The
helium profile is set to be diffusing with a much lower diffusion coefficient DHe =
10−5DD. This condition is required to keep the helium profile limited to the first few
nm below the surface, as it was shown in the experimental results (figure 49). But
this very small diffusion coefficient exhibits a problem: the helium density can get
very high (> 1030m−3), because the losses by diffusion to the surface a drastically
reduced. To achieve a more reasonable density, a loss reaction has to be implemented
also for the helium profile uHe:
RuHe = fHe(x)− C3 · uHe(x, t) (40)
This loss can be interpreted in the same way as the loss term of R(uD−He) in equa-
tion (39): When the density of helium is so high that the helium nanobubbles form a
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porous structure, the losses are increased in the same way as for deuterium. Because
this is a first-order reaction, which is only dependent on a single reactant, the unit
of C3 is s
−1. As a first result, figure 74 shows the results of this implementation
for a deuterium flux of 1 · 1022 m−2s−! and a deuterium fluence of 1 · 1026 m−2 with
and without 5 % helium impurities in the plasma. The applied rate coefficients are:
C1 = 8 · 10−28 m3/s, C2 = 4 · 10−28 m3/s and C3 = 5 · 10−2 s−1. These factors were
found by matching the simulated reduction of deuterium retention to the measured
reduction from the experimental results in section 4.2.3 by hand. The found rate
coeffients differ about one order of magnitudes from the estimated rate coefficient.
This can be expained by the uncertainty in the cross sections for this reaction used
in the simple estimation. The plot shows two different cases: The black profile
Figure 74: Simulated deuterium and helium depth profiles from exposures with and
without 5 % helium impurities
is the result of a simulation without any helium impurities, hence only one deu-
terium profile is considered, which is diffusing according to the description in the
previous section. By integrating the profile, the total retention is calculated to be
4.2 ·1020 m−2. The blue curve shows the deuterium input profile calculated with the
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SRIM model [18] for 40 eV hydrogen ions on tungsten, which was then approximated
by a gauss-shaped profile. The helium input profile uses the same shape, but with
a reduced width of 50 % of the deuterium input profile width, and a total input
reduced to 5 % of the deuterium input, according to the experimentally observed
helium concentration in the plasma. The resulting deuterium profile with the pres-
ence of helium impurities is given by the red curve. The pink and green curves show
how the total deuterium profile is composed by the deuterium trapped in helium
nanobubbles and the deuterium trapped in ordinary tungsten trapping sites. The
grey layer represents the depth of the helium nanobubbles as it was found in the
TEM images in figure 49. In the area depper than 12 nm from the surface, no rele-
vant amount of helium is present and the deuterium is only existing in the normal,
diffusing profile uD. The trapping of deuterium in uD−He cause a reduced deuterium
concentration in the ordinary profile uD in the deeper regions of the tungsten sample
by a factor of around 3, and also a reduced diffusion depth. The integration of the
total deuterium profile yields a deuterium retention of 1.2 · 1020 m−2, a reduction in
the same range as it was found in the experiment. For the surface layer with the
helium nanobubbles, the local retention is increased by the additional trapping in
helium nanobubbles. The concentration is limited to 5 · 1026 m−3 because of the
loss reaction representing the losses due to the porous structure. The increase of
Figure 75: Deuterium depth profiles from [24] in ITER-grade tungsten with and
without 10 % helium impurities at 320 K sample temperature
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the deuterium retention in the surface layer, where helium nanobubbles are present,
and the simultaneous reduction of the deuterium content in deeper regions of the
sample was also found in experiments, as shown in figure 75 from [24]. Therefore,
the approach of a trapping-detrapping reaction in the region with helium nanobub-
bles can not only reproduce the reduction in total deuterium content, but also the
depth profiles from experimental results. The separate integration of uD−He and uD
reveals that only 4 % of the total deuterium content is stored in the helium nanobub-
ble profile uD−He (4.6 · 1018 m−2). As it was shown with the TDS measurements
from section 4.2.2, the TDS spectra show no evidence of trapping in trapping sites
with different trapping energies, like helium nanobubbles. This complies with the
low amount of deuterium trapped in the helium nanobubble profile uD−He, which
presumably would have also no visible effect on the TDS spectra shape.
5.2 Implementation of argon-induced defects
While the implementation of the helium nanobubbles in the previous section gives
the results which where expected from literature, there are much less existing results
on the influence of argon on the implantation and diffusion of deuterium in tung-
sten. The two major known differences are: The mass difference between argon and
helium leads to ten times lower mean implantation depths for a given energy, as it
was already shown in figure 6. This also agrees with the results from the TEM sur-
face cross sections in figure 49, where the exposure with argon impurities yields only
surface damages which are not deeper than for the exposure with a pure deuterium
plasma. Second, the TDS measurements in section 4.2.2 have shown that the addi-
tion of argon impurities leads to an increase of the total deuterium retention. Also,
the shape of the TDS spectra changes, indicating the creation of additional trapping
sites by argon, which differ in their trapping energies from the ordinary trapping
sites in tungsten. An additional obvious difference between helium and argon is the
bigger sputter yield of argon. However, the sputtering is not implemented in the
diffusion modelling. Therefore it must be regarded when analyzing the simulation
results, if the given circumstances cause a relevant sputtering effect on tungsten.
Now, with these informations, the simulation parameters which were used in the
previous section about the helium nanobubbles are adjusted. The width of the in-
put profile of argon is reduced to 5 % of the deuterium input file. The diffusion
coefficient for the argon depth profile is reduced by a factor of 107, compared to the
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previous factor of 105 for the helium profile, to keep the argon depth profile very
shallow and concentrated to the first few nm below the surface. The reaction rate
of uD has now a source term, which is the same as the loss term for uD−Ar:
RuD = fD(x)− C1 · uAr(x, t) · uD(x, t) + C2 · uAr(x, t) · uD−Ar(x, t) (41)
This means that the deuterium detrapped from uD−Ar is not lost to the surface due
to a porous structure, but re-entering the tungsten lattice as it would be the case for
any other normal trapping site in tungsten. Of course, it cannot be excluded from the
single TEM image in figure 49 that also argon produces a porous structure. However,
the detrapping into the tungsten lattice is no necessary condition to reproduce the
results as shown next. The results can also be reproduced if it is assumed that also
argon impurities form a porous structure like helium. The applied rate coefficients
are: C1 = 5 · 10−28 m3/s, C2 = 5 · 10−30 m3/s and C3 = 0.02 s−1, which causes
a much lower trapping of deuterium in the profile uD−Ar, as well as a lower loss
rate from this profile. The result is displayed in figure 76. Again, the black profile
Figure 76: Simulated deuterium and argon depth profiles from exposures with and
without 5 % argon impurities
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is the result of the simulation without any argon impurities for comparison. The
blue curve shows the deuterium input profile. The resulting deuterium profile with
the presence of argon impurities is given by the red curve. The pink and green
curves show how the total deuterium profile is composed by the deuterium trapped
in the presumed additional defects by argon impurities, and the deuterium trapped
in ordinary tungsten trapping sites. The argon depth profile was fitted to the depth
of the damaged layer as it was found in the TEM images in figure 49, indicated by
the grey layer in the graph. The corresponding additional deuterium profile uD−Ar
is increasing the local deuterium concentration where the argon concentration is
relevant. But because the deuterium input profile reaches much deeper than the
argon profile, the normal deuterium profile is only influenced in the first few nm of
the depth profile. In the deeper regions, the profile stays almost the same, regarding
the amplitude as well as the diffusion depth. The integrated deuterium retention
reveals an increase for the case with argon (total retention 5.1·1020 m−2), reproducing
the experimental results from section 4.2.2.
5.3 Fluence dependency
In this section, the fluence dependency of the deuterium retention with He, Ar
and without impurities is investigated. Figure 77 shows the total deuterium re-
tention between 1 · 1023 m−2 and 2 · 1026 m−2 for the same cases investigated in
the previous two sections: Pure deuterium exposure, deuterium+helium exposure
and deuterium+argon exposure. The symbols show the experimental results from
section 4.2.3. For the exposure with argon impurities, only a single data point is
available. The simulation shows a similar increase in the total deuterium retention
for this fluence. The increase is of course depending on the choice of rate coefficients
for the trapping of deuterium in the profile uD−Ar. The other influencing factor
is the thickness of the argon layer directly below the surface. As explained in the
previous section, a deeper layer of argon would be able to trap a bigger amount of
deuterium. But because the layer thickness is known from TEM images, the increase
in deuterium retention is matched to the experimental values primarily with the rate
coefficients. The result with these rate coefficients, which reproduce the measured
increase of deuterium retention at 1 · 1026 m−2, imply an constant increase of the
total deuterium retention over the whole fluence range.
With helium as the plasma impurity, the simulation is able to reproduce the ex-
perimentally measured values along the whole range of fluences. At low fluences, it
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Figure 77: Simulated deuterium retention in dependence of the deuterium fluence
with and without 5 % helium or argon impurities
shows that the influence of helium impurities on the deuterium retention is increas-
ing with fluence. While the reduction of the deuterium retention gets bigger up to a
fluence of 2 · 1024 m−2, it starts to get constant for fluences above this value. This is
related to the very small to almost non-existent growth of the helium profile depth
at the high fluences. In the simulation, the growth of this profile is limited because
of the loss term introduced in equation (40). When the helium density gets very
high, the loss of helium gets high enough to compensate the helium input from the
incident plasma, and the profile becomes stationary. By that, the trapping rate of
deuterium in the profile uD−Ar and therefore also the reduction factor of the total
deuterium retention gets constant. Because also the experimental results show the
same behaviour at high fluences (the datapoints for D+He exposure rise with the
same slope as the datapoints for pure deuterium exposure), it can be concluded that
the constant width of the helium profile at fluences above 1 · 1025 m−2 is also the
case in the experiment. A comparison with an increased helium diffusion depth in
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figure 78 show the dramatic influence of the helium depth profile on the deuterium
retention. The change in the helium depth profile was realized by a change in the
Figure 78: Simulated deuterium retention in dependence of the deuterium fluence
with and without 5 % helium impurities at 4 different helium depth
profiles
helium diffusion coefficient. The depths given in the legend are the depths of the
helium profile reached at a deuterium fluence of 1 · 1026 m−2. The depth of 12 nm is
the case which is also shown in the previous section in figure 74. For a very shallow
helium profile depth of only 5 nm, the reduction factor for the total deuterium reten-
tion is decreased over the whole fluence range. With a helium depth of 50 nm, which
is deeper as the deuterium input profile, the total deuterium retention is increased
compared to the case of a 12 nm helium profile depth up to a fluence of 5 ·1023 m−2.
This is caused by the stronger diffusion of helium, which leads to a higher total
amount of helium in the sample, and therefore also a higher trapping rate into the
profile uD−He. From here, the deuterium cannot diffuse to the surface anymore, and
the total deuterium retention is increased. But the local concentration in the helium
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profile and uD−He is not yet high enough for the a significant loss of deuterium due
to the porous structure. For fluences higher than 5 ·1023 m−2, this situation changes,
as the loss due to the porous structure becomes the dominant reaction, significantly
decreasing the deuterium retention at the higher fluence range. In the experiment,
the deeper helium depth profile, which also represents a thicker helium nanobubble
layer, can be caused for example by higher sample temperatures [23]. At higher
sample temperatures of about 500 K, the helium nanobubble layer is already deeper
than the 10-15 nm layer observed in the present samples exposed at 380 K. The
Figure 79: Total deuterium retention in tungsten with and without helium impurities
under variation of the sample temperature [13]
results from [13] in figure 79 show that the total deuterium retention with helium
impurities at 500 K sample temperature is indeed decreased by one order of magni-
tude compared to the exposures at 350 K. If the helium layer is assumed to continue
growing all the time, which might be the case for even higher temperatures [22], a
saturation of the total deuterium content can be proposed. But then, the tempera-
tures have also already reached values which cause a significant decrease of the total
deuterium retention just by the temperature (1400 K for the case in [22]).
All in all, the simulation has shown that the thickness of the helium nanobubble
layer might be the most important factor in the reduction of the deuterium reten-
tion by helium impurities. Of course, the helium nanobubble layer thickness has to
be viewed in relation to the deuterium penetration depth. But a deep penetration
109
5 Modelling of deuterium diffusion in metals 110
depth of deuterium with a shallow helium nanobubble layer at the same time is
unlikely for the incident ion energy of less than 100 eV, which is the relevant range
for the divertor region in the tokamak.
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6 Conclusions
The main topic of this thesis is the influence of helium and argon impurities in a
deuterium plasma on the deuterium retention in metals. For that purpose, tungsten
and aluminium samples are exposed to such plasmas in the linear plasma generator
PSI-2. The analysis of these samples is performed mainly by thermal desorption
spectroscopy for the deuterium retention and scanning electron microscopy for the
surface morphology of the samples. For the control and measurement of the im-
purity ion content in the plasma, measurement methods by optical emission spec-
troscopy are established at PSI-2 in the framework of this thesis. To understand the
mechanisms behind the influence of helium or argon on the deuterium retention, a
numerical diffusion model is developed, which calculates the diffusion of deuterium
in tungsten and the trapping in helium- or argon-induced defects. The following
paragraphs summarize the results of these experiments and calculations.
Measurement of the impurity ion content by optical emission
spectroscopy
The optical emission spectroscopy has been proven to be an important diagnostic
tool at PSI-2. The results of the experiments for the diagnostics of plasma param-
eters have shown that the optical emission spectroscopy can be used to measure
plasma parameters like the electron density and electron temperature in "standard"
deuterium plasmas as well as in recombining plasmas. The most important aspect of
the optical emission spectroscopy measurements for this thesis is the measurement
of impurity ion concentrations in the plasma. For argon as a plasma impurity, a
method was applied which calculates the argon ion ratio from an Ar+ spectral line
at 434.8 nm. At argon gas input ratios below 5 %, the resulting deuterium to argon
ion ratio is about the same as the gas input ratio of deuterium and argon. With
increasing argon gas input, the argon ion content rises slower than the the argon gas
input. Therefore, the spectroscopic measurement is required to get a more accurate
value of the argon ion content than just estimating it from the gas input ratio.
For helium as a plasma impurity, a different method was applied, which calculates
the helium ion ratio from the intensity of a neutral helium spectral line at 447.1 nm.
The results of this method show that the helium ion ratio is even lower with respect
to the helium gas input as it was the case with argon. This effect is a result of
the higher ionization energy of helium compared to deuterium, which decreases the
helium ion ratio in deuterium plasmas with lower electron temperatures. Only if the
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helium gas input is dominating (80-100 %), the higher electron temperatures cause
a steep rise of the helium ion content in this parameter range. Again, the measure-
ment of the helium ion to deuterium ion ratio by spectroscopy has been proven to
be required for reliable results of the impurity ion concentration in the plasma.
Experimental studies of deuterium retention in tungsten
The experiments with tungsten samples in PSI-2 investigated the influence of plasma
impurities on the deuterium retention.
The exposed samples are analyzed regarding their surface morphology by SEM/TEM
imaging. It was shown that the exposure to pure deuterium plasmas causes surface
roughness on the nm-scale, which is interpreted as surface modifications due to deu-
terium retention in the first few nm of the sample surface. For the case of argon
impurities, the increased sputtering yield for argon leads to a smoother surface due
to erosion of the previously mentioned surface modifications.
With helium impurities, the surface is getting smoother as well, but here it is caused
by the reduced deuterium retention by helium. The main effect of the helium im-
purities is visible in TEM cross section images of the surface: For the exposure
with helium impurities, a layer of about 12-15 nm is visible at the surface. This
layer is caused by the formation of helium nanobubbles in the tungsten surface.
For the cases without any impurities and with argon impurities, only a very shal-
low damaged layer of < 5 nm is visible. This damaged layer is probably caused
by stress damages induced by high deuterium concentrations in the surface region.
The helium nanobubble layer leads to a reduction of the deuterium retention. The
reduction of the deuterium retention by helium impurities is one of the most impor-
tant effects investigated in this thesis. A reduction by a factor of 3 was measured
for the exposures at a sample temperature of 380 K. Literature values show an even
stronger reduction when the sample temperature is higher. At higher temperatures,
there is an increased formation of helium nanobubbles, which increases the total
reduction of deuterium retention. This is an important result which shows that also
at low temperatures, where only a very shallow helium nanobubble layer is present,
a significant reduction of the deuterium retention can still be expected. From the
shape of the TDS spectra, where no change was observed for the exposures with
and without helium impurities, it can be concluded that the type of trapping sites,
where deuterium is retained, remains unchanged, while only the total amount of
trapped deuterium is decreased.
For the exposures with argon impurities, a different behaviour was observed. In
contrast to the helium impurities, the addition of argon impurities increased the
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total deuterium retention by 30 % for 8 % argon impurities in the plasma. Also, the
shape of the TDS spectra changed, which indicates that additional trapping sites
are formed by the argon ions. Because of the higher mass of the argon ions, they are
more likely to produce ion induced defects at the surface of the tungsten samples,
which can act as trapping sites for deuterium.
Numerical simulation of the deuterium diffusion in tungsten
For a better understanding of the effects of helium and argon impurities on the
deuterium retention, a diffusion model for deuterium in tungsten was developed in
this work. Based on the results from the TEM imaging of the tungsten samples, the
depth profile of the helium nanobubbles and the argon-induced damages is known
and implemented into the simulation. The results show that the difference in the
deuterium retention between D + He and D + Ar exposures is mainly caused by
the difference in these depth profiles: The argon-induced damages are limited to the
first 5 nm. This layer can influence the incident deuterium by providing additional
trapping sites for deuterium. But most of the deuterium is able to pass this layer
and diffuse into deeper regions of the sample. Consequently, the simulated depth
profile remains mostly unchanged when compared to the depth profile for a pure
deuterium exposure, with the exception of an increased deuterium retention in the
first 5 nm of the surface due to trapping in the argon-induced damages. This also
leads to the increased total deuterium retention which was observed in the experi-
ments.
For the exposures with added helium impurities, the layer with helium nanobubbles
is thicker (12-15 nm). Therefore, it has a much bigger influence on the incident
deuterium. Only a small amount of deuterium is able to diffuse from the helium
nanobubble layer into deeper regions. Thus, the deuterium amount below the he-
lium nanobubble layer is smaller and does not reach the same depth as with the pure
deuterium exposure. This is also backed up by experimental results from literature.
The majority of the deuterium is trapped in the helium nanobubble layer. For the
reduction of the total deuterium retention observed in the experiments, the deu-
terium content trapped in the helium nanobubbles has to be reduced. The physical
mechanism for this reduction is surface recombination, because for a certain density
of helium nanobubbles, this layer can be assumed to be porous with open paths to
the surface. The reduction of deuterium trapped in helium nanobubbles is also re-
quired to explain the unchanged TDS spectra from the experimental results, which
indicates that no relevant amount of deuterium is trapped in additional defects like
helium nanobubbles.
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With the diffusion simulation, also the fluence dependency of the deuterium reten-
tion could be investigated. In the experiments, no saturation of the total deuterium
retention could be observed for pure deuterium exposures or for deuterium + helium
exposures up to a a fluence of 2 · 1026 m−2, and the total retention is decreased by a
factor of 3 for the whole fluence range between 2 · 1024 m−2 and 2 · 1026 m−2. In the
simulation, it was found that the reduction factor is also constant at fluences above
1 · 1024 m−2 and depends on the thickness of the helium nanobubble layer.
The main conclusion of these results is that the reduction of the total deuterium re-
tention by helium depends on the porous structure produced by the helium nanobub-
bles, and the depth of this helium nanobubble layer. It has to be deep enough for
a significant reduction of the total deuterium retention. The experimental results
in this thesis show no saturation effect because the helium nanobubble layer stayed
shallow due to the low energy, low temperature exposure. This can be reproduced in
the simulation by a saturation of the helium nanobubble layer depth. Argon has a
smaller influence on the total deuterium retention because of its very shallow depth
profile.
Experimental studies of deuterium retention and erosion of aluminium
and beryllium
To investigate the suitability of aluminium as a proxy material for beryllium, the
experiments with aluminium samples were performed. Although a different element
can be expected to yield different results in plasma-wall-interaction studies, a proxy
material for beryllium could help investigating particular aspects without the prob-
lems of the toxicity of beryllium. The focus is again on the influence of plasma
impurities. The results of the aluminium exposures regarding surface morphology,
sputtering rates and deuterium retention were compared to results of beryllium ex-
posures at PISCES-B. For the surface morphology, it was found that the exposure
to a pure deuterium plasma forms a grass-like structure on the aluminium surface.
The same structures were also observed on beryllium.
The structures are formed because the sputtering yields of deuterium on aluminium
and beryllium are dependent on the angle of incidence. With the addition of helium
impurities to the plasma, the grass-like structure is still present, because the angu-
lar dependence of the sputtering yields is similar for deuterium and helium. On the
other hand, argon suppresses the grass like structure even at very low concentrations.
The angular dependence of the sputtering yields for argon shows that the maximum
of the sputtering yield is reached at smaller angles than for helium or deuterium,
and the maximum sputtering yield is also not much bigger than the sputtering yield
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for an incident angle perpendicular to the surface. This is supposed to be the main
reason for the uniform erosion of the surface and the suppression of the grass-like
structure by argon. The same grass-like structure is also found for deuterium expo-
sures of beryllium, and argon or helium impurities have the same influence on the
structure as for aluminium. The results of the sputter yield measurements show that
the experimental sputter yields are significantly lower than the calculation results
from the TRIM code for flat surfaces when the grass-like structure is present on
the surface, for both aluminium and beryllium exposures. With the suppression of
the grass-like structure by argon impurities, also the measured sputter yields are
increasing and reaching the predicted values from the TRIM simulations. When
the grass-like structure is present, there is increased prompt redeposition of eroded
material due to geometrical effects, which lead to a decreased effective erosion of
aluminium. As the TRIM simulations do not take the roughness of the surface and
the resulting redeposition into account, the TRIM simulations can only correctly
reproduce the sputtering yields for a flat sample surface.
A third aspect investigated in the comparison between aluminium and beryllium is
the deuterium retention under the influence of plasma impurities. The TDS results
for the aluminium samples show that helium impurities reduce the deuterium reten-
tion in aluminium, as it was also observed also in tungsten. However, the reason for
this reduction might not be the formation of helium nanobubbles, but simply the
increased absolute erosion of the sample surface by helium because of its higher sput-
ter yield. The erosion of the surface consequently also removes trapped deuterium
from the sample. For argon, the deuterium retention stays constant. Also, the shape
of the TDS spectra stays constant for all cases, which indicates that no additional
trapping sites are formed by helium or argon. The comparison with beryllium shows
a different behaviour for exposures with and without argon impurities. In a pure
deuterium plasma, the deuterium retention is dominated by trapping sites produced
by structural damages in the beryllium lattice produced by supersaturation of deu-
terium. Argon impurities suppress the formation of these trapping sites, and the
total deuterium retention is strongly reduced.
The conclusion of these comparisons is that despite the major differences between
aluminium and beryllium, like a different melting temperature, lattice structure
and atomic mass, some aspects of their plasma-wall-interaction behaviour are sim-
ilar. The influence of helium or argon impurities on the surface morphology and
sputtering yields are comparable, at least for the parameter range observed in the
experiments. However, as these similarities are caused by the angular dependence of
the sputter yields, also other low-z materials might exhibit the same behaviour. On
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the other hand, the deuterium retention shows fundamentally different behaviours
for aluminium and beryllium. Similar to the findings from the tungsten experiments,
helium impurities decrease the deuterium retention in aluminium, while argon impu-
rities do not decrease the deuterium retention. For beryllium, literature shows that
argon reduces the total deuterium retention. As a consequence, aluminium cannot
be used as a proxy material for beryllium concerning deuterium retention.
116
7 Appendix I: Diffusion simulation MATLAB code 117
7 Appendix I: Diffusion simulation MATLAB code
%%%%%%%%%%%%%%%%%
%Input parameters
%%%%%%%%%%%%%%%%%
%Number o f g r i dpo i n t s
s i z e s t e p s =170;
%gr id f a c t o r
g r i d f a c t o r =1.07;
%s t a r t va lue d i f f u s i o n [m^2/ s ]
d=1e−17;
%i n c r e a s e va lue d i f f u s i o n [m^2/ s ]
d f a c t o r=5e−15;
%reduct ion f a c t o r f o r helium d i f f u s i o n
dreduct ion =1/300;
%exposure time [ s ]
time=20000;
%r e f l e c t i o n f a c t o r f o r the deuterium i n f l u x
i n f l u x_ r e f l e c t i o n =0.99868;
%trapping ra t e c o e f f i c i e n t deuterium in helium bubbles
c1=8e−27;
%detrapping ra t e c o e f f i c i e n t deuterium in helium bubbles
c2=4e−27;
%l o s s from porous s t r u c tu r e ?
c4=0;
%l o s s ra t e c o e f f i c i e n t helium in helium bubbles
c3 =0.05;
%impurity pre sent = 1
helium=1;
%input p r o f i l e s ( format : [ 1 : s i z e s t e p s ]−matrix )
f l ux inpu t=load ( 'D: \Matlab\ f l u x .mat ' ) ;
i f helium==1
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he f lux input=load ( 'D: \Matlab\ he f lux .mat ' ) ;
end
%%%%%%%%%%%%%
%I n i t i a l i z i n g
%%%%%%%%%%%%%
currentt ime=0;
%load ing input p r o f i l e s
f l u x=f l ux inpu t . f l u x ;
he f l ux=he f lux input . he f l ux ;
%c a l c u l a t i n g g r id spaces
dx (1 )=1e−9;
xax i s (1 ) =0;
f o r x=2:1:50
alpha (x )=1;
dx (x )=dx (x−1)∗alpha (x ) ;
xax i s ( x )=xax i s (x−1)+dx (x ) ;
end
f o r x=51:1: s i z e s t e p s
alpha (x )=g r i d f a c t o r ;
dx (x )=dx (x−1)∗alpha (x ) ;
xax i s ( x )=xax i s (x−1)+dx (x ) ;
end
alpha ( s i z e s t e p s +1)=1.07;
%c a l c u l a t i n g t imestep s i z e
dt = 0.24∗dx (1 ) ^2/d ;
i f dt>time /100000
dt=time /100000;
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end
%f a c t o r s f o r d e r i v a t i v e
f o r i =1:1 : s i z e s t e p s
a1 ( i )=alpha ( i )+1;
a2 ( i ) =0.5∗ alpha ( i ) ∗( alpha ( i )+1)∗dx ( i ) ^2;
end
c l e a r f luencesum hef luencesum
%p r e a l l o c a t e v a r i a b l e s
inventory=ze ro s (10000 ,1) ;
p r o f i l e=ze ro s ( s i z e s t e p s , 2 ) ;
h e p r o f i l e=ze ro s ( s i z e s t e p s , 2 ) ;
d 2 p r o f i l e=ze ro s ( s i z e s t e p s , 2 ) ;
d i f f u s i o n 1=ze ro s (1 , s i z e s t e p s ) ;
d i f f u s i o n 2=ze ro s (1 , s i z e s t e p s ) ;
d i f f u s i o nh e=ze ro s (1 , s i z e s t e p s ) ;
l o s s=ze ro s ( s i z e s t e p s , 1 ) ;
s a f e count =1;
%%%%%%%%%%%%
%Calcu l a t ing
%%%%%%%%%%%%
i f helium==1
%ca l c u l a t i o n with He
whi le currentt ime<time
%d i f f u s i o n va r i a t i o n
d i f f u s i o n 2 ( : )=d+d fa c t o r .∗ p r o f i l e ( : , 1 ) . /2 e28 ;
d i f f u s i o nh e ( : )=d∗dreduct ion ;
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d i f f u s i o n 2 (1 )=d i f f u s i o n 2 (2 ) ;
%s e t t i n g t imestep s i z e
dt = ( 0 . 2 4 ) ∗dx (1 ) ^2/max( d i f f u s i o n 2 ) ;
cur rentt ime=currentt ime+dt ;
%c a l c u l a t i n g p r o f i l e s
f o r i =2: s i z e s t e p s −1
p r o f i l e ( i , 2 ) = p r o f i l e ( i , 1 )+(alpha ( i ) ∗( d i f f u s i o n 2 ( i −1)+(
d i f f u s i o n 2 ( i )−d i f f u s i o n 2 ( i −1) ) /a1 ( i ) )∗dt ) /a2 ( i )∗ p r o f i l e ( i
−1 ,1)−(alpha ( i ) ∗( d i f f u s i o n 2 ( i −1)+( d i f f u s i o n 2 ( i )−
d i f f u s i o n 2 ( i −1) ) /a1 ( i ) )∗dt ) /a2 ( i )∗ p r o f i l e ( i , 1 ) −((
d i f f u s i o n 2 ( i )+( d i f f u s i o n 2 ( i +1)−d i f f u s i o n 2 ( i ) ) /a1 ( i ) )∗dt )∗
p r o f i l e ( i , 1 ) /a2 ( i )+(( d i f f u s i o n 2 ( i )+( d i f f u s i o n 2 ( i +1)−
d i f f u s i o n 2 ( i ) ) /a1 ( i ) )∗dt ) /a2 ( i )∗ p r o f i l e ( i +1 ,1)−p r o f i l e ( i
, 2 ) ∗dt∗ h e p r o f i l e ( i , 1 ) ∗c1+d2p r o f i l e ( i , 1 ) ∗dt∗ h e p r o f i l e ( i , 1 )
∗c2∗c4+dt∗ f l u x ( i ) ;
h e p r o f i l e ( i , 2 ) = h e p r o f i l e ( i , 1 )+(alpha ( i ) ∗( d i f f u s i o nh e ( i −1)
+( d i f f u s i o nh e ( i )−d i f f u s i o nh e ( i −1) ) /a1 ( i ) )∗dt ) /a2 ( i )∗
h e p r o f i l e ( i −1 ,1)−(alpha ( i ) ∗( d i f f u s i o nh e ( i −1)+( d i f f u s i o nh e
( i )−d i f f u s i o nh e ( i −1) ) /a1 ( i ) )∗dt ) /a2 ( i )∗ h e p r o f i l e ( i , 1 ) −((
d i f f u s i o nh e ( i )+( d i f f u s i o nh e ( i +1)−d i f f u s i o nh e ( i ) ) /a1 ( i ) )∗
dt ) /a2 ( i )∗ h e p r o f i l e ( i , 1 ) +(( d i f f u s i o nh e ( i )+( d i f f u s i o nh e ( i
+1)−d i f f u s i o nh e ( i ) ) /a1 ( i ) )∗dt ) /a2 ( i )∗ h e p r o f i l e ( i +1 ,1)−
h e p r o f i l e ( i , 2 ) ∗c3∗dt +dt∗ he f lux ( i ) ;
d 2 p r o f i l e ( i , 1 )=d2p r o f i l e ( i , 1 )+p r o f i l e ( i , 2 ) ∗dt∗ h e p r o f i l e ( i , 1 )
∗c1−d 2p r o f i l e ( i , 1 ) ∗dt∗ h e p r o f i l e ( i , 1 ) ∗c2 ;
end
%sav ing r e s u l t s
i f cur rent t ime > ( sa fecount −1)∗ time /10000
s a f e p r o f i l e ( : , s a f e count )=p r o f i l e ( : , 2 )+d2p r o f i l e ( : , 1 ) ;
s a f e h e p r o f i l e ( : , s a f e count )=h e p r o f i l e ( : , 2 ) ;
s a f e 1 p r o f i l e ( : , s a f e count )=p r o f i l e ( : , 2 ) ;
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s a f e l o s s p r o f i l e ( : , s a f e count )=l o s s ( : , 1 ) ;
f luencesum ( sa f e count )=f l ux (1 ) ∗dx (1 ) /(1−
i n f l u x_ r e f l e c t i o n ) ;
hef luencesum ( sa f e count )=he f lux (1 ) ∗dx (1 ) /(1−
i n f l u x_ r e f l e c t i o n ) ;
inventory ( sa f e count )=s a f e p r o f i l e (1 , s a f e count )∗dx (1 ) ;
f o r i =2:1 : s i z e s t e p s ;
inventory ( sa f e count )=inventory ( sa f e count )+
s a f e p r o f i l e ( i , s a f e count )∗dx ( i ) ;
f luencesum ( sa f e count )=fluencesum ( sa f e count )+f l ux ( i
)∗dx ( i ) /(1− i n f l u x_ r e f l e c t i o n ) ;
hef luencesum ( sa f e count )=hef luencesum ( sa f e count )+
he f lux ( i )∗dx ( i ) /(1− i n f l u x_ r e f l e c t i o n ) ;
end
%r e s u l t output
r e s u l t f l u x=fluencesum ( sa f e count )
r e s u l t h e f l u x=hef luencesum ( sa f e count )
r e s u l t f l u e n c e=sum( f luencesum )∗ time /10000
r e s u l t i n v en t o r y=inventory ( sa f e count )
p rog r e s s=currentt ime
%p lo t
l o g l o g ( xaxis , [ f l u x ( : ) , p r o f i l e ( : , 2 ) , d 2 p r o f i l e ( : , 1 ) ,
s a f e p r o f i l e ( : , s a f e count ) , h e p r o f i l e ( : , 2 ) ] )
ax i s ( [ 1 e−9 max( xax i s ) 1 e22 1e30 ] )
h leg1=legend ( ' f lux ' , 'D p r o f i l e ' , 'D2 p r o f i l e ' , ' t o t a l D
p r o f i l e ' , ' He p r o f i l e ' ) ;
drawnow
sa f e count=sa f e count +1;
end
%s h i f t columns
p r o f i l e ( : , 1 )=p r o f i l e ( : , 2 ) ;
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h e p r o f i l e ( : , 1 )=h e p r o f i l e ( : , 2 ) ;
end
e l s e
%c a l c u l a t i o n without He
whi le currentt ime<time
%d i f f u s i o n va r i a t i o n
d i f f u s i o n 2 ( : )=d+d fa c t o r .∗ p r o f i l e ( : , 1 ) . /2 e28 ;
d i f f u s i o n 2 (1 )=d i f f u s i o n 2 (2 ) ;
%s e t t i n g t imestep s i z e
dt = 0.24∗dx (1 ) ^2/max( d i f f u s i o n 2 ) ;
cur rentt ime=currentt ime+dt ;
%c a l c u l a t i n g p r o f i l e s
f o r i =2: s i z e s t e p s −1
p r o f i l e ( i , 2 ) = p r o f i l e ( i , 1 )+(alpha ( i ) ∗( d i f f u s i o n 2 ( i −1)
+( d i f f u s i o n 2 ( i )−d i f f u s i o n 2 ( i −1) ) /a1 ( i ) )∗dt ) /a2 ( i )∗
p r o f i l e ( i −1 ,1)−(alpha ( i ) ∗( d i f f u s i o n 2 ( i −1)+(
d i f f u s i o n 2 ( i )−d i f f u s i o n 2 ( i −1) ) /a1 ( i ) )∗dt ) /a2 ( i )∗
p r o f i l e ( i , 1 ) −(( d i f f u s i o n 2 ( i )+( d i f f u s i o n 2 ( i +1)−
d i f f u s i o n 2 ( i ) ) /a1 ( i +1) )∗dt ) /a2 ( i )∗ p r o f i l e ( i , 1 ) +((
d i f f u s i o n 2 ( i )+( d i f f u s i o n 2 ( i +1)−d i f f u s i o n 2 ( i ) ) /a1 ( i
+1) )∗dt ) /a2 ( i )∗ p r o f i l e ( i +1 ,1) +dt∗ f l u x ( i ) ; ;
end
%sav ing r e s u l t s
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i f cur rent t ime > ( sa fecount −1)∗ time /10000
s a f e p r o f i l e ( : , s a f e count )=p r o f i l e ( : , 2 ) ;
f luencesum ( sa f e count )=f l ux (1 ) ∗dx (1 ) /(1−
i n f l u x_ r e f l e c t i o n ) ;
inventory ( sa f e count )=p r o f i l e ( 1 , 2 ) ∗dx (1 ) ;
f o r i =2:1 : s i z e s t e p s ;
inventory ( sa f e count )=inventory ( sa f e count )+p r o f i l e (
i , 2 ) ∗dx ( i ) ;
f luencesum ( sa f e count )=fluencesum ( sa f e count )+f l ux ( i
)∗dx ( i ) /(1− i n f l u x_ r e f l e c t i o n ) ;
end
%r e s u l t output
r e s u l t f l u x=fluencesum ( sa f e count )
r e s u l t f l u e n c e=sum( f luencesum )∗ time /10000
r e s u l t i n v en t o r y=inventory ( sa f e count )
p rog r e s s=currentt ime
%p l o t t i n g
l o g l o g ( xaxis , p r o f i l e ( : , 2 ) )
ax i s ( [ 1 e−9 max( xax i s ) 1 e22 1e30 ] )
h leg1=legend ( 'D p r o f i l e ' ) ;
drawnow
sa f e count=sa f e count +1;
end
%s h i f t column
p r o f i l e ( : , 1 )=p r o f i l e ( : , 2 ) ;
end
end
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