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ABSTRACT
Numerical Study of Coronal Mass Ejections, Shocks, and Turbulence: from
Chromosphere to 1 AU
by
Meng Jin
Co-Chairs: Ward B. Manchester IV & Tamas I. Gombosi
My dissertation focuses on one of the major source of destructive space weather:
coronal mass ejections (CMEs). This explosive activity has been observed and studied
for decades. However, due to insufficient observations, our understanding of CMEs
and the physical processes involved during their interplanetary propagation is still
limited. Numerical models that are physically self-consistent (no ad hoc coronal
heating functions) play a vital role in interpreting observations, testing theories, and
providing forecasts. By helping develop and utilizing a new data-driven global MHD
model: The Alfve´n Wave Solar Model (AWSoM) in the Space Weather Modeling
Framework (SWMF), we achieve a more realistic CME event simulation from the
chromosphere to 1 AU. A detailed investigation of the CME, CME-driven shock, and
CME associated turbulence is conducted based on the numerical simulation results.
First, we perform a multi-spacecraft validation study for the new solar wind model
in solar minimum conditions. By using in situ observations from the STEREO A/B,
ACE, and Venus Express spacecraft, we compare the observed plasma parameters and
magnetic field of the heliosphere with that predicted by the model. Near the Sun, the
xviii
solar rotational tomography of SOHO/LASCO C2 data, differential emission measure
tomography of STEREO data, and Hinode/EIS data are used. Moreover, for the first
time, we compare ionic charge states of carbon, oxygen, silicon, and iron observed
with ACE/SWICS with those predicted by our model. The validation results suggest
that most of the model outputs can fit the observations very well, which will lead to
a great improvement for CME and CME-driven shock modeling.
By employing the validated background solar wind model in both one-temperature
(1T) and two-temperature (2T) modes, we present a numerical study of an event that
occurred on 2011 March 7. We compare the propagation of fast CMEs and the ther-
modynamics of CME-driven shocks in both the 1T and 2T CME simulations. Because
there is no distinction between electron and proton temperatures, heat conduction
in the 1T model creates an unphysical temperature precursor in front of the CME-
driven shock and makes the shock parameters (e.g., shock Mach number, compression
ratio) incorrect. Our results demonstrate the importance of electron heat conduction
in conjunction with proton shock heating in order to produce the physically correct
CME structures and CME-driven shocks.
By separating electron and proton temperature, as well as implementing collision-
less heat conduction, we simulate CME propagation from the chromosphere to 1 AU.
A comprehensive validation study of the CME model is performed using remote as
well as in situ observations from SOHO, SDO, STEREO A/B, ACE, and WIND. Our
results show that the new model can reproduce most of the observed features near
the Sun and in the heliosphere. By fitting the CME speeds near the Sun with obser-
vations, the CME-driven shock arrival time is within 1 hour of the observed arrival
time and all the in situ parameters are correctly simulated, which suggests the fore-
casting capability of the new model. Also, by applying a fully physical description
of Alfve´n wave turbulence (wave propagation, reflection and dissipation calculated
self-consistently) in the model, for the first time, we capture the CME turbulence
xix
interaction in the global MHD model. Alfve´n wave reflection is evident in front of
the CME-driven shock, which leads to the enhanced turbulence dissipation.
In general, the numerical study of CME, CME-driven shocks, and CME turbulence
greatly advances our understanding of the physical processes of CME propagation
near the Sun and in the heliosphere. These results illustrate the new capability of the
model, which is a large step towards accurate space weather forecasting.
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CHAPTER I
Introduction: An Odyssey of Coronal Mass
Ejections from the Sun to the Earth and Beyond
“Begin at the beginning,” the King said, gravely, “and go on till you come
to an end; then stop.”
– Lewis Carroll, Alice in Wonderland
Dear Professor: We are in the sixth grade. In our class we are having
an argument. The class took sides. We six are on one side and 21 on the
other...The argument is whether there would be living things on earth if the
sun burnt out...We believe there would be...Will you tell us what you think?
Love and Lollipops, Six Little Scientists
Dear Children: The minority is sometimes right – but not in your case.
Without sunlight there is: no wheat, no bread, no grass, no cattle, no meat,
no milk, and everything would be frozen. No LIFE.
– Correspondence between schoolchildren and Albert Einstein, 1951
1.1 Space Weather and Sun-Earth Connection
With human activities expanding to outer space, the “weather” is no longer lim-
ited to the lower atmosphere of our Earth. Space weather refers to the conditions
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of geospace that are largely driven by plasma flows, electromagnetic emission, and
energetic particles originating from the Sun. Coronal mass ejections (CMEs) are the
largest of these expulsions in which 1015-1016 g of plasma is ejected from the Sun with
a kinetic energy of order 1031-1032 ergs (Hundhausen, 1993). When the CMEs prop-
agate into interplanetary space, they are called interplanetary CMEs (ICMEs). Fast
CMEs can be supersonic and drive shocks that are linked with storms of energetic
particles flooding interplanetary space.
When arriving at Earth, the magnetic field carried by ICMEs can interact with
Earth’s magnetosphere. Since the geomagnetic field has a northward nature (relative
to the ecliptic plane of the solar system), a southward magnetic field carried by the
ICMEs will trigger magnetic reconnection in the magnetosphere, which causes closed
field lines to open and expose the Earth’s atmosphere to the solar wind plasma. At the
same time, the increased solar wind pressure compresses the Earth’s magnetosphere
and leads to a further expansion of the auroral ovals. The compression and magnetic
reconnection can lead to strong and variable changes to the currents and magnetic
fields in geospace lasting for days. Energetic particles in interplanetary space can pen-
etrate into the Earth’s atmosphere along the open field lines. The above-mentioned
geomagnetic activity caused by ICMEs is called a geomagnetic storm. There is a
widely used index for classifying the severity of geomagnetic activity called Dst index
(Disturbance storm time index). It is expressed in nT and based on the average value
of the horizontal component of the Earth’s magnetic field. During the geomagnetic
storm, the intensity of the magnetospheric ring current increases, which leads to a
decrease of the Dst. Note that many other indices are also used for measuring the
geomagnetic storm (e.g., Kp index).
In Figure 1.1, the configuration of the Earth’s magnetosphere is shown, in which
we can see its interaction with the interplanetary magnetic field. The solar wind
compresses the sunward side magnetosphere to ∼6-10 RE. A supersonic shock wave
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is created called bow shock, which forms the outermost layer of the magnetosphere.
Behind the bow shock, it is a region called magnetosheath. The particles in this
region originate from the shocked solar wind plasma. Also, both the magnitude and
direction of the magnetic field in this region change frequently, which leads to mag-
netic turbulence. The magnetopause is a layer where the pressure from the Earth’s
magnetic field is balanced with the dynamic pressure from the solar wind plasma.
The solar wind drags out the anti-sunward magnetosphere to ∼1000 RE known as
magnetotail. It contains two lobes and separated by a plasma sheet (an area with
lower magnetic field and denser hot plasma). The radiation belts contain at least two
layers of energetic charged particles that are held by the Earth’s magnetic field1. The
innermost of magnetosphere is called plasmasphere (or inner magnetosphere) that
consists low energy plasmas.
1The Van Allen Probes discovered the third radiation belt recently(Baker et al., 2013).
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Figure 1.1: Earth’s magnetosphere and its interaction with the interplanetary mag-
netic field in the case of an IMF with a significant southward component
(Credit: NASA/Goddard/Aaron Kaase).
There are many consequences of geomagnetic storms. Some of them can signifi-
cantly affect our daily lives. Economists estimate that the adverse impact of space
weather is $200-$400 million per year, and the potential exists for significantly larger
losses2. In Figure 1.2, a simple diagram is shown for the technological systems that
can be affected by space weather. The major effects of space weather events can be
summarized as follows:
• Damage to spacecraft hardware by direct solar energetic particle (SEP) impact
or spacecraft charging. Space weather related losses to satellite companies range
from thousands of dollars for temporary data outages to over $200 million to
replace one satellite.
2NRC, Severe space weather events – understanding societal and economic impacts workshop
report, Tech. Rep. ISBN: 0-309-12770-X, Committee on the Societal and Economic Impacts of
Severe Space Weather Events, National Research Council, 2008.
4
• Increased atmospheric drag on orbiting spacecraft causing them to drop to lower
altitudes.
• Threat to the lives of astronauts due to the exposure to energetic particles and
high radiation doses.
• Increased radiation exposure to high-latitude commercial aircraft. Due to the
rapidly increasing use of transpolar flights, the influence of space weather on
commercial flights is becoming more and more important. The polar flights are
diverted due to loss of radio communications.
• Degraded or lost high-frequency radio signals, which can disturb telecommuni-
cations between phone lines or satellites/Global Positioning System (GPS).
• Induced current generation in power lines, resulting in power systems failures.
A geomagnetic storm in March 1989 caused a failure in the Hydro-Quebec
electric power system and the electric blackout lasted for 9 hours with 6 million
people affected. Moreover, any large conductor on Earth (e.g., oil pipelines)
can experience these induced currents.
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Figure 1.2: A simple diagram that shows the technological systems affected by space
weather (Lanzerotti , 2011).
Given these effects, it is in the national interest to understand space weather re-
lated phenomena. However, compared with traditional weather forecasting, space
weather prediction lags greatly behind. The development of a reliable space weather
forecast model is a high national priority for both civilian and national security pur-
poses. This dissertation will focus on the major sources of the destructive space
weather: CMEs and CME-driven shocks. Before describing my dissertation work, I
would like to briefly describe the life cycle of CMEs and the major physical processes
involved during the whole evolution in Chapter I. In Chapter 1.2, the solar wind,
with which the CMEs interact, is briefly introduced. In Chapter 1.3 and 1.4, an
introduction of CMEs and ICMEs is given, followed by the motivations and opening
questions in Chapter 1.5. The organization of the dissertation is in Chapter 1.6.
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1.2 The Solar Wind
1.2.1 Historical Background
Different opinions may exist on when the study of the solar wind started. But I
would like to start the story in the year 1859 when the British astronomer Richard
Carrington first observed a super event (i.e., Carrington event) from a projected image
of the Sun (Carrington, 1859). He saw two patches of peculiarly intense light appear
and fade within 5 minutes in the largest sunspot group visible. The phenomenon he
saw is called “white-light solar flare” (the energy release is so large that the flare can be
seen in white light on the disk of the Sun). About 18 hours later, large disturbances
appeared on the Earth: telegraph systems failed, and intense auroras spread over
most of the world. Carrington suggested the solar event and the phenomenon on
the Earth are connected. And this idea was taken seriously by some physicists at
the end of the nineteenth century (George Fitzgerald, 1892, Sunspots and magnetic
storms). The Carrington event brought the first concept of solar wind, that the Sun
can emit sporadic beams separated by a vacuum. Figure 1.3 shows the sunspots
sketch recorded by Richard Carrington on September 1, 1859.
Figure 1.3: Sunspots of September 1, 1859, as sketched by Richard Carrington. A
and B mark the initial positions of an intensely bright event, which moved
over the course of 5 minutes to C and D before disappearing.
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The concept of solar wind was championed by the Norwegian physicist Kristian
Birkeland (Birkeland and Dall , 1915). Based on the observation of auroral and ge-
omagnetic activity, he suggested that the Sun emits a continuous flux of charged
particles filling up the whole interplanetary space. The Earth is also surrounded by
these charged particles. This was a great change for the solar wind concept at that
time and is very close to the modern solar wind definition. However, this new idea
was strongly rejected by Lord Kelvin who argued that the Sun could not produce
geomagnetic disturbances. Therefore, Birkeland’s work was largely ignored by the
scientific community at that time.
At the middle of the twentieth century, another astronomical phenomenon made
people rethink Birkeland’s idea about solar wind: comets. People observed that
comets have two kinds of tails: one is nearly straight and made of plasma; the other
has a curved shape and is made of dust as seen in Figure 1.4, which shows an image
of comet Hale-Bopp. The curved dust tail is produced by solar radiation pressure and
gravity. However, the straight tail could not be understood. It always points away
from the Sun and shows acceleration features from the irregularities. The explanation
of solar radiation pressure fails by several orders of magnitude. In the 1950s, German
physicist Ludwig Biermann developed a model for the interaction of cometary parti-
cles with those coming from the Sun that can reproduce the straight tail of comets
if they are surrounded by a permanent flux of charged particles from the Sun (Bier-
mann, 1951). Although his original arguments about the interaction process between
particles were later known to be incorrect, his work made a critical step in the study
of the solar wind. Since the orbits of comets cover all the heliospheric latitudes, Bier-
mann’s work naturally leads to the conclusion that the Sun is continuously emitting
particles at all directions.
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Figure 1.4: Image of comet C/1995 O1 (Hale-Bopp), taken on 1997 April 04 (E.
Kolmhofer, H. Raab; Johannes-Kepler-Observatory, Linz, Austria).
Four years later, English physicist Sydney Chapman, who had made major contri-
butions to the kinetic theory of gases, published another completely different theory
to explain the solar atmosphere around the Earth (Chapman and Zirin, 1957). He
found that the hot ionized solar atmosphere can conduct heat so well that it should
remain hot to very large distances. Therefore, the solar particles have large enough
thermal speed to escape the solar gravity, which leads to a slowly declining density.
The solar atmosphere should extend well beyond the Earth’s orbit so that the Earth
is surrounded by a static solar atmosphere.
The modern solar wind concept was proposed by Eugene Parker in 1958, who
tried to unify Chapman and Biermann’s theories.“However unlikely, it seemed, the
only possibility was that Biermann and Chapman were talking about the same thing”
(Parker , 1997). Parker showed that Biermann’s continuous flux of solar particles was
just Chapmen’s extended solar atmosphere expanding away in space as a supersonic
flow. Due to the hot solar atmosphere, neither solar gravity nor the pressure of the in-
terplanetary medium can confine it. Parker’s non-static solar atmosphere was so novel
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that his paper (Parker , 1958) encountered difficulty publishing in the Astrophysical
Journal3.
In order to prove Parker’s solar wind theory, in situ observations from space were
needed. At the end of 1950s, it was still a challenge for rocket-borne instruments to
get the measurement from space. It took four Russian missions and seven American
ones to finally get an unambiguous result. The most successful Russian mission is
Lunik II, which was launched in 1959. It detected a flux of positive ions. However,
due to the lack of velocity information, the conclusion cannot be conclusive. The final
proof came from the American mission Mariner II (Neugebauer and Snyder , 1962).
On its way to Venus, the plasma instrument onboard detected a continuously flowing
solar wind. Moreover, the fast and slow streams that have a repeating rate of 27 days
are detected suggesting their solar origin. This measurement finally ended the debate
that lasted for almost a century about the existence of the continuous solar wind4.
1.2.2 Observations and Models
In the Section, we will start with the famous Parker solar wind solution, followed
by a brief introduction of the solar wind structures. At the end of the section, a brief
review of the global MHD solar wind modeling is given.
1.2.2.1 Parker’s Solar Wind Solution
Assume the solar wind is spherically symmetric, single fluid, fully ionized, and
quasi-neutral plasma including electrons and protons, the hydrodynamic equations
can be written as (Gombosi , 2004):
1
r2
d
dr
(r2ρu) = 0 (1.1)
3The referee stated that the author was not familiar with the subject. However, as the editor of
the journal, Subrahmanyan Chandrasekhar decided to publish it at last (Parker , 2014)
4Marcia Neugebauer said:“We had data ! Lots of it! There was no longer any uncertainty about
the existence and general properties of the solar wind.”(Neugebauer , 1997)
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With the hydrostatic assumption, the above equations can be simplified as:
dps
dr
+ ρsG
M
r2
= 0 (1.4)
where ps and ρs represent the pressure and mass density at an arbitrary point away
from the Sun. The isothermal hydrostatic solution of Eq 1.4 can be written as:
ps = p exp
[
mpg
2kT
R
(
R
r
− 1
)]
(1.5)
where g is the gravitational acceleration at the surface of the Sun. With this solution,
at very large distance from the Sun, the pressure does not vanish: r →∞, p∞/p ≈
3 × 10−4. However, the estimated pressure of the interstellar medium is at least 10
orders of magnitude smaller. Therefore, the hydrostatic solution cannot represent an
equilibrium solution for the hot solar corona.
If the nonzero velocities are allowed, then the isothermal solution becomes:
1
2
u2 − as2 lnu = 2as2 ln r + gR
2
r
+ C (1.6)
where as
2 = 5p/3ρ is the local sound speed (it is a constant in the isothermal as-
sumption). C is a constant. The solution is shown in Figure 1.5. There are five
classes of solutions. The Class I & II solutions are immediately dropped due to the
double solution nature. The Class III solution is also unrealistic because the solar
wind is supersonic at the solar surface. The Class V solution is called the solar breeze
solution. This solution has a similar problem as the hydrostatic solution, that the
pressure at infinity is finite and far exceeds the pressure of the interstellar medium.
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The Class IV solution is Parker’s solar wind solution. We notice that the pressure
will vanish at large distance. Figure 1.6 shows the velocity evolution with different
temperatures. In reality, the solar wind temperature decreases with distance with
a polytropic index less than 5/3. Therefore, some heating mechanism is needed to
maintain the slowly decreasing temperature. We will discuss this topic more at the
end of this section.
Figure 1.5: Mathematically admissible classes of isothermal solutions of an expanding
corona (Gombosi , 2004).
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Figure 1.6: Parker’s solar wind solution with different temperatures (Gombosi , 2004).
1.2.2.2 Interplanetary Magnetic Field (IMF)
Parker’s solar wind solution does not include the magnetic field. In order to
understand how the solar magnetic field extends into the interplanetary medium, one
can start from the magnetic induction equation:
∂B
∂t
= ∇× (u×B) (1.7)
In the reference frame that rotating with the Sun, we find u′×B = 0, which means the
magnetic field and plasma flow are always parallel to each other. When considering
the non-rotating frame, it leads to the Parker spiral solution of the magnetic field
(Gombosi , 2004):
B = Bs
(
Rs
r
)2
er −Bs
(
Rs
2
r
)
Ω sin Θ
usw
eφ (1.8)
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where the subscript s refers to a source surface past the sonic point, Ω is the rotation
rate of the Sun, Θ is the spherical polar angle. The Parker spiral solution of IMF is
shown in the left panel of Figure 1.7. In the right panel, the 3d IMF structure of a
global MHD solar wind model is shown (van der Holst et al., 2010). The observed
average magnetic field at 1 AU is ∼7 nT, which is consistent with the expected value
by the Parker spiral solution of IMF (assuming a few Gauss magnetic field at the
source surface).
Figure 1.7: Left panel: Parker spiral solution of IMF. Right panel: IMF in the global
MHD solar wind model (van der Holst et al., 2010).
In situ observations from space that cover wide heliocentric distances and helio-
graphic latitudes appear to be in reasonable agreement with Parker’s highly idealized
solution (e.g., Smith 1979; Burlaga et al. 1982; Smith and Phillips 1997). However,
some discrepancies still exist between the model and data. Some assumptions may be
invalid for realistic solar wind conditions. For example, in the Parker spiral model, all
field lines are fixed on the surface of the Sun. But in reality, the field lines can move
in response to convection in the solar photosphere (e.g., Jokipii and Parker 1968),
differential solar rotation (e.g., Fisk 1996), or interchange reconnection (magnetic
reconnection between the open and closed field lines; e.g., Fisk et al. 1998; Crooker
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et al. 2002). Fisk (1996) proposed a revision for Parker’s spiral model: at high mag-
netic latitudes, the new model incorporates a rigidly rotating magnetic dipole tilted
relative to the solar rotation axis. This model is based on the non-radial expansion of
the fast solar wind from polar corneal holes (Smith et al., 1995) and the differential
rotation of the footpoints of magnetic field lines (Snodgrass , 1983).
1.2.2.3 Coronal Structure and Heliospheric Current Sheet (HCS)
In order to understand the coronal structure as well as the formation of the helio-
spheric current sheet (HCS), we need to consider the effect of the magnetic field. In
the single fluid ideal MHD assumption:
∇ · (ρu) = 0 (1.9)
ρ(u · ∇)u +∇p+ ρGM
r2
er − j×B = 0 (1.10)
∇× (u×B) = 0 (1.11)
j =
1
µ0
∇×B (1.12)
The above equations were solved by Pneuman and Kopp (1971) in 2D starting from
dipole field. The result is shown in the left panel of Figure 1.8. The result shows
that the first open field lines are quite close together near the equator and extend
radially outward, which suggests that there is a thin sheet with very high current
density j = 1
µ0
∇×B pointing in the azimuthal direction. This current sheet is called
the heliospheric current sheet (HCS) that separates fields of different polarity as well
as the plasma flows from different hemispheres.
The dipole field assumption is valid for solar minimum conditions, since the so-
lar dipole moment tends to be nearly aligned with the rotation axis at that time.
However, the dipole moment tends to be inclined substantially relative to the solar
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rotation axis at non-minimum conditions. The HCS becomes wrapped into a global
structure that resembles a ballerina’s twirling skirt (as shown in the right panel of
Figure 1.8). In each solar rotation, the Earth crosses the HCS at least twice. Each
crossing will change the observed IMF polarity. Due to the complexity of the realistic
solar magnetic field, there can be multiple HCS crossings in the observation (Crooker
et al., 1993).
Figure 1.8: Left panel: idealized heliospheric current sheet. Right panel: heliospheric
current sheet results from the influence of the Sun’s rotating magnetic
field.
1.2.2.4 Solar Wind Stream Structure
The global solar wind stream structure was extensively examined by the Ulysses
mission due to its unique orbit. By using Jupiter’s large gravitational field, Ulysses
was accelerated out of the ecliptic plane to high heliographic latitudes (Figure 1.9
shows the third orbit of ulysses). By now, there are three orbits including two orbits
(first and third) near the solar minimum conditions and one orbit (second) near
solar maximum. In Figure 1.10, the polar plots of the solar wind speed over all three
Ulysses’ orbits are shown. For the solar minimum condition, there is a nearly constant
fast solar wind (∼750-800 km s−1) at high latitudes. This fast solar wind originates
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Figure 1.9: The third orbit of Ulysses.
in the coronal holes, which are large, nearly unipolar regions in the solar atmosphere.
The slow solar wind was found to have a width of about ±20◦ to ±35◦ (first orbit)
or ±37◦ (third orbit). The typical slow wind speed is ∼350 km s−1 (McComas et al.,
2008). The slow solar wind originates from the boundaries of the coronal streamers
that straddle the region of magnetic polarity reversal. During the second orbit (from
the rising phase to the maximum of solar cycle 23), the structure of the solar wind
was much more complex, which reflects a more complex coronal structure (McComas
et al., 2001, 2002). Mixtures of slow and fast solar wind streams were observed at
all heliographic latitudes, which come from different sources (e.g., streamers, CMEs,
small coronal holes, and active regions).
1.2.2.5 Corotating Interaction Region (CIR)
Spatial variations in the solar atmosphere can result in the formation of recurring
interplanetary structures. When a fast solar wind stream interacts with a slow solar
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Figure 1.10: Polar plots of the solar wind speed over all three of Ulysses’ orbits.
wind stream, the fast stream compresses the plasma and produces a high pressure
region that separates the slow and fast solar wind streams. This region is called
a corotating interaction region (CIR). Since the solar wind temperature gradually
decreases with distance while the velocity keeps increasing. The leading edge of the
fast stream will keep steepening and form a pair of forward and reverse shocks at a
certain distance from the Sun, which bounds the CIR. In the left panel of Figure 1.11,
the cartoon sketch shows the interaction of fast and slow streams. In the right panel,
the CIRs in a global MHD solar wind model is shown (van der Holst et al., 2010).
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Figure 1.11: Left panel: Cartoon showing the interaction of a fast and a slow stream.
Right panel: the realistic stream structure that leads to CIRs in a global
MHD solar wind model (van der Holst et al., 2010).
1.2.2.6 Global MHD Modeling of Solar Wind
For the global MHD modeling of solar wind, there are two major issues to be
addressed: first, how to account for different sources of solar wind (reproduce the
slow/fast solar wind structures); second, how to deal with the thermodynamics of
the heliospheric plasma, and the heating mechanism (how to heat solar corona and
solar wind). For the first issue, some previous works used an axisymmetric bimodal
solar wind to reflect solar minimum conditions (e.g., Han et al. 1988; Odstrcˇil and
Pizzo 1999; Wu et al. 1999; Groth et al. 2000; Gombosi et al. 2000). Other works
incorporated the solar observations (e.g., synoptic magnetogram) to specify the inner
boundary condition and utilized the WSA empirical model (Wang et al., 1990; Arge
and Pizzo, 2000) to relate flux tube expansion and solar wind speed at 1 AU (Odstrcil
et al., 2005; Cohen et al., 2007; van der Holst et al., 2010). van der Holst et al.
(2010) further utilized the differential emission measure tomography (DEMT) method
(Frazin et al., 2009; Va´squez et al., 2010) to obtain the inner boundary information for
electron temperature and density. Other models that do not use the Wang-Sheeley-
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Arge (WSA) relationship involved empirical terms to create a distribution similar
to the WSA model (e.g., Usmanov 1993; Roussev et al. 2003a; Odstrcil et al. 2004).
Regarding thermodynamics, previous works addressed the solar wind heating by using
empirical heating functions (e.g., Groth et al. 2000), or variable adiabatic index (e.g.,
Roussev et al. 2003a; Cohen et al. 2007). Due to widely observed coronal Alfve´n
waves in recent observations (e.g., Tomczyk et al. 2007; De Pontieu et al. 2007), some
global MHD solar wind models incorporated Alfve´n wave heating mechanism (e.g.,
Usmanov et al. 2000; Evans et al. 2009; van der Holst et al. 2010; Sokolov et al. 2013;
van der Holst et al. 2014). We will discuss this further in Chapter II–Chapter IV.
1.3 CME Near the Sun
1.3.1 Observations
CMEs are manifest as large-scale ejections of plasma from corona, that are seen
in Thomson-scattered white light as measured by coronagraphs. Although the coro-
nagraph was first invented in 1931 by Bernard Lyot, the sensitivity of the instrument
was not high enough to detect the faint coronal eruptions from the ground. The
first space-based coronagraph was on board OSO-7, with which the first CME was
observed from space (Tousey et al., 1973). In the following several decades, there
were many missions with coronagraphs that kept monitoring ejections from the Sun
(e.g., Skylab, Solar Maximum Mission, SOHO, STEREO). When CMEs were first
observed, they were called “solar transients”. The first appearance of the term “coro-
nal mass ejection” was by Gosling et al. (1976). In Figure 1.12, the timeline of CME
discoveries are shown. It has been divided into before and during space age (Howard ,
2011).
With many CME events observed, the typical morphology of a CME shown in
Figure 1.13 exhibits a three-part structure of leading front surrounding a low den-
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Figure 1.12: Timeline of CME discoveries before and during space age (Howard ,
2011).
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sity cavity containing a high-density core. The leading front is a bright shell that
is observed to be ten times denser than the background corona, therefore it cannot
be produced by the MHD shock, which has an upper limit of factor 4. It is more
likely produced by the pile-up of the plasma in front of the flux rope. The bright core
corresponds to the erupting filament material. More than half of all CMEs are asso-
ciated with a filament eruption. Filaments (sometime also called prominence if seen
above the solar limb) are filamentary, cloud-like structures containing plasma that is
typically 100 times cooler and denser than the background solar corona. Filaments
can form in the weak field of the quiet Sun, so called quiescent filaments may extend
to a height of ∼105 km above the solar surface. Filaments also form in active regions,
which may erupt to form a high speed CME, while the eruption of quiet region fila-
ments tend to produce slow to moderate speed CMEs (Low , 2001). The dark cavity
is a low-density region between the leading front and the bright core. It is believed
to contain the magnetic flux rope. In some fast CME cases, the CME-driven shock
can be detected in the white light image with a density compression ratio from 1.2 to
2.5 (Vourlidas and Howard , 2006), which is consistent with the prediction of MHD
theory (In Chapter III and IV, we will discuss this issue in more detail).
Most CMEs are associated with solar flares and it is has been gradually accepted
that the CMEs and solar flares (specifically two-ribbon flares) are manifestations of
the same eruptive process. During a CME/flare, there are many phenomena that
can be observed near the Sun: intense Hα, X-ray, and radio emissions. In some
cases, EUV waves across a large region of the Sun can be observed (Moses et al.,
1997; Thompson et al., 1998, 1999). Soft X-ray emission is produced by the hot
flare loops with temperature larger than 107 K. The loop footpoints can map to the
Hα ribbons. Both the soft X-ray and Hα emission can last for hours. The plasma
that produces the soft X-ray emission is from chromospheric evaporation5 (Hirayama,
5The chromospheric evaporation is caused by the released energy during solar flare that heats
the chromospheric material and induces an upward mass motion along magnetic loops.
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Figure 1.13: Left panel: The typical 3-part CME as observed by the SOHO/LASCO
coronagraph: leading edge, dark cavity, and the bright core. The white
circle represent the surface of the Sun, while the grey disk is the occulter
of the coronagraph. Right panel: The cartoon diagram of 3-part CME.
1974; Doschek and Warren, 2005; Jin and Ding , 2008). The hard X-ray emission (>
20 keV) appears during the impulsive phase of the solar flare, which is produced by
non-thermal electrons through thick-target Bremsstrahlung. Hard X-ray emission is
typically observed to have a two-footpoint structure and the intensity of the footprints
can be different (e.g., Jin and Ding 2007). Figure 1.14 shows the hard X-ray double
footpoints in the 2005 January 5 event (Jin and Ding , 2007).
The typical energy required for large flares and high-speed CMEs is ∼1032 ergs.
In Figure 1.15, the characteristic coronal energy densities are shown. We can see
that the magnetic energy density is three orders of magnitude greater than any other
energy form. Therefore, the magnetic energy is the only major source of energy for
CMEs/flares (Forbes , 2000). During the CME/flare, the maximum magnetic energy
that can be released is called free magnetic energy, which is the difference between
the magnetic energy of the given field and that of the potential field matching the
same boundary conditions. The potential field component is produced by the current
sources below the solar surface (i.e., convection zone). Considering the Alfve´n speed
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Figure 1.14: Hard X-ray emission from 2005 January 5 event observed by RHESSI
(Jin and Ding , 2007).
Figure 1.15: Characteristic coronal energy densities (Schrijver and Siscoe, 2012).
(∼2 km s−1) of the convection zone and the size of the active region (∼105) km, the
dynamic time scale of potential field is about 14 hours (Priest , 1982). In contrast, the
non-potential component is produced by currents in the solar corona (e.g., sheared
arcades, flux ropes) where the time scale of non-potential dynamics is several minutes.
The total free magnetic energy is released when all the coronal currents are dissipated.
Figure 1.16 shows some statistical properties of observed CMEs. The average
CME speed and angular width6 are 407 km s−1 and 47◦, respectively. The largest
CME speed observed is over 3000 km s−1, and slowest one is less than 50 km s−1.
With regards to space weather, “halo CMEs” with angular widths of 360◦ are more
important due to their traveling direction toward the Earth. The distribution of CME
6The CME angular width is defined as the position angle extent of the CME in the sky plane.
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Figure 1.16: Distribution of the apparent speeds (left panel) and widths (right
panel) of CMEs observed by the SOHO/LASCO between 1996 and 2004
(Schwenn et al., 2006).
kinetic energy roughly follows a power-law distribution (Yashiro et al., 2008), which
is similar to solar flares (Hudson, 1991). This may indicate the size and energy of
CMEs can extends below the observable threshold (e.g., Schrijver 2007).
1.3.2 CME Initiation Models
1.3.2.1 Storage Models
In the storage models, a CME occurs when the slowly evolving coronal magnetic
field reaches a point where a stable equilibrium is no longer possible. The slow evolu-
tion of the corona is controlled by the motion at the photosphere and below. Because
the eruption releases the free magnetic energy stored in the corona, this type of model
is called a storage model. The CME breakout model and flux-emergence model are
examples of storage models. For the breakout model (Antiochos et al., 1999; MacNe-
ice et al., 2004; Lynch, 2006), a quadrupolar initial magnetic field is assumed to form
an X-line in the corona. Figure 1.17 shows a sketch of CME breakout by Antiochos
et al. (1999). The initial magnetic field does not contain electric currents, therefore
the system begins with no free energy. A slow shear flow is applied in the central
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arcade that gives rise to stressed loops that push outward against the overlaying ar-
cade. At a certain point, magnetic reconnection will occur at high altitude near the
pre-existing X-line where a current sheet has formed, which releases the magnetic
stress that drives the eruption. Note that not all the field lines are opened in the
breakout model, which avoids the Aly-Sturrock hypothesis7.
In flux-emergence models, CMEs are triggered by magnetic reconnection between
emerging field and a stressed coronal field. Chen and Shibata (2000) describe a 2D
flux-emergence model where an eruption is triggered by forming a current sheet below
an emerging flux rope. Manchester et al. (2004a) used a fully 3D MHD model to
simulate the buoyant flux rope emergence below the surface. They found that slow
reconnection plays a key role in transforming the flux rope. The simulation also
demonstrated that the shear flows along the polarity inversion line of filaments are a
natural consequence of the Lorentz force during the flux rope emergence. Figure 1.18
shows the magnetic field configuration and current density during the flux emergence.
Fan and Gibson (2007) used a pre-stressed field of an emerging flux rope to model
a CME. They start with a flux rope below the surface and slowly emerge it into the
corona. The flux rope may or may not erupt depending on the flux rope parameters.
1.3.2.2 Pre-eruption Current Sheet Models
These kinds of models assume there are pre-existing current sheets in the corona.
The gas pressure within the current sheet will balance the strong magnetic field
outside. And if the current sheet is sufficiently thin, then the high temperature and
density cannot be observed. The eruption can be triggered by the introduction of
new magnetic flux into the system that causes the current sheet to grow. When the
current density exceeds some critical value, a micro-instability is triggered that leads
to a dramatic increase in the electrical resistivity and rapid reconnection will then
7Aly-Sturrock hypothesis states that the global magnetic energy of a force free field reaches
maximum when the field is completely open (Aly , 1984, 1991; Sturrock , 1991).
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Figure 1.17: A sketch of CME breakout model (Antiochos et al., 1999).
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Figure 1.18: Left panel: the background shows the magnitude of the shear veloc-
ity (Ux) on the photosphere, with arrows showing the direction of the
horizontal flows. The translucent isosurfaces are drawn at -20 km s−1
(blue) and 20 km s−1 (red). Right panel: the magnetic field configura-
tion during the flux emergence. The bright, ribbon-like structure shows
the position of the current sheet Manchester et al. (2004a).
occur (Cassak et al., 2006). The last stage is similar to the storage models.
1.3.3 CME-driven Shocks
If the speed of a CME is fast enough, it will drive shocks near the Sun. We
have mentioned the shock detection in the white light images in the beginning of the
section. In addition to white light observations, there are at least two other techniques
that can be used to detect CME-driven shocks. Strong radio emission is known to be
associated with propagating shock waves in the solar corona and heliosphere (Wild
and Smerd , 1972; Cane et al., 1981; Nelson and Melrose, 1985; Lengyel-Frey et al.,
1997). Just as Langmuir waves can be generated by the electrons from a solar flare,
they can also be produced by electrons accelerated by CME-driven shocks, which is
called a type II radio burst. Type II emission has a long duration and decreases in
frequency with time (the emission is at the plasma frequencies that drop in time as the
shock expands into lower density plasma), which provides information on the speed of
the CME. CME driven shocks can also be detected with observations of UV spectral
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line profiles, which can be used to diagnose the bulk expansion and thermal status
of the shocked plasma ahead of a CME. Due to the temporal and spatial resolution
limits of spectral observations, the number of observed cases is much smaller than
those found with white-light and radio observations. Ciaravella et al. (2006) observed
22 halo/partial halo CME events using UVCS observations and found the signatures
of CME-driven shocks in 7 cases.
The numerical simulation of CME-driven shocks has been performed by many
studies in the past several decades (e.g., Usmanov and Dryer 1995; Wu et al. 1999;
Groth et al. 2000; Odstrcil et al. 2002; Riley et al. 2002). It was found that the CME-
driven shock can interact with the bimodal solar wind and form a dimple during
the propagation (Manchester et al., 2004b,c; Lugaz et al., 2005). These studies also
indicate how the shock is distorted during its propagation from the Sun to the Earth.
Manchester et al. (2005) investigated the evolution of a CME-driven shock in an
ambient solar wind and found the θBn
8 changes for magnetic field lines at different
heliographic latitude. They also suggested that the compressed field lines in the CME
sheath can contribute to the acceleration of energetic particles (Ko´ta et al., 2005).
1.3.4 Particle Acceleration
The CME-driven shocks9 can accelerate particles during their propagation in the
heliosphere. Such shocks are believed to provide the circumstances necessary for grad-
ual solar energetic particle (SEP) events observed at the Earth(Reames , 1999). The
particle fluxes during gradual events are typically observed to rise within one to several
hours after onset. Given the long decay phase (1-2 days), gradual events are more im-
portant for space weather than impulsive events. It is believed that the CME-driven
shocks accelerate particles through the diffusive shock acceleration (DSA) mechanism
8The angle between the direction of the magnetic field and the shock normal.
9Due to the high-speed of CMEs, fast-mode (super-Alfve´nic) MHD shocks are most common
and are thought to accelerate energetic particles. The fast-mode shock compresses both the plasma
and magnetic field.
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(Axford et al., 1977; Bell , 1978a,b). To understand this acceleration process, we need
to start from Fermi acceleration.
Fermi (1949) explained the acceleration of cosmic-ray particles by reflections on
moving magnetized clouds. This idea is valid for any moving boundary with higher
magnetic fields due to the magnetic mirroring effect that produces a reflection for
adiabatic particle motion. Fermi also derived a power law function for the energy
spectrum based on statistical arguments that a head-on collision between a particle
and a moving magnetic field is more likely than an overtaking one. Therefore, the
average particle will be accelerated. The ratio of the reflected to the incident kinetic
energy can be calculated in the rest frame of the shock (Aschwanden, 2005):
v2
u2
= 1 + (1 + α)2
cos2 θvn
cos2 θBn
− 2(1 + α)cos θBv cos θvn
cos θBn
(1.13)
where α = −v‖/u‖, θvn is the angle between v and shock normal, θBv is the angle
between the magnetic field and v. For quasi-perpendicular shocks (θBn ∼ 90◦), the
second term becomes dominant and leads to large increases of the kinetic energy
of the reflected particles (v2 >> u2). Therefore, we can see that the fast-mode
shocks/quasi-perpendicular shocks can accelerate particles effectively, while the slow
shocks/quasi-parallel shocks yield little amount of acceleration.
The problem of Fermi acceleration is the energy gain in a single encounter is limited
by the shock jump condition. This limitation can be overcome in an inhomogeneous
plasma, where particles are scattered back and forth across the shock front many times
thereby gaining a large amount of energy. The energy spectra of ions accelerated in
DSA were calculated by Ramaty (1979) which could reproduce observed γ-ray and
interplanetary particle spectra. DSA can accelerate ions up to 100 MeV within less
than 1 s. Most of DSA simulations are for cosmic rays (e.g., Baring et al. 1994;
Kang and Jones 1995). Many previous works also tried to simulate DSA under the
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planar shock assumption (Tylka et al., 2005; Li et al., 2009; Guo et al., 2010). Sokolov
et al. (2004, 2009) solved the DSA equation along a selected field line connecting the
observer to the Sun and predicted the SEP spectra at 1 AU.
1.4 CME in the Heliosphere – Interplanetary CME (ICME)
1.4.1 Observations and Associated Phenomenon
The ICME10 is the counterpart of the CME, when it is at much larger distances
from the Sun. The methods of ICME detection include interplanetary scintillation,
radio burst observations, and in situ measurements. Interplanetary scintillation is
the oldest method that involves the analysis of radio sources at the meter-wavelength
level and tracking the changes to their signals as a dense transient (i.e., ICMEs)
passes them. Type II Radio burst observation can monitor the frequency variation
of the source as a result of particle acceleration by the shock related to ICMEs.
Therefore, this method can track the ICME shock through the heliosphere. Figure
1.19 shows an example of type II and III radio burst related to a CME event. The
in situ observations (e.g., magnetic field, plasma parameters) can be achieved when
the spacecraft moves through the ICMEs. The widely accepted ICME structure was
proposed by Burlaga et al. (1981). They identified a smoothly rotating magnetic field
following an interplanetary shock for an ICME observed by 5 different spacecraft
(Voyager 1 & 2, Helios 1 & 2, and IMP-8). The “magnetic cloud” was first used to
describe it. Figure 1.20 shows their sketch about this event, including the typical
structures of a modern ICME: a shock, a sheath region, and the magnetic cloud.
Long before the discovery of the CME, people started to measure the interplane-
tary shocks through the radio emission of the accelerated particles. The first in situ
observation of interplanetary shocks was by the Mariner 2 spacecraft (Sonett et al.,
10The term “ICME” was first used by Xuepu Zhao (Zhao, 1992)
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Figure 1.19: Left panel: CME observed by SOHO/LASCO C3. Right panel: A radio
dynamic spectrum showing a type II and type III radio burst caused by
CME-driven shock acceleration (Credit NASA/ESA).
1964). There are two general classifications of interplanetary shocks: forward shock
and reverse shock. A forward shock can be identified in the in situ data by a sudden
increase in the plasma parameters (solar wind speed, plasma density, temperature,
and magnetic field). In some cases, a reverse shock can be observed by a sharp de-
crease of magnetic field strength, density, and temperature but an increase in solar
wind speed. In the left panel of Figure 1.21, an example of Ulysses observed forward
and reverse shock pair is shown. The right panel shows the forward and reverse shock
pair in the MHD simulation by Manchester and Zurbuchen (2006).
Magnetic clouds are sometimes observed behind the interplanetary shocks. They
contain a large-scale, highly structured magnetic field, which is believed to be the
counterpart of the flux rope of the CME. The first direct association between inter-
planetary shocks and CMEs was made by Gosling et al. (1975). They compared a
CME observed by Skylab with an interplanetary shock detected by Pioneer 9. Klein
and Burlaga (1982) presented a statistical study of 45 magnetic clouds and confirmed
the relationship between the magnetic cloud and ICMEs. Also, they established the
characteristics of magnetic clouds in the in situ data which is still widely used today:
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Figure 1.20: Sketch of magnetic cloud observed by Burlaga et al. (1981).
1) low plasma temperatures; 2) high magnetic field strength; 3) smoothly rotating
magnetic field vector. Magnetic clouds also have a long duration, typically around
10-48 hours with an average of 27 hours. Therefore, they are effective in generating
strong geomagnetic activity at Earth when there is a strong sustained southward Bz
and a substantial pressure increase associated with the CME-driven shock that com-
presses the magnetosphere. Since only point observations are available, the 3D struc-
ture of magnetic clouds needs to be reconstructed by assuming a flux rope structure
with a circular/elliptical cross-section. Riley et al. (2004) reviewed many methods
to reconstruct the magnetic cloud structures. In Figure 1.22, solar wind plasma and
magnetic field parameters across two ICMEs at Wind are shown. The first ICME
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Figure 1.21: Left panel: A forward and reverse shock pair observed by Ulysses. Right
panel: A forward and reverse shock pair in the MHD simulation (Manch-
ester and Zurbuchen, 2006).
and its preceding shock are produced by the 2012 March 7 event. The second ICME
and its preceding shock are produced by the 2012 March 10 event.
1.4.1.1 Solar Energetic Particle Events
With fast CMEs, SEP events are always observed at 1 AU. Here shows a phys-
ical picture about how we can interpret the in situ observations for an SEP event
(Figure 1.23): the CME-driven shock is formed very close the Sun, due to the quasi-
perpendicular nature of the shock, it can effectively accelerate particles to high ener-
gies in minutes. These high-energy particles escape from the upstream of a CME and
move through the interplanetary space much faster than the CME and CME-driven
shock. Therefore, the energetic particles are seen at 1 AU earlier than the shock
arrival. Later, the CME-driven shock crosses the spacecraft and particles are still
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Figure 1.22: Solar wind plasma and magnetic field parameters across two ICMEs
observed at Wind (Liu et al., 2013).
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Figure 1.23: The intensity of energetic protons as a function of time for an SEP event
associated with a CME on October 19, 1989 (Reames , 1999).
being accelerated by the shock and trapped by turbulence in its vicinity, which leads
to increased intensity. At last, due to the diffusion and adiabatic cooling effects, the
particle intensity decreases. Note that the details of the SEP profile at 1 AU depend
on many factors (e.g., location of the source on the Sun, shock strength, solar wind
structure).
1.4.2 ICME interaction with Planets and Comets
During the propagation of ICMEs in the heliosphere, they can interact with other
bodies in the solar system. The effects of ICMEs on the planets highly depends on the
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magnetic field features of the planet. For Mercury, due to its weak magnetosphere,
the atmosphere can be stripped away by the solar wind/ICMEs and photoionization
processes. Models of Hermean magnetosphere response to the solar wind disturbance
have been investigated by Killen et al. (2001, 2004). CMEs have been observed at
Venus by Pioneer Venus Orbiter (e.g., Lindsay et al. 1994; Luhmann et al. 2007)
and Venus Express (e.g., Luhmann et al. 2008a). Due to the lack of magnetic field,
ICMEs can enhance the atmospheric ionization on Venus (Kar et al., 1986). Also, the
pressure pulse from the ICME shock can decrease the size of Venus ionosphere (Dryer
et al., 1982) and expose the neutral atmosphere to the solar wind plasma (Zhang et al.,
2008). For Mars, due to the longer distance from the Sun, the ICME should not be
strong enough to have an impact on Mars’ weak magnetosphere. However, it was
found that strong ICMEs can enhance the dayside magnetic field of Mars (Crider
et al., 2005). After passing Mars, the ICMEs begin to interact more with CIRs. So it
becomes difficult to identify individual events. Also, the magnitude of ICME magnetic
fields becomes insufficient compared with the magnetic field of outer planets. From
the observation of Jupiter and Saturn, the ICMEs show an impact in the form of
aurora intensity enhancement (Prange´ et al., 2004).
The ICMEs are also reported to be responsible for the comet disconnection events,
during which the tail of the comet appears to be disconnected from its head and moves
independently through the solar wind (Brandt et al., 1999; Jones and Brandt , 2004).
By using the data from SMEI, Kuchar et al. (2008) identified 6 disconnection events,
in which there is at least one case with an observed ICME passing.
1.4.3 The Fate of ICMEs
At large distance from the Sun, the interaction of different CIRs is possible due
to the expansion of CIRs/ICMEs and the overall speed differences between the solar
wind structures. When this occurs far from the Sun, the CIRs form a complex
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Figure 1.24: Diagram of Parker spirals in the ecliptic plane to 10 AU (Howard , 2011).
structures called merged interaction regions (MIRs). MIRs are believed to form at
large distance from the Sun (∼5 AU), where the Parker spirals begin to resemble
circles centered at the Sun (Figure 1.24). Burlaga (1995) demonstrated that ICMEs
may eventually merge with MIRs somewhere in the heliosphere. After merging, it
becomes a ring around the Sun with large dense structure slowly moving outward.
The new coming CMEs will replenish its inner edge. There are studies about the
evolution of ICMEs into MIRs (Burlaga et al., 2001; Whang et al., 2001; Richardson
et al., 2002). Richardson et al. (2002) tracked a CME from the Sun to 58 AU, where
its merged structures were observed by Voyager 2. At even greater distance, the MIRs
may dissipate to form the background turbulence in the outer heliosphere. Where
this occurs is still unknown. However, the MIRs are observed as far as near the
termination shock (Roelof et al., 2010).
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1.5 Motivations and Outstanding Questions
The motivations of this dissertation are mainly from two perspectives. First, even
with the latest CME/ICME detection technology, the information about the CME
propagation between the Sun and 1 AU is only obtained through the remote sensing
white light images, from which we can only monitor the structure and kinematic evo-
lution of CME/ICME. In order to investigate the internal structures of CME/ICME
as well as understand the multiple physical processes involved during their interaction
with the solar corona and interplanetary medium, a physics-based, first-principles nu-
merical model is needed. Second, the development of a reliable space weather forecast
model is a high national priority for both civilian and national security purposes. As
the source of the most destructive space weather, realistic CME modeling is critical
for accurate space weather forecasting. In this dissertation, by simulating a realistic
event from the chromosphere to 1 AU and comparing with observations, the capability
of the global MHD model as a powerful tool for space weather forecasting is shown.
The knowledge gained from these studies will go a long way toward the development
of physics-based, first-principles space weather forecasting models for CMEs.
There are many unsolved questions about CME/ICME; I list several of them to
which this dissertation contributes:
• Most of the CME models are based on the single temperature assumption.
However, due to the large difference between the electron and proton mass,
they have completely different thermodynamics in the solar wind plasma. How
does this thermodynamical difference influence the CME and CME-driven shock
structures?
• The CME is embedded in the solar wind plasma, so solar wind structures (e.g.,
CIR, HCS) have important influence on the CME/CME-driven shock struc-
tures. How is the geometry of CMEs and CME-driven shocks affected by their
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interaction with plasma and field structures of the solar wind as they propagate
through the heliosphere? How are the shock properties (shape, parameters)
modified?
• A large fraction of ICMEs observed in the heliosphere appear not to have the flux
rope structure (e.g., Cane and Richardson 2003), the so-called non-magnetic
cloud events or driverless events. The global MHD model has the advantages
of highly sophisticated background solar wind and realistic flux rope geometry.
Therefore, a complete heliospheric evolution of the simulated CME event can
be captured and analyzed to address the driverless events. What is the role of
large magnetic structure in the solar corona (e.g., coronal hole) in this process?
• How do CME-driven shocks extend in the heliosphere?
• When, and at what distance, are the shock and the driver separated?
1.6 Organization of the Dissertation
In Chapter II, I performed a multi-spacecraft validation study for a global two-
temperature corona and inner heliosphere model, in which different observation and
validation techniques are described. For example, for the first time, I compared ionic
charge states of carbon, oxygen, silicon, and iron observed by ACE/SWICS with
those predicted by our model. The validation results suggest that most of the model
outputs can fit the observations very well, which will lead to a great improvement
for CME/CME-driven shock modeling. In Chapter III, by employing the validated
background solar wind model in both one-temperature (1T) and two-temperature
(2T) modes, I performed a numerical study of a CME event that occurred on 2011
March 7. I compared the propagation of fast CMEs and the thermodynamics of
CME-driven shocks in both the 1T and 2T modes. Because there is no distinction
between electron and proton temperatures, heat conduction in the 1T model creates
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an unphysical temperature precursor in front of the CME-driven shock and makes
the shock parameters (e.g., shock Mach number, compression ratio) incorrect. The
results demonstrate the importance of the electron heat conduction in conjunction
with proton shock heating in order to produce physically correct CME structures and
CME-driven shocks. In Chapter IV, I present the global MHD simulation results of
the CME that occurred on 2011 March 7 by using the newly developed Alfve´n Wave
Solar Model (AWSoM) in Space Weather Modeling Framework (SWMF). Compre-
hensive validation work is done using both remote as well as the in situ observation
from SDO, SOHO, STEREOA/B, and OMNI. Our results show that the new model
can reproduce most of the observed features near the Sun (e.g., CME-driven EUV
waves, deflection of the flux rope from the coronal hole, “double-front” in the white
light images) and in the heliosphere (e.g., CME-CIR interaction, shock properties at
1 AU). By fitting the CME speeds near the Sun with observations, the CME-driven
shock arrival time is within 1 hour of the observed arrival time and all the in situ pa-
rameters are correctly simulated, which suggests the global MHD model is a powerful
tool for the space weather forecasting. In Chapter V, I summarize the conclusion
reached by this dissertation, followed by the limitations of current studies as well as
suggestions for future work.
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CHAPTER II
A Global Two-Temperature Corona and Inner
Heliosphere Model: A Comprehensive Validation
Study
Of all tools, an observatory is the most sublime...What is so good in a
college as an observatory? The sublime attaches to the door and to the first
stair you ascend; – that this is the road to the stars.
– Ralph Waldo Emerson, 1865
2.1 Introduction
As the source of coronal mass ejections (CMEs) as well as solar wind, understand-
ing the solar corona is critical for space weather forecasts. Although the physical
origin of the hot corona and the expanding solar wind is still in debate, Alfve´n wave
acceleration of solar wind has been considered as one of the possible mechanisms
(Belcher , 1971; Jacques , 1977). In this type of model, the wave pressure gradient
will accelerate the solar wind while the gradual dissipation of the waves can heat the
plasma (Hollweg , 1986). In the past two decades, a number of coronal models have
been created that use Alfve´n waves: e.g., Suzuki (2006), constructed a 1D model
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that forecasts the solar wind speed at 1AU, while e.g. Lou (1994); Ofman and Davila
(1995); Bravo and Stewart (1997); Ruderman et al. (1998); Usmanov et al. (2000)
analyzed the Alfve´n waves in 2D. Usmanov et al. (2000) for the first time developed
2D global axisymmetric solar wind models with Alfve´n waves. Fully 3D solar wind
models with Alfve´n waves have been studied by e.g. Evans et al. (2009) for the sur-
face Alfve´n wave damping mechanism, and van der Holst et al. (2010) developed a 3D
solar wind model from Sun to 1 AU that utilizes observational data for the boundary
conditions. Sokolov et al. (2009) coupled the frequency-resolved transport equations
for the Alfve´n waves to the magnetohydrodynamics (MHD) equations for an arbi-
trary 3D domain. Partial reflection of Alfve´n waves has also been investigated (e.g.,
Chandran and Hollweg 2009; Cranmer 2010; Verdini et al. 2010). Note that there are
other mechanisms that could be responsible for coronal heating. One is reconnection
between open and closed field lines. Reconnection is considered the most likely chan-
nel to convert magnetic energy to heat (e.g., Priest and Forbes 2000). Since only a
small fraction of the coronal magnetic field is open to the heliosphere, the dominant
source of energy should come from the stochastic reconnections between open and
closed field lines (e.g., Fisk et al. 1999, Schwadron et al. 2006). Reconnection heating
is more difficult for numerical modeling than wave heating mechanisms due to the
multi-scale nature of magnetic reconnection. To accurately model the interaction be-
tween closed and open field lines, a fully 3D coronal magnetic field is needed. Some
initial work with reconnection heating mechanism can be found in Fisk (2005); Tu
et al. (2005). Parker (1983, 1988) also proposed a nanoflare coronal heating model,
and there are many discussions and works since then (e.g., Cargill 1994; Klimchuk
2006; Aschwanden 2008; Janse and Low 2009). In nanoflare heating models, ohmic
dissipation of electric currents is responsible for the coronal heating, which would
preferentially heat electrons.
Another property that is important in the modeling of the solar corona as well as
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of the inner heliosphere is the different temperatures of electrons and protons. This
occurs beyond ∼2 R where the collisions between these two species are infrequent
(Hartle and Sturrock , 1968). Different temperatures between electrons and ions have
been found by SOHO/SUMER and SOHO/UVCS (Seely et al., 1997; Tu et al., 1998).
A more thorough investigation of different temperature between electrons and ions
is made by Landi (2008); Landi and Cranmer (2009). The model effects have been
extended to both 1D and 2D (e.g., Tu and Marsch 1997; Laitinen et al. 2003; Vainio
et al. 2003; Endeve et al. 2004; Hu et al. 2003a,b). The 2D two-temperature model
of Hu et al. (2003a,b) shows good agreement with Ulysses in situ observations of
protons at 1AU.
By separating electron and proton temperatures and heating protons by Kol-
mogorov wave dissipation (Hollweg , 1986), van der Holst et al. (2010) developed a
new global 3D two-temperature corona and inner heliosphere model. In this model,
the collisions between the electrons and protons are taken into account as well as the
anisotropic thermal heat conduction of the electrons. While Lionello et al. (2009) and
Downs et al. (2010) used a boundary formulation that starts from the chromosphere,
in the model of van der Holst et al. (2010) this boundary was elevated to r = 1.035R
for computational speed. Moreover, the inner boundary of the initial state is specified
by observational data. This model uses a synoptic GONG (Global Oscillation Net-
work Group) magnetogram and the potential field source surface (PFSS) model to
determine the initial magnetic field configuration. The PFSS model can be solved by
spherical harmonics or a finite difference method, see To´th et al. (2011a). The differ-
ential emission measure tomography (DEMT) method (Frazin et al., 2009; Va´squez
et al., 2010) is applied to EUV images observed by Extreme UltraViolet Imager
(EUVI; Howard et al. 2008) on the Solar Terrestrial Relations Observatory (STEREO)
A/B in order to provide the electron temperature and density at the inner boundary,
while the Alfve´n wave pressure is determined via the empirical Wang-Sheeley-Arge
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(WSA) model (Arge and Pizzo, 2000). The set of two-temperature MHD equations is
then numerically solved in the heliographic rotating frame by shock-capturing MHD
BATS-R-US code (Powell et al., 1999). To obtain the solution from the Sun to
the Earth, we couple the Solar Corona (SC; to 24R) and Inner Heliosphere (IH;
to 250R) components in the SWMF. The inner boundary of the IH is located at
r = 16R such that the two components overlap. The inner boundary conditions of
the IH are obtained from the SC. The model output can provide all plasma parame-
ters (e.g., density, velocity, temperature, pressure, and magnetic field), which will be
compared with the observations.
The partition of turbulent energy between electrons and protons is still under de-
bate. However, the partition could be a key factor to improving the physical realism
as well as the model forecast accuracy. The early works from both the observational
analysis (Pilipp et al., 1990) and theoretical predictions (Leamon et al., 1999) sug-
gest that the in situ electron heating should be on the same order as the proton
heating. Stawarz et al. (2009) compare the energy cascade rates with proton heat-
ing rates at 1 AU using Advanced Composition Explorer (ACE; Stone et al. 1998)
observations. They find that the energy cascade rates are consistently higher than
the energy required for the observed proton heating. Therefore, they postulate that
the electron heating by the turbulent cascade is less than or at most equal to the
rate of proton heating. With the comparison to Ulysses data, Breech et al. (2009)
point out that 60% of the turbulence energy goes into proton heating while 40% goes
into electron heating. Cranmer et al. (2009) obtain the similar results from Helios
and Ulysses data. More recently, Usmanov et al. (2011) developed an axisymmetric
steady-state solar wind model in which they suggest a similar heating rate division as
Breech et al. (2009). Based on a turbulent energy cascade model (Howes et al., 2008),
Howes (2011) predicts the proton-to-total plasma heating in the fast solar wind. The
result is consistent with Cranmer et al. (2009) for R & 0.8AU . The discrepancy for
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R . 0.8AU can be explained by considering proton cyclotron damping. In the solar
wind model of van der Holst et al. (2010), the dissipation of Alfve´n waves is assumed
to heat only the protons. In the present work, we will distribute the dissipation en-
ergy between electrons and protons, allocating 40% of such energy to the electrons
as suggested by Breech et al. (2009). This value is treated as a global constant in
our simulation. However, given the lack of observational constraints between the Sun
and 1 AU, the value could change closer to the Sun.
In this Chapter, we compare our model output for the solar minimum Carrington
rotation 2077 (2008 November 20 through December 17) with a comprehensive set of
space observations from ACE, STEREO A/B, as well as Venus Express. Since there
were very few CMEs during this rotation, it is ideal for the solar wind model vali-
dation. Near the Sun (1.035 R – 1.22 R), we compare the model output with the
electron temperature and density derived by the DEMT method using EUVI images
observed by STEREO A/B. We also use Large Angle and Spectrometric Coronagraph
C2 (LASCO; Brueckner et al. 1995a) tomography method to derive the electron den-
sity between 2.3 R and 6.0 R and compare it with the model electron density. In
the inner heliosphere, the proton states (density, temperature, velocity) and mag-
netic field are compared for all the in situ observations from ACE, STEREO A/B,
and Venus Express. Furthermore, we apply the ion composition model developed by
Gruesbeck et al. (2011) by using the electron temperature, density, and wind velocity
predicted by our model to calculate for the first time the ionic charge states of C ,
O , Si , and Fe at 1 AU and compare them with the in situ observations of the Solar
Wind Ion Composition Spectrometer (SWICS; Gloeckler et al. 1998) onboard ACE.
The electron density and temperature obtained from Hinode/EIS spectral data are
also compared with DEMT and model output near the Sun.
The Chapter is organized as follows. In Section 2, we compare the electron heating
model output with the former model output without electron heating. The validation
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results are presented in Section 3, followed by the summary and conclusions in Section
4.
2.2 The Two-Temperature Model with Electron Heating
The newly developed two-temperature model (van der Holst et al., 2010) is imple-
mented in the MHD BATS-R-US code (Powell et al., 1999) within the Space Weather
Modeling Framework (SWMF, To´th et al. 2005, 2012). Compared to the previous
version of Solar Corona (SC) and Inner Heliosphere (IH) models (Cohen et al., 2007)
in SWMF, the new model uses a uniform γ = 5/3 for SC and IH, and thus avoids the
decrease of γ in the Cohen et al. (2007) SC model that could distort the propagation
of CMEs and CME-driven shocks. New observations from Hinode/EIS found that
the effective adiabatic index for electrons in the corona is 1.10±0.02 due to thermal
conduction and coronal heating (Van Doorsselaere et al., 2011). However, since the
reduced heat conduction for ions and decoupling between ions and electrons, the γ
for ions should be ∼5/3, which is also consistent with the shock compression ratios
determined from SOHO/LASCO observations (Ontiveros and Vourlidas , 2009).
In this study, we use the new two-temperature model and partition 40% of the
dissipation energy to heat electrons to better reproduce the conditions in the space
environment. We also double the magnetic field observed by GONG at the inner
boundary in order to compensate for the uncertainties of the synoptic magnetogram
observation, especially in the polar region, as well as increase the magnetic strength
at 1 AU (Cohen et al., 2007). We keep the rest of the model setup the same as
described in the previous paper (van der Holst et al., 2010).
In Figure 2.1, a comparison between the SC output and SOHO/EIT observation
is shown. The left image in Figure 2.1 shows the EIT 195 A˚ observation on 2008
November 29. In general, the Sun is very quiet except for a weak active region
close to the north pole (without AR number). A large disk coronal hole region can
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be seen clearly around the equator, which extends to high latitude in the northern
hemisphere. The middle and right images in Figure 2.1 show the SC output for the
radial magnetic field and proton density at r = 1.055 R with selected field lines. For
the radial magnetic field image, the field lines are colored by the electron temperature.
We can see that the 3D topology of the solar magnetic field near the surface at solar
minimum is characterized by open magnetic flux with lower temperatures at the two
polar coronal hole regions, and closed magnetic field lines with higher temperatures
in the low latitudes. The active region can generate hot coronal loops. The existence
of on-disk coronal holes (including polar and low-latitude coronal holes) is one of
the major features of the solar corona during solar minimum (See review paper by
Cranmer , 2009). Therefore, the comparison of on-disk coronal holes between the
observation and model is helpful for the model validation. In the right image of
Figure 2.1, we show the proton density at r = 1.055 R. The on-disk coronal hole
regions shown in EIT 195 A˚ image can be seen as the low density regions in the
model output. The field lines of the right panel are colored by radial solar wind
velocity, which suggests that the fast solar wind mainly comes from polar open field
line regions and the slow solar wind originates near the solar equator. In general, the
model output near the Sun reproduces many observed features.
In Figure 2.2, the meridional slice of the SC (−24R ≤ (x, y, z) ≤ 24R) shows
the electron temperature (top left), proton temperature (top right), radial solar wind
velocity (bottom left), and proton density (bottom right). The model output without
electron heating can be found in Figure 5 and 6 in van der Holst et al. (2010). Both the
electron and proton temperatures are increased from van der Holst et al. (2010) model
due to the change of the magnetic strength at the inner boundary. The electrons and
protons near the Sun are in temperature equilibrium due to the Coulomb collisions.
With the decrease of the density away from the Sun, the collisions become infrequent,
therefore the electron and proton temperatures become different. For the electron
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Figure 2.1: Comparison between the SC output and SOHO/EIT observation. Left :
SOHO/EIT 195 A˚ observation on 2008 November 29. Middle: Radial
magnetic field at r = 1.055 R with selected field lines. The field lines are
colored by the electron temperature. Right : Proton density at r = 1.055
R with selected field lines. The field lines are colored by the radial solar
wind velocity.
temperature, we can still see the high temperature (above 1MK) in the streamer
region due to the electron heat conduction. The most obvious difference of electron
temperatures between the models with and without electron heating lies in the coronal
hole region. Without electron heating, the electron temperature decreases due to
cooling by the adiabatic expansion of the solar wind plasma. With electron heating,
the electrons maintain a high temperature (∼ 1 MK) within ∼10 R which then
gradually decreases. The proton temperature shows similar bimodal structure. Due
to the dissipation of Alfve´n waves, the protons are hotter in the fast wind than in the
slow wind. The proton temperature reaches ∼4 MK at ∼5 R. There is no evident
change to the solar wind velocity after adding the electron heating. The fast wind at
high latitude reaches 700 km s−1 and the slow wind speed at low latitude is below 400
km s−1. The square boxes in the velocity figure show the adaptive mesh blocks. The
refinement is made near the Sun and at the heliospheric current sheet (HCS). From
the proton density figure, that latitude is also the region with the highest plasma
density.
In the velocity map of Figure 2.2, we also show some critical surfaces calculated
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from the model. The white contour line shows the critical surface where the solar wind
speed equals the poloidal Alfve´n speed (the Alfve´n Mach number is unity). We can see
that the radius of the Alfve´n critical surface is ∼10 R outside of the streamer belt.
Within the streamer belt, due to the increased density, the critical surface location
drops to ∼5 R. The black and red contour lines show the two critical surfaces
where solar wind speeds are the same as the fast and slow magnetosonic-wave speeds,
respectively. From the three critical surfaces, we can see clearly the Alfve´n and fast
magnetosonic critical surfaces coincide with each other at the polar regions, which is
due to the fact that Alfve´n speed is larger than sound speed. Similarly at the equator,
the Alfve´n and slow magnetosonic critical surfaces coincide because Alfve´n speed is
smaller than sound speed. Our results can be compared with some previous studies
(Keppens and Goedbloed , 1999; Usmanov et al., 2000). The critical surfaces are very
important for both theoretical and simulation studies. Beyond the critical surface,
the inward propagating waves cannot exist due to the faster outward moving solar
wind plasma. To further validate the critical surface results, we need observations
nearer to the Sun. Future missions (e.g., Solar Probe1) could bring us more valuable
information about this issue.
1http://solarprobe.gsfc.nasa.gov/
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Figure 2.2: Meridional slice of the SC showing the electron temperature (top left),
proton temperature (top right), radial solar wind velocity (bottom left),
and proton density (bottom right). The square boxes in the velocity figure
represent the grid blocks, showing adaptive mesh refinement near the Sun
and the current sheet. The white contour line shows the critical surface
where the solar wind speed equals the poloidal Alfve´n speed. The black
(red) contour line shows the critical surface where the solar wind speed
equals the poloidal fast (slow) magnetosonic-wave speed.
In order to evaluate the electron heating effect in the two-temperature model
near the Sun, we compare the model output with electron heating to the electron
temperature and density derived from EUV images of the Sun by using the DEMT
method (Frazin et al., 2009; Va´squez et al., 2010). In general, the DEMT method
uses a time series of EUV images under the assumption of no time variation and
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uniform solar rotation to derive 3D emissivity distribution in each EUV band. By
Local Differential Emission Measure (LDEM) analysis, the 3D distribution of the
electron density and temperature can be obtained. The DEMT method assumes the
plasma is optically thin. In this study, we use three bands of EUV observation (171,
195, and 284 A˚) from EUVI on the STEREO A and B spacecrafts.
The top panels of Figure 2.3 shows the comparison between the model output and
the DEMT derived electron temperature (left panel) and number density (right panel)
near the Sun. In both panels, the ring between r = 1.035 R and 1.225 R shows the
ratio between the model and DEMT output. Outside this ring, the two-temperature
model output is shown. At the center, the iso-surface of the Sun is taken at R =
1.055 R with the radial magnetic field shown on the surface. Some of the DEMT
data points are set to zero due to the dynamic variation of the corona. These regions
are marked by white. The temperature ratio is between ∼0.9 and ∼1.1 for most of
the region. The relatively larger differences are shown outside the north polar region
where the DEMT data shows two hot belts where the temperature is ∼40% hotter
than the model. These two hot belts are associated with active regions, which our
model (in its current form) cannot reproduce via Alfve´n wave dissipation in closed
field line regions. Due to the electron heating by the Alfve´n waves dissipation, the
electron temperature of the solar wind model increases in the coronal hole above ∼1
MK, which is also seen in the tomography. The ratio between the model and DEMT
density is ∼0 – 0.3 in log-scale (∼1 – 2 in normal scale) for most of the region. In the
middle and bottom panels of Figure 2.3, we show the temperature and density curves
at 1.1 R as well as along the Y - and Z-axis. This demonstrates that the electron
heating is sufficient and the density scale height reproduces the observations.
Although the results suggest a quantitative agreement between the model output
and DEMT reconstruction, the assumptions of DEMT make it hard to evaluate the
accuracy of the results. First, DEMT used 3/4 of a Carrington rotation’s data to
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reconstruct the density and temperature maps, while assuming no dynamic evolution
of the corona. Also DEMT assumes a fixed iron abundance, to which the derived elec-
tron density is inversely proportional. In this work, we assume [Fe]/[H] = 1.26×10−4,
which is 4 times higher than the photospheric value (Grevesse and Sauval , 1998) due
to the low first ionization potential (FIP) (Feldman et al., 1992). The derived electron
temperature is not affected by this caveat, but by the assumed ionization equilibrium
fractions of the Fe ions. In the DEMT results here included (Va´squez et al., 2010),
we used the ionization equilibrium calculations by Arnaud and Raymond (1992) to
compute the EUVI bands’ temperature responses. Therefore, we need further obser-
vational data to compare with and validate our model output. To achieve this, we use
the spectral observation from the EUV imaging spectrometer (EIS) onboard Hinode
to derive the electron density and temperature for a certain location and time during
CR2077 and compare the result with model and DEMT output.
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Figure 2.3: Comparison between the meridional slices of the SC and DEMT output
near the Sun for electron temperature (left panel) and log electron number
density (right panel). The inner ring shows the ratio between the model
and DEMT output from 1.035 R to 1.225 R and outside background
shows the model output. The iso-surface of the Sun is taken at R =
1.055 R with the radial magnetic field shown at that layer. Middle Left:
Model and DEMT electron temperature at 1.1 R. Middle Right: Model
and DEMT electron number density at 1.1 R. The angle is measured
clockwise from positive Z direction. Bottom Left: Model and DEMT
electron temperature along Y - and Z-axis. Bottom Right: Model and
DEMT derived electron number density along Y - and Z-axis.
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The west limb was observed on 3 December 2008 by the Hinode/EIS. A description
of the EIS instrument can be found in Culhane et al. (2007). The observations were
carried out using the 1′′ slit, and the central 128′′ of the EIS detectors were down-
loaded. The EIS pointing was moved along the E-W direction 128 times with 1′′ steps,
so that the nominal field of view was 128′′×128′′. For each pointing, an exposure time
of 90s was used. The entire wavelength range of each EIS channel was downloaded,
resulting in a full solar spectrum in the 166-212 A˚ and 245-291 A˚ wavelength ranges
for each pointing. The center of the slit was pointed at (1025′′, 14′′), and a tiny por-
tion of the limb was included in the field of view. Figure 2.4 shows the EIS field of
view at three different temperatures using lines from He ii (formed at T ' 50, 000 K),
Fe viii (formed at T ' 400, 000 K) and Fe xii (formed at T ' 1, 500, 000 K). The
sharp decrease of the He ii intensity gives an approximate indication of the location
of the solar limb; the intensity of all lines decreases exponentially beyond it. The
data were reduced, cleaned and calibrated using the standard EIS software available
in SolarSoft. A wavelength-dependent shift along the N-S direction was applied to the
images to account for the CCD spatial offset of the images; this was also calculated
using the standard EIS software.
Figure 2.4 shows the EUV image observed by SOHO/EIT on 3 December 2008.
The white box shows the EIS field of view. The EIS observation suggests that the
field of view is quite unstructured at transition region (i.e. Fe viii) temperatures, but
shows two brighter areas and a darker lane at coronal temperatures. We have thus
selected three datasets (“A”, “B” and “C”) to carry out the analysis, each including
one of these features, and averaged the observed emission along the N-S direction at
each position in the E-W scan. The position of the these three regions are marked
by white dashed lines in Figure 2.4. The resulting dataset consisted of three series
of full EIS spectra as a function of height. The signal-to-noise becomes so low above
1.08 R that line intensities are too uncertain to derive physical properties of the
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emitting plasma. We also are interested only in data above 1.02 R, to match the
lowest height reached by tomographic reconstructions. We thus studied the spectra
in the 1.02-1.07 R range only.
Figure 2.4: SOHO/EIT 195 A˚ observation on 2008 December 3. The white box shows
the EIS field of view. The white dashed lines show the positions of the
datasets used in this study.
We measured the plasma electron density and thermal structure applying stan-
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dard diagnostic techniques to EIS spectral line intensities. We measured the electron
density using line intensity ratios, while we determined the plasma distribution with
temperature for each region at each height by measuring the so-called Differential
Emission Measure (DEM) of the plasma using the iterative technique developed by
Landi and Landini (1997). In our analysis, we used Version 6.0.1 of the CHIANTI
database (Dere et al., 1997, 2009), and calculated the line emissivities adopting the
ion fractions of Bryans et al. (2009) and the coronal abundances from Feldman et al.
(1992).
Several ions provide line intensity ratios that can be used to measure the plasma
electron density. However, signal to noise limited the maximum height where each
ratio was able to provide meaningful electron density measurements. The Fe xii
186.8/195.1 intensity ratio proved to be the less noisy and allowed us to determine the
electron density throughout the entire range of heights spanned by the observations.
Figure 2.5 shows the results: the electron density decreases exponentially with height;
no significant difference is observed between the three regions. If we assume that the
plasma is plane parallel and in hydrostatic equilibrium, the rate of density decrease
in the 1.02-1.07 R range corresponds to a plasma electron temperature of T '
3.8×106 K, significantly larger than typical quiet Sun coronal temperatures (Phillips
et al. 2008 and references therein).
The plasma DEM curves were measured for all three datasets and the results are
shown in Figure 2.6. There are a few comments to the results. First, all three regions
show qualitatively the same plasma distribution, although region C has slightly lower
DEM curves. Second, all DEM curves are peaked around log T = 6.05, with a full
width half maximum ∆ log T ' 0.07: the plasma along the line-of-sight (LOS) is
rather tightly clustered around the peak temperature. The DEM peak temperature
is a factor ' 3 lower than the temperature derived by the density scale height. Third,
the DEM peak values decrease monotonically with height but they do not significantly
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Figure 2.5: Electron number density values measured as a function of distance from
the Sun center using the Fe xii 186.6A˚/195.1A˚ intensity ratio. The “A”,
“B”, and “C” curves represent the three selected datasets shown in Figure
2.4.
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Figure 2.6: DEM curves versus temperature measured for each region as function of
distance from Sun center.
change their shape, with the only exception of the curve at 1.02 R in the C dataset.
To compare the electron density obtained by EIS, DEMT, and the model, we
extract the LOS density at several locations around B dataset in the EIS observation
for different solar radii from 1.042 to 1.103 R. For the EIS observation, we show
both the density derived from Fe xii and Fe xiii. The comparison result is shown
in Figure 2.7. Since the location of EIS observation is quiet Sun region, there are
no significant differences at different locations for the densities predicted by the SC
model and DEMT. The densities provided by SC and DEMT are very close as already
shown in Figure 2.3. However, the density derived from EIS Fe xii is higher than the
model and DEMT density by a factor of ∼2, while the density derived by the Fe xiii
ratio is in good agreement. The disagreement between Fe xii and Fe xiii derived by
EIS ratios was noted before (Young et al., 2009; Watanabe et al., 2009). In all cases
Fe xii densities were higher than Fe xiii ones. The comparison made in this study
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Figure 2.7: Line-of-Sight (LOS) density comparison among SC output, DEMT, and
EIS derivations.
shows that the Fe xiii derived densities are more consistent with model and DEMT
than Fe xii derived densities. The agreement between the Fe xiii and DEMT density
values, obtained with different techniques, reinforces the conclusion drawn by Young
et al. (2009) and Watanabe et al. (2009) that Fe xii line intensities are affected by
atomic physics problems. The EIS derived temperature is around log T = 6.05 for all
locations, which is well matched with the model output in Figure 2.3.
As the final evaluation of the two-temperature model near the Sun, we compare
the model result with the tomography derivation (Frazin, 2000; Frazin and Janzen,
2002) from SOHO/LASCO-C2. Using the LASCO-C2 observation, the tomographic
method can obtain the electron density between 2.3 R and 6.0 R. The electron
density ratio between the model and the LASCO-C2 tomographic output is then
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Figure 2.8: The electron density ratio between the two-temperature model and the
LASCO-C2 tomography output between 2.3 R and 6.0 R. The bound-
ary data near ∼6.0 R is eliminated because of the relatively larger un-
certainty of the tomography derivation near the boundary.
calculated and shown in Figure 2.8. The data near ∼6.0 R are eliminated due to
the relatively larger uncertainty of the tomography derivation near the boundary. In
Figure 2.8, we can see that most of the regions have Model/C2 ratio around 1.0, which
means the model and C2 tomographic data are well matched. The four red streams
that have a Model/C2 ratio are related to the time variation on the Sun that cannot
be well captured by the steady state solar wind model as well as the solar rotational
tomography.
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2.3 Model Validation Using Multispacecraft Observation
In this Section, we will use multispacecraft observation from Venus Express (Titov
et al., 2006), STEREO A/B, and ACE to validate our two-temperature model with
electron heating in the heliosphere. Figure 2.9 shows the trajectories of the four
spacecraft in the Carrington coordinate system (Heliographic Rotating Coordinate,
HGR)2. We can see that in the frame rotating with the Sun, the satellite trajectories
encircle the Sun in a full Carrington rotation period. Venus Express is at ∼0.7
AU from the Sun. The other three satellites are at ∼1 AU. In Figure 2.9, three
velocity iso-surfaces from the model are also shown. These three iso-surfaces show
the radial solar wind speed of 250 km s−1, 500 km s−1, and 700 km s−1. The corotating
interaction regions (CIRs) that have been studied for several decades (see e.g., Jian
et al., 2006; Mason et al., 2009, and references therein) are evident in our simulation
results. In Figure 2.9, the CIRs are shown by the iso-surface velocity of 250 km
s−1, which are the slow streams. Figure 2.10 shows the comparison of the model
with Venus Express observations at ∼0.7 AU. The proton parameters (solar wind
speed and proton temperature) are observed by Ion Mass Analyzer (IMA) of the
Analyser of Space Plasma and Energetic Atoms (ASPERA) onboard Venus Express.
The magnetic field strength is obtained by Magnetometer (MAG) onboard Venus
Express. Since solar wind monitoring is not the Venus Express goal, the instruments
onboard Venus Express are switched on one hour before bow shock crossing and
switched off one hour after. In this study, in order to exclude the influence of the
atmosphere of Venus on the solar wind, we only use the first data point after switch
on and the last data point before switch off. For the solar wind speed, the model
agrees with the magnitude of ∼400 km s−1, but differs in the speed variation. For the
temperature, the model produces the same trend as the observation but with lower
2HGR is a Sun-centered, solar coordinate system that rotates in a sidereal frame exactly once
every 25.38 days.
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Figure 2.9: The satellite trajectories in the Carrington coordinate system shown with
the iso-surface velocity of the two-temperature model. The three iso-
surfaces show the radical solar wind speed of 250 km s−1, 500 km s−1,
and 700 km s−1.
magnitude. The possible reasons for the discrepancy have been discussed by van der
Holst et al. (2010). We will discuss it further in Section 4. For the magnetic field
strength, both the model and observation give the same magnitude ∼5 nT.
Figure 2.11 shows the comparison between the model and the STEREO A ob-
servation. The proton parameters are observed by Plasma And Supra-Thermal Ion
Composition Investigation (PLASTIC) instrument onboard STEREO. The magnetic
field data is provided by In-situ Measurements of Particles and CME Transients (IM-
PACT) instrument onboard STEREO. The cyan lines in the figure show the original
observational data with a time resolution of 10 mins. There are many fine structures
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Figure 2.10: Comparison of Venus Express observed solar wind speed, proton density,
proton temperature, and magnetic field with the two-temperature model
output for CR2077.
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that cannot be captured by the steady state MHD solutions. In order to compare
the model output with the observation, a daily average of the observational data is
shown with red dashed lines. In general, our model agrees to within a factor of two
with STEREO observations in all the comparison parameters but some peaks are
missing in our model. Some of these peaks might be related to eruptive events in the
heliosphere that cannot be simulated by the steady state solar wind model. Similar
results are shown in Figure 2.12 for the comparison between the model and STEREO
B observations.
Figure 2.13 shows the comparison between the model and ACE observations. We
use the hourly averaged ACE data obtained from the Coordinated Data Analysis Web.
Such a validation with ACE was also demonstrated by van der Holst et al. (2010)
using the two-temperature model without electron heating. Comparing results, the
model with electron heating can get similar features (e.g., CIRs) but with a higher
magnitude which is more consistent with the observations. We can see the simulated
solar wind speed has a peak above ∼400 km s−1, and an average ∼350 km s−1. The
average proton temperature at 1 AU is higher and in better agreement with the ACE
average temperature than the previous model presented in van der Holst et al. (2010),
but several temperature peaks from the ACE data are no longer captured.
We next use the freeze-in code developed by Gruesbeck et al. (2011) to calculate
the ion charge state at 1 AU for the solar wind model, which we then compare to
the observed values found by ACE/SWICS. As the solar wind plasma propagates
outward from the Sun, the density significantly drops, which shuts down the ioniza-
tion and recombination processes causing the freeze-in of the ionic charge state very
close to the Sun. Lighter elements freeze-in closer to the Sun while heavier elements
freeze-in further out (Geiss et al., 1995; Buergi and Geiss , 1986). Esser et al. (1998)
first presented a model of ion charge state in the solar wind by solving the ioniza-
tion evolution equations. Recently, Laming (2004) and Laming and Lepri (2007)
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Figure 2.11: Comparison of STEREO A observed solar wind speed, proton density,
proton temperature, and magnetic field with the two-temperature model
output for CR2077.
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Figure 2.12: Comparison of STEREO B observed solar wind speed, proton density,
proton temperature, and magnetic field with the two-temperature model
output for CR2077.
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Figure 2.13: Comparison of ACE observed solar wind speed, proton density, proton
temperature, and magnetic field with the two-temperature model output
for CR2077.
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Figure 2.14: Comparison of ACE/SWICS observed ionic charge states of C , O , Si ,
and Fe with the model predicted result for CR2077.
suggested a model to interpret the increased ionization of charge states in the fast
solar wind. The freeze-in code uses the solar wind model’s electron temperature and
density as inputs to the ionic charge state equation, while the model velocity is input
into the continuity equation which is solved for the plasma trajectory along a field
line in the fast wind. The freeze-in code solves this series of equations using a 4th
order Runge-Kutta scheme, optimized for solving stiff sets of equations. The code is
applied to separately calculate the charge state distribution of each atomic species as
it propagates away from the Sun at the speed of the bulk velocity determined by the
solar wind model. The ionization and recombination rate coefficients of specific ions
are taken from Mazzotta et al. (1998).
The model’s predicted freeze-in heights for C , O , Si , and Fe are approxi-
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mately 1.13 Rs, 1.13 Rs, 1.45 Rs, and 1.51 Rs, respectively, illustrating the trend
that has been theorized. As can be seen in the Figure 2.14, there is a strong qualita-
tive agreement between the ACE/SWICS observations from a fast wind stream and
the freeze-in code’s results from the fast wind of the model. For all four elements
inspected, the major charge state peak matches that of the ACE observation. The
close match indicates that the model’s coronal electrons temperature, density, and
velocity are close to that of the solar corona. To determine the nature of the electron
temperature discrepancy between the predicted and observed charge state levels is
beyond the scope of this work, but will be taken up in subsequent papers. Also, we
notice that the freeze-in heights for C and O are very close to the inner boundary of
the simulation domain. Therefore, in order to have a more reliable result for these
two elements, we may need to extend the inner boundary to the lower coronal region.
2.4 Summary and Conclusions
We performed a validation study for the new 3D solar wind model (van der Holst
et al., 2010) using observations from STEREO A/B, ACE, Venus Express, Hinode,
and SOHO of CR2077. We include electron heating in the new model by partitioning
40% of the Alfve´n wave energy to the electrons. By comparing the model output with
the DEMT electron temperature and density, LASCO-C2 tomographic density, and
Hinode/EIS electron density and temperature, we suggest the model with electron
heating is more physically reliable and consistent with observations than a single fluid
model. The simulation results near the Sun reproduce many observational features
(e.g., the open and closed field regions, low and high density regions, the fast and
slow solar wind, streamer belt) and get all the plasma parameters with the right
magnitude (within a factor of ∼2).
Using the in situ observations from STEREO, ACE, and Venus Express, we com-
pare the solar wind velocity, proton density, temperature, and magnetic field in the
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inner heliosphere with the model output. In general, the validation results for CR2077
are encouraging. The heliosphere observational features (e.g., CIRs) are demonstrated
in the simulation: the new model with electron heating also gets the right value of
the solar wind speed, proton density, and the magnetic field strength for all of the in
situ observations. Moreover, we validate the model with derived ionic charge states
at 1 AU by using the newly developed freeze-in code by Gruesbeck et al. (2011). Our
results show that the temperature profile of the model near the Sun can reproduce the
ionic charge state observed by ACE/SWICS, which suggests the physical reliability
of the new model.
However, there is still room for the improvement of the model. From the in
situ observations, we notice that our model output has a relatively low magnitude at
most CIR peaks for solar wind speed, density, temperature, and heliospheric magnetic
field. The reason for this discrepancy is the quite extended slow wind region shown
in Figure 2.2. This extended slow wind region positions the satellites in the slow
wind for a longer period than occurred in reality and therefore causes the relatively
low magnitude of plasma parameters. The wide slow wind region is caused by the
difficulty of using the WSA model to obtain the Alfve´n wave energy at the inner
boundary in order to reproduce the final velocity distribution at 1 AU. The Alfve´n
wave pressure prediction is determined along the PFSS magnetic field, while the final
obtained field line topology of the solar wind model departs from this PFSS field so
that the velocity profile at 1 AU is likely to be different from the WSA predicted
values. Actually, some studies found the WSA model yields higher solar wind speed
at the source surface than the MHD model does (Feng et al., 2010). To overcome this
issue, we may need a self-consistent method to treat the inner boundary for Alfve´n
wave energy. An improved solar wind model in SWMF will start from the top of the
chromosphere and will be independent of WSA for the terminal solar wind speed.
Also, including couterpropagating Alfve´n waves (e.g., Chandran and Hollweg 2009;
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Cranmer 2010) may improve the heating and acceleration of the solar wind plasma.
In this validation study, in order to compensate for the uncertainty of the synoptic
magnetogram observation and get the right magnetic strength at 1 AU, we double
the magnetic field of the GONG based synoptic magnetogram. How to create reliable
and precise global solar magnetograms is still an open issue. With more observations
from space by different satellites (e.g., SDO, high temporal and spatial resolution;
Solar Orbiter, polar region magnetic field measurement), as well as the development
of new methods (e.g., helioseismology, Zhao 2007), the model can be improved by
using more precise magnetograms.
There are also some ongoing DEMT improvements that include: (1) Removing
scattered light within the EUV telescopes, which is particularly important for fainter
features such as the off-limb, coronal holes, and filament cavities; (2) Including the
Bryans et al. (2009) ionization fractions, which will imply changes in derived DEMT
temperatures, specially in the hotter streamer regions. The new computation will
change the EUVI responses and shift their peak location to higher temperatures.
Therefore, the mean electron temperature from the inverted LDEM will increase too.
For the Te > 1 MK regions, the median increase of the temperature is ∼15 %, which
could result in a better agreement between the two-temperature model and DEMT
output; (3) Extending the technique to incorporate the SDO/AIA data, which pro-
vides more extensive temperature constraints than EUVI. Currently, a comparative
study of EUVI and AIA based DEMT results is being conducted for the current rising
phase of solar cycle 24.
For future work, we need to validate the new solar corona model for solar maxi-
mum conditions. There are two difficulties for simulating solar maximum. First, the
solar corona at solar maximum is more dynamic, which makes the boundary condi-
tions based on potential field model and DEMT data less accurate. We also need to
initiate CME events from different active regions in order to compare with observa-
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tions. Moreover, our model does not take into account the coronal heating mechanism
by ohmic dissipation associated with magnetic reconnection of which interchange re-
connection is one example. Since interchange reconnections occur frequently during
solar maximum, we need to see how it will influence our simulation results. Also note
that a complete description of coronal electrons requires a kinetic treatment that can
address the suprathermal electrons that are observed in situ. Furthermore, the core
population has a nearly constant temperature of 100,000 K at 1 AU, which requires
additional heating mechanisms for our model to reproduce. After the validation work,
we will start to simulate eruptive events including CMEs and CME-driven shocks. In
the previous solar wind model (Cohen et al., 2007) in the SWMF, the CME-driven
shocks are not well described due to the reduced adiabatic index. The new model
uses γ = 5/3 globally. Therefore, improvements in modeling CMEs and CME-driven
shocks can be expected. Furthermore, by coupling the coronal model with the flux
emergence convection zone model (Fang et al., 2010) with the SWMF, we can achieve
self-consistent CME simulations in the future.
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CHAPTER III
Numerical Simulations of Coronal Mass Ejection
on 2011 March 7: One-Temperature and
Two-Temperature Model Comparison
The only way of discovering the limits of the possible is to venture a little
way past them into the impossible.
– Arthur C. Clarke
3.1 Introduction
Coronal mass ejections (CMEs) are a major source of potentially destructive space
weather conditions, in which 1015–1016 g of plasma is ejected from the Sun with a ki-
netic energy of order 1031–1032 ergs (Hundhausen, 1993). Fast CMEs can drive shocks
in the heliosphere (e.g., Sime and Hundhausen 1987; Vourlidas et al. 2003; Vourlidas
and Ontiveros 2009) that are believed to be responsible for gradual solar energetic
particle (SEP) events (e.g., Reames 1999). The SEPs can pose major hazards for the
spacecraft and human life in outer space. Therefore, understanding CME and CME-
driven shock dynamics is critical for space weather forecast. However, due to the
limitations of observations (e.g., temporal and spatial resolution, sensitivity etc.), it
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is very hard to test and verify our theories about CMEs and CME-driven shocks solely
from the observations. Global magnetohydrodynamic (MHD) simulation provides a
great tool to investigate the CME-related phenomena in detail.
There are three major physical processes for energy balance in the solar corona:
coronal heating, thermal conduction, and radiative cooling. The coronal heating is
still an open issue of solar physics at this time. Many numerical models addressed
this issue by using empirical heating functions (e.g., Mikic´ et al. 1999; Groth et al.
2000), or variable adiabatic index (e.g., Wu et al. 1999; Roussev et al. 2003b; Cohen
et al. 2007; Jacobs and Poedts 2011). Although, these assumptions can reproduce
many observational features (e.g., EUV images, 1 AU in-situ plasma parameters),
the assumptions limit the physical self-consistency of the simulation. When shocks
are present in the simulation, the variable adiabatic index assumption alters the jump
conditions therefore leading to an unrealistic shock structure. Inspired by observed
wave-like phenomena, there are other models that address the heating term by mim-
icking Alfve´n-wave dissipation (e.g., Usmanov et al. 2000; Suzuki 2006; Evans et al.
2009; van der Holst et al. 2010). The advantage of this type of model is fewer free
parameters in the simulation and therefore a more physically self-consistent solution.
Sokolov et al. (2013) further implemented balanced Alfve´n-wave turbulence at the
top of closed field lines in the global 3D MHD simulations. For the thermal con-
duction, most of the models use the Spitzer form of heat conduction (Spitzer , 1962)
for near-Sun plasmas. For models that extend to the chromosphere, the radiative
cooling process should be considered (Lionello et al., 2009; Downs et al., 2010). How
to treat these processes in the simulation is very important and can lead to different
thermodynamic evolution. Pomoell and Vainio (2012) simulated CMEs with different
heating functions. They found that CME-driven shocks can be significantly altered
by different heating prescriptions. Shiota et al. (2005) found that the heat conduc-
tion is important for reproducing the observational features in the MHD simulation
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of CMEs.
Although the complexity keeps increasing, most of the global MHD models as-
sume a single temperature for all particle species. However, in the low corona, the
densities sufficiently high that Coulomb collision thermally couple electrons and pro-
tons on a time scale of order of tens of seconds. As the density decreases away from
the Sun, electrons and protons gradually decouple and attain different temperatures,
because of a variety of physical processes that are dependent on particle mass. To
capture this complex behavior Van der Holst et al. (2010) developed the first global
2T solar wind model, which dramatically changes the thermodynamics of the evolv-
ing plasma. First, the thermal velocity of electrons is more than ∼40 times greater
than that of protons so that the heat conduction by electrons completely dominates
that of protons, which is thus omitted in our model. Second, Alfve´n waves primar-
ily heat protons by Kolmogorov dissipation (Hollweg , 1986). Third, CME-driven
shocks (∼100 – 3000 km s−1) are supersonic only with respect to the proton thermal
speed (cp ∼100 km s−1). Therefore, protons are shock-heated while electrons are not
(ce ∼5000 km s−1). This work follows the first 1D two-temperature (2T) CME-driven
shock model of Kosovichev and Stepanova (1991), in which the authors found that
the ion temperature can reach 5×107 K and may exceed the electron temperature
by more than an order of magnitude for strong shocks. Using the model of van der
Holst et al. (2010), Manchester et al. (2012) confirmed this temperature inequality
behind CME-driven shocks and found much more complex behavior of field-aligned
heat conduction in complex 3D magnetic fields. In particular, heat can propagate on
open field lines to form an electron high-temperature shock precursor. A more de-
tailed description about the temperature features of the shock wave in a plasma can
be found in Zel’dovich and Raizer (1967). A recent application in the multi-material
radiation hydrodynamics shows these temperature features in the high energy density
regime (van der Holst et al., 2011).
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In this study, we investigate the thermodynamical differences between 1T and
2T CME/CME-driven shocks based on a newly developed Alfve´n Wave Solar Model
(AWSoM; Sokolov et al. 2013). Similar to that of van der Holst et al. (2010), this
model employs Alfve´n wave damping to heat the corona and describes separate elec-
tron and proton temperatures with electron heat conduction. Sokolov et al. (2013)
further developed the model by incorporating the balanced turbulence at the top of
the closed field lines and by extending it down to the chromosphere and including
radiative cooling. The CME simulations described here are based on the CME event
that occurred on 2011 March 7th. We initiate the CME by implementing a Titov-
De´moulin (TD) flux rope in the steady state solar wind (Titov and De´moulin, 1999).
The flux rope erupts due to the initial state of force imbalance. The synthesized white
light images of 1T and 2T CMEs are compared with SOHO/LASCO observations.
Based on the simulation results, we emphasize the importance of a 2T model for
CME simulations. This chapter is organized as follows: In Section 2, we describe the
background solar wind model as well as the CME initiation model we used. The 1T
and 2T CME comparison results are shown in Section 3, followed by the summary
and conclusion in Section 4.
3.2 Models
This study is based on the Space Weather Modeling Framework (SWMF) de-
veloped in the Center for Space Environment Modeling (CSEM), which provides a
high-performance computational capability to simulate the space weather environ-
ment from the upper solar atmosphere to the Earth’s upper atmosphere and/or the
outer heliosphere (To´th et al., 2005, 2012). The framework contains several compo-
nents that represent the different physical domains of the space environment and each
component can have multiple models available. In this study, we use the Solar Corona
(SC) and Eruptive Event Generator (EE) components. The SC component is used to
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obtain the background solar wind solution with the newly developed AWSoM model
(Sokolov et al., 2013) and is solved by Block-Adaptive Tree Solarwind Roe-type Up-
wind Scheme (BATS-R-US) code (Powell et al., 1999). The inner boundary condition
of magnetic field is specified by a synoptic map obtained from the Helioseismic and
Magnetic Imager (HMI) instrument on board the Solar Dynamics Observatory (SDO)
spacecraft (Schou et al., 2012). The polar field correction for this map is done with
a 2D 3-order polynomial spatial fitting of available data above 60 degree (Sun et al.,
2011). The initial magnetic field configuration is calculated by the Potential Field
Source Surface (PFSS) model using a finite difference method (To´th et al., 2011b).
The Alfve´n wave turbulence is launched at the inner boundary and scaled with the
surface magnetic field. In the open field line region, the solar wind is heated by Kol-
mogorov wave dissipation. At the top of the closed field lines, balanced turbulent
cascade is dominant.
The governing equations for the 2T model can be summarized as below (see also
in Sokolov et al. 2013) :
∂ρ
∂t
+∇ · (ρu) = 0 (3.1)
∂(ρu)
∂t
+∇ ·
(
ρuu− BB
4pi
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8pi
)
= −ρGM
r2
er (3.2)
∂
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γ − 1u
)
= −pe∇ · u + 1
τpe
(pp − pe)−∇ · qe −Qrad + αQw (3.3)
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+∇ · [w±(u± uA)] = −w±
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∇ · u− Γ±w± (3.5)
∂B
∂t
−∇× (u×B) = 0 (3.6)
where ρ is the mass density; u is the velocity; r is the radial distance from the center
of the Sun; G is the gravitational constant; M is the mass of the Sun; pe and pp
represent the electron and proton pressures; w± are the Alfve´n wave energy densities
propagating along and against the magnetic field direction; B is the magnetic field;
γ = 5/3 is the adiabatic index; τpe is the characteristic time of collisional energy
exchange between the electrons and protons; qe is the electron thermal heat flux; Qrad
represents the radiative loss; Qw = Γ+w+ + Γ−w− represents the wave dissipation;
uA = B/
√
µ0ρ is the Alfve´n wave speed; Γ± is the dissipation rate coefficient; α
represents the wave dissipation energy partition between the electrons and protons.
The ± sign represents the two Alfve´n waves propagating in opposite directions along
the magnetic field lines.
The 2T model separates electron and proton temperatures by solving different
energy equations while the two species are coupled by Coulomb collisions. The equa-
tions are solved in conservative form such that all dissipated energy from shocks is
converted to proton thermal energy. The conservative form of the energy equation
can be expressed as:
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This proton heating is the physically correct approximation since the thermal
speed of protons (cp ∼100 km s−1) is much less than that of electrons (ce ∼5000
km s−1) so that only the protons are shocked, while the electrons are only heated
adiabatically and due to the proton-electron energy exchange.
The characteristic time of collisional energy exchange can be calculated based on
the following equation:
τpe =
2mp
2
0(2pikB)
3/2T
3/2
e
nee4
√
me ln Λ
(3.9)
where mp, me, ne, and Te are the proton mass, electron mass, electron density, and
electron temperature, respectively. e, 0, and kB are the electron charge, permittivity
of free space, and Boltzmann’s constant, respectively. ln Λ is the Coulomb logarithm.
In this study, we assume a spatially uniform value of 20.
For the 1T model, there is only one energy equation with thermal heat conduction,
radiative loss, and wave heating:
∂ε
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+∇·
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2
+
B2
8pi
)
u− BB · u
4pi
+ qe
]
= −ρu · GM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+
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8pi
+ w+ + w− (3.11)
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The wave dissipation rate calculation is based on the following form:
Γ± =
√|B|
(L⊥ ·
√|B|)
√
max(w∓, C2reflw±)
ρ
(3.12)
The derivation of the formula can be found in Sokolov et al. (2013). The Crefl is the
wave reflection coefficient that specifies the ratio of the reflected wave amplitude to
the bulk wave amplitude. In the coronal holes and bottom of closed field lines, the
onset of turbulence cascade is due to wave reflection while at the top of the closed
field line regions, the turbulent cascade is balanced. Also, we distribute 40% of the
Alfve´n wave dissipation energy to heat electrons (α = 0.4; Jin et al. 2012) in the 2T
model as suggested by Breech et al. (2009) from Ulysses data.
The model starts from upper chromosphere with a fixed temperature, T = 50,000
K, and n =2×1017 m−3. Also, field-aligned Spitzer electron conduction and radiative
cooling are included. In this study, we assume the collisional formulation of the
Spitzer heat flux:
qe = −κeT 5/2e
BB
B2
· ∇Te (3.13)
where the κe ≈ 9.2 × 10−12 Wm−1K−7/2. The heat conduction flux of protons is
neglected in the model, since many investigations suggest a much smaller proton heat
conduction coefficient than for electrons (e.g., Braginskii 1965; Sandbaek and Leer
1995; Olsen and Leer 1996). Cranmer et al. (2009) found the difference between the
heating rates of the models with and without proton heat conduction is less than
5%. Note that the Spitzer heat conduction formula no longer applies beyond 10 R
when the plasma becomes collisionless (Landi and Pantellini , 2003). Therefore, in
this study, the heat conductivity is prescribed to smoothly go to zero beyond 10 R.
The radiative losses are estimated based on the optically thin plasma assumption:
Qrad = NeNpΛ(Te) (3.14)
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The loss function, Λ(Te), is calculated using the CHIANTI version 7.1 radiative loss
routines (Landi et al., 2013).
We first obtain a steady state solar wind solution for CR2107. A spherical grid
is used in the simulation that reaches 24 R. In total, 5.5×104 blocks are used with
5.3×106 cells. Adaptive mesh refinement is performed to resolve the heliospheric
current sheet (HCS). We obtain the solutions for both the 1T and 2T models. In
Figure 3.1, we show the steady state solar wind speed of a meridional slice at X = 0.
In the left panel of Figure 3.1, the black line shows the block boundary and the white
line shows the cell boundary. The smallest cell is ∼0.003 R (i.e. about 2100 km) in
the radial direction and ∼0.02 R in the angular direction near the Sun. The largest
cell is ∼0.5 R near the outer boundary. In 1T model, the fast wind speed reaches
∼700 km s−1 which is 100 km s−1 slower than the 2T model solution. The velocity
difference is due to the heat conduction. In the 2T model, the dissipated proton energy
cannot effectively conduct back to the Sun therefore more energy can be transferred
to accelerate the solar wind. However, the solutions near the Sun are very close for
the 1T and 2T models. In the right panel of Figure 3.1, the solar wind speed within 4
R is shown with selected magnetic field lines in white. Toward solar maximum, the
configuration of the magnetic field is much more complex than during solar minimum
conditions. In Figure 3.2, we show the solar wind temperature for 1T and 2T models.
The left panel of Figure 3.2 shows the temperature of 1T model. The middle and right
panels of Figure 3.3 show the 2T electron and proton temperatures, respectively. The
proton temperature in the 2T model reaches 4 MK in the streamer belt regions and
coronal holes. Because both wave heating and electron heat conduction are applied
to the single fluid in the 1T model, the resulting temperature structure resembles the
electron temperature in the 2T model.
The EE component is used to initiate the CME event. Here, we use the Titov-
De´moulin (TD) analytical flux rope model (Titov and De´moulin, 1999), with which
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Figure 3.1: 1T and 2T steady state solar wind radial velocity of the meridional slice
at X=0. Left: 1T solar wind radial velocity. The black boxes show the
blocks and the white boxes show the cells. Middle: 2T solar wind radial
velocity. Right: The 2T solar wind radial velocity from -4 R to 4 R
with field lines.
Figure 3.2: 1T and 2T steady state solar wind temperature of meridional slice at
X=0. Left: 1T solar wind temperature. Middle: 2T solar wind electron
temperature. Right: 2T solar wind proton temperature.
the flux rope will eject due to force imbalance after implementation. The TD flux rope
model has been successfully used to simulate CMEs in many studies (e.g., Roussev
et al. 2003c; To´th et al. 2007; Lugaz et al. 2007; Manchester et al. 2008; Loesch et al.
2011; Evans et al. 2011). Since the initiation mechanism of TD flux rope model is by
force imbalance of the flux rope, the initial acceleration process may not be correctly
caught. However, in this study, our scientific focus is the CME/CME-driven shock
propagation and thermodynamics. The usage of TD flux rope should not influence
our conclusions. The location of the flux rope is chosen to match the position of the
large filament that exists before the eruption, along the polarity inversion line (PIL).
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The left panel of Figure 3.3 shows the Hα observation on 2011 March 7, 07:53:37 UT
that is ∼ 12 hours before the CME. The Hα image is obtained from Solarmonitor.org
(Gallagher et al., 2002). We can see the filament in AR 11164 clearly. In the right
panel of Figure 3.3, the position and configuration of the flux rope in the simulation
are shown. The current of the flux rope is set to 2.0×1012 A. The length is 60 Mm
and the radius is 9 Mm. The total mass of plasma in the flux rope is set to 1016 g,
which is within the typical range of observed CME mass (Howard et al., 1985) and a
good estimation for large ones (e.g., Jin et al. 2009). Based on these parameters, the
total free energy included in this flux rope is calculated to be 3.9×1033 ergs. For this
active region, the free energy of the flux rope is a bit more energetic than reality.
Figure 3.3: Left: The Hα observation on 2011 March 7 showing the filament location.
Right: The Titov-De´moulin flux-rope setup in the model. The color scale
on the Sun shows the radial magnetic field strength.
3.3 Results
We run the simulation for 20 min during which the CME propagates to ∼5 R. In
order to investigate the different thermodynamics of the 1T and 2T CME, in Figure
3.4, we show the temperature structures on the CME propagation plane for both 1T
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and 2T models at T = 15 min. In the 1T model, we can see the heat precursor
extending far beyond the CME and CME-driven shock (marked with dashed line
in Figure 3.4) to ∼10 R beyond which the heat conduction coefficient becomes
insignificant. The highest temperature inside the heat precursor and behind the
shock reaches ∼10 MK. The heat precursor is caused by electron heat conduction
applied to the single shock-heated fluid along open field lines. In the 2T model,
we can still see the heat precursor in the electron temperature due to the energy
exchange between shock-heated protons and electrons near the Sun as well as the
adiabatic compression at the shock. However, the strength of the heat precursor
is much smaller than in the 1T case, with the highest temperature inside the heat
precursor is less than 2 MK. For the proton temperature, the shock structure is well
captured. Due to the shock heating, the proton temperature reaches ∼85 MK at
the shock region. Particle collisions are too infrequent to affect the large difference
in the proton and electron temperatures found behind the shock. The electron and
proton temperature difference was found in both the CME observations (Raymond
et al., 2000; Mancuso et al., 2002) and many other astronomical collisionless shocks
(e.g., supernova remnant; Michael et al. 2002). With the increasing of the shock
speed, the difference between electron and proton temperatures becomes larger. An
interesting phenomenon is the high temperature structure behind the shock in the 2T
model (marked as the reconnection site in Figure 3.4). This structure is caused by
numerical reconnection, which in our model heats only the protons. Since the heat
conduction is not applied to protons, the dissipated energy cannot transfer back to
the Sun, which explains the high proton temperature. This numerical issue can be
solved with a finer grid as well as using explicit resistivity for the Joule heating of
the electrons in the reconnection region. However, since it is unrelated to the shock
structures, we will not address it in this study.
We further show the temperature evolution along a radial line crossing the CME
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Figure 3.4: The 2D slice cut of the CME propagation plane. Left: 1T model temper-
ature. The dashed line shows the position of the shock front. Middle: 2T
model electron temperature. Right: 2T model proton temperature. The
arrow shows the reconnection site.
shock structure at 1 min, 5 min, 10 min, 15 min, and 20 min in Figure 3.5. In the
1T model, after the shock-heating starts, the heat precursor immediately propagates
to ∼15 R where the heat conduction coefficient is prescribed to go to zero as the
plasma becomes collisionless. The temperature then cools down with time. We notice
there is a slight lift of the profiles at the front of the heat precursor. That is caused by
the increased thermal relaxation time associated with the gradually decreasing heat
conduction coefficient after 8 R. For the 2T model, the highest electron temperature
reaches 4 MK at 5 min, while the proton temperature reaches ∼ 120 MK at the same
time. The strength of the heat precursor in the 2T model is much less than the 1T
model and is mainly caused by the CME compression instead of shock-heating.
In Figure 3.6, we show the evolution of various plasma parameters in the CME. In
the first panel, the density evolution is shown. Comparing the 1T and 2T models, the
major difference is the compression ratio. The compression ratio in the 1T model is
much larger than in the 2T model (we will discuss it later in this session). Moreover,
there are more density disturbances behind the shock structure in the 2T model. In
the second panel, we show the velocity evolution of the CME. There is ∼500 km
s−1 difference between the 1T and 2T CME speed. Since we initiate the CMEs with
identical flux ropes, the energy input is the same in the 1T and 2T models. The speed
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Figure 3.5: Line profiles along the CME propagation path at different times. Left:
1T model temperature. Middle: 2T model electron temperature. Right:
2T model proton temperature.
difference is mainly caused by the non-radial flow in the 2T CME (we will discuss
this non-radial flow later in this Session). In the third panel, the local Mach number
evolution is shown. As we can see, the heat precursor has a major influence on the
thermodynamics of the CME-driven shock. For the 1T CME, the high temperature
of the heat precursor dramatically increases the local sound speed and decreases local
Mach number in front of the CME, while this phenomenon is not seen in the 2T
model.
The shock Alfve´n Mach number, compression ratio, and θBn (the angle between
the magnetic field and shock normal) are three key parameters for the diffusive shock
acceleration (DSA) of SEPs (e.g., Sokolov et al. 2006). The higher shock Alfve´n Mach
number and higher compression ratio can result in the higher energy of the accelerated
SEPs. In Figure 3.7, we show shock speed and shock Alfve´n Mach number for the 1T
and 2T CME. Comparing 1T and 2T models, there are two major differences. First,
in the 1T model, the shock has already attained maximum speed. However, in the
2T model, the acceleration process is evident. The maximum shock speeds (∼3000
km s−1) are similar in the 1T and 2T models. The other difference is the magnitude
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of the shock Alfve´n Mach number. In the 2T CME, the shock achieves larger shock
Alfve´n Mach number than in the 1T CME. The shock Alfve´n Mach number of 1T
CME is ∼4 – 5 during the whole evolution, while in the 2T case the Alfve´n Mach
number is larger than ∼5 with maximum of ∼7.
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Figure 3.6: Line profiles along the CME propagation path at different times. First
panel: density evolution. Second panel: velocity evolution. Third panel:
local Mach number evolution.
In order to understand the gradual SEP events that are believed to be accelerated
by the DSA mechanism, the compression ratio variation during the shock propagation
is needed and usually cannot be obtained from observations (e.g., Tylka and Lee 2006).
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Figure 3.7: The shock speed and shock Alfve´n Mach number evolution in the 1T and
2T CME models. The black lines show the shock speed and the red line
show the shock Alfve´n Mach number.
In Figure 3.8, we show the compression ratio evolution of the shocks from the 1T and
2T CME models. Based on the energy conservation across the shock, the maximum
shock compression ratio in the strong shock limit is 4 for γ = 5/3. For the 1T CME,
the compression ratio is always larger than 4, and the maximum value reaches >10.
For the 2T CME, the compression ratio is around 4 during the whole evolution. The
much higher compression ratio in the 1T model is caused by the heat conduction
that very effectively reduces the temperature of the plasma behind the shock, which
results in compression and an increased plasma density. Therefore, although the 1T
model has a higher compression ratio, it is highly unphysical. Based on the Alfve´n
Mach number and compression ratio comparison between the 1T and 2T CMEs, in
the perspective of particle acceleration (especially by diffusive shock acceleration),
the shock formed in the 2T model can be a better accelerator than the shock in the
1T model.
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Figure 3.8: The compression ratio evolution of the shock calculated from the 1T and
2T CME models. The red line represents 1T model and the blue line
represents the 2T model.
Figure 3.9 shows the 3D CME evolution for both 1T and 2T models at 5 min, 10
min, and 20 min after the initiation. The isosurfaces represent the radial velocity of
1000 km s−1. The color scale on the isosurfaces show the temperature (1T)/proton
temperature (2T). The field lines are colored by the density so that we can roughly
see the propagation of the CME material as well as the shock positions. The gray
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scale on the surface of the Sun shows the magnetic field strength. In the 1T model,
the plasma is heated by the shock and cools by heat conduction to reach 15 MK at
5 min and gradually cools down due to the adiabatic expansion and heat conduction
behind the CME-driven shock. In the 2T model, since the CME driven shocks exceed
the proton sound speed, the protons are dissipatively heated by the shock and reach
∼90 MK at 5 min.
Figure 3.9: 3D CME evolution of 1T and 2T models. The isosurface represents Vr
= 1000 km/s. The color on the isosurface shows the proton temperature.
The field lines are colored by plasma density.
We notice the morphology of the CME is quite different in the 1T and 2T models
after ∼10 min. In the 1T model, the shape of the velocity isosurface shows a radial
expansion, while in the 2T model it seems that the expansion has a non-radial com-
ponent. This non-radial flow is caused by the thermal pressure gradient in the CME
sheath. Since the proton population is not falsely attributed electron heat conduction,
the energy of shock-heated protons cannot be effectively transferred from behind the
shock. Therefore, the thermal pressure and pressure gradient in the 2T model is much
higher than the 1T model. This pressure gradient pushes the plasmas poleward and
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causes the non-radial flows. The non-radial flows are only evident in near the pole
due to the simpler magnetic structure and smaller density in this region. Such non-
radial CME expansion was first found from Skylab CME observations (MacQueen
et al., 1986). With more observations available from Solar and Heliospheric Obser-
vatory (SOHO)/Large Angle and Spectrometric Coronagraph (LASCO; Brueckner
et al. 1995b), there are many event studies (e.g., Gosling et al. 1998, Gopalswamy
et al. 2000) and statistical studies (e.g., St. Cyr et al. 1999, Wang et al. 2011). The
observed non-radial flows have latitudinal dependence that the poleward expansion is
more preferred than the equator ward expansion. Our 2T CME simulation result is
consistent with these observations. Also, there are some observations suggesting that
the strong magnetic field of the coronal holes can deflect CMEs (Gopalswamy et al.,
2009). In our simulation, the field strength in the coronal hole is not strong enough
compared with the pressure gradient to deflect the CMEs. One evident effect of this
non-radial flow is the slower CME speed in the 2T model. The non-radial flow causes
larger mass accumulation and therefore drags down the CME speed.
Since we simulate a realistic CME event, the model-data comparison can provide a
general evaluation about the model performance. More importantly, the comparison
between 1T and 2T model results can deepen our understanding of the thermody-
namics behind the models. In Figure 3.10, we show the comparison between the
SOHO/LASCO C2 (1.5 – 6.0 R) CME white light image with both the 1T and
2T model synthesized white light images. The color scale shows the relative inten-
sity changes. In this study, we use TD flux rope to initiate the CME, therefore the
3-component structure of the CME cannot be correctly reproduced (Illing and Hund-
hausen, 1985). For the TD flux rope model, the flux rope structure and erupting
filament material coincide with each other. However, in the 3-component structure,
they are represented by “dark cavity” and “bright core”, respectively. Instead, we will
focus on the comparison of CME-driven shocks. A more comprehensive and precise
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comparison will be performed in Chapter IV. For this event, the CME-driven shock
has a typical “double-front” morphology (Vourlidas and Ontiveros , 2009), in which
the faint front is caused by the shock and the bright front is the coronal plasma piled
up at the top of the erupting flux rope. In both the 1T and 2T models, we can see the
bright front. However, the faint front is not obvious in the 1T model but is evident
in the 2T model. There are some fine structures behind the shock which could be
related to the disturbance after the shock passing.
Figure 3.10: Comparison between the SOHO/LASCO C2 CME white light image
(left panel) with the 1T (middle panel) and 2T (right panel) model
synthesized images for the 2011 March 7 CME event. The color scale
shows the relative intensity changes.
3.4 Summary & Conclusion
In this study, we simulated the fast CME event that occurred on 2011 March 7
using the newly developed AWSoM model and investigated the different thermody-
namic behavior between the one- and two-temperature models. In both the 1T and
2T models, the background solar wind is heated by the Alfve´n wave dissipation and
accelerated by the same pressure. For the 1T model, the thermal heat conduction,
radiative loss, and wave heating act on the single plasma temperature. For the 2T
model, we separate the energy equations for electrons and protons. The thermal heat
conduction and radiative loss are only applied to the electrons, while 40% of the wave
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dissipation energy goes to electrons and 60% of the energy goes to protons. The
electrons and protons are only coupled by Coulomb collisions. We further assume
that all dissipated energy from shocks is converted to heat protons, while electrons
are heated adiabatically. The thermodynamics of the CME and CME-driven shocks
are analyzed in detail, especially some key parameters (e.g., shock Alfve´n Mach num-
ber, compression ratio) in light of the diffusive shock acceleration mechanism. Also,
the white light observation from SOHO/LASCO is used to compare with the model
synthesized images. We summarize the major findings as follows:
1. The major thermodynamical difference between the 1T and 2T models is the
existence of high temperature heat precursor in front of the 1T CME. This heat
precursor is due to the heat conduction along the open magnetic field lines in front of
the CME-driven shock. When separating the electron and proton temperatures, this
heat precursor is greatly reduced in the 2T electron temperature because the absence
of shock heating for the electrons.
2. The fast CME-driven shock can effectively heat the plasmas. When the electron
and proton temperatures are separated, the proton temperature can reach ∼120 MK
at 5 min. In the 1T CME, the highest temperature is ∼15 MK. Our results are
consistent with the 1D model results by Kosovichev and Stepanova (1991) and 3D
model results by Manchester et al. (2012).
3. The expansion of CME structures are different for the 1T and 2T models. The
1T CME shows a more radial expansion while the 2T CME shows non-radial poleward
expansion at the later stage of evolution. This non-radial expansion is caused by the
higher thermal pressure and pressure gradient behind the shock in the 2T model. Due
to the simpler magnetic structure and more tenuous plasmas in the pole region, the
non-radial flows shows poleward expansion instead of equator ward. The magnetic
strength in the coronal hole is not strong enough to deflect the CME in our simulation.
4. The shock structures reflected by the synthesized white-light images are also
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different for the 1T and 2T CME. For the 2T CME, we can see the ”double-front”
morphology in the synthesized images while that feature is missing in the 1T CME.
5. The compression ratio of the 1T CME well exceeds the strong shock limit value
of 4, while the 2T CME has a compression ratio is approximately 4 during the whole
evolution. The much higher compression ratio in the 1T model is caused by the heat
conduction behind the shock that cools down the plasma efficiently and allows the
density to increase.
6. The 2T CME achieves a higher shock Alfve´n Mach number than the 1T CME
and exhibits a more gradual acceleration. Although the 1T CME has a much larger
compression ratio than the 2T CME, this large compression ratio is unphysical as
stated above. Therefore, our result suggest that 2T CME-driven shock should be
applied for the SEPs by DSA mechanism in the future.
Based on the above findings, we conclude that the 1T model produces significant
errors in CME-driven shocks. Because collisions are so infrequent that the electrons
and protons thermally decouple on the time scale of the CME propagation. In order
to produce the physically correct CME structures and CME-driven shocks, explicit
treatment of electron heat conduction in conjunction with proton shock heating is
needed in the CME simulation. There are still some drawbacks for the 2T model
used in this study. First, since the electron heat conduction is treated with a diffusive
formulation, the heat flux can transfer with speeds higher than the electron thermal
speed, which is unrealistic. In the future work, we will apply the heat flux limiter (e.g.,
van der Holst et al. 2011) to the electron heat conduction to prevent the extremely
fast transport. Second, the Joule heating of the electrons in the reconnection region
also needs to be addressed by using explicit resistivity instead of energy conservation.
Third, the Spitzer heat condition is only applicable to the collision-dominated regions
near the Sun. After ∼10 R, the plasmas become free-streaming due to infrequent
collisions. The electron heat flux will then travel with the plasma bulk flow speed
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(Hollweg , 1974; Canullo et al., 1996). We will apply collision-less electron heat con-
duction assumption (e.g., Lionello et al. 2001), with which the propagation of CME
from the Sun to 1 AU can be simulated.
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CHAPTER IV
Global MHD Simulation of the Coronal Mass
Ejection on 2011 March 7: from Chromosphere to
1 AU
Some think that solar work is pretty well played out. In reality, it is only
beginning.
– George Ellery Hale, 1893
All that you did on his behalf
Has caused the lovely Sun to laugh.
– Albert Einstein, 1929
4.1 Introduction
Coronal mass ejections (CMEs) are a major source of potentially destructive space
weather conditions, in which 1015–1016 g of plasma is ejected from the Sun with
a kinetic energy of order 1031–1032 erg. The interplanetary CMEs (ICMEs) that
pass Earth can disturb the Earth’s magnetosphere and trigger geomagnetic storms
(Gosling , 1993). Also, fast CMEs can drive shocks in the heliosphere (e.g., Sime and
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Hundhausen 1987; Vourlidas et al. 2003) that are responsible for gradual solar ener-
getic particle (SEP) events (Reames , 1999) through the diffusive shock acceleration
(DSA) mechanism. The SEPs can pose major hazards for spacecraft and human life
in outer space. Due to the limited observations of CME/ICME, numerical models
play a vital role for interpreting observations, testing theories, and providing fore-
casts. Especially, the ability to realistically simulate events by global MHD models
is critical for accurate space weather forecasts.
The first attempt to predict the CME evolution was achieved by empirical kine-
matic models. These kind of models utilize the remote observations near the Sun
to predict the arrival time of the CME at 1 AU. By using the SOHO coronagraph
measurements of CMEs, Gopalswamy et al. (2001) established an empirical model to
estimate the arrival time of the CMEs at 1 AU with an average uncertainty of ∼10.7
hours. Another successful example is the kinematic 3-D Hakamada-Akasofu-Fry ver-
sion 2 (HAFv.2) model (Hakamada and Akasofu, 1982; Fry et al., 2001; Dryer et al.,
2004), in which the type II radio burst, soft X-ray, and solar image data are used to
derive the shock speed and direction. The prediction error of the HAFv.2 model is
also around 10 hours. The most frequently used predictive kinematic model is the
cone model, which fits the CME observations with three free parameters: angular
width, speed, and central CME position (Zhao et al., 2002). With the STEREO ob-
servation, the cone model was improved to use information from stereoscopic fitting
(Odstrcil and Pizzo, 2009) as well as the non-uniform density and velocity (Hayashi
et al., 2006). The cone model has been widely used to predict the CME/CME-driven
shock velocity and arrival time in the space weather forecasting.
However, due to the empirical nature of the kinematic models, the accuracy and
predictable parameters are limited. In order to provide more accurate forecast, the
kinematic models were combined with 3D MHD models. Typically, the kinematic
models will provide the inner boundary conditions (e.g., velocity, pressure) to the
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MHD models. Then the CME disturbance in the MHD model can propagate to
1 AU and provide the forecast. Successful examples include combining the ENLIL
heliosphere model with the CME cone model (e.g., Odstrcil et al. 2005; Xie et al. 2004)
or coupling the 3D MHD model by Han et al. (1988) with the HAFv.2 model (Wu
et al., 2007a,b). Both model combinations give density, temperature and velocity
predictions at 1 AU with an arrival time error is in the order of 10 hours. While
very useful, this type of models does not include the magnetic field of the CME and
cannot capture the CME structures formed in the low corona since the heliosphere
MHD model always starts outside of the magnto-sonic point.
In order to improve the capability of the forecasting models, especially the ability
to forecast the geomagnetic storms, the magnetic structure of the CME has to be
taken into account. Therefore, the most sophisticated prediction models to the date
have inner boundary lower in the solar corona and incorporate the magnetic driven
models of CME initiation. Several solar wind model with coronal inner boundary
have been developed in the past decade (e.g., Groth et al. 2000; Roussev et al. 2003a;
Cohen et al. 2007; Feng et al. 2011; Evans et al. 2012). By applying the data-driven
boundary conditions from the synoptic magnetogram, these solar wind models can
reproduce the realistic steady state solar wind. Some data-driven model can also
couple with the surface flux transport model to capture the global coronal evolution
(Feng et al., 2012).
There are three major types of CME initiation model: the analytical flux rope
model, the breakout model, and flux-emergence model. For the first type (e.g., Titov
and De´moulin 1999; Gibson and Low 1998), the flux ropes are implemented into the
background solar wind solution and will erupt due to the force-imbalance. For the sec-
ond type (Antiochos et al., 1999), the photospheric shear flows are applied around the
polarity inversion line (PIL) until the reconnection happens. For the flux-emergence
model, CMEs are triggered by magnetic reconnection between the emerging field and
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a stressed coronal field (e.g., Chen and Shibata 2000; Manchester et al. 2004a; Fan
and Gibson 2007). The advantage of the flux rope initiation is that the eruption does
not depend on the magnetic configuration of the active regions. Therefore, it is more
favorable for the operational space weather forecast models. While the advantage of
the breakout model lies on the realistic CME acceleration process during the initi-
ation. Both initiation models have been successfully used in the CME simulations
(e.g., Manchester et al. 2004b,c; Roussev et al. 2004; Manchester et al. 2008; MacNe-
ice et al. 2004; van der Holst et al. 2009; Karpen et al. 2012). By initiating a TD flux
rope, Manchester et al. (2008) simulated the Halloween CME event from the corona
to the Earth and did the first quantitative comparison between the synthetic corona-
graph images and LASCO observations, in which the strong CME-driven shock was
simulated and validated. In the MHD simulation by To´th et al. (2007) for the same
event, the arrival time of the simulated CME is within ∼1.8 hours comparing with
the observed arrival time. Due to the realistic CME and shock structures, this type of
model has also been used to investigate the SEP acceleration by the shock (Roussev
et al., 2004; Manchester et al., 2005; Kozarev et al., 2013) and CME-CME interaction
(Lugaz et al., 2005, 2007, 2013). For a recent review of the numerical modeling of
ICMEs, one can refer to Lugaz and Roussev (2011).
In this Chapter, we describe a realistic CME simulation for the event occurred on
2011 March 7 from active region (AR) 11164. We will simulate the CME propagation
from the Sun to 1 AU by using the state-of-art Alfve´n wave solar model (AWSoM;
van der Holst et al. 2014) while initiating the CME with the Gibson-Low (GL) flux
rope model (Gibson and Low , 1998). The new ASWoM is a data-driven global MHD
model extending from the upper chromosphere to the corona and the heliosphere.
It is developed from the previous works (van der Holst et al., 2010; Jin et al., 2012;
Sokolov et al., 2013; Oran et al., 2013). The new model has the advantage of physically
self-consistent treatment of Alfve´n wave turbulence. By separating the electron and
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proton thermodynamics, the CME and CME-driven shocks can be correctly simulated
(Manchester et al., 2012; Jin et al., 2013).
The 2011 March 7 CME event is fast, with a speed over 2000 km s−1. It drives
a shock and produces a strong SEP event. Good observation coverage of this event
from SDO, SOHO, and STEREO A/B, provides an excellent opportunity to validate
our CME simulation from the Sun to 1 AU. Also, the detailed analysis of the simula-
tion and observation data will help us get a better understand about the important
physical processes during the CME propagation in the heliosphere. The Chapter is
organized as follows: In Section 2, we describe the AWSoM for the background solar
wind as well as the GL flux rope model for the CME initiation. The 2011 March 7
CME event simulation results and the validation by observations are shown in Section
3, followed by the summary and conclusion in Section 4.
4.2 Models
4.2.1 Background Solar Wind Model
The solar wind model used in this study is newly developed AWSoM (van der
Holst et al., 2014), which is a data-driven global MHD model extending from the
upper chromosphere to the corona and the heliosphere. The inner boundary condi-
tion of the magnetic field is specified by the GONG synoptic magnetogram, while the
initial magnetic field configuration is calculated by the Potential Field Source Sur-
face (PFSS) model using a finite difference method (To´th et al., 2011b). The model
starts from upper chromosphere with fixed temperature T = 50,000 K and density
n =2×1017 m−3. The dense plasma at the boundary can provide a source of mate-
rial for chromospheric evaporation. The correct physics (radiation cooling and heat
conduction) self-consistently produce the proper density and temperature structure of
the transition region and corona independent of the boundary conditions. The Alfve´n
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wave turbulence is launched at the inner boundary with the Poynting flux scaling with
the surface magnetic field. The solar wind is heated by Alfve´n wave dissipation and
accelerated by the Alfve´n wave pressure. The electron heat conduction and radiative
cooling are also included in the model. In order to produce physically correct solar
wind and CME structures such as shocks, the electron and proton temperatures are
separated. Thus while the electrons and protons are assumed to have the same bulk
velocity heat conduction is applied only to the electrons owing to their much higher
thermal velocity. Note that the AWSoM also works for three temperatures to include
the ion pressure anisotropy (van der Holst et al., 2014).
There are three major improvements to the model that should be mentioned:
First, the Alfve´n wave turbulence dissipation rate is revised to incorporate physically
consistent wave reflection and dissipation. The new dissipation rate can be expressed
as:
Γ± = max
(
Rimb, 2
√|B|
(L⊥ ·
√|B|)
√
w∓
ρ
)
(4.1)
Rimb =
√
[(VA · ∇) log VA]2 + [b · (∇× u)]2 (4.2)
where w∓ is the wave energy densities. The + sign is for waves propagating in the
direction parallel to magnetic field B, while the − sign is for waves propagating
antiparallel to B. VA = B/
√
µ0ρ is the Alfve´n speed and b = B/|B|. ρ is the mass
density, u is the velocity. Rimb represents the wave reflection rate, which is due to
Alfve´n speed gradient and vorticity along the field lines. Second, instead of using
a constant value for the heat partitioning between the electrons and protons, the
results of linear wave theory and stochastic heating are used (Chandran et al., 2011).
With this specification, the majority wave heating goes to electrons near the Sun
and around the Heliospheric Current Sheet (HCS), while ion heating dominates away
from the Sun and HCS due to the stochastic heating mechanism. For the detailed
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calculation of the heat partitioning, please refer to the Appendix B of van der Holst
et al. (2014). Finally, a collisionless electron heat conduction formulation as suggested
by Hollweg (1978) is taken into account and combined with the collisional Spitzer heat
conduction:
qe = fsqe,S + (1− fs)qe,H (4.3)
where the Spitzer heat conduction can be expressed as:
qe,S = −κeT 5/2e
BB
B2
· ∇Te (4.4)
And the collisionless electron heat conduction is:
qe,H =
3
2
αpeu (4.5)
The fs specifies the fraction of Spitzer heat flux, which is a function of r:
fs =
1
1 + (r/rH)2
(4.6)
where rH = 5R, α = 1.05, and κe ≈ 9.2 × 10−12 W m−1 K−7/2. For the detailed
implementation of the collisionless electron heat conduction in the model, we refer to
the Appendix C of van der Holst et al. (2014).
4.2.2 CME Initiation Model
Based on the steady state solar wind obtained in §4.2.1, we can initiate the CME
using two different mechanisms (flux rope model and breakout model) implemented
in the EE component. For the flux rope model, two different analytical models can be
used: Titov-De´mouline (TD) flux rope (Titov and De´moulin, 1999) and Gibson-Low
(GL) flux rope (Gibson and Low , 1998). By applying the analytical flux rope to the
active region along the PIL in a state of force imbalance, it will erupt immediately.
104
For the breakout model (Antiochos et al., 1999), the CME is triggered by breakout
reconnection in a quadrupolar field configuration. Instead of a flux rope, photospheric
shear flows are applied around the PIL until the reconnection happens. Comparing
with the flux rope model, the breakout model can capture a more realistic energy
buildup and subsequent CME initiation and acceleration processes.
In this study, we choose the GL flux rope as the CME initiation model. The
analytical solution of the GL flux rope is obtained by finding a solution to (∇ ×
B) × B − ∇p − ρg = 0 and ∇ · B = 0, and applying a mathematical stretching
transformation to an axisymmetric spherical ball of twisted magnetic flux in the
pressure equilibrium. During this process, the flux rope will acquire a geometrically
complex configuration. At the same time, the Lorentz forces will be introduced, which
supports dense filament plasma in the solar gravitational field. There are several
advantages of choosing the GL flux rope: First, it can be implemented easily into
any magnetic configurations so that the realization in the operational space weather
forecast is easier than the breakout model that requires a special field configuration.
Second, the most important feature of the GL flux rope is that it captures the typical
3-part density structure of the CME in the observation (Illing and Hundhausen, 1985).
Third, compared with the TD flux rope, the magnetic structure of the GL flux rope
is less diffusive (Manchester et al., 2004c) and leads to a better in situ comparison at
1 AU.
For this simulation, the GL flux rope parameters are specified as follows: the
stretching parameter a = 0.6; the radius of the flux rope torus r0 = 0.8R; the
distance of torus center from the center of the Sun r1 = 1.8R; the flux rope field
strength parameter α = 2.25. The flux rope is placed 27 degree latitude and 155
degree longitude into the AR 11164. The flux rope is rotated 270 degree to match
the PIL position of the pre-existing filament before the eruption in Hα observation
(Gallagher et al., 2002).
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4.2.3 Model Implementation
First, the steady state solar wind solution is obtained for Carrington Rotation
(CR) 2107 with the local time stepping and second-order shock-capturing scheme
(To´th et al., 2012). The SC model uses 3D spherical grid from 1 R to 24 R. The
grid blocks consist of 6×4×4 mesh cells. The smallest radial cell size is ∼10−3 R
near the Sun to resolve the steep density and temperature gradients in the upper
chromosphere. The largest radial cell size in SC is ∼R. Inside r = 1.7 R, the
angular resolution is ∼1.4◦, outside that region, the grid is coarsened by one level.
The IH model uses Cartesian grid to reach 250 R with grid blocks consisting of
4×4×4 mesh cells. The smallest cell size in IH is ∼10−1 R and the largest cell size is
∼8 R. For both the SC and IH, the adaptive mesh refinement (AMR) is performed
to resolve the HCS. The number of total cells is ∼3×106 in SC, and ∼1×106 in IH.
In steady state, both the SC and IH domains are in heliographic rotating coordinates
(i.e., Carrington coordinate).
After the steady state solution convergences, the GL flux rope is inserted into
the active region, at which point the time-accurate mode starts to capture the CME
eruption. Two more levels refinement along the CME path is performed to resolve
the CME-driven shock, which doubles the number of total cells in SC to ∼6×106.
The SC runs 1 hour alone to let the CME propagate to ∼18 R when the SC-IH
coupling begins. In the time-accurate mode, the IH is running under the heliographic
inertial coordinate (i.e., heliocentric inertial coordinate). In order to capture the
shock structure, especially the shock structure during the satellite-passing, both the
grids along the CME path and around the satellite points are refined, which triples
the number of total cells in IH to ∼3×106. The coupling between the SC and IH runs
to ∼8 hours when all the CME structures have passed through the SC into the IH
domain. Then the SC is turned off and the IH will run alone till the CME arrives at
1 AU.
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4.3 Results
4.3.1 Background Solar Wind & CME Initiation
In order to validate the steady state solution of our model, we compare our model
results with the available observations. Near the Sun, the model density and tempera-
ture are used to produce synthesized EUV images, which are then compared with the
EUV observations from SDO/AIA (Lemen et al., 2012) and STEREO/EUVI (Howard
et al., 2008). The comparison results are shown in Figure 4.1. Three EUV lines (SDO
AIA 211 A˚, STEREOA EUVI 171 A˚, and STEREOB EUVI 195 A˚) are selected that
cover the temperature range from 1 MK to 2 MK. The observation time is at ∼20:00
UT on 2011 March 7. At that time, STEREO A was ∼88◦ ahead of Earth and
STEREO B was ∼95◦ behind Earth. Since the observations are from three different
view points, it covers most area of the Sun. We can see clearly that the model re-
produces all the major active regions and the on-disk/polar coronal holes. Compared
with our previous model (Sokolov et al., 2013), the intensity of the active region is
enhanced, which leads to a better comparison with the observations. The enhanced
intensity is due to the increase of the wave reflection around the active regions. Note
that in order to resolve the active regions, the 6×6×6 grid block and spatially fifth-
order MP5 limiter (Suresh and Huynh, 1997) are used. The comparison suggests a
quantitative agreement between our model and the observation for the density and
electron temperature near in the low corona.
In Figure 4.2, the in situ OMNI and STEREO A proton speed, density, and
proton/electron temperatures, and magnetic field are shown with the steady state
model results for comparison. The OMNI data (obtained from the National Space
Science Data Center (NSSDC)) provides selected data from Advance Composition
Explorer (ACE), Wind, Geotail, and IMP8 spacecraft. The STEREO A data comes
from two instruments on board: the proton parameters are provided by the Plasma
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Figure 4.1: The comparison between observations and synthesized EUV images of
the steady state solar wind model. Top panels: Observational images
from SDO AIA 211 A˚, STEREOA EUVI 171 A˚, and STEREOB EUVI
195 A˚. The observation time is 2011 March 7 ∼20:00 UT. Bottom panels:
synthesized EUV images of the model. The active regions and coronal
holes are marked both in the observational and synthesized images.
and Supra-Thermal Ion Composition Investigation (PLASTIC; Galvin et al. 2008);
the magnetic field data is provided by the in situ Measurements of Particles and CME
Transients (IMPACT; Luhmann et al. 2008b). We can see that the model reproduces
the solar wind condition at 1 AU. Both the location and plasma parameters of the
CIR are captured in the model. Note that for the 2011 March 7 CME event, the
co-rotating interaction region (CIR) and the CME-driven shock structures are very
close in location and interact with each other. Therefore, to be able to get the CIR
structure correct is very important for successful CME event simulation. With the
implementation of the collisionless heat conduction, the electron temperature reaches
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0.1 MK at 1 AU, which is suggested by previous observations (e.g., Burlaga 1971).
Figure 4.2: Comparison of OMNI and STEREO A observed solar wind speed, proton
density, proton/electron temperatures, and magnetic field with the steady
state model output for CR2107.
In Figure 4.3, we show the initial GL flux rope configuration based on the steady
state solar wind solution. Figure 4.3a shows the 3D GL flux rope structure viewed
from the top of the active region AR 11164. The flux rope is implemented along
the PIL. In order to mimic the observed filament configuration, the GL flux rope
is modified so that both the filament polarity and chirality are matched with the
observation (Martin, 1998). We can see both the toroidal and poloidal fields from
the selected field lines. Also, the filament material is added at the bottom of the
GL flux rope. In Figure 4.3b-f, the central planes of the GL flux rope with the mass
ratio, proton temperature, total magnetic field, radial velocity, and proton density
are shown. The core of the GL flux rope has a higher density and lower temperature
than the background, while the cavity of the GL flux rope has a higher magnetic field
strength. All these features match the 3-part CME structure in the observation. Due
to the insufficient background plasma pressure to offset the magnetic pressure of the
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flux rope, it is in a force-imbalance state at the very beginning therefore will erupt
immediately after the implementation. The front of the flux rope shows a positive
radial velocity of ∼150 km s−1 at T = 0. In Figure 4.4, we overlap the background
solar wind solution with the GL flux rope. The grid information is also shown before
the refinement for the CME-driven shock. The flux rope eruption is very close to the
north-polar coronal hole and the open-close field boundary.
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Figure 4.3: The initial GL flux rope configuration for 2011 March 7 CME. (a) 3D GL
flux rope configuration viewed from the top of the active region. (b)–(f):
central plane of the GL flux rope with mass ratio, proton temperature,
total magnetic field, radial velocity, and proton density.
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Figure 4.4: Meridional slice of the SC showing the radial velocity (top left), proton
density (top right), proton temperature (bottom left), and total magnetic
field (bottom right) at T = 0 after GL flux rope implement. The radial
magnetic field is shown at r = 1.03 R with gray scale. The black boxes in
the velocity map show the grid information for the steady state simulation.
In Figure 4.5, we show the CME-driven shock at T = 5 minutes. We can see
that the radial velocity of the CME reaches ∼2500 km −1, which has far exceeded
the proton thermal speed of ∼100 km s−1 in the corona. Therefore, the protons are
shock-heated and the temperature reached 200 MK after 5 minutes. Due to the close
distance to the polar coronal hole, part of the CME-driven shock is propagating into
the fast wind and obtains a higher velocity and proton temperature. The refined grid
information for the CME-driven shock is shown in the radial velocity figure.
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Figure 4.5: Meridional slice of the SC showing the radial velocity (top left), proton
density (top right), proton temperature (bottom left), and total magnetic
field (bottom right) at T = 5 minutes after GL flux rope implement. The
radial magnetic field is shown at r = 1.03 R with gray scale. The black
boxes in the velocity map show the grid information used in the CME
simulation.
4.3.2 CME from the Sun to 1 AU
In this section, we will describe the CME evolution from the Sun to 1 AU and
validate the model with both the remote sensing and in situ observations. One of the
most intriguing phenomena associated with CMEs is the EUV waves, which was first
discovered by Moses et al. (1997) and Thompson et al. (1998, 1999) using the data
from SOHO/EIT (Delaboudinie`re et al., 1995). The EUV waves are bright fronts
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that propagate over the solar disk during CME events. There are extensive studies
about the EUV waves in the past (See reviews by Chen et al. 2005; Patsourakos and
Vourlidas 2012). In Figure 4.6, the EUV waves in our simulation and in the SDO/AIA
211 A˚ observation are shown. Both the simulated and observed images are produced
by the running difference method. The blue arrows in the figure show the position of
the outermost front of the EUV waves while circles show the limb of the Sun. It is
clear that our model reproduces many features of the EUV wave in this event: first,
the position of the EUV wave front matches the observation. Especially, we notice
that part of the wave front is missing in both the simulation and the observation,
which is due to an active region (AR 11167 in AIA 211 A˚ observation of Figure 4.1).
Our simulation result is consistent with previous MHD modeling results (e.g., Cohen
et al. 2009; Downs et al. 2011, 2012) that the bright EUV waves are driven by the
expanding CME and also have a fast-mode wave nature. A more detailed analysis
about the EUV waves in this event will be performed in future work.
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Figure 4.6: The EUV waves in the simulation (left) and in the SDO/AIA 211
A˚observation. Both the simulation and observation images are produced
by running difference method. The blue arrows show the positions of the
EUV wave fronts in the simulation and observation. The yellow arrows
show the region where the EUV wave is impeded by an active region.
For space weather forecasting, attaining the correct propagation direction of the
CME is critically important. In order to validate our model’s propagation direction,
we compare the simulated CME with the CME cone model reconstructed from the
observations (de Koning and Pizzo, 2010). In Figure 4.7, the dense CME material in
the model is represented by the mass ratio iso-surface of 5.0. The black lines show
the cone model reconstruction of the CME-driven shock. Two viewpoints are shown
so that we can see that the model CME propagates in the same direction as the cone
model reconstruction. Also, we show several selected field lines in the model. The
color scale on the field lines show the proton temperature. Due to the shock heating,
the top of the field lines have the highest temperature ∼10 MK.
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Figure 4.7: The comparison between the simulated CME and the cone model re-
construction of the event from two different viewing angles. The blue
isosurface represents the mass ratio of 5. The color scale on the selected
field lines shows the proton temperature.
The CME propagation near the Sun and in the heliosphere is mainly observed by
the white light coronagraphs. For this event, there are three white light observations
available from SOHO/LASCO C2/C3, STEREO A COR1/COR2 and STEREO B
COR1/COR2. C2 has a field of view (FOV) from 2 R to 6 R and C3 has a FOV
from 3 R to 30 R. The FOV of COR1 is from 1.5 R to 4 R. The FOV of
COR2 is from 3 R to 15 R. In Figure 4.8 and Figure 4.9, we show a comparison
between the observed white light images and the model synthesized images for the
2011 March 7 event. Both the color scale shows the intensity differences divided
by the background solar wind solution. In the observation, we can see clearly that
the CME has a typical 3-part structure: the bright core that represents the filament
material; the dark cavity that corresponds to the flux rope; the bright front that is
due to the mass pile-up in front of the flux rope (Illing and Hundhausen, 1985). In
the model, synthesized images, this 3-part structure is also evident. Moreover, both
the observation and model show the second faint front that is the outermost part
of the increased intensity region. The “double-front” morphology is consistent with
116
CME-driven shocks (Vourlidas et al., 2003; Vourlidas and Ontiveros , 2009), which has
been verified with numerical simulations (Manchester et al., 2008). The white light
comparison from three points of view confirms that the simulated CME propagates
in the correct direction as observed.
Figure 4.8: Comparison between the LASCO C2, COR1A, and COR1B white light
images with the model synthesized images for the 2011 March 7 CME
event. The color scale shows the relative intensity changes.
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Figure 4.9: Comparison between the LASCO C3, COR2A, and COR2B white light
images with the model synthesized images for the 2011 March 7 CME
event. The color scale shows the relative intensity changes.
The speed of the CME is another important factor for precise space weather
forecasts. From the synthesized white light images, the Height-Time (HT) evolution
of different structures (CME-driven shock, flux rope front, and filament) is obtained.
Due to the complexity of the observation, only the outermost part of white light
observation is used to obtain the HT map. The results are shown in Figure 4.10.
In the simulation, the faint front related to the CME-driven shock has the largest
speed ∼2878 km s−1. The bright front related to the flux rope pile-up has the second
largest speed ∼2158 km s−1. The filament has the slowest speed ∼1089 km s−1. The
observed CME speed (outermost front) is ∼2275 km s−1, which is close to the speed
of the bright front in the simulation, while ∼600 km s−1 less than the speed of the
outermost front in the simulation. Due to the force-imbalance nature of the initial
state of the flux rope, all the structures in the simulation experience a deceleration
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process in the early stage of propagation, which is not obvious in the observation. In
spite of this difference, the model well matches the observed CME speed in low solar
wind.
Figure 4.10: CME speed comparison between the simulation and LASCO observation.
Due to the physically consistent treatment of the Alfve´n wave turbulence in the
AWSoM, the new model has the capacity to investigate the turbulence interaction
with CME-driven shocks, which has never been studied in a global CME model. We
show the new features of the model related to Alfve´n wave dissipation around the
CME-driven shock in Figure 4.11. The left panel shows the Alfve´n wave dissipation
rate and the right panel shows the wave reflection. The selected magnetic field lines
are overlapped to show the flux rope structure as well as the field line direction. We
can see clearly the enhanced wave reflection around the CME-driven shock. This
is caused by the larger Alfve´n speed gradient (See Eq. 2) at the shock. The en-
hanced wave reflection then leads to a larger wave dissipation rate. Due to the focus
and length of this Chapter, we will leave the detailed analysis about this turbulence
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phenomenon to future work.
Figure 4.11: The Alfve´n wave dissipation rate (left panel) and wave reflection (right
panel) in the simulated CME. The selected magnetic field lines are shown
as black arrows.
In Figure 4.12, we show the CME-driven shock structure both near the Sun and
in the heliosphere. In the left panel, the slice shows the proton temperature at T =
20 minutes, while the isosurface (mass density ratio of 5.0 relative to the background)
shows the electron temperature. Due to the decoupling between the electrons and
protons, their temperatures are an order of difference at the same location (Kosovichev
and Stepanova, 1991; Manchester et al., 2012; Jin et al., 2013). The CME-driven
shock heats the protons to ∼130 MK, while the electrons are only heated by adiabatic
compression at the shock. In the right panel, the slice shows the proton temperature
at T = 28 hours, while the isosurface shows the mass density ratio 3.0. Again, we see
the difference between the electron and proton temperatures.
The Earth, STEREO A, and STEREO B positions are shown in the figure, which
provide the multi-viewpoints of the CME event. We can see in the model that the
CME-driven shock mainly propagates toward the STEREO A, and that the slower
flank of the shock propagates toward the Earth. This picture is highly consistent with
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the shock reconstruction from the observations (see CME2 in Figure 2 from Wood
et al. 2012).
Figure 4.12: Left panel: CME-driven shock structure in SC at T = 30 Minutes. Right
panel: CME-driven shock structure in IH at T = 28 Hours. The isosur-
face in SC shows the mass ratio of 5. The isosurface in IH shows the
mass ratio of 3. The background shows the proton temperature and the
color scale on the isosurface shows the electron temperature. The Earth,
STEREO A and STEREO B positions are shown in IH with different
color spots.
Another interesting feature of this CME event is the CME-CIR interaction during
the CME propagation in the heliosphere as can be see in Figure 4.12 and 4.13. The
CME-CIR interaction phenomenon has been observed in many cases (e.g., Go´mez-
Herrero et al. 2011) and is believed to be related to the enhanced local ion acceleration
in the hundred-keV energy range (Giacalone et al., 2002). The ICMEs that interact
with CIRs can be difficult to identify in observations due to their distorted structure
after interaction (e.g., Richardson and Cane 2004; Riley et al. 2006). The CME-CIR
interaction acts as shock-shock collisions (e.g., CME-CME interaction; Lugaz et al.
2008) and will amplify the magnetic fields, plasma temperature, and density of the
CIR. We can see the effect of CIR-CME interaction in Figure 4.13. This phenomenon
is also found in the interaction of high Mach-number shocks in laser-produced plasma
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(Morita et al., 2013). We also notice that the CME-driven shock propagates into
both the fast and slow velocity streams in this event. The fast velocity stream can
be traced back to the on-disk corona hole (CH in STA observation in Figure 4.1).
Since the CME happens just east of the corona hole (AR 11164 in STA observation
in Figure 4.1), the CME-driven shock expends into the fast stream and propagates
toward the STA, while the CME-driven shock in the slow velocity stream propagates
toward the Earth.
Figure 4.13: The radial velocity, proton density, proton temperature, and total mag-
netic field of the simulated CME at T = 35 hours.
In Figure 4.14, we show the comparison of the CME in situ observations with the
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simulation for radial velocity, proton density, proton temperature, and total magnetic
field strength. The CME-driven shock hits STA at ∼6:50 UT on 2011 March 9, while
the simulated shock arrives within ∼1 hour later. In the radial velocity comparison,
we can see that the simulation reproduces the velocity jump of ∼200 km s−1 at
the shock and the gradually decreasing velocity after the shock passing. The main
difference is that in the simulation there is another velocity increase of ∼200 km s−1
after the shock, which causes the velocity to be higher than what is observed. This
velocity difference is due to the numerical reconnection behind the shock, which is
also responsible for the density peak at 14:00 UT in the simulation. In the observed
density plot, there are two peaks. The first one is related to the CIR structure and
the second one is related to the CME-driven shock. The density jump at the shock
is ∼4 in the observation, while it is ∼2 in the simulation. The relatively smaller
density jump in the simulation is caused by the CIR-CME interaction. The broader
CIR structure in the simulation could lead to a reduction in the Mach number of the
CME-driven shock and therefore a smaller compression ratio when the shock arrives
at STA. The proton temperature at the shock jumps from ∼0.1 MK to ∼1 MK in
the observation, while in the simulation it jumps from ∼0.3 MK to ∼3 MK. Both
the magnetic field in the simulation and observation has a jump of factor ∼2.5 at the
shock with the magnitude slightly smaller in the simulation.
The correct CME arrival time at 1 AU is achieved by matching the flux rope front
speed with LASCO observation near the Sun as shown in Figure 4.10. The discrep-
ancy between the CME-driven shock speed in the simulation and in the observation
near the Sun indicates that the simulated shock suffers more deceleration in the helio-
sphere than the observed shock. This effect could be caused by the relatively higher
background solar wind density in the simulation along the CME propagation path.
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Figure 4.14: Comparison of the CME in situ observation with the simulation for
radial velocity, proton density, proton temperature, and total magnetic
field.
In Figure 4.15, we further compare the three components of the magnetic field
between the simulation and observation. As we can see, the simulation successfully
captures the variation of the magnetic field at the shock passing. The Bx component
has a positive change at the shock, while the By and Bz have negative changes. The
negative Bz does not last long in this event at STA. In Figure 4.16, we show the com-
parison of velocity components between the simulation and observation. Again, our
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simulation shows consistency with the observations for all three velocity components.
The velocity information is critically important to determine the shock normal. Based
on the comparison, our simulation catches the shock normal correctly at STA for this
event.
Figure 4.15: Comparison of the CME in situ observation with the simulation for Bx,
By, Bz, and total magnetic field.
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Figure 4.16: Comparison of the CME in situ observation with the simulation for Vx,
Vy, Vz, and total total velocity field.
Based on the in situ observation as well as the simulation, we conclude that the
CME-driven shock passes the STA without the flux rope/magnetic cloud structure
behind the shock. In general, magnetic clouds correspond to enhanced magnetic field
magnitude, low field variance, and low ion temperature (e.g., Burlaga 1988). Note
that only 30 – 40% of ICMEs are with magnetic clouds (Gosling , 1990). This type of
ICME is studied in detail by Gopalswamy et al. (2009). They found that in each case
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there is at least one coronal hole nearby that plays a role in deflecting the CMEs (flux
rope) away from the Sun-Satellite line so that only the shock arrives at the satellite.
Our study confirms this point in the 2011 March 7 event simulation. The CME source
region is located just to the east of a coronal hole from the STA observation (Figure
4.1). The flux rope is deflected from this coronal hole and does not pass through by
STA. The CME-driven shock in the slow speed stream did hit the Earth at 7:44 UT
on 2011 March 10, with a lengthy period of negative Bz and triggered a geomagnetic
storm of Kp = 6. However, this is combined with another slow CME event before
the one we simulate in this study (Wood et al., 2012). In order to reproduce the in
situ data in the simulation at the Earth, a double CME initiation should be included.
Therefore, we do not show the in situ comparison at Earth in this study.
4.4 Summary & Conclusion
In this study, the 2011 March 7 CME event is simulated from chromosphere to 1
AU using the newly developed AWSoM model. Comparing the model with previous
work (Jin et al., 2013), we find the new AWSoM model incorporates physically con-
sistent wave reflection/dissipation and spatially dependent heat partitioning based
on the linear wave theory and stochastic heating. Moreover, collisionless electron
heat conduction is taken into account and combined with the collisional Spitzer heat
conduction. Our simulation results are validated using multi-spacecraft observations
from SOHO, SDO, STEREO A/B, and OMNI, which show that the new model can
reproduce most of the observed features near the Sun and in the heliosphere. The
CME arrival time is correctly simulated, which combined with the correct speed near
the Sun suggests the global MHD model can be used as a powerful forecasting tool.
We summarize the major conclusions as follows:
1. Near the Sun, the synthesized EUV images of the model can reproduce most of
the active regions and on-disk/polar coronal holes. Also, the intensity of the active
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region is comparable with the observation thanks to the enhanced wave reflection
around the active regions.
2. The cone model comparison and white-light comparison from three different
viewpoints show that the simulated CME propagates in the same direction as the
observed event to a very high degree. The GL flux rope shows the capacity to repro-
duce the observed white-light features of the CME (e.g., double-front morphology,
dark cavity, dense core), which also showed in the previous works by Lugaz et al.
(2005). Within 20 R, the observed outermost CME front is ∼600 km−1 slower than
the simulated CME-driven shock front, but the speed is comparable with the second
front in the simulation.
3. With the physically consistent treatment of the Alfve´n wave turbulence, we find
the enhanced wave reflection around the CME-driven shock. This is caused by the
larger Alfve´n speed gradient at the shock and leads to an increased wave dissipation
rate.
4. We find the CME-CIR interaction is evident in this event, which increases the
magnetic field, plasma temperature, and density of the CIR. The CME parameters
are also affected significantly. Therefore, we emphasize the importance of the correct
CIR structure for the precise global MHD simulation of CME propagation.
5. A comprehensive 1 AU in situ comparison shows that our simulation captures
all the shock features of this event. Our simulation confirms the effect of the on-disk
coronal hole on the CME propagation. In this event, the CME flux rope is deflected by
the nearby coronal hole, while the shock expands into the coronal hole’s fast outflow
and finally hits the STA. Therefore, only the CME-driven shock is observed both in
the simulation and observation.
Based on these promising results, our future work will be focus on the following
directions: First, to further improve the forecast capability of our CME model, we
will conduct more benchmark case studies as suggested by Mo¨stl et al. (2012) to
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validate the CME-driven shocks from multiple in situ observations (Liu et al., 2013).
Second, the gradual SEP events are believed to be accelerated by CME-driven shocks
through the diffusive shock acceleration mechanism (Reames , 1999). Mewaldt et al.
(2008) pointed out that the total energy budget of the energetic particles can be 10%
or more of the CME kinetic energy. Therefore, it is very important to couple the
CME model with the SEP model (Sokolov et al., 2004, 2009) in the next step. By
separating the electron and proton temperatures in our CME model, the CME-driven
shock is well reproduced both near the Sun and in the heliosphere, which could lead
to an effective acceleration by DSA. Finally, the AWSoM shows a new capacity of
investigating the turbulence phenomenon related to CME-driven shocks for which we
have shown some preliminary results. With higher temporal and spatial resolution in
the simulation as well as with pressure anisotropy (van der Holst et al., 2014), we will
soon investigate CME-turbulence interactions with comparison to observations (e.g.,
Liu et al. 2006).
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CHAPTER V
Summary & Future Work
“Are we having fun yet?” Professor Gombosi said, “You bet!”
– Tamas I. Gombosi, in an AOSS Seminar
5.1 Summary
The subject of this dissertation is understanding the fundamental physical pro-
cesses involved in the solar wind and coronal mass ejections by closely utilizing both
the numerical simulations and observations. The dissertation work involved model
development, model validation, thermodynamic analysis, and realistic CME/ICME
event simulation. The background solar wind solution is comprehensively validated
using available observations. Several advanced methods are used to deduce useful in-
formation from the observations (e.g., DEMT) or from the simulations (Ionic charge
states). Furthermore, by comparing the CME in the 1T and 2T models, the re-
sults show the importance of separating electron and proton temperatures in order to
produce physically correct CME structures and CME-driven shocks. Finally, based
on the newly developed AWSoM with physics-based Alfve´n wave turbulence dissipa-
tion and integrated collisional/collisionless heat conduction, a realistic CME event on
2011 March 7 was simulated from the chromosphere to 1 AU. By detailed analysis of
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this event from the observation, the model shows the capability to reproduce most
of the observed features (e.g., EUV waves, double-front in white light coronagraph
images, CME-CIR interaction). We also analyzed the turbulence phenomena around
the CME-driven shock front. The CME arrival time and all in situ plasma quantities
are consistent with the observations, which shows a promising potential for the next
generation of first-principles space weather forecasting models.
The main contributions of this dissertation can be summarized as follows:
1. A comprehensive solar wind model validation with both the remote-
sensing and in situ observations. Model validation is one of the most important
steps during numerical model development. Due to the limited observations, extract-
ing more information from the available observations is critical for a better evaluation
of the model. We utilize several advanced techniques to realize this goal (e.g., white-
light tomography, DEMT, spectral inspection). Moreover, for the first time, we use
the model to calculate ionic charge state abundances of carbon, oxygen, silicon, and
iron and compare these with observations to provide a new constraint on the numer-
ical model. The results not only show good agreement between the simulation and
observation for both solar minimum and maximum conditions, but also show that the
electron heating is more physically reliable and consistent with observations than a
single fluid model.
2. Detailed CME-driven shock analysis with and without separating
electron/proton temperatures. Based on a realistic background solar wind so-
lution, the CME is initiated both with 1T and 2T models. A detailed comparison
of the propagation of fast CMEs and the thermodynamics of CME-driven shocks in
1T and 2T models is made. Because there is no distinction between electron and
proton temperatures in the 1T model, electron heat conduction is incorrectly applied
to shock heated protons, which creates an unphysical temperature precursor in front
of the CME-driven shock and makes the shock parameters (e.g., shock Mach number,
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compression ratio) incorrect. The compression ratio of the 1T CME well exceeds the
strong shock limit value of 4, while the 2T CME has a compression ratio of approxi-
mately 4 during the whole evolution. The much higher compression ratio in the 1T
model is caused by the heat conduction behind the shock that cools down the plasma
efficiently and allows the density to increase. The results demonstrate the importance
of the electron heat conduction in conjunction with proton shock heating in order to
produce the physically correct CME structures and CME-driven shocks.
3. A realistic CME event simulation from the chromosphere to 1 AU
based on a physically self-consistent global MHD model. The capability of
simulating realistic solar eruptions as well as validating the model with observations
is important for the accurate space weather forecasting. We simulate the CME that
occurred on 2011 March 7 with the newly developed global MHD AWSoM in SWMF.
The background solar wind starts from the upper chromosphere and extends to 240
R with heat conduction (both collisional and collisionless formulation) and radiative
cooling. The magnetic field of the inner boundary is specified with a synoptic mag-
netogram from the Global Oscillation Network Group (GONG). The solar wind is
driven by Alfve´n-wave pressure and heated by Alfve´n-wave dissipation. The Alfve´n-
wave behavior is physically consistent, including non-WKB physics-based reflection
and physics-based apportioning of turbulence dissipation. We initiate the CME by
using the Gibson-Low (GL) analytical flux rope model. We simulate two days of CME
propagation at which time it has passed 1 AU. A comprehensive validation study is
done by using remote as well as in situ observations from SDO, SOHO, STEREO
A/B spacecraft and OMNI data set. Our results show that the new model can re-
produce most of the observed features near the Sun (e.g., CME-driven EUV waves,
deflection of the flux rope from the coronal hole, “double-front” in the white light
images) and in the heliosphere (e.g., CME-CIR interaction, and shock properties at
1 AU). With the physically consistent treatment of the Alfve´n wave turbulence, we
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find enhanced wave reflection around the CME-driven shock. This is caused by the
larger Alfve´n speed gradient at the shock and leads to an increased wave dissipation
rate. By fitting the CME speeds near the Sun with observations, the CME-driven
shock arrival time is within 1 hour of the observed arrival time and all the in situ pa-
rameters are correctly simulated, which suggests the global MHD model is a powerful
tool for space weather forecasting.
5.2 Limitations of this Work
Although the CME simulation in this dissertation shows very promising results for
the first-principles space weather forecast, there are several places where the model
can be improved in the future to achieve a more realistic event simulation:
1. Data-driven inner boundary condition improvements. In the present model,
the Carrington magnetogram is used to specify the inner boundary condition for the
magnetic field. Because of the time-averaged nature of the magnetogram, it can only
reflect the large-scale magnetic structures over the whole Carrington rotation (some
25 days). The variation of the magnetic field (e.g., flux emergence, flux cancellation)
is missing. In order to capture the dynamics of the solar corona and solar wind, the
model requires an estimate of the instantaneous magnetic field at the inner bound-
ary. The difficulty lies in how to estimate the far-side magnetic field that cannot be
directly observed. Flux transport models are widely used to simulate the evolution
of the magnetic field, which in the the case of DeVore et al. 1985, is accomplished
by solving a linear, inhomogenous transport equation. Some more sophisticated flux
transport models also incorporate flux emergence, random-walk dispersal, meridional
advection, differential rotation, and removal of flux via cancellation (Schrijver and De
Rosa, 2003). There are some ongoing efforts toward this direction. One example is
the Air Force Data Assimilative Photospheric Flux Transport (ADAPT) model (Arge
et al., 2010, 2011). The ADAPT model utilizes the modified flux transport model by
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Worden and Harvey (2000) to approximate the instantaneous magnetic flux distri-
bution using well known surface flow patterns (e.g., differential rotation) and super
granular diffusion. Recently, this model has been improved to assimilate far-side ac-
tive region data from SDO/HMI through helioseismic technique (e.g., Lindsey and
Braun 1997; Zhao 2007). And it is found that the observed and modeled 1 AU data
are in better agreement when including the far-side active regions (Arge et al., 2013).
Recently, Upton and Hathaway (2014) developed a new surface flux transport model.
By combing with data assimilated from full-disk magnetograms, this model can pro-
duce full surface maps of the Sun’s magnetic field and show the ability to predict the
Sun’s polar magnetic fields. By utilizing these instantaneous magnetogram data to
implement a time-varying inner boundary condition, the AWSoM performance can
be improved to catch the dynamics of solar wind evolution as well as to provide a
more accurate forecast.
2. The CME initiation model needs to be revised to catch the early acceleration
process of the CME. In this dissertation, we use both the TD flux rope (Chapter
III) and GL flux rope (Chapter IV) to initiate the CME events. Although both an-
alytical flux rope models can reproduce many observed features near the Sun and
in the heliosphere, the initial acceleration process (< 2-3 R) is due to the force-
imbalance and could be unrealistic in some cases. A better initiation model should
be a data-driven model and use as many observations as possible. However, to drive
an MHD model, there are at least three challenges: first, a time-series of vector mag-
netogram observations is needed. With the vector magnetograms from SDO/HMI,
this requirement is fulfilled. But there are still some issues that need further work
(e.g., 180-degree ambiguity of the vector magnetogram); second, in addition to the
magnetic field information, the MHD model also needs velocity field information at
the photosphere, which cannot be directly observed. A technique called local corre-
lation tracking (LCT: Chae 2001; De´moulin and Berger 2003) has been developed
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to obtain the vector velocity field. It infers the transverse velocity of the plasma
from the motion of magnetic features by finding the shift that maximizes the local
correlation function between the successive observations. With ideal MHD assump-
tion, flows along the magnetic field cannot affect the evolution of magnetic structures
(Welsch et al., 2004). This leads to an algebraic solution for all three components of
the velocity field; finally, MHD requires the magnetic field information through the
volume that is consistent with the observed vector field at the inner boundary. To re-
alize this objective, some extrapolation methods should be used to calculate the field
information from the inner boundary magnetogram (e.g., non-linear force-free field
extrapolation). With the data-driven CME initiation model, the initial acceleration
process will be physical consistently captured.
3. Including more physics in the model. One of the most important physical
features missing in the global MHD solar wind model is anisotropic proton pressure.
The remote observations from UVCS have confirmed that the perpendicular ion tem-
perature in the coronal holes is much larger than the parallel ion temperature (Kohl
et al., 1998; Li et al., 1998). The in situ observation from Helio also show the tem-
perature anisotropy in the heliosphere (Marsch et al., 1982). There are many 1D
and 2D modeling efforts that take into account the effect of temperature anisotropy
in the past (Leer and Axford 1972; Chandran et al. 2011; Va´squez et al. 2003; Li
et al. 2004). Meng et al. (2012a,b) implemented the ion temperature anisotropy in
a global magnetosphere model in SWMF. van der Holst et al. (2014) further applied
the temperature anisotropy in the solar wind model. In Figure 5.2, we can see that
the three temperatures have very different behaviors: The perpendicular ion heating
is dominant in the coronal hole due to the stochastic heating mechanism; the parallel
ion heating is only significant close to the HCS where the plasma β is high; while
the electron heating is important near the Sun and around the HCS. Therefore, the
temperature anisotropy is very important for the solar wind plasma simulation. Also,
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in order to investigate the turbulence phenomenon in the heliosphere and around
the CME-driven shocks, the temperature anisotropy has to be taken into account.
Although the AWSoM has included the temperature anisotropy, there is still a nu-
merical difficulty when simulating CME-driven shocks. In order to correctly simulate
the shocks, the conservative form of the energy equations should be solved. With the
three temperatures, finding the conservative form of the energy equations will be a
challenging task.
For the present model, only electron and proton species are considered with the
same velocity. However, at least one more species should be taken into account, which
is the α particles. Observations show that the fractional number density of solar
wind alpha particles ranges from 0.1% – 40% with typical concentration of 2 – 6%
(Neugebauer , 1981). Therefore, the α particle represents almost 20% of the solar wind
mass density. Moreover, in the fast solar wind, the α particles are observed to have
higher velocity and temperature than the protons (Marsch, 2006). In order to describe
this system including electrons, protons, and α particles, a multi-fluid MHD model
should be used. Also, by including the α particles, many new heating mechanisms can
be investigated (e.g., ion cyclotron heating). Through a statistical study of solar wind
proton and α particle temperatures, Kasper et al. (2008) found direct evidence for
the local heating of ions through the dissipation of kinetic alfve´n waves by cyclotron
resonances. With a multi-fluid solar wind model, we can investigate this mechanism
numerically.
5.3 Future Work
5.3.1 SEP Simulation
Fast CMEs can drive shocks in the heliosphere (e.g., Sime and Hundhausen 1987)
that are believed to be responsible for the gradual SEP events (Reames , 1999) through
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Figure 5.1: AWSoM model with temperature anisotropy. Left panel: perpendicular
ion temperature, parallel ion temperature, and electron temperature. Right
panel: the ratio of the perpendicular ion, parallel ion, and electron coronal
heating with the total turbulence dissipation (van der Holst et al., 2014).
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the diffusive shock acceleration (DSA) mechanism (Axford et al., 1977; Bell , 1978a,b;
Blandford and Ostriker , 1978). Based on this physical understanding, we require a
model capable of addressing the evolution of a fast CMEs from the low corona to
1 AU. The earliest attempt to model an observed CME propagating from the Sun
to the Earth is by Wu et al. (1999). However this 2D model did not capture the
structure of the solar wind or the active region. More recent modeling efforts have
been in 3D but treat CME propagation outside of the magneto-sonic point (e.g.,
Zhao et al. 2002; Odstrcil et al. 2005; Odstrcil and Pizzo 2009). While very useful,
this type of model cannot capture the CME structures formed in the low corona
that are relevant to SEP acceleration. Other models include the low corona and so
that physical initiation mechanisms can be adapted (e.g., Usmanov and Dryer 1995;
Riley et al. 2003; Chane´ et al. 2006). The simulations based on these types of models
were used to study the CME-driven shock structures and interpret the SEPs (e.g.,
Roussev et al. 2004; Manchester et al. 2005). By implementing a pre-existing out-
of-equilibrium flux rope, To´th et al. (2007); Manchester et al. (2008) simulated the
Halloween CME event from the corona to the Earth and did the first quantitative
comparison between the synthetic coronagraph images and LASCO observations, in
which the strong CME-driven shock was simulated and validated.
As model complexity keeps increasing, how to address the thermodynamics of
heliospheric plasmas is still an open question. Previous work addressed this issue by
using empirical heating functions (e.g., Groth et al. 2000), or variable adiabatic index
(e.g., Roussev et al. 2003a; Cohen et al. 2007). These assumptions limit the physical
self-consistency of the simulation. When shocks are present in the simulation, the
variable adiabatic index assumption alters the jump conditions therefore leading to
an unrealistic shock structure. Moreover, the single species assumption is also prob-
lematic since the electrons should not be shock-heated due to their much higher sonic
speed than protons. With the newly developed AWSoM (van der Holst et al., 2014),
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the electron and proton temperatures are separated and the Alfve´n wave dissipation
and reflection are physically consistently treated. In Chapter IV, the simulation re-
sults suggest an accurate representation of CME-driven shocks. With this realistic
shock structure, we can finally simulate the detailed evolution of the observed gradual
SEP events with a DSA model.
For these gradual events, SEP fluxes during the event are typically observed to
rise within one to several hours after onset. Given the long decay phase (1–2 days),
gradual events are more important for space weather than impulsive events. Many
previous works tried to understand DSA using numerical simulations under the planar
shock assumption (e.g., Tylka et al. 2005; Li et al. 2009; Guo et al. 2010). However, to
predict the SEP observations and achieve forecast capability, the particles need to be
accelerated by a realistic CME-driven shock that has complex geometry and temporal
evolution. In future studies, we will couple the AWSoM model with the Field Line
Advection Model for Particle Acceleration (FLAMPA) developed by Sokolov et al.
(2004, 2009). The MHD model provides the magnetic configurations as well as the
plasma parameters, while the FLAMPA solves the transport equation for protons
in the DSA limit along individual field lines. We will further improve FLAMPA by
allowing for multiple field line calculations that will enable the simulation of SEP
evolution at 1 AU over a longer time range than the single field line calculation. By
frequent coupling between the MHD simulation and FLAMPA, the SEP spectrum and
its evolution from the Sun to the Earth can be obtained. A detailed analysis of the
model results and comparison with the observations (e.g., GOES) will be performed.
Based on the above-mentioned models, we will finally achieve a forecast capability
by simulating the “hypothetical” CMEs/SEPs based on remote observations of the
CME eruptions1. We will simulate the “hypothetical” CMEs for each active region
on the Sun and determine whether and when the point of interest (Earth or other
1Note that the prediction of initiation is not addressed here, but rather the forecasting capability
at 1 AU after initiation
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locations in the heliosphere) will be affected by the CME/SEPs. If the point of interest
is not significantly affected by the “hypothetical” CME, an “all clear” forecast can be
announced for the next day or so. By repeating the procedure daily, a probabilistic
forecast can be made for the next 24 hours. Such a forecast would be a great step
toward a first-principles-based forecasting capability and will also be invaluable for
supporting NASA’s robotic exploration and mission planning.
By this investigation, we will address the following fundamental questions in the
CME and SEP research: 1) How do different CME initiation mechanisms influence
the CME/CME-driven shock structure as well as their role in the SEP acceleration?
2) The formation time and strength of the shock near the Sun is crucial for the par-
ticle acceleration. We will find at what altitude in the corona the shock can form
and accelerate particles. 3) How the shock-accelerated SEP spectra evolve in the dy-
namically changing magnetic field configuration with both parallel and perpendicular
shock geometrics. 4) What is the shock geometry near the Sun and at 1 AU? 5) What
determines the efficiency of the shock acceleration? By answering these questions, we
will achieve a better understanding about SEP acceleration/transportation as well as
the role of the DSA in the SEPs.
5.3.2 CME Turbulence
The MHD turbulence is one of the most fundamental process in the solar wind
plasma (Biskamp, 2008), which is critical to understanding the solar wind heating and
energy dissipation. Turbulence phenomena in the solar wind have been intensively
studied in the past few decades. However, due to the limited observations, turbulence
phenomena related to the CME-driven shocks has not been studied in detail. The
early observations by ISEE3 showed that there is a huge increase of turbulent power
when approaching the interplanetary shock (Sanderson et al., 1985). Skoug et al.
(2004) found that the downstream turbulence is stronger than upstream turbulence
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in the CME-driven shock observations. The turbulent sheath region between the fast
ICMEs and their preceding shocks was investigated by Liu et al. (2006). They found
that this sheath region is often characterized by plasma depletion and mirror wave
structures in the observation. The mirror mode waves are generated by an instability
due to the temperature anisotropy. Until now, the turbulence related to the CME-
driven shocks has not been studied in a global CME model. Due to the physically
consistent treatment of the Alfve´n wave turbulence in the AWSoM, for the first time,
we can investigate this turbulence phenomenon in a global CME model. With higher
temporal and spatial resolution in the simulation as well as the pressure anisotropy,
we will investigate the CME-related turbulence in more detail and compare it with
the observations.
5.3.3 Sympathetic Event Simulation2
Finding and understanding the key physical processes that initiate eruptive and
explosive phenomena on the Sun (e.g., solar flares, coronal mass ejections (CMEs)) is
critical for understanding the Sun-Earth connection as well as space weather. In the
past several decades, theoretical models have been proposed to explain the initiation
of “isolated” CME events (see the review paper by Forbes et al. 2006). There are also
“sympathetic” events in which CMEs seem to be spatially coupled. However, due to a
lack of prior observational evidence, the hypothetical causal couplings remained spec-
ulative. The launch of STEREO A/B and SDO, for the first time, provides near full
coverage of the Sun from three different directions, which gives us an unprecedented
opportunity to investigate sympathetic events on a global scale. By a comprehensive
analysis of the observational data from SDO and STEREO for the 2010 August 1-2
eruptions, Schrijver and Title (2011) found that all the active regions involved are
2The work proposed in this section will be conducted at the Lockheed Martin Solar and As-
trophysics Laboratory with Dr. Carolus J. Schrijver and supported by NASA/UCAR Jack Eddy
Postdoctoral Fellowship.
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Figure 5.2: Schematic diagram of the turbulent sheath between an ICME and the
preceding shock in the solar equatorial plane. (Liu et al., 2006).
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connected by some structural features of the magnetic field (e.g., separatrix surfaces,
separators, and quasi-separatrix layers). A detailed investigation of the magnetic
topology of the source-surface background field by Titov et al. (2012) also strongly
supports the idea that these structural features are crucial for generating the sym-
pathetic events. These studies suggest that large-scale magnetic coupling plays an
important role in initiating eruptive events.
Compared with the established initiation mechanisms for “isolated” events, the
mechanisms for “sympathetic” events are still largely unknown, and nascent theo-
ries are untested. Many fewer sympathetic events have been extensively observed, so
important physical processes remain hidden in the data (e.g., how the perturbation
propagates from one region to another; how it interacts with the background mag-
netic field and triggers an eruption). Global MHD models can play a vital role for
interpreting observations and testing theories about sympathetic events. For exam-
ple, To¨ro¨k et al. (2011) reproduces some important aspects of the global sympathetic
event on 2010 August 1 in an idealized case and suggests the importance of the
pseudo-streamer for producing the “twin-filament” eruptions. Based on the zero beta
assumption and “ad hoc” flux cancellation, Mikic´ et al. (2013) reproduced the sympa-
thetic event using the observed magnetic field. However, the a realistic simulation of
sympathetic events remains to be done, which will greatly deepen our understanding
of large-scale magnetic coupling.
By using the newly developed AWSoM, we can achieve a realistic sympathetic
event simulation in the global MHD model. There are several features of the model
that are essential for achieving a realistic simulation: 1) It is the first global MHD
model that separates electron and proton temperatures. This feature is critical for
producing physically correct CME-driven shocks and extreme ultra-violet (EUV)
waves (Manchester et al., 2012; Jin et al., 2013). Also, this model allows for the
accurate simulation of EUV emissions, which can then be compared to observations.
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2) The data-driven boundary condition can capture the realistic global magnetic
topology, while the adaptive mesh refinement (AMR) can resolve the magnetic re-
connection. 3) The model covers from the upper chromosphere to 1 AU, with which
we can not only capture the dynamics of solar lower atmosphere but also achieve a
more comprehensive tracking of eruptions and their coupling. This model has been
successfully used to simulate the realistic CME event on 2011 March 7 (Chapter IV).
We can initiate the CME using two different mechanisms (flux rope model and
breakout model) implemented in the EE component. For the flux rope model, two
different analytical models can be used: the Titov-De´mouline flux rope (Titov and
De´moulin, 1999) and the Gibson-Low flux rope (Gibson and Low , 1998). Both of them
have been successfully used in CME simulations (e.g., Manchester et al. 2004b,c;
Roussev et al. 2004; Manchester et al. 2008). For the breakout model (Antiochos
et al., 1999), the CME is triggered by breakout reconnection in a quadrupolar field
configuration. Instead of a flux rope, photospheric shear flows are applied around the
PIL until the reconnection happens. Compared to the flux rope model, the breakout
model can capture a more realistic CME acceleration process. There are also many
applications of this model (e.g., MacNeice et al. 2004; van der Holst et al. 2009; Karpen
et al. 2012). In Figure 5.3, the initial conditions of the three initiation mechanisms are
shown. The choice of the eruptive models will depend on the observational features
and magnetic configurations.
The CME-driven wave (i.e., EUV wave) that propagates through the corona is
an important mechanism that may connect different magnetic structures and trigger
sympathetic events (See reviews by Chen et al. 2005; Patsourakos and Vourlidas
2012). In Figure 4.1 of Chapter IV, we show the model synthesized EUV waves
during the 2011 March 7 event and compare it with the observed EUV wave by
AIA 211 A˚. We can see clearly the propagation direction and position of the wave is
correctly reproduced by the model. This shows the capability of global MHD model in
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Figure 5.3: The initiation mechanisms of the eruptive events in the model: left panel:
Gibson-Low flux rope configuration inserted into an active region (Figure
3a in Chapter IV); middle panel: Titov-De´mouline flux rope into the
same active region (Jin et al., 2013); right panel: the breakout model
configuration in an idealized case (van der Holst et al., 2009).
the study of the wave-related solar sympathetic event. In the previous observations,
the CME-driven waves are seen to reach and destabilize the active regions. However,
we still need to answer the question that how this process takes place. The MHD
models give us a great opportunity to investigate the evolution of interaction between
the coronal waves and magnetic structure of the active regions.
The first step of the investigation will be conducted with idealized magnetic config-
urations in order to understand the fundamental physical processes that can disrupt
the magnetic structures and trigger sympathetic eruptions. We will also acquire a bet-
ter knowledge of the magnetic structures that are in favor of sympathetic eruptions.
Schrijver et al. (2013) presents detailed case studies by using SDO/AIA observations
to show several different coupling processes involved in the sympathetic events: direct
magnetic coupling; distortion of the enveloping field; effects of an expansion wave; in-
direct coupling through an intermediate region. These four destabilizing mechanisms
will be studied in detail in idealized simulations. A typical testing process will be like
the following: First, flux ropes will be implemented and confined within a closed mag-
netic structure (e.g., helmet streamer). The external field will be made strong enough
to contain the flux rope that may erupt from the torus instability (Kliem and To¨ro¨k ,
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2006), or by magnetic reconnection. Then, another more energetic flux rope will be
put in a separate magnetic configuration and set to erupt after implementation. By
setting the trigger flux rope in different locations on the Sun as well as different initial
energies, we can study in detail the following questions: 1) How the static flux rope
be affected by the eruptive one; 2) the location and energy dependences of producing
sympathetic events; 3) large-scale changes in field topology.
Based on experience gained from the first step, we will achieve a realistic event
simulation in the second step. The eruptions will be initiated based on synthetic
magnetograms from SDO/HMI, with which the correct magnetic topology can be
represented. The usage of AMR can guarantee the resolution of the magnetic recon-
nections along the structural features of the magnetic field that are important for
initiating eruptions in sympathetic events. A detailed analysis of the observation is
important in this stage for generating better input to drive the MHD model (e.g.,
choice of the CME models, modification of the inner boundary conditions). When
propagating into the solar wind, sympathetic events are always prone to CME-CME
interaction, which will significantly influence the CME-driven shock structures and
the CME/ICME properties (e.g., Liu et al. 2012; Temmer et al. 2012). The former is
directly related to the production of solar energetic particles (SEPs), while the later
is closely related to the onset of geomagnetic storms. By propagating sympathetic
CMEs to 1 AU in the simulation, we can further investigate the role of sympathetic
events in space weather. By using all the available observations, we will achieve a
comprehensive validation study.
This investigation will address the following fundamental questions for the solar
sympathetic events: 1) How the coronal signals propagate from one region to another
and how they trigger eruptions; 2) The importance of the large-scale magnetic cou-
pling in the realistic solar magnetic environment therefore the effects of CME coupling
in space weather; 3) When propagating into the heliosphere, how the CME-driven
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shocks and CME/ICME properties are influenced by the sympathetic eruptions.
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APPENDIX A
Flux Rope Models
Titov-De´moulin (TD) Flux Rope
In Figure A.1, the three-dimensional TD flux rope is shown. The flux rope is
toroidal and has radius of R and minor radius of a. In the original TD flux rope, the
magnetic field comprises three parts: first, the field of a constant-current I; second,
the overlying coronal arcade created by a pair of magnetic charges ±q. The magnetic
charges represent the leading and following sunspots that are located along the flux
rope axis at depth d; third, the field of a line current I0 along the flux rope axis at
depth d. This line current can produce a purely toroidal magnetic field parallel to
the current I (minor axis of the flux rope). As the value of I0 increases, the flux rope
configuration changes from a highly twisted flux rope to a weakly twisted one. The
equilibrium is created by a balance between the outward force of the torus and the
inward force of the arcade due to the magnetic charges. The torus instability will
happen when R >
√
2L. Roussev et al. (2003b) found that the flux rope actually
erupts only when R > 5L due to line-tying effect of the poloidal field. Note that in
order to let the flux rope escape from the solar corona, I0 is set to zero in our model.
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Therefore, the number of turns in the field lines at the flux rope surface approaches
infinity as the distance from the axis increases to a.
Figure A.1: The three-dimensional TD flux rope model (Titov and De´moulin, 1999).
Gibson-Low (GL) Flux Rope
The analytical solution of GL flux rope is obtained by starting from a spheromak
field. The flux rope is adjusted to be in equilibrium force balance so as to satisfy the
following equations:
(∇×B)×B−∇0− ρg = 0 (A.1)
∇ ·B = 0 (A.2)
The solution of the above equations has the following form:
B =
1
r sin θ
(
1
r
∂A
∂θ
er − ∂A
∂r
eθ + α0Aeφ
)
(A.3)
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where A is the stream function of magnetic field with the following form:
A =
µ0a1
α20
[
r20
g(α0r0)
g(α0r)
]
sin2 θ (A.4)
where a1 is a free parameter to determine the magnetic field strength and plasma
pressure of the flux rope. r0 is the diameter of the initial spherical flux rope. α0r0 =
5.763459. r1 is the distance between the spherical flux rope center and the origin of
the heliospheric coordinate system. A mathematical transformation is then performed
on the axisymmetric flux rope to make it fully 3D. This is done by the transformation
r → r−a that distorts the flux rope sphere to a tear-drop shape with the tail pointing
toward the Sun. The left panel of Figure A.2 shows the limiting case of a = r1 − r0.
Following the transformation, the new equilibrium requires the plasma pressure to be
the following form:
p =
(
Λ
r
)2 [
1−
(
Λ
r
)2](
B2r
2
)
+
(
Λ
r
)2
a1A (A.5)
where Λ = r+a. The stretching transformation helps to reproduce the 3-part density
structure of the CME. The right panel of Figure A.2 shows an idealized case of 3D GL
flux rope embedded in a global dipole field. The yellow iso-surface shows the dense
core at the bottom of the GL flux rope.
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Figure A.2: Left panel: GL flux rope transformation showing a limiting case of a =
r1−r0 (Gibson and Low , 1998). Right panel: 3D GL flux rope embedded
in a global dipole field.
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APPENDIX B
Collisionless Heat Conduction
Here, we show the collisionless electron heat conduction implementation in the
model. For the purpose of the derivation, we neglect the terms of collisional heat
conduction, Coulomb collisional heat exchange, radiative cooling, and time variation
temporarily. Then, Equation (3.3) with collisionless heat conduction can be written
as:
∇ ·
(
pe
γ − 1u
)
+ pe∇ · u = −∇ ·
[
3
2
αpeu
]
+Qe (B.1)
If we combine the first term in the LHS and RHS, then:
∇ ·
(
pe
γH − 1u
)
+ pe∇ · u = Qe (B.2)
where γH is the new polytropic index taking into account the collisionless heat con-
duction. The γH has the following form:
γH =
γ + 3
2
(γ − 1)α
1 + 3
2
(γ − 1)α (B.3)
For the standard values: α = 1.05 (Cranmer et al., 2009) and γ = 5/3, the new
γH ≈ 1.33. Now, we can write the complete form of Equation (3.3) with collisionless
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heat conduction included:
∂
(
pe
γe−1
)
∂t
+∇ ·
(
pe
γe − 1u
)
= −pe∇ · u + 1
τpe
(pp − pe)−∇ · q∗e −Qrad +Qe (B.4)
where γe = γfs + γH(1 − fs) interpolates the electron polytropic index γe between
the collisional region (γe = γ) and the collisionless region (γe = γH). The fs has
the same form as Equation (4.6). The heat conduction term ∇ · q∗e now only has
the contribution from the collisional heat conduction (q∗e = fsqe,S). Because the
collisionless heat conduction is parameterized through γe. Note that the spatially
varying electron polytropic index should not impact the CME-driven shocks in our
simulation. Because only the protons will be shocked and γ = 5/3 for the protons.
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APPENDIX C
MHD Shock Properties
The shock wave forms when the disturbance is large enough that the nonlinear
effects become important. In that case, the crest of the sound wave moves faster than
its leading edge and the steepening process finally causes the formation of a shock.
The disturbance itself moves faster than the “signal speed” of the fluids (e.g., sound
speed for the hydrodynamics case) while the driver needs not to be. Typically, shocks
are thin transition layers across which the fluid properties change rapidly from one
state to another. In this section, we summarize some important facts about both the
hydrodynamic and MHD shocks.
Hydrodynamic Shocks
Through the conservation of mass, momentum, and energy, the relations between
the properties of shocked and unshocked fluids can be obtained (e.g., Gombosi 2004;
Priest 2014):
ρ2v2 = ρ1v1 (C.1)
p2 + ρ2v
2
2 = p1v
2
1 (C.2)
γp2
(γ − 1)ρ2 +
1
2
v22 =
γp1
(γ − 1)ρ1 +
1
2
v21 (C.3)
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where the properties ahead and behind of shock are represented by 1 and 2, respec-
tively. Note that the above relations are obtained in the shock frame (frame moving
with the shock). These relations are called jump condition or Rankine-Hugoniot re-
lations.
The solution of Equation (C.1) to (C.3) can be written as:
ρ2
ρ1
=
(γ + 1)M21
2 + (γ − 1)M21
(C.4)
v2
v1
=
2 + (γ − 1)M21
(γ + 1)M21
(C.5)
p2
p1
=
2γM21 − (γ − 1)
γ + 1
(C.6)
where M1 = v1/cs1 is the shock Mach number and cs1 = (γp1/ρ1)
1
2 is the sound speed.
The second law of thermodynamics states that the entropy of an isolated system
must increase. For shock wave, it requires s2 ≥ s1 (s = cv log(p/ργ)). To satisfy
this entropy conduction, the shock speed must exceed the sound speed ahead of the
shock (M1 ≥ 1 and v2 ≤ cs2). In the shock frame, the flow is supersonic ahead
of the shock but subsonic behind of it. Also, we have p2 ≥ p1, ρ2 ≥ ρ1, v2 ≤ v1,
T2 ≥ T1. Therefore, we can see that the shock slows down the flow but heats it
up (transferring flow kinetic energy to thermal energy). As the shock Mach number
increases, the compression ratio ρ2/ρ1 has a limit of (γ + 1)/(γ − 1).
MHD Shocks
With the presence of a magnetic field, the shock properties become much more
complex than the hydrodynamic case. The B and v can be inclined away from the
shock normal. Therefore, the magnetic field and velocity in the jump conditions
will have both normal and tangential components. In general, the Rankine-Hugoniot
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relations for MHD shocks can be expressed as (e.g., Gombosi 2004; Priest 2014):
ρ2vn2 = ρ1vn1 (C.7)
ρ2v
2
n2 + p2 +
B2t2
2µ0
= ρ1v
2
n1 + p1 +
B2t1
2µ0
(C.8)
ρ2vn2vt2 − Bt2Bn2
µ0
= ρ1vn1vt1 − Bt1Bn1
µ0
(C.9)
(
γ
γ − 1
p2
ρ2
+
v22
2
)
ρ2vn2 +
vn2B
2
t2
µ0
− Bn2(Bt2 · vt2)
µ0
=(
γ
γ − 1
p1
ρ1
+
v21
2
)
ρ1vn1 +
vn1B
2
t1
µ0
− Bn1(Bt1 · vt1)
µ0
(C.10)
Bn2 = Bn1 (C.11)
(v ×B)t2 = (v ×B)t1 (C.12)
The simplest case of an MHD shock is the perpendicular shock. For the perpen-
dicular shock, both the shock normal and velocities are perpendicular to the magnetic
field. From the jump conditions, it is easy to find out that the shock speed v1 must
exceed the fast magnetosonic speed (c2s1 + v
2
A1)
1/2, where vA1 = B1/(µρ1)
1/2 is the
Alfve´n speed for the unshocked plasma. The upper limit for the compression ratio
is the same as the hydrodynamic case ρ2/ρ1 < (γ + 1)/(γ − 1). However, we should
note that the effect of magnetic field is to reduce the compression ratio below its
hydrodynamic value. Because the kinetic energy of the flow can be transferred into
magnetic energy as well as thermal energy now.
If the magnetic field and velocity contain components both perpendicular and
parallel to the shock normal, these are called oblique shocks. When analyzing the
oblique shocks, a special frame called de Hoffman-Teller frame is often used to simplify
the jump conditions. In this frame, the velocity component along the shock front is
chosen to make the velocity and magnetic field parallel to each other on both sides of
the shock. For the oblique shocks, there are three different modes: slow shock, fast
157
shock, and intermediate wave. For slow shock, B2 < B1 and it makes the magnetic
field rotate toward the shock normal, while the fast shock has the opposite effect. As
the normal component vanishes, the fast shock becomes a perpendicular shock, while
the slow shock reduces to a tangential discontinuity. In another case, when there is no
flow across the boundary (v2n = v1n = 0), it is called contact (entropy) discontinuity.
For the intermediate wave mode, the wave front propagates at the Aflve´n speed so
that the compression ratio is unity. Both the tangential components of magnetic field
and velocity have the same magnitude across the boundary but the direction changes.
Therefore, it is also called a rotational discontinuity.
When analyzing the shock data, the shock normal can be determined through the
upstream and downstream magnetic fields:
ns =
(B1 −B2)× (B1 ×B2)
|(B1 −B2)× (B1 ×B2)| (C.13)
and then the shock speed can be calculated:
vs =
ρ2v2 − ρ1v1
ρ2 − ρ1 · ns (C.14)
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