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For a scalar ξ , a notion of (generalized) ξ -Lie derivations is in-
troduced which coincides with the notion of (generalized) Lie
derivations if ξ = 1. Some characterizations of additive (general-
ized) ξ -Lie derivations on the triangular algebras and the standard
operator subalgebras of Banach space nest algebras are given. It is
shown, under some suitable assumption, that an additive map L is
an additive (generalized) Lie derivation if and only if it is the sum
of an additive (generalized) derivation and an additive map from
the algebra into its center vanishing all commutators; is an additive
(generalized) ξ -Lie derivation with ξ /= 1 if and only if it is an
additive (generalized) derivation satisfying L(ξA) = ξL(A) for all
A.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let A be an associative ring (or an algebra over a ﬁeld F). Then A is a Lie ring (Lie algebra) under
the Lie product [A, B] = AB − BA. Recall that an additive (linear) map δ from A into itself is called an
additive (linear) derivation if δ(AB) = δ(A)B + Aδ(B) for all A, B ∈ A. Derivations are very important
maps both in theory and applications, and have been studied intensively (for instance, see [7,9,17,19]).
More generally, an additive (linear)map L fromA into itself is called an additive (linear) Lie derivation if
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L([A, B]) = [L(A), B] + [A, L(B)] for allA, B ∈ A. Similarly, associatedwith the Jordan productAB + BA,
wehave the conceptionof Jordanderivationwhich is also studied intensively, see [3] and the references
therein.
The questions of characterizing Lie derivations and revealing the relationship between Lie deriva-
tions and derivations have received many mathematicians’ attention recently. Brešar in [2] proved
that every additive Lie derivation on a prime ring R with characteristic not 2 can be decomposed
as τ + ζ , where τ is a derivation from R into its central closure and ζ is an additive map of R into
the extended centroid C sending commutators to zero. Johnson [14] proved that every continuous
linear Lie derivation from a C∗-algebra A into a Banach A-bimodule M can be decomposed as τ + h,
where τ : A → M is a derivation and h is a linear map from A into the center of M. Mathieu and
Villena [16] proved that every linear Lie derivation on a C∗-algebra can be decomposed into the sum
of a derivation and a center-valued trace; in [20], Zhang proved a similar result for nest subalgebras
of factor von Neumann algebras. Cheung gave in [6] a characterization of linear Lie derivations on
triangular algebras, and then, as an application, obtained a characterization of linear Lie derivation on
Hilbert space nest algebras.
In [1], Brešar introducedaconceptof generalizedderivationas follows. Letδ : A → Abeanadditive
(linear)map. If there is anadditive (linear) derivationτ : A → A such thatδ(AB) = δ(A)B + Aτ(B) for
all A, B ∈ A, then δ is called an additive (linear) generalized derivation and τ is the relating derivation.
Recently, Hvala [13] gave a concept of generalized Lie derivation. If there is an additive (linear) Lie
derivation d : A → A such that δ([A, B]) = δ(A)B − δ(B)A + Ad(B) − Bd(A) for all A, B ∈ A, then δ
is called an additive (linear) generalized Lie derivation and d is the relating Lie derivation. Hvala [13]
proved that every additive generalized Lie derivation on a prime ring R with characteristic not 2 and
deg(R) > 3 is the form of τ + ζ , where τ : R → RC is a generalized derivation and ζ : R → C is
an additive map sending commutators to zero, where C is the extended centroid andRC is the central
closure ofR.
Note that an important relation associatedwith the Lie product is the commutativity. Two elements
A, B in an algebra A are commutative if AB = BA, that is, their Lie product is zero. More generally,
if ξ is a scalar and if AB = ξBA, we say that A commutes with B up to a factor ξ . The notion of
commutativity up to a factor for pairs of operators is also important and has been studied in the
context of operator algebras and quantum groups (Refs. [4,15]). Motivated by this, we can introduce
a binary operation [A, B]ξ = AB − ξBA, called ξ -Lie product of A and B (Ref. [18]). Then, it is natural
to introduce a conception of ξ -Lie derivations. An additive (linear) map L : A → A is called a ξ -
Lie derivation if L([A, B]ξ ) = [L(A), B]ξ + [A, L(B)]ξ for all A, B ∈ A. This conception uniﬁes several
well known notions. It is clear that a ξ -Lie derivation is a derivation if ξ = 0; is a Lie derivation if
ξ = 1; is a Jordan derivation if ξ = −1. Similarly, for each scalar ξ , we can introduce a conception of
generalized ξ -Lie derivations. Let δ : A → A be an additive (linear)map. δ is called an additive (linear)
generalized ξ -Lie derivation if there exists an additive (linear) ξ -Lie derivation L fromA into itself such
that δ([A, B]ξ ) = δ(A)B − ξδ(B)A + AL(B) − ξBL(A) for all A, B ∈ A, and L is called the relating ξ -Lie
derivation of δ. It is also clear that generalized ξ -Lie derivation is the usual generalized derivation if
ξ = 0; the generalized Lie derivation if ξ = 1; the generalized Jordan derivation if ξ = −1.
The purpose of the present paper is to discuss the questions of characterizing the Lie (ξ -Lie) deriva-
tions and generalized Lie (ξ -Lie) derivations, and revealing the relationship between such additive
maps to derivations (generalized derivations) on Banach space nest algebras. In fact, we ﬁrst work on a
pure algebraic frame.We discuss additive ξ -Lie derivations and additive generalized ξ -Lie derivations
on triangular algebras. Since the ξ -Lie derivations and generalized ξ -Lie derivations are derivations
and generalized derivations respectively if ξ = 0, in the present paper, what we need to deal with are
the cases that ξ /= 0.
Recall that a nest N on a Banach space X is a chain of closed (under norm topology) subspaces of
X which is closed under the formation of arbitrary closed linear span (denote by
∨
) and intersection
(denote by
∧
), and which includes {0} and X . The nest algebra associated to the nest N , denoted by
AlgN , is the weakly closed operator algebra consisting of all operators that leave N invariant, i.e.,
AlgN = {T ∈ B(X) : TN ⊆ N for all N ∈ N }.
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WhenN /= {0, X}, we say thatN is non-trivial. IfN is trivial, then AlgN = B(X). As B(X) is prime, in
this paper we always assume that the nest algebras are nontrivial. If X is a Hilbert space, then every
N ∈ N corresponds to a projection PN satisfying PN = P∗N = P2N and N = PN(X). However, it is not
always the case for general Banach space nests as N ∈ N may be not complemented. A subalgebra of
a nest algebra is called a standard operator algebra if it contains all ﬁnite rank operators in the nest
algebra. Note that, in our deﬁnition, a standard operator algebra of a nest algebra may not contain the
identity I. We refer the reader to [8] for the theory of nest algebras.
The triangular algebraswere ﬁrstly introduced in [5] and then studied bymany authors (see [6,21]).
LetAandBbeunital algebrasover real or complexﬁeldF, andMbea (A,B)-bimodule,which is faithful
as a left A-module and also as a right B-module, that is, for any a ∈ A and b ∈ B, aM = Mb = {0}
imply a = 0 and b = 0. The F-algebra
U = Tri(A,M,B) =
{(
a m
0 b
)
: a ∈ A,m ∈ M, b ∈ B
}
under the usual matrix operations is called a triangular algebra, and the idempotent element P =(
IA 0
0 0
)
is called the standard idempotent of the triangular algebra U . Clearly, I − P =
(
0 0
0 IB
)
,
where I, IA and IB are units of U ,A and B, respectively.
This paper is organized as follows.
Let U be a triangular algebra over the real or complex ﬁeld F and P the standard idempotent of it.
Assume that ξ ∈ F is a nonzero scalar and L : U → U is an additive map. We show in Section 2 that
if PZ(U)P = Z(PUP), (I − P)Z(U)(I − P) = Z((I − P)U(I − P)), then L is an additive Lie derivation
if and only if it is the sum of an additive derivation and an additive map into its center vanishing
each commutator; L is a ξ -Lie derivation with ξ /= 1 if and only if L is an additive derivation satis-
fying L(ξS) = ξL(S) for all S ∈ U (Theorem 2.1). This result then is used to show that, on an inﬁnite
dimensional Banach space nest algebra with the property that there is a nontrivial element in N
that is complemented, every additive Lie derivation is the sum of an inner derivation and an additive
functional multiplied by the identity I; every additive ξ -Lie derivation (ξ /= 1) is an inner derivation
(Theorem2.2). Particularly, this is the case for inﬁnite dimensional Hilbert space nest algebras. A result
corresponding to ﬁnite dimensional case is also obtained (Theorem2.3). For nest algebras, a littlemore
can be said. Assume thatA is a standard operator algebra in AlgN containing a nontrivial idempotent
E with ranE ∈ N and L : A → AlgN is a map. We obtain that L is an additive Lie derivation if and
only if L is the sum of an additive derivation onA and an additive map fromA into FI annihilating the
commutators; L is an additive ξ -Lie derivation (ξ /= 1) if and only if L is an additive derivation with
L(ξA) = ξL(A) (Theorem 2.4).
Let δ : U → U be an additive map. In Section 3, we show that δ is a generalized ξ -Lie derivation
with ξ /= 1 if and only if δ is an additive generalized derivation satisfying δ(ξA) = ξδ(A) for all A; if
PZ(U)P = Z(PUP), (I − P)Z(U)(I − P) = Z((I − P)U(I − P)), then δ is a generalized Lie derivation
if and only if δ is the sum of an additive generalized derivation on U and an additive map from U
into its center Z(U) annihilating all commutators (Theorem 3.1). As an application, a characteriza-
tion of additive generalized ξ -Lie derivations on nest algebras (Theorem 3.2 and Theorem 3.3) is
obtained. Particularly, for inﬁnite dimensional Banach space nest algebra case, an additive generalized
Lie derivation δ has the form δ(A) = TA + AS + h(A)I for all A, where h is an additive functional; an
additive generalized ξ -Lie derivation δ with ξ /= 1 has the form δ(A) = TA + AS for all A. For ﬁnite
dimensional case, we show that δ is a linear generalized ξ -Lie derivation on an upper triangular block
matrix algebra T if and only if there exist R, T , S ∈ T such that δ(A) = AT + SA + tr(RA)I for all A ∈ T
when ξ = 1; δ(A) = AT + SA for all A ∈ T when ξ /= 1 (see Theorem 3.3).
2. Additive Lie and ξ -Lie derivations
In this section, we discuss the additive Lie and ξ -Lie derivations on triangular algebras and nest
algebras. It is obvious that if an additive map L on an algebra R is the sum of an additive derivation
and an additive map fromR into its center vanishing the commutators, then L is a Lie derivation. Also,
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it is clear that, for ξ /= 1, every additive derivation δ satisfying δ(ξA) = ξδ(A) is a ξ -Lie derivation.
Our main purpose in this section is to show that the inverses of these facts are true.
Theorem 2.1. Let A and B be unital algebras over real or complex ﬁeld F, and M be a (A,B)-bimodule,
which is faithful as a left A-module and also as a right B-module. Let U = Tri(A,M,B) be the triangular
algebra and P the standard idempotent of it.Assume that ξ is a nonzero scalar and L : U → U is an additive
ξ -Lie derivation.
(1) If ξ = 1, that is, if L is a Lie derivation, and if PZ(U)P = Z(PUP), (I − P)Z(U)(I − P) = Z((I −
P)U(I − P)), then L is the sumof an additive derivation and an additivemap into its center vanishing
each commutator.
(2) If ξ /= 1, then L is an additive derivation and L(ξS) = ξL(S) for all S ∈ U.
Proof. For the statement (1), the case that L is linear was discussed in [6], and the method there is
valid (with some modiﬁcation) for additive case. Thus it is easily seen that the statement (1) is true.
We’ll prove the statement (2)bychecking several claims.DenoteQ = I − P. Assumethat L : U → U
is an additive ξ -Lie derivation with ξ /= 1.
Claim 1. L(P) = PL(P) and L(Q) = L(Q)Q .
Since
0 = L([P,Q ]ξ ) = [L(P),Q ]ξ + [P, L(Q)]ξ= L(P)Q − ξQL(P) + PL(Q) − ξL(Q)P, (2.1)
multiplying Q from the left side of Eq. (2.1), we have
QL(P)Q − ξQL(P) − ξQL(Q)P = 0. (2.2)
MultiplyingQ fromtheright sideof Eq. (2.2),wegetQL(P)Q − ξQL(P)Q = 0, that is, (1 − ξ)QL(P)Q =
0. As ξ /= 1, we see that QL(P)Q = 0. It follows that L(P) = PL(P)P + PL(P)Q = PL(P).
Using the same argument to the equation 0 = L([Q , P]ξ ), one can check that L(Q) = PL(Q)Q +
QL(Q)Q = L(Q)Q .
Claim 2. L(I) = 0.
For anym ∈ M, letM =
(
0 m
0 0
)
. It is clear from Claim 1 thatML(P) = 0 andMQ = M. Since
L(M) = L([P,M]ξ ]) = L(P)M − ξML(P) + PL(M) − ξL(M)P,
multiplying Q from the right side of the above equation, we get
L(M)Q = L(P)MQ + PL(M)Q = L(P)M + PL(M)Q .
Multiplying P from the left side of the above equation, we get L(P)M = 0. Thus we have proved that
ML(P) = L(P)M = 0. (2.3)
Similarly, using L(Q) = L(Q)Q , one can check that
L(Q)M = ML(Q) = 0. (2.4)
Combining Eqs. (2.3) and (2.4), it follows that
L(I)M = ML(I) = 0. (2.5)
Now, for any S ∈ U , since ξ /= 1 and
0 = L([S, I]ξ ) − L([I, S]ξ ) = (1 − ξ)[S, L(I)],
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we obtain that L(I) ∈ Z(U). Thus L(I) is of the form L(I) =
(
a0 0
0 b0
)
. By Eq. (2.5), we get a0m =
mb0 = 0 for all m ∈ M. Note that M is a faithful left A-bimodule and a faithful right B-bimodule. It
follows that a0 = b0 = 0, that is, L(I) = 0, as desired.
Claim 3. For any S ∈ U , we have L(ξS) = ξL(S) and L is an additive derivation.
For any S ∈ U , by the deﬁnition of L, we have
L((1 − ξ)S) = L([I, S]ξ ) = L(I)S − ξSL(I) + L(S) − ξL(S),
that is,
−L(ξS) = L(I)S − ξSL(I) − ξL(S).
It follows from Claim 2 that
L(ξS) = ξL(S). (2.6)
Now taking any S, T ∈ U and noting that (1 − ξ)[S, T]−1 = [S, T]ξ + [T , S]ξ , by Eq. (2.6), we obtain
that
L((1 − ξ)[S, T]−1) = L([S, T]ξ ) + L([T , S]ξ )
= L(S)T − ξTL(S) + SL(T) − ξL(T)S + L(T)S − ξSL(T) + TL(S) − ξL(S)T
= (1 − ξ)(L(S)T + SL(T) + L(T)S + TL(S),
that is,
L(ST + TS) = L(S)T + SL(T) + L(T)S + TL(S)
since ξ /= 1. Hence L is an additive Jordan derivation from U into itself. By [20], L is an additive
derivation, completing the proof of the theorem. 
As an application of Theorem 2.1 to the nest algebra case, we have
Theorem 2.2. Let X be an inﬁnite dimensional Banach space over the real or complex ﬁeld F and ξ ∈ F be
a nonzero scalar. Let N be a nest on X which contains a nontrivial element complemented in X. Assume
that L : AlgN → AlgN is an additive ξ -Lie derivation.
(1) If ξ = 1, then there exists T ∈ AlgN and an additive functional h : AlgN → Fwith h([A, B]) = 0
for every pair A, B such that L(A) = AT − TA + h(A)I holds for all A ∈ AlgN .
(2) If ξ /= 1, then there exists T ∈ AlgN such that L(A) = AT − TA for all A ∈ AlgN .
Proof. By the assumption on the nest, there is a non-trivial element N1 ∈ N such that N1 is comple-
mented in X . Thus, there exists an idempotent operator E with ran(E) = N1 ∈ N . It is clear that E ∈
AlgN . Decompose X into the direct sum X = ran(E) ⊕ ker E. Thenwith respect to this decomposition,
we have E =
(
I 0
0 0
)
. Let
NE = {N ∩ N1 : ∀N ∈ N } and NI−E = {N ∩ ker E : ∀N ∈ N }.
ThenNE andNI−E are nests onBanach spacesN1 andker E, respectively. Thus E(AlgN )E|N1 = Alg(NE),
(I − E)(AlgN )(I − E)|ker E = Alg(NI−E) and
AlgN =
{(
C W
0 D
)
: C ∈ Alg(NE), W ∈ B(ker E, ran(E)), D ∈ Alg(NI−E)
}
.
It is easy to prove that B(ker E, ran(E)) is a faithful left Alg(NE)-module and a faithful right Alg(NI−E)-
module. So, AlgN is a triangular algebra with standard idempotent E. Furthermore, Z(AlgNE) =
FIranE = EZ(AlgN )E and Z(AlgNI−E) = FIker E = (I − E)Z(AlgN )(I − E). Thus this nest algebra
meets all hypotheses of Theorem 2.1. Therefore, if L is an additive Lie derivation, then L(A) = τ(A) +
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h(A)I for all A; if L is a ξ -Lie derivation with ξ /= 1, then L = τ and L(ξA) = ξL(A) for all A, where τ
is an additive derivation and h is an additive functional.
Furthermore, as every linear derivation of a nest algebra on a Banach space is continuous (Ref. [11,
Theorem 2.2]) and every continuous linear derivation of a nest algebra on a Banach space is inner
(Ref. [19]). It was also proved in [9,10] that additive derivations on inﬁnite dimensional Banach space
nest algebras are linear. Thus every additive derivation on an inﬁnite dimensional Banach space nest
algebra is inner. Hence there exists T ∈ AlgN such that τ(A) = AT − TA for all A ∈ AlgN , ﬁnishing
the proof. 
We remark that, if X is a Hilbert space, then the assumption in Theorem 2.2 that there exists a
non-trivial element inN which is complemented in X is superﬂuous.
For the ﬁnite dimensional case, it is clear that every nest algebra on a ﬁnite dimensional space
is isomorphic to an upper triangular block matrix algebra. Let Mn(F) denote the algebra of all n ×
n matrices over F. Recall that an upper triangular block matrix algebra T = T (n1, n2, . . . , nk) is a
subalgebra ofMn(F) consisting of all n × nmatrices of the form
A =
⎛
⎜⎜⎜⎝
A11 A12 . . . A1k
0 A22 . . . A2k
...
...
. . .
...
0 0 . . . Akk
⎞
⎟⎟⎟⎠ ,
where {n1, n2, · · · , nk} is a ﬁnite sequence of positive integers satisfying n1 + n2 + · · · + nk = n and
Aij ∈ Mni×nj(F), the space of all ni × nj matrices over F. Note that there exist additive derivations of
upper triangular block matrix algebras that are not inner (see [9]).
By Theorem 2.1, the following result is immediate.
Theorem 2.3. Let F be the real or complex ﬁeld, ξ ∈ F be a nonzero scalar and n be a positive integer
greater than 1. Let T = T (n1, n2, . . . , nk) ⊆ Mn(F) be an upper triangular block matrix algebra. Assume
that L : T → T is an additive ξ -Lie derivation.
(1) If ξ = 1, then there exist an additive derivation τ : T → T and an additive map h : T → F
annihilating the commutators, such that L(A) = τ(A) + h(A)I for all A ∈ T .
(2) If ξ /= 1, then L is an additive derivation satisfying L(ξA) = ξL(A) for all A ∈ T .
In fact, for the nest algebras case, we can get a more general result, i.e., Theorem 2.4. Recall that
a subalgebra A ⊆ AlgN is called a standard operator algebra if it contains all ﬁnite rank operators of
AlgN . Note that A may not contain the unit operator I and Theorem 2.1 cannot be applied. Also, the
statement (1) of Theorem 2.4 is a generalization of the result in [6] concerning Lie derivations on nest
algebras.
Theorem 2.4. LetN beanest onaBanach spaceX,Abea standardoperator subalgebra ofAlgN containing
a nontrivial idempotent E with ranE ∈ N , and ξ ∈ F be a nonzero scalar. Suppose that L : A → AlgN is
an additive ξ -Lie derivation.
(1) If ξ = 1, that is, if L is a Lie derivation, then L is the sum of an additive derivation on A and an
additive map from A into F annihilating the commutators.
(2) If ξ /= 1, then L is an additive derivation and L(ξA) = ξL(A) for all A ∈ A.
Proof. We’ll complete the proof by checking several Claims. In the sequel, as a notational convenience,
we denoteA11 = EAE,A12 = {EA − EAE : A ∈ A} andA22 = {A − AE − EA + EAE : A ∈ A} = {A −
EA : A ∈ A}. Thus A = A11+˙A12+˙A22. Similarly, write AlgN = B11+˙B12+˙B22.
We ﬁrst prove the statement (2) in Theorem 2.4 by Claims 1–4.
Assume that ξ /= 1 and L : A → AlgN is a ξ -Lie derivation.
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Claim 1. L(A12) ⊆ B12.
For any A12 ∈ A12, we have
L(A12) = L(EA12 − ξA12E) = L(E)A12 − ξA12L(E) + EL(A12) − ξL(A12)E.
Multiplying E from both sides of the above equation, we get ξA12L(E)E = ξEL(A12)E, which implies
that EL(A12)E = 0. Similarly, multiplying I − E from both sides of the above equation leads to (I −
E)A12(I − E) = (I − E)L(E)A12,which implies that (I − E)L(A12)(I − E) = 0. SoL(A12) = EL(A12)(I −
E) ∈ B12.
Claim 2. (I − E)L(A11)(I − E) = {0} and EL(A22)E = {0}.
For any Aii ∈ Aii, i = 1, 2, we have
0 = L([A11, A22]ξ ) = L(A11)A22 − ξA22L(A11) + A11L(A22) − ξL(A22)A11. (2.7)
Multiplying I − E from the both sides of Eq. (2.7), we get
(I − E)L(A11)A22 = ξA22L(A11)(I − E) for all A22 ∈ A22. (2.8)
Since AlgFN ⊆ A is dense in AlgN under the strong operator topology, there exists a net {Aα} ⊂
AlgFN such that SOT-limα Aα = I. Note that Aα − EAα ∈ A22 and Aα − EAα → I − E strongly. Re-
placing A22 by Aα − EAα in Eq. (2.8), we get (I − E)L(A11)(I − E) = 0 since ξ /= 1.
Similarly, multiplying E from the both sides in Eq. (2.7), one can check that EL(A22)E = 0.
Claim 3. L has the following properties:
(a) L(A11B12) = L(A11)B12 + A11L(B12) holds for all A11 ∈ A11 and B12 ∈ A12.
(b) L(A12B22) = L(A12)B22 + A12L(B22) holds for all A12 ∈ A12 and B22 ∈ A22.
(c) L(A11B11) = L(A11)B11 + A11L(B11) holds for all A11, B11 ∈ A11.
(d) L(A22B22) = L(A22)B22 + A22L(B22) holds for all A22, B22 ∈ A22.
For any A11 ∈ A11 and B12 ∈ A12, it follows from Claims 1 and 2 that
L(A11B12) = L(A11B12 − ξB12A11)
= L(A11)B12 − ξB12L(A11) + A11L(B12) − ξL(B12)A11
= L(A11)B12 + A11L(B12),
so (a) is true.
Similarly, (b) is true for all A12 ∈ A12 and B22 ∈ A22.
For any A11, B11 ∈ A11 and any C12 ∈ A12, by (b), we have
L(A11B11C12) = L(A11)B11C12 + A11L(B11C12)
= L(A11)B11C12 + A11L(B11)C12 + A11B11L(C12)
and
L(A11B11C12) = L(A11B11)C12 + A11B11L(C12).
Comparing the above two equations gives
(L(A11B11) − L(A11)B11 − A11L(B11))C12 = 0 (2.9)
for all C12 ∈ A12. Fix x ∈ N = EX . Then, for every f ∈ N⊥ = {g ∈ X∗ | N ⊆ ker g}, we have x ⊗ f ∈
A12. Hence, by Eq. (2.9), (L(A11B11) − L(A11)B11 − A11L(B11))x ⊗ f = 0, which implies (L(A11B11) −
L(A11)B11 − A11L(B11))x = 0. Sincex ∈ N is arbitrary,wemusthaveL(A11B11) − L(A11)B11 − A11L(B11)= 0, that is, (c) holds true.
Similarly, one can check that (d) also holds true.
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Claim 4. L is an additive derivation and L(ξA) = ξL(A).
For any A, B ∈ A, write A = A11 + A12 + A22 and B = B11 + B12 + B22. By Claims 1–3 and the
additivity of L, it is easily checked that L(AB) = L(A)B + AL(B), that is, L is an additive derivation
on A.
Finally, for any A, B ∈ A, we have
[L(A), B]ξ + [A, L(B)]ξ = L([A, B]ξ ) = L(AB) − L(ξBA)
= L(A)B + AL(B) − L(B)(ξA) − BL(ξA),
which implies that
BL(ξA) = ξBL(A) (2.10)
holds for all A, B ∈ A. Taking a net {Bα} in A such that Bα → I strongly, and replacing B by Bα in Eq.
(2.10), we obtain L(ξA) = ξL(A). This completes the proof of the statement (2) in Theorem 2.4.
In the following, we’ll prove the statement (1) in Theorem 2.4 by checking Claims 5–7.
Assume that ξ = 1, that is, L is an additive Lie derivation from A into AlgN .
Claim 5. L(E) = [E, EL(E)(I − E)] + Z for some Z ∈ Z(A) (the center of A) and L(A12) = EL(A12)(I −
E) for all A12 ∈ A12.
For any A12 ∈ A12, since
L(A12) = L([E, A12]) = [L(E), A12] + [E, L(A12)]= L(E)A12 − A12L(E) + EL(A12) − L(A12)E, (2.11)
one can easily check that EL(A12)E = −A12L(E)E = 0 and (I − E)L(A12)(I − E) = (I − E)L(E)A12 =
0, and so L(A12) = EL(A12)(I − E).
By Eq. (2.11), we have
EL(A12) = EL(E)A12 − A12L(E) + EL(A12) − EL(A12)E
= EL(E)EA12 − A12(I − E)L(E)(I − E) + EL(A12),
which implies that
EL(E)EA12 = A12(I − E)L(E)(I − E) for all A12 ∈ A12,
and so
(EL(E)E + (I − E)L(E)(I − E))A12= A12(EL(E)E + (I − E)L(E)(I − E)) (2.12)
for all A12 ∈ A12.
For any A11 ∈ A11, it is clear that A11A12 ∈ A12. Using Eq. (2.12), we get
((EL(E)E + (I − E)L(E)(I − E))A11 − A11(EL(E)E + (I − E)L(E)(I − E)))A12
= (EL(E)E + (I − E)L(E)(I − E))A11A12 − A11(EL(E)E + (I − E)L(E)(I − E))A12
= (EL(E)E + (I − E)L(E)(I − E))A11A12 − A11A12(EL(E)E + (I − E)L(E)(I − E))
= (EL(E)E + (I − E)L(E)(I − E))A11A12 − (EL(E)E + (I − E)L(E)(I − E))A11A12
= 0.
Note that (EL(E)E + (I − E)L(E)(I − E))A11 − A11(EL(E)E + (I − E)L(E)(I − E)) ∈ A11. It follows
from the above equation that
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(EL(E)E + (I − E)L(E)(I − E))A11 = A11(EL(E)E + (I − E)L(E)(I − E)) (2.13)
for all A11 ∈ A11. Similarly, we have
(EL(E)E + (I − E)L(E)(I − E))A22 = A22(EL(E)E + (I − E)L(E)(I − E)) (2.14)
for all A22 ∈ A22. Combining Eqs. (2.12), (2.13) and (2.14), we obtain that EL(E)E + (I − E)L(E)(I −
E) ∈ Z(A). Hence L(E) − EL(E)(I − E) ∈ Z(A), that is, the claim is true.
Let L′(A) = L(A) − δ(A) for each A ∈ A, where δ is an inner derivation deﬁned by δ(A) = [A, EL(E)
(I − E)]. Clearly, L′ is also an additive Lie derivation from A into AlgN satisfying L′(E) ∈ Z(A). If
we have shown that L′ = L′′ + h with L′′ an additive derivation and h : A → Z(A) vanishing each
commutator [A, B], then L′′ + δ is a derivation and L = (L′′ + δ) + h, which will complete the proof.
Therefore in the sequel, without loss of generality, we may assume that L(E) ∈ Z(A).
Claim 6. L(Aii) ∈ Bii + FI for all Aii ∈ Aii, i = 1, 2.
For any A11 ∈ A11, we have
0 = L([E, A11]) = [L(E), A11] + [E, L(A11)] = [E, L(A11)],
which implies that EL(A11)(I − E) = 0. Similarly, for any A22 ∈ A22, one can get EL(A22)(I − E) = 0.
On the other hand, we have
0 = L([A11, A22]) = [L(A11), A22] + [A11, L(A22)]
= [(I − E)L(A11)(I − E), A22] + [A11, EL(A22)E].
Hence [(I − E)L(A11)(I − E), A22] = 0 and [A11, EL(A22)E] = 0 for all A11 and A22, respectively. These
together imply that EL(A22)E ∈ Z(A11) = Z(B11) and (I − E)L(A11)(I − E) ∈ Z(A22) = Z(B22).
Hence we have (I − E)L(A11)(I − E) = λ1(I − E) and EL(A22)E = λ2E for some scalars λ1 and λ2.
Now it is easily seen that the claim is true.
Claim 7. L is the sum of an additive derivation on A and an additive map from A into F annihilating the
commutators, and thus, the statement (1) of Theorem 2.4 holds true.
For any A = A11 + A12 + A22 ∈ A, by Claim 6, there exist S11 ∈ A11, S22 ∈ A22 and a scalar h(A)
such that L(A) = S11 + S22 + L(A12) + h(A)I. It is easily checked that S11, S22 and h(A) are uniquely
determined. Let L′(A) = L(A) − h(A)I for each A ∈ A. It is easy to verify that L′ satisﬁes L′(Aii) ⊆
Bii(i = 1, 2) and L′(A12) ⊆ B12. Now, by a similar argument to that in the proofs of Claims 3 and
4, one can show that L′ is an additive derivation of A. Since h(A)I = L(A) − L′(A), it is obvious that
h([A, B]) = 0 for all A, B ∈ A. The proof of the statement (1) of Theorem 2.4 is completed. 
3. Additive generalized Lie and ξ -Lie derivations
In this section, we discuss additive generalized Lie derivations and generalized ξ -Lie derivations.
It is obvious that, for ξ /= 1, every additive generalized derivation δ satisfying δ(ξA) = ξδ(A) is
an additive generalized ξ -Lie derivation; and the sum of an additive generalized derivation and an
additive map into the center vanishing all commutators is an additive generalized Lie derivation. The
main results in this section show that the inverses are true for triangular algebra case and nest algebra
case.
Note that, if ξ = 0, then the generalized ξ -Lie derivations are the same as generalized derivations.
So we always assume that ξ /= 0 in this section. We also mention that, for the case ξ = −1, a charac-
terization of additive generalized ξ -Lie derivation, that is, the generalized Jordan derivations, on nest
algebras was obtained in [12].
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Theorem 3.1. Let A and B be unital algebras over real or complex ﬁeld F, and M be a (A,B)-bimodule,
which is faithful as a left A-module and also as a right B-module. Let U = Tri(A,M,B) be the triangular
algebra and P the standard idempotent of it. Let ξ ∈ Fwith ξ /= 0. Suppose that δ : U → U is an additive
generalized ξ -Lie derivation with L : U → U the relating ξ -Lie derivation.
(1) If ξ = 1, that is, if δ is a generalized Lie derivation, and if PZ(U)P = Z(PUP),
(I − P)Z(U)(I − P) = Z((I − P)U(I − P)), then δ is the sum of an additive generalized derivation on
U and an additive map from U into its center Z(U) annihilating the commutators.
(2) If ξ /= 1, then δ is an additive generalized derivation satisfying δ(ξA) = ξδ(A).
Proof. Since δ : U → U is an additive generalized ξ -Lie derivation with L : U → U the relating ξ -Lie
derivation, we have
δ([S, T]ξ ) = δ(S)T − ξδ(T)S + SL(T) − ξTL(S)
for all S, T ∈ U . Taking T = I in the above equation, we get δ(S − ξS) = δ(S) − ξδ(I)S + SL(I) −
ξL(S), that is,
δ(−ξS) = −ξL(S) − ξδ(I)S + SL(I) for all S ∈ U. (3.1)
If ξ = 1, then Eq. (3.1) becomes δ(S) = L(S) + δ(I)S + SL(I) for all S ∈ U . By [6], L has the form
of L(S) = τ(S) + h(S), where τ is an additive derivation of U and h : U → Z(U) is an additive map
satisfyingh([S, T]) = 0 for all S andT . Deﬁneδ′ : U → U byδ′(S) = τ(S) + δ(I)S + SL(I) for all S ∈ U .
Thus we get δ(S) = δ′(S) + h(S). It is easily seen that δ′ is an additive generalized derivation. Hence
the statement (1) of Theorem 3.1 holds true.
If ξ /= 1, then, substituting S by −ξ−1S in Eq. (3.1), one gets
δ(S) = −ξL(−ξ−1S) + δ(I)S − ξ−1SL(I) (3.2)
forallS ∈ U . SinceL is anadditiveξ -Liederivation,byTheorem2.1,wesee thatL is anadditivederivation
satisfying L(ξS) = ξL(S) for all S. It follows fromEq. (3.2) that δ(S) = L(S) + δ(I)S − ξ−1SL(I), which
is a generalized derivation. Furthermore, δ(ξS) = L(ξS) + δ(I)ξS − ξ−1ξSL(I) = ξL(S) + δ(I)ξS −
ξ−1ξSL(I) = ξδ(S). Hence, the statement (2) of Theorem 3.1 is true. 
For the nest algebra case, we have
Theorem 3.2. Let X be an inﬁnite dimensional Banach space over the real or complex ﬁeld F and ξ ∈ F be
a nonzero scalar. Let N be a nest on X which contains a nontrivial element complemented in X. Assume
that δ : AlgN → AlgN is an additive generalized ξ -Lie derivation.
(1) If ξ = 1, then there exist T , S ∈ AlgN and an additive functional h : AlgN → F vanishing on each
commutator such that δ(A) = AT + SA + h(A)I for all A ∈ AlgN .
(2) If ξ /= 1, then there exist T , S ∈ AlgN such that δ(A) = AT + SA for all A ∈ AlgN .
Proof. By the assumption, AlgN is a triangular algebra.
If ξ /= 1, then, by Theorem 3.1(2), δ is an additive generalized derivation, that is, there exists an
additive derivation τ on AlgN such that
δ(AB) = δ(A)B + Aτ(B) (3.3)
for all A, B ∈ AlgN . Since every additive derivation of AlgN is inner (see the proof of Theorem 2.2),
there exists T ∈ AlgN such that τ(A) = AT − TA for all A. Let A = I in Eq. (3.3), we get
δ(B) = δ(I)B + τ(B) = δ(I)B + BT − TB = SB + BT ,
where S = δ(I) − T . Thus the statement (2) holds true.
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If ξ = 1, then L is a generalized Lie derivation. Note that the center Z(AlgN ) = FI. By Theorem
3.1(1), we see that the statement (1) holds true. 
For ﬁnite dimensional nest algebras, we have
Theorem 3.3. Let F be the real or complex ﬁeld, and n be a positive integer greater than 1. Let T =
T (n1, n2, . . . , nk) ⊆ Mn(F) be an upper triangular block matrix algebra and ξ a nonzero scalar. Assume
that δ : T → T is an additive generalized ξ -Lie derivation.
(1) If ξ = 1, then δ is the sum of an additive generalized derivation on T and an additive map from T
into FI vanishing all commutators.
(2) If ξ /= 1, then δ is an additive generalized derivation satisfying δ(ξA) = ξδ(A) for all A ∈ T .
Particularly, if δ is a linear generalized ξ -Lie derivation, then there exist R, T , S ∈ T such that δ(A) =
AT + SA + tr(RA)I for all A ∈ T if ξ = 1; δ(A) = AT + SA for all A ∈ T if ξ /= 1.
Proof. By Theorem 3.1, we only need to check the case that ξ = 1 and L is linear. Since a linear
generalized Lie derivation is the sum of a linear generalized derivation on T and a linear map from T
into FI vanishing all commutators, there exist T , S ∈ T and a linear functional h on T annihilating all
commutators such that L(A) = AT + SA + h(A)I. Moreover, the linearity of h implies that there exists
R ∈ Mn(F) such that h(A) = tr(RA) for all A ∈ T . To complete the proof, we need to prove that R ∈ T .
Since h([A, B]) = 0 for all A, B ∈ T , we see that
0 = tr(R[A, B]) = tr(RAB) − tr(RBA) = tr(BRA) − tr(ARB) (3.4)
for all A, B ∈ T . Write ei = (0, . . . , 0, 1, 0, . . . , 0) ∈ Fn with ith entry 1 and other entries 0. For any s =
1, 2 . . . , k, denote Ns = span{e1, e2, . . . , en1+...+ns}. Thus T = AlgN withN = {(0),N1,N2, . . . ,Nk =
Fn}. If R ∈ T , then there exists some s, 1 < s < k, such that Ns is not invariant under R. So there exists
x ∈ Ns such that Rx ∈ Ns. Let t be the smallest one among {s + 1, s + 2, . . . , k} so that Rx ∈ Nt . Then
we have Ns ⊂ Nt . Now it is possible to take g ∈ N⊥t−1 such that 〈Rx, g〉 /= 0 and f ∈ N⊥s−1 such that〈Rx, f 〉 /= 0. Note that 〈x, g〉 = 0. Let A = x ⊗ f and B = Rx ⊗ g. Then A, B ∈ T and by Eq. (3.4), we get
0 = 〈Rx, g〉〈Rx, f 〉 − 〈R2x, f 〉〈x, g〉 = 〈Rx, g〉〈Rx, f 〉 /= 0,
a contradiction. Hence we must have R ∈ T , ﬁnishing the proof. 
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