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Abstract
We investigate the behaviour of classical and quantum fields in the conical space-time associated
with a point mass in 2+1 dimensions. We show that the presence of conical boundary conditions
alters the electrostatic field of a point charge leading to the presence of a finite self-force on the charge
from the direction of the point mass exactly as if the point mass itself were charged. The conical
space-time geometry also affects the zero point fluctuations of a quantum scalar field leading to the
existence of a vacuum polarisation — 〈Tµν〉, in the 2+1 dimensional analog of the Schwarzschild
metric. The resulting linearised semi-classical Einstein equations — Gµν = 8πG〈Tµν〉, possess a well
defined Newtonian limit, in marked contrast to the classical case for which no Newtonian limit is
known to exist. An elegant reformulation of our results in terms of the method of images is also
presented.
Our analysis also covers the non-static de Sitter–Schwarzschild metric in 2+1 dimensions, in which
in addition to the vacuum polarisation, a non-zero vacuum flux of energy – 〈Trt〉 is also found to
exist.As part of this analysis, we evaluate the scalar field propagator in an n-dimensional de Sitter
space, as a result some novel features of quantum field theory in odd dimensions are seen to emerge.
PACS Nos.− 4.2, 4.6, 11.10− z, 03.70 + k, 98.80− k.
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1. Introduction
A well established feature of Einstein gravity is that in space-time of dimensionality d < 4, it is
devoid of any intrinsic dynamics. In 3 dimensions this result arises from the observation that both
the Ricci and the Riemann tensors have an equal number of components (=6). Consequently, the
Riemann tensor can be expressed in terms of a combination of Ricci tensors :
Rµναβ = ǫ
µνλǫαβγ(R
γ
λ −
1
2
δγλR). (1.1)
Clearly if the Ricci tensor vanishes then so does the Riemann tensor, with the result that gravity does
not propagate outside of matter sources. Since the Weyl tensor incorporates the internal degrees of
freedom of the gravitational field it follows from (1.1) that Ciklm ≡ 0 in a 3 dimensional space-time.
In space-time of dimensionality d > 3, the vanishing of the Weyl tensor (also called‘the conformal
tensor’) is indicative of the fact that the space-time under consideration is conformally flat. This is
not so in d = 3, the issue of conformal flatness in this case being decided not by the Weyl tensor
but by the symmetric, conserved and traceless Cotton-York tensor - (sometimes also known as the
three dimensional Weyl tensor)
Cαβ = ǫαγδ(Rβγ −
1
4
δβγR);δ , (1.2)
so that any three dimensional space-time is conformally flat if and only if the Cotton-York tensor
vanishes1. The Cotton-York tensor also features prominently in topologically massive gravity which
has been the focus of considerable attention in recent years following the discovery by Deser that
bosons and fermions can acquire exotic spin and statistics within the framework of this theory2,3.
Topologically massive gravity is described by an action which is the sum of the standard Einstein
action and a Chern-Simons term3
I = IE +
1
µ
Ics (1.3a)
where
IE =
∫
d3x
√
gR, (1.3b)
and Ics is the Chern-Simons action
Ics =
1
2µ
∫
d2x
√
gǫµαν
[
ωaµ∂αωa +
1
3
ωaµω
b
αω
c
νǫabc
]
(1.3c)
where ωab is the spin connection and µ is a constant having dimension of mass.
Variation of I with respect to the metric results in the Einstein-Cotton equations2,3
3
Rµν +
1
µ
Cµν = 0 (1.4)
Cµν being the Cotton-York tensor.
The new equations of motion (1.4), do not constrain the curvature to vanish in the absence of
sources, so that gravity has a nontrivial dynamics and can propagate.
It is interesting to note that the external metric of a static point source is identical in both topolog-
ically massive gravity and Einstein gravity at large distances from the source (µr > 1), and is given
by2−6
ds2 = dt2 − dr2 − r2dϕ2 (1.5a)
where
0 ≤ ϕ ≤ 2π
p
, p = (1 − 4G2M)−1, (p ≥ 1),
M being the mass of the point source and G2 – the gravitational constant in 2+1 dimensions.
We note that the t = constant 2-space of this metric is a cone, and that the metric is flat everywhere
except at the origin.
In terms of a new polar coordinate ϕ˜ = pϕ the metric takes the form
ds2 = dt2 − dr2 − r
2
p2
dϕ˜2 (1.5b)
with ϕ˜ extending over the entire range 0 ≤ ϕ˜ < 2π.
Metric (1.5) can be obtained from the well known exterior metric of a straight cosmic string by
suppressing the dimension along its length7. Recently many authors8 have studied the scattering
of point particles in the conical space-time metric (1.5). We shall follow an alternate approach and
study the semi-classical one loop quantum gravitational effects that arise in such a space-time due
to its nontrivial topology. Such effects are also known to be associated with cosmic strings and have
been extensively studied by a number of authors9.
The outline of this paper is as follows :
In §2 we study the classical electrostatic field of a charged particle in the space-time of a point
mass (1.5). We show that the existence of boundary conditions distorts the electrostatic field of the
particle in a way that causes the particle to experience a repulsive self-force directed away from the
point mass.
In §3 we examine quantum fluctuation of a massless scalar field in the conical space-time described
by (1.5). We demonstrate the existence of a vacuum polarisation characterised by a finite vacuum
expectation value of the energy-momentum tensor — 〈Tµν〉. We also show that the vacuum energy
density — 〈Too〉 is negative, for scalar fields coupling either conformally or minimally to gravity.
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In §4 we calculate the back reaction of one-loop quantum gravitational effects on the space-time
geometry via the semi-classical Einstein equations Gµν = 8πG2〈Tµν〉. We find that in the linearised
approximation the semiclassical Einstein equations have a well defined Newtonian limit in marked
contrast to the classical case where no such limit exists.
In §5 we extend our study to the Schwarzschild-de Sitter metric. We find in this case, in addition
to the vacuum polarisation the presence of a vacuum energy flux 〈Ttr〉 directed radially away from
the point source.
In §6 we extend our analysis to include twisted scalar fields and evaluate 〈φ2〉T and 〈Tµν〉T for
twisted fields in the three dimensional Schwarzschild metric. We find that 〈φ2〉T and 〈Tµν〉T are
generally of opposite sign to 〈φ2〉 and 〈Tµν〉 for untwisted fields.
We end our paper with a discussion of our results in §7.
2. Electrostatics in 2+1 dimensions
We begin our treatment of classical and quantum effects in conical space-times with a study of
the classical Poisson equation in the conical background geometry (1.5). Since fields are generally
sensitive to the global properties of a space-time one would in general expect non-trivial modifications
to arise to the standard electrostatic field of a point charge in (1.5).
A general solution to the Poisson equation
∆ϕ(~x) = −2πq δ2(~x− ~x ′) (2.1)
for a point charge located at ~x may be found by first constructing a Green’s function, satisfying
∆G(~x, ~x ′) = −2π δ2(~x − ~x ′). (2.2)
The self-force on a test charge in the space-time (1.5) is then given by ~F = −~▽U(~x), where U(~x) is
the electrostatic energy,
U(~x) =
q2
2
G(~x, ~x). (2.3)
The symmetry of the problem makes it convenient to work in polar coordinates, the Poisson equation
for the Green’s function (2.2) then assumes the form
(
1
r
∂
∂r
r
∂
∂r
+
1
r2
∂2
∂θ2
)
Gp(r, θ; r
′, θ′) = −2π
r
δ(r − r′)δ(θ − θ′)
where δ(r−r′) and δ(θ−θ′) are one dimensional delta functions. Since δ(θ−θ′) = p2π
∞∑
m=−∞
eipm(θ−θ
′),
we shall use the polar coordinate expansion of the Green’s function
5
Gp(r, θ; r
′, θ′) =
p
2π
∞∑
m=−∞
eipm(θ−θ
′)gm(r, r
′). (2.5)
gm(r, r
′) then satisfies the radial differential equation
(
∂
∂r
r
∂
∂r
− p
2m2
r
)
gm(r, r
′) = −2πδ(r − r′). (2.6)
Our one dimensional Green’s function can be written as
gm(r, r
′) = − 1
A
u1(r)u2(r
′) r < r′
= − 1
A
u1(r
′)u2(r) r > r′
(2.7)
where u1,2 are solutions of the corresponding homogeneous equation : u1(r) ≡ r|pm| and u2(r) ≡
r−|pm|.
The constant A may be determined from the Wronskian condition
u1(r)
d
dr
u2(r) − u2(r) d
dr
u1(r) =
A
r
, (2.8)
which gives A = −2pm, so that finally
gm(r, r
′) =
1
2|pm|X
|pm| (m 6= 0) (2.9a)
where
X =
r
r′
for r′ > r
X =
r′
r
for r′ < r
(2.9b)
and
go(r, r
′) = −ln r′ 0 ≤ r < r′
go(r, r
′) = −ln r 0 ≤ r′ < r.
(2.9c)
The two-dimensional Green’s function Gp(x, x
′) now assumes the form
Gp(r, θ; r
′θ′) =
1
2π
∞∑
m=1
Xpm
m
cos pm(θ − θ′)− p
2π
ln r′ (2.10)
where X = rr′ < 1 is assumed.
Performing the summation in (2.10) we finally get12
Gp(r, θ; r
′, θ′) = − 1
4π
ln
[
r2p + r′2p − 2(rr′)p cos p(θ − θ′)
]
(2.11)
which for p = 1 reduces to
6
G1(r, θ; r
′, θ′) = − 1
2π
ln |~x− ~x ′| (2.12)
the familiar form for the Green’s function in 2+1 dimensional Minkowski space. Gp(~x, ~x
′) is for-
mally divergent in the limiting case ~x → ~x ′, and must be regularised. Subtracting the flat space
contribution G1(~x, ~x
′) from Gp(~x, ~x ′) and taking the limit ~x→ ~x ′ we get
Gregp (~x, ~x) = lim
~x→~x ′
[
Gp(~x, ~x
′)−G1(x, x′)
]
= − 1
4π
ln [p2r2(p−1)],
(2.13)
which is finite.
The electrostatic energy of a charge distribution is
U =
1
2
∫ ∫
ρ(~x ′)Gregp (~x
′, ~x ′′)ρ(~x ′′)d2x′d2x′′ (2.14)
where ρ(~x) is the charge density. For a point charge located at ~x, ρ(~x) = qδ2(~x ′ − ~x), so that
U(~x) =
q2
2
∫ ∫
δ2(~x ′ − ~x)δ2(~x ′′ − ~x)Gregp (~x ′, ~x ′′)d2x′d2x′′
=
q2
2
Gregp (~x, ~x) =
−q2
8π
ln [p2r2(p−1)].
(2.15)
The self-force on the test charge is then
~F = −~▽U = −rˆ ∂U
∂r
= rˆ
(p− 1)q2
4πr
. (2.16)
We find that the self-force is repulsive and can be fairly large for p ≫ 1, corresponding to large
values of the deficit angle.10
Interestingly, for M ≪ (4G2)−1
~F ≃ (4G2Mq)q
4πr
rˆ ≡ Qq
4πr
rˆ (2.17)
i.e., the conical boundary conditions present in (1.5) have effectively induced a charge Q on the
point source, proportional to its mass and of the same sign as the test charge q.
Our results can be elegantly rederived using the method of images11, according to which for integer
p (p ≥ 1)
Gregp (r, θ; r
′, θ′) =
p−1∑
k=1
G1(r, θ; r
′, θ′ +
2πk
p
)
= − 1
4π
p−1∑
k=1
ln
[
r2 + r′2 − 2rr′cos
(
∆θ +
2πk
p
)] (2.18)
i.e., a test charge at (r, θ) sees p− 1 images of itself located at (r, θ + 2πkp ) (k = 1, 2, . . . p− 1.)
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The proof of this assertion is straightforward and is given in appendix A. (The method of images is
illustrated in Figure 1 for p = 4).
3. Vacuum polarisation near a point mass in 2+1
Dimensions
It is well known that in a large variety of situations, the imposition of nontrivial boundary condition
serves to alter the zero point fluctuations of a quantum field leading to the existence of a vacuum
polarisation (DeWitt13). One might conjecture that the conical boundary conditions implicit in
metric (1.5) will also lead to similar effects arising in the space-time of a massive point particle in
2+1 dimensions.
To investigate this possibility we shall consider a massless scalar field φ(x) propagating in the
conical background geometry (1.5), and satisfying the field equation
φ(x) + ξR = 0 (3.1)
(where the curvature scalar R is taken to be equal to zero everywhere except at the location of the
point mass; ξ = 18 corresponds to conformal coupling in 2+1 dimensions
14). Using conventional
canonical quantisation techniques, the field operator φ(x) may be expanded as a mode sum
φ(x) =
∑
λ
(
aλuλ(x) + a
†
λu
∗
λ(x)
)
,
x ≡ (t, r, θ)
(3.2)
where aλ, a
†
λ are annihilation and creation operators, satisfying the commutation relations [aλ, aλ′ ] =
δλλ′ . The mode functions uλ(x) satisfy the differential equation (for r > 0)
(
∂2
∂t2
− 1
r
∂
∂r
r
∂
∂r
− 1
r2
∂2
∂θ2
)
uλ(x) = 0 (3.3a)
and the boundary conditions
uλ(r, θ)
∣∣∣∣
r=R
= 0 (3.3b)
uλ(r, θ) = uλ
(
r, θ +
2π
p
)
(3.3c)
The essential features of the conical spatial geometry are incorporated in the boundary condition
(3.3c). The boundary condition (3.3b) is imposed to facilitate normalisation and mode counting.
We shall take the R → ∞ limit at a convenient point, later on in our discussion. Equation (3.3a)
can be solved exactly and its solution expressed as
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uλ ≡ ulm(r, θ, t) = NlmJp|m|(ωlr)eipmθe−iωlt (3.4)
where ωl = ξl/R, ξl being the l
th zero of Jp|m|(x), m = 0,±1, . . . , l = 1, 2, . . .
Nlm is a normalisation constant whose value is fixed using the canonical equal time commutation
relation
[φ(~x, t), π(~x ′, t)] = iδ2(x− x′) (3.5)
where the conjugate momentum π(~x, t) = φ˙(~x, t). (3.5) is equivalent to the condition
∫
d2x|ulm|2 = (2ωl)−1 (3.6)
which yields a normalisation constant Nlm given by
Nlm =
(
p
2πωlR2
)1/2[
Jp|m|+1(ξl)
]−1
. (3.7)
The annihilation operator aλ defined in (3.2) defines a vacuum |0〉 (aλ|0〉 = 0) in which the two
point (Wightman) function Dp(x, x
′) can be expressed as a mode-sum14
Dp(x, x
′) = 〈φ(x)φ(x′)〉 =
∑
λ
uλ(x)u
∗
λ(x
′)
=
∞∑
l=1
∞∑
m=−∞
N2lmulm(x)u
∗
lm(x
′)
(3.8)
The dummy boundary r = R is removed at this stage by taking R→∞ in (3.8) and by noting that
lim
R→∞
1
R
∞∑
l=1
ul → 1
π
∞∫
0
dω ul
lim
R→∞
J2p|m|+1(ξl)→
2
πξl
=
2
πωlR
.
(3.9)
The two point function is obtained as an integral over ω and a summation over m
Dp(x, x
′) =
p
4π
∞∑
m=−∞
eimp(θ−θ
′)
∞∫
0
dωe−iω(t−t
′)Jp|m|(ωr)Jp|m|(ωr
′). (3.10)
Carrying out the integration over ω and setting
cosh u0 =
r2 + r′2 − (t− t′)2
2rr′
(3.11a)
we obtain12
Dp(x, x
′) =
p
4π2
1
(2rr′)1/2
∞∫
u0
du
(cosh u− cosh u0)1/2
∞∑
m=−∞
eimp(θ−θ
′)−|m|pu. (3.11b)
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The summation over m can be obtained in a closed form and the two point function finally reduces
to
Dp(x, x
′) =
p
4π2
1
(2rr′)1/2
∞∫
u0
du
(cosh u− cosh u0)1/2
sinh pu
(cosh pu− cos p(θ − θ′)) . (3.12)
It is straightforward to see that for p = 1 one recovers the standard Minkowski space two point
function
D1(x, x
′) =
1
4π2(2rr′)1/2
∞∫
u0
du
(cosh u− cosh u0)1/2
sinh u
(cosh u− cos (θ − θ′))
=
1
4πσ
where σ = |x− x′|.
(3.13)
The two point function Dp(x, x
′) obtained in (3.12) must be renormalised by subtracting out the
Minkowski space contribution from it13,14, so that
Dp(x, x
′)ren = Dp(x, x′)−D1(x, x′)
=
1
4π2
1
(2rr′)1/2
∞∫
u0
du
(cosh u− cosh u0)1/2
[
p sinh pu
cosh pu− cos p(θ − θ′)
− sinh u
cosh u− cos (θ − θ′)
]
.
(3.14)
At this stage one is in a position to evaluate the renormalised vacuum expectation values of the zero
point fluctuations of the field 〈φ2(x)〉 and its energy-momentum tensor 〈T µν (x)〉.
Given the propagator on an arbitrary 2+1 dimensional manifold, the vacuum energy momentum
tensor may be determined by14
〈T µν (x)〉 = lim
x′→x
{
(1− 2ξ)▽µ▽′ν −
(
1
2
− 2ξ
)
gµν ▽λ ▽′λ
− 2ξ▽µ ▽ν + 2
3
ξgµν ▽λ ▽λ − ξ
[
Rµν −
1
2
Rgµν +
4
3
ξRgµν
]
+
(
1
2
− 4
3
ξ
)
m2gµν
}
Dp(x, x
′)ren .
(3.15)
For a massless field in flat spacetime (3.15) reduces to
〈T µν (x)〉 = lim
x′→x
[
(1− 2ξ)gµλ∂λ∂′ν −
(
1
2
− 2ξ
)
gµν g
λα∂α∂
′
λ − 2ξgµλ▽λ ∂ν
]
Dp(x, x
′)ren . (3.16)
The coincidence limits of the various derivatives involved in (3.16) can all be related to the two
quantities limθ′→θ ∂
2
∂θ2Dp(θ, θ
′)ren and limθ′→θDp(θ, θ′)ren in the following manner15
10
lim
θ′→θ
1
r2
∂2
∂θ∂θ′
Dp(θ, θ
′)ren = lim
θ′→θ
− 1
r2
∂2
∂θ∂θ
Dp(θ, θ
′)ren
lim
x′→x
∂2
∂r∂r′
Dp(x, x
′)ren = lim
θ′→θ
1
2r2
(
3
4
+
∂2
∂θ2
)
Dp(θ, θ
′)ren
lim
x′→x
∂2
∂r2
Dp(x, x
′)ren = lim
θ′→θ
1
2r2
(
5
4
− ∂
2
∂θ2
)
Dp(θ, θ
′)ren
lim
x′→x
∂2
∂t2
Dp(x, x
′)ren = lim
x′→x
− ∂
2
∂t∂t′
Dp(x, x
′)ren = lim
θ′→θ
1
2r2
(
1
4
+
∂2
∂θ2
)
Dp(θ, θ
′)ren
and, using D(x, x′)ren = 0 ,
lim
x′→x
1
r
∂
∂r
Dp(x, x
′)ren = lim
θ′→θ
− 1
2r2
Dp(θ, θ
′)ren. (3.17)
The quantities limθ′→θDp(θ, θ′)ren and limθ′→θ ∂
2
∂θ2Dp(θ, θ
′)ren can be expressed in terms of finite
integrals
lim
θ′→θ
Dp(θ, θ
′)ren = 〈φ2(r)〉 = 1
8π2r
∞∫
0
du
sinh u
[p coth u− coth u]
≡ 1
8πr
s1(p)
(3.18)
lim
θ′→θ
∂2
∂θ2
Dp(θ, θ
′)ren =
1
8π2r
∞∫
0
du
sinh u
[
coth u
sinh2u
− p
3coth pu
sinh2pu
]
≡ 1
16πr
s(p)
(3.19)
Substituting the relations (3.17) in (3.16) one obtains
〈T µν (x)〉 =
1
2r2
[
lim
θ′→θ
∂2
∂θ2
Dp(θ, θ
′)ren diag [−1,−1, 2]
+
(
2ξ − 1
4
)
lim
θ′→θ
Dp(θ, θ
′)ren diag [−1, 1,−2]
]
=
1
32πr3
[
s(p) diag [−1,−1, 2]
+ (4ξ − 1
2
)s1(p) diag [−1, 1,−2]
]
. (3.20)
s1(p) = 8πr〈φ2〉 and s(p) = 32πr3〈T00〉ξ= 18 are shown plotted against p in Figures 2 and 3.
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The vacuum expectation value of the energy momentum tensor so obtained satisfies the conservation
equations 〈T µν (x)〉;µ = 0 and is traceless for ξ = 1/8.
It is interesting to note that as in the case of the electrostatic field, the method of images can
once more be used for integer values of p, to evaluate the two point function Dp(x, x
′). Using this
approach which is outlined in Appendix A, we find
Dp(x, x
′)ren =
p−1∑
k=1
DMink(x, x
′
k) (3.21)
where x ≡ (r, θ, t), x ′ ≡ (r′, θ′ + 2πkp , t′).
Using (3.16) we find that 〈T µν (x)〉 has precisely the same form as (3.20) with s1(p) and s(p) now
being the finite sums
s1(p) =
p−1∑
k=1
cosec
πk
p
s(p) =
p−1∑
k=1
(
cosec3
πk
p
− 1
2
cosec
πk
p
) (3.22)
The integrals (3.18 ) and (3.19) do reduce to the sums (3.22) for integer values of p as can be verified
by means of contour integration (see Appendix C).
It is also interesting to evaluate the total vacuum energy associated with a localised object of mass
M
E =
2π∫
0
∞∫
M−1
〈T00(r)〉rdrdθ (3.23a)
(where the lower limit M−1 has been imposed in order to make E a finite quantity) as a result
E = −M
32π
[
s(p) + (4ξ − 1
2
)s1(p)
]
(3.23b)
where p = (1− 4G2M)−1.
We find that for ξ ≥ 0, E < 0; a consequence of the fact that for scalar fields with ξ ≥ 0 the energy
density associated with the vacuum polarisation 〈T00〉, is always negative.
4. Semi-Classical Einstein Gravity in 2+1 dimensions
Using the regularised vacuum expectation value for the energy momentum tensor, obtained in the
previous section, we can attempt to solve the semi-classical Einstein equations
Gµν = κ〈Tµν〉,
(
κ =
8πG2
c4
)
(4.1)
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at a linearised level, in order to obtain the first order metric perturbation associated with the back
reaction of the vacuum polarisation 〈Tµν〉, on the space-time geometry16,17.We shall look for self-
consistent static solutions to (4.1).
As demonstrated in the previous section 〈T νµ 〉 has the form
κ〈T νµ (r)〉 =
A
r3
diag [−1,−1, 2] + B
r3
diag [−1, 1,−2] (4.2)
with A =
lp
32π s(p), B =
lp
32π (4ξ − 12 )s1(p) (lp = 8πG2 h¯c3 is the planck length in 2+1 dimensions).
Since κ〈T νµ (r)〉 is a function of r alone, one would expect the geometry of the perturbed metric to
respect axial symmetry. The most general form for such a metric is1
ds2 = e2Φ(r)(dt2 − dr2)− e2Ψ(r)dθ2. (4.3)
In the perturbative approach which we adopt, we shall expand the metric about the flat space
solution
ds2 = dt2 − dr2 −
(
r
p
)2
dθ2 (4.4)
so that each of Φ(r) and Ψ(r) may be written as
Φ(r) = Φc + φ(r) = φ(r)
Ψ(r) = Ψc(r) + ψ(r) = ln
r
p
+ ψ(r)
(4.5)
where Φc = 1, and Ψc(r) = ln
r
p are the lowest order terms corresponding to the classical metric
(4.4), φ(r) and ψ(r) are the first order corrections in the planck length lp .
The Einstein equations (4.1), with 〈Tµν〉 given by (4.2), when linearised in φ(r) and ψ(r) yield
d2ψ
dr2
− 1
r
dφ
dr
+
2
r
dψ
dr
=
2π
r3
(A+B) (4.6a)
1
r
dφ
dr
=
2π
r3
(A−B) (4.6b)
d2φ
dr2
= −4π
r3
(A−B) (4.6c)
(We shall now adopt the natural units G2 = c = h¯ = 1, consequently, all length scales will be
measured in units of lp — the Planck length in 2+1 dimensions.)
The functions φ(r) and ψ(r) can be obtained by integrating (4.6), giving
φ(r) =
−2π
r
(A−B) + k1 (4.7a)
13
ψ(r) =
−4πA
r
ln (r + 1) +
k2
r
+ k3 (4.7b)
In the above equations the constants of integration k1 and k3 must be set to zero since it is not
possible to have them linear in lp and dimensionless too. k2 can also be set to zero since it reflects
a scaling r → αr.
The line element of the metric (4.3) to first order in lp now reads
ds2 =
[
1− 2π
r
(A−B)
]
[dt2 − dr2]− r
2
p2
[
1− 4πA
r
lnr
]
dθ2 (4.8)
The above approximation to the metric is valid so long as first order corrections are small, i.e., when
both 2π(A−B)r and
4πA
r are small compared to unity.
Let us define a new radial coordinate R(r) such that
dR =
(
1− 2π
r
(A− B)
)1/2
dr ≃
(
1− π
r
(A−B)
)
dr (4.9)
then at large distances from the point mass (R≫ 1) the line element (4.8) can be rewritten as
ds2 =
[
1− 2π(A−B)
R
]
dt2 − dR2 − R
2
p2
[
1− 2π(A+ B)
R
lnR
]
dθ2 (4.10)
One finds that although the first order metric (4.10) is no longer locally flat, its (R−θ) section is still
conical, the deficit angle now depending upon R — the proper radial distance from the point mass.
To quantitatively describe this behaviour it is convenient to introduce the deficit angle ∆θ = 2π− CR ,
where C is the circumference of a circle centered around the point mass at a fixed proper radius R
from it. Then, for the metric (4.10)
∆θ(R) = 2π
[
1− 1
p
(
1− 2π(A+B)
R
lnR
)]
(4.11)
or, in terms of the classical deficit angle ∆θclass = 2π − 2πp ,
∆θ(R) = ∆θclass +
2π
p
(A+B)
R
lnR (4.12)
One finds that for negative values of the energy density (A + B > 0), the deficit angle increases as
the point mass is approached. For positive values of the energy density however, the deficit angle is
seen to decrease with R.
At large distances from the point mass ∆θ(R) ≃ ∆θclass, and the local geometry of the space-time
approaches the asymptotic form described by the classical metric (4.4).
An important consequence of the linearised metric (4.10) is the existence of a well defined Newtonian
limit to the semi-classical Einstein’s equations (4.1) in 2+1 dimensions.
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A given space-time geometry is usually said to admit a Newtonian limit if the time-time component
of its metric tensor has the form18
g00 =
(
1 +
2Φ(r)
c2
)
(4.13)
Φ(r) then plays the role of the Newtonian potential and, in the slow motion limit, the acceleration
of a test particle is determined by d
2~x
dt2 = −▽ Φ. The Einstein equations in the same limit assume
the form
R00 = ∆Φ = 4πG(T
0
0 −
1
2
T ) (4.14)
(T νµ → 〈T νµ 〉 in our case)
From (4.10) and (4.13) we find that
Φ(R) = −G3π(A−B)
R
(4.15)
where G3 (≡ G2lpl) is the Newtonian gravitational constant in 3+1 dimensions.
For a conformally coupled field B = 0 and Φ(R) = −G3πAR . A plot of A against M — the mass of
the point particle(Figure (4)) shows that in a broad range of parameter space, A is approximately
proportional to M .
The above results prompt us to define a gravitating mass MG
MG = π(A −B) = mpl
32
[
s(p)− (4ξ − 1
2
)s1(p)
]
(4.16)
where p = (1− 4G2M)−1 so that Φ = G3MGR (MG > 0 for 18 ≥ ξ > 0).
Most of the results of the preceding analysis can be easily extended to other massless conformally
coupled fields such as massless spinors and vectors. The conservation equation 〈T µν 〉;µ= 0 and the
trace-free condition 〈T µµ 〉 = 0, in this case guarantee that the regularised vacuum expectation value
of the energy momentum tensor have the form
〈T νµ 〉 =
Aα(p)
r3
diag [−1,−1, 2]. (4.18)
The numerical value of the constant Aα depends upon the contribution to the vacuum polarisation
from a quantum field having spin α. For conformally coupled scalars A0 =
s(p)
32π , as demonstrated in
the previous section. In general, when considering the net contribution to the vacuum polarisation
from fields with different spin, one would expect Aα(p) to be replaced by A¯(p) =
∑
α
nαAα(p), nα
being the number of spin α fields present in nature. The Newtonian potential will then assume the
somewhat more general form Φ(R) = −πG3A¯(p)/R.
We should note that, strictly speaking, the potential φ ∼ R−1 corresponds to the Newtonian po-
tential in 3+1 dimensions and not in 2+1 dimensions where the Newtonian potential has the form
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φ ∼ lnr. Thus a test particle near a point mass in 2+1 dimension behaves just as if it were in the
neighborhood of a gravitating mass in 3+1 dimension with its motion being confined to a 2D section
of the 3D space.
The above results acquire a special significance in view of the fact that general relativity does not
posses a Newtonian limit in 2+1 dimensions. (A consequence of the lack of propagating modes in
Einstein gravity in dimensions lower than 4.) The attempt to construct alternate theories of gravita-
tion which might have a well defined Newtonian limit in lower dimensions has also proved to be very
elusive2,3,4,19. For instance the Einstein–Cotton equations (1.4), describing topologically massive
gravity, do endow the gravitational field with a nontrivial dynamics but not with a Newtonian limit.
5. Quantum effects in the 2+1 dimensional
de Sitter - Schwarzschild metric
In this section we extend our previous analysis to non-static conical space-times such as the de
Sitter-Schwarzschild metric which describes the space-time of a point mass in the presence of a
homogeneous cosmological constant Λ. The line element for this space-time has the form
ds2 = dt2 − e2Ht(dr2 + r
2
p2
dθ2) (5.1)
where p = (1− 4M)−1, 0 ≤ θ < 2π and H =
√
Λ
3 .
For integer values of p the two point function in this space can be expressed as a finite sum over the
Green’s function in de Sitter space G(x, x′), using the method of images described in Appendix A.
As a result we get
Gp(~x, ~x
′) =
p−1∑
k=0
G(~x, ~x ′k) (5.2)
where x ≡ (r, t, η) and x′k ≡ (r′, θ′ + 2πkp , η′), η being the conformal time coordinate η =
∫
dt e−Ht.
The de Sitter space propagator G(~x, ~x ′) has been obtained in Appendix B for the general case of
an n-dimensional space-time. In our treatment we shall set n = 3 and shall regard the mass of the
scalar field to be small (m/H < 1). In terms of the conformal time, the scale factor assumes the form
a = − 1Hη , consequently the proper distance to the point mass in (5.1) is given by R = ar = −rHη .
The k = 0 term in (5.2) when suitably regularised and differentiated gives the one-loop vacuum
energy-momentum tensor in 2+1 dimensional de Sitter space. The additional contribution to the de
Sitter propagator (B.19) due to the conical nature of the space-time (5.1) is given by
Gp(x, x
′)cone =
−H
4π
ν cosec πν
p−1∑
k=1
F (1 + ν, 1− ν; 3
2
;ωk) (5.3)
where
16
ν =
[
1− m
2
H2
− 6ξ
]1/2
and
ωk = 1−
r2 + r′2 − 2rr′cos(θ − θ′ + 2πkp )−∆η2
4ηη′
.
In obtaining (5.3) we have substituted the value of the de Sitter propagator (B.19) into (5.2). Just
as in §3, we compute the expectation values 〈φ2(x)〉 and 〈T µν (x)〉 from the coincidence limits of
Gp(x, x
′) and its various derivatives. As a result
〈φ2(x)〉cone = lim
x′→x
Gp(x, x
′)cone
=
−H
4π
ν cosec πν
p−1∑
k=1
F
(
1 + ν, 1− ν; 3
2
; 1−
r2sin2 πkp
η2
) (5.4a)
For conformally coupled massless scalar fields ν = 12 ,and we find that 〈φ2(x)〉cone is conformally
related to the flat spacetime result obtained in (3.18):
〈φ2(x)〉cone = −Hη〈φ2(x)〉flat = H
8πR
s1(p) (5.4b)
where s1(p) =
p−1∑
k=1
cosec πkp .
The vacuum expectation value of the energy-momentum tensor 〈T µν (x)〉 is obtained by means of the
general relationship (3.16). After some lengthy calculations we obtain an expression for 〈T µν (x)〉 in
terms of the coincidence limit of the hypergeometric function F (1 − ν, 1 + ν; 3/2;ωk) and its first
and second derivatives with respect to ωk . The derivatives of a hypergeometric function may be
evaluated using20
d
dz
F (a, b; c; z) =
(
ab
c
)
F (a+ 1, b+ 1; c+ 1; z).
We find that for the case of a conformally coupled massless scalar field, 〈T µν 〉 is conformally related
to the flat spacetime result.
〈T µν (x)〉cone = (−Hη)3〈T µν (x)〉flat. (5.5)
with 〈T µν (x)〉flat given in (3.20).
For massless conformal fields 〈T µν (x)〉cone as evaluated above provides the entire contribution to the
vacuum expectation value of the energy momentum tensor in the de Sitter – Schwarzschild metric.
This is due to the fact that the k = 0 term in (5.2) (which we had dropped while calculating
〈T µν (x)〉cone) when suitably differentiated and regularised gives the one loop vacuum expectation
value of the energy momentum tensor in 2+1 dimensional de Sitter space. Since the only maximally
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form invariant rank two tensor under the de Sitter group is gµν , the entire vacuum energy momentum
tensor in de Sitter space can be constructed out of its trace : 〈Tµν(x)〉 = gµν 〈T 〉n (n being the
dimensionality of the space-time). For massless conformally coupled fields in odd dimensions 〈T 〉 = 0
so that 〈T µν (x)〉 = 0 in any odd dimensional de Sitter space [Birrell and Davies14 p.177, p.191].
Consequently, while evaluating the energy momentum tensor for conformally coupled fields the
k = 0 term in (5.2) will not contribute and 〈T µν (x)〉ren = 〈T µν (x)〉cone.
For general values ofm and ξ ,〈φ2(x)〉 and 〈T µν (x)〉 can be expressed in terms of elementary functions
in the assymptotic regimes R≪ H−1 and R≫ H−1 (equivalently rη ≪ 1 and rη ≫ 1) using the well
known linear transformation formulae for the hypergeometric function20.
As a result we find (for R≪ H−1)
〈φ2(x)〉cone = 1
4πR
s1(p). (5.6)
The diagonal components of 〈T µν (x)〉cone assume the form
〈T µν (x)〉diagcone =
1
32πR3
[
s(p) diag [−1,−1, 2]
+
(
4ξ − 1
2
)
s1(p) diag [−1, 1,−2]
] (5.7)
where s1(p) and s(p) are defined in (3.18) and (3.19).
One immediately finds that 〈φ2(x)〉cone and 〈T µν (x)〉diagcone obtained in (5.6, 5.7) are conformally related
to the flat spacetime results (3.18) and (3.20) for all values of ξ. Both 〈φ2〉cone and 〈T µν 〉diagcone also
seem to be independent of mass m in this limit. In addition to 〈T µν (x)〉diagcone given by (5.7) there also
exists an energy flux given by the off diagonal component
〈T ηr 〉cone =
H
16πR2
(
4ξ − 1
2
)
s1(p). (5.8)
The energy flux is a measure of the energy flowing away from the point source (it is absent in the
case of a homogeneous and isotropic space-time such as the 2+1 dimensional de Sitter metric). One
can see from (5.8) that the direction of the energy flux is outwards from the origin for ξ > 18 ,and
inwards for ξ < 18
It may be noted that the diagonal components 〈T µν (x)〉diagcone are of one order higher in (HR) than
〈T ηr (x)〉cone.
(We feel that the results (5.6-8) will also remain valid for non integer p if s(p) and s1(p) are expressed
as integrals using (3.21)).
In the other limiting case R≫ H−1, 〈T µν (x)〉cone can be obtained using the following transformation
property of the hypergeometric function20
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F (a, b; c;ω) =(1− ω)−aΓ(c)Γ(b − a)
Γ(b)Γ(c− a)F
(
a, c− b; a− b+ 1; 1
1− z
)
+ (1− ω)−bΓ(c)Γ(a− b)
Γ(a)Γ(c− b)F
(
b, c− a; b− a+ 1; 1
1− z
)
.
(5.9)
We give below only the result for 〈φ2〉cone and 〈T ηr 〉cone to leading orders in (HR)
〈φ2(x)〉cone = H
2ν−1
16π
22ν
sin πν
R2ν−2
p−1∑
k=1
sin2ν−2
kπ
p
(5.10)
〈T ηr (x)〉cone =
H2ν
16π
22ν(1 − ν)
sin πν
R2ν−3
[
(6ξ − 1)− ν(4ξ − 1)
] p−1∑
k=1
sin2ν−2
πk
p
(5.11)
The expressions in (5.10) and (5.11) are well defined only for ν < 1, for ν = 1, 2, . . .. (5.10,
5.11) display an infrared divergence which is similar to the infrared divergence found for the massless
propagator in de Sitter space21,22.It may be noted that for ν < 1 , 〈T ηr 〉 → 0 as R→∞ so that there
is no radiation flux at infinity.
We would finally like to point out that although as mentioned earlier in this section, vacuum po-
larisation effects for conformally coupled scalar fields are absent in a 2+1 dimensional de Sitter
space-time, an Unruh-DeWitt particle detector nevertheless experiences a finite response.
To see this we note that the response function of an Unruh-DeWitt particle detector is given by23
F (E) =
∞∫
−∞
dτ
∞∫
−∞
dτ ′e−iE(τ−τ
′)D(x(τ), x(τ ′)) (5.12)
where D(x(τ), x(τ ′)) is the positive frequency Wightman Green’s function evaluated for two points
lying on the worldline of the detector.
For 2+1 dimensional de Sitter space the response rate for an inertial detector is given by
F (E)
T
=
∞∫
−∞
d(∆t) e−iE∆tD(∆t) (5.13)
where for a massless conformally coupled scalar field (see B.17)
D(∆t) =
H
16π
cosec
iH∆t
2
. (5.14a)
It is convenient to rewrite D(∆t) as a sum12
D(∆t) =
H
8π
[
2
iH∆t
+
iH∆t
π2
∞∑
k=1
(−1)k(
iH
2π∆t+ k
)(
iH
2π∆t− k
)
]
(5.14b)
(5.13) can be evaluated by means of contour integration, so that finally
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F (E)
T
=
1
4
1
e2πE/H + 1
, (5.15)
which describes a thermal Fermi-Dirac distribution at the de Sitter temperature14 T = H2π .
Equation (5.15) points to a remarkable feature common to all odd-dimensional space-times — that
of the inversion of statistics24. This can be viewed to be a consequence of the fact that the de Sitter
Green’s function in odd dimensions displays an antiperiodicity in imaginary time. One can see this
in the general case by applying the transformation property of the hypergeometric function20
F (a, b; c; z) = (1− z)c−a−bF (c− a, c− b; c; z) (5.16)
to the n-dimensional Green’s function (B.15). As a result we obtain
D(t, t′) = cosecn−2(
iH
2
∆t)
1
(4π)n/2
(
H
2
)n−2Γ(n−12 + ν)Γ(n−12 − ν)
Γ(n2 )
× F
(
1
2
− ν, 1
2
+ ν ;
n
2
; cosh2
H∆t
2
) (5.17)
where ν =
[
(n−1)2
4 − m
2
H2 − n(n− 1)ξ
]1/2
.
The above expression is manifestly antiperiodic in ∆t with period 2πH if n is odd, and periodic in ∆t
with the same period,if n is even.
This leads us to conjecture that the response of a particle detector will be of the Fermi-Dirac type
in odd space-time dimensions even for a massive, nonconformally coupled scalar field. (In an even
dimensional space-time F (E)T ∝ (e
2piE
H −1)−1 for details regarding the behaviour of particle detectors
in space-times of arbitrary dimension see Takagi24.)
The response of a particle detector placed at fixed distance R from the point mass in the conical
spacetime (5.1) will be modified to
F (E)
T
=
H
8π
∞∫
−∞
d(∆t)e−iE∆t
p−1∑
k=0
1[
(1 −H2R2)sin2iH∆t2 +H2R2sin2 πkp
]1/2 (5.18)
At distances close to the point mass (i.e., R≪ H−1), (5.18) reduces to
F (E)
T
=
1
4
p
e2πE/H + 1
(5.19)
which is just the detector response in de Sitter space enhanced by a factor of p. This result could
have been anticipated since the vacuum in de Sitter space has now effectively been compressed into
a region of space p times smaller, due to the removal of the angular wedge from the space-time.
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6. Twisted Scalar Fields
As first pointed out by Isham25 a twisted variety of scalar and spinor fields can be defined on a
non simply connected manifold by considering antiperiodic boundary conditions along the identified
coordinate (see also Ford26). We shall consider a massless, real, scalar field twisted around the mass
point M located at r = 0. The twisted field φ(x) obeys the same field equations as (3.1). However,
the boundary conditions for φ are now different
uλ(r, θ) = −uλ(r, θ + 2π
p
) (6.1)
Solving the field equation φ = 0 with the new boundary conditions (6.1) we obtain
uλ(x) = Nlme
ip(m+ 12 )(θ−θ′)e−iωl(t−t
′)Jp|m+ 12 |(ωr)Jp|m+ 12 |(ωr
′) (6.2)
where Nlm, the normalisation constant, is identical to the untwisted case (3.7).
Using (3.8) and (3.9) to define the two point function for the twisted field DTp (x, x
′) we get
DTp (x, x
′) =
p
4π
∞∑
m=−∞
eip(m+
1
2 )(θ−θ′)
∞∫
0
dω e−iωl(t−t
′)Jp|m+ 12 |(ωr)Jp|m+ 12 |(ωr
′) (6.3)
The integration over ω is similar to the untwisted case (3.11a) and making identical substitutions
as in that case we obtain
DTp (x, x
′) =
p
4π2
1√
2rr′
∞∫
u0
du
(cosh u− cosh u0)1/2
∞∑
m=−∞
eip(m+
1
2 )(θ−θ′)−p|m+ 12 |u (6.4)
The above summation can be rewritten in a closed form
∞∑
m=−∞
e−p|m+
1
2 |u+ip(m+ 12 )(θ−θ′) =
2sinh (12pu)cos
1
2p(θ − θ′)
cosh pu− cos p(θ − θ′) ,
so that the two point function DTP (x, x
′) reduces to
DTp (x, x
′) =
p
2π2
1√
2rr′
∞∫
u0
du
(cosh u− cosh u0)1/2
sinh (12pu)cos
1
2p(θ − θ′)
(cosh pu− cos p(θ − θ′)) (6.5)
We now adopt the same procedure in renormalising DTp (x, x
′) as was used in §3, namely, we subtract
out the p = 1 term in (6.5) so that the renormalised two point function becomes
DTp (x, x
′)ren = DTp (x, x
′)−DT1 (x, x′)
=
1
2π2
√
2rr′
∞∫
u0
du
(cosh u− cosh u0)1/2
[
p sinh 12pu cos
1
2p∆θ
(cosh pu− cos p∆θ)
− sinh
u
2 cos
∆θ
2
(cosh u− cos ∆θ)
]
(6.6)
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As in the case of untwisted fields, the vacuum expectation values 〈φ2(x)〉T and 〈T µν (x)〉T can be
obtained from the coincidence limit of the renormalised two point function DTp (x, x
′) and its second
derivative with respect to θ. As a result
〈φ2(x)〉T = lim
θ′→θ
DTp (θ, θ
′)ren =
1
8πr
sT1 (p) (6.7a)
where
sT1 (p) =
2
π
∞∫
0
du
sinh u
[p cosech pu− cosech u] (6.7b)
and
lim
θ′→θ
∂2
∂θ2
DTp (θ, θ
′)ren =
1
8πr
sT (p) (6.8a)
where
sT (p) =
2
π
∞∫
0
du
sinh u
[
p3
(
cosech3pu+
cosech pu
2
)
−
(
cosech3u+
cosech u
2
)]
(6.8b)
Using arguments akin to the ones used in §3 while evaluating 〈T µν 〉 (see (3.16), (3.17) and (3.20))
we finally obtain
〈T µν 〉T =
1
2r2
[
lim
θ′→θ
∂2
∂θ2
DTp (θ, θ
′)ren diag [−1,−1, 2]
+
(
2ξ − 1
4
)
lim
θ′→θ
DTp (θ, θ
′)ren diag [−1, 1,−2]
]
=
1
32πr3
[
sT (p) diag [−1,−1, 2] + (4ξ − 1
2
)sT1 (p)
diag [−1, 1,−2]
]
(6.9)
which is precisely (3.20) with s(p) replaced by sT (p) and s1(p) replaced by s
T
1 (p). s
T
1 (p) = 8πr〈φ2〉T
and sT (p) = 32πr3〈Too〉ξ= 18 are shown plotted against p in Figure (2 & 3). It is interesting to note
that 〈T00〉T > 0 for massless conformally and minimally coupled twisted fields in contrast to the
untwisted case.
As in the untwisted case, the vacuum energy-momentum tensor will in general back react on the
space-time geometry via the semi-classical Einstein equations Gµν = 8πG2〈Tµν〉T , giving rise to the
linearised metric
ds2 =
[
1− 2π(A
T −BT )
R
]
dt2 − dR2 − R
2
p2
[
1− 2π(A
T +BT )
R
ln R
]
dθ2 (6.10)
22
where AT =
lp
32π s
T (p) and BT =
lp
32π (4ξ − 1/2)sT1 (p) (lp being the planck length). From Figure
(3) we see that for 0 ≤ ξ < 18 , AT − BT < 0 and AT + BT < 0,so that the deficit angle in (6.10)
decreases as the point mass is approached in contrast to the untwisted case.
As in the case of untwisted fields the method of images can also be used to determine DTp (x, x
′),
with p now restricted to even integer values p = 2, 4, 6, . . . (see Appendix A), so that
DTp (x, x
′) =
p−1∑
k=0
(−1)kDMink(x, x′k) (6.11)
Proceeding as in §3 and regularising (6.11) by subtracting out DT1 (x, x′) we find that the final
form of 〈φ2(x)〉T is given once more by (6.7a) with sT1 (p) now being the finite sum : sT1 (p) =
p−1∑
k=0
(−1)kcosec πkp + 2π .
The method of images can also be applied to obtain the corrections to the propagator for twisted
fields in the de Sitter-Schwarzschild metric discussed in §5. Following the procedure outlined in
Appendix A we find
GTp (x, x
′)cone =
p−1∑
k=1
(−1)kG(x, x′k)
=
−H
4π
νcosec πν
p−1∑
k=1
(−1)kF (1 + ν, 1− ν; 3
2
; 1− ∆x
2
µ −∆η2
4ηη′
) (6.12)
where ∆x2k = r
2 + r′2 − 2rr′cos (θ − θ′ + 2πkp ), H =
√
Λ
3 and ν = [1− m
2
H2 − 6ξ]1/2.
For a massless, conformally coupled twisted scalar field ν = 12 ,and 〈φ2(x)〉T will simply be confor-
mally related to the flat space-time result (6.7) so that
〈φ2(x)〉Tcone =
1
8πR
sT1 (p) (6.13)
where R = − rHη ,
this result is also true for light scalars (mH < 1) in the vicinity of the point mass (R≪ H−1).
In addition, we also find as in the untwisted case, the existence of an energy flux
〈T ηr (x)〉Tcone =
H
16πR2
(4ξ − 1
2
)sT1 (p) (6.14)
which vanishes for conformally coupled fields (ξ = 18 ). We notice that 〈T ηr 〉cone has the opposite
sign to (6.8) signifying that in an expanding universe, if the vacuum flux for untwisted fields is
outwards, then the corresponding flux for twisted fields is inwards, (and vice versa).
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7. Conclusions & Discussion
We have shown how nontrivial boundary conditions can affect the behaviour of scalar fields at both
the classical and quantum levels. At the classical level we find that the electric field associated with
a point charge in a conical space-time is distorted, leading the charge to experience a self-force —
in the complete absence of any other charges in the space-time. At a more fundamental we find
that the point mass — the source of the conical geometry — also induces a vacuum polarisation in
the surrounding space-time which is described by a finite vacuum expectation value of the energy
momentum tensor 〈Tµν〉 ∝ 1r3 (r being the distance to the point mass). Quantum effects of a similar
nature are also known to arise in the space-time of a cosmic string, where the smallness of the string
tension : Gµ < 10−6 prevents the effects from becoming large. No such constraint is however present
in 2+1 dimensions with the result that, quantum effects can be significant in this case.
We have also extended our analysis to an expanding Universe, by considering the behavior of 〈φ2〉
and 〈Tµν〉 in a conical de Sitter space-time. We find that in this case, in addition to the vacuum
polarisation there also exists a finite vacuum energy flux 〈Trt〉 — describing a net flow of energy
away from the point source.
As part of our analysis we also evaluate the scalar field propagator in an n-dimensional de Sitter
space extending previous work by Takagi24. We show that if n is even , the propagator exhibits
a periodicity in imaginary time with period T = 2πH ( H being the Hubble constant in de Sitter
space). On the other hand for odd n the propagator displays an anti-periodicity in imaginary time.
This leads us to conclude that the vacuum for scalar fields in even/odd dimensional de Sitter space
resembles a thermal bose/fermi distribution .We are also faced with the surprising result that an
inertial particle detector registers a finite thermal response in de Sitter space of odd dimensions24,
even though the vacuum expectation value of the energy momentum tensor for conformal fields
vanishes identically in this case.
An important outcome of our analysis is that, at the semi-classical level, solutions to the Einstein
equations Gµν =
8πG2
c4 〈Tµν〉 possess a well defined Newtonian limit. This result is significant since
it is well known that the classical equations of General Relativity do not have a Newtonian limit
either in 2+1 or in 1+1 dimensions. We would like to point out that the existence of a Newtonian
limit to the semi-classical Einstein equation is not a unique feature of 2+1 dimension but extends
to other space-time dimensions as well. For instance, it is well known that in 1+1 dimensions the
Einstein action is a topological invariant and consequently has no dynamical content. However, the
semi-classical Einstein equations now give27 0 = 8πG1(T +〈T 〉). For conformally invariant fields 〈T 〉
is given by the trace anomaly, which in 1+1 dimensions is simply proportional to the Ricci Scalar
[Birrell and Davies14 p.178], as a result the Semi-classical Einstein equations yield
24
R = 8πG1T (7.1)
which has both dynamical content as well as a Newtonian limit28.
We would finally like to mention that although our analysis in this paper has regarded point sources
to be fixed, it might be of interest to extend the present approach to moving sources as well. This
case clearly bears a close resemblance to moving mirrors — in both cases boundary condition, instead
of remaining fixed are functions of both space and time. Consequently, as in the case of moving
mirrors one might expect particle creation effects to be present, modifying the motion of the point
mass and leading to an increase in the entropy of the 2+1 dimensional universe.
It would also be of interest to extend the treatment given in this paper to 2+1 dimensional space-
times containing several point masses. Such a space-time is well described by the static multi-centre
metric29 :
ds2 = dt2 −
∏
i
|r − ri|−8Gmi(dr2 + r2dθ2), (7.2)
in which particles of mass mi are located at ri. (For a single point mass, (7.2)can easily be brought
to the form (1.5) by a change of coordinates). For two masses the problem reduces to one of finding
the casimir force between two cones. (In 3+1 dimensions, the corresponding problem would be one
of determining the casimir force between two cosmic strings.) This problem bears a close affinity to
that of the casimir force between two wedges30, and is presently being studied.
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Note added in Proof
It is interesting to note, that the space-time associated with a plane domain
wall has the form [7]:
ds2 = (1− κz)2dt2 − dz2 − (1− κz)2 exp(2κt)(dx2 + dy2),
where κ = 2πGσ is the surface tension of the wall.
In the plane of the wall (z = 0), this metric reduces to that of a (2 + 1)- dimensional de Sitter
space. It has been recently shown that a vacuum bubble after nucleation also has the internal
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geometry of a (2+1)- dimensional de Sitter space, and that perturbations on it can be described by
a scalar field with a tachyonic mass [32]. Consequently the analysis of Sec.V, is relevant to the study
of both classical and quantum fluctuations on domain walls and vacuum bubbles. (A conical (2+1)-
dimensional de Sitter space, of the kind considered in Sec.V, would describe the metric on a domain
wall pierced by a cosmic string.) From the form of the domain wall metric described above and the
phenomenon of the inversion of statistics in odd dimensional space-times discussed in Sec.V and [24],
it follows that a comoving particle detector registering scalar particles and confined to move in the
z = 0 plane, will register a thermal Fermi - Dirac response, characterised by a temperature T = κ2π .
On the other hand, since the (z, t) part of the above metric describes a (1+1) - dimensional Rindler
space, a comoving particle detector outside of the wall, will for the same scalar particles, register
a Bose - Einstein distribution at an identical temperature. Thus depending upon its trajectory, a
comoving particle detector in the space-time of a domain wall, can register either a Fermi - Dirac,
or a Bose - Einstein distribution of particles.
Appendix A
The method of images
In §2 we made the assertion
Gp(r, θ; r
′, θ′) =
p−1∑
k=0
G1
(
r, θ; r′, θ′ +
2πk
p
)
(A.1)
(see 2.10)
where
Gp(x, x
′) =
1
4π
∞∑
m=−∞
(m 6=0)
Xp|m|
|m| e
ipm(θ−θ′) − p
2π
ln r′. (A.2)
and X = rr′ < 1.
In order to prove (A.1) it is sufficient to establish that
∞∑
m=−∞
(m 6=0)
Xp|m|
|m| e
ipm(θ−θ′) = −
p−1∑
k=0
ln
[
1 +X2 − 2X cos
(
θ − θ′ + 2πk
p
)]
. (A.3)
To do this we rewrite the RHS of (A.3) using the expansion12
−ln
[
1 +X2 − 2X cos (∆θ + 2πk
p
)
]
=
∞∑
m=−∞
m 6=0
X |m|
|m| e
im(∆θ+ 2pik
p
). (A.4)
Then
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−
p−1∑
k=0
ln
[
1 +X2 − 2X cos (∆θ + 2πk
p
)
]
=
∞∑
m=−∞
m 6=0
X |m|
|m|
p−1∑
k=0
eim(∆θ+
2pik
p
). (A.5)
Since
p−1∑
k=0
eim
2pik
p = p
∞∑
n=−∞
δm,np (A.6)
substituting (A.6) in (A.5) we get (m 6= 0 is assumed in A.7–A.8)
∞∑
m=−∞
X |m|
|m|
p−1∑
k=0
eim(∆θ+
2pik
p
) = p
∞∑
m=−∞
X |m|
|m| e
im∆θ
∞∑
n=−∞
δm,np (A.7)
=
∞∑
n=−∞
Xp|n|
|n| e
ipn∆θ. (A.8)
which is the LHS of (A.3).
Having established (A.3) we note that Gp(x, x
′) as defined in(A.2) can be written as
Gp(r, θ; r
′, θ′) = − 1
4π
p−1∑
k=0
ln
[
1 +X2 − 2X cos
(
∆θ +
2πk
p
)]
− p
2π
ln r′
= − 1
2π
p−1∑
k=0
ln
[
r2 + r′2 − 2rr′cos
(
∆θ +
2πk
p
)]1/2
=
p−1∑
k=0
G1
(
r, θ; r′, θ′ +
2πk
p
)
(A.9)
which is what we set out to establish. (EquivalentlyGregp (x, x
′) = Gp−G1 =
p−1∑
k=1
G1(r, θ, r
′, θ′+ 2πkp ) )
Similarly the two point functions of §3 and §6 can also be obtained according to the method of
images :
Dp(x, x
′) =
p−1∑
k=0
DMink(x, x
′
k) (A.10)
(p = 1, 2, . . .) for a field satisfying periodic boundary conditions in θ; and
DTp (x, x
′) =
p−1∑
k=0
(−1)kDMink(x, x′k) (A.11)
(p = 2, 4, 6, . . .) for a twisted field satisfying antiperiodic boundary condition in θ.
Here x ≡ (t, r, θ), x′k ≡ (t′, r′, θ′ + 2πkp ) and for flat space
DMink(x, x
′
k) =
1
4πσk
(A.12)
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where
σk = |x− x′k| =
[
r2 + r′2 − 2rr′cos (∆θ + 2πk
p
)−∆t2
]1/2
To prove (A.10) and (A.11) we note that from (3.10) and (6.3)
Dp(x, x
′) =
p
4π
∞∫
0
dωe−iω(t−t
′)
∞∑
m=−∞
eipm(θ−θ
′)Jp|m|(ωr)Jp|m|(ωr′) (A.13)
and
DTp (x, x
′) =
p
4π
∞∫
0
dωe−iω(t−t
′)
∞∑
m=−∞
eip(m+
1
2 )(θ−θ′)Jp|m+ 12 |(ωr)Jp|m+ 12 |(ωr
′) (A.14)
(A.10) and (A.11) are established immediately if we use the generalised laws of addition for Bessel
functions (Davies and Sahni9).
p
∞∑
m=−∞
Jp|m|(ωr)Jp|m|(ωr′)eipm∆θ =
p−1∑
k=0
J0(ωrk) (A.15)
rk =
[
r2 + r′2 − 2rr′ cos (θ − θ′ + 2πk
p
)
]1/2
(p = 1, 2, . . .) for normal modes, and
p
∞∑
m=−∞
Jp|m+ 12 |(ωr)Jp|m+ 12 |(ωr
′)eip(m+
1
2 )∆θ =
p−1∑
k=0
(−1)kJ0(ωrk) (A.16)
(p = 2, 4, 6, . . .) for twisted modes.
To establish (A.15) we use the standard summation formula for Bessel functions12.
Jo(ωr0) =
∞∑
l=−∞
J|l|(ωr)J|l|(ωr
′)eil∆θ (A.17)
Substituting (A.17) into the right hand side of (A.15) we obtain
p−1∑
k=0
Jo(ωrk) =
∞∑
l=−∞
J|l|(ωr)J|l|(ωr′)eil∆θ
p−1∑
k=0
eil
2pik
p , (A.18)
again since
p−1∑
k=0
eil
2pik
p = p
∞∑
l=−∞
δl,mp (A.19)
(A.18) reduces to
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p−1∑
k=0
Jo(ωrk) = p
∞∑
l=−∞
Jp|m|(ωr)Jp|m|(ωr′)eipm∆θ (A.20)
which is what we set out to establish.
Similarly substituting (A.17) into the right hand side of (A.16) we get
p−1∑
k=0
(−1)kJ0(ωrk) =
∞∑
l=−∞
J|l|(ωr)J|l|(ωr′)eil∆θ
p−1∑
k=0
(−1)keil 2pikp . (A.21)
Again noting that for p = 2, 4, 6, . . .
p−1∑
k=0
eiπk(1+
2l
p
) = p
∞∑
m=−∞
δl,(m+ 12 )p (A.22)
and substituting (A.22) in (A.21) we obtain (A.16)
p−1∑
k=0
(−1)kJ0(ωrk) = p
∞∑
m=−∞
Jp|m+ 12 |(ωr)Jp|m+ 12 |(ωr
′)eip(m+
1
2 )∆θ (A.23)
Finally we would like to point out that the method of images retains its validity for non-static
space-times possessing a symmetry axis, such as the metric
ds2 = a2(η)(dη2 − dr2 − r
2
p2
dθ2) (A.24)
The Green’s function in (A.24) has the following form (for normal modes)
Dp(x, x
′) =
p
4π
1√
a(η)a(η′)
∞∫
0
dω χω(η)χ
∗
ω(η
′)
∞∑
m=−∞
eipm(θ−θ
′)Jp|m|(ωr)Jp|m|(ωr′) (A.25)
where χω(η) satisfy the time component of the Klein-Gordon equation
14
d2χω
dη2
+ {ω2 + a2(η)[m2 + (ξ − 1
8
)R(η)]}χω = 0 (A.26)
and the normalisation condition χω∂ηχ
∗
ω − χ∗ω∂ηχω = i.
R(η) is the scalar curvature for the space-time (A.23), and η is the conformal time η =
∫
dt
a .
Similarly for twisted modes (p = 2, 4, 6, . . .)
DTp (x, x
′) =
p
4π
1√
a(η)a(η′)
∞∫
0
dω χω(η)χ
∗
ω(η
′)Jp|m+ 12 |(ωr)Jp|m+ 12 |(ωr
′)
×
∞∑
m=−∞
eip(m+
1
2 )∆θ
(A.27)
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Clearly the proof of the image formulae established for the flat space Green’s function (A.13, A.14)
can be extended to this case also, since the essential element in the proof — the generalised sum-
mation formulae for Bessel functions (A.15, A.16) — can be, with equal validity, applied to (A.25)
and (A.27) resulting in
Dp(x, x
′) =
p
4π
1√
a(η)a(η′)
p−1∑
k=0
∫
dωχω(η)χ
∗
ω(η
′)J0(ωrk)
=
p−1∑
k=0
D1(x, x
′
k).
(A.28a)
and
DTp (x, x
′) =
p
4π
1√
a(η)a(η′)
p−1∑
k=0
(−1)k
∫
dωχω(η)χ
∗
ω(η
′)J0(ωrk)
=
p−1∑
k=0
(−1)kD1(x, x′k).
(A.28b)
Appendix B
The two point function in n-dimensional de Sitter space
The n-dimensional spatially flat Robertson Walker line element has the form
ds2 = dt2 − a2(t) dl2 = a2(η)[dη2 − dl2] (B.1)
where dl2 =
n−1∑
i=1
dx2i and η is the conformal time coordinate η =
∫
dt
a(t) . In the case of de Sitter space
a(η) = − 1Hη , −∞ ≤ η < 0, where H is the Hubble parameter, H =
√
Λ
3 and Λ is the n-dimensional
cosmological constant. A massive, real scalar field in (B.1) satisfies the n-dimensional Klein-Gordon
equation
( +m2 + ξR(x)) φ(x) = 0 (B.2)
where = 1√−g∂µ(g
µν√−g∂ν).
For purposes of quantisation, the scalar field φ may be treated as an operator and decomposed into
modes so that
φˆ(x) =
∫
dn−1k [aˆkuk(x) + aˆ
†
ku
∗
k(x)] (B.3)
where aˆk and aˆ
†
k are the n−1 dimensional annihilation and creation operators. uk(x) can be written
as14
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uk(x) = (2π)
1−n
2 a(η)
2−n
2 eikix
i
χk(η) (B.4)
where k = [
n−1∑
i=1
k2i ]
1/2, and χk(η) satisfies
d2
dη2
χk(η) + {k2 + a2(η)[m2 + (ξ − ξ(n)) R(η) ]} χk(η) = 0 (B.5)
ξ(η) = (n−2)4(n−1) is the conformal coupling factor in n dimensions, and R(η) is the scalar curvature of
the space-time.
In de Sitter space R = n(n− 1)H2 = constant and (B.5) may be solved exactly to obtain
χk(η) =
1
2
(πη)1/2H(2)ν (kη), (B.6)
χk(η) are positive frequency solutions of (A.5) normalised according to the Wronskian condition
χk(η)
∂
∂η
χ∗k(η) − χ∗k(η)
∂
∂η
χk(η) = i. (B.7)
and ν =
[
(n−1)2
4 − m
2
H2 − n(n− 1)ξ
]1/2
.
The complete mode functions are now
uk(x) = 2
− 32 (2π)
2−n
2 (−Hη)n−22 eikixiH(2)ν (kη) (B.8)
The two point function G(x, x′) can be obtained using a mode sum approach14
G(x, x′) =
∫
dn−1k uk(x)u∗k(x
′) (B.9)
which in this case leads to
G(x, x′) =
1
8
(
− H
2π
)n−2
(ηη′)
n−1
2
∫
dn−1kH(1)ν (kη)H
(2)
ν (kη
′)eiki∆x
i
(B.10)
where ∆xi = xi − x′i.
The dn−1k integration is carried out in polar coordinates using the following expression for the
integration over the solid angle12
∫
dΩm−1ei
~k.∆~x =
(2π)m/2J(m−2)/2(k∆x)
(k∆x)
m−2
2
(B.11)
where k = |~k| and ∆x = |∆~x|. Rewriting the Hankel functions Hν(kη) in terms of the McDonald
functions Kν(kη)
H(2)ν (kη) =
2
π
Kν(−ikη)
H(2)∗ν (kη
′) =
2
π
Kν(ikη
′)
(B.12)
31
we obtain G(x, x′) as an integral over k(= |~k|).
G(x, x′) =
(−H)n−2
2(n−1)/2
1
π(n+1)/2
(ηη′)
n−1
2
(∆x)
n−3
2
∞∫
0
dkk
n−1
2 Kν(−ikη)Kν(ikη′)Jn−3
2
(k∆x) (B.13)
The above integral can be evaluated in terms of Legendre functions12 so that, finally
G(x, x′) =
(−H)n−2
2(2π)n/2
Γ
(
n−1
2 + ν
)
Γ
(
n−1
2 − ν
)
(u2 − 1)n−24
P
− (n−2)2
ν− 12
(u) (B.14)
where u = ∆x
2−η2−η′2
2ηη′ .
G(x, x′) in equation (B.14) can be rewritten in terms of a hypergeometric function20 as
G(x, x′) =
(−H)n−2
(4π)n/2
Γ
(
n−1
2 + ν
)
Γ
(
n−1
2 − ν
)
Γ(n/2)
F
(
n− 1
2
+ ν,
n− 1
2
− ν; n
2
;ω
)
(B.15)
where ω = 1− ∆x2−∆η24ηη′ .
One can easily verify that the propagator D(x, x′), for a massless and conformally coupled scalar
field, (m = 0, ξ = ξ(n)) scales conformally with the n-dimensional Minkowski space propagator
DMink(x, x
′). Substituting ν = 12 (corresponding to m = 0 and ξ = ξ(n)) in (B.15) and using the
relation20
F (a, b; b; z) =
1
(1− z)a (B.16)
we obtain
D(x, x′) =
(−Hη)n−22 (−Hη′)n−22
(4π)n/2
Γ
(
n−2
2
)
[∆x2 −∆η2](n−2)/2 .
= [a(η)a(η′)]
2−n
2 DMink(x, x
′),
(B.17)
as expected.
In four dimensions (B.15) assumes the well known form21
G(x, x′) =
H2
16π
(
1
4
− ν2
)
sec πν F
(
3
2
+ ν,
3
2
− ν; 2;ω
)
. (B.18)
In three dimensions (B.15) reads
G(x, x′) =
−H
4π
νcosec πν F
(
1 + ν, 1− ν; 3
2
;ω
)
, (B.19)
which is used in §5 to construct the scalar field propagator in the conical de Sitter metric.
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Appendix C
We outline a few steps involved in the evaluation of the integrals s1(p), s(p) and s
T
1 (p) (3.18, 6.7b,
3.19), for integer p to get the summations (3.22, 6.12).
The substitution z = ex brings these integrals to a form suitable for contour integration over the
contour C shown in Fig. 5.
I1 =
2
π
∮
C
dz
(z2 − 1)
[
p
(z2p + 1)
(z2p − 1) −
(z2 + 1)
(z2 − 1)
]
(C.1a)
I2 =
8
π
∮
C
dz
(z2 − 1)
[
z2 + 1
(z2 − 1)3 − p
3 (z
2p + 1)
(z2p − 1)3
]
(C.1b)
I3 =
4
π
∮
C
dz
(z2 − 1)
zp
(z2p − 1) (p even) (C.1c)
The poles of all the contour integrals (C.1) are the (2p)th roots of unity, of which the poles e
ikpi
p , k =
1, . . . , p− 1 lie within the contour C (Figure 5).
Evaluating (C.1) using the residue theorem we obtain (omitting lengthy intermediate steps)
s1(p) =
p−1∑
k=1
cosec
kπ
p
(C.2a)
s(p) =
p−1∑
k=1
( cosec3
kπ
p
− 1
2
cosec
kπ
p
) (C.2b)
sT1 (p) =
p−1∑
k=1
(−1)k cosec kπ
p
+
2
π
. (C.2c)
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Figure Captions
Fig. 1 The equipotential contours of the electrostatic force field of a point charge Q are shown for a
space-time possessing a deficit angle 3π2 using the method of images (see §2 and Appendix A).
Fig. 2 The p dependence of 8πr〈φ2(r)〉 is shown for both twisted (≡ sT1 (p) ) and untwisted fields
( ≡ s1(p)).
Fig. 3 The p dependence of the vacuum energy densities r3〈T00〉 and r3〈T00〉T (see (3.21) and (6.9) )
is shown for untwisted — solid lines, and twisted scalar fields — dashed lines. Two values of
the coupling parameter ξ are considered : minimal coupling (ξ = 0), and conformal coupling
(ξ = 1/8).
Fig. 4 The dependence of the gravitating mass MG, defined in (4.16) for the conformally coupled case
ξ = 18 , is plotted against the mass M of the point source. M is related to the deficit angle of
the space-time through ∆ϕdef = 8πM . (MG and M are both expressed in units of the planck
mass).
Fig. 5 The contour C and poles of (3.18, 6.7b, 3.19) used to establish (3.22, 6.12) by means of contour
integration in Appendix C, are shown in the complex Z plane for p = 8.
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