Let X, B and Y be three Dirichlet, Bernoulli and beta independent random variables such that X ∼ D(a0, . . . , a d ), such that Pr(B = (0, . . . , 0, 1, 0, . . . , 0)) = ai/a with a = P d i=0 ai and such that Y ∼ β(1, a). Then, as was proved by J.
Introduction
In a recent paper [ 
The law µ of a random variable V satisfying V ∼ V M + Q where the pair (M, Q) is independent of V on the right-hand side is often called a perpetuity generated by the law ν of (M, Q). Thus, another way of stating the observation from [1] is that an arcsine random variable on (−1/2, 1/2) is a perpetuity generated by the distribution of (M, Q) ∼ (1 − Y, W Y /2). This property of the arcsine law is actually an instance of a much more general result due to Sethuraman (see [10] or Theorem 1.1 below) on Dirichlet distribution. To recall Sethuraman's result we will need the following notation. The natural basis of R d+1 is denoted by e 0 , . . . e d . The convex hull of {e 0 , . . . e d } is a tetrahedron that we denote by E d+1 . The elements of E d+1 are therefore the vectors λ = (λ 0 , . . . , λ d ) of R d+1 such that λ i ≥ 0 for i = 0, . . . , d and such that λ 0 + · · · + λ d = 1. If p 0 , . . . , p d are positive numbers with sum equal to one, the distribution Therefore the initial remark contained in [1] is a particular case of Theorem 1.1 for d = 1 and a 0 = a 1 = 1/2. More generally, the case d = 1 and a 0 = a 1 covers the power semicircle distributions discussed in [2] (with θ = a 0 − 3/2). In particular, a 0 = a 1 = 3/2 is the classical semicircle distribution.
Part of the reason we found Theorem 1.1 interesting is that there are relatively few examples of exact solutions to perpetuity equations in the literature.
The aim of the paper is to generalize Sethuraman's result, and our generalization (Theorem 4.1 in Section 4 below) will provide more examples of explicit generation of perpetuities. Stating Theorem 4.1 needs the introduction of a new distribution B k (a 0 , . . . , a d ) on the tetrahedron E d+1 . We call it a quasi Bernoulli distribution of order k. It is concentrated on the faces of order less than k in a way that we will made reasonably explicit in Section 3. Doing this, we add a family of laws with interesting properties to the zoo of distributions on a tetrahedron.
Finally, one can prove Corollary 1.2 directly by showing E(
) for all integers n. Our proof of Theorem 4.1 is somewhat linked to this method of moments. It relies on the properties of the T c transform of a distribution on the tetrahedron E d+1 introduced in [4] (see also [9] ). This is done in Section 2. We will prove several convenient properties of the T c transform in Theorem 2.1. Theorem 5.1 extends Theorem 4.1 to random probability measures on an abstract space Ω, where the Dirichlet distribution is replaced by the Dirichlet random measure governed by the positive measure α on Ω. Surprisingly, the construction of the quasi Bernoulli random measure of Section 5 uses the Ewens distribution.
Note that the same perpetuity can be generated by dierent ν. See Section 6 below for a reminder of the classical link between perpetuities and the stationary distributions of the Markov chains obtained by iteration on random ane maps. The T c transform of a distribution on the tetrahedron
In the sequel if f = (f 0 , . . . , f d ) and x = (x 0 , . . . , x d ) are in R d+1 we write f, x = d i=0 f i x i and we denote
Its existence is clear from
. The explicit calculation of T c (X) is easy in some rare cases, including the Dirichlet case D(a 0 , . . . , a d ) when c = a = a 0 + . . . + a d and the Bernoulli case k i=0 p i δ ei . In some sense, the present paper originated from an eort to compute T c (X) when X ∼ D(a 0 , . . . , a d ) and c = a + k where k is a positive integer. For d = 1, knowing the T c transform is equivalent to knowing the function t → E((1 − tX) −c ) on (−∞, 1) when X is a random variable valued in [0, 1] since
The T c transform is a tool which is in general better adapted to the study of distributions on the tetrahedron than the Laplace transform E(exp(− f, X )). The next theorem gathers its main properties. It shows for instance that T c (X) characterizes the distribution of X and gives in (4) a crucial probabilistic interpretation to the product T a (X 0 )T b (X 1 ) when X 0 and X 1 are independent random variables valued in E d+1 .
Theorem 2.1.
1. If X and Z are random variables on E d+1 and if there exists c > 0 such that
If k is a nonnegative integer and if
where (c) n is the Pochhammer symbol dened by (c) 0 = 1 and (c) n+1 = (c) n (c + n).
4. Suppose that X 0 , . . . , X r , Y are independent random variables such that
In particular, if
5. The probability of the face x 0 = . . . = x k = 0 is computable by the T c transform:
, set f i = 1 − tg i for t small enough and develop t → E( f, X −c ) in a neighborhood of t = 0. Since f, X = 1 − t g, X we have
It follows from the hypothesis T c (X) = T c (Z) that E( g, X n ) = E( g, Z n ) for all n. Thus g, X ∼ g, Z since both are bounded random variables with the same moments. Since this is true for all g ∈ R d+1 we have X ∼ Z. Formula (1) is easy to obtain by induction on k using the fact that
We do not give a proof of the classical formula (2): see Proposition 2.1 of [4] , or [9] where three dierent proofs are discussed. Formula (3) follows from (2) by replacing X, a 0 , . . . , a d by Y, b 0 , . . . , b r and f by f, X 0 , . . . , f, X r . Using conditioning and the independence of X 0 , . . . , X r we obtain
T bj (X j )(f ).
This leads to (4). Property 5 is obvious since the events X 0 + · · · + X k = 0 and X 0 = X 1 = . . . = X k = 0 coincide.
Comments. Theorem 2.1 may be used to obtain a proof of Theorem 1.1 dierent of the Sethuraman original argument. Since it is related to our proof of Theorem 4.1 below we briey sketch it: take X 0 = X, X 1 = B, b 1 = 1 and b 0 = a in (4). Thus
The trick for computing T 1+a (X) is to observe from (1) and (2) that
From (4) we also know that for
The quasi Bernoulli distributions on a tetrahedron
First, we slightly extend the denition of a Dirichlet distribution
we dene the nonempty set T = {i ; a i > 0}. We say that D(a 0 , . . . , a d ) is the Dirichlet distribution concentrated on the tetrahedron E T generated by (e i ) i∈T with parameters
is simply δ ei 0 and does not depend on a. Now recall a simple combinatorial formula where k is a positive integer and a = a 0 + · · · + a d :
The proof is immediate if we use generating functions: expand
−a in a power series on both sides. We now dene our new distributions.
Let a 0 , . . . , a d > 0 and a = a 0 + · · · + a d and let k be a positive integer. The quasi Bernoulli distribution of order k is the distribution on the tetrahedron E d+1 dened as the mixing of Dirichlet distributions
Formula (5) shows that (6) is indeed a probability on E d+1 . Setting c = k in Theorem 4.3 below gives an explicit form of B k (a 0 , . . . , a d ) in the particular case a 0 = . . . = a d = 1. For the sake of simplicity of the next statement denote
Proof. Formula (8) is obvious from the denition of B k (a 0 , . . . , a d ) and formula (2) . To prove (9) denote by
C k the righthand sides of (8) and (9) respectively. Now
Similarly one computes
The remainder of this section is made of several remarks on B k (a 0 , . . . , a d ). Section 4 contains further information about it. If T ⊂ {0, . . . , d} denote by F T the relative interior of E T . This set is sometimes called a face of E d+1 . It is equal to the relative interior of E d+1 if T = {0, . . . , d} and the family of F T 's is a partition of E d+1 . Therefore B k (a 0 , . . . , a d ) is a mixing of distributions on the faces F T which have densities h k,T with respect to the uniform distribution λ T on F T . Here
Note that if T is reduced to one point i 0 , then λ T = δ ei 0 while the relative interior of E T is empty. Observe that if k ≤ d only faces of dimension less than k are charged by B k (a 0 , . . . , a d ). To be more specic, denote a T = i∈T a i and
A probabilistic interpretation of this is
Since the F S are disjoint, for S ⊂ {0, . . . , d} the weights
|T \S| (a S ) k . Let us introduce the symmetric polynomial
Its explicit calculation is not easy. With the convention P 0 = 1, here is a generating function:
In particular, formula (10) shows that P k (a 0 , . . . , a d ) = 0 if k ≤ d and that
With this notation we have
..,d} w T = 1). Another representation of the quasi Bernoulli distribution as a sum of mutually singular measures is
For simplicity denote h k,T by h k,d in the particular case T = {0, . . . , d}. Of course it is not zero only if k ≥ d+1. The following proposition gives a generating function for the sequence
Proof. Restricting (11) to the interior of E d+1 we get, by writing n i = b i − 1 and by using the denition of the Dirichlet distribution
Multiplying both sides by t k−d−1 and summing on k = d + 1, d + 2, . . . will give the proposition. 4 Perpetuities for quasi Bernoulli
We compute now the T k transform of a quasi Bernoulli distribution B k (a 0 , . . . , a d ) and we deduce from it the desired extension of Theorem 1.1.
In particular, if X, B and Y ∼ β(k, a) are independent then
Proof. We have introduced the dierential operator H on U d+1 in Theorem 2.2. Consider the
The idea of the proof is to compute F −1 H k (F ) in two ways. A multinomial expansion shows that
We also observe that
Combining these last two formulas with the denition of B k (a 0 , . . . , a d ) we obtain that
. On the other hand by applying formula (1) to X ∼ D(a 0 , . . . , a d ) and to c = a we get
Comparing the two results yields the proof of T a (X)T k (B)(f ) = T a+k (X). Applying (4) completes the proof of the theorem. ∼ D(a 0 , . . . , a d ), Y k ∼ β(k, a) and B k ∼ B k (a 0 , . . . , a d ) D(a 0 , . . . , a d ) . Since E d+1 is compact there exists a subsequence k n → n→∞ ∞ and a probability µ on E d+1 such that B kn (a 0 , . . . , a d 
Therefore the distribution of (1 − Y kn )X + Y kn B kn converges weakly to µ. As a consequence µ = D(a 0 , . . . , a d ) and does not depend on the particular subsequence (k n ). This proves the result. • If c ≥ 1 and if B ∼
More generally we prove the following Theorem 4.3. Let c be a positive number. For a nonempty set T ⊂ {0, . . . , d} we denote by λ T the uniform probability on the convex set generated by {e i ; i ∈ T }. Introduce also the uniform probability on the union of the faces of E d+1 of dimension k
and consider the signed measure on E d+1 dened by
Then for all f i > 0, i = 0, . . . , d :
In particular, if Y ∼ β(c, d + 1) and X ∼ Λ d are independent, then there exists a random variable B on E d+1 independent of (Y, X) such that X 
Application of Property 5 of Theorem 2.1 shows that necessarily µ(db) has atoms at 0 and 1. As shown by Proposition 4.4 below the mass at 0 is given by the limit
A similar result holds for the mass at 1. However nding the part of µ(db) concentrated on (0, 1) is challenging. One can postulate that it has a density f which therefore satises, in terms of the Gauss hypergeometric function 2 F 1 :
If a 0 and a 1 are positive integers one can show that f is a polynomial of degree a 0 + a 1 − 2 with a complicated expression. 
(Compute the coecient of z d+1 on both sides of (1 + z)
d+c to see this). This proves that the total mass of ν c,d is one. Denote for simplicity
f,x c+d+1 . This is a symmetric function of the f i s. We now show by induction on d that
(16) This is correct for d = 1 since
Assuming that (16) is true for d − 1 we write (recall that T d is the tetrahedron dened in Section 1 and that its Lebesgue measure is 1/d!):
The last equality is enough to extend (16) from d − 1 to d. We now apply (16) to the computation of
From this calculation, statement (12) becomes equivalent to
(17)
Observe now by inversion of summations on the lefthand side that (17) can be rewritten as
.
Now we easily prove that for all i = 0, . . . , d
To see this, it is enough to prove it for i = 0. Denoting
which is obviously true and proves (12). The remainder of the theorem is plain. . 
where
and
Equality (19) is obtained by making the change of variable u i = f 0 x i for i = 0, . . . , k and taking the limit when f 0 → ∞. The second equality of (20) can be easily proved by applying to A = 1+u 0 +· · ·+u k the equality 1
The general case Pr(B = e i ) follows by symmetry. Recall that if (Ω, α) is a measure space such that α(Ω) = a is nite, the Dirichlet process with parameter α is a random probability P ∼ D(α) on Ω such that for any partition
While the term 'process' is questionable since no idea of time is involved in this concept, it is now well ingrained in the literature; the reason is that when Ω is the interval [0, T ] and α is the Lebesgue measure, the distribution function
where Y is the standard gamma Lévy process. A striking property of P ∼ D(α) is that it is almost surely purely atomic:
are iid random variables on Ω with distribution Q = α/a there exists random weights
Various descriptions of the distribution of (W j ) j≥1 can be found in literature, in particular in Ferguson [6] , but the simplest one is obtained from the data of iid (Y j ) j≥1 with distribution β 1,a and by taking
A large ow of papers has followed [6] . The survey by Lijoi and Prunster [10] contains a wealth of information on the Dirichlet process P ∼ D(α) and on the distributions of the functionals Ω f (w)P (dw) with numerous references. We mention also the inspiring paper by Diaconis and Kemperman [5] . The present section describes the analogous random probability P ∼ B k (α) which is such that for any partition (A 0 , . . . , A d ) of Ω we have
The object B k (α) is natural since for k = 1 the random probability P = δ V where V ∼ α/a satises (21). Not surprisingly, we will see that random probabilities on Ω satisfying (21) are concentrated on at most k points V 1 , . . . , V k where V i ∼ α/a, although they will not be independent as they are in the limiting case of the Dirichlet process. Needless to say, the distribution of the random weights on these atoms will not be simpler than in the limiting case. Before stating the theorem for general k we sketch the construction of B 2 (α). We rst select V 1 ∼ α/a. Having done this, with probability 1/(a + 1) we take V 2 = V 1 and with probability a/(a + 1) we choose V 2 independently from V 1 with distribution α/a. Finally we take W 1 uniform on (0, 1) and W 2 = 1 − W 1 and we consider the random probability
For seeing that (21) is fullled for k = 2 we denote a i = α(A i ) for simplicity; we observe that the probability for which (P (A 0 ), . . . , P (A d )) is equal to e i where i = 0, . . . , d is exactly
On the other hand for i = j we have
As a consequence the conditional distribution of (P (A 0 ), . . . , P (A d )) knowing that V 1 ∈ A i , V 2 ∈ A j is equal to the law of W 1 e i + W 2 e j . These two facts show that (21) is correct for k = 2.
Theorem 5.1. Let (Ω, α) be a measure space such that α(Ω) = a is nite and let k be a positive integer. We select the random variables (M, X, W ) as follows:
with the Ewens distribution with parameters k and a:
We denote
t=1 where b t = j for S j−1 < t ≤ S j . 2. Let (X n ) 1≤n≤k be a sequence of i.i.d. random variables with the law α/a, independent of M .
Let the conditional distribution of X given M be the same as the law of (X 1 , . . . , X S k ).
3. Let W = (W t ) k t=1 be a random vector such that the conditional law of W given M is D(B(M )) for (W 1 , . . . , W S k ) and W j = 0 for j ∈ {S k + 1, . . . , k}.
4. When conditioned on M the random variables X and W are independent. Therefore,
• the conditional law of P given M = (3, 0, 0) is the same as 1, 1 ).
• the conditional law of P given M = (1, 1, 0) is the same as
• the conditional law of P given M = (0, 0, 1) is δ X1 .
3. To illustrate the notation of Theorem 5.1, let us come back once more to the case k = 2. Above, we took informally rst V 1 ∼ α/a, then we took V 2 with a mixed distribution
and nally we took P = W 1 δ V1 + W 2 δ V2 . With the new notation, M takes two values
• (M 1 , M 2 ) = (0, 1) with probability 1/(a + 1); in this case X 1 = V 1 = V 2 , B(0, 1) = (2) and P = δ X1 ;
• (M 1 , M 2 ) = (2, 0) with probability a/(a + 1); in this case B(2, 0) = (1, 1), the random probability P has in general two atoms X 1 and X 2 (at least when α has no atoms) and they are mixed by
, that is to say with W 1 uniform on (0, 1).
4. If we consider the particular case where Ω = (0, 1) and where α is the Lebesgue measure (therefore a = 1) the random probability P ∼ B k (α) on (0, 1) will be built according to Theorem 5.1 as follows: for creating M we take a permutation π of {1, . . . , k} with uniform distribution; we consider M = (M 1 , . . . , M k ) which are the number of the cycles of π of size 1, . . . , k, respectively; the sequence M induces a partition B(M ) of the integer k; we take i.i.d. random variables (X n ) 1≤n≤k uniformly distributed on (0, 1) such that they are independent of M (then X 1 , . . . , X M1+···+M k will be the points of discontinuity of the random distribution function F (t) = P ([0, t]))); we take nally a Dirichlet random variable W = (W t )
We now observe that conditionally on M and X we have Z ∼ D(B 0 , . . . , B d ). To see this we use the denition of Z for writing
A property of the Dirichlet distribution is that if b i = ki j=1 a ij with a ij ≥ 0 and i = 0, . . . , d, if
and if
A quick way to see this is to use (2) . We apply this principle to (X ij ) = (W t ), to k i = k, to a t = a ij = j when Sj−1<t≤Sj , and to Y i = P (A i ). We obtain:
The last step of the proof removes the conditioning on X and M. Here in (25) below we use the notation σ j introduced in (7):
Line ( This section gives an application of Theorems 1.1 and 4.1, does not contain new results and serves as a conclusion. Consider the homogeneous Markov chain (X(n)) n≥0 valued in the convex hull E d+1 of (e 0 , . . . , e d ) with the following transition process: Given X(n) ∈ E d+1 choose randomly a point B(n + 1) ∈ E d+1 such that B(n + 1) ∼ B k (a 0 , . . . , a d ) and independently a random number Y n+1 ∼ β(k, a). Now draw the segment (X(n), B(n + 1)) and take the point Theorem 6.1. If E is a metric space and if C is the set of continuous maps f : E → E let us x a probability ν(df ) on C. Let F 1 , F 2 , . . . be a sequence of independent random variables on C with the same distribution ν. Dene W n = F n • . . .
• F 2 • F 1 and Z n = F 1 • . . .
• F n−1 • F n . Suppose that almost surely Z = lim n Z n (x) exists in E and does not depend on x ∈ E. Then 1. The distribution µ of Z is a stationary distribution of the Markov chain (W n (x)) n≥0 on E;
2. if X and F 1 are independent and if X d = F 1 (X) then X ∼ µ.
Choose E = E d+1 . Apply Theorem 6.1 to the distribution ν of the random map F 1 on E d+1 dened by (
converges almost surely to the sum of the following converging series
and therefore the hypotheses of Theorem 6.1 are met. As a consequence the Dirichlet law D(a 0 , . . . , a d ) is the unique stationary distribution of the Markov chain (X(n)) n≥0 and is the distribution of Z dened by (26). Finally recall the denition of a perpetuity [7] on an ane space A. Let ν(df ) be a probability on the space of ane transformations f mapping A into itself. We say that the probability µ on A is a perpetuity generated by ν if X d = F (X) when F ∼ ν and X ∼ µ are independent. If the conditions of Theorem 6.1 are met for ν, there is exactly one perpetuity generated by ν. Theorems 1.1, 4.1 and 4.3 say that the Dirichlet distribution is a perpetuity for the random ane map F (x) = (1 − Y )x + Y B on the ane hyperplane A of R d+1 containing e 0 , . . . , e d generated by various distributions ν of (1 − Y, Y B). Theorem 6.1 shows that a Dirichlet process is also a perpetuity generated by the distribution of (1 − Y, Y B) where the set of probabilities on Ω replaces the tetrahedra with d + 1 vertices and where Y ∼ β(k, a) is independent of the quasi Bernoulli process B k (α). 
