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Despite considerable advances in missing data imputation methods over the last 
three decades, the problem of missing data remains largely unsolved. Many 
techniques have emerged in the literature as candidate solutions. These 
techniques can be categorised into two classes: statistical methods of data 
imputation and computational intelligence methods of data imputation. Due to 
the longstanding use of statistical methods in handling missing data problems, it 
takes quite some time for computational intelligence methods to gain profound 
attention even though these methods have analogous accuracy, in comparison 
to other approaches. The merits of both these classes have been discussed at 
length in the literature, but only limited studies make significant comparison to 
these classes.  
 
This thesis contributes to knowledge by firstly, conducting a comprehensive 
comparison of standard statistical methods of data imputation, namely, mean 
substitution (MS), regression imputation (RI), expectation maximization (EM), 
tree imputation (TI) and multiple imputation (MI) on missing completely at 
random (MCAR) data sets. Secondly, this study also compares the efficacy of 
these methods with a computational intelligence method of data imputation, 
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namely, a neural network (NN) on missing not at random (MNAR) data sets. The 
significance difference in performance of the methods is presented. Thirdly, a 
novel procedure for handling missing data is presented. A hybrid combination of 
each of these statistical methods with a NN, known here as the post-processing 
procedure, was adopted to approximate MNAR data sets. Simulation studies for 
each of these imputation approaches have been conducted to assess the impact 
of missing values on partial least squares structural equation modelling (PLS-
SEM) based on the estimated accuracy of both structural and measurement 
parameters.  
 
The best method to deal with particular missing data mechanisms is highly 
recognized. Several significant insights were deduced from the simulation 
results. It was figured that for the problem of MCAR by using statistical methods 
of data imputation, MI performs better than the other methods for all 
percentages of missing data. Another unique contribution is found when 
comparing the results before and after the NN post-processing procedure. This 
improvement in accuracy may be resulted from the neural network’s ability to 
derive meaning from the imputed data set found by the statistical methods. 
Based on these results, the NN post-processing procedure is capable to assist 
MS in producing significant improvement in accuracy of the approximated 
values. This is a promising result, as MS is the weakest method in this study. 
This evidence is also informative as MS is often used as the default method 
available to users of PLS-SEM software.      
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CHAPTER 1  
 
INTRODUCTION 
 
1.1 Research Background 
 
Standard data analysts are trained to deal with complete data sets that are clean 
and reliable in the sense that there are no missing values. In reality, many 
researchers commonly face the problem of missing data. For example, in a 
clinical trial, the subject may be withdrawn from the study or be unavailable for 
the next measurements to be taken. Archaeologists can rarely find complete 
data on their subject. In laboratory experiments, certain measurements may not 
be made when their magnitudes are below a certain value. In sample survey 
practice, the subject may refuse to answer, or forget to respond to, certain 
questions. These unwanted incidents produce incomplete data sets that contain 
both observed and missing data. 
 
Handling incomplete data is an important issue, especially in modelling, since 
this may impact on interpretations of the data or on the models created from the 
data (McKnight et al., 2007). The presence of missing observations can pose 
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serious problems for researchers because it may result in misleading 
conclusions being drawn from a research study (Huanga et al., 2006). A number 
of methods have therefore been developed for dealing with such situations 
(Roth, 1994). One simple approach to handling missing values is to omit any 
incomplete cases from the data set. This approach known as complete case 
analysis, may disregard valuable information, especially in a small sample. An 
alternative approach to missing values is to use the information available in the 
data set to compute the missing values. These approaches are known as 
imputation methods. 
 
With a large variety of such methods currently in existence, researchers should 
be aware of their best available options for handling missing data in their 
studies. There is a recognised need for further investigation into deciding which 
method is suitable for a given application. The present research is therefore 
designed to compare statistical methods and computational intelligence methods 
of data imputation, in terms of their efficacy for partial least squares structural 
equation modelling (PLS-SEM) with incomplete data.  
 
Structural equation modelling (SEM) has become a quasi-standard in 
management research for analysing the cause-effect relations between latent 
constructs (Bollen, 2011). This approach provides a useful and flexible tool for 
statistical model building and analysis. There are two types of SEMs: the 
covariance-based (CB-SEM), and variance-based partial least squares (PLS-
SEM) approach. Although both methods share the same root (Wold, 1985), 
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previous management research has been dominated by the CB-SEM 
(Baumgartner & Pieters, 2003) approach. Recently, however, the component 
PLS-SEM approach has gained some prominence in management research with 
the recognition that PLS-SEM’s distinctive methodological features make it a 
possible alternative (Hair et al., 2011; Henseler et al., 2009). This is particularly 
so for exploratory modelling using SEM (Gefen et al., 2011). In addition, PLS 
SEM is robust for relatively small samples (Chin & Newsted, 1999), a particularly 
attractive feature for management studies, and can naturally accommodate 
formative latent variables (Diamontopoulous & Siguaw, 2006).  It therefore, 
supports and facilitates investigation of both small and simple to large and 
complex path models. 
 
A variety of enhancements to PLS-SEM have been developed in recent years, 
including: confirmatory tetrad analysis to empirically test construct measurement 
models (Gudergan et al., 2008); guidelines for analysing moderating effects 
(Henseler & Fassot, 2010); non-linear effects (Rigdon et al., 2010); and, finite 
mixture partial least squares facility to fit and analyse separate models emerging 
from the segmentation of the observations (Hahn et al., 2002). PLS SEM is also 
relatively attractive as it does not require any distributional properties to be 
exhibited by the data but this facility is also now becoming available in CB SEM 
packages using the asymptotic distribution free (ADF) facility. These 
enhancements expand PLS-SEM’s general usefulness as a research tool in 
management studies and social sciences, in general. 
 
4 
 
PLS also can estimate causal models in many model and data situations (Hair et 
al., 2011), especially when complex models and secondary data are involved. 
Secondary data, whose use is becoming more and more common in business 
research, is typically collected without the benefit of a theoretical framework and 
is often not a good match for CB-SEM analysis. In light of the need in CB-SEM 
for high-quality and specially developed manifest variables, PLS-SEM may often 
be the better choice for structural modelling of secondary data (Rigdon et al., 
2010). Furthermore, PLS is primarily intended for causal-predictive analysis in 
situations of high complexity but low theoretical information. Clearly, there are 
many areas in business and management where theory is underdeveloped, 
which may suit the use of PLS-SEM.  
 
These original features and enhancements that expand PLS-SEM’s general 
usefulness make this approach especially useful as a research tool in support of 
management studies, and social sciences in general. In this research, the PLS 
approach was particularly chosen due to this ability to fit relatively small data 
sets, its relative ease of use, extensive functionality and , not least, as it is an 
under-researched approach to SEM that is gaining such a large user base 
amongst the management studies community. 
 
However, structural equation modelling (CB-SEM and PLS-SEM), was not 
designed for dealing with missing data. Complete data is required and 
adjustments must be made to the data set when data is incomplete, either by 
removal or replacement of values. In this study we develop a novel procedure 
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for handling missing data, which combines standard statistical methods of data 
imputation with a neural network. Our procedure showed to increase the 
accuracy of the estimated values.  
 
1.2 Problem Statement 
 
Most existing literature regarding incomplete data in SEM has dealt only with the 
co-variance-based SEM (CB-SEM) (Muthen et al., 1987; Brown, 1994; Arbuckle, 
1996; Olinsky et al., 2003; Enders, 2006). Little research has been published in 
relation to component-based SEM, also known as PLS-SEM. Only the recent 
studies by Cordeiro et al. (2010) and Kristensen and Eskildsen (2010) report the 
efficacies of different methods for handling missing data for PLS-SEM. In the 
present investigation we therefore focus on PLS-SEM since this approach offers 
vast potential for SEM researchers, especially in the marketing and 
management information systems disciplines (Henseler et al., 2009).    
 
Statistical methods of data imputation are well researched and are provided as 
options by most of the popular statistical software packages. Unlike statistical 
methods, computational intelligence methods of data imputation are less widely 
used for handling missing data as they require knowledge of coding and 
specialized computer software. Nevertheless, it is important to select the best 
imputation method to handle missing data since the consequences for not doing 
so are reflected in the quality of both, the estimators and the models, fitted to the 
resulting data. Although previous research has investigated the performance of 
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traditional and other modern statistical methods for handling missing data in 
SEM (Brown, 1994; Olinsky et al., 2003), no attempt has so far been reported of 
evaluating the performance of estimating missing data using the computational 
intelligence methods of data imputation, such as a neural network (NN) in SEM. 
The present research compares the imputation methods of mean substitution, 
regression imputation, tree imputation, expectation maximization, multiple 
imputation and neural network in terms of their efficacy for estimating missing 
data with PLS-SEM.   
 
On the other hand, there has been little discussion of the strategies that can be 
used to combine a number of known methods for handling missing data. This 
thesis aims to propose a novel procedure that combines NN and other statistical 
methods of data imputation for handling missing data. Through PLS-SEM, the 
performance of various imputation methods applied in this study is compared in 
terms of their ability to produce values for fitted structural equation models  in 
the vicinity of the correct values under different types of missing data - missing 
completely at random (MCAR) and missing not at random (MNAR).  
 
According to Brown (1994), there could be more critical problems inherent in the 
situation in which the data is MNAR rather than MCAR. There is therefore a 
need to investigate the impact of MNAR on the fitted PLS-SEM model, 
specifically to identify which method of data imputation is suitable for handling 
the problem of MNAR data.  
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1.3 Research Objectives 
 
The purpose of this research is to compare some of the standard methods of 
data imputation in handling incomplete MCAR and MNAR data. A comparison is 
made of the accuracy of the methods in modelling data from a customer 
satisfaction market survey study using PLS-SEM. The specific objectives of this 
research are: 
a) to describe and compare the performance of five missing data methods, 
namely: mean substitution, regression imputation, expectation 
maximization, tree imputation and multiple imputation, in handling 
incomplete MCAR data for PLS-SEM; 
b) to describe and compare the performance of six missing data methods, 
namely, mean substitution, regression imputation, expectation 
maximization, tree imputation, multiple imputation and neural network, in 
handling incomplete MNAR data; 
c)  to investigate the effect of two different sample sizes, in particular 100 
cases and 250 cases, to illustrate the situation of both small and large 
samples in handling incomplete MCAR data; 
d) to investigate the effect of the varying rates of missing observations, 
particularly the effect of 5%, 10% and 15% missing data rates for MCAR 
on the precision of the PLS-SEM estimates; 
e) to propose a novel procedure resulting from combining a neural network 
with the other five standard statistical methods of data imputation, to deal 
with MNAR data.  
8 
 
 
To accomplish this, the published customer satisfaction model (Tenenhaus et 
al., 2005) and data, are used as the baseline for each of the experiments. 
 
1.4 Significance of Findings 
 
Although a great deal of research has been conducted in comparing the best 
ways of approximating missing values, no method for handling missing data can, 
up to the present, be deemed better than others in all situations. This thesis will 
contribute to building this knowledge by identifying suitable methods for handling 
missing data with particular missing data mechanisms in SEM applications.  
 
In Chapter 2, we offer a simple clarification of various methods for handling 
missing data by classifying them in two categories: case deletion and imputation 
method. We aim to assist researchers from a variety of disciplines, including 
management, psychology, sociology, education, medicine and marketing, to 
plan more informative studies by considering the possible effects of missing data 
on their ability to reach valid and replicable inferences with modelling using PLS-
SEM. 
 
Since most statistical packages require the use of complete data before 
conducting any procedure for data analysis, the use of missing data methods 
can ensure a consistency of results across analysis which cannot be fully 
provided by an incomplete data set. Most current software offers their users only 
9 
 
one or two approaches for dealing with missing data. This is the case with PLS-
SEM software which typically offers listwise or pairwise deletion and mean 
substitution. These have been shown to yield biased estimates, especially when 
the missing data is MNAR (Olinsky et al., 2003; Ismail, 2003). Even deleting 
incomplete cases from the data set, when applying listwise and pairwise, may 
lead to a loss of significant information for the fitting process, especially in small 
samples. In this thesis, we therefore seek to provide a step-by-step process 
involved in using methods of data imputation, together with the rationale of the 
proposed process.  
 
More importantly, this study will focus on applying partial least squares with 
structural equation modelling, in order to assist  researchers who face the 
problem of missing data in small sample sizes when they do not have a priori 
distributional assumptions. A small sample will limit the performance of 
imputation methods based on modelling the distribution of missing data. 
Compared to the existing methods, the use of a new method of data imputation 
with less bias and more consistent results may contribute to the success of 
researchers in providing better solutions. 
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1.5 Thesis Outline  
 
The remainder of this thesis is structured as follows: 
 
Chapter 2 presents the missing data patterns and mechanisms as described by 
Rubin (1976) and Little and Rubin (2002). These are the seminal papers that 
established a universal classification system for missing data which is widely 
used in the research literature today. A review of the main methods of data 
imputation encountered in published research articles or in standard statistical 
software packages is also provided. 
 
Chapter 3 compares the two approaches in SEM: PLS-SEM and CB-SEM. A 
review of studies that apply PLS-SEM in various areas has also been given. This 
chapter also discusses previous studies which offer examples of handling 
missing SEM data. Finally, the last section of this chapter provides an outline of 
the PLS-SEM algorithm.  
 
Chapter 4 presents the basic foundation of neural networks, learning rules and 
its architecture. The chapter also investigates the use of neural network for 
prediction, specifically in estimating the missing values. 
 
In Chapter 5, the data set used in this thesis is presented, together with the 
design of the experiments, the experimental procedure and the criteria for 
evaluation. The chapter also introduces a novel procedure for handling missing 
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data, a combination of standard statistical imputation method with neural 
network, thereafter are refer this procedure as the post-processing procedure. 
 
Chapter 6 discusses the experimental results. In the first section, we report on 
the experiments conducted using MCAR and MNAR data that are fitted to the 
first-order customer satisfaction (ECSI) model. The subsequent section presents 
the experiment carried out with MCAR and MNAR data fitted to the second-order 
model revised from this customer satisfaction model. 
 
Chapter 7 discusses the major findings of this research. In this chapter, the 
results and related graphs are discussed. The first section presents the 
performance rankings of the five imputation methods when estimating the first-
order PLS-SEM model and the second-order PLS-SEM model with missing data 
under the MCAR mechanism and those of the eleven imputation methods when 
estimating the same models under the MNAR mechanism. The subsequent 
sections present the efficacy of each method in comparison to the other 
imputation methods, both as a stand-alone procedure and a composite post-
processing procedure. Finally, the findings are summarized in the last section. 
 
Chapter 8 concludes the thesis with a summary of the study and offers insights 
into the possibilities for further research that could be conducted in this area of 
study. 
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CHAPTER 2 
 
MISSING DATA 
 
2.1 Introduction 
 
Missing data in a database may arise due to various reasons, including data 
entry errors or non-response to items during the process of data collection. 
Table 2.1 illustrates a database consisting of four variables - age, gender, 
income and educational level - where the values for some variables are missing. 
For instance, the income and age for the second and third records respectively 
are unavailable. 
 
Table 2.1: Table with missing values 
 
Age Gender Income Educational level 
25 Male  2000 B.Sc. 
33 Female  M.Sc. 
 Female 4500 Ph.D. 
30 Male 3000 Diploma 
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Thus the question arises, how do we know the income for the second record? 
Similarly, how do we know the age for the third entry? Are there any 
mechanisms to predict or approximate the missing data in the database? 
 
 
A number of methods have been developed for dealing with these questions, 
and extensive research has been carried out to discover different ways of 
approximating the missing values. Prior to the 1970s, the issue of missing data 
was addressed by editing (Schafer & Graham, 2002), whereby a missing item 
could be logically inferred from other data that had been observed. Dempster, 
Laird and Rubin (1977) formulated the Expectation Maximization (EM) algorithm 
that led to the full use of Maximum Likelihood (ML) methods in resolving the 
missing data problem. Little and Rubin (2002) later introduced the Multiple 
Imputation (MI) approach. Multiple Imputation would not have been possible 
without the advancements in computing power (Schafer & Olsen, 1998) as they 
are computationally intensive.  
 
Since about 2000, computational intelligence methods of data imputation using 
machine learning approaches have been developed, but these methods are not 
widely used as they require knowledge of computer coding and computer 
software. It can be suggested that, because of the longstanding use of traditional 
statistical methods of data imputation, it has taken some time for these 
computational methods to gain general favour even though they are as 
acceptable as other approaches.  
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Missing data is a very common problem in empirical research (Downey & King, 
1998) especially when conducting surveys, because these usually involve 
multiple responses from a large number of respondents (Quinten & Raaijmakers, 
1999). However, this topic has received less coverage in business and 
management, even though it is common for many researchers in this area to 
utilize surveys as their primary or secondary research methodology. On the 
other hand, certain fields such as organizational behaviour (Roth et al., 1999), 
statistics (Stinebrickner, 1999), psychometrics (Brown, 1983; Newman, 2003) 
and social science (Fricker & Tourangeau, 2010) have paid more attention to the 
issue. As a consequence, approaches to data analysis that are regularly used by 
business and management scholars have not employed these newer methods of 
data imputation. One of the purposes of the present research, therefore, is to 
familiarize empirical business and management researchers with the key issues 
of dealing with missing data.  
 
In this chapter we present the mechanisms and patterns of missing data as 
described by Rubin (1976) and Little and Rubin (2002). Rubin established a 
universal classification scheme for missing data problems that is widely used in 
the literature today. Furthermore, we describe the main methods of data 
imputation that have been used in published management research articles or 
are available in standard statistical software packages. 
 
 
15 
 
2.2 Missing Data Patterns 
 
As a starting point, it is useful to distinguish between missing data patterns and 
missing data mechanisms. These terms have very different meanings but 
researchers sometimes use them interchangeably. A missing data pattern refers 
to the configuration of observed and missing values in a data set, whereas 
missing data mechanisms describe possible relationships between measured 
variables and the probability of missing data (Enders, 2010). In other words, a 
missing data pattern simply describes the location of the “blanks” in the data and 
does not explain why the data is missing.  
 
Figure 2.1 below depicts six prototypical missing data patterns proposed by 
Enders (2010), with the shaded areas representing the location of missing 
values in the data set. The univariate pattern (a) has missing values restricted to 
a single variable. This pattern is relatively rare in some disciplines but can arise 
in experimental studies. For example, suppose that Y1 through to Y3 are 
manipulated variables and Y4 is the incomplete outcome variable. A unit 
nonresponse pattern (b) often occurs in survey research, where Y1 and Y2 are 
characteristics that are available for every member of the sampling frame, and 
Y3 and Y4 are surveys that some respondents refuse to answer. A Monotone 
missing data pattern (c) is typically associated with a longitudinal study where 
participants drop out and never return. A general missing data pattern (d) is 
perhaps the most common configuration of missing data. As seen in Figure 2.1, 
a general pattern has missing values dispersed throughout the data matrix in a 
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random pattern. This seemingly random pattern is deceptive because the values 
can still be systematically missing. 
 
 
 
 
(a) Univariate Pattern 
Y1 Y2 Y3 Y4 
(b) Unit Nonresponse Pattern  
Y1 Y2 Y4 Y3 
Y1 Y2 Y3 Y4 Y1 Y2 Y3 Y4 
(e) Planned Missing Pattern (f) Latent Variable Pattern  
Y1 Y2 Y3 Y4   ξ Y2 Y3 Y4 
(d) General Pattern  (c) Monotone Pattern 
Figure 2.1: Six prototypical missing data patterns.  
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A planned missing data pattern (e) corresponds to the basic idea of three-form 
questionnaire design (Graham et al., 1996). The basic idea this design is to 
distribute questionnaires across different forms and to administer a subset of the 
forms to each respondent. For example, the design leads to the distribution of 
four questionnaires across three forms, such that each form includes Y1 but is 
missing Y2, Y3, or Y4. Planned missing data patterns are useful for collecting a 
large number of questionnaire items while at the same time reducing respondent 
burden. Finally, the Latent Variable pattern (f) is designed for latent variable 
analyses where the values of the latent variables are missing for the entire 
sample. For example, a confirmatory factor analysis model uses a latent factor 
to explain the associations among a set of manifest variables (e.g., Y1 through 
Y3), but the factor scores themselves, ξ, are completely missing. 
 
From a practical point, distinguishing missing data patterns is no longer so 
important because multiple imputation methods are well suited for any missing 
data pattern (Enders, 2010). The present research focuses primarily on general 
missing data pattern (d) because this pattern works well with almost all methods 
of data imputation and is commonly used in survey research. 
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2.3 Missing Data Mechanisms 
 
Little and Rubin (2002) distinguish between three missing data mechanisms: 
Missing Completely at Random (MCAR), Missing at Random (MAR) and Missing 
Not at Random (MNAR), as described below. 
 
2.3.1 Missing Completely at Random (MCAR) 
 
Data is said to be MCAR when the probability that an observation is missing 
does not depend on either observed or unobserved values. In other words, the 
probability that an observation is missing is not associated with any variables 
that have been measured or with any variables that are not measured. For this 
reason MCAR data is equivalent to a simple random sample of the full data set. 
The missing data for a variable age, for example, is said to be MCAR if the 
missing value is unrelated to the variable age itself or to the values of any other 
variable in the database, whether missing or observed (Allison, 2002).  
 
In this situation, cases with complete data are indistinguishable from cases with 
incomplete data. In Table 2.2 the missing value in x3 is said to be MCAR if the 
value missing does not depend on the values in x1,x2, x4 and x5 and also on x3 
itself. 
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Table 2.2: Table with missing entries 
 
Observation x1 x2 x3 x4 x5 
1 25 3.5  5000 -3.5 
2  6.9 5.6  0.5 
3 45 3.6 9.5 1500 46.5 
4 27 9.7 7.1 3000  
 
    
2.3.2 Missing at Random (MAR) 
 
Missing at Random requires that the cause of missing data be unrelated to the 
missing values themselves. Although, the cause may be related to other 
observed variables (Schafer, 1997). MAR occurs when cases with missing data 
are different from the observed cases but the pattern of missing data is 
predictable from other observed variables. For example, if the probability of 
missing data on income depends on marital status but, within each category of 
marital status, the probability of missing income is unrelated to the value of 
income, income in this case is considered as MAR (Little & Rubin, 2002).  
 
In this case, the cause of the missing data is due to external influence and not to 
the variable itself (Schafer & Graham, 2002). In Table 2.2, the missing value in 
x3 is said to be MAR if the value missing depends on the values in x1,x2, x4 and 
x5 but not on the variable x3 itself. 
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2.3.3 Missing Not at Random (MNAR) 
 
Missing Not at Random (MNAR) implies that the missing data mechanism is 
related to the missing values. For example, if high income households are less 
likely to report their income even after adjusting for other variables, then the 
probability of missing income is said to be MNAR (Little & Rubin, 2002). In this 
case, the pattern of missing data is not predictable from other variables in the 
data set. MNAR data is the most difficult to approximate and model compared to 
the two other missing data mechanisms (Rubin, 1987), therefore thorough 
strategies for dealing with MNAR data are needed. In Table 2.2,  the missing 
value in x3 is said to be MNAR if the missing value in x3 depends on the values 
in variable x3 itself. 
 
2.4 Strategies for Dealing with Missing Data 
 
There are currently various methods for dealing with missing data available in 
statistical packages (Yansaneh et al., 1998). These range from simple methods 
such as data deletion to methods employing sophisticated statistical or 
computational strategies. The following discussion reviews some of the most 
commonly provided methods of data imputation, starting with the simple 
practices and proceeding to introduce those that are more complicated. 
 
 
21 
 
2.4.1 Listwise Deletion  
 
This is the default procedure in the SAS, SPSS and MINITAB statistical 
packages. Only those cases with no missing values are used, so it is the easiest 
method for handling missing data (Roth, 1994). The disadvantage with this 
procedure is the discarding of the information contained in incomplete cases. 
When there are only a few cases with missing values, little information contained 
in the incomplete cases is lost, but much is lost when there are many cases with 
missing values. In such circumstances, treating missing data using this method 
is plausible only if such data is a small proportion of the available complete data 
in the database (Little & Rubin, 2002). Otherwise, using this method when the 
missing data represents a relatively high proportion may lead to biased results 
and findings. 
 
2.4.2 Pairwise Deletion  
 
Also known as available case analysis, pairwise deletion is a simple alternative 
that can be used for many linear models, including linear regression, factor 
analysis and more complex structural equation models. It is well known, for 
example, that a linear regression can be estimated using only the sample means 
and covariance matrix or, equivalently, the means, standard deviations, and 
correlation matrix. The idea of pairwise deletion is to compute each of these 
summary statistics using all the cases that are available. For example, to 
compute the covariance between two variables X and Z, all the cases that have 
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data present for both X and Z are used. Once the summary measures have 
been computed, they can be used to calculate the parameters of interest, for 
example, regression coefficients. Although this may seem a sound idea in 
principle, it has many potential inconsistencies, and its use is rarely justified in 
practice. For example, different means may be used to generate each 
correlation of variable X and Y in a matrix. Currently, different statistical 
packages may calculate pairwise covariances using different formulas and so 
may yield different results for what is ostensibly the same correlation. Without 
stronger justification, this approach is probably best avoided. Taking Table 2.2 
as an example of pairwise deletion method, observation number 1 will be used 
whenever there is any analysis that does not involve variable x3. 
 
2.4.3 Imputation Methods 
 
The previous two (listwise and pairwise) methods of handling missing data make 
use of the data that are available only. However, in some instances it might be 
prudent to fill-in (impute) the missing cases. By imputing the missing values, the 
researcher is then able to use SEM or any standard statistical techniques that 
require complete data sets. Imputation methods involve replacing missing values 
with estimated values based on information available in the data set. Imputation 
methods can be either single or multiple. In single imputation the missing value 
is replaced with one imputed value, while in multiple imputation several values 
are used. The following section describes how each of the imputation methods 
works. 
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2.4.3.1 Mean Substitution (MS) 
 
The most popular method of imputation is the substitution of a missing entry by 
the corresponding variable's mean value. This is referred to as Mean 
Substitution (MS). The popularity of MS is probably the result of its simplicity. 
However, an important limitation of MS is that the variance of the resulting 
imputed data systematically underestimates the real variance (Little & Rubin, 
2002) suggesting. Employing the MS method in Table 2.2, the missing values in 
variable x3 will be substituted by averaging the values of the available values in 
this variable. In this case the value will be  
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2.4.3.2 Regression Imputation (RI) 
 
In the regression imputation (RI), a regression equation is developed based on 
complete case data for a given variable, treating the missing variable as the 
dependent variable and using all other relevant variables in the data set as 
predictors. For the cases where the value is missing, its value is predicted or 
approximated based on the regression equation developed in terms of these 
other variables (Little & Rubin, 2002). It is noted that with this method, a 
regression model is fitted for each variable with missing values, whereas the 
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other variables are used as independent variables. The process is repeated 
sequentially for variables with missing values, which means that for a variable xj 
with missing values, a model is fitted using cases with observed values for the 
other variables. 
 
Using the regression method in Table 2.2 to approximate the missing value in 
observation 1, a regression equation will be fitted in terms of variables x1, x2, x4, 
and x5. The equation can be formulated as 
 
xbxbxbxbbx 554422113 0       (2.2) 
 
The fitted model includes the regression parameter estimates bi, the regression 
coefficients. Equation 2.2 can then be used to estimate the missing value by 
substituting the corresponding values of x1, x2, x4, and x5 into the equation. 
 
When regression imputation is used to fill-in missing values on the dependent 
variables, those with missing values on the dependent variables will be perfectly 
predicted. Thus, inflating the predictive power of the model (Enders, 2010). On 
the other hand, if regression imputation is used to fill-in missing values on the 
independent variables, the imputed values will be perfectly correlated with the 
other variables in the model. Thus, increasing multicolinearity among the 
independent variables (Enders, 2010). 
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2.4.3.3 Tree-based Imputation (TI) 
 
There are two basic types of tree-based missing data method that can be 
characterized in terms of the scale of measurement of the response variable 
(Breiman et al., 1984; Quinlan, 1989; Mesa et al., 2000), namely, classification 
tree and regression tree. In the former, the variable with missing data is 
assumed to be a nominal variable, whereas under the regression tree model it is 
numerical.  
 
Handling missing values using the classification tree imputation method is very 
straightforward. First, a variable with missing data is taken, together with the 
independent variables without missing entries. A classification/regression tree is 
then built which represents the distribution of the response variable in terms of 
the values of independent variables. The missing values in the response 
variable are then imputed using an appropriate approach, for instance, mean 
substitution, based on the “complete data" entities in the same node (Mesa et 
al., 2000). 
 
A second option is to impute the data using the regression tree where the 
procedure is just same like regression imputation. A simple example would be to 
employ conventional regression in which a predictor with the missing data is 
regressed on other predictors with which it is likely to be related. The resulting 
regression equation can then be used to impute what the missing values might 
be. 
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2.4.3.4 Neural Networks Imputation (NN) 
 
There is little guidance in the literature about the use of neural networks (NN) in 
handling missing data problems. It is a relatively new computational method that 
is based on conceptual models of the anatomy of the brain. NN can modify its 
behaviour in response to its environment. In other words, it learns from 
experience and generalizes from previous examples when applying to new 
situations. In the context of missing data, NN can be trained on data sets with no 
missing data and then used to impute values for those cases where data is 
missing (Wilmot & Shivananjappa, 2001).  
 
An advantage of this method is that it does not make any distributional 
assumptions about the data set. In addition, several alternative estimates for the 
missing values can be generated from the network repetition with a difference 
hidden layer (Gupta & Lam, 1996).  A disadvantage is that the method is 
complex and not easy to understand. Since NN are also computationally 
intensive, relatively few researchers use it for their data.  
 
Lam and Gupta (1996) were the first to use NN to reconstruct missing values in 
multivariate data, comparing the results obtained with MS and RI. This 
demonstrated that NN consistently outperformed the other two methods. The 
study by Wilmot and Shivananjappa (2001) compared the use of NN to hot deck 
imputation in a study of travel data. Their results suggest that NN produces more 
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accurate imputed values than the hot deck procedure. They also claimed that 
NN was more difficult and time-consuming to construct than hot deck. 
Experience in the development and use of NN is therefore needed to obtain and 
improve the performance of NN. In addition, Nordbotten’s study (1998) involving 
agricultural data discussed experiments using NN to increase the effectiveness 
of statistical editing and imputation. A recent study by Marwala (2009), which 
investigated medical data, compared the use of NN and the genetic algorithm 
(GA). Their results show that the NN model yields higher accuracy than when 
using GA. The low accuracy of the GA may be attributed to the fact that the GA 
converges slowly, hence the global optimum may not have been obtained. The 
details of the NN imputation method are presented in Chapter 4.  
 
2.4.3.5 The Expectation Maximization Algorithm (EM) 
 
The Expectation Maximization (EM) algorithm is a procedure that is particularly 
important for missing data analyses. The origins of EM date back to the 1970s 
(Orchard & Woodbury, 1972; Dempster et al., 1977). The early applications 
primarily focused on estimating a mean vector and a covariance matrix with 
missing data, but methodologists have since extended the algorithm to address 
a variety of difficult complete data estimation problems, including multilevel 
models (Liang & Bentler, 2004).   
 
The EM algorithm is a two-step iterative procedure that consists of an E-step 
and an M-step (E and M stand for expectation and maximization, respectively). 
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The estimation process for a mean vector and a covariance matrix with missing 
data are described below.  
 
The iterative process starts with an initial estimate of the mean vector and the 
covariance matrix, perhaps from listwise deletion. The E-step uses the elements 
in the mean vector and the covariance matrix to build a set of regression 
equations that predict the incomplete variables from the observed variables. The 
purpose of the E-step is to fill in the missing values. The M-step subsequently 
applies standard complete data formulas to the filled-in data to generate updated 
estimates of the mean vector and the covariance matrix. The algorithm carries 
the updated parameter estimates forward to the next E-step, where it builds a 
new set of regression equations to predict the missing values. The subsequent 
M-step then re-estimates the mean vector and the covariance matrix. EM 
repeats these two steps until convergence is obtained. Convergence occurs 
when the change of the parameter estimates from iteration to iteration becomes 
negligible. The main steps involved in the EM approach are summarized below 
(Little & Rubin, 2002): 
1. Replace missing values by estimated values. 
2. Estimate parameters. 
3. Re-estimate the missing values using the estimated parameters. 
4. Iterate between step 2 and 3 until convergence. 
 
The advantage of the EM approach is that it has well known statistical properties 
and generally performs better than methods such as listwise, pairwise deletion 
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and MS because it assumes that incomplete cases have data missing at random 
rather than missing completely at random (Allison, 2002; Rubin, 1987). The 
disadvantage of the EM approach is that it can be very slow to converge with 
large proportions of missing data (Allison, 2002; Rubin, 1987).  
  
2.4.3.6 Multiple Imputation (MI)  
 
Multiple Imputation (MI) combines the strength of a maximum likelihood 
approach with the EM and creates five to ten data sets in which raw data are 
generated that can be used to substitute the missing data (Schafer, 1999). The 
data from the imputed data set is then pooled and parameters are estimated. MI 
works by generating a maximum likelihood based covariance matrix and vector 
of means, similar to the EM algorithm. MI takes the process one step further by 
introducing statistical uncertainty into the model and using that uncertainty to 
emulate the natural variability among cases encountered in a complete data set. 
MI then imputes actual data values to fill in the incomplete data points in the 
data matrix (Little & Rubin, 2002). 
 
The data analyst then analyses each data set, collects the results from the 
analyses, and summarizes them into one summary set of findings. For instance, 
a researcher may wish to perform a multiple regression analysis on a data set 
with incomplete data. The researcher would run MI, generate ten imputed data 
sets, and run the multiple regression analysis on each of the ten data sets. The 
researcher then combines the results from the ten regression analyses together 
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into a single summary. MI has several advantages. It is fairly well understood 
and robust to violations of non-normality of the variables used in the analysis. It 
outputs complete data matrices and is clearly superior to listwise, pairwise and 
MS in handling missing data in most cases (Olinsky et al., 2003). The 
disadvantages include the time required to impute five to ten data sets, fitting 
models for each data set separately, and recombining the model results into one 
summary. 
 
MI appears to be one of the most applicable method for general purpose 
handling of missing data in multivariate analysis. The basic procedures of MI, as 
presented in Little and Rubin (2002), are: 
1. Impute missing values using an appropriate model that incorporates 
random variation. 
2. Repeat this M times (usually 3-5 times), producing M complete data sets. 
3. Perform the desired analysis on each data set using standard complete 
data methods. 
4. Average the values of the parameter estimates across the M samples to 
produce a single point estimate. 
5. Calculate the standard errors by (a) averaging the squared standard 
errors of the M estimates (b) calculating the variance of the M parameter 
estimates across samples, and (c) combining the two quantities using a 
simple formula. 
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MI is particularly flexible for a wide variety of linear and nonlinear models. It has 
been observed that MI outperforms listwise and pairwise in most cases (Schafer, 
1997; Allison, 2002). 
 
2.5 Chapter Summary 
 
Missing data refers to the case that some of the components of the data vectors 
are not available for all data items in the database, or may not even be 
applicable or defined. This creates various problems in analysing and 
processing of data in databases. Currently, there are various methods of dealing 
with missing data. Each of the methods have their pros and cons. Due to the 
availability of software and advancement of computational power, computational 
intelligence methods of data imputation such as neural networks have been 
introduced  as solutions to the missing data problems.  
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CHAPTER 3 
 
PARTIAL LEAST SQUARES 
STRUCTURAL EQUATION 
MODELLING   
 
3.1 Introduction to Structural Equation Modelling and Partial Least 
Squares 
 
The advent of SEM with latent variables has changed the nature of research in 
many areas. Since Jöreskog's (1967) seminal work on maximum likelihood 
factor analysis and its later extensions to the estimation of structural equation 
systems (Jöreskog, 1972), SEM has become one of the most important methods 
for empirical research. It has been applied extensively in psychology 
(MacCallum & Austin, 2000), in management (Williams et al., 2003), and in 
marketing (Baumgartner & Pieters, 2003). Currently, there are two general 
approaches to SEM: covariance-based structural equation modelling (CB-SEM) 
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as implemented in, for example, LISREL, AMOS and EQS, and the variance-
based structural equation modelling, known as Partial Least Squares (PLS-
SEM). 
  
CB-SEM focuses on estimating a set of model parameters so that the theoretical 
covariance matrix implied by the system of structural equations is as close as 
possible to the empirical covariance matrix observed within the fitted model. 
When fitted using maximum likelihood (ML), this estimation requires a set of 
assumptions to be fulfilled, such as a multivariate normal distribution of the 
observed indicators and sufficient sample size. If these assumptions are 
violated, PLS-SEM (Hair et al., 2005; Wold, 1975) would be a suitable option for 
researchers. Unlike CB-SEM, a PLS-SEM analysis does not require any 
distributional assumptions to be fulfilled (Wold, 1975) and is able to provide 
robust and accurate fits for relatively small sample sizes (Tenenhaus et al., 
2005).  
 
3.1.1 Comparison of PLS-SEM and CB-SEM  
 
According to Gefen et al. (2000), the CB-SEM approach differs from the PLS-
SEM approach in several areas. These approaches differ in the analyses of their 
objectives, their underlying statistical assumptions, and the nature of the fit 
statistics they produce (Gefen et al., 2000). The CB-SEM is based on the 
developments of Jöreskog (1972) and Wiley (1973). It typically uses a maximum 
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likelihood (ML) function to minimize the difference between the sample 
covariance and those predicted by the theoretical model. In contrast, the PLS-
SEM algorithm minimizes the variance of all the dependent variables instead of 
explaining the covariance. Table 3.1 below summarizes the characteristics of the 
PLS-SEM approach and compares it with CB-SEM, adapted from Chin and 
Newsted (1999). 
 
Table 3.1: Comparison of PLS-SEM and CB-SEM 
Feature PLS-SEM CB-SEM 
Objective Prediction-oriented Parameter-oriented 
Approach Variance-based Covariance-based 
Assumption Predictor specification (non-
parametric) 
Multivariate normal 
distribution and independent 
observations (parametric) 
Parameter estimates Consistent as indicators and 
sample size increase 
Consistent 
Latent variable scores Explicitly estimated Indeterminate 
Epistemic relationship 
between an LV and its 
measures 
Can be modelled in either 
formative or reflective 
measurement models 
Only with reflective models 
Implications Optimal for prediction 
accuracy 
Optimal for parameter 
accuracy 
Model complexity Large complexity Small to moderate 
complexity 
Sample size Power analysis based on the 
portion of the model with the 
largest number of predictors. 
Minimal recommendations 
range from 30 to 300 cases. 
Ideally based on power 
analysis specific model. 
Minimal recommendations 
range from 200 to 800.  
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Overall, PLS-SEM can be an adequate alternative to CB-SEM if the problem has 
the following characteristics (Chin, 1998; Chin & Dibbern, 2007): 
 The phenomenon to be investigated is relatively new and measurement 
models need to be newly developed. 
 The structural equation model is complex with a large number of latent 
variables and indicator variables. 
 Relationships between the indicators and latent variables have to be 
modelled in different modes (i.e., formative and reflective measurement 
models). 
 The conditions relating to sample size, independence, or normal 
distribution are not met, and/or 
 Prediction is more important than parameter estimation. 
 
Notwithstanding how accommodating PLS-SEM can be, CB-SEM is a more 
established approach with recognized goodness of fit (GoF) metrics and better 
parameter accuracy, and is therefore more frequently accepted for rigorous 
model validation purposes (Henseler & Fassott, 2010). Although comparisons of 
methods provide some evidence of PLS-SEM' favourable behaviour in light of its 
distribution-free character, CB-SEM can use alternative approaches that are 
distribution-free, such as Asymptotic Distribution Free (ADF) model fitting. Both 
approaches have particular advantages and disadvantages that qualify them for 
specific settings. Consequently, researchers should carefully analyse the design 
of their study and the characteristics of their sample before they opt for either 
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approach. Sometimes it may also be possible to apply both PLS-SEM and CB-
SEM and in most cases results are not surprisingly very similar. 
 
3.2 A Review of Applications of PLS-SEM  
 
PLS-SEM is a variance-based approach for testing structural models. In some 
business disciplines there has been a steady increase in the number of 
published articles employing PLS-SEM (Henseler et al., 2009). This is 
demonstrated in the following sections, in which brief overviews of research 
papers involving applications of PLS-SEM are discussed. These emphasise the 
extent and importance of PLS-SEM for business and management and provides 
a justification for using this specialism as the focus for the present investigation 
of missing data. These applications have been classified into three major 
business and management disciplines: marketing, information systems and 
strategic management. Overviews of articles related to customer satisfaction 
studies using PLS-SEM are presented in section 3.2.4.  
 
3.2.1 PLS-SEM in Marketing 
  
Since 1987, more than twenty studies using PLS-SEM have been published in 
five top-tier marketing journals (Eggert, 2007), the majority in the last six years. 
PLS-SEM is the method of choice for success factor studies in marketing 
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(Albers, 2009) and for estimating the various national customer satisfaction 
index models (Fornell, 1992).  
 
Henseler et al. (2009) provided some evidence of the increasing popularity of 
PLS-SEM within the marketing research community. Many researchers have 
argued that the goal of their studies is in line with particular strengths of PLS-
SEM. Green and Ryans (1990) published the first study using PLS-SEM in 
international marketing. They predicted market performance by using a PLS-
SEM since their study involved a small sample size, and claimed that PLS-SEM 
is more robust, with small sample sizes, than CB-SEM. Graham et al. (1994) 
explored negotiation behaviours in foreign cultures using a PLS-SEM model 
developed in the United States. They chose PLS-SEM to accommodate the 
presence of a large number of variables and complex relationships. Further, 
Julien and Ramangalahy (2003) investigated the competitive strategy and 
performance in exporting for small-to-medium size enterprises (SMEs). PLS-
SEM was chosen in this study because it is known to be particularly 
advantageous in the initial development and assessment phase of theory 
building (Henseler et al., 2009).  
 
According to Mahmood et al. (2004), PLS-SEM can deal effectively when testing 
and validating exploratory models. They used a PLS-SEM to model the 
behaviour of online shoppers. Singh et al. (2006) compared different countries 
(German, Brazil and Taiwan) to understand the website usage of online 
consumers, choosing PLS-SEM as this approach does not have distributional 
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requirements. Acedo and Jones (2007) argued that PLS-SEM is justified where 
theory is insufficiently grounded and the variables or measures do not conform 
to a rigorously specified measurement model, or fit a certain distribution. 
Additionally, a study by Hajipour (2010) employed PLS-SEM to analyse the 
relationships between three dimensions of market entry strategy for new 
products (order, positioning and scale) and four dimensions of performance 
(customer satisfaction, competitive position, and profitability). They claimed that 
PLS-SEM can handle a mix of both types of measurement models, reflective 
and formative. 
 
3.2.2 PLS-SEM in Information Systems 
 
PLS-SEM has been applied even more frequently than the CB-SEM within the 
Information Systems community (Urbach & Ahlemann, 2010). Igbaria et al. 
(1994) examined the relationship of demographic variables, job characteristics 
and work experiences with variations in the level of job involvement. Due to the 
non-normality of data in this study, CB-SEM was considered to be inappropriate, 
and PLS-SEM was used for the research. PLS-SEM was also preferred to CB-
SEM in a longitudinal study by Compeau et al. (1999) since their interest was to 
assess the predictive validity of reactions by individuals to computing 
technology.  
 
Yoo and Alavi (2001) applied a PLS-SEM to examine the relative influences of 
media conditions and group cohesion on social presence, task participation and 
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group consensus. They chose PLS-SEM from among several CB-SEM tools, 
including AMOS and LISREL, because it does not require a large sample size.  
Further, Miranda and Saunders (2003), in studying an alternate function of 
information sharing, selected a PLS-SEM because of its lack of sensitivity to 
sample size, while Pavlou and Gefen (2005) chose PLS-SEM to investigate the 
nature and role of Psychological Contract Violation (PCV) in online 
marketplaces, claiming that PLS-SEM was better suited for explaining complex 
relationships. Komiak and Benbasat (2006) examined the effects of perceived 
personalization and familiarity on cognitive trust and emotional trust using a 
PLS-SEM; this approach was preferred to CB-SEM because their study aimed at 
theory development rather than theory testing.  
 
A theoretical model to investigate the assimilation of enterprise systems within 
organizations has been developed by Liang et al. (2007). Since their research 
model contained both reflective and formative constructs, and they had a 
relatively small sample size, PLS-SEM was chosen for their data analysis. 
Choudhury and Karahanna (2008) developed a model to appraise 
understanding of consumer channel choices in terms of requirements 
determination, vendor selection, purchase and after-sales service. The research 
model was tested using the PLS-SEM because some of their constructs were 
also formative, and CB-SEM is not designed to model such constructs. 
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3.2.3 PLS-SEM in Strategic Management 
 
Among the five published studies that employed PLS-SEM in strategic 
management, Cool et al. (1989) proposed a structural model which integrated 
and extended previous findings on the interrelations between risk-return 
outcomes, market share, firm conduct attributes and inter-firm rivalry. PLS-SEM 
was particularly useful in their study because it does not require multivariate 
normal data.  
 
A model of global strategy that includes constructs for industry globalization 
potential, the use of global strategy, the role of organization and management, 
and the performance consequences of using global strategy has been 
developed by Johansson and Yip (1994) using a partial least squares causal 
model. PLS-SEM was chosen, rather than CB-SEM, due to its ability to model 
latent constructs under conditions of non-normality and with a small sample size. 
Birkinshaw et al. (1995) also investigated the relationship between a business's 
global integration strategies and its performance using a PLS-SEM. This 
approach was preferred to CB-SEM since they were concerned with the 
prediction of the dependent variable used in their study.  Tsang (2002) proposed 
a model of how firms acquired knowledge from their international joint venturing 
experience. The research model was tested using a PLS-SEM because it was 
considered more appropriate when the research model was in an early stage of 
development and had not been tested extensively. 
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3.2.4 PLS-SEM for Customer Satisfaction Studies 
 
This section discusses the use of PLS-SEM for satisfaction studies that have 
been published in the literature. Researchers have shown that the customer 
satisfaction index (CSI) can serve as a predictor of profitability and market value 
(Hsu et al., 2006). The CSI model is a structural model based on the assumption 
that customer satisfaction is caused by factors such as perceived quality (PQ), 
perceived value (PV), the expectations of customers, and the image of the firm. 
The Swedish customer satisfaction barometer (SCSB), reported in 1989, was 
the first published national CSI (Fornell, 1992). In 1992, the German customer 
barometer was introduced. The American customer satisfaction index (ACSI) 
was published in 1993 by Claes Fornell. A modified adaptation of the ACSI 
model is the European customer satisfaction index (ECSI), which was first 
introduced in 1999 (Eklof et al., 1999). This model and associated data have 
been used for this study.  
 
Johnson et al. (2002) proposed and tested a number of modifications and 
improvements to the ACSI model specification using a PLS-SEM. O’Loughlin 
and Coenders (2002) evaluated perceptions of the Isle of Man Post Office 
Products and Customer Service using a CSI format; their results showed that 
product quality was found to be the only driver of customer satisfaction, while 
image and satisfaction were the only predictors of loyalty, thus arguing for the 
specificity of postal services. Hsu et al. (2006) explored the suitability of SEM for 
measuring a CSI model. By conducting robustness testing of both CB-SEM and 
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PLS-SEM on a CSI model for Taiwan, their results showed that 1) if the model 
contains reflective outer relations, a PLS-SEM is more suitable to estimate 
parameter and 2) if the purpose of the study is to derive accurate regression 
coefficients, the CB-SEM can often achieve better results.   
 
Türkyilmaz and Özkan (2007) employed PLS-SEM to develop and implement a 
satisfaction model for the Turkish mobile phone sector. From the results, they 
concluded that satisfaction is mostly affected by perceived value - when 
customers perceive that the quality of the product is worth the money that they 
pay for it, their satisfaction increases. In addition, a methodological design for 
PLS-SEM-based satisfaction studies has been presented by Kristensen and 
Eskildsen (2010), who provided a step-by-step account of how to conduct the 
design for a customer satisfaction model using PLS-SEM. According to these 
authors, one of the first things to be considered when planning a satisfaction 
study would be the practical aspect of data collection. This is likely to involve the 
design of a questionnaire and would certainly relate to the sampling method. 
Apart from data collection, the size of the collected data set should also be taken 
into account. Kristensen and Eskildsen suggested a sample size of around 250 
is generally sufficient for overall customer satisfaction studies, using a 10-point 
likert-type scale.  
 
A comparative study of CB-SEM and PLS-SEM for modelling customer 
satisfaction data was conducted by Sánchez-Franco and Manuel (2006). The 
authors used Monte Carlo simulation to compare the two estimation methods, 
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and applied the European Customer Satisfaction Index (ECSI) model, 
comprising six latent variables, as a baseline for the study. In the simulation, the 
ability of each method to adequately estimate the inner model coefficients and 
the indicator loadings was analysed for bias and precision. Their results showed 
that PLS-SEM estimates are generally better than CB-SEM, both in terms of 
bias and precision.  
 
A similar study was conducted by Hulland (1999), who also used a series of 
Monte Carlo simulations. He compared the effects of various design factors on 
path estimation accuracy from both PLS-SEM and CB-SEM. The design factors 
were: the estimation approach (PLS-SEM versus AMOS); sample size (50, 100, 
200, 500 and 1000); number of measurement items per construct (2, 4 and 6); 
and correlations among the independent constructs (low versus high). His 
results showed that PLS-SEM produced more accurate regression coefficients 
estimates when sample sizes were less than 500 and measures per latent 
variable were less than 4. CB-SEM estimations broke down more frequently 
under conditions where sample sizes were less than 100, data distribution was 
extreme and with only two measures per latent variable.    
 
In general, the disadvantages of PLS-SEM are the strengths of CB-SEM and 
vice versa (Hair et al., 2011). Our work is motivated by the advantages of PLS-
SEM mentioned above by previous researches. The growing number of studies 
on PLS-SEM in marketing and management has also motivate us to choose 
PLS-SEM. Compared to CB-SEM, it works with much smaller as well as much 
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larger samples where this study also investigate the effect of small and large 
samples, in order to assist researchers who deal with small sample sizes with 
missing data problems.  
 
3.3 Handling Missing Data in SEM 
 
As has already been observed, SEM was not designed for dealing with missing 
data. Therefore, complete data is required and adjustments must be made to the 
data set when data is incomplete, either by removal or imputation of values. 
Incomplete or missing data is, however, routinely encountered in structural 
equation problems. Researchers should therefore know their best available 
options for handling missing data in their study. 
 
Even if surveys and experiments are carefully controlled, missing data problems 
are inevitable (Yucel et al., 2008) and may impact on interpretations of the data 
or on the models created from the data (McKnight et al, 2007). Such problems 
can also result in inaccurate estimation of variability (variance and standard 
deviation) (Roth, 1994). Previous research has investigated the performance of 
statistical methods for handling missing data in covariance-based structural 
equation modelling (CB-SEM) (Brown, 1994; Olinsky et al., 2003). However, the 
use of computational intelligence methods of data imputation (such as Neural 
Networks) to estimate missing data for SEM has not been reported for either 
CB-SEM or PLS-SEM.  
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Most of the literature regarding incomplete data in SEM has dealt only with the 
covariance-based SEM (Muthen et al., 1987; Brown, 1994; Arbuckle, 1996; 
Olinsky et al., 2003; Enders, 2006). Little has been published in relation to 
component-based SEM. Only the recent studies by Cordeiro et al. (2010) and 
Kristensen and Eskildsen (2010) exist, in which the efficacies of different 
methods for handling missing data for PLS-SEM have been reported.  
 
Allison (2002) and Muthen et al. (1987) have shown how the maximum 
likelihood (ML) method handles missing data problem in CB-SEM. Unfortunately, 
the ML procedure is impractical unless the data contains only a few distinct 
patterns of missing data. An exceptionally high level of technical expertise is 
also required in the use of ML, particularly with CB-SEM programs when the 
data is incomplete. ML estimation with missing data is available in at least two 
CB-SEM programs: namely, AMOS (Arbuckle, 1995) and MX (Neale, 1994). 
 
Little and Rubin (2002) examined methods for handling missing data in the 
general multivariate case, while, as mentioned earlier, Brown (1994) studied the 
performance of methods for handling missing data using Monte Carlo simulation 
for CB-SEM programs. Both studies were critical of listwise deletion (LD) and 
pairwise deletion (PD) method, citing biased and inefficient estimates as well as 
the increased potential for obtaining indefinite sample covariance matrices, 
leading to no solution being provided.  
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Brown (1994) compared five methods for estimating CB-SEM with various levels 
of missing data. These methods were LD, PD, mean substitution, hot-deck 
imputation, and similar response imputation where it is identify similar 
observations and copy the values to fill in the holes. He chose to focus on 
deletion and imputation methods as he claimed that the maximum likelihood 
method was not applicable to many situations. He used a simulation study 
based on a 10-variable structural model, his design consisting of two levels of 
sample size (100 and 500) and five levels of incomplete data (2%, 4%, 8%, 
12%, and 16%). Under the assumption that the data was missing completely at 
random, the set of cases with values for all variables was a random sub-sample 
from the original population.  
 
Brown demonstrated empirically that LD yielded unbiased estimators for all 
parameters. However, the PD, mean substitution and hot-deck imputation 
resulted in large bias of structural and measurement model parameters. Brown’s 
findings were consistent with previous regression model study results (Ismail, 
2003; Santos, 1981). Since the loss of cases resulted in limited information, the 
LD method resulted in the largest estimates of standard errors and a poorer 
overall model fit. Results of Brown’s study showed that the use of LD should be 
determined by the initial sample size and by the amount of data that is lost after 
applying this method. His study questioned the use of both mean substitution 
and hot-deck imputation in CB-SEM as they did not perform as well as the 
similar pattern imputation methods. Brown further discussed the fact that there 
were some other approaches which appeared promising for dealing with 
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incomplete data for CB-SEM, particularly the use of the expectation 
maximization (EM) algorithm.  
 
Arbuckle (1996) published a simulation study to support his argument for using 
the Full Information Maximum Likelihood (FIML- see appendix C) method for 
resolving missing values in CB-SEM. As a co-author of AMOS, the popular CB-
SEM program, he helped to introduce this method into this package. Arbuckle 
argued that it is not necessary either to impute values for missing data or to 
estimate the population moments as a prerequisite to model fitting by ML. In 
conclusion, Arbuckle stated that ML estimation with incomplete data is feasible 
and should be the preferred method of treating missing data when the 
alternative is only PD or LD.  
 
Olinsky et al. (2003) extended Brown’s study by examining, through Monte Carlo 
studies, whether Full Information Maximum Likelihood (FIML), Multiple 
Imputation (MI) and EM could be favourably compared to the methods that had 
been used in the past by CB-SEM researchers. Their study recommended that 
the FIML method should be used with CB-SEM when working with missing data, 
followed by MI and EM, but they did not favour the application of LD and PD. 
However, even though FIML was the best overall performer, MI yielded the most 
accurate standard errors and in fact performed very well at smaller percentages 
of missing data. MI also had the advantage of actually replacing the missing 
data item whereas FIML did not (Olinsky et al., 2003). If a researcher desires to 
use statistical techniques that are not within AMOS’s purview, then an actual 
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imputation method, such as MI, would allow the replacement of the missing 
data. Researchers could then use the imputed data sets and run their desired 
procedures in the statistical package of their choice (e.g., SAS, SPSS). 
 
A comparison of missing data methods for MCAR data for PLS-SEM has been 
made by Cordeiro et al. (2010), who investigated Mean Substitution, k-Nearest 
Neighbour (k-NN), Hot-deck Imputation, MI and ML, using bootstrapping (Efron 
& Tibshirani, 1993) together with imputation methods to complete the data set. 
Their study revealed that Hot-deck Imputation performed better, and it was 
therefore argued that although none of the methods used in their study produced 
a perfect solution for MCAR missing data problems, bootstrapping before 
imputation produced encouraging results. 
 
Kristensen and Eskidsen (2010) compared four methods of handling missing 
values - Mean Substitution, Regression Imputation, PD and the EM algorithm -
with respect to satisfaction studies with MCAR missing data. Their study 
demonstrated that the regression imputation method and the EM algorithm 
outperformed the other methods. They further identified that mean substitution 
delivered biased results and these biases affected the findings for the structural 
model. 
 
Although Monte Carlo studies have been used in the past to compare missing 
data methods, the merit of the more recent and more theoretically well-founded 
computational intelligence methods for handling missing data, such as Neural 
49 
 
Networks (NN) imputation, have not been examined for SEM applications. This 
research compares the imputation methods of mean substitution, regression 
imputation, tree imputation, EM, MI and NN in terms of their efficacy in 
estimating missing SEM data and the consequences for fitting to PLS-SEM. On 
the other hand, NN and other statistical methods of data imputation work 
together in an extensive computer-based performance, in which NN is used as a 
post-processor for imputed data taken from those statistical methods of data 
imputation. Through PLS-SEM, the performance of methods used in this study is 
compared in terms of their ability to produce values in the vicinity of the correct 
values under different types of missing data: missing completely at random 
(MCAR) and missing not at random (MNAR) 
      
According to Brown (1994), there could be more critical problems with the 
situation in which the data is MNAR compared to MCAR. There is therefore a 
need to investigate the impact of MNAR on the PLS-SEM outcome, specifically 
to identify which missing data method is suitable for handling the problems of 
MNAR data. There is concern about LD, PD and mean substitution, which have 
been proven to be biased in most of the literature when applied to MNAR data, 
but which are the only approaches offered by available PLS-SEM software to 
deal with missing data. 
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3.4 Partial Least Squares Structural Equation Modelling 
 
The partial least squares structural equation modelling (PLS-SEM) algorithm 
dates back to Wold’s early work on principal component analysis. It was first 
completely formalized in 1979, with his main reference to PLS-SEM in 1985 
(Wold, 1985). Several researchers have built on Wold’s work, developing it 
further and refining the algorithm (Chin & Newsted, 1999; Lohmöller, 1989). The 
following section presents the basic concept of PLS-SEM, the PLS-SEM 
algorithm and an outline of the framework for applying PLS-SEM. 
 
3.4.1 The Basic Concept of PLS-SEM 
 
PLS-SEM is formally defined by two sets of linear equations: the inner model (or 
structural model) and the outer model (or measurement model). The inner model 
specifies the relationships between latent variables, whereas the outer model 
specifies the relationships between a latent variable and its manifest variables 
(indicator variables). A latent variable which never appears as a dependent 
variable is called an exogenous variable. Otherwise, it is called an endogenous 
variable. The combination of inner and outer models leads to a complete partial 
least squares model. Figure 3.1 depicts an example of a PLS-SEM model. It 
consists of two exogenous (
1
 and 
2
 ) and two endogenous (
3
  and 
4
 ) 
variables. The exogenous ( j ) and endogenous ( j ) latent variables are 
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operational through the measurable indicator variables xjh and yjh respectively 
(h-th manifest variable related to the j-th latent variable). 
 
 
Figure 3.1: Example of a PLS-SEM model. 
 
 
The inner model for relationships between exogenous latent variable and 
endogenous latent variable can be written as: 
 
jijij
       (3.1) 
where  and   is the vector of exogenous  and endogenous latent variables, 
respectively that latent variable i explains latent variable j ,   denotes the matrix 
of coefficients of their relationships, and   represents the inner model residuals. 
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The inner model for relationships between two endogenous latent variables can 
be written as: 
jijij
       (3.2) 
Where   is the vector of endogenous latent variables that latent variable i 
explains latent variable j,  denotes the matrix of coefficients of their 
relationships, and   represents the inner model residuals. 
 
PLS-SEM includes two different kinds of outer models: reflective and formative 
measurement models (Diamantopoulos et al., 2008). The reflective has causal 
relationships from the latent variable to the manifest variables in its block. Thus, 
each manifest variable in a certain measurement model is assumed to be 
generated as a linear function of its latent variables and the residual  . Each 
manifest variable, 
jh
x is related to its exogenous latent variable (
j
 ) by linear 
function, given as follows: 
jhjjhjh
x      (3.3) 
where   represents the loading (pattern) coefficients while   are measurement 
errors, while each manifest variable (
jh
y ) is related to its endogenous latent 
variable (
j
 ) by linear function, given as follows: 
jhjjhjh
y       (3.4) 
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where   represents the loading (pattern) coefficients while  are measurement 
errors. For PLS-SEM, these errors have no distributional requirements. 
 
The formative measurement model has causal relationships from the manifest 
variables to the latent variable. For those blocks, the linear relationships are 
given as follows: 
xxx X        (3.5) 
where  x represents the regression coefficients while x  are the residuals from 
the regression models. 
 
Reflective indicators are considered to be the “effects” of the latent variables. In 
other words, the latent variables cause or form the indicators (Chin, 2010). All 
reflective indicators will change accordingly when the latent variable changes 
(Bollen, 2011). Consequently, all reflective indicators should correlate positively.  
 
In contrast, formative indicators cause or form the latent variable by definition 
(Chin, 2010). These indicators are viewed as the cause variables that reflect the 
conditions under which the latent variable is realized. Since there is no direct 
causal relationship between the latent variable and the indicators, formative 
indicators may even be inversely related to each other. In other words, formative 
indicators of the same latent variable do not necessarily have to correlate 
(Bollen, 1989; Rossiter, 2002). In our study, only reflective indicators are used 
for modelling customer satisfaction as a baseline for accomplishing the aims of 
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the research. Reflective indicators are used for testing first-order and second-
order factor models because each indicator involved in this study is a 
manifestation of the respective first-order or second-order models construct.  
 
3.4.2 The PLS-SEM Algorithm 
 
The PLS-SEM algorithm consists of a preparatory phase, an iterative main 
procedure, and a final phase. During the first phase, all variables are normalized 
so that results can be interpreted easily and the main procedure can use 
simplified computations. The main procedure consists of two steps. The first 
step is called outside approximation and estimates all latent variables in the form 
of weighted aggregates of the manifest variables. In the first iteration, this 
estimation is achieved by allocating equal weights to each block of indicators. 
Using these weights, latent variable scores are calculated for each of the cases. 
Further iterations calculate more appropriate weights, which are based on the 
empirical data and the proxies for all latent variables obtained from the next 
step. The weights are calculated using ordinary least squares regression.  
 
The second step is called inside approximation and creates proxies for each 
endogenous latent variable based on its association with other neighbouring 
latent variables. Once more, OLS regression is used. The results of this 
regression are new latent variable proxies for the next iteration of this pair of 
outside and inside approximations. The algorithm converges when, for instance, 
the previous iteration has not led to improvement of the latent variable estimates 
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that is considered to be large enough. During the last phase of the algorithm, 
factor loadings, regression coefficients, as well as validation measures, are 
computed. Through the algorithm, the user obtains weights for all the formative 
indicators, loadings for all reflective indicators, and coefficients (standardized 
regression coefficients) for all paths between latent variables.  
 
3.4.3 Model Evaluation 
 
There are several criteria for assessing model structures. In general, a 
systematic application of the different criteria is carried out in a two-step 
process, (1) the assessment of the measurement model and (2) the assessment 
of the structural model. To assess the measurement models, reflective and 
formative models have been distinguished. 
 
1) Assessment of the measurement models 
 Assessment of Reflective Measurement Models 
Unidimensionality refers to a latent variable having each of its measurement 
items relate to it better than to any other latent variable (Gerbing & Anderson, 
1988). It can be assessed using an exploratory factor analysis (EFA). The 
objective of EFA is to establish whether the measurement items converge to the 
corresponding constructs (factors). An item loading is usually thought to be high 
if the loading coefficient is above 0.6, and considered low if the coefficient is 
below 0.4 (Gefen & Straub, 2005). 
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The traditional criterion for assessing internal consistency reliability is 
Cronbach’s alpha (CA) and composite reliability (CR) (Henseler, 2010). CA 
assumes that all indicators are equally reliable; therefore, it tends to severely 
underestimate the internal consistency reliability of latent variables in PLS-SEM. 
In contrast, CR takes into account that indicators have different loadings 
(Henseler, 2010). No matter which reliability coefficient is used, an internal 
consistency reliability value above 0.7 in the early stages of research, and 
values above 0.8 in more advanced stages, is considered satisfactory (Nunnally 
& Bernstein, 1994), whereas a value below 0.6 indicates a weak contribution to 
the construct. 
 
Indicator reliability measures how much of the indicators’ variance is explained 
by the corresponding latent variable. The researcher can monitor the loadings of 
reflective indicators to assess indicator reliability. Generally, it is postulated that 
a latent variable should explain at least 50 per cent of each indicator’s variance. 
Accordingly, indicator loadings should be significantly different from zero, at 
least at the 0.05 level, and greater than 0.7 (Chin, 2010).  
 
Convergent validity refers to the degree to which individual items load onto their 
designated construct. A commonly applied criterion for convergent validity is the 
average variance extracted (AVE) proposed by Fornell & Larcker (1981). An 
AVE value of at least 0.5 indicates sufficient convergent validity, meaning that a 
latent variable is able to explain at least half of the variance of its indicators on 
average. 
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Finally, discriminant validity concerns the degree to which the measures of 
different constructs differ from one another. In PLS-SEM, two measures of 
discriminant validity are commonly used. For the first measure, cross-loadings 
are obtained by correlating the component scores of each latent variable with 
each of the indicator variables (Chin, 2010). If each indicator’s loading is higher 
for its designated construct than for any component scores of the other 
constructs, and each of the constructs loads highest with its assigned items, it 
can be inferred that the construct indicators are not interchangeable. The 
second measure, the Fornell-Larcker criterion (Fornell & Larcker, 1981), requires 
a latent variable to share more variance with its assigned indicators than with 
any other latent variable. Accordingly, the AVE of each latent variable should be 
greater than the latent variable’s highest squared correlation with any other 
latent variable. 
 
 Assessment of Formative Measurement Models 
The validation of formative measurement models requires a different approach 
to that applied to reflective models. Henseler (2010) suggest assessing the 
validity of formative constructs on two levels: that for indicators and that for 
constructs. 
 
To assess the indicator level, the researcher should monitor the significance of 
the indicator weights by means of bootstrapping (Efron, 1981; Efron and 
Tibshirani, 1993) or jackknifing (Miller, 1974). A significance level of at least 0.05 
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suggests that an indicator is relevant for the construction of the formative index 
and demonstrates a sufficient level of validity. In addition, the degree of 
multicollinearity among the formative indicators should be assessed by 
calculating the variance inflation factor (VIF) (Cassel & Hackl, 2000; Fornell & 
Bookstein, 1982). The VIF indicates how much of an indicator's variance is 
explained by the other indicators of the same construct. Values below the 
commonly accepted threshold of 10 indicate that multicollinearity is not an issue 
(Diamantopoulos & Siguaw, 2006; Gujarati, 2003). 
 
The first step for assessing the construct level could be a test for nomological 
validity. In this context, nomological validity means that, within a net of 
hypotheses, the formative construct behaves as expected. Accordingly, those 
relationships between the formative construct and the other model remaining 
constructs (which have been sufficiently referred to in prior literature) should be 
strong and significant (Henseler et al., 2009; Diamantopoulos & Riefler, 2011). If 
the correlations between formative and all other constructs are less than 0.7, the 
construct differs sufficiently from the others (Bruhn et al., 2008). 
 
2) Assessment of the structural model 
After the measurement model has been successfully validated, the structural 
model can be analysed. The first essential criterion for the assessment of the 
PLS-SEM is the coefficient of multiple determinations (R2) for each endogenous 
construct. R2 measures the explained variance of a latent variable relative to its 
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total variance. Chin (1998) describes R2 values of 0.67, 0.33 and 0.19 in PLS-
SEM path models as substantial, moderate and weak, respectively.  
 
The next step to assess the structural model comprises the evaluation of the 
regression coefficients between the validated latent variables. The researcher 
should check the regression coefficient algebraic signs, magnitudes, and 
significances. Paths whose signs are contrary to the theoretically hypothesised 
relationship do not support the corresponding research hypotheses. A 
regression coefficient magnitude indicates the strength of the relationship 
between two latent variables. Some authors argue that regression coefficients 
should exceed 0.1 to account for a meaningful impact within the model 
(Henseler et al., 2009). Furthermore, regression coefficients should be 
significant at the 0.05 level. In order to determine the significance, resampling 
techniques such as bootstrapping (Efron & Tibshirani, 1993) or jackknifing 
(Miller, 1974) are typically used. 
 
Finally, another assessment of the structural model involves the model’s 
capability to predict. The predictive relevance of the structural model is assessed 
by the Stone-Geisser’s Q2 statistic (Stone, 1974), which can be measured using 
blindfolding procedures (Tenenhaus et al., 2005).  
 
The interpretation of the results generated by the PLS-SEM algorithm is possible 
only if the model has been validated. Consequently, the hypotheses represented 
by the structural model can be regarded as either confirmed or rejected. The 
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researcher can then answer his/her research questions, draw conclusions, and 
derive implications for both theory and practice. Finally, the need for further 
research can be identified. 
 
3.5 Chapter Summary 
 
This chapter has reflected the discourse on the partial least squares structural 
equation modelling (PLS-SEM) which has become increasingly popular in many 
fields. Differences between PLS-SEM and covariance-based approaches to 
SEM have been discussed. An outline has been given of the PLS-SEM 
algorithm and a framework presented for empirical research that applies PLS-
SEM. This chapter also provided a review of studies that apply PLS-SEM in 
various areas. Finally, the last section discussed previous studies which offer 
examples of handling missing SEM data. 
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CHAPTER 4  
 
NEURAL NETWORKS 
 
4.1 Introduction and History of Neural Network 
 
Neural networks (NN) are used in a wide variety of applications in all aspects of 
business, including the detection of fraudulent use of credit cards, and in other 
areas such as biological simulations (Olson & Shi, 2007). Among the other 
machine learning techniques, NN have been widely used in many fields of study. 
This could be attributed to the fact that these networks are attempts to model the 
capabilities of the human brain. 
 
NN have disadvantages that can be limiting in their ease of use and deployment. 
However, NN produce highly accurate predictive models that can be applied to a 
variety of problems. It tends to work more accurately when there are 
complicated relationships in the data, such as high degrees of non-linearity. 
There therefore tend to be viable models in problem domains where there are 
high levels of unpredictability (Paliwal & Kumar, 2009). 
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True neural networks are biological systems that detect patterns and make 
predictions. The artificial ones are computer programs implementing 
sophisticated pattern detection and computerised machine learning algorithms in 
order to build predictive models from large historical databases (Marwala, 2009). 
Historically, NN grew out of the community of Artificial Intelligence rather than 
from the discipline of statistics (Han & Kamber, 2006). Despite the fact that 
scientists still do not fully understand the human brain, NN that runs on 
computers can perform some human actions (Gupta & Lam, 1996). 
 
In 1943, a seminal paper published by McCulloch and Pitts started a new phase 
of NN research.  They outlined the idea that simple processing units, mimicking 
the individual neurons in the human brain, could be connected in large networks 
to create a system that could solve difficult problems. NN research has evolved 
over more than sixty years and can be divided into three approximate stages 
(Dase & Pawar, 2010). The first of these was the production of the network 
model and the learning algorithm. The second stage represented the 
development process: it entered a low ebb period at the beginning of the 1980s 
because of the difficulties of NN theory compared to traditional regression 
models and also because the knowledge in coding required in applying it. Neural 
Network theory development then entered a golden period in the third stage 
during the 1990s and subsequently, when, with more powerful computers, NN 
could be applied efficiently. 
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At present, NN has several hundreds of alternative network models and has 
been widely used in many fields, including stock predictions, pattern recognition, 
economic management, control and decision-making, health and medical 
community and agriculture. The principal strength with NN is that they can deal 
with either continuous data input or categorical data input, creating flexible 
models that can be used with many applications (Olson & Shi, 2007). Sarle 
(1994) stated that NN were nothing more than non-linear regression and 
discriminant models. However, NN have relative advantages in that they do not 
rely on assumptions about data properties or statistical distributions.   
 
In general, the idea of learning with NN is very simple. Figure 4.1 shows 
schematically a typical representation of NN with three input neurons, two 
hidden neurons and one output neuron.  
 
 
Figure 4.1: A three-input, one-output NN with two neurons in the hidden layer. 
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The learning stage is called training. Inputs are a pattern of numbers, one 
number per network input, which makes it easy to associate an input with a 
variable such that every variable has its corresponding input. Outputs are also a 
pattern of numbers, one number per output. Each output is associated with a 
neuron, so there are input neurons and output neurons. In between these two 
kinds of neurons is another set of neurons known as the hidden layer.. Each of 
the input neurons connects to each of the hidden neurons, and each of the 
hidden neurons connects to the output neuron. 
 
4.2 The Basic Foundation of Neural Network 
 
NN consist of four main parts (Haykin, 1999): the processing units, where each 
processing unit has a certain activation level at any point in time; weight 
interconnections between the various processing units which determine how the 
activation of one unit leads to the levels of input for another connected unit; an 
activation rule which acts on the set of input signals at a unit to produce a new 
output signal; and a learning rule that specifies how to adjust the weights for a 
given input/output pair. The following sections describe the neurons, the learning 
rules in NN and the architecture of NN.   
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4.2.1 Neurons  
 
A neuron is an information-processing unit that is fundamental to the operation 
of a NN (Haykin, 1999). In NN, we can have single or multiple input neurons; as 
illustrated in Figures 4.2 and 4.3, respectively, below. 
 
Figure 4.2 shows a single input neuron. The scalar input p is multiplied by the 
scalar weight w to form wp, one of the terms that is sent to the summer. The 
other input, 1, is multiplied by a bias b and then passed to the summer. The 
summer output n, often referred to as the net input, goes into an activation 
function f, which produces the scalar neuron output a. 
 
 
  
  
  f  p  
1 
a  n w 
b  
Inputs General Neuron 
)( bWpfa   
Figure 4.2: Single input neuron. 
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Figure 4.3 illustrates a multiple input neuron with R inputs. The individual inputs 
are each weighted by corresponding elements w11, w12, …w1R, of the weight 
matrix W. The neuron has a bias b, which is summed with the weighted inputs to 
form the net input n: 
bpwpwpwn
RR

1212111
.....   (4.1) 
 
Equation 4.1 can be written in matrix form as: 
bWpn          (4.2) 
 
where the matrix W for the single neuron case has only one row. Now the 
neuron output can be written as: 
)( bWpfa            (4.3)  
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Figure 4.3: Multiple input neuron. 
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The bias b is an external parameter of the neuron. The activation function f in 
Figures 4.2 and 4.3 defines the output of a neuron in terms of the result from n. 
According to Haykin (1999), there are three types of activation functions that are 
commonly used: linear, sigmoidal and softmax. For regression problems, the 
linear activation function is used, whereas for prediction problems, the sigmoidal 
activation function is regularly applied. The softmax activation function is 
appropriate for classification problems. In this study, the sigmoidal activation 
function is used as it is more appropriate for predicting or estimating missing 
values (Gupta & Lam, 1996).   
 
4.2.2 Learning Rules 
 
One of the most significant attributes of a neural network is its ability to learn by 
interacting with its environment or with an information source (Haykin, 1999).  
Learning algorithms are therefore central to NN. Depending on the existence or 
absence of a target value in the training process, learning rules in NN are mainly 
classified into supervised and unsupervised learning. 
 
Supervised learning is learning that involves target values for the network 
outputs (Haykin, 1999; Bishop, 1995), whereas unsupervised learning does not 
involve the use of target data (Roiger & Geatz, 2003). Supervised learning is 
based on the system predicting outcomes for known examples and is a 
commonly used training method (Freeman & Skapura, 1991). In the following 
section, supervised learning and unsupervised learning are discussed. 
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4.2.2.1 Supervised Learning  
 
Supervised learning involves both training and testing. During the training phase, 
training data is repeatedly passed through the network while individual weight 
values are modified. The data starts as an input to the input layer neurons. The 
neurons pass the inputs along to the next neurons. The training process 
compares its predictions with the target or actual value and adjusts the weights 
accordingly. The purpose of adjusting the connection weights is to minimize the 
training set error rate. If the predicted value is equal to the target or actual value, 
no change is made to the weights in the network. However, if the predicted value 
is higher or lower than the actual or target value, the error is propagated back 
through the system and the weights are adjusted accordingly. This network 
training continues until a specific terminating condition is satisfied. The 
terminating condition can be convergence of the network to a minimum total 
error value, a specific time criterion or a maximum number of iterations (Han & 
Kamber, 2006). The process of feeding errors through the network is called 
feed-forward (Nabney, 2001). 
 
Multi-Layer Perceptron (MLP) and Radial Basic Function (RBF) are supervised 
learning methods. The MLP uses the back-propagation algorithm while the RBF 
uses the single pass for training feed-forward NN. The back-propagation 
algorithm is employed in this study as it is most often used to train feed-forward 
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networks and is most suitable for prediction purposes (Nelwamondo & Marwala, 
2007). The back-propagation algorithm will therefore be used to predict or 
estimate the missing values. This model supports prediction and classification 
when fed inputs and known outputs. The details of this algorithm and its 
illustration can be found in section 4.3. 
 
4.2.2.2 Unsupervised Learning  
 
The other form of learning is unsupervised learning, or “learning without a 
teacher”. Unsupervised learning does not involve the use of target data. Instead 
of learning an input-output mapping, the aim is to discover or model the 
probability of input data (Bishop, 1995). Unsupervised learning is most effective 
for clustering problems (Hassoun, 1995) where the goal is to group or classify 
into groups, in order to optimize a criterion or performance function defined in 
terms of the output activity of the units in the network. 
 
Unsupervised learning is not appropriate for this study, which uses NN to predict 
missing values from known examples.   
 
4.2.3 Architecture of Neural Network 
 
The arrangement of neural processing units and their interconnections in NN 
can have a profound impact on the processing capabilities of a network (Haykin, 
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1999). As a result, there are many different potential connections in the flow of 
data between the input, hidden and output layers. NN have sets of processing 
units that receive inputs from the outside, known as the input units. Most NN 
also have one or more hidden layers that receive inputs only from the other 
layers. A layer of processing units receives a vector of data or the outputs of a 
previous layer (Freeman & Skapura, 1991). The sets of processing units that 
represent the final result of the NN are known as output units.  
 
Figure 4.4 depicts the architecture of the single layer perceptron. A single layer 
perceptron network consists of a single layer of output neurons. The inputs are 
fed directly to the outputs via a series of weights and can therefore be 
considered as the simplest kind of feed-forward network.  
 
 
Figure 4.4: Architecture of single layer perceptron. 
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In contrast, a multiple layer perceptron (MLP) consists of multiple layers as 
shown in Figure 4.5. Figure 4.5 shows the architecture of an MLP network, with 
three input units, a hidden layer with two neurons and three output units. 
  
 
Figure 4.5: MLP architecture. 
 
Each neuron in one layer is directly connected to the neurons of the subsequent 
layer. In most cases the network consists of two layers of adaptive weights with 
full connectivity between inputs and hidden units, and between hidden units and 
outputs. 
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4.3 Back-propagation Algorithm 
 
Back-propagation is a popular supervised learning algorithm for NN 
(Wasserman, 1989). This study has used back-propagation to reconstruct 
missing values and also as a post-processor for other statistical methods of data 
imputation applied in this study. The network topology used for the back-
propagation algorithm is a fully connected, layered and feed-forward network. 
The network is divided into an input layer, a hidden layer and an output layer. 
Each neuron in the input layer is fully connected in the forward direction to all the 
neurons in the hidden layer through a set of weights. Similarly, each neuron in 
the hidden layer is fully connected in the forward direction to all the neurons in 
the output layer, again with a set of weights. Figure 4.5 illustrates a three-
layered network and will be used to explain the learning process of the back-
propagation algorithm. The back-propagation algorithm can be divided into the 
following steps (Rich & Knight, 1991): 
 
1. Given an input vector  and its actual output classification 
TARGET, the back-propagation algorithm computes a set of weights 
 for the three-layered network that maps inputs onto 
the corresponding output. 
2. The weights  are initialized randomly to a number 
between -0.1 and 0.1. 
3. A training example vector X is presented to the input layer. 
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4. The sigmoid activation function is used to calculate the output of each 
neuron in the hidden layer.   
     (4.4) 
      where  
           (4.5) 
The function of the sigmoid conversion is to compress the range of    to 
lie between zero and one. An advantage of the sigmoid function is its 
derivative whose existence is essential in neural network training 
algorithms. 
 
 
Figure 4.6: Back-propagation neural network. 
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5. The activation from the neurons in the hidden layer is propagated to the 
neurons in the output layer. 
                 (4.6) 
where                                                 
 
                   (4.7) 
6. The error for neuron 7 is computed in the output layer. 
     (4.8) 
The multiplier OUT (l - OUT) is the partial derivative of the sigmoid 
activation function with respect to sum2. (TARGET - OUT) is the error 
term, which is the difference between the output of the network and the 
actual output associated with the input vector. The basic idea is to 
minimize the error by adjusting the weights in the network, iteratively. 
7.   is used to compute the errors for the neurons in the hidden layer. 
    (4.9) 
If the output layer has more than one neuron, the error of each output 
neuron has to be accounted for in the above equation by the summation of 
the product of an error and the corresponding weight between the hidden 
and output layer. 
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8. The adjustments for weights are computed between the hidden layer and 
the output layer: 
     (4.10) 
where  is the learning rate which can be adjusted to change the speed of 
the learning process. 
9. The adjustments for weights are computed between the input layer and the 
hidden layer. 
    (4.11) 
 
Steps 3 to 9 will be repeated to update the weights after the presentation of each 
input-output pair to the network. When all input-output pairs have been 
presented to the network, one iteration has been completed. A predetermined 
number of iterations can be used to stop the learning process, or the process 
may be stopped once the error is within user set tolerance limits.  
 
In estimating missing data using the back-propagation algorithm, input and 
output values of known data (actual data) are used to train a model to react in a 
similar fashion to the behaviour that is revealed in the data. In this context, back-
propagation can be trained on data sets in which there is no missing data and 
then used to impute values for those cases where data is missing (Wilmot & 
Shivananjappa, 2001). In integrating the back-propagation algorithm with other 
statistical methods of data imputation, imputed data taken from those methods is 
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used as input and output to train a model. If the predicted value is equal to this 
imputed data, no change is made to the weight in the network, otherwise the 
error is propagated back through the system and the weights are adjusted until a 
specific terminating condition is satisfied. The prediction data will be used to 
replace the imputed data for those cases where data is missing in the first place. 
 
4.4 Neural Network and Missing Data: Related Works 
 
One of the most exciting developments from the Computational Intelligence 
community is the transfer of neural networking from research laboratories into 
the business world and its extensive use in banking and finance and elsewhere 
(Hawley et al., 1990). It has been used successfully to analyze a variety of 
business problems, including bankruptcy prediction (Odom & Sharda, 1990; 
Atiya, 2001; Lee & Shin, 2004), predicting future customer behaviours (Ahmad, 
2004; Chen et al., 2003) and credit card fraud detection (Rathbum, 1993; Yeh & 
Lien, 2009). Neural networks have also been successfully applied to a variety of 
real world prediction tasks in industry and science (Widrow et al., 1994). Overall, 
Neural Networks have proved to be more successful than statistical methods 
(Patuwo et al., 1993) in areas of prediction and estimation where pattern 
recognition is the major guide.  
 
Neural Networks have been likened to a black box whereby inputs are used to 
create useful outputs. The calculation is quite complex and difficult to 
understand, yet the results are often useful. This is especially true for prediction 
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and estimation when inputs and outputs are well understood and accurate 
measures are available. Currently, traditional statistical methods such as 
multiple regression, discriminant analysis, logistic regression and Bayesian 
estimation approaches are used for predication purposes. However, Neural 
Networks have gained popularity as they do not require any particular properties 
of the data or make prior assumptions about statistical distributions, and tend to 
be more accurate when dealing with complex data patterns, such as nonlinear 
relationships.  
 
Therefore, we choose neural network as a post-processor of the imputed data 
taken from the major missing data methods investigated in this study. 
 
Statistical methods of data imputation are well researched and are provided as 
options by most of the popular statistical software packages. However, unlike 
statistical methods, computational intelligence methods are less widely used for 
handling missing data as they require knowledge of coding and specialized 
computer software. Choosing the best imputation method to handle missing data 
is important for whatever the reason, since the consequences of this choice are 
reflected in the quality of both the estimators and, most importantly, the model 
fitted to the resulting data. 
 
Recently, much research using NN has been undertaken to discover different 
ways of approximating the missing values. Abdella and Marwala (2006) used 
neural networks and Genetic Algorithms (GA) to approximate missing data in a 
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database. They proposed GA to minimize an error function derived from a neural 
network. Dhlamini et al. (2006) have used evolutionary computing in condition 
monitoring of high voltage (HV) bushings in the presence of missing data. In 
their study, an auto-associative neural network was employed, together with GA, 
to predict the missing values and also to optimise the prediction.  
 
On the other hand, Yu and Kobayashi (2003) used semi-hidden Markov models 
in predicting missing data in mobility tracking, while Huang and Zhu (2002) 
applied the pseudo-nearest neighbour approach for missing data recovery on 
random Gaussian data sets. Gabrys (2002) has employed the neuro-fuzzy 
method in the presence of missing data for pattern recognition problems. A 
different approach was taken by Wang (2005) who replaced incomplete patterns 
with fuzzy patterns. The patterns without missing values were used, together 
with fuzzy patterns, to train the neural network. In Wang’s model, the neural 
network learned to classify without actually predicting the missing data. 
Nelwamondo and Marwala (2007) compared multiple imputation with the 
combination of neural network and genetic algorithms (GA), and their findings 
showed that the MI algorithm did not produce better results. 
 
The present study, however, has not exclusively investigated computational 
intelligence methods for handling missing data. The AI approaches into missing 
data are discussed in this section as NN are used in this study to compare with 
statistical methods in estimating missing data and also as a post-processor to 
imputed data taken from these statistical methods. The performance of such 
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methods is compared in terms of their ability to produce values in the vicinity of 
the correct values.  
 
The following sections present numerous researches and applications of NN in 
many fields of study, especially in areas of prediction. These researches have 
proven that NN offers a promising alternative approach to traditional statistical 
methods.  
 
4.5 Neural Network for Prediction 
 
Neural network is employed in areas of prediction and classification. Traditional 
statistical methods that are commonly applied to prediction and classification 
include multiple regression, discriminant analysis and logistic regression, their 
wide use being due to their established methodology. However, NN has gained 
popularity in recent years as an alternative to these traditional methods, since it 
has relative advantages in that it makes no assumptions about data properties 
or statistical distributions, and tends to be more accurate when dealing with 
complex data patterns, such as nonlinear relationships. Such considerations 
have led us to employ NN as post-processor rather than traditional statistical 
methods. Since our research is focus on area of prediction, this section provides 
a brief overview of the research papers involving applications of neural networks 
for prediction and classification purposes. These applications have been 
classified into various categories: accounting and finance, health and medicine, 
engineering and manufacturing, marketing and general applications. 
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4.5.1 Accounting and Finance 
 
Much of the research on NN has focused on accounting and finance problems, 
with special attention, for instance, to bankruptcy prediction, insolvency 
prediction and fraud detection. Bankruptcy predictions are classification 
problems that entail the prediction of the likelihood of failure of a company, given 
a number of financial ratio shapings to its status. Odom and Sharda (1990) 
compared the predictive ability of NN and multivariate discriminant analysis in 
bankruptcy risk predictions. NN performed better and proved to be more robust 
than the multivariate discriminant analysis method on reduced sample size. Roy 
and Cosset (1990) also used NN and logistic regression models in predicting 
country risk ratings using economic and political indicators. The NN models had 
lower mean absolute error for predictions of country risk ratings and were more 
sensitive to changes in risk indicators than logistic regression. 
 
Salchenberger et al. (1992) developed a NN model that processed input data 
consisting of the financial health of thrift institutions. With a bank data set for the 
period January, 1986 to December, 1987, their experiment was to test the 
possible performance difference of back-propagation NN over logistic 
regression; results showed that the NN model performed as well or better than 
the logistic regression model. Tam and Kiang (1992) have applied a NN model 
to examine the failure of banks. Using bank bankruptcy data, they compared NN 
models to linear discriminant analysis, logistic regression, k-nearest neighbour 
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and decision tree. Their results indicated that NN was generally more accurate 
and robust for evaluating bank status. This problem of prediction of business 
failure was also considered by Boritz and Kennedy (1995), where NN was 
compared to methods such as discriminant analysis, logit and probit. It was 
demonstrated that the performance of the NN was sensitive to the choice of the 
variables selected and so a number of replications may have to be carried out to 
obtain a reliable measure of model performance. The detection of management 
fraud is an important issue facing the auditing profession. Fanning et al. (1995) 
developed a successful discriminator of management fraud using NN, and their 
results showed that NN was better than earlier models built using logistics 
analysis.  
 
Zhang et al. (1999) provided a comprehensive review of a NN approach on firm 
failure. They used six input variables with a data set covering a twelve-year 
period and confirmed that the back-propagation NN outperformed a logistic 
regression model in prediction as well as in classification rate estimation. Lee et 
al. (2005) have applied supervised and unsupervised NN in predicting 
bankruptcy of Korean firms. Discriminant analysis and logistic regression were 
performed to provide performance benchmarks in terms of predictive accuracy. 
Their findings suggest that back-propagation is a better choice when a target 
vector is available even when the sample size is small. Dase and Pawar (2010) 
have reviewed many articles related to the application of NN for stock market 
predictions and their study had found that NN is very useful for predicting world 
stock markets. 
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4.5.2 Health and Medicine 
 
Numerous articles involving applications of NN in medicine, using mostly multi-
layer perceptron, have been published over many years. Fujita et al. (1992) 
developed a computerized system that could support the radiologist’s diagnosis 
in the detection and classification of coronary artery diseases using feed-forward 
NN with a back-propagation algorithm. They concluded that the recognition 
performance of the network was better for radiology residents but worse for 
experienced radiologists. A study by Bottaci et al. (1997) reported that NN was 
able to provide much greater predictive accuracy for cause-specific death from 
colorectal cancer for individual patients than that provided by clinical judgment.  
 
Kuzmanovski and Aleksovska (2003) have used NN for predicting unit cell 
parameters in orthorhombic perovskites. Predictions using the same sets and 
the same dependent and independent variables were achieved by feed-forward. 
The authors have drawn attention to the capability of NN in modelling 
nonlinearities in the relationship between ionic radii and the unit cell parameters. 
A study by Ture et al. (2005) compared performance of classification methods in 
order to predict the risk of essential hypertension disease. Analysis was 
performed in 694 subjects comparing performances of three decision trees, four 
statistical algorithms and two neural networks, namely, multilayer perceptron 
and radial basis function (RBF). It was concluded that the NN procedures (MLP 
and RBF) performed better than other methods in predicting hypertension. 
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4.5.3 Engineering and Manufacturing 
 
Neural network has been successfully applied to many manufacturing and 
engineering areas. Lee and Um (2000) used multiple regression analysis and 
neural network for predicting the relationship between welding parameters and 
geometry of the back bead in arc welding. It was found that the error rate 
predicted by the artificial neural network was smaller than that predicted by the 
multiple regression analysis. Shuhui et al. (2001) compared regression and NN 
to predict the power produced by wind farms and found that neural networks 
performed better than regression models.  
 
Kim et al. (2004) applied three methods, namely, multiple regression analysis, 
neural network and case based reasoning for estimating the construction costs 
of Korean residential buildings. They concluded that, although the best NN 
model provided a more accurate estimation than the other models, the training 
procedure to train the best NN model was slow because of the trial and error 
process. Pendharkar (2006) has investigated the factors that influence the 
object-oriented (OO) component size and source code documentation. Using 
empirical data, the author has compared the performance of both the nonlinear 
artificial neural network forecasting model and the linear regression model. 
Experimental results have confirmed the superior performance of NN over the 
linear multiple regression model when variable returns to scale economies exist 
between multiple inputs and multiple outputs. 
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4.5.4 Marketing 
 
The application of neural network in the area of marketing is relatively new but is 
becoming popular because of its ability to capture the nonlinear relationship 
between the variables. Numerous applications of NN models in the marketing 
discipline are available, such as Market Segmentation, Market Response 
Prediction, New Product Launch, Sales Forecasting and Consumer Choice 
Prediction. Hruschka(1993) considered the prediction of market response based 
on the data for a consumer brand. Market response functions represented by 
neural networking were compared to econometric models, mainly on the basis of 
error measures. It was found that a neural network model with even one hidden 
unit performed better than linear regression. However, it is suggested that the 
results reported from neural network training might suffer from over-fitting.  
 
The study conducted by Dasgupta et al. (1994) compared the performance of 
two statistical market response models (a logistic regression model and a 
discriminant analysis model) to that of a back-propagation neural network model. 
The comparative performances of these models were evaluated with respect to 
their ability to identify consumer segments based upon their willingness to take 
financial    risks and to purchase a non-traditional investment product. According 
to their study, the performance of the neural network model was better than the 
other two models.   
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West et al. (1997) concluded that, as the main goal of the marketing researcher 
is to predict behaviour, NN exhibits equivalent or better out-of-sample predictive 
accuracy than discriminant analysis and logistic regression in predicting 
consumer brand choice in nonlinear and linear settings. This indicates a wide 
use of neural network modelling for prediction of consumer choice based on 
product attributes, and suggests potential applications of the neural network 
methodology to numerous other marketing purposes. A major drawback often 
associated with neural networking is the difficulty in understanding the 
knowledge represented by the trained network. 
 
Research carried out by Ainscough and Aronson (1999) compared neural 
network and regression analysis in modelling and predicting the effects of 
retailer activity on the sales of specific products using scanner data. The results 
of their study showed that neural network could be an effective alternative to 
regression for modelling and predicting the effects of retailer activity on brand 
sales. The neural network models exhibited better performance than the 
regression model in terms of both mean squared error and R2. Chiang et al. 
(2006) used neural networking to predict and explain patronage behaviour 
towards web and traditional stores, and their results were compared to logistic 
regression. These authors have provided statistical evidence that, in terms of the 
predicting power, neural networking significantly outperforms logistic regression 
models for most of the surveyed products. 
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4.5.5 General Applications 
 
Neural networks have been applied by a number of authors to different decision-
making problems. Walczak and Sincich (1999) compared results of a neural 
network model to those of logistic regression analysis for modelling student 
enrolment decision-making to illustrate improvements gained via neural network. 
The developed neural network effectively halved the student applicant load for 
each counsellor at a small private university.  
 
Chang (2005) employed a negative binomial regression model and an NN model 
to analyse accident data for 1997–1998 for the National Freeway 1 in Taiwan to 
predict the accident frequency per year. In this application, both models provided 
similar results in terms of prediction performance on the training and testing 
data, and as a result it was suggested that NN could be a consistent alternative 
method for analysing freeway accident frequency as it did not require the 
assumption of an underlying relationship between independent variables and 
dependent variables. Another advantage of the NN model proposed was that it 
could effectively handle interrelation problems between independent variables.  
 
For predicting the final prices of online auction items, Xuefeng et al. (2006) 
employed back-propagation neural network models and compared results with 
those obtained from multiple regression for the prediction of continuous variable 
and logistic regression in case of discrete variable in predicting the final prices of 
online auction items. They concluded that for the prediction of final price, NN 
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performed better than traditional statistical methods, and that their results may 
help sellers in optimizing the selling price of their items and auction attributes. 
 
4.6 Chapter Summary 
 
This chapter presents background material related to neural network. A neural 
network is an information-processing paradigm inspired by the biological 
nervous system, such as that of the brain. It is designed to model the way in 
which the brain performs a particular task or function of interest. The 
interconnection of units in a neural network affects its performance, and so the 
units can be connected in the neural network in various ways; they are classified 
into various architectures on the basis of these connections. The chapter also 
investigates the use of neural network for prediction specifically in estimating the 
missing values. Back-propagation network is used in this research, more specific 
details for which are provided in Chapter 5. 
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CHAPTER 5 
 
EXPERIMENTAL DESIGN 
 
5.1 Introduction 
 
This study is designed to compare statistical methods of data imputation, 
namely, mean substitution, regression imputation, tree imputation, expectation 
maximization, multiple imputation and the computational intelligence method of 
data imputation, namely, neural network. We compare these methods in terms 
of their efficacy in estimating partial least squares structural equation models 
with incomplete data. In the following section, we present the data set used in 
this study, the design of the experiments, the experimental procedures and the 
criteria for evaluation. 
    
5.2 The Model and Data Set  
 
The published data from Tenenhaus et al. (2005) is used in this study to provide 
a baseline to simulate incomplete data for missing completely at random 
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(MCAR) and missing not at random (MNAR) cases. The original data was used 
to construct the European Customer Satisfaction Index (ECSI) for the mobile 
phone industry (Tenenhaus et al., 2005), and was gathered through a survey 
conducted with 250 mobile phone users.  
 
The ECSI model is based on well-established theories and approaches to 
consumer behaviour, customer satisfaction and product and service quality 
(Fornell et al., 1996) and is applicable to a number of different areas of research 
(Eklof et al., 1999; Johnson et al., 2002; Tenenhaus et al., 2005). The ECSI 
model, consisting of seven latent variables and twenty-four manifest variables, is 
based on a structural equation model (SEM), comprising the antecedents and 
consequences of customer satisfaction. As illustrated in Figure 5.1 below, the 
left-sided latent variables, namely, image (IMAG), customer expectations 
(CUEX), perceived quality (PERQ) and perceived value (PERV), are the 
antecedents of customer satisfaction while the right-sided latent variables, 
namely, customer loyalty (CUSL) and customer complaints (CUCO), are the 
consequences.  
 
The customer satisfaction (CUSA) is the index indicating how much customers 
are satisfied and how well their expectations are met. This latent variable 
evaluates the overall satisfaction level of customers, fulfillment of their 
expectations, and the company’s performance versus the ideal provider.  
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The latent variable image (IMAG) evaluates the underlying image of the 
company. Image refers to the brand name and the kind of associations 
customers make with the product/company (Andreassen & Lindestad, 1998). It 
is expected that image has a positive effect on customer expectations, customer 
satisfaction and loyalty. 
 
 
Figure 5.1: ECSI model. 
 
The latent variable, customer expectations (CUEX), evaluates customer 
expectations for both overall quality and quality of products and services, and for 
fulfilment of personal needs.  
 
Perceived quality (PERQ) is the market’s evaluation of recent consumption 
experience (Fornell et al., 1996).  This latent variable evaluates customization 
and reliability of a given product or service. PERQ is expected to have a positive 
effect on perceived value and customer satisfaction (Fornell et al., 1996).  
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Perceived value (PERV) is the perceived level of product quality relative to the 
price paid by customers. The latent variable PERV evaluates a rating of the 
price paid for the quality perceived and a rating of the quality perceived for the 
price paid (Fornell et al., 1996). In the ECSI model, PERV is expected to have a 
positive impact on satisfaction (Anderson et al., 1994).  
 
Customer loyalty (CUSL) has been defined as a long-term commitment to 
repurchase involving both repeated patronage and a favourable attitude (Dick & 
Basu, 1994). This latent variable measures repurchase intention, price tolerance 
and intention to recommend products or services to others. It is expected that 
better image and higher customer satisfaction should increase CUSL (Anderson 
& Fornell, 2000).  
 
Latent variable customer complaints (CUCO) refer to the manner in which the 
company manages the complaints. It is expected that an increase in customer 
satisfaction should decrease the number of complaints (Fornell et al., 1996). 
 
In the ECSI model, manifest variables are related to their designated latent 
variables in a reflective way, where manifest variables are viewed as being 
affected by the same underlying latent variables. In this study, the ECSI model is 
analyzed using the partial least squares structural equation modelling (PLS-
SEM) method as it is a powerful estimation method for customer satisfaction 
index studies (Fornell, 1992). The manifest variables describing the latent 
variables are provided in Table 5.1. A ten-point measurement scale was used 
92 
 
where scale 1 represents a very negative point of view for the item and scale 10 
indicates a very positive point:  
 
Table 5.1: The latent variables and their manifest variables in the ECSI 
 
Latent variables Manifest variables 
Image  
(IMAG) 
 
a) IMAG1: It can be trusted in what it says and does. 
b) IMAG2: It is stable and firmly established. 
c) IMAG3: It has a social contribution for the society. 
d) IMAG4: It is concerned with customers. 
e) IMAG5: It is innovative and forward looking. 
Customer 
expectations  
(CUEX) 
 
 
a) CUEX1: Expectations for the overall quality of “your mobile phone 
provider” at the moment you became customer of this provider 
b) CUEX2: Expectations for “your mobile phone provider” to provide 
products and services to meet your personal need 
c) CUEX3: How often did you expect that things could go wrong at 
“your mobile phone provider”? 
Perceived quality 
(PERQ) 
 
 
a) PERQ1: Overall perceived quality 
b) PERQ2: Technical quality of the network 
c) PERQ3: Customer service and personal advice offered 
d) PERQ4: Quality of the services you use 
e) PERQ5: Range of services and products offered 
f) PERQ6: Reliability and accuracy of the products and services 
provided 
g) PERQ7: Clarity and transparency of information provided 
Perceived value 
(PERV) 
 
 
a) PERV1: Given the quality of the products and services offered by 
“your mobile phone provider” how would you rate the fees and 
prices that you pay for them? 
b) PERV2: Given the fees and prices that you pay for “your mobile 
phone provider” how would you rate the quality of the products 
and services offered by “your mobile phone provider”? 
Customer 
satisfaction 
(CUSA) 
 
a) CUSA1: Overall satisfaction 
b) CUSA2: Fulfilment of expectations 
c) CUSA3: How well do you think “your mobile phone provider” 
compares with your ideal mobile phone provider? 
Customer 
complaints 
(CUCO) 
 
a) CUSCO: You complained about “your mobile phone provider” last 
year. How well, or poorly, was your most recent complaint 
handled? 
or 
b) CUSCO: You did not complain about “your mobile phone provider” 
last year. Imagine you have to complain to “your mobile phone 
provider” because of a bad quality service or product. To what 
extent do you think that “your mobile phone provider” will care 
about your complaint? 
Customer loyalty 
(CUSL) 
 
a) CUSL1: If you would need to choose a new mobile phone provider 
how likely is it that you would choose “your provider” again? 
b) CUSL3: If a friend or colleague asks you for advice, how likely is it 
that you would recommend “your mobile phone provider”? 
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Before starting the experiment, the original model was fitted to the data set used 
in this study. The model was then checked in order to prevent any effects that 
would be irrelevant to the experimental results. For example, it was assumed 
that CUEX had a direct effect on PERV, and that CUCO had a direct effect on 
CUSL. However, these relationships were found to be non-significant. These two 
links were therefore excluded from the model in this study. In addition, the 
indicator CUSL2 was removed because of low correlations with other items in 
the CUSL dimension.  
 
Consequently, the effective manifest variables used in this study numbered 
twenty-three. The model’s latent variables, parameters and relations between 
the latent variables and their related manifest variables used in this study are 
depicted in Figure 5.2 below and listed in Table 5.2.  
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Figure 5.2: ECSI and PLS estimates (loadings, regression coefficients and R2 
values) 
 
PLS results are estimated using the SmartPLS software (Ringle et al., 2005), 
chosen for PLS estimation because of its usability and clarity of output. The PLS 
model was measured in two stages: the outer (or measurement) model and the 
inner (or structural) model. The outer model estimations include the loadings 
onto the latent variables, with individual item reliability being assessed by 
examining these.  
 
As can be observed in Figure 5.2, the loadings are relatively large and positive, 
which implies that there is more shared variance between the latent variable and 
its manifest variables than error variance (Hulland, 1999). All the loadings except 
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those for IMAG2, IMAG3 and CUEX3 are greater than 0.6, as recommended by 
Hair et al. (2010). Consequently, almost all of the manifest variables can be 
considered as good measures for their latent variables.  
 
Table 5.2: Model variables, parameters and relations 
 
Latent variables and inner model 
equations 
Manifest 
variables 
Outer model equations 
1
 Image (IMAG) 
11
x IMAG1 
12
x IMAG2 
13
x IMAG3 
14
x IMAG4 
15
x IMAG5 
iii
x
1111
   
1
 Customer expectations (CUEX) 
11111
   
11
y CUEX1 
12
y CUEX2 
13
y CUEX3 
iii
y
1111
   
2
 Perceived quality (PERQ) 
21212
   
21
y PERQ1 
22
y PERQ2 
23
y PERQ3 
24
y PERQ4 
25
y PERQ5 
26
y PERQ6 
27
y PERQ7 
iii
y
2222
   
3
  Perceived value (PERV) 
32323
   
31
y PERV1 
32
y PERV2 
iii
y
3333
   
4
  Customer satisfaction (CUSA)  
43432421414
   
41
y CUSA1 
42
y CUSA2 
43
y CUSA3 
iii
y
4444
   
5
  Customer loyalty (CUSL) 
54541515
   
51
y CUSL1 
53
y CUSL3 
iii
y
5555
   
6
  Customer complaints (CUCO) 
64646
    
61
y CUSCO 
 
iii
y
6666
   
Note: The inner and outer model equations have been addressed in Chapter 3. 
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When fitting the inner model, the regression coefficients and R2 values are 
estimated (as shown in Figure 5.2). The regression coefficients are given on the 
line that links the related latent variables, and are the standardized regression 
coefficients. The R2 values (depicted in the circles) are the proportion of the total 
variance of the latent variable that is explained by the structural model. It is 
important to notice that all the relationships between the latent variables in the 
model are positive. Therefore, for the structural model, an increase in the value 
of an impacting latent variable will, on average, also increase the value of the 
related endogenous latent variable.  
 
According to the regression coefficients for CUSA, PERQ, PERV and IMAG, 
these latent variables have a significant impact on satisfaction with the all 
associated being highly significant (p<0.001). However, the most important 
impact on CUSA is from PERQ (β=0.536). PERV and IMAG have less impact 
with β=0.197 and β=0.191, respectively. It is not surprising that, for the 
customer, the actual qualities of the mobile phone provider are far more 
important than the marketing initiatives. CUSL is a very important factor in the 
mobile phone industry, depending mainly upon CUSA (β=0.510) and, to a lesser 
extent, on IMAG (β=0.208). The R2 measure for customer satisfaction is 0.678. 
This means that the structural model explains 67.8 per cent of the total variance 
in satisfaction.    
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From the results for the ECSI model, we can conclude that satisfaction is mainly 
affected by PERQ, with PERV and IMAG also making important contributions. 
These findings suggest that company managers should pay more attention to 
enhancing their product quality (PERQ), and to the activities that improve 
company image (IMAG) and pricing policies (PERV). 
 
5.2.1 First-order and Second-order Model 
 
PLS enables researchers in many fields to investigate models at a high level of 
abstraction. The dimensions of a higher-order latent variable could be 
conceptualized within an overall abstraction, and it is theoretically meaningful to 
use this abstraction for the representation of the dimensions. Wold’s original 
design of PLS modelling did not consider higher-order latent variable where 
each latent variable had to be necessarily related to a set of observed variables 
in order to be estimated (known as the first-order model). On this basis, 
LohmÖller (1989), proposed a hierarchical component model approach when 
estimating higher-order latent variable through PLS-SEM.  
 
Second-order models are potentially applicable when (a) the lower order 
constructs are substantially correlated with each other, and (b) there is a higher 
order construct that is hypothesized to account for the relations among these 
lower order constructs. For example, to test whether there is a general 
intelligence factor that underlies a wide range of specific intelligence-related 
abilities (Spearman, 1927), we can hypothesize that the specific abilities, each 
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assessed by multiple items, are lower order constructs, and that general 
intelligence is this higher order construct, that accounts for the commonality 
among these lower order specific abilities.  
 
In the research, we present a reflective second-order model SEM estimated by 
PLS-SEM. The procedure is simple: the second-order latent variable is directly 
measured by fitted variables for all the first-order latent variables (Reinartz et al., 
2004). In our case, all manifest variables of the first-order and second-order 
constructs are reflective, as illustrated in Figure 5.3.  Unlike first-order models, 
second-order models are less widely used for modelling the data as it requires 
additional aspects of testing measurement invariance of second-order models. 
Nevertheless, it is important to investigate the impact of missing data on second-
order models and to identify which is the best imputation method to handle 
missing data, as the estimators and the models fitted to the resulting data could 
be of poor quality. Furthermore, no attempt has so far been reported of 
evaluating the performance of imputation methods for estimating missing data in 
second-order SEM model. This thesis aims to address this with sound research 
findings. 
 
The missing data imputation methods are compared for determining which 
method is more effective in handling missing data problems with a first-order 
model (described in section 5.3.1) and second-order model (described in section 
5.3.2).  
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5.3 The Design of the Experiments 
 
This section describes the experiments that were carried out in order to compare 
the performance of PLS-SEM for the different imputation methods previously 
proposed for handling missing values. The experiments formed two separate 
categories: the first comprised experiments with the first-order model (described 
in section 5.2), while the second category related to experiments with the 
second-order model. Both categories involved the two types of missing data 
mechanisms, namely, MCAR and MNAR. The theoretical propositions regarding 
these two types of missing data mechanisms were presented in Chapter 2. 
 
5.3.1 Experiment 1: First-order Model 
 
The first experiment of this study was conducted using data sets which 
comprised the seven latent variables and twenty-three manifest variables 
describes previously. The data sets contained either MCAR or MNAR data by 
systematically removing measured observations (Rubin, 1987). The first-order 
model (Figure 5.2) was then fitted to these reduced data sets containing these 
introduced missing data.  
 
5.3.2 Experiment 2: Second-order Model 
 
The second category contained experiments with data sets which comprised 
four latent variables and seven manifest variables. The second-order model (a 
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composite of the first-order and the second-order latent variables), revised from 
the ECSI model, was then fitted to the data. This model was designed to fully 
cover the impact of MNAR and MCAR when estimating a second-order model 
with PLS-SEM. Figure 5.3 illustrates the model, with the right side depicting the 
first-order latent variables, representing the indicators for the left side second-
order latent variable:    
 
 
Figure 5.3: The second-order model. 
 
Consider, for example, in this experiment, that the IMAG is a reflective second-
order latent variable represented by the three dimensions CUEX, CUSA and 
CUSL, which are first-order latent variables (Figure 5.3). CUEX in turn can 
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include several manifest variables such as CUEX1 and CUEX3 that represent, 
for example, the items of a survey. Similarly, CUSA comprises CUSA1, CUSA2 
and CUSA3, with CUSL including CUSL1 and CUSL3. A higher-order model can 
be posited that relates the manifest variables to their respective first-order latent 
variables which, in turn, are treated as indicator variables of the second-order 
latent variable, if there is a conceptual and theoretical rationale for such an 
advance. The contribution of each dimension to a higher-level latent variable can 
be assessed and delineated, as compared to bundling all items together in a 
single composite score. If all items are bundled together (through just one first-
order latent variable), the explication of the resultant latent variable is incomplete 
(Gerbing et al., 1994) and the contribution of various content domains to the final 
scale score will not be known. If all items/manifest variables are posited as 
reflective items of a single first-order latent variable IMAG, then it would be 
difficult to ascertain the contribution of each domain to the overall latent variable. 
Moreover, any resulting first-order model would implicitly assume that the 
individual contributions from the first-order latent variables are necessarily equal. 
 
5.4 The Experimental Procedures 
 
This section presents detailed descriptions for the experiments that were 
conducted. There are different ways of conducting the experiments for MCAR 
(Table 5.3) and MNAR (Table 5.4). In experiments involving MCAR data, the five 
statistical methods of data imputation, namely, Mean Substitution (MS), 
Regression Imputation (RI), Tree Imputation (TI), Expectation Maximization (EM) 
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and Multiple Imputation (MI) are compared by simulating different sample sizes 
and percentages of incomplete data (Jamil & Wallace, 2009).  
 
The Neural Network (NN) is also compared to other statistical methods of data 
imputation for MNAR investigations. NNs can be applied to MNAR data because 
this has specific variables with missing data. These variables can be used as the 
target variable in the NN learning algorithm. However, imputation for missing 
MCAR data using NN imputation is not relevant because missing data here is 
not attributable to any specific variable which can be used as the target variable 
in NN (Jamil et al., 2009). The details on how the MCAR and MNAR data sets 
were generated and how the NN was used as a post-processor to imputed data 
sets are discussed in the following section. 
 
5.4.1 Step 1: Generating the missing data sets 
 
a) Missing Completely at Random (MCAR) 
In both Experiments 1 and 2, the MCAR data sets were created by randomly 
selecting values to omit from the data set. Because the data is deleted 
randomly, there is no relationship between data that is missing and that which is 
observed. When there are no systematic differences in fully observed variables 
between those missing data and those variables that do not have missing data, 
data is said to be MCAR (Rubin, 1987). In this study, three levels of MCAR 
incomplete data were used (5%, 10% and 15%). Two sample sizes were also 
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used (100 and 250) to investigate effects on both a small sample and a larger, 
more stable, sample.  
 
Table 5.3: Experimental design of study for MCAR 
 
Design of 
experiment 
Type of design 
Imputation 
methods  
a. Mean substitution (MS) 
b. Regression Imputation (RI) 
c. Tree Imputation (TI) 
e. Expectation Maximization (EM) 
f. Multiple Imputation (MI) 
Sample size a. 100 
b. 250 
Percentage of 
missing data 
a. 5% 
b. 10% 
c. 15% 
 
Using the design shown in Table 5.3 above, Experiment 1 and Experiment 2 
were conducted on 100 replications for each design condition. The observed 
data was randomly sampled from the original data sets (described in section 
5.3.1). The statistics obtained from fitting each replication to the model were 
then averaged in order to compare the accuracy of each of the five imputation 
methods for handling missing data. There were 2x3 combinations with one 
hundred repetitions each, totalling 600 different data sets, applied to each 
imputation method. 
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b) Missing Not at Random (MNAR) 
The MNAR variable1 is identified by examining the loadings of the manifest 
variables of the fitted PLS-SEM model. For Experiment 1, those manifest 
variables with a low loading value of less than 0.6 were selected as the MNAR 
variable, to mimic a situation where a low loading might be the result of an 
inappropriate or difficult item that could lead to the respondents not providing a 
response. Figure 5.2 illustrates that loadings for IMAG2, IMAG3 and CUEX3 are 
less or equal to 0.6; therefore these variables were selected as the MNAR 
variables. For Experiment 2, manifest variables from the second-order model 
with the two lowest loading values were selected as the MNAR variables. As 
shown in Figure 5.3, the loading of CUEX 1 and CUSA1 are the lowest loading 
value; these variables were therefore selected as MNAR variables. 
 
According to Rubin (1987), when “missing” values are related both to the 
variable and the value of the variable itself, data is said to be missing not at 
random (MNAR). MNAR data are typically associated with extreme values as 
these tend to correspond to controversial or awkward questions that 
respondents wish to avoid. As such, Enders removed only extreme values when 
investigating this phenomenon (Enders, 2010). We follow this approach in our 
study. Data with measures of 1 and 2 at the lower end, or 9 and 10 at the higher 
end, were removed to mimic this situation. 
 
                                                 
1 MNAR variable is the variable that will contain MNAR data 
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Table 5.4 below shows the experimental design for MNAR where both 
Experiments 1 and 2 were conducted on twenty replications for each design 
condition. Forty different data sets (2x20) were therefore used for each 
imputation method. Finally, the results were averaged in order to assess the 
results of the experiment for each condition. 
 
Table 5.4: Experimental design of study for MNAR 
 
Design of 
experiment 
Type of design 
Imputation 
methods  
a. Mean substitution (MS) 
b. Regression Imputation (RI) 
c. Tree Imputation (TI) 
d. Neural Network Imputation (NN) 
e. Expectation Maximization (EM) 
f. Multiple Imputation (MI) 
g. Mean Substitution followed by a Neural Network as post-processor (MSNN) 
h. Regression Imputation followed by a Neural Network as post-processor (RINN) 
i. Tree Imputation followed by a Neural Network as post-processor (TINN) 
j. Expectation Maximization followed by a Neural Network as post-processor (EMNN) 
k. Multiple Imputation followed by a Neural Network as post-processor (MINN) 
MNAR 
missing 
data criteria 
a. 1 and 2 (the two lowest values) 
b. 9 and 10 (the two highest values) 
 
For the experiments involving MNAR data sets, NN imputation was also applied 
and the findings compared to those from the other statistical methods of data 
imputation. NN can be applied to MNAR data sets because the data has MNAR 
variables that can be used as the target variable in the NN learning algorithm. 
NN has also been employed as a post-processor for the MNAR data sets that 
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have been imputed by the statistical methods of data imputation used in this 
study. The effects of post-processing applying NN are further examined; the 
details of the NN learning are discussed in section 5.4.2 that follows. 
 
5.4.2 Step 2: Applying the imputation methods to generate “imputed” 2 
data 
 
All the incomplete data sets were stored as Excel files. There were 600 different 
MCAR data sets and 40 different MNAR data sets to be applied to each 
imputation method for handling missing data. The flow of data for the experiment 
involving MCAR data sets is exhibited in Figure 5.4, while Figure 5.5 depicts the 
experiment involving MNAR data sets. To apply the imputation methods, 
proprietary software has been utilized: specifically, SAS was used for the MS 
and TI, SPSS for the EM and RI, and LISREL for the MI.  
 
To impute missing data for the MNAR case using the NN, programs were written 
in Visual C++ as shown in Appendix A (Jamil, 2003). In contrast to the statistical 
methods of data imputation, NN requires each of the MNAR incomplete data 
sets to be split into training and test sets. The NN uses the training set to “learn” 
from: this is the data for which weights from layer-to-layer are adjusted until they 
match target values. The test set gives valid inferences about how well the NN 
learned. In this study, the observations that had corresponding deleted missing 
                                                 
2 “imputed” data set means that the data files with the new set of data with missing data have been 
imputed by a specific imputation method.  
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data were used as a test set, while the remaining observations were used as a 
training set.  
 
 
 
Another important consideration when using a NN is that it requires numeric 
data that should be scaled to a 0-1 range. The process of converting values to a 
0-1 range is called data normalization, for which there are many methods, 
including min-max normalization, z-score normalization and normalization by 
Original sample 
Incomplete 
sample 
Incomplete 
sample 
Incomplete 
sample 
....... ....... 
Random delete 
values 
Random delete 
values 
Random delete 
values 
MS RI EM TI MI 
“Imputed” 
data sets 
PLS-SEM 
Parameter 
estimates 
“Imputed” 
data sets 
“Imputed” 
data sets 
“Imputed” 
data sets 
“Imputed” 
data sets 
Figure 5.4: Experimental procedure for Missing Completely at Random. 
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decimal scaling. Min-max normalization was used in this study to perform a 
linear transformation on the original data. Suppose that maximum and minimum 
values of attribute CUEX1 are 10 and 2, respectively. Min-max normalization 
maps a value v of CUEX1 to v’ in the range [0, 1] by computing: 
210
2
'



v
v
        (5.1) 
 
The training sets that have been normalized were run through the back-
propagation NN, one of the learning algorithms in NN, and fed into a network 
with three layers. Details of the back-propagation algorithm and an illustration 
are provided in section 4.3. At the training stage, the back-propagation is trained 
on data in which no missing data exist, to produce a network model with the 
difference between the output of the network and the actual output in the training 
set at a minimum error. The intention is to minimize the error by adjusting the 
weights in the network until the error lies within the tolerance limits. The network 
model is then utilised to predict the missing values present in each of the MNAR 
variables at the testing stage. In both stages, each MNAR variable is used as 
the dependent variable and the remaining variables are applied as the 
independent variable. All the missing values are then replaced by the predicted 
values from the network model. 
 
After imputing the missing data by the methods being compared, the PLS-SEM 
model is fitted to this data, using SmartPLS. The same “imputed” data sets, with 
the exception of the “imputed” data sets obtained from the separate NN 
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experiment, are then sent directly to NN for the post-processing procedure, as 
exhibited in Figure 5.5 below, and a PLS-SEM is then fitted to the resulting data.    
    
 
 
Original sample 
Incomplete 
sample 
Incomplete 
sample 
Incomplete 
sample 
....... ....... 
Delete values Delete values Delete values 
MS RI EM TI MI NN 
“Imputed” 
data sets 
PLS-SEM NN 
(Post-processing) 
Parameter 
estimates 
“Imputed” 
data sets 
“Imputed” 
data sets 
“Imputed” 
data sets 
“Imputed” 
data sets 
“Imputed” 
data sets 
“complete” 
data sets 
MSNN 
“complete” 
data sets 
RINN 
“complete” 
data sets 
EMNN 
“complete” 
data sets 
TINN 
“complete” 
data sets 
MINN 
PLS-SEM 
Figure 5.5: Experimental procedure for Missing Not at Random. 
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5.4.3 Step 3: Applying a Neural Network as a post-processor for the 
“imputed” data sets obtained from the statistical methods of data 
imputation in Step 2 for experiments involving MNAR 
 
Fitting a PLS-SEM to data that has been processed by the NN was applied only 
to experiments involving MNAR data sets. All the data files with imputed data 
obtained from the various statistical methods of data imputation are transferred 
into DAT files and then post-processed by the NN. In this case, the NN is 
responsible for predicting new replacement data by replacing the imputed data 
obtained from the statistical methods of data imputation with updated estimates 
(Figure 5.5).  
 
The basic procedure of the back-propagation when employed as a post 
processor is identical to the practice of using the NN separately. However, when 
the NN is being applied as a post-processor, the “imputed” data sets are used as 
input to the network. In other words, no missing data exists at this stage. Each 
set of imputed values is used as a target output to estimate a new set of imputed 
values. Each variable that has imputed values is utilised as the dependent 
variable while the remaining variables are used as the independent variables.  
 
The new set of imputed values then replaces the imputed data for those cases 
where data was missing in the first place. The data sets after the post-
processing procedure are called “complete” data sets in order to avoid confusion 
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in differentiating between the data sets before and after post-processing. It is 
these “complete” data sets that are used when fitting a PLS-SEM.  
 
5.4.4 Step 4: Fitting the PLS-SEM with “imputed” and “complete” data 
sets and comparing the results 
 
The PLS-SEM were fitted to both “imputed” and “completed” data sets, to 
estimate the model parameters, which were then used to compare the 
performance of the methods applied in this study. Performance was assessed in 
terms of their ability to produce values for the PLS-SEM in the vicinity of the 
correct values. The parameters included factor loadings, regression coefficients 
and R2 values. They were then compared to the parameters calculated from the 
original complete samples, the percentage of bias was computed and the results 
analysed. Interaction charts/graphs were generated and the efficacy of the five 
different methods (for the experiment involving MCAR data sets) and eleven 
different methods (for the experiment involving MNAR data sets) were 
compared. Representative graphs/charts are presented in Chapter 6.  
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5.5 Criteria for Evaluation 
 
In order to estimate which imputation method for handling missing data is the 
most appropriate, the following procedure was followed: 
 
a) To assess the degree of bias in the estimated parameters (factor 
loadings, regression coefficient and R2), the mean absolute percentage 
error (MAPE) was found by first calculating the difference between the 
estimated parameter and the true population parameter, then dividing by 
the true population parameter, and expressing this as a percentage 
(Equation 5.2): 
 
%100


actual
actualimputed
x
xx
MAPE
  (5.2) 
 
Ximputed is the calculated mean value for the relevant parameter for the 
new set of data with replaced missing data from the various imputation 
methods. Xactual is the parameter value estimated from the original data 
set. Any imputation method that yields a small MAPE value indicates that 
it provides accurate estimates with limited proportional error present. 
 
b) The standard error (Equation 5.3) and correlation coefficients 
(Equation 5.4) for the actual and imputed data variables were also 
calculated. The standard error (SE) measures the error between the 
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actual and imputed observations in each variable and gives an indication 
of capability of prediction (Abdella & Marwala, 2006). The larger the 
standard error, the less the degree of accuracy and vice versa. The 
standard error (SE) is computed as follows (Draper & Smith, 1998): 
 
n
xx
SE
n
i
ii



 1
2)ˆ(      (5.3) 
 
where 
i
x is the actual value , 
i
xˆ  is the imputed value and n  is the 
number of missing values. 
 
Meanwhile, the correlation coefficient (r ) measures the linear 
association between two variables. In this context, the correlation 
coefficient measures the degree of association between the variable with 
the imputed values present and the corresponding variable with the actual 
values present. For example, the value for the variable IMAG1 (which was 
imputed by Expectation Maximization, Multiple Imputation, a Neural 
Network, Regression Imputation, Tree Imputation and Mean Substitution) 
was compared to the same variable in the original data set.  The 
parameter r ranges between -1 and 1, where its absolute value relates 
the strength of the relationship and the sign of r indicates the 
relationship. Hence, a value close to 1 indicates a strong predictive 
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capability. The correlation coefficient (r ) is computed as follows (Draper 
& Smith, 1998): 
 
 

 

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)ˆˆ)((    (5.4) 
where 
i
x  and 
i
xˆ are the means of actual data and approximated values, 
respectively. 
 
The measurements described above are frequently used for assessing the 
quality of imputation in many literatures (Chambers, 2000; Abdella & Marwala, 
2006; Nelwamondo & Marwala, 2007). 
 
5.6 Chapter Summary  
 
This chapter has presented the experimental design of the study. A published 
customer satisfaction data set based on empirical study was used to simulate 
MCAR and MNAR data, and a step-by-step account of how the experiment was 
conducted has also been provided. The effectiveness of the missing data 
methods was evaluated using mean absolute percentage error for parameter 
such as factor loadings, regression coefficients and coefficient of multiple 
determinations (R2). The standard error and correlation coefficient of each 
MCAR and MNAR variables were also calculated.  
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CHAPTER 6 
 
RESULTS 
 
6.1 Introduction 
 
This chapter presents the experimental results and related discussion. The first 
section discusses the experiments conducted using the first-order ECSI model, 
and subsequent sections report on the experiments conducted on the second-
order model, revised from the ECSI model. Both models were fitted to the 
missing completely at random (MCAR) and missing not at random (MNAR) data. 
Published customer satisfaction data sets based on empirical study were used 
to simulate MCAR and MNAR.   
 
The results concerning the accuracy and quality of PLS-SEM model parameters 
were measured by the Mean Absolute Percentage Error (MAPE) according to 
(5.2). The model parameters consisted of factor loadings, regression coefficients 
and coefficients of multiple determinations (R2) values for the latent variables. 
These measurements mainly determined the accuracy and similarity of the 
model parameters obtained from fitting the SEM to the imputed data, to those 
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derived from fitting the actual data. To determine the variation between the 
imputed values and the observed values, the standard errors and correlation 
coefficients were calculated and compared.  
 
6.2 Results of Experiment 1: First-Order Model 
 
In experiment 1, the two types of missing data mechanisms, MCAR and MNAR 
(described in Chapter 2), were employed to fit the first-order ECSI model to 
imputed data. The model was based on a SEM which comprised seven latent 
variables and twenty-three manifest variables (Figure 5.2, Chapter 5). Both 
types of missing data mechanisms were obtained from empirical data (described 
in section 5.2, Chapter 5). The MCAR and MNAR data sets were generated by 
systematically removing measured observations (Rubin, 1976) from the original 
data set. For the MCAR experiments, six hundred data sets were used for five 
imputation methods: Mean Substitution (MS), Expectation Maximization (EM), 
Regression Imputation (RI), Tree Imputation (TI) and Multiple Imputation (MI). In 
the MNAR experiments forty data sets were used for the eleven imputation 
methods: Mean Substitution (MS), Expectation Maximization (EM), Regression 
Imputation (RI), Tree Imputation (TI) and Multiple Imputation (MI), MS followed 
by a NN update (MSNN), EM followed by a NN update (EMNN), RI followed by a 
NN update (RINN), TI followed by a NN update (TINN), MI followed by a NN 
update (MINN) and Neural Network Imputation (NN).  
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The analysis of results concerning the MCAR data considered two factors: 1) the 
effects of sample size with missing data on the resulting fitted model, and 2) the 
effects of the proportion of cases with missing data, again on the resulting fitted 
model. In contrast, the analysis of results for MNAR data involved a study of the 
fitted model before and after application of the post-processing procedure on the 
imputed data by using a Neural Network (NN) for two sets of MNAR missing 
criteria, namely, mnar12 and mnar910. The two lowest values for variables in 
the data sets 1 and 2 were randomly removed to mimic the MNAR mechanism. 
These data sets are referred to as mnar12, while mnar910 is used to represent 
the MNAR data sets with values of 9 and 10, the two highest values, removed. 
 
6.2.1 Comparison of Imputation Methods for MCAR Data 
 
The experiments were carried out using data set comprising 100 and 250 cases, 
with 5%, 10% and 15% of the total number of entries missing at random. There 
were 100 replications for each condition (sample size and percentage of missing 
data). Factor loadings, regression coefficients, R2, standard error and correlation 
coefficients were averaged for each condition. To present all the results 
obtained, each of the methods of imputation was ranked for each of the 
parameters being estimated (factor loadings, regression coefficients and R2) for 
each sample size: 100 and 250 cases. In addition to the standard correlation 
coefficient values, the corresponding Intraclass correlation coefficient (ICC) 
between the imputed values and actual values are exhibited in the tables 
present in Appendix B6. These values are a measure of the relative accuracy of 
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the imputed data. As can be seen in the tables, the ICCs are consistent with 
those for the correlation coefficient measure, allowing for a Bonferroni type 
adjustment to accommodate multiple comparisons. 
 
6.2.1.1 Factor Loadings 
 
For this parameter, the averages of the MAPE of factor loadings of twenty-two 
manifest variables were investigated. On average, the EM and MI achieved 
superior results in the two sample sizes of 100 and 250. These results occurred 
for all the percentage missing values investigated. The graphs in Figures 6.1 
and 6.2 below depict the MAPE for factor loadings for PERQ3 in sample sizes of 
100 and 250, respectively. 
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Figure 6.1: Mean absolute percentage error for factor loadings for PERQ3 
(n=100). 
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For the sample size of 100, there is a noticeable improvement in MS with the 
small percentage of 5% missing data, but this deteriorated for larger 
percentages. Overall, EM achieves the least error consistently and with the 
smallest dispersion for the total factor loadings of twenty-two manifest variables 
in the model. For the sample size of 250, the least error with the greatest 
consistency for all percentages of missing data occurred when MI was applied, 
followed by EM, TI, RI, and finally, as would be expected, with MS. Results for 
factor loadings of twenty-two manifest variables are presented in Appendix B1. 
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Figure 6.2: Mean absolute percentage error for factor loadings for PERQ3 
(n=250). 
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6.2.1.2 Regression Coefficients  
 
In the case of the regression coefficients, to allow for better comparison of the 
imputation methods, we present the results by examining the gammas (the 
paths between exogenous latent variables and endogenous latent variables) 
separately from the betas (the paths between two endogenous latent variables). 
The gammas and betas are provided in Table 6.1: 
 
Table 6.1: The regression coefficients for the first-order ECSI model 
 
Gamma Beta 
IMAG --> CUEX 
IMAG --> CUSA 
IMAG --> CUSL 
CUEX --> PERQ 
CUSA --> CUCO 
CUSA --> CUSL 
PERQ --> CUSA 
PERQ --> PERV 
PERV --> CUSA 
 
For the sample size of 100, it can be observed that EM is the most accurate 
method with 10% and 15% missing data when estimating IMAG --> CUEX, as 
demonstrated in Figure 6.3. Although it is the most effective performer with 5%, 
MS becomes worse when the proportion of missing data grows to 10% and 
more, as this appears to occur in estimating all gammas. As Table 6.2 illustrates, 
MS yields the extreme value in estimating IMAG --> CUSA and IMAG -->CUSL 
with MAPE of 100% and 236%, respectively from the original data value with a 
larger percentage of 15% missing data. This indicates that the imputed values 
produced by MS have generated very high errors in estimating regression 
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coefficients, more than twice the value of that of the original data. The effect of 
the large error can be seen when estimating those paths where their regression 
coefficients are not significant, consistent with the original value.  
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Figure 6.3: Mean absolute percentage error for regression coefficients for IMAG 
--> CUEX (n=100). 
 
Table 6.2: The MAPE for gamma coefficients for the ECSI model (n=100, 
percentage of data missing=15%) 
 
Gamma coefficient Method of Imputation 
MS EM RI TI MI 
IMAG --> CUEX 12.27% 5.06% 9.24% 8.55% 11.47% 
IMAG -->CUSA 100.23% 19.97% 41.83% 32.53% 20.2% 
IMAG --> CUSL 236.88% 3.71% 62.13% 90.22% 86.14% 
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The following graphs (Figure 6.4) depict the MAPE in estimating IMAG --> CUEX 
in a sample size of 250. As shown in Figure 6.4, MI is the most effective, or 
equally effective, method for all percentages of missing data when the sample 
size is increased to 250.  However, when estimating IMAG --> CUSL, the results 
vary. This study observes that RI is the preferred method with the smallest 
percentage of 5% data missing, followed by MS and MI when the sample size is 
250. There are further indications, however, that MS tends to perform more 
accurately with a smaller percentage of data missing but becomes dramatically 
worse with a larger percentage of data missing. The results of MAPE for the 
gamma coefficient for IMAG --> CUSL and IMAG --> CUSA in all sample sizes 
and all percentages of data missing are presented in Appendix B2.  
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Figure 6.4: Mean absolute percentage error for regression coefficients for IMAG 
--> CUEX (n=250). 
123 
 
 
For the beta regression coefficients, MI is the most effective method with the 
sample size of 250 for all missing percentages. The following graphs (Figure 6.5 
and Figure 6.6) compare the efficacy of the five imputation methods for sample 
sizes of 100 and 250 for the CUSA --> CUCO path, as a representative 
example. At n=100, EM is the preferred choice with MI being the least effective. 
Similar to the gamma coefficients, at n=100, MS performs well when applied to 
smaller percentages of missing data, but breaks down with larger percentages 
for all betas (as illustrated in Table 6.3):  
 
Table 6.3: The MAPE for beta coefficients resulting from data sets with missing 
data have been imputed by MS (n=100, levels of data missing=5%, 10%, 15%) 
 
Beta coefficients The MAPE for Beta Coefficients   
Missing values at 5% Missing values at 10% Missing values at 15% 
CUEX --> PERQ 2.274% 2.494% 6.689% 
CUSA --> CUCO 0.555% 9.412% 11.217% 
CUSA --> CUSL 1.223% 1.255% 23.368% 
PERQ --> CUSA 11.699% 15.488% 22.058% 
PERQ --> PERV 2.190% 10.221% 12.347% 
PERV --> CUSA 27.377% 33.348% 37.284% 
 
The RI and TI methods are fairly consistent in showing poor performance for 
both sample sizes but are still accurate compared to MS. The results for the beta 
coefficient for all sample sizes and all percentages of data missing are 
presented in Appendix B2. 
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Figure 6.5: Mean absolute percentage error for regression coefficients for CUSA 
--> CUCO (n=100). 
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Figure 6.6: Mean absolute percentage error for regression coefficients for CUSA 
--> CUCO (n=250). 
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6.2.1.3 The Coefficient of Multiple Determinations (R2) 
 
MI yields the best R2 values that closest to actual values. It gives the greatest 
consistency and least error for all latent variables present in the model for the 
data set with 250 cases. This is followed by EM, TI, RI and finally by MS. 
However, MI does not perform as well at n=100 nor does TI and RI for 
percentage missing rates of 5% and 10%. Again, the MS and RI methods are 
poor for both sample sizes. As a representative example, the mean absolute 
percentage error for R2 for the latent variable PERV is presented in Figures 6.7 
and 6.8 for sample sizes of 100 and 250, respectively. The results of MAPE for 
R2 for all of the latent variables involved in both sample sizes and all 
percentages of missing data rates are presented in Appendix B3.  
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Figure 6.7: Mean absolute percentage error for R2 for PERV (n=100) 
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Figure 6.8: Mean absolute percentage error for R2 for PERV (n=250). 
 
6.2.1.4 Standard Error 
 
This study next examined the standard error of imputed values, using the PLS-
SEM model parameters, factor loadings, regression coefficients and R2 to 
measure the performance of imputation methods. This was carried out by 
computing the standard error between the imputed and actual values. It should 
be noted that, for consistency and comparison of the performance of the 
imputation methods, missing values were generated on the same variables for 
each of the MCAR data sets where missing data were generated sparsely. The 
standard error (SE) measures the error between actual and imputed 
observations in each variable. The higher the value of SE, the less reliable the 
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approximations and vice versa. In this case, the SE was computed according to 
(5.3).  
       
MS is the preferred choice overall for 5% of missing data for a sample size of 
100 for most cases of the variables with the imputed data. However, EM yields 
the least error when the proportion of missing data increases to 10% and more, 
followed by MI, TI, RI;  as expected, MS is again the least successful method in 
dealing with the larger percentages. Figures 6.9 and 6.10 depict the standard 
error for the manifest variable CUSA1 in the sample sizes of 100 and 250, 
respectively, as a representative example: 
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Figure 6.9: The standard error for CUSA1 (n=100) 
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Figure 6.10: The standard error of CUSA1 at n=250 
 
From the results presented in Figure 6.10, the most successful method, at each 
level of missing data, is the MI, followed closely by TI and EM for the higher 
levels of missing data. As expected, the MS is the worst performing method for 
large sample sizes. EM becomes worse in the increased sample size, relative, 
perhaps, to the other methods but still deteriorating with increased missing data. 
The standard error for each variable with MCAR data is provided in Appendix 
B4.  
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6.2.1.5 Correlation Coefficient 
 
The correlation coefficient (r) measures the linear association between two 
variables. In this context, the correlation coefficient measures the degree of 
association between the variable with the imputed values present and the 
corresponding variable with the actual values present. The value of “r” varies 
between negative 1 and positive 1. A positive value indicates a direct 
relationship between the actual missing data and its approximated value: the 
closer the value of “r” is to 1, the stronger the positive relationship. The 
correlation coefficient was computed according to (5.4). 
 
It can be observed that most of the results obtained from the correlation 
coefficient for all the variables are close to one. According to Boslaugh (2004), 
the closer the value is to one, the greater the similarity between variables with 
imputed values and the corresponding variables with actual values.   
 
As a representative example, the results of the correlation coefficients for 
CUSA1 obtained from the MCAR experiment between CUSA1 with imputed 
values and CUSA1 with actual values are given in Table 6.4 below for both 
sample sizes of 100 and 250. The results are also depicted in Figures 6.11 and 
6.12 that follow, in order to make an easy comparison between the results found 
by MS, EM, TI, RI and MI:  
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Table 6.4: The correlation coefficients for CUSA1 between imputed values and 
actual values in MCAR experiment 
 
sample size n = 100 n = 250 
% missing 5% 10% 15% 5% 10% 15% 
EM 0.975 0.965 0.960 0.979 0.965 0.964 
MI 0.982 0.966 0.963 0.991 0.969 0.967 
MS 0.993 0.925 0.924 0.976 0.948 0.940 
RI 0.973 0.947 0.926 0.979 0.948 0.927 
TI 0.978 0.960 0.959 0.988 0.966 0.962 
 
In this case, for the sample size of 100, MS is the preferred method at the 5% 
level of data missing with a value that is closer to one. However, EM and MI are 
more effective with their values being closer to one at the larger percentages, 
while MS, yet again, worsens at larger percentages of missing data, as has been 
previously observed:  
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Figure 6.11: The correlation coefficients for CUSA1 (n=100). 
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Figure 6.12: The correlation coefficients for CUSA1 (n=250) 
 
In contrast to most other situations, TI demonstrates a higher correlation 
between its imputed variables and corresponding actual variables than EM at 
the 5% and 10% level of data missing for the sample size of 250. Consistent 
with previous findings, MI is still the most efficient method when dealing with a 
large sample size at all levels of missing data. MS and RI are the least 
successful methods, although their performance does improve in the larger 
sample size. It can be observed that the closer the value is to one, the fewer the 
number of missing values. The total set of correlation coefficients for all the 
MCAR variables involved are provided in Appendix B5.  
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6.2.2 Comparison of Imputation Methods for MNAR Data 
 
The MNAR experiments were carried out using 250 cases. Not like MCAR, we 
do not use 100 cases because of the amount of the data is not good enough for 
NN to do the prediction. A PLS-SEM was fitted to imputed data that had been 
post-processed by the NN. A Neural network can be applied to MNAR data sets 
because the data has MNAR variables that can be used as the target variable in 
the NN learning algorithm. Manifest variables with a low loading value of less 
than 0.6 are selected as the variable to contain MNAR data - the MNAR variable 
has MNAR data. Based on the model depicted in Figure 5.2 (Chapter 5), IMAG2, 
IMAG3 and CUEX3 were selected as the MNAR variables by omitting data with 
measures of 1 and 2 (subsequently called mnar12), or 9 and 10 (mnar910). This 
was to mimic a situation where respondents who actually gave extreme values 
declined to answer the questions; this is perhaps an exacting example of MNAR 
data.  
 
To post-process the imputed values generated by imputation methods, an NN 
was applied to estimate a new set of values to replace the imputed data values 
from the various imputation methods used in this study. These data sets, 
generated after the post-processing procedure, were termed the “complete” data 
sets; these “complete” data sets were used when fitting a PLS-SEM to estimate 
the parameters for the model. The parameters resulting from the data sets 
before and after this post-processing procedure were then compared. Besides 
post-processing, NN was also used as the sole technique to estimate the 
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missing values, and the findings were compared to those obtained from the 
other statistical methods of data imputation.  
 
All results obtained from these MNAR experiments are presented by ranking 
each of the methods of imputation for each of the types of parameters being 
estimated (factor loadings, regression coefficients and R2) for the two sample 
sizes. All the results were first averaged in order to assess the results of the 
experiment for each condition. In addition to the standard correlation coefficient 
values, the corresponding Intraclass correlation coefficient (ICC) between the 
imputed values and actual values are exhibited in the tables present in Appendix 
B10. These values are a measure of the relative accuracy of the imputed data. 
As can be seen in the tables, the ICCs are consistent with those for the 
correlation coefficient measure, allowing for a Bonferroni type adjustment to 
accommodate multiple comparisons. 
 
6.2.2.1 Factor Loadings 
 
The accuracy of imputation values for factor loadings was measured using the 
Mean Absolute Percentage Error for the imputed data and actual data. As 
previously stated, in the MNAR experiments only MNAR variables (IMAG2, 
IMAG3 and CUEX3) were selected to have missing values in each MNAR data 
set. Only these variables, therefore, were observed in order to compare the 
results of factor loadings obtained from the data sets before and after post-
processing.  
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The overall results indicate an improvement in all imputation methods when their 
imputed data sets have been post-processed by the NN, compared to the results 
without use of the post-processing procedure. However, it can also be observed 
that NN, as an imputation method, yields high error results if used in isolation. In 
other words, NN performs more efficiently if referring to previous examples. The 
mean absolute percentage error for factor loadings for the mnar12 and mnar910 
data found by different imputation methods is presented in Tables 6.5 and 6.6, 
respectively: 
 
Table 6.5: The mean absolute percentage error for factor loadings for the first-
order model (mnar12 data) 
 
MNAR 
variable MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
CUEX3 3.65 0.52 2.39 1.68 3.15 2.42 2.78 1.28 1.11 1.06 2.83 
IMAG2 2.95 2.15 2.05 1.10 1.82 1.52 2.45 1.85 1.68 1.07 1.90 
IMAG3 11.94 9.55 12.51 9.61 12.09 11.21 11.80 10.91 10.84 4.07 12.29 
 
The comparison using the MAPE for factor loadings for the CUEX3, shows that 
MINN yields the most accurate results with values that are close to the actual 
values for mnar910, closely followed by MSNN. With the mnar12 data, MSNN 
delivers an excellent fit, while MS provides the poorest fit compared to the other 
methods. However, it is demonstrated that imputed data sets formed by MS can 
be improved when applying the post-processing procedure with NN. It can also 
be observed that the post-processing procedure has a greater impact on factor 
loadings with imputed data set formed by MS, where a difference error rate of 
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about 20% from before and after post-processing is obtained when NN is 
applied to mnar910 data. In contrast to other imputation methods, however, 
EMNN produces inferior fits for the mnar910 data compared to EM.  
 
Table 6.6: The mean absolute percentage error for factor loadings for the first-
order model (mnar910 data) 
 
MNAR 
variable MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
CUEX3 26.14 6.11 6.11 6.23 16.82 7.63 17.62 6.36 6.12 3.86 14.64 
IMAG2 3.50 1.78 3.35 3.75 2.27 0.83 20.06 6.87 1.13 0.10 2.70 
IMAG3 19.79 1.20 3.23 3.32 4.14 4.10 7.56 3.11 1.69 0.33 5.13 
 
Applying the MAPE to factor loadings for the IMAG2 again identifies MINN as 
yielding the preferred method when fitted to both mnar910 and mnar12 data, 
closely followed by RINN and TINN, respectively. Regarding the mnar910 data, 
it can be observed that the post-processing procedure has a greater impact on 
the factor loadings with imputed data formed by RI, where a difference error rate 
of about 14% (when compared to the results before and after the post-
processing procedure) was obtained. In contrast to other imputation methods, 
EMNN provides slightly inferior results with mnar910 data than those obtained 
without post-processing with the NN.   
 
Using the MAPE for factor loadings for the IMAG3 indicator, MINN is still found 
to be the most successful method applied to both mnar910 and mnar12 data, 
closely followed by MSNN. These are followed closely by EMNN, MI, TINN, 
RINN, TI, MS, RI, NN and EM respectively with the mnar12 data. It can be 
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observed that the post-processing procedure has a greater impact on the results 
for factor loadings from imputed data from MS, where a difference error rate of 
about 19% (when compared to the results before and after the post-processing 
procedure) was obtained with mnar910 data. 
 
The overall results demonstrate that, before the post-processing procedure, the 
MI method achieves a superior performance compared to the other methods 
applied to the MNAR data (mnar12 and mnar910). This occurs for each MNAR 
variable (IMAG2, IMAG3 and CUEX3). After the post-processing procedure, it 
can be observed that the factor loadings found by using the “complete” data sets 
are more accurate than the imputed data sets obtained without the post-
processing procedure. This is the case for factor loadings from MI, TI, RI and MS 
using both sets of MNAR missing data criteria. However, for the mnar910 data, 
the EM method provides an inferior fit after the post-processing procedure. As a 
representative example, the MAPE for the factor loading for IMAG2 is presented 
in Figures 6.13 and 6.14 for both sets of MNAR missing data criteria, mnar12 
and mnar910, respectively. The total set of results of MAPE for factor loadings 
for the MNAR variables for both sets of MNAR missing data criteria are 
presented in Appendix B7.  
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Figure 6.13: Mean absolute percentage error (MAPE) for the factor loadings for 
IMAG2 (mnar12 data). 
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Figure 6. 14: Mean absolute percentage error (MAPE) for the factor loadings for 
IMAG2 (mnar910 data). 
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6.2.2.2 Regression Coefficients 
 
Similarly, the evaluation of the path (regression) coefficients was also measured 
by MAPE. The analysis focused on paths related to the MNAR variables: IMAG -
-> CUEX, IMAG --> CUSA, IMAG --> CUSL and CUEX --> PERQ.   Comparison 
of the regression coefficient was obtained from fitting the data sets before and 
after applying the post-processing procedure.  
 
MINN again appears to be the most successful method for handling missing 
values for both sets of missing data criteria. As a representative example, the 
MAPE for the regression coefficient for IMAG --> CUSL is presented in Figures 
6.15 and 6.16 for both sets of MNAR missing data criteria (mnar12 and 
mnar910). The figures reveal a noticeable improvement in all imputation 
methods when their imputed data sets have been post-processed, compared to 
the results without the post-processing procedure. This clearly demonstrates 
that post-processing with a NN decreases error rate. However, from Figure 6.15, 
it can be seen that NN gives inferior results if used in isolation on mnar12 data. 
In this case, although MS remains the least effective method, NN is the second 
least effective method.  
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Figure 6.15: Mean absolute percentage error (MAPE) for the regression 
coefficient of IMAG --> CUSL (mnar12 data). 
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Figure 6.16: Mean absolute percentage error (MAPE) for the regression 
coefficient for IMAG --> CUSL (mnar910 data). 
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It can also be observed that the post-processing procedure makes a greater 
impact on the results of regression coefficients with the imputed data set created 
by MI, where there is a difference average error rate of about 3.5% when 
compared to the results before and after using the post-processing procedure for 
all paths in mnar12. The total set of results of MAPE for the regression 
coefficients for the paths that related to MNAR variables are presented in 
Appendix B8. A similar pattern was also obtained with mnar910 data, with the 
error rate decreasing as the NN was used to post-process the data sets 
obtained from each of the imputation methods. However, with respect to the 
mnar910 data, it can be seen that NN imputation leads to the weakest results if 
used in isolation. 
 
6.2.2.3 The Coefficient of Multiple Determinations (R2) 
 
Analysis for the R2 statistic focused on the endogenous latent variables CUSA, 
CUSL, CUEX and PERQ as these are associated with variables that have 
missing data (the MNAR variables). The results of fitting a PLS-SEM on each of 
the forty data sets for all eleven imputation methods are presented in Tables 6.7 
and 6.8 for both sets of missing data criteria (mnar12 and mnar910, 
respectively). As expected, the error rate decreased as the NN was applied to 
post-process the imputed data sets.  
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Table 6.7: The mean absolute percentage error for R2 for the latent variables 
(mnar12 data) 
  MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
CUSA 0.21 0.07 0.11 0.10 0.15 0.13 0.12 0.08 0.07 0.06 0.19 
CUEX 4.10 0.24 0.66 0.51 0.90 0.39 2.15 0.25 0.66 0.15 2.26 
CUSL 0.38 0.13 0.36 0.31 0.40 0.33 0.37 0.20 0.33 0.09 0.37 
PERQ 5.41 3.47 1.82 1.30 2.85 1.72 3.44 2.11 1.07 1.10 5.54 
 
Table 6.8: The mean absolute percentage error for R2 for the latent variables 
(mnar910 data) 
  MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
CUSA 0.09 0.00 0.03 0.10 0.07 0.00 0.07 0.00 0.03 0.00 0.04 
CUEX 8.23 4.37 3.12 0.78 4.95 1.01 7.53 4.21 1.21 0.23 3.94 
CUSL 0.58 0.04 0.55 0.42 0.53 0.27 0.33 0.11 0.24 0.02 0.29 
PERQ 7.55 4.18 4.18 0.81 7.23 3.08 7.26 2.72 2.76 1.33 6.00 
 
Applying the MAPE for R2 for the CUSA latent variable identifies MINN as 
yielding the most accurate results for both sets of mnar12 and mnar910 data. 
The MSNN approach is the second most effective for mnar12 data, with MS 
again the weakest method. However, the NN appears to assist the MS method 
to improve uniformly using the post-processing procedure. With the mnar910 
data, post-processing the imputed data sets produced from MS, RI, TI and MI all 
improve where MSNN, RINN, TINN and MINN have not introduced any error in 
the results for the CUSA latent variable.  
 
When the MAPE for the R2 for the CUEX latent variable is used, MINN is again 
shown to be the preferred method with mnar12 and mnar910 data, with EMNN 
and MSNN also producing good results when fitted to mnar910 and mnar12 
data, respectively. MSNN is the most improved when applying NN as a post-
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processor, with a reduction in the error rate of about 4% for both sets of MNAR 
missing data criteria.  
 
Comparing the MAPE for the R2 for CUSL latent variable, MINN is seen to be 
the most effective method overall when applied to mnar12 and mnar910 data, 
with MSNN also performing satisfactorily. TINN is as successful as MSNN with 
mnar12 data, while NN performed as well as MI when fitted to mnar910 data. 
The Mean and Regression methods consistently demonstrate poorer 
performance for both sets of MNAR missing data criteria when their imputed 
data are not post-processed by the NN. 
 
Using MAPE for the R2 for the PERQ latent variable again identifies MINN as the 
method with the most successful performance. However, with mnar12 data, MI 
achieves slightly better results than MINN, while NN is the weakest method 
when fitted to mnar12 data, followed by MS, which had not occurred previously. 
RI improves when its imputed data sets have been post-processed by NN 
(RINN) with an error rate decreasing by about 4% for both MNAR missing data 
criteria.  
 
Overall, it can be concluded that R2 is more accurately estimated by MINN with 
mnar12 data, closely followed by MI, EMNN, RINN, TINN, EM, MSNN, RI, TI, 
NN and MS. Consistent with these findings, MINN is also the preferred method 
for applying to mnar910 data. This is followed by MI, EMNN, RINN, TINN, EM, 
MSNN, NN, RI, TI and MS. NN is not particularly accurate when imputing 
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missing values to mnar12 data and mnar910 data, although it becomes excellent 
when reconstructing missing values by post-processing imputed data sets. The 
results of MAPE for R2 for CUSA, CUSL, CUEX and PERQ are presented in 
Appendix B9.  
 
6.2.2.4 Standard Error 
 
This study also compared the standard error (SE) between each variable in the 
original data sets with the imputed data sets resulting from the eleven imputation 
methods. The study focused on the three MNAR variables, IMAG2, IMAG3 and 
CUEX3, all of which had missing values for both sets of MNAR missing criteria, 
mnar12 and mnar910. The SE measures how closely the imputed values are to 
the original values in each variable. The higher the value is of the SE, the less 
accurate are the imputed values, and vice versa. In this case, the SE was 
computed according to (5.3).  
 
First, a comparison of the SE for the variable IMAG2 was obtained from imputed 
data sets formed by the eleven imputation methods and the corresponding 
variable from original data sets.  It can be observed that MINN is the most 
successful method applied to mnar12 and mnar910 data with MI and EMNN 
performing second best and third best, respectively. MSNN, RINN and TINN 
provide equally the fourth best results, while TI is the poorest achiever when 
fitted to mnar12 data.  
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Table 6.9: The standard error of each MNAR variable for mnar12 data 
 
Variable IMAG2 IMAG3 CUEX3 
EM 0.248 1.255 0.591 
EMNN 0.156 1.039 0.579 
MI 0.152 1.143 0.582 
MINN 0.144 0.813 0.443 
MS 0.379 1.268 0.792 
MSNN 0.190 1.168 0.438 
RI 0.202 1.161 0.627 
RINN 0.190 1.109 0.616 
TI 0.266 1.151 0.629 
TINN 0.190 0.957 0.591 
NN 0.256 1.149 0.681 
 
Table 6.10: The standard error of each MNAR variable for mnar910 data 
 
Variable IMAG2 IMAG3 CUEX3 
EM 0.914 0.921 1.049 
EMNN 0.849 0.704 0.957 
MI 0.344 0.583 0.930 
MINN 0.334 0.410 0.860 
MS 0.640 1.100 1.286 
MSNN 0.384 0.811 1.269 
RI 0.947 0.683 1.083 
RINN 0.407 0.453 0.890 
TI 0.624 0.577 0.982 
TINN 0.376 0.475 0.957 
NN 1.035 0.887 0.967 
 
In contrast to previous findings, the NN is the worst imputation method for 
mnar910 data for IMAG2 only, although as a post-processor it improves the 
results for the other imputation methods by decreasing the error. The SE of each 
MNAR variable is presented in Tables 6.9 and 6.10 for both sets of MNAR 
missing data criteria, mnar12 and mnar910, respectively. 
 
Comparing the SE of the IMAG3 manifest variable, MINN is again the best 
performing method, followed by TINN and RINN for both mnar12 and mnar910 
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data. MS is again the least successful method, as in previous findings, although 
MSNN improves the results slightly. 
    
For the SE of the CUEX3 manifest variable, MINN is the preferred method for 
fitting to the mnar910 data. However, MSNN improves and performs best with 
mnar12; MS, together with EM, RI and TI, performs poorly, although they all 
improve under the post-processing procedure applied to both sets of missing 
data criteria. 
 
The overall results show that for each of the standard imputation methods, the 
SE values decrease as the NN is applied by post-processing imputed data sets 
obtained from standard imputation methods.  
 
6.2.2.5 Correlation Coefficient 
 
The correlation coefficient measures the strength of the relationship between the 
variable with imputed values and the corresponding variables with actual values. 
The correlation coefficient was computed according to (5.4). The study expected 
to find a high positive correlation between these two variables. As a 
representative example, Tables 6.11 and 6.12 below depict the correlation 
between the actual and imputed data variables for each MNAR variable for both 
sets of MNAR missing data criteria, mnar12 and mnar910, respectively.  
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Table 6.11: The correlation of each MNAR variable between the actual and 
imputed values (mnar12 data) 
Variable IMAG2 IMAG3 CUEX3 
EM 0.992 0.880 0.958 
EMNN 0.996 0.895 0.959 
MI 0.997 0.886 0.961 
MINN 0.998 0.945 0.978 
MS 0.978 0.885 0.938 
MSNN 0.994 0.889 0.966 
RI 0.994 0.893 0.957 
RINN 0.995 0.901 0.964 
TI 0.987 0.890 0.960 
TINN 0.988 0.907 0.961 
NN 0.976 0.827 0.927 
 
Table 6.12: The correlation of each MNAR variable between the actual and 
imputed values (mnar910 data) 
Variable IMAG2 IMAG3 CUEX3 
EM 0.955 0.961 0.961 
EMNN 0.956 0.974 0.965 
MI 0.987 0.963 0.954 
MINN 0.990 0.983 0.968 
MS 0.953 0.956 0.922 
MSNN 0.981 0.975 0.952 
RI 0.909 0.958 0.958 
RINN 0.987 0.987 0.958 
TI 0.953 0.966 0.909 
TINN 0.986 0.981 0.959 
NN 0.842 0.917 0.904 
 
From the overall results, it can be observed that the imputed values found by all 
eleven imputation methods have a strong positive relationship with the actual 
values. As the majority of these data sets are identical, this is inevitable. Most of 
the correlation coefficients are close to positive one. Moreover, these 
relationships are also statistically significant. It is important to ascertain whether 
the imputed data is fully representative of the actual data sets.  
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The experiment for the correlation coefficient for the IMAG2 manifest variable 
identified MINN as producing the best results when fitted to both mnar12 and 
mnar910 data, as shown in Tables 6.11 and 6.12 above.  NN is the poorest 
performing method with both mnar12 and mnar910 data, although post-
processing with NN helps to decrease the error for all the other imputation 
methods. As an example, it is noted that MSNN, RINN, EMNN, TINN and MINN 
all improve slightly compared to MS, RI, EM, TI and MI used in isolation (without 
the post-processing procedure). 
 
For the correlation coefficient for the IMAG3 manifest variable, MINN and RINN 
is the preferred method with mnar12 and mnar910 data, respectively, with the 
second most efficient method being provided by both RINN and MINN. 
Consistent with the previous findings for the IMAG2 variable, NN is the worst 
performer on both mnar12 and mnar910 data.  
 
Investigating the correlation coefficient for the CUEX3 manifest variable 
demonstrates that MINN produces the most successful performance on both 
mnar12 and mnar910 data, with MSNN and EMNN providing second best 
results with mnar12 and mnar910 data, respectively. NN is again the least 
accurate method applied to both mnar12 and mnar910 data. It appears that NN 
performs more effectively if it is combined with the other imputation methods 
rather than being used in isolation. In other words, NN is more successful as a 
post-processor with the imputed data sets than as an imputation method in 
handling missing data in its own right. 
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6.3 Results of Experiment 2: Second-Order Model 
 
In this experiment, the second-order model, as shown in Figure 5.3 (Chapter 5), 
was used to fit the PLS-SEM to the data. The model was based on a SEM which 
comprised four latent variables and seven manifest variables. The data removal 
process was designed to mimic MCAR and MNAR data mechanisms by 
systematically removing measured observations (Rubin, 1976) from the 
empirical data set. Six hundred MCAR data sets and forty MNAR data sets were 
generated and used as input for the five imputation methods (for MCAR 
experiments) and eleven imputation methods (for MNAR experiments). As 
previously described, the analysis of results concerning the MCAR experiments 
took into account two factors: 1) the effects of sample size with missing data and 
2) the effects of proportion of cases with missing data. In the MNAR experiment, 
the results and analysis have again been obtained by examining the results of 
fitting a PLS-SEM to imputed data sets before and after post-processing, using 
Neural Network (NN).    
 
6.3.1 Comparison of Imputation Methods for MCAR data 
 
As of previous, the two data sets used for this experiment comprised with 100 
and 250 cases that were randomly selected from the original data set and fixed 
for the two sets of experiments. For each of these, the missing data was 
generated randomly at three distinct levels: 5%, 10% and 15%. To present all of 
the results obtained, each method of imputation was ranked for each type of 
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parameters being estimated (factor loadings, regression coefficients and R2) for 
the varying sample sizes. In addition to the standard correlation coefficient 
values, the corresponding Intraclass correlation coefficient (ICC) between the 
imputed values and actual values are exhibited in the tables present in Appendix 
B14. These values are a measure of the relative accuracy of the imputed data. 
As can be seen in the tables, the ICCs are consistent with those for the 
correlation coefficient measure, allowing for a Bonferroni type adjustment to 
accommodate multiple comparisons. 
 
6.3.1.1 Factor Loadings 
 
For factor loading, the averages of this parameter of fourteen manifest variables 
were investigated. On average, MI yielded the most consistent and successful 
results for both sample sizes and was the most accurate for all missing 
percentages. As a representative example, the graphs in Figures 6.17 and 6.18 
below depict the MAPE for the factor loading for CUSL3 on CUSL for sample 
sizes of 100 and 250, respectively:  
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Figure 6.17: Mean absolute percentage error (MAPE) for factor loading of 
CUSL3 on CUSL (n=100). 
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Figure 6.18: Mean absolute percentage error (MAPE) for factor loading for 
CUSL3 on CUSL (n=250) 
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The overall results were averaged in order to illustrate the results for each 
experimental condition. When the sample size is 100, the second most 
successful method (after MI) is EM, followed by TI, RI and MS for all missing 
percentages except 5% missing data, where MS is the second poorest method 
and RI is the poorest . For the sample size of 250, there is noticeable 
improvement in EM for 5% missing data. However, MI still consistently achieves 
the least MAPE at all percentages. EM performs similarly to RI and is slightly 
inferior to MI for the factor loading for CUSL3 on CUSL for a sample size of 250. 
The results for factor loadings for each MCAR variable on their own constructs 
are presented in Appendix B11. 
 
6.3.1.2 Regression Coefficients  
 
There were paths represented by three regression coefficients involved in the 
second-order model used in this study, namely IMAG --> CUEX, IMAG --> 
CUSA and IMAG --> CUSL. IMAG is the second-order latent variable in this 
model. The MAPE for the regression coefficients for each path is presented in 
Tables 6.13 and 6.14 below for sample sizes of 100 and 250, respectively.  
 
For the regression coefficient for the IMAG --> CUEX path, MI yields the least 
error for all levels of missing percentage when the sample size is 100. This is 
closely followed by EM, TI, RI and MS for 5% missing data. However, when 10% 
of values are missing, the MAPE for the regression coefficients increases by 
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about 2% compared to their actual values, for all imputation methods except MI 
which still achieves superior results. MS is again identified as the worst 
performing method at the 15% missing data level with a MAPE of about 4%. In 
the sample size of 250, EM provides exception results with a MAPE of about 0% 
for their regression coefficient for the 5% missing data. In other words, the 
results are identical to the actual values. However, MI becomes the most 
successful method with 15% missing data, and MS remains the weakest method 
at all levels of missing percentages with a MAPE of about 8% when the 
proportion of missing data increases to 15%.  
 
When applied to the regression coefficient of the IMAG --> CUSA path, EM is 
found to yield the smallest MAPE with the 5% missing data level when the 
sample size is 100. As the level of missing data increases to 10% and 15%, MI 
becomes the most successful method, followed by EM, TI, RI and MS for all 
missing percentages. When the sample size is 250, MS performs better 
compared to the MAPE from MS when the sample size is 100 with 5% of 
missing data. The larger sample size appears to assist MS in dealing with the 
smaller missing values. Nevertheless, MI remains the most accurate method for 
all missing percentages, with RI and TI performing fairly well with a sample size 
250. 
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Table 6.13: The mean absolute percentage error for regression coefficients for 
second-order model (n=100) 
% missing Paths MS EM RI TI MI 
5% 
IMAG --> CUEX 0.565 0.318 0.357 0.348 0.307 
IMAG --> CUSA 1.824 0.114 0.456 0.331 0.274 
IMAG --> CUSL 2.611 0.845 1.398 1.344 0.851 
10% 
IMAG --> CUEX 2.198 2.116 2.480 2.295 0.173 
IMAG --> CUSA 3.808 1.003 1.969 1.380 0.456 
IMAG --> CUSL 6.718 0.980 3.717 2.828 0.921 
15% 
IMAG --> CUEX 4.171 2.142 2.622 2.370 2.085 
IMAG --> CUSA 4.389 1.708 2.382 2.349 1.083 
IMAG --> CUSL 7.411 1.444 4.789 3.738 0.977 
 
Table 6.14: The mean absolute percentage error for regression coefficients for 
second-order model (n=250) 
% missing Paths MS EM RI TI MI 
5% 
IMAG --> CUEX 1.250 0.000 0.208 0.162 0.121 
IMAG --> CUSA 0.355 0.067 0.089 0.577 0.033 
IMAG --> CUSL 0.274 0.179 0.376 0.217 0.068 
10% 
IMAG --> CUEX 4.920 1.262 1.296 1.285 0.333 
IMAG --> CUSA 0.755 0.189 0.489 0.255 0.179 
IMAG --> CUSL 1.162 0.387 0.482 0.821 0.201 
15% 
IMAG --> CUEX 7.942 0.463 2.362 2.697 0.527 
IMAG --> CUSA 0.955 0.332 0.555 0.433 0.389 
IMAG --> CUSL 5.208 0.395 0.542 1.219 0.262 
  
 
Consistent with previous findings, the EM is identified as the most accurate 
method when estimating the regression coefficient of the IMAG --> CUSL at a 
sample size of 100. The second most successful method is MI, although this is 
achieved at the level of 10% missing data and higher in a sample size of 100. MI 
also appears as the most effective method for all missing percentages with a 
sample size of 250. It can be claimed that MI achieves greater accuracy than all 
the other imputation methods, especially for higher levels of missing data. As 
demonstrated in Table 6.14, only MI shows a MAPE less than 1% in all cases; 
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MS consistently demonstrates poorer performance with a very high level of 
error, especially for higher missing proportions in either sample size.    
 
6.3.1.3 Coefficient of Multiple Determinations (R2) 
 
Three endogenous latent variables, CUEX, CUSA and CUSL, were used to 
construct the second-order model and an examination was carried out of their R2 
found by each imputed data sets obtained from the imputation methods. The 
overall results were averaged in order to illustrate the quality of each of the five 
imputation methods. The MAPE for R2 for all endogenous latent variables is 
presented in Tables 6.15 and 6.16 for a sample size of 100 and 250, 
respectively.  
 
Table 6.15: The mean absolute percentage error for R2 for latent variables in the 
second-order model (n=100) 
% 
missing 
Latent 
variables MS EM RI TI MI 
5% 
CUEX 1.141 0.571 0.730 2.243 0.690 
CUSA 3.626 0.621 0.676 0.936 0.559 
CUSL 5.154 1.679 2.783 2.677 1.421 
10% 
CUEX 5.789 0.583 5.680 4.579 0.335 
CUSA 7.486 2.002 2.937 2.755 0.923 
CUSL 12.974 1.908 7.291 5.565 1.832 
15% 
CUEX 8.175 4.499 6.088 4.844 4.127 
CUSA 8.604 2.755 4.666 3.405 1.171 
CUSL 14.277 2.881 9.334 7.327 1.951 
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Table 6.16: The mean absolute percentage error for R2 for latent variables in the 
second-order model (n=250) 
% missing 
Latent 
variables MS EM RI TI MI 
5% 
CUEX 2.480 0.013 0.429 0.308 0.217 
CUSA 0.715 0.123 0.185 0.659 0.062 
CUSL 0.545 0.561 0.766 0.729 0.130 
10% 
CUEX 9.583 2.506 2.539 2.600 1.072 
CUSA 1.900 0.382 0.974 0.493 0.290 
CUSL 2.299 0.779 0.864 1.649 0.318 
15% 
CUEX 15.253 2.925 4.785 5.321 1.241 
CUSA 2.900 1.259 1.874 1.110 0.777 
CUSL 10.143 0.840 0.888 2.429 0.532 
 
The experiment on the R2 of the CUEX identifies MI as the most effective 
method applied to sample sizes of 100 and 250 for all missing percentages, 
except for 5% missing data, where EM achieves a higher score than MI. This is 
followed by EM, TI and RI, while, as would be expected, MS is the weakest 
performer. It appears that the performance by imputation methods does not 
differ greatly at the lower levels of missing values, but varies noticeably as the 
amount of missing values increases. As illustrated in Tables 6.15 and 6.16 
above, MS is the worst performing method with 15% missing data and MAPE of 
about 8% and 15% in a sample size of 100 and 250, respectively, in comparison 
with the other imputation methods.  
 
Examining the R2 of the CUSA, it is observed that MI is the highest performing 
method at each level of missing data, occurring in  both sample sizes; it is 
closely followed by EM, TI, RI and MS. However, with 5% missing data, TI is the 
least effective compared to RI, although both methods appear to be ranked 
consistently in third and fourth place for both sample sizes.  
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For the R2 of the CUSL, at each level of missing data, MI is again identified as 
the most effective method for both sample sizes,  followed by EM, TI, RI and MS 
for the sample size of 100. As the sample size increases to 250, MS achieves 
the second best score over EM, RI and TI, with 5% missing data. However, as 
the proportion of missing data grows, MS becomes the worst performing 
method, as expected. The results show that, for each imputation method, the 
overall level of error increases as the amount of missing data grows. 
 
6.3.1.4 Standard Error 
 
A study of the variation of the imputed values for each of the MCAR variables 
can assist in deciding the most appropriate method of data imputation. This is 
carried out by computing their standard error and correlation coefficient. The 
standard error (SE) measures the error between actual and imputed 
observations in each MCAR variable. Any imputation data yielding a higher 
standard error value identifies which method yields a less accurate imputed 
value, and vice versa. In this case, the SE was computed according to (5.3).  
 
In most cases for the MCAR variables with the imputed data for the 100 cases, 
EM is observed to be the most successful method, with 5% missing data. 
However, at the level of 10% missing and higher, MI is the best match. As a 
representative example, the graphs in Figures 6.19 and 6.20 below depict the 
SE for the manifest variable CUSL1 for the 100 and 250 size data, respectively. 
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The SE of MS is smaller than TI with 5% missing data, but TI scores over RI and 
MS when the percentage of missing data increases to 10% and higher:  
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Figure 6.19: The standard error for CUSL1 (n=100) 
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Figure 6.20: The standard error for CUSL1 (n=250) 
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Similar to previous findings, when the  sample size is 250, EM appears to be  
the most accurate method with 5% missing data, but it is less successful than MI 
when the percentage of missing data increases, closely followed by TI and RI. 
As expected, the MS is the worst performing method for the larger sample size 
for all missing percentages. The standard error of each MCAR variable is 
provided in Appendix B12.  
 
6.3.1.5 Correlation Coefficient 
 
The correlation coefficient measures the degree of relationship between two 
variables - the variable with imputed values and the corresponding variables with 
actual values. The correlation coefficient was computed according to (5.4).  
 
The overall results of the correlation coefficients show that the imputed values 
revealed by the imputation methods used in this study have a positive strong 
correlation with actual values, since most of the results obtained from the 
correlation coefficients for all the variables are very close to one. Furthermore, 
these relationships are statistically significant.  
 
As a representative example, the results are presented in Figures 6.21 and 6.22 
below for the correlation of variable CUSL1 obtained from the MCAR experiment 
between CUSL1 with imputed values and CUSL1 with actual values. These 
results are from the data with a sample size of 100 and 250, respectively.  
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For the data comprising 100 cases, MI performs most successfully, with a value 
that is closer to one at all levels of missing data. It is followed by EM, TI, RI and 
MS. Consistent with previous findings, MI remains the superior method when 
dealing with large sample sizes at all levels of data missing. MS and RI are the 
worst performing methods, although they do improve in the larger sample size. 
However, it is observed that the closer the value is to one, the larger the number 
of complete matches present. The total set of correlation coefficients for all the 
MCAR variables involved is provided in Appendix B13. 
 
0.84
0.86
0.88
0.90
0.92
0.94
0.96
0.98
1.00
1.02
E M MI MS R I TI
Method of imputa tion
M
A
P
E
 o
f 
c
o
rr
e
la
ti
o
n
 c
o
e
ff
ic
ie
n
t
15%
10%
5%
 
Figure 6.21: The correlation coefficients for CUSL1 (n=100). 
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Figure 6.22: The correlation coefficient for CUSL1 (n=250). 
 
6.3.2 Comparison of Imputation Methods for MNAR  
 
The MNAR experiments were conducted using the larger data set with 250 
cases. Fitting the second-order PLS-SEM model (Figure 5.3) with imputed data 
that had been post-processed by the NN applied only to the experiment 
involving MNAR data sets; the same approaches to create MNAR data sets for 
fitting the first-order ECSI model were also applied to the MNAR experiment with 
the second-order model. In the MNAR experiment, those manifest variables with 
a low loading value of less than 0.8 were selected as the variable with MNAR 
data. Based on the model depicted in Figure 5.3 (Chapter 5), CUEX1 and 
CUSA1 were selected as the MNAR variables where MNAR missing criteria 
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were generated by omitting data with measures of 1 and 2 (mnar12), or 9 and 10 
(mnar910).  
 
NN was employed to post-process the imputed values found by the imputation 
methods, in estimating a new set of values to replace the imputed data for those 
cases where data was missing in the first place. The data sets after the post-
processing procedure, known as “complete” data sets, were used when fitting a 
PLS-SEM to estimate the parameters for the model. The parameters resulting 
from data sets before and after post-processing were then compared. Besides 
post-processing, NN was also employed to estimate the missing values, and the 
findings were compared to those from the other statistical methods of data 
imputation.  
 
As in the previous analysis, all results obtained in the MNAR experiments for the 
second-order model are presented by ranking each method of imputation for 
each type of parameters being estimated (factor loadings, regression 
coefficients and R2) for different MNAR missing criteria (mnar12 and mnar910). 
All the results were first averaged for the twenty replications in order to illustrate 
the results of the MNAR experiment for each missing data criterion. In addition 
to the standard correlation coefficient values, the corresponding Intraclass 
correlation coefficient (ICC) between the imputed values and actual values are 
exhibited in the tables present in Appendix B15. These values are a measure of 
the relative accuracy of the imputed data. As can be seen in the tables, the ICCs 
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are consistent with those for the correlation coefficient measure, allowing for a 
Bonferroni type adjustment to accommodate multiple comparisons. 
 
6.3.2.1 Factor Loadings 
 
The results concerning the accuracy of imputation of factor loadings were 
measured by the Mean Absolute Percentage Error (MAPE) for the imputed and 
actual data. In the case of the MNAR experiment, only MNAR variables (CUEX1 
and CUSA1) had been selected to have missing values in each MNAR data set, 
as previously described. Therefore, only these variables were observed in order 
to compare the results of factor loadings obtained from the data sets before and 
after the post-processing procedure.  
 
Tables 6.17 and 6.18 below present the mean absolute percentage error 
(MAPE) for the factor loadings of CUEX1 and CUSA1 for both sets of MNAR 
missing criteria mnar12 and mnar910, respectively. From the overall results, it 
can be noted that there is an improvement in all imputation methods when their 
imputed data sets have been post-processed by NN, compared to the results 
achieved without the post-processing procedure. However, it is observed that 
NN as an imputation method provides high error results if used in isolation. In 
other words, NN performs better if it learns from previous examples and updates 
reasonably accurate imputed values. 
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Table 6.17: The mean absolute percentage error for factor loadings for MNAR 
variable for second-order model (mnar12 data) 
  MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
CUEX1 3.67 0.26 1.80 0.40 6.00 0.70 4.71 0.36 0.32 0.16 2.91 
CUSA1 13.82 8.13 12.95 9.18 14.10 9.21 13.62 8.85 8.17 6.80 13.58 
 
 
Table 6.18: The mean absolute percentage error for factor loadings for MNAR 
variable for second-order model (mnar910 data) 
  MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
CUEX1 4.66 0.83 0.70 0.53 1.35 0.87 2.23 0.91 0.57 0.07 0.89 
CUSA1 12.13 4.79 4.19 3.23 8.65 8.53 8.69 7.40 3.29 1.19 8.67 
 
 
A comparison of the MAPE for the factor loadings for CUEX1 demonstrates that 
MINN yields results that are nearest to the actual results for mnar12, closely 
followed by MSNN, MI, TINN, EMNN and RINN with the MAPE below 1%. 
MSNN achieving second place, although MS is the second weakest performing 
method compared to the other imputation methods. The experiment reveals that 
imputed data sets formed by MS can be improved when applying the NN post-
processing procedure. For mnar910, MINN is again the most successful method, 
followed by EMNN, MI, EM, MSNN, RINN, NN and TINN. As expected, MS is 
the worst performing method with a MAPE of about 4%.  
 
Applying MAPE for the factor loadings for CUSA1, MINN remains the most 
accurate method for both mnar12 and mnar910, closely followed by MSNN and 
EMNN, respectively. With respect to mnar910, it is observed that the post-
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processing procedure makes a greater impact on the results of factor loadings 
with imputed data sets found by MS where there is a difference in the MAPE of 
about 8% when compared to the results before and after the post-processing 
procedure. The post-processing procedure has also improved the efficacy of 
MS, RI and TI by decreasing their MAPE values with a difference rate of about 
5% when compared before (MS, RI and TI) and after (MSNN, RINN and TINN) 
the post-processing procedure used with  mnar12.  
 
The overall results show that, before the post-processing procedure, MI 
achieved superior results compared to the other methods for both sets of MNAR 
missing criteria, mnar12 and mnar910. This occurs for both MNAR variables, 
CUEX1 and CUSA1. After the post-processing procedure, it can be observed 
that the factor loadings found by using the imputed data sets with the post-
processing procedure (known as “complete” data sets) are more accurate than 
the imputed data sets without post-processing.  
 
6.3.2.2 Regression Coefficients 
 
Similarly, the results concerning the regression coefficients were also measured 
by MAPE. The analysis focused on the paths IMAG --> CUEX and IMAG --> 
CUSA which are related to those MNAR variables in order to compare the 
results of regression coefficients obtained from the data sets before and after the 
post-processing procedure. 
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The MAPE for the regression coefficients for IMAG --> CUEX and IMAG --> 
CUSA are presented below in Tables 6.19 and 6.20 for both sets of MNAR 
missing criteria mnar12 and mnar910, respectively. As depicted in Table 6.19, 
the ranking of the eleven imputation methods is similar for both paths. MINN is 
the most successful method, as expected, followed by EMNN, MI, MSNN, RINN, 
EM, TINN, NN, TI, MS and RI. The overall results, unsurprisingly, reveal an 
improvement in all imputation methods when their imputed data sets have been 
post-processed by NN, compared to the results obtained without the post-
processing procedure.  
 
Table 6.19: The mean absolute percentage error for regression coefficients for 
the second-order model (mnar12 data) 
Paths MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
IMAG --> 
CUEX 2.92 0.76 1.11 0.52 3.27 1.01 2.87 1.66 0.59 0.46 1.69 
IMAG --> 
CUSA 1.24 0.33 0.61 0.21 1.25 0.55 1.08 0.70 0.25 0.19 0.96 
 
Table 6.20: The mean absolute percentage error for regression coefficients for 
the second-order model (mnar910 data) 
Paths MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
IMAG --> 
CUEX 1.24 0.33 0.31 0.28 0.69 0.49 0.73 0.40 0.26 0.12 0.35 
IMAG --> 
CUSA 1.32 0.63 0.32 0.29 1.08 0.92 1.09 0.78 0.20 0.01 0.69 
 
As with mnar12, the ranking of the eleven imputation methods is also similar to 
that for both paths for mnar910. However, there is a slight difference between 
rankings for mnar12 and mnar910. As depicted in Table 6.20, MINN is again the 
most effective method, followed by MI, EMNN, EM, MSNN, NN, TINN, RINN, RI, 
166 
 
TI and MS. In contrast to mnar12, NN yields the least error compared to TINN 
and RINN. However, the imputation methods applying this procedure still 
achieve the least MAPE in the most consistent manner compared to the 
imputation methods used without post-processing. This clearly proves that NN 
as a post-processor has performed successfully to decrease error rates, 
providing results that come closer to the actual/true values. The NN post-
processing procedure appears to assist all the standard imputation methods 
proposed in this study in dealing with missing data.  
 
6.3.2.3 The Coefficient of Multiple Determinations (R2) 
 
In the case of R2, the analysis focused on the endogenous latent variables 
CUSA and CUEX, both of which are related to the variables with missing data 
(MNAR variables). The results of R2 before and after the post-processing 
procedure on the imputed data found by standard imputation methods were 
observed in order to compare the efficacy of imputation methods.  
 
The results of fitting all eleven imputation methods over each of the forty data 
sets are presented in Tables 6.21 and 6.22 below for both sets of missing 
criteria: mnar12 and mnar910, respectively. As expected, for each of the 
standard imputation methods, the error rate decreases as the NN was applied 
by post-processing imputed data sets obtained from standard imputation 
methods, as shown:  
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Table 6.21: The mean absolute percentage error for R2 for second-order model 
(mnar12 data) 
 MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
CUEX 7.098 1.510 2.210 1.702 6.425 2.004 5.656 0.988 1.153 0.261 3.103 
CUSA 1.647 0.669 0.557 0.409 1.498 0.421 1.263 0.916 0.904 0.384 1.238 
 
Table 6.22: The mean absolute percentage error for R2 for second-order model 
(mnar910 data) 
 MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
CUEX 2.457 0.055 0.618 0.110 0.837 0.494 0.892 0.604 0.645 0.233 1.538 
CUSA 4.148 0.669 0.644 0.582 1.288 0.978 1.721 1.102 0.409 0.025 1.263 
 
 
The investigation of the MAPE for the R2 for the CUEX latent variable identifies 
MINN as yielding results that closely match the actual results for mnar12,  
followed by TINN, MI, MSNN, EMNN, RINN, EM, NN, TI, RI and MS. From Table 
6.21, it can be observed that the post-processing procedure makes a greater 
impact on the results of factor loadings with the imputed data set formed by MS 
with a difference in the MAPE of about 6% when comparing the results before 
and after application of the post-processing procedure. The MSNN becomes the 
most effective method for mnar910, although MS is the least successful. The NN 
appears again to help MS to improve its results using the post-processing 
procedure. It is followed by EMNN as the second most effective method. It can 
also be observed that NN as an imputation method is ranked as the second 
poorest performing method. However, applying NN as a post-processor 
improves all the results obtained from standard imputation methods.  
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From the MAPE for the R2 of the CUSA latent variable, MINN is again identified 
as the preferred method for mnar12 and mnar910, with EMNN and MSNN 
performing as well for mnar12 and mnar910, respectively. MSNN is the most 
improved method when NN is applied as a post-processor to its imputed data 
sets with an error rate decrease difference of about 4% for mnar910. As 
expected, MS is the worst performing method for both sets of missing criteria. 
Again, the effect of NN worsens when imputing the missing values to mnar12 
and mnar910, although NN becomes effective when reconstructing missing 
values by post-processing imputed data sets.  
 
6.3.2.4 Standard Error 
 
This study compared the standard error (SE) and correlation coefficient of each 
variable in the actual data sets with the imputed data sets resulting from the 
eleven imputation methods. The observation of the study focused on MNAR 
variables, CUEX1 and CUSA1, since only MNAR variables were generated with 
missing values for both sets of MNAR missing criteria, mnar12 and mnar910. In 
this case, the SE was computed according to (5.3).  
 
First, the study compared the SE for the variable CUEX1 obtained from imputed 
data sets found by applying the eleven imputation methods and the 
corresponding variable from the actual data sets.  It can be observed that MINN 
is the most successful method fitted to mnar12 and mnar910 with TINN and 
MSNN performing second best for mnar12 and mnar910, respectively. When 
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applied to mnar12, EMNN is ranked in third place, followed by MI, MSNN, EM, 
RINN, TI, NN, RI and MS. It is noted that NN is the third worst performing 
imputation method in this case, although NN as post-processor helps the other 
imputation methods to improve their results by decreasing the error rate. The SE 
for MNAR variables, CUEX1 and CUSA1, are presented in Tables 6.23 and 6.24 
below with both sets of MNAR missing criteria, mnar12 and mnar910, 
respectively: 
 
Table 6.23: The standard error for each MNAR variable in the second-order 
model (mnar12 data) 
 MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
CUEX1 1.391 0.912 0.955 0.856 1.173 0.978 0.996 0.832 0.906 0.808 1.083 
CUSA1 1.263 1.105 1.147 1.133 1.161 1.133 1.163 1.128 1.137 1.105 1.151 
 
 
Table 6.24: The standard error for each MNAR variable in the second-order 
model (mnar910 data) 
 MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
CUEX1 1.002 0.456 0.675 0.657 0.897 0.477 0.797 1.083 0.486 0.420 0.769 
CUSA1 1.718 0.571 0.620 0.522 1.699 0.684 1.070 0.777 0.529 0.498 0.708 
 
 
Comparing the SE for CUSA1, both MINN and MSNN are the most successful 
methods with mnar12. MS is again the least effective, as revealed in previous 
findings, although MSNN improved this, achieving a best method ranking. Fitted 
to the mnar910 data, MINN is again the highest ranked method, followed by 
EMNN, MI, MSNN, EM, RINN, NN, TINN, TI, RI and MS. In contrast to other 
findings, NN achieves a higher score than TINN, though the latter did improve in 
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comparison with TI when the post-processing procedure was applied to both 
sets of missing criteria. 
 
Overall results reveal that, for each of the standard imputation methods, the 
error rate decreases as the NN is applied by post-processing imputed data sets 
obtained from standard imputation methods.  
 
6.3.2.5 Correlation Coefficients 
 
The correlation coefficient measures the strength of the relationship between the 
variable with imputed values and the corresponding variable with actual values. 
The correlation coefficient was computed according to (5.4). Tables 6.25 and 
6.26 below show the correlation between the actual and imputed data for each 
MNAR variable for both sets of MNAR missing data criteria, mnar12 and 
mnar910, respectively:  
 
Table 6.25: The correlation coefficients for each MNAR variable in the second-
order model (mnar12 data) 
 MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
CUEX1 0.930 0.940 0.940 0.944 0.869 0.932 0.868 0.942 0.939 0.949 0.907 
CUSA1 0.710 0.814 0.796 0.836 0.744 0.819 0.764 0.847 0.814 0.908 0.794 
 
Table 6.26: The correlation coefficients for each MNAR variable in the second-
order model (mnar910 data) 
 MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
CUEX1 0.936 0.983 0.976 0.988 0.956 0.981 0.947 0.964 0.974 0.982 0.980 
CUSA1 0.915 0.969 0.940 0.965 0.930 0.940 0.930 0.970 0.961 0.978 0.964 
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Table 6.25 shows that, in examining the correlation coefficient for the CUEX1, 
MINN performs more accurately when fitted to mnar12. However, with the 
mnar910 data, EMNN and MSNN are the most successful methods. In contrast 
to other findings, MS achieves a higher rank than RI, TI and NN for the mnar12 
data. Consistent with previous findings, NN helps to decrease error rates for 
other standard imputation methods by post-processing their imputed data sets 
for both mnar12 and mnar910. For example, it can be seen that MSNN, RINN, 
EMNN, TINN and MINN improve slightly, achieving a  higher relationship with 
actual data sets compared to MS, RI, EM, TI and MI used in isolation (without 
the post-processing procedure).  
 
Using the correlation coefficient for the CUSA1, MINN is the preferred method 
applied to both mnar12 and mnar910, followed by TINN. Consistent with 
previous findings, MS is the worst performing method used with both mnar12 
and mnar910. It would appear that NN performs more satisfactorily if it is 
combined with other imputation methods rather than being used in isolation. In 
other words, NN performs better as a post-processor to the imputed data sets 
rather than as an imputation method in handling missing data.  
 
It can be observed from the overall results that the imputed values found by all 
eleven applied imputation methods have a strong positive relationship with 
actual values. Moreover, these relationships are also highly statistically 
significant.  
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6.4 Chapter Summary 
 
It should be noted that, in a few cases, the results obtained for some of these 
methods were skewed. The most likely explanation for this is that the computer 
algorithms had difficulty with handling the larger percentages of missing data in 
small sample sizes. However, this study believes that the graphs presented in 
this report accurately portray the performance that can be expected from the five 
standard statistical methods of data imputation, the computational intelligence 
methods of data imputation, i.e. the neural network, and the combination of 
these two approaches for the post-processing procedure with these different 
parameters in a PLS-SEM model. In attempting to summarize the results 
obtained, each imputation method was ranked for each type of parameter (factor 
loadings, regression coefficients and R2) estimated in different situations - 
MCAR and MNAR. Unfortunately, no single imputation method utilised in this 
study was dominant in all types of parameters being estimated, and in both 
MCAR and MNAR situations. However, MINN showed a good performance in 
estimating imputed value that close to actual values in most of parameters being 
estimated. Nevertheless, the study asserts that the results of these experiments 
suggest when it would be appropriate to use a particular method. The details of 
the efficacy of each imputation method as a stand-alone procedure, as a 
combination procedure (post-processing) and in comparison with the other 
methods, are discussed in the next chapter. 
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CHAPTER 7 
 
DISCUSSION  
 
7.1 Introduction 
 
Missing and incomplete information in surveys or databases can be imputed 
using different statistical and computational intelligence techniques. This study 
comprehensively compares the performance of the standard statistical methods, 
namely, Mean Substitution (MS), Regression Imputation (RI), Expectation 
Maximization (EM), Tree Imputation (TI) and Multiple Imputation (MI) in dealing 
with Missing Completely at Random (MCAR) data sets. This study also 
compares the efficacy of the above statistical methods with a computational 
intelligence method – Neural Network (NN) Imputation. This is the most popular 
computational intelligence method for data imputation (Marwala, 2009). There 
has been extensive research in missing data imputation using NN, however 
limited research has been done to compare NN with statistical methods of data 
imputation. This study further  investigates the alternative approach for handling 
missing data, of combining the above statistical methods by used a NN as a 
post-processor (hereafter referred to as the post-processing procedure). This 
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alternative approach is used only on Missing Not at Random (MNAR) data sets 
as NN can only be applied to these data sets because MNAR variables are 
present in the data that can be used as the target variable in the NN learning 
algorithm. 
 
To compare the various imputation methods mentioned above, the tests have 
been conducted concerning the impact of these methods on partial least 
squares structural equation modelling (PLS-SEM) where the estimation 
accuracy of both structural and measurement parameters (factor loadings, 
regression coefficient and coefficients of multiple determination) are measured. 
Although PLS-SEM is used extensively within many areas of management 
research, limited research has been conducted investigating the possible effects 
of missing values (Cordeiro et al., 2010; Kristensen & Eskidsen, 2010). 
 
In this chapter, the results and related graphs are discussed. The first section 
presents the performance rankings of the five imputation methods when 
estimating the first-order PLS-SEM model and the second-order PLS-SEM 
model with missing data under the MCAR mechanism and those of the eleven 
imputation methods when estimating the same models under the MNAR 
mechanism.  
 
The subsequent sections present the efficacy of each method in comparison to 
the other imputation methods, both as a stand-alone procedure and a composite 
post-processing procedure. Section 7.3 provides an empirical evaluation of the 
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accuracy of the imputation methods used in this study concerning the impact of 
the percentages of data that are missing, the size of the sample; and compares 
the accuracy of the imputation methods used before and after the post-
processing procedure using the neural network. Finally, the findings are 
summarized in the last section.  
 
7.2 Rankings 
 
To discuss all the results obtained, each of the imputation methods was ranked 
for each type of parameter, factor loadings (Loadings), regression coefficients 
(RegCoefs) and coefficients of multiple determination or R2 (R square), being 
estimated for MCAR and MNAR data. Figures 7.1, 7.2, 7.3 and 7.4 show the 
rankings of the five standard statistical imputation methods when estimating 
each different type of parameter in the first-order and second-order PLS-SEM 
models by averaging 5%, 10% and 15% of missing percentages, with MCAR 
data for data comprising 100 and 250 cases. These rankings were determined 
by averaging the results of the parameter estimates over the six hundred MCAR 
data sets for each design to produce a single point estimate. 
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Figure 7.1: Rankings of methods for first-order model with missing completely at 
random data (n=100). 
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Figure 7.2: Rankings of methods for first-order model with missing completely at 
random data (n=250). 
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Figure 7.3: Rankings of methods for second-order model with missing 
completely at random data (n=100). 
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Figure 7.4: Rankings of methods for second-order model with missing 
completely at random data (n=250). 
178 
 
Figures 7.5 and 7.6 show the rankings of the eleven imputation methods. These 
include the five standard statistical imputation methods after being combined 
with the NN under the post-processing procedure, when estimating with the 
MNAR data using the same parameters and models previously mentioned. 
These rankings were determined by averaging the results over the forty MNAR 
data sets. In the following section, these graphs will be used to describe each 
imputation method as a stand-alone procedure and as a combined procedure 
where the NN is used to post-process the imputed values found by the various 
imputation methods.  
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Figure 7.5: Rankings of methods for first-order model with MNAR data 
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Figure 7.6: Rankings of methods for second-order model with MNAR data 
 
It would be fortuitous if one of the imputation methods utilised in this study was 
dominant in all types of parameters being estimated for both MCAR and MNAR 
situations. Unfortunately, this is not the case. However, it can be seen that the 
results of these experiments are able to inform when it would be best to use an 
appropriate technique. Furthermore, from the study, it can be observed that the 
choice of how to deal with missing data is dependent on the missing data 
mechanism, the percentages of data that are missing and the size of the 
sample. The details of the efficacy of each imputation method and a comparison 
with the other methods are discussed in the next section. 
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7.2.1 Mean Substitution and Mean Substitution followed by a Neural 
Network update  
 
The Mean Substitution method (MS) has many failings as indicated earlier in 
Chapter 6. As shown in Figures 7.1-7.4, MS was consistently ranked last when 
estimating each different type of parameter in the first-order model and second-
order model with MCAR data. It was ranked lowest for all sample sizes, 
however, it was almost as good as EM or MI for small sample sizes with small 
percentages of 5% missing, but becomes dramatically worse as the levels of 
missing data increases to 10% and more. There are also further indications 
through the results of experiments conducted on the first-order model and 
second-order model with MNAR data to indicate that MS is also consistently the 
worst method for this missing data mechanism. This can be seen in Figures 7.5 
and 7.6. However, when the post-processing procedure using a neural network 
(NN) was applied to the imputed data sets formed by MS, called MSNN, it 
showed some improvement for both experiments for the first-order and second-
order models. In fact, MSNN was, on average, nearly as good as MI when 
estimating each different type of parameter in the second-order model with 
MNAR data. As shown in Figure 7.6, the MSNN becomes the third best method 
out of the eleven imputation methods investigated when estimating R
2
. This is to 
be contrasted with MS being ranked as the last method as a stand-alone 
procedure. The NN post-processing procedure clearly helps MS in dealing with 
the missing data. This evidence is informative as MS is often the default method 
available to users of PLS software.  
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To examine the distribution of imputed values found by MS, the standard error 
and correlation coefficient for the actual and imputed data of each MCAR 
variable and MNAR variable are computed. The standard error (SE) measures 
the error between the actual and imputed observations in each variable, while 
the correlation coefficient measures the degree of association between the 
variable with the imputed values present and the corresponding variable with the 
actual values present. The standard error found by MS is the largest compared 
to the other imputation methods for both cases of MCAR and MNAR and both 
the first-order and second-order models. However, as expected, the post-
processing procedure has reduced the standard error such that the value 
obtained by MSNN is slightly better than the standard error obtained by MS (see 
section 6.2.2.4 and 6.3.2.4). This shows that the NN employed as a post-
processor has an impact on the imputed values generated by MS, which leads 
to the conclusion that using a combination of both methods under the post-
processing procedure leads to more accurate results.  
 
In contrast, in the case of the correlation coefficient, MSNN performed worse 
than MS for the first-order model with MNAR data (see section 6.2.2.5). 
However, the correlation coefficient obtained by MSNN is stronger than MS in 
the second-order model with MNAR data (see section 6.3.2.5). In the MCAR 
case for both the first-order (see section 6.2.1.5) and second-order model 
(section 6.3.1.5), MS is the weakest method for overall results. The worst result 
occurred when the level of missing data is 15% and with a sample size of 100 
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where the correlation coefficient of CUEX1 with imputed values and CUEX1 with 
actual values = 0.692 (see appendix B5). MS was expected to be the weakest 
method as Raymond (1986) has pointed out that the correlation coefficients 
under MS will be downwardly biased. 
 
Based on these findings, from all the imputation methods investigated, MS is 
overall the weakest method for handling both MCAR and MNAR data in both the 
first-order and second-order PLS-SEM model. One of the main reasons is that it 
suffers from a reduction in variability for the variable since the sample mean 
value is substituted for all missing instances of that variable. However, as it is 
used by many researchers, and, as mentioned previously, MS is often the 
default method available for users of PLS-SEM software, it was included in this 
study. This method would certainly not be recommended unless there were only 
a very small per cent of data missing and, even then, the researchers should 
consider applying the post-processing procedure proposed in this study.  
 
7.2.2 Regression Imputation and Regression Imputation followed by a 
Neural Network update 
  
Regression imputation (RI) consistently showed poor performance, but not as 
poor as MS for both sample sizes with MCAR data. RI is a bit better than MS 
because the imputed data by RI preserved deviations from the mean as well as 
the shape of the distribution. Thus, according to Roth (1994), the imputed data 
will not attenuate correlations as much as MS. As expected, the alternative 
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procedure of post-processing has improved the accuracy of the results obtained 
from RI when estimating each different type of parameter in the first-order and 
second-order model with MNAR data. Again, NN shows the benefits of post-
processing the imputed data sets obtained from RI, termed RINN. As shown in 
Figure 7.5, RINN was ranked in fourth place when estimating factor loadings 
from the first-order model with MNAR data sets whereas RI was the third 
weakest method out of the eleven. 
 
In terms of standard error, RINN improved the predicted values somewhat with a 
lower standard error compared to that for RI after post-processing. The RI 
method was also ranked next to the MS method based on the overall results of 
the correlation coefficient between the imputed data sets and the actual data 
sets for each MCAR variable. Surprisingly, the RINN became somewhat weaker 
than RI for the first-order model on the MNAR data. This result contradicts the 
results of the correlation coefficient found by RI and RINN for the second-order 
model, where RINN is stronger than RI. This is possibility due to the less highly 
correlated variables among manifest variables without missing data and 
manifest variables with MNAR data in the first-order model. Less highly 
correlated variables may mean that RI method will not add much accuracy in 
estimating the imputed data. Since NN is a tool that relies on input, the NN will 
produce the less accuracy result when the input given by RI is also less 
accuracy. The concept of “Garbage in, Garbage out” is ever so real to NN. NN 
are good for prediction and estimation when inputs are well understood 
(Mostafa, 2010). 
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7.2.3 Expectation Maximization and Expectation Maximization followed 
by a Neural Network update 
 
Expectation maximization (EM) was the highest ranked method for a sample 
size of 100 for the first-order model with MCAR data. However, it was only the 
second best with an increase in the sample size (n=250). For the second-order 
model, EM is again the second best method at both sample sizes with MCAR 
data. Looking at the graphs that represent comparisons of the eleven imputation 
methods in Figures 7.5 and 7.6, EMNN is better than EM with EMNN the third 
best method for the first-order model when estimating R2. It was also the second 
highest ranked method when estimating R2 for the second-order model. Before 
applying the post-processing procedure, EM was only ranked in sixth place.  
 
In the case of the standard error for the MCAR data, EM was the best method 
for the first-order model and the second best method for the second-order 
model. With MNAR data, the standard error of the imputed data set from the 
EMNN procedure was smaller than EM for both the first-order and second-order 
models. In the case of the correlation coefficient with MCAR data, EM is stronger 
than RI, TI and MS with most of the results obtained from the correlation 
coefficient found by EM for all the variables being closer to one for both the first-
order and second-order model. The results show that the imputed data found by 
EM are highly accurate. All the relationships between the variables with imputed 
values and the corresponding variables with actual values are statistically 
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significant as well. With MNAR data, the correlation coefficient found by EMNN 
is stronger than EM for both the first-order and second-order model. Again, there 
is an improvement in EM when its imputed data sets have been post-processed 
by NN (EMNN) compared to the results without the post-processing procedure. 
 
7.2.4 Tree Imputation and Tree Imputation followed by a Neural Network 
update  
 
The Tree imputation algorithm (TI) and neural network are popular techniques 
for the classification of problems. Due to their similar characteristics and based 
on a review of some of the earlier literature, it was expected that TI would be 
similar to NN in efficacy (Nelwamondo & Marwala, 2007; Marwala, 2009). This 
was found to be the case in the experiment conducted with MNAR data sets 
where, in most cases, TI and NN are ranked next to each other. Based upon the 
results with the MNAR data sets, it can be observed that the patterns of most 
parameter estimates on the first-order model and second-order model were 
generally the same. Similar to the other imputation methods previously 
described, the post-processing procedure, can improve the accuracy of 
imputation found by TI as from Figures 7.5 and 7.6, TINN is somewhat better 
than TI.  
 
In the case of MCAR, TI and RI show fairly poor performance for both the first-
order and second-order models. However, both are more accurate than simply 
substituting a measure of central tendency, such as, mean substitution and 
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median substitution, because the imputed value is based on the other variables 
present. As shown in figures 7.1-7.4, it can be observed that TI was either 
ranked in third place and RI in fourth place or vice versa. 
 
In terms of standard error, TI was ranked in third place for both sample sizes 
with MCAR data sets. It was also found that the imputed data sets generated by 
TINN were more accurate, with a lower standard error, than TI for the MNAR 
cases. In fact, based on the overall results of the standard error of MNAR 
variables, TINN was the second highest ranked method for the first-order model. 
 
7.2.5 Multiple Imputation and Multiple Imputation followed by a Neural 
Network update  
 
Multiple imputation (MI) is an extension of EM, involving replication of the EM 
process five times. Since MI has all the features of EM, the study was optimistic 
that this method would result in the best method for imputing missing values 
compared to the other standard statistical imputation methods. Overall, this was 
found to be the case in this study. However, as can be seen in Figure 7.1, this 
method had most difficulty with the smaller sample size at all the missing 
percentage levels present, proposed in this study. Although it did not dominate 
all types of parameters for the first-order model with a small sample size, it was 
clearly one of the best methods for estimating all parameters for large sample 
sizes for both the first-order model and second-order model with MCAR data. In 
fact, when combining MI with NN under the post-processing procedure, MINN is 
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the best method for all types of parameter for both the first-order model and 
second-order model with MNAR data.  
 
The MI was also the best overall for estimating standard errors and correlation 
coefficients for experiments with MCAR data. With the lowest standard error, MI 
also shows that the imputed data has a small average deviation from the actual 
data. When estimating the correlation between the actual and imputed data 
generated by MI for each MCAR variable, MI has the highest correlation, 
indicating that it is the most accurate imputation, on average. However, for small 
sample sizes, with small percentages of missing data as low a rate as 5%, MI is 
not as good as EM.  
 
Since MI was the best method for estimating the standard errors and correlation 
coefficients with MCAR data, the study expected that MINN would be the best 
method for such evaluations with MNAR data. This was found to be the case for 
both first-order and second-order PLS-SEM models with MNAR data. MINN was 
the highest ranked method with lowest standard error and strongest positive 
correlation.  
 
7.2.6 Neural Network Imputation 
 
In order to train the neural network (NN), the Back-propagation (Wasserman, 
1989) approach was utilized in this study. Here, the NN was used as one of the 
imputation methods to estimate the MNAR data and as the post-processor for 
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the imputed data found by the five standard statistical imputation methods. 
Back-propagation was utilized for the variables without missing data to produce 
a network model where the training was evaluated according to the mean 
squared error (MSE) of the differences between the output of the network and 
the actual output in the training set. For the post-processing procedure, the 
training was evaluated according to the MSE of the differences between the 
output of the network and the imputed values found by standard statistical 
imputation methods. The optimal weights of back-propagation were determined 
at which the MSE converged within a pre-specified minimum error (<0.05). The 
network model was then used to predict the missing values for each of the 
MNAR variables at the testing stage. The details of the NN algorithm were 
presented in the previous chapter, Chapter 5. 
 
As shown in Figures 7.5 and 7.6, the NN imputation appeared to be ranked with 
in the bottom three imputation methods (with RI, TI and MS) for both the first-
order and second-order models. However, when the standard statistical 
imputation method and NN-based computational intelligence method are 
combined to estimate missing data, the accuracy of imputation is better than the 
single alternative procedure. Based on results exhibit in Figures 7.5 and 7.6, it 
can be seen that there is an improvement in PLS-SEM fitted values in all the 
missing data imputation methods when NN is used to post-process their imputed 
data sets. A similar situation was found when calculating the standard error and 
correlation coefficient.  
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Individually, the NN imputation was ranked no better than fourth, and sometimes 
worse when comparing to other imputation methods used in this study.  Clearly, 
the NN was not as good as EM and MI in estimating missing data. However, 
when used as a post processor of the imputed values from the alternative 
imputation methods, the NN improved all estimates due to its ability to derive 
meaning and extract patterns from previous examples. When a NN is trained 
adequately on good quality training data, and has accurate input data, it will 
usually provide good predictions and estimates. However, when the NN was 
used as a separate method, both the training data and subsequent data were 
limited in quality and information content. As such, the resulting estimated 
imputed values were less accurate. Used as a post processor, the NN was able 
to improve, on average, even quite accurate imputed values from the various 
alternative methods. These results were anticipated. 
 
This finding is consistent with Yoon and Peterson (1990) who determined that 
NN can be considered as an expert in forecasting. This expert can then be used 
to provide accurate predictions.   
 
7.3 Pattern of findings 
 
This study used the mean absolute percentage error (MAPE) to compare the 
efficacy of imputation methods for estimating missing data in PLS-SEM. This 
section provides an empirical evaluation of the accuracy of the imputation 
methods used in this study concerning the impact of the percentages of data 
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that are missing, the size of the sample; and compares the accuracy of the 
imputation methods used before and after the post-processing procedure using 
the neural network.  
 
7.3.1 Evaluating the effects of the proportion of missing values 
 
The results for the proportion of missing values in both the first-order and 
second-order models show that an increase in missing data proportions is 
associated with an increase in the MAPE rates. In other words, the MAPE for 
each type of parameter studied resulting from the data set with 15% missing 
values is, as expected, higher than that for 10% missing values. The 
performance by imputation methods did not differ much at lower levels of 
missing values (missing values at 5%) but varied noticeably as the amount of 
missing values increases. It was observed that for larger percentages of missing 
values (15% missing data) with a sample size of 100 cases, the MAPE for each 
parameter dramatically increases and is higher than the corresponding MAPE 
with the same proportion of missing data for the larger data sets (n=250). Based 
on these results, it can be concluded that as the amount of available data 
decreases, the measurement of MAPE increases. The available data appears to 
be insufficient to provide reasonable imputed values since all imputation 
methods require adequate data to provide information that can be used to derive 
the imputed values.  
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From the results of the study, MI would be the choice when working with large 
percentages of missing data. It was an overall excellent performer based upon 
this study. However, it is a relatively complicated technique and required the 
most time compared to the other statistical imputation methods tested in this 
study. MS is the simplest and an easy method, however, it is only recommended 
for data with a very small percent of data missing. Where a larger proportion of 
data are missing, the MS should be avoided since it attenuates correlations 
based upon the results. This method is certainly not recommended for large 
percentages (greater than 5%, say) for a small sample. As shown in Table 6.2 
(Chapter 6), MS yields extreme values when estimating the regression 
coefficients IMAG -->CUSA and IMAG -->CUSL with a MAPE of 100% and 
234%, respectively, from the original data at the largest percentages with 15% 
missing and with a sample size of 100 cases. This means that the imputed 
values produced by MS have very high errors in estimating regression 
coefficients of nearly more than twice compared to the results from the original 
data. The effect of the large error can be seen when estimating those paths 
where their regression coefficients were not significant, which occurred in the 
original data set. This could lead to an incorrectly fitted model which is a concern 
as the MS method is often the only default method available for users of PLS-
SEM software.  
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7.3.2 Evaluating effects of sample sizes 
 
The sample size is also one of the factors that should help guide the choice of 
imputation methods for handling missing data problems (Roth, 1994). Therefore, 
this study also evaluates this effect on estimated PLS-SEM using imputed data 
generated by the five imputation methods. The sample size was designated at 
two levels: n=100 and n=250. Fortunately, PLS-SEM is able to estimate all types 
of parameters from small samples compared to CB-SEM (Hair et al., 2010; 
Barclay et al., 1995). A minimum of 200 cases are required if researchers 
choose CB-SEM. It should be emphasised that the biggest issue in this study is 
the situation where the small samples have a large number of MCAR data, 
especially for large percentages of missing values (15% missing). When 
applying all five statistical imputation methods in this situation (n=100, 15% 
missing), they performed poorly with very high error. This is because most of the 
imputation methods require sufficient data to provide available information in 
drawing imputed values. For more complete cases, more patterns need to be 
extracted. Based upon the results, the MAPE of the parameter estimates, when 
applying all five statistical imputation methods, is more than 10% for both 
sample sizes with large percentages of missing data. This can be considered to 
be out of an acceptable range, as, according to Boomsma (2000), the parameter 
estimates can be considered accurate and treated as acceptable if the relative 
error on the parameter estimates is less than 5%. Even though, for the data 
used, the results of fitting the PLS-SEM did not lead to a misspecification but this 
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would be a danger with such inaccurate imputed data especially for large 
percentages of missing data (greater than 5% missing data).  
 
Based upon the overall results for the first-order model with MCAR, EM provided 
the most accurate PLS-SEM parameter estimates for the small sample size 
(n=100) with MI performing second best, when estimating all types of parameter. 
However, MI improves and is best for a sample size of 250 for each of the 
parameters (factor loadings, regression coefficients and R2). The MS is 
consistently the worst method for each parameter estimate at both sample sizes. 
However, in contrast to most other situations, MS performed well when 
estimating R2 for the small sample size (see appendix B3), however, it was still 
not as good as EM and MI, as shown in Figure 7.1. It should be noted that the 
MAPE for all parameter estimates becomes larger for all missing data imputation 
methods when the sample size is smaller (n=100) and the percentage of data 
missing is larger (15% missing data). The RI and TI methods show fairly poor 
performance for the overall results for all types of parameters, but are still better 
than MS for a sample size of 100. However, they get somewhat better for a 
sample size of 250, with a TI outperforming RI. 
 
It is observed that the patterns of most parameter estimates on the first-order 
model and second-order model with MCAR were generally the same. The 
performance of all five imputation methods consistently improved across all 
conditions, when the sample size was larger. MS had the largest error for both 
sample sizes. EM and MI were again, the two best methods. In contrast to the 
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first-order model, MI outperformed EM for both sample sizes for the second-
order model and was seen to be the preferred method. This finding is 
reasonable since the MI method uses an extension of the EM method. TI is also 
a good candidate for handling missing data when the sample size is small. In 
fact, TI improved to some extent with increasing sample size, although RI is 
better than TI in overall results for the second-order model with MCAR. Based 
on the simulation results, all the imputation methods give more accurate results 
when the sample size is large compare to the results from the small sample size 
which is to be expected.  
 
7.3.3 Evaluating effects of post-processing procedure using Neural 
Network  
 
A novel hybrid approach of combining these standard statistical imputation 
methods with a Neural Network (NN) as a post-processor was introduced in this 
study to evaluate any enhancement to the efficiency and accuracy in parameter 
estimation due to enhanced data imputation. Based upon the results, the post-
processing procedure is shown to improve the accuracy of imputation in all 
cases. Each imputation method, post-processed by the NN performed better 
than by itself. In other words, MINN, RINN, TINN, EMNN and MSNN are better 
than MI, RI, TI, EM and MS, respectively. Post-processing is therefore beneficial 
for estimating the missing values for the data sets used in this study. However, it 
should be remembered that the post-processing procedure is recommended if 
the number of variables with missing data is not more than ten. In this study, the 
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number of variables with missing data is equal to the number of neurons in 
training process using back-propagation. It is suggested that the target output 
neuron should not more than ten (Mostafa, 2010). This is to avoid the complexity 
of the NN algorithm and the issue of the time required when there are so many 
variable affected. Therefore, the study only utilized the NN for the experiment 
with MNAR data, since there were three manifest variables that have MNAR 
data in the first-order model and only two MNAR variable in the second-order 
model. These variables were created as MNAR variables because they have a 
low loading value, as mentioned in Chapter 5. A low loading is chosen to mimic 
a situation for which an inappropriate item may lead to respondents having 
difficulty in providing an answer to this item leading to high variability in the 
responses.  
 
In this study, the MCAR data are created by randomly selecting values to be 
omitted from all of the variables (more than 10 variables) in the data set. 
Therefore, this study did not apply NN when conducting experiments with MCAR 
data. 
 
As can be seen in Figures 7.5 and 7.6, MINN is the superior method with almost 
the equivalent of the actual data set’s result when fitting PLS-SEM for both the 
first-order and second-order models. This is reasonable, as MI is the best 
performing method compared to the other imputation methods used in this 
study. The post-processing procedure has therefore improved the imputed data 
generated by MI and yielded better results. Clearly, this result is consistent with 
196 
 
the experiments conducted using MCAR data where MI is also the best 
performing method.  
 
Interestingly, MSNN substantially outperformed the other imputation methods 
(NN, RI, TI and MS) when there were used without post-processing. Although 
MS is the weakest method, the post-processing procedure of the imputed data 
generated by MS led to replaced values that were substantially more accurate. 
However, the MSNN is still not as good as EMNN, RINN, and TINN for the first-
order model. In contrast, for the second-order model, MSNN performed better 
than the methods mentioned previously, with the exception of MINN and EMNN. 
In fact, when estimating R2 in the second-order model, MSNN is the third highest 
ranked method and is even better than the MI method.  
 
Based upon the results, it is believed that NN helps to decrease the error in 
imputation and PLS-SEM parameter estimation for each of the standard 
imputation methods by post-processing their imputed data sets. As an example, 
it can be seen that the use of MSNN, RINN, EMNN, TINN and MINN results in 
imputed data sets nearer to the actual data sets compared to MS, RI, EM, TI 
and MI, respectively, when used in isolation (without the post-processing 
procedure). As exhibited in Figure 7.5, NN is the second weakest method when 
estimating regression coefficient with MNAR data in the first-order model. 
Hence, the NN imputation method is recommended only if used as a post-
processor for the imputed data found by other imputation methods. In addition, it 
can be observed that NN imputation performed better than RI, TI and MS when 
197 
 
used on data sets that had only two variables with MNAR data, as in the second-
order model, for all types of parameters, as shown in Figure 7.6. In contrast, in 
the experiment using the first-order model that involves three variables with 
MNAR data, overall, NN is not nearly as good as RI and TI when estimating 
regression coefficients.  
 
7.4 Chapter Summary 
 
This chapter gives an analysis and discussion of the results obtained from the 
simulation study of the effect of using missing data methods on PLS-SEM 
models. Results from the experiments revealed that the sample size should be 
large, especially when dealing with large percentages of missing data, in order 
to have enough data for approximating and predicting the missing values. It was 
observed that multiple imputation method is superior to the other imputation 
methods investigated in this study. It is also observed that the approach of 
combining a neural network with mean substitution, regression imputation, tree 
imputation, expectation maximization and multiple imputation, known as post-
processing procedure, to approximate missing values in a database produced 
accurate substitution values. It is found that a high correlation coefficient and low 
standard error between actual missing data and approximated values was 
obtained for each MCAR and MNAR variable when applying this post-
processing procedure.   
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CHAPTER 8 
 
CONCLUSIONS AND FUTURE 
WORK 
 
8.1 Summary of Research 
 
This study provides a comprehensive comparison of popular contemporary 
statistical methods for data imputation used for handling missing data problems. 
The study also compares the efficacy of these methods used in conjunction with 
a computational intelligence data imputation method, a neural network (NN) 
imputation for MNAR data sets. The tests have been conducted to assess the 
impact of missing values on partial least squares structural equation models 
based on the estimation accuracy of both structural and measurement 
parameters.  
 
The findings from this study are consistent with those of Downey and King 
(1998) who established that, for all applications, the sample size should ideally 
be large compared to that of the missing data. They suggested that this will 
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ensure there is sufficient data to accurately identify the pattern or trend in the 
actual data. The evaluations conducted in this study, based entirely on the use 
of conventional missing data approaches, suggest that MI is the best choice for 
handling missing data when estimating first-order and second-order PLS-SEMs 
with MCAR data present. EM is the second best choice, while TI and RI are 
ranked in third and fourth places, respectively. As expected, MS is the weakest 
method with a relatively high level of errors, especially for large percentages of 
missing data (greater than 5% missing). However, if the proportion of missing 
data is small, i.e. 5% or less, MS can be used without introducing large errors. In 
fact, MS is better than RI and TI when low percentages of missing data are 
present. As Case Deletion, whereby all cases with missing data present are 
deleted from the data set used, and MS are often the only choices available to 
the user within SEM computer software packages, these are interesting and 
informative findings. 
 
In the case of the correlation coefficient, all imputation methods applied in this 
study produced results from which it can be recognised that the actual and 
imputed data are from the same linear association, further indicating that the 
imputed data is a fully comprehensive representation of the actual data. 
Furthermore, these relationships (between actual and imputed data) are also 
statistically significant. 
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Regarding the post-processing procedure proposed in this study; improvements 
in accuracy in the imputed values were experienced in virtually all situations. It is 
suggested that these improvements resulted from the NN’s ability to derive 
meaning from the imputed data sets resulting from these imputation methods.  
According to Hassoun (1995), NNs can be used to detect trends that are too 
complex to be noticed by many other computational intelligence methods and 
this proved to be the case when a NN was used to refine previously imputed 
values. This study therefore proposes that this approach of using a NN as a post 
processor for previously imputed data will lead to enhanced accuracy. This has 
been demonstrated in the results where MINN, RINN, TINN, EMNN and MSNN 
provide more accurate measures for missing data than MI, RI, TI, EM and MS, 
respectively, in both the first-order and second-order PLS-SEM models. If the 
researcher is interested in obtaining the most accurate results from SEM, this is 
therefore the recommended procedure that should be followed. 
 
8.2 Limitations and Suggestions for Future Work 
 
While the results presented in this report are quite promising and reliable, a 
number of avenues for future work exist that may greatly address several 
limitations of the study. First, the simulation is restricted to situations where the 
data is MCAR and MNAR; future research should investigate the effect of MAR 
data in order to make generalisations. The results of such an investigation may 
contribute towards selecting a suitable method for imputing the missing values. 
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Surely, it would be used to see if the proposed approach still holds for this 
missing data mechanism and the characteristics of this. 
 
Second, the simulation study reported in this thesis is a comprehensive 
investigation of the accuracy of existing and novel approaches to data 
imputation of incomplete data set. It has been conducted on the published 
European customer satisfaction data only. These data are known to be 
representative, accurate, are universally available and have been used as 
secondary data in numerous alternative studies. Furthermore, first order and 
second order SEMs provide an excellent fit to data.  As such, they offered an 
excellent platform for our comparative investigations. As such, a subset of the 
research could have been conducted on these data and other data sets that 
were also available in the public domain to ensure that findings were more likely 
to be generalizable. However, it was decided to complete a more 
comprehensive suite of simulation experiments using only this single data set. 
The limitation of this approach are that the results and findings may not have 
substantial external validity and replication of this study on alternative data will 
be needed to confirm the robustness of the finding across a greater range of 
data structures. 
 
This research employed a specific neural network as an imputation method to 
estimate missing data and also as a post-processor to the imputed data sets 
from other standard statistical methods of data imputation. Though the choice of 
neural network was imminent from its merits and due to its superiority as a 
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prediction method compared to other prediction methods in computational 
intelligence approaches and has revealed good solution (Nelwamondo & 
Marwala, 2007), it is worthwhile trying to investigate other computational 
intelligence approaches in handling missing data problems. One of those 
approaches which could be used to tackle the same problem is to estimate the 
missing values using genetic algorithms and support vector machines instead of 
neural networks. This requires some additional work since the latter methods are 
typically computationally expensive and could also be inapplicable when the 
proportion of missing data is comparatively large. For example, the researchers 
need to determine optimization approach to be used before employing genetic 
algorithm in order to optimize the error function and approximate the missing 
values. 
 
Finally, as it is presented in Chapter 1, although derived from a similar root, CB-
SEM and PLS-SEM use quite different mathematical and computational 
approaches to fitting SEMs to data. Although the findings for the small sample 
sizes are only appropriate for PLS-SEM, it is possible that the findings in this 
study for the larger sample size are not applicable to CB-SEM. This is perhaps 
unlikely though, as it has been shown that the imputed values from the use of MI 
and those derived from using the NN as a post processor are very accurate. It is 
difficult to believe that such minute perturbations in the data values for 5% 
through to 15% of a data set would lead to substantial changes in the resulting 
fitted SEM. CB-SEM is known to be robust and reliable as a modelling approach 
and if this were to be the case, the structural consistency and integrity of any 
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perceptual data would render the method, at most, of only limited usefulness 
due to a lack of reliability and reproducibility.  
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“The only really good solution to the missing data problem is not to have any …” 
~ P.D. Allison 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
205 
 
 
REFERENCES 
 
Abdella, M., & Marwala, T. (2006). The use of genetic algorithms and neural 
networks to approximate missing data in database. Computing and 
Informatics, 24, 1001–1013. 
 
Acedo, F. J., & Jones, M. V. (2007). Speed of internationalization and 
entrepreneurial cognition:  Insights and a comparison between 
international new ventures, exporters and domestic firms. Journal of 
World Business, 42(3), 236–252. 
 
Ahmad, S. (2004). Applications of data mining in retail business. Information 
Technology, 2, 455-459. 
 
Ainscough, T. L., & Aronson, J. E. (1999). An empirical investigation and 
comparison of neural networks and regression for scanner data analysis. 
Journal of Retailing and Consumer Services, 6(4), 205–217. 
 
Albers, S. (2009). PLS and success factor studies in marketing. In V. E. Vinzi, 
W. W. Chin, J. Henseler,  & H. Wang (Eds.), Handbook of partial least 
squares: Concepts, methods, and applications (pp. 409-426). Berlin: 
Springer. 
 
Allison, P. D. (2002) Missing data: Quantitative applications in the social 
sciences. Thousand Oaks, CA: Sage. 
 
Anderson, E. W., & Fornell, C. (2000). Foundations of the American Customer 
Satisfaction Index. Journal of Total Quality Management, 11(6), S869-
S882. 
 
Anderson, E. W., Fornell, C., & Lehmann, D. R. (1994). Customer satisfaction, 
market share, and profitability: findings from Sweden. Journal of 
Marketing, 58(3), 53-66. 
 
Andreassen, T. W., & Lindestad, B. (1998). The Effect of Corporate Image on in 
the Formation of Customer Loyalty. Journal of Service Research, 1(1), 
82-92. 
 
Arbuckle, J. L. (1995). AMOS for Windows Analysis of Moment Structures. 
Version 3.5. Chicago: SmallWaters Corp. 
 
 
 
206 
 
Arbuckle, J. L. (1996). Full information estimation in the presence of incomplete 
data. In G. A. Marcoulides, & R. E. Schumacker, R.E. (Eds.), Advanced 
Structural Equation Modeling: Issues and Techniques. Mahwah, NJ: 
Lawrence Erlbaum Associates. 
 
Atiya, A. F. (2001). Bankruptcy prediction for credit risk using neural networks: a 
survey and new results. IEEE Transactions on Neural Networks, 12(4), 
929-935. 
 
Barclay, D. W., Higgins, C. A., & Thompson, R. (1995). The partial least squares 
approach to causal modeling: personal computer adoption and use as 
an illustration. Technology Studies, 2(2), 285–309. 
 
Baumgartner, H., & Pieters, R. (2003). The structural influence of marketing 
journals: a citation analysis of the discipline and its subareas over time. 
Journal of Marketing, 67(2), 123-139. 
 
Birkinshaw, J., Morrison, A., & Hulland, J. (1995). Structural and competitive 
determinants of a global integration strategy. Strategic Management 
Journal, 16(8), 637-655. 
 
Bishop, C.M. (1995). Neural networks for pattern recognition. Oxford, UK: Oxford 
University Press. 
 
Bollen, K. A. (1989). Structural equations with latent variables. New York: Wiley. 
 
Bollen, K. A. (2011). Evaluating effect, composite, and causal indicators in 
structural equation models. MIS Quarterly, 35(2), 359-372. 
 
Boomsma, A. (2000). Reporting analyses of covariance structures. Structural 
Equation Modeling, 7, 461–483. 
 
Boritz, J. E., Kennedy, D. B., & Albuquerque, A. (1995). Predicting Corporate 
Failure Using a Neural Network Approach. International Journal of 
Intelligent Systems in Accounting, Finance and Management, 4(2), 95 –
111. 
 
Bottaci, L., Drew, P. J., & Hartley, J. E. (1997) Artificial neural networks applied 
to outcome prediction for colorectal cancer patients in separate 
institutions. Lancet, 150, 469–472. 
 
Breiman, L., Friedman, J., Olshen, R., & Stone, C. (1984). Classification and 
Regression Trees. Belmont, CA: Wadsworth.  
 
Brown, C. H. (1983). Asymptotic comparison of missing data procedures for 
estimating factor loadings. Psychometrika, 48, 269–291. 
 
207 
 
Brown, R. L. (1994). Efficacy of the indirect approach for estimating structural 
equation models with missing data: A comparison of five methods. 
Structural Equation Modeling, 1, 287–316. 
 
Bruhn, M., Georgi, D., & Hadwich, K. (2008). Customer equity management as 
formative second-order constructs. Journal of Business Research, 
61(12), 1292–1301. 
 
Cassel, C. M., & Hackl, P. (2000). On measurement of intangible assets: A study 
of robustness of partial least squares. Total Quality Management, 11(7), 
897–907. 
Chambers, R. (2000). Evaluation criteria for statistical editing and imputation. 
Research note, Unpublished manuscript, National Statistics 
Methodological Series No.28, Department of Social Statistics, University 
of Southampton, UK. 
 
Chang, L. Y. (2005). Analysis of freeway accident frequencies: Negative 
binomial regression versus artificial neural network. Safety Science, 43, 
541–557. 
 
Chen, Y. S., Kao, T. C., & Sheu, J. P. (2003). A mobile learning system for 
scaffolding bird watching learning. Journal of Computer Assisted 
Learning, 19, 347-359. 
 
Chiang, W. K., Zhang, D., & Zhou, L. (2006). Predicting and explaining 
patronage behavior toward web and traditional stores using neural 
networks: A comparative analysis with logistic regression. Decision 
Support Systems, 41, 514–531. 
 
Chin, W. W. (1998). The partial least squares approach for structural equation 
modeling. In G. A. Marcoulides (Eds.), Modern methods for business 
research (pp. 295–236). London: Lawrence Erlbaum Associates. 
 
Chin, W. W. (2010). How to write up and report PLS analyses. In V. E. Vinzi, W. 
W. Chin, J. Henseler,  & H. Wang (Eds.), Handbook of partial least 
squares: Concepts, methods, and applications (pp. 655-690). Berlin: 
Springer. 
 
Chin, W. W., & Dibbern, J. (2007). An introduction to a permutation based 
procedure for multi-group PLS analysis: results of tests of differences on 
simulated data and a cross cultural analysis of the sourcing of 
information system services between Germany and the USA. In V. E. 
Vinzi, W. W. Chin, J. Henseler,  & H. Wang (Eds.), Handbook of partial 
least squares: Concepts, methods, and applications (pp. 171-194). 
Berlin: Springer. 
 
208 
 
Chin, W. W., & Newsted, P. R. (1999) Structural equation modeling analysis with 
small samples using partial least squares. In R. H. Hoyle (Eds.), 
Statistical Strategies for Small Sample Research, pp. 307-341. 
Thousand Oaks: Sage.  
 
Choudhury, V., & Karahanna, E. (2008). The relative advantage of electronic 
channels: A multidimensional view. MIS Quarterly, 32(1), 179–200. 
 
Cohen, J. (1998) Statistical Power Analysis for the Behavioral Sciences. 
Hillsdale, NJ: Lawrence Erlbaum Associates. 
 
Compeau, D., Higgins, C. A., & Huff, S. (1999). Social cognitive theory and 
individual reactions to computing technology: A longitudinal study. MIS 
Quarterly, 23(2), 145–158. 
 
Cool, K., Dierickx, I., & Jemison, D. (1989). Business strategy, market structure 
and risk–return relationships: A structural approach. Strategic 
Management Journal, 10(6), 507–522. 
 
Cordeiro, C., Machás, A., & Neves, M. (2010). A Case Study of a Customer 
Satisfaction Problem: Bootstrap and Imputation Techniques. In V. E. 
Vinzi, W. W. Chin, J. Henseler,  & H. Wang (Eds.), Handbook of partial 
least squares: Concepts, methods, and applications (pp. 279-288). 
Berlin: Springer. 
 
Dasgupta, C. G., Dispensa, G. S., & Ghose, S. (1994). Comparing the predictive 
performance of a neural network model with some traditional market 
response models. International Journal of Forecasting, 10, 235–244. 
 
Dempster, A. P., Laird, N. M., & Rubin, D. B. (1977). Maximum likelihood for 
incomplete data via the EM algorithm. Journal of Royal Statistic Society, 
B39, 1–38. 
 
Dhlamini, S. M., Nelwamondo, F. V., & Marwala, T. (2006). Condition monitoring 
of HV bushings in the presence of missing data using evolutionary 
computing. WSEAS Transactions on Power Systems, 1(2), 280–287. 
 
Diamantopoulos, A., & Riefler, P. (2011). Using formative measures in 
international marketing models: A cautionary tale using consumer 
animosity as an example. Advances in international Marketing, 15(1), 
11-30.   
 
Diamantopoulos, A., & Siguaw, J. A. (2006). Formative versus reflective 
indicators in organizational measure development: A comparison and 
empirical illustration. British Journal of Management, 17(4), 263–282. 
 
209 
 
Diamantopoulos, A., Riefler, P., & Roth, K. P. (2008). Advancing formative 
measurement models. Journal of Business Research, 61(12), 1203-
1218. 
 
Dick, A. S., & Basu, K. (1994). Customer loyalty: toward an integrated 
framework. Journal of the Academy of Marketing Science, 22(2), 99-113. 
 
Downey, R. G., & King, C. V. (1998). Missing data in Likert ratings: A 
comparison of replacement methods.  Journal of General Psychology, 
125, 175-189. 
 
Draper, N., & Smith, H. (1998). Applied Regression Analysis. New York: Wiley. 
 
Efron, B. (1981). Nonparametric estimates of standard error: the jackknife the 
bootstrap and other methods. Biometrika, 7(1), 1–26. 
 
Efron, B., & Tibshirani, R. (1993). An Introduction to the Bootstrap. New York: 
Chapman Hall. 
 
Eggert, A. (2007). Getting your PLS research published: A personal and 
interpersonal perspective. In Proceedings of the Academy of Marketing 
Science 2007 World Marketing Congress. Verona,Italy. 
 
Eklöf, J. A., Hackl, P., & Westlund, A. (1999). On measuring interaction between 
customer satisfaction and financial results. Journal of Total Quality 
Management, 10(4), 514-522. 
 
Enders, C. K. (2010). Applied Missing Data Analysis. New York: Guilford Press. 
 
Enders, C. K. (2006). Analyzing structural equation models with missing data. In 
G. R. Hancock, & R. O. Mueller (Eds.), Structural equation modeling: A 
second course (pp. 313-342). Greenwich, CT: Information Age 
Publishing. 
 
Falk, R. F., & Miller, N. B. (1992). A Primer for Soft Modeling. Akron, OH: 
University of Akron Press. 
 
Fanning, K. M., Cogger, Kenneth, O., & Srivastava, R. (1995) Detection of 
Management Fraud: A Neural Network approach. International Journal 
of Intelligent Systems in Accounting, Finance & Management, 4(2), 113-
126. 
 
Fornell, C. (1992). A national customer satisfaction barometer: The Swedish 
experience. Journal of Marketing, 56(1), 6–21. 
 
210 
 
Fornell, C., & Bookstein, F. L. (1982). Two structural equation models: LISREL 
and PLS applied to consumer exit-voice theory. Journal of Marketing 
Research, 19, 440–452. 
 
Fornell, C., & Larcker, D. F. (1981). Evaluating structural equation models with 
unobservable variables and measurement error. Journal of Marketing 
Research, 18, 39–50. 
 
Fornell, C., Johnson, M. D., Anderson, E. W., Cha, J., & Bryant, B. E. (1996). 
The American Customer Satisfaction Index: Nature, purpose, and 
findings. Journal of Marketing, 60, 7-18. 
 
Freeman, J. A., & Skapura, D. M. (1991). Neural Networks: Algorithms, 
Applications and Programming Techniques. Reading, MA: Addison-
Wesley. 
 
Fricker, S., & Tourangeau, R. (2010). Examining the relationship between 
nonresponse propensity and data quality in two national household 
surveys. Public Opinion Quarterly, 74(5), 934–955. 
 
Fujita, H., Katafuchi, T., Uehara, T., & Nishimura, T. (1992). Application of 
artificial neural network to computer-aided diagnosis of coronary artery 
disease in myocardial spect Bull’s-eye images. Journal of Nuclear 
Medicine, 33(2), 272–276. 
 
Gabrys, B. (2002). Neuro-fuzzy approach to processing inputs with missing 
values in pattern recognition problems. International Journal of 
Approximate Reasoning, 30, 149–179. 
 
Gefen, D., & Straub, D. (2005). A practical guide to factorial validity using PLS-
Graph: Tutorial and annotated example. Communications of the AIS, 16, 
91–109. 
 
Gefen, D., Straub, D., & Boudreau, M. (2000). Structural Equation Modeling 
Techniques and Regression: Guidelines for Research Practice. 
Communications of the Association for Information Systems, 7(7), 1-78. 
 
Gerbing, D. W., & Anderson, J. C. (1988). An updated paradigm for scale 
development incorporating unidimensionality and its assessment. 
Journal of Marketing Research (JMR), 25(2), 186–192. 
 
Gerbing, D. W., Janet, G. H., & Elizabeth B. F. (1994). A Large-scale Second-
order Structural Equation Model of the Influence of Management 
Participation on Organizational Planning Benefits. Journal of 
Management, 20, 859-885. 
 
211 
 
Graham, J. W., Hofer, S. M., & MacKinnon, D. P. (1996). Maximizing the 
usefulness of data obtained with planned missing value patterns: an 
application of maximum likelihood procedures. Multivariate Behavioral 
Research, 31, 197–218. 
 
Green, D. H., & Ryans, A. B. (1990). Entry strategies and market performance: 
Causal modelling of a business simulation. Journal of Product Innovation 
Management, 7(1), 45–58. 
 
Gudergan, S. P., Ringle, C. M., Wende, S., & Will, A. (2008). Confirmatory tetrad 
analysis in PLS path modelling. Journal of business Research, 61(12), 
1238-1249. 
 
Gujarati, D. N. (2003). Basic Econometrics. New York: McGraw-Hill. 
 
Gupta, A., & Lam, M. S. (1996) Estimating missing values using neural 
networks. Journal of the Operational Research Society, 47, 229-238. 
 
Hahn, C., Johnson, M. D., Herrmann, A., & Huber, F. (2002) Capturing customer 
heterogeneity using a finite mixture PLS approach. Schmalenbach 
Business Review, 54(3), 243-269. 
 
Hair, J. F., Black, W. C., Babin, B. J., & Anderson, R. E. (2010). Multivariate 
Data Analysis (7th ed.). Upper Saddle River, NJ: Prentice Hall.  
 
Hair, J. F., Ringle, C. M., & Sarstedt, M. (2011). PLS-SEM: indeed a silver bullet. 
Journal of Marketing Theory and Practice, 19(2), 139-151. 
 
Hajipour, B. (2010). The effects of market entry strategy dimensions on the 
performance: an empirical study of Iranian food and chemical industries.  
European Journal of Economics, Finance and Administrative Sciences, 
22, 59-71.  
 
Han, J., & Kamber, M. (2006). Data Mining: Concepts and Techniques (2nd ed.). 
San Francisco, CA: Morgan Kaufmann Publishers. 
 
Hassoun, M. H. (1995). Fundamentals of Artificial Neural Networks. Cambridge, 
MA: MIT Press.  
 
Hawley, D. D., John, D. J., & Dijjotam, R. (1990). Artificial Neural System: A New 
Tool Financial Decision Making. Financial Analysts Journal, 46(6), 63-
72. 
 
Haykin, S. (1999). Neural networks: a comprehensive foundation (2nd ed.). 
Upper Saddle Rever, NJ: Prentice Hall. 
 
212 
 
Henseler, J. (2010) On the convergence of the partial least squares path 
modeling algorithm. Computational statistics, 25(1), 107-120. 
 
Henseler, J., & Fassott, G. (2010). Testing moderating effects in PLS path 
models: An illustration of available procedures. In V. E. Vinzi, W. W. 
Chin, J. Henseler,  & H. Wang (Eds.), Handbook of partial least squares: 
Concepts, methods, and applications (pp. 713-735). Berlin: Springer. 
 
Henseler, J., Ringle, C. M., & Sinkovics, R. R. (2009). The use of partial least 
squares path modeling in international marketing. Advances in 
International Marketing, 20, 277–320. 
 
Hruschka, H. (1993). Determining market response functions by neural network 
modelling: A comparison to econometric techniques. European Journal 
of Operational Research, 66, 27–35. 
 
Hsu, S-H., Chen, W-H., & Hsieh, M-J. (2006). Robustness testing of PLS, 
LISREL, EQS and ANN-based SEM for measuring customer 
satisfaction. Total Quality Management, 17(3), 355–371. 
 
Huang, X., & Zhu, Q. (2002). A pseudo-nearest-neighbour approach for missing 
data recovery on Gaussian random data sets. Pattern Recognition 
Letters, 23, 1613–1622. 
 
Huanga, R., & Carriere, K. C. (2006). Comparison of methods for incomplete 
repeated measured data analysis in small samples. Journal of Statistical 
Planning and Inference, 136, 235–247. 
 
Hulland, J. S. (1999). Use of partial least squares (PLS) in strategic 
management research: A review of four recent studies. Strategic 
Management Journal, 20(4), 195–204. 
 
Igbaria, M., Parasuraman, S., & Badawy, M. K. (1994). Work experiences, job 
involvement, and quality of work life among information systems 
personnel. MIS Quarterly, 18(2), 175–201. 
 
Ismail, M. (2003). Data analysis in the presence of missing data. (Doctoral 
dissertation). Retrieved from British Library ETHOS. 
 
Jamil, J. M. (2003). Classification of Discretized and Undiscretized Data Using 
Rough Set and Neural Network (unpublished master’s thesis). University 
Technology Malaysia, Malaysia. 
 
Jamil, J. M., & Wallace, J. (2009). Comparing four methods of handling missing 
data in partial least squares. In Proceedings of the 23rd European 
Conference on Operational Research. Bonn, Germany. 
 
213 
 
Jamil, J. M., Wallace, J., & Abdi, R. (2009). Partial least squares and 
bootstrapping: the impact of missing data. In Proceedings of the 6th 
International Conference on Partial Least Squares and related Methods 
(pp. 189-193). Beijing, China. 
 
Johansson,  J. K., & Yip, G. S. (1994). Exploiting globalization potential: U.S. 
and Japanese strategies. Strategic Management Journal, 15(8), 579–
601. 
 
Johnson, M. D., Herrmann, A., & Gustafsson, A. (2002). Comparing customer 
satisfaction across industries and countries. Journal of Economic 
Psychology, 23(6), 749–769. 
Jöreskog, K. G. (1967). Some contributions to maximum likelihood factor 
analysis. Psychometrika, 32(4), 443-482. 
Joreskog, K. G., & Goldberger, A. S. (1972). Factor analysis by generalized 
least squares. Psychometrika, 37, 243-260. 
 
Julien, P. A., & Ramangalahy, C. (2003). Competitive strategy and performance 
of exporting SMEs: An empirical investigation of the impact of their 
export information search and competencies. Entrepreneurship Theory 
and Practice, 27(3), 227–245. 
 
Kim, G-H., An, S-H., & Kang, K-I. (2004). Comparison of construction cost 
estimating models based on regression analysis, neural networks, and 
case-based reasoning. Building and Environment, 39(10), 1235–1242. 
 
King, W. R., & He, J. (2005). External validity in IS survey research. 
Communications of the AIS, 16, 880–894. 
 
Komiak, S. Y. X., & Benbasat, I. (2006). The effects of personalization and 
familiarity on trust and adoption of recommendation agents. MIS 
Quarterly, 30(4), 941–960. 
 
Kristensen, K., & Eskildsen, J. K. (2010). Design of PLS-Based Satisfaction 
Studies. In V. E. Vinzi, W. W. Chin, J. Henseler,  & H. Wang (Eds.), 
Handbook of partial least squares: Concepts, methods, and applications 
(pp. 247-278). Berlin: Springer. 
 
Kuzmanovski, I., & Aleksovska, S. (2003). Optimization of artificial neural 
networks for prediction of the unit cell parameters in orthorhombic 
perovskites: Comparison with multiple linear regression. Chemometrics 
and Intelligent Laboratory Systems, 67, 167–174. 
 
 
214 
 
Lee, C. W., & Shin, Y. C. (2004). Modeling of Complex Manufacturing Processes 
by Hierarchical Fuzzy Basis Function Networks with Application to 
Grinding Processes. Transactions of the ASME, Journal of Dynamic 
Systems, Measurement, and Control, 126(4), 880–890. 
 
Lee, J., & Um, K. (2000). A comparison in a back-bead prediction of gas metal 
arc welding using multiple regression analysis and artificial neural 
network. Optics and Lasers in Engineering, 34(3), 149–158. 
 
Lee, K., Booth, D., & Alam, P. (2005). A comparison of supervised and 
unsupervised neural networks in predicting bankruptcy of Korean firms. 
Expert Systems with Applications, 29, 1-16. 
 
Lewis, B. R., Templeton, G. F., & Byrd, T. A. (2005). A methodology for 
construct development in MIS research. European Journal of Information 
Systems, 14(4), 388–400. 
 
Liang, H., Saraf, N., Hu, Q., & Xue, Y. (2007). Assimilation of enterprise 
systems: The effect of institutional pressures and the mediating role of 
top management. MIS Quarterly, 31(1), 59–87. 
 
Liang, J., & Bentler, P. M. (2004). An EM algorithm for fitting two-level structural 
equation models. Psychometrika, 69, 101–122. 
 
Little, R. J. A., & Rubin, D. B. (2002). Statistical Analysis with Missing Data (2nd 
ed.). Hoboken, NJ: Wiley. 
 
Lohmöller, J. (1989). Latent variable path modeling with partial least squares. 
Heildelberg: Physica. 
 
MacCallum, R. C., & Austin, J. T. (2000). Applications of structural equation 
modeling in psychological research. Annual Review of Psychology, 51, 
201–226. 
 
Mahmood, M. A., Bagchi, K., & Ford, T. C. (2004). On-line shopping behavior: 
Cross-country empirical research. International Journal of Electronic 
Commerce, 9(1), 9–30. 
 
Marwala, T. (2009) Computational Intelligence for Missing Data Imputation, 
Estimation, and Management: Knowledge Optimization Techniques. 
New York: Information Science Reference.  
 
McCulloch, W. S., & Pitts, W. H. (1943). A logical calculus of the ideas immanent 
in nervous activity. Bulletin of Mathematical Biophysical, 5, 115–33. 
 
McKnight, P. E., McKnight, K. M., Sidani, S., & Figueredo, A. J. (2007). Missing 
Data: A Gentle Introduction. New York: Guilford. 
215 
 
 
Mesa, D. M., Tsai, P., & Chambers R. L. (2000). Using Tree-Based Models for 
Missing Data Imputation: An Evaluation Using UK Census Data. 
Technical Report, University of Southampton. 
 
Miller, R.G. (1974). The jackknife- A review. Biometrika, 61(1), 1–15. 
 
Miranda, S. M., & Saunders, C. S. (2003). The social construction of meaning: 
An alternative perspective on information sharing. Information Systems 
Research, 14(1), 87–106. 
 
Mostafa, M. M. (2010). Forecasting stock exchange movements using neural 
networks: empirical evidence from Kuwait. Expert Systems with 
Applications, 37(9), 6302–6309. 
 
Muthén, B., Kaplan, D., & Hollis, M. (1987). On structural equation modeling with 
data that are not missing completely at random. Psychometrika, 52, 431-
462. 
 
Nabney, I. T. (2001). Netlab: Algorithms for Pattern Recognition. London: 
Springer-Verlag. 
 
Neale, M. C. (1994). Mx: Statistical modeling (2nd Ed). Department of 
Psychiatry: Medical College of Virginia. 
 
Nelwamondo, F. V. and Marwala, T. (2007). Fuzzy artmap and neural network 
approach to online processing of inputs with missing values. SAIEE 
Africa Research Journal, 98(2), 45–51. 
 
Newman, D. A. (2003). Longitudinal modeling with randomly and systematically 
missing data: a simulation of ad hoc, maximum likelihood, and multiple 
imputation techniques. Organizational Research Methods, 6(3), 328–
339. 
 
Nordbotten, S. (1998). Estimating Population Proportions from Imputed Data. 
Computational Statistics and Data Analysis, 27, 291-309. 
 
Nunnally, J. C., & Bernstein, I. H. (1994). Psychometric Theory. New York: 
McGraw-Hill. 
 
Odom, M., & Sharda, R. (1990). A neural network model for bankruptcy 
prediction. In Proceedings of the IEEE International Conference on 
Neural Networks 2 (pp. 163-168). 
 
 
 
216 
 
OʼLoughlin, C., & Coenders, G. (2004). Estimation of the European Customer 
Satisfaction Index: Maximum Likelihood versus Partial Least Squares. 
Application to Postal Services. Total Quality Management Business 
Excellence, 15(9), 1231-1255. 
 
Olinsky, A., Chen, S., & Harlow, L. (2003). The comparatife efficacy of 
imputation methods for missing data in structural equation modelling. 
European Journal of Operational Research , 151, 53-79. 
 
Olson, D., & Shi, Y. (2007). Introduction to Business Data Mining. New York: 
McGraw-Hill. 
 
Orchard, T., & Woodbury, M. A. (1972). A missing information principle: theory 
and applications. In Proceedings of the sixth Berkeley Symposium on 
Mathematical, Statistics and Probability. (pp. 697-715). University of 
California Press. 
 
Paliwal, M., & Kumar, U. A. (2009). Neural networks and statistical techniques: A 
review of applications. Expert Systems with Applications, 36, 2–17. 
 
Patuwo, E., Hu, M. Y., & Hung, M. S. (1993). Two-group classification, using 
neural networks. Decision Science, 24(4), 825–845. 
 
Pavlou, P. A., & Gefen, D. (2005). Psychological contract violation in online 
marketplaces: Antecedents, consequences, and moderating role. 
Information Systems Research, 16(4), 372–399. 
 
Pendharkar, P. C. (2006). Scale economies and production function estimation 
for object-oriented software component and source code documentation 
size. European Journal of Operational Research, 172, 1040–1050. 
 
Quinlan, J. R. (1989). Unknown Attribute Values in Induction. In Proceedings of 
the 6th International Workshop on Machine Learning (pp. 164-168). San 
Mateo, CA: Morgan Kaufmann. 
 
Quinten, A., & Raaijmakers, W. (1999). Effectiveness of different missing data 
treatments in surveys with Likert-type data: introducing the relative mean 
substitution approach. Educational and Psychological Measurement, 
59(5), 725–748. 
 
Rathbum, T. A. (1993). Developing Neural Solutions in a Real World Market 
Timing System. Advanced Technology for Developers, 2(8), 13-19. 
 
Raymond, M. R. (1986). Missing data in evaluation research. Evaluation and the 
Health Profession, 9, 395–420. 
 
217 
 
Reinartz, W., Krafft, M., & Hoyer, W. D. (2004). The customer relationship 
management process: Its measurement and impact on performance. 
Journal of Marketing Research, 41(3), 293−305. 
 
Rich, E., & Knight, K. (1991). Artificial Intelligence. New York: McGraw-Hill. 
 
Ringle, C. M., Wende, S., & Will, A. (2005). SmartPLS 2.0 (Beta). Hamburg, 
(www.smartpls.de). 
 
Roiger, R. J., & Geatz, M. W. (2003). Data Mining: A Tutorial Based Primer. 
USA:  Addison Wesley. 
 
Rossiter, J. R. (2002). The C-OAR-SE procedure for scale development in 
marketing. International Journal of Research in Marketing, 19(4), 305–
335. 
 
Roth, P. L. (1994). Missing data: A conceptual review for applied psychologists.  
Personnel Psychology, 47, 537-560. 
 
Roth, P. L., Switzer, F. S., & Switzer, D. M. (1999). Missing data in multiple item 
scales: a Monte Carlo analysis of missing data techniques. 
Organizational Research Methods, 2(3), 211–232. 
 
Roy, J., & Cosset, J. (1990). Forecasting Country Risk Ratings Using a Neural 
Network. In Proceedings of the 23rd Hawaii International Conference on 
System Sciences (pp. 327-334). Washington: IEEE computer Society. 
 
Rubin, D. B. (1987). Multiple Imputation for Nonresponse in Surveys. Hoboken, 
NJ: Wiley. 
 
Salchenberger, L., Cinar, E., & Lash, N. (1992). Networks: A NEW Tools For 
Thrift Failures. Decision Sciences, 23, 899-916. 
 
Sánchez-Franco & Manuel, J. (2006). Exploring the Influence of Gender on the 
Web Usage via Partial Least Squares. Behaviour & Information 
Technology, 25(1), 19–36. 
 
Santos, R. (1981). Multiple imputation for nonresponse in surveys (Survey 
Research Center Report). University of Michigan. 
 
Sarle & Warren, S. (1994). Neural Networks and Statistical Models. In: 
Proceedings of the Nineteenth Annual SAS Users Group International 
Conference (pp. 1-13). 
 
Schafer, J. L. (1997). Analysis of Incomplete Multivariate Data. New York: 
Chapman & Hall. 
 
218 
 
Schafer, J. L. (1999). NORM: Multiple imputation of incomplete multivariate data 
under a normal model [computer software]. University Park: Department 
of statistics Pennsylvania State University. 
 
Schafer, J. L., & Graham, J. W. (2002). Missing data: Our view of the state of the 
art. Psychological Methods, 7(2), 147–177. 
 
Schafer, J. L., & Olsen, M. K. (1998). Multiple imputation for multivariate missing 
data problems: A data analysts perspective. Multivariate Behavioural 
Research 33(4), 545–571. 
 
Shuhui, L., Wunsch, D. C., O’Hair, E., & Giesselmann, M. G. (2001). 
Comparative analysis of regression and artificial neural network models 
for wind turbine power curve estimation. Journal of Solar Energy 
Engineering, 123, 327–332. 
 
Singh, N., Fassott, G., Chao, M. C., & Hoffmann, J. A. (2006). Understanding 
international web site usage: Across national study of German, Brazilian, 
and Taiwanese online consumers. International Marketing Review, 
23(1), 83–97. 
 
Stinebrickner, T. R. (1999). Estimation of a duration model in the presence of 
missing data. The Review of Economics and Statistics, 81(3), 529–546. 
 
Stone, M. (1974). Cross-validatory choice and assessment of statistical 
predictions. Journal of the Royal Statistical Society, 36(2), 111–133. 
 
Tam, K. Y., & Kiang. M. Y. (1992). Managerial applications of neural networks: 
the case of bank failure predictions. Management Science, 38, 926-947. 
 
Tenenhaus, M., Vinzia, V. E., Chatelinc, Y-M., & Lauro, C. (2005). PLS path 
modeling. Computational Statistics & Data Analysis, 48, 159–205. 
 
Tsang, E. (2002). Acquiring knowledge by foreign partners from international 
joint ventures in a transition economy: Learning by doing and learning 
myopia. Strategic Management Journal, 23(9), 835–854. 
 
Ture, M., Kurta, I., Kurumb, A. T., & Ozdamar, K. (2005). Comparing 
classification techniques for predicting essential hypertension. Expert 
Systems with Applications, 29, 583–588. 
 
Türkyilmaz, A., & Özkan, C. (2007). Development of a customer satisfaction 
index model: An application to the Turkish mobile phone sector. 
Industrial Management & Data Systems, 107(5), 672 – 687. 
 
219 
 
Urbach, N., & Ahlemann, F. (2010). Structural Equation Modeling in Information 
Systems Research Using Partial Least Squares. Journal of information 
Technology Theory and application, 11(2), 5-40. 
 
Van der Stede, W. A., Young, S. M., & Chen, C. X. (2005). Assessing the quality 
of evidence in empirical management accounting research: The case of 
survey studies. Accounting, Organizations and Society, 30(7–8), 655– 
684. 
 
Visser, P. S., Krosnick, J. A., Marquette, J., & Curtin, M. (1990). Mail surveys for 
election forecasting? An evaluation of the Colombia dispatch poll. Public 
Opinion Quarterly, 60, 181–227. 
 
Walczak, S., & Sincich, T. (1999). A comparative analysis of regression and 
neural networks for university admissions. Information Sciences, 119(1-
2), 1–20. 
 
Wang, S. (2005). Classification with incomplete survey data: a Hopfield neural 
network approach. Computers & Operations Research, 24, 53–62. 
 
Wasserman, P. D. (1989). Neural Computing: Theory and Practice. New York: 
Van Nostrand Reinhold.  
 
Webster, J., & Watson, R. T. (2002). Analyzing the past to prepare for the future: 
Writing a literature review. MIS Quarterly, 26(2), xiii–xxiii. 
 
West, P. M., Brockett, P. L., & Golden, L. L. (1997). A comparative analysis of 
neural networks and statistical methods for predicting consumer choice. 
Marketing Science, 16(4), 370–391. 
 
Widrow, B., Rumelhart, D., & Lehr, M. (1994). Neural networks: Application in 
industry, business and science. Communnications of the ACM, 37(3), 
93-105. 
 
Wiley, D. E. (1973). The identification problem for structural equation models 
with unmeasured variables. In A. S. Goldberger, & O. D. Duncan (Eds.), 
Structural equation models in the social sciences. New York: Seminar. 
Williams, L. J., Edwards, J., & Vandenberg, R. J. (2003). A review of advanced 
applications of structural equation techniques in organizational behavior 
and human resources management research. Journal Of Management, 
29, 903-936.  
Wilmot, C. G., Shivananjappa, S., 2001. Comparison of hot-deck and neural-
network imputation. In International Conference on Transport Survey 
Quality and Innovation. Kruger National Park, South Africa. 
 
220 
 
Wold, H. (1975). Path models with latent variables: The NIPALS approach. In H. 
M. Blalock, A. Aganbegian, F. M. Borodkin, R. Boudon, & V. Capeechi 
(Eds), Quantitative sociology: international perspectives on 
mathematical and statistical modeling (pp. 307-357). New York: 
Academic. 
 
Wold, H. (1985). Partial least squares. In S. Kotz, & N. L. Johnson (Eds.), 
Encyclopedia of statistical sciences (pp. 581-591). New York: Wiley. 
 
Xuefeng, L., Lu, L., Lihua, W., & Zhao, Z. (2006). Predicting the final prices of 
online auction items. Expert Systems with Applications, 31, 542–550. 
 
Yansaneh, I. S., Wallace, L. S., & Marker, D. A. (1998). Imputation Methods for 
Large Complex Datasets: An Application to the NEHIS. In Proceedings 
of the section on Survey Research Methods, American Statistical 
Association (pp. 314-319).  
 
Yeh, I. C., & Lien, C. h. (2009). The comparisons of data mining techniques for 
the predictive accuracy of probability of default of credit card clients. 
Expert Systems with Applications, 36(2), 2473–2480. 
 
Yoo, Y. and Alavi, M. (2001). Media and group cohesion: Relative influences on 
social presence, task participation, and group consensus. MIS Quarterly, 
25(3), 371–390. 
 
Yoon, Y., & Peterson, L. L. (1990). Artificial neural networks: An emerging new 
technique. In Proceedings of the ACM-SIGBDP Conference on Trends 
and Directions in Expert Systems (pp. 417-422). 
 
Yu, S., & Kobayashi, H. (2003). A hidden semi-Markov model with missing data 
and multiple observation sequences for mobility tracking. Signal 
Processing 83(2), 235–250. 
 
Yucel, R. M., He, Y., & Zaslavsky. A. M. (2008). Using calibration to imropve 
rounding in imputation. The American statistician, 62, 1-5. 
 
Zhang, G., Hu, M. Y., Patuwo, B. E., & Indro, D. C. (1999). Artificial neural 
networks in bankruptcy prediction: General framework and cross-
validation analysis. European Journal of Operational Research, 116(1), 
16–32. 
 
221 
 
 
 
 
 
APPENDIX A 
 
Coding for Back-propagation 
 
 
 
 
 
 
 
 
 
 
222 
 
 
 
//MLP with BP learning 
 
 
 
#include <stdio.h> 
#include <math.h> 
#include <ctype.h> 
#ifndef VAX /* for declaration of calloc() on PC or compatible   */ 
#include <malloc.h> 
#include <stdlib.h> 
#include <string.h> 
#endif 
 
/* define constants used throughout functions                    */ 
 
#define   NMXUNIT   40 /* max no. of units in a layer  (50)      */ 
#define   NMXHLR    10 /* max no. of hidden layers     ( 5)      */ 
#define   NMXOATTR  40 /* max no. of output features   (50)      */ 
#define   NMXINP   600 /* max no. of input samples    (200)      */ 
#define   NMXIATTR  40 /* max no. of input features    (50)      */ 
#define   SEXIT      3 /* exit successfully                      */ 
#define   RESTRT     2 /* restart                                */ 
#define   FEXIT      1 /* exit in failure                        */ 
#define   CONTNE     0 /* continue calculation                   */ 
 
/* Database : declarations of variables */ 
 
float eta;          /** learning rate             **/ 
float alpha;        /** momentum rate             **/ 
float err_curr;     /** normalized system error   **/ 
float maxe;         /** max allowed system error  **/ 
float maxep;        /** max allowed patter error  **/ 
float *wtptr[NMXHLR+1]; 
float *outptr[NMXHLR+2]; 
float *errptr[NMXHLR+2]; 
float *delw[NMXHLR+1]; 
float target[NMXINP][NMXOATTR]; 
float input[NMXINP][NMXIATTR], ep[NMXINP]; 
float outpt[NMXINP][NMXOATTR]; 
int   nunit[NMXHLR+2], nhlayer, ninput, ninattr, noutattr; 
int   result, cnt, cnt_num; 
int   nsnew, nsold; 
char  task_name[20]; 
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FILE  *fp1, *fp2, *fp3, *fopen(); 
int   fplot10; 
 
/* random number generator (computer independent)   */ 
 
long randseed = 568731L; 
int random() 
{ 
     randseed = 15625L * randseed + 22221L; 
     return((randseed >> 16) & 0x7FFF); 
} 
 
          /* allocate dynamic storage for the set */ 
void init() 
{ 
     int len1, len2, i; 
     float *p1, *p2, *p3, *p4; 
 
     len1 = len2 = 0; 
     nunit[nhlayer+2] = 0; 
 
     for (i=0; i<(nhlayer + 2); i++) { 
        len1 += (nunit[i] + 1) * nunit[i+1]; 
        len2 += nunit[i] + 1; 
     } 
 
                              /* weights */ 
     p1=(float *) calloc(len1+1,sizeof(float)); 
                              /* output  */ 
     p2=(float *) calloc(len2+1,sizeof(float)); 
                              /* errors  */ 
     p3=(float *) calloc(len2+1,sizeof(float)); 
                              /* delw    */ 
     p4=(float *) calloc(len1+1,sizeof(float)); 
 
               /* set up initial pointers */ 
     wtptr[0]  = p1; 
     outptr[0] = p2; 
     errptr[0] = p3; 
     delw[0]   = p4; 
 
               /* set up the rest of pointers */ 
     for (i=1; i < (nhlayer + 1); i++)  { 
        wtptr[i] = wtptr[i-1] + nunit[i] * (nunit[i-1] + 1); 
        delw[i]  = delw[i-1] + nunit[i] * (nunit[i-1] + 1); 
     } 
     for (i=1; i < (nhlayer + 2); i++)  { 
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        outptr[i] = outptr[i-1] + nunit[i-1] + 1; 
        errptr[i] = errptr[i-1] + nunit[i-1] + 1; 
     } 
 
               /* set up threshold outputs */ 
     for (i=0; i < nhlayer + 1; i++)  { 
        *(outptr[i] + nunit[i]) = 1.0; 
     } 
} 
 
/* initialize weights with random numbers between -0.5 and +0.5  */ 
 
void initwt() 
{ 
     int i, j; 
      
     for (j=0; j < nhlayer + 1; j++) 
 for (i=0; i < (nunit[j] + 1) * nunit[j + 1]; i++)  { 
           *(wtptr[j] + i) = random() / pow(2.0,15.0) - 0.5; 
           *(delw[j] + i) = 0.0; 
        } 
} 
 
  /* specify architecture of net and values of learning parameters  */ 
 
void set_up() 
{ 
     int i; 
 
     eta = 0.9; 
     printf("\nLearning rate eta (default = 0.9)?: "); 
     scanf("%f", &eta); 
 
     alpha = 0.7; 
     printf("\nMomentum rate alpha (default = 0.7)?: "); 
     scanf("%f", &alpha); 
 
     maxe = 0.01;  maxep = 0.001; 
     printf("\nMax total error (default = 0.01)?: "); 
     scanf("%f", &maxe); 
     printf("\nMax individual error (default = 0.001)?: "); 
     scanf("%f", &maxep); 
 
     cnt_num = 5000; 
     printf("\nMax number of iterations (default = 5000)?: "); 
     scanf("%d", &cnt_num); 
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     printf("\nNumber of hidden layers?: "); 
     scanf("%d", &nhlayer); 
 
     for (i=0; i < nhlayer; i++)  { 
        printf("\n\tNumber of units for hidden layer %d?: ", i+1); 
        scanf("%d", &nunit[i+1]); 
     } 
 
     printf("\nCreate error file?  (Enter 1 for yes, 0 for no) : "); 
     scanf("%d", &fplot10); 
 
     printf("\nExecution starts "); 
     printf(" Many iterations needed, please be patient!.......\n"); 
 
     nunit[nhlayer+1] = noutattr; 
     nunit[0] = ninattr; 
} 
 
/* read file for net architecture and learning parameters. 
  File name has suffix _v.dat   */ 
 
void dread(char *taskname) 
{ 
     int i,c; 
     char var_file_name[20]; 
 
     strcpy(var_file_name, taskname); 
     strcat(var_file_name, "_v.dat"); 
     if (( fp1 = fopen(var_file_name, "r")) == NULL) 
     { 
 perror("\n Cannot open data file "); 
        exit(0); 
     } 
 
     fscanf(fp1, "%d%d%d%f%f%d%d", &ninput, &noutattr, &ninattr, 
               &eta, &alpha, &nhlayer, &cnt_num); 
     for (i=0; i < nhlayer + 2; i++) 
        fscanf(fp1, "%d", &nunit[i]); 
 
     if ((c=fclose(fp1)) != 0) 
        printf("\nFile %s cannot be closed; error  %d ", 
               var_file_name, c); 
} 
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/* read file containing weights and thresholds and thresholds. 
  File name has suffix _w.dat */ 
 
void wtread(char *taskname) 
{ 
     int  i,j,c; 
     char wt_file_name[20]; 
 
     strcpy(wt_file_name, taskname); 
     strcat(wt_file_name, "_w.dat"); 
     if (( fp2 = fopen(wt_file_name, "r")) == NULL) 
     { 
 perror("\n Cannot open data file "); 
        exit(0); 
     } 
      
     for (i=0; i < nhlayer + 1; i++)  { 
        for (j=0; j < (nunit[i] + 1) * nunit[i + 1]; j++)  { 
           fscanf(fp2, "%f", (wtptr[i]+j)); 
        } 
     } 
 
     if ((c = fclose(fp2)) != 0) 
        printf("\n File %sf cannot be closed; error %d ", 
                wt_file_name, c); 
 
} 
 
 /* create file for net architecture and learning 
   parameters.  File name has suffix _v.dat */ 
 
void dwrite(char *taskname) 
{ 
     int i,j,c; 
     char var_file_name[20]; 
 
     strcpy(var_file_name, taskname); 
     strcat(var_file_name, "_v.dat"); 
     if ((fp1 = fopen(var_file_name, "w+")) == NULL) 
     { 
 perror(" Cannot open data file "); 
        exit(0); 
     } 
     fprintf( fp1, "%u %u %u %f %f %u %u\n", ninput, noutattr, 
          ninattr, eta, alpha, nhlayer, cnt_num); 
 
     for (i=0; i < nhlayer + 2; i++)  { 
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        fprintf(fp1, "%d ", nunit[i]); 
     } 
 
     fprintf(fp1, "\n%d %f\n", cnt, err_curr); 
 
     for (i=0; i < ninput; i++) 
     { 
        for (j=0; j < noutattr; j++) 
           fprintf(fp1, "%f      ", outpt[i][j]); 
        fprintf(fp1, "\n"); 
     } 
 
     if ((c=fclose(fp1)) != 0) 
        printf("\nFile %s cannot be closed; error %d ",  
               var_file_name, c); 
} 
 
 
 
   /* create file for saving weights and thresholds 
     learned from training.  File name has suffix _w.dat */ 
void wtwrite(char *taskname) 
{ 
     int i,j,c,k; 
     char wt_file_name[20]; 
 
     strcpy(wt_file_name, taskname); 
     strcat(wt_file_name, "_w.dat"); 
 
     if ((fp2 = fopen(wt_file_name, "w+")) == NULL) 
     { 
 perror("\nCannot open data file "); 
        exit(0); 
     } 
      
     k=0; 
     for (i=0; i < nhlayer + 1; i++) 
        for (j=0; j < (nunit[i] + 1) * nunit[i + 1]; j++)  { 
           if(k==8)  { 
              k=0; 
              fprintf(fp2, "\n"); 
           } 
           fprintf(fp2, "%f ", *(wtptr[i] + j)); 
           k++; 
        } 
        if ((c=fclose(fp2)) != 0) 
           printf("\nFile %s cannot be closed; error %d ", 
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                    wt_file_name, c); 
} 
 
  /* bottom_up calculation of net for input 
   pattern i                              */ 
void forward(int i) 
{ 
     int m,n,p,offset; 
     float net; 
 
                    /* input level output calculation */ 
     for (m=0; m < ninattr; m++) 
        *(outptr[0]+m) = input[i][m]; 
 
                    /* hidden & output layer output calculation */ 
     for (m=1; m < nhlayer + 2; m++)  { 
        for (n=0; n < nunit[m]; n++)  { 
           net = 0.0; 
           for (p=0; p < nunit[m-1] + 1; p++)  { 
       offset = (nunit[m-1] + 1) * n + p; 
              net += *(wtptr[m-1] + offset) * 
                         (*(outptr[m-1] + p)); 
           } 
    *(outptr[m]+n) = 1 / (1 + exp(-net)); 
        } 
     } 
     for (n=0; n < nunit[nhlayer + 1]; n++) 
        outpt[i][n] = *(outptr[nhlayer + 1] + n); 
} 
 
               /* several conditions are checked to see 
                  whether learning should terminate   */ 
int introspective(int nfrom, int nto) 
{ 
     int i, flag; 
 
                    /* reached max. iteration */ 
     if (cnt >= cnt_num) return(FEXIT); 
 
                    /* error for each pattern small enough? */ 
     nsnew = 0; 
     flag = 1; 
     for (i = nfrom; (i < nto) && (flag == 1); i++)  { 
        if (ep[i] <= maxep) nsnew++; 
        else flag = 0; 
     } 
     if (flag == 1) return (SEXIT); 
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                    /* system total error small enough? */ 
     if (err_curr <= maxe) return (SEXIT); 
     return(CONTNE); 
} 
 
  /* threshold is treated as weight of link from 
     a virtual node whose output value is unity */ 
int rumelhart(int from_snum, int to_snum) 
{ 
     int i,j,k,m,n,p,offset,index; 
     float out; 
     char *err_file = "criter.dat"; 
 
     nsold = 0; 
     cnt = 0; 
     result = CONTNE; 
      
     if (fplot10) 
        if ((fp3 = fopen(err_file, "w")) == NULL) 
        { 
    perror( "\nCannot open error file "); 
           exit(0); 
        } 
        do { 
        err_curr = 0.0; 
                         /* for each pattern */ 
        for (i=from_snum; i < to_snum; i++) { 
    forward(i);   /* bottom_up calculation */ 
 
                         /* top_down error propagation */ 
                         /* output_level error */ 
    for (m=0; m < nunit[nhlayer + 1]; m++)  { 
              out = *(outptr[nhlayer + 1] + m); 
              *(errptr[nhlayer + 1] + m) = (target[i][m] - out) * 
                              (1 - out) * out; 
           } 
 
      /* hidden & input layer errors */ 
           for (m=nhlayer + 1; m >= 1; m--)  { 
              for (n=0; n < nunit[m-1]+1; n++)  { 
                 *(errptr[m-1] + n) = 0.0; 
                 for (p=0; p < nunit[m]; p++)  { 
                    offset = (nunit[m-1] + 1) * p + n; 
                    *(delw[m-1]+offset) = eta * (*(errptr[m]+p)) 
                              * (*(outptr[m-1] + n)) 
                              + alpha * (*(delw[m-1] + offset)); 
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                    *(errptr[m-1]+n) += *(errptr[m] + p) 
                              * (*(wtptr[m-1] + offset)); 
                 } 
                 *(errptr[m-1] + n) = *(errptr[m-1] + n) * 
                              (1 - *(outptr[m-1] + n)) 
         * (*(outptr[m-1] + n)); 
              }           
          }    
 
          /* weight changes */ 
          for (m=1; m < nhlayer + 2; m++)  { 
             for (n=0; n < nunit[m]; n++)  { 
                for (p=0; p < nunit[m-1] + 1; p++)  { 
                   offset = (nunit[m-1] + 1) * n + p; 
                   *(wtptr[m-1] + offset) += *(delw[m-1] + offset); 
                } 
             } 
          } 
 
          ep[i] = 0.0; 
          for (m=0; m < nunit[nhlayer + 1]; m++)  { 
             ep[i] += fabs((target[i][m] - 
                     *(outptr[nhlayer+1] + m))); 
          } 
          err_curr += ep[i] * ep[i]; 
        }                /* normalized system error */ 
        err_curr = 0.5 * err_curr / ninput; 
 
                         /** save errors in file to draw the 
                             system error with plot10      **/ 
        if (fplot10) 
           fprintf(fp3, "%1d, %2.9f\n", cnt, err_curr); 
        cnt++; 
 
/* check condition for terminating learning */ 
        result = introspective(from_snum, to_snum); 
     } while (result == CONTNE);  /* end of long do-while */ 
 
                    /* update output with changed weights */ 
     for (i=from_snum; i < to_snum; i++) forward(i); 
 
     for (i=0; i < nhlayer + 1; i++)  { 
        index = 0; 
        for (j=0; j < nunit[i+1]; j++) 
        { 
           printf("\n\nWeights between unit %d of layer %d", 
                          j, j+1); 
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           printf(" and units of layer %d\n", i); 
           for (k=0; k < nunit[i]; k++) 
              printf(" %f", *(wtptr[i] + index++)); 
           printf("\n  Threshold of unit %d of layer %d is %f", 
    j, i+1, *(wtptr[i] + index++)); 
        } 
     } 
 
     for (i=0; i < ninput; i++) 
        for (j=0; j < noutattr; j++) 
           printf("\n\n sample %d output %d = %f target %d = %f", 
                         i, j, outpt[i][j],j,target[i][j]); 
     printf("\n\nTotal number of iterations is %d", cnt); 
     printf("\nNormalized system error is %f\n\n\n", err_curr); 
     return(result); 
} 
 
/* read in the input data file specified 
  by user during interactive session */ 
 
void user_session() 
{ 
     int i,j,showdata; 
     char fnam[20], dtype[20]; 
     FILE *fp; 
 
     printf("\n Start of learning session"); 
 
                         /* for task with name task_name, input 
                            data file of the task is automatically 
                            set to be task_name.dat by program */ 
 
     printf("\n Enter the task name : "); 
     scanf("%s", task_name); 
 
     printf("\n How many features in input pattern?: "); 
     scanf("%d", &ninattr); 
      
     printf("\n How many output units?: "); 
     scanf("%d", &noutattr); 
 
     printf("\n Total number of input samples?: "); 
     scanf("%d", &ninput); 
 
     strcpy(fnam, task_name); 
     strcat(fnam, ".dat"); 
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     printf("\n Input file name is %s \n", fnam); 
     if ((fp = fopen(fnam, "r")) == NULL) 
     { 
        printf("\nFile %s does not exist", fnam); 
        exit(0); 
     } 
 
     printf("\n Do you want to look at data just read? (Y/N): " ); 
     scanf("%s", dtype); 
     showdata = ((dtype[0] == 'y') || (dtype[0] == 'Y')); 
     for (i=0; i < ninput; i++)  { 
        for (j=0; j < ninattr; j++)  { 
           fscanf(fp, "%f", &input[i][j]); 
           if (showdata) printf("%f  ", input[i][j]); 
        } 
        for (j=0; j < noutattr; j++)  { 
           fscanf(fp, "%f", &target[i][j]); 
           if (showdata) printf("%f\n", target[i][j]); 
        } 
     } 
     if ((i = fclose(fp)) != 0) 
     { 
        printf("\nFile %s cannot be closed; error %d ", fnam, i); 
        exit(0); 
     } 
} 
 
                         /* main body of learning */ 
void learning() 
{ 
     int result; 
 
     user_session(); 
     set_up(); 
     init(); 
     do { 
        initwt(); 
 result = rumelhart(0,ninput); 
     } while (result == RESTRT); 
 
     if (result == FEXIT) 
     { 
 printf("\n Max number of iterations reached, but failed"); 
 printf("\n to decrease system error sufficiently...\n"); 
     } 
     dwrite(task_name); 
     wtwrite(task_name); 
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} 
 
                         /* main body of output generation */ 
void output_generation() 
{ 
     int i,m,nsample, j; 
     char ans[10]; 
     char dfile[20]; 
     float test_error, recog_rate; 
 
               /* If task is already in the memory, data files 
                  for task do not need to be read in.  But, if it 
                  is a new task, data files should be read in to 
                  reconstruct the net.   */ 
     printf("\nGeneration of outputs for a new pattern"); 
     printf("\n\t Present task name is %s", task_name); 
     printf("\n\t Work on a different task? (Y or N): "); 
     scanf("%s", ans); 
     if ((ans[0]=='y') || (ans[0]=='Y')) 
     { 
        printf("\n\t Please enter the task name:  "); 
        scanf("%s", task_name); 
        dread(task_name); 
        init(); 
        wtread(task_name); 
     } 
 
                    /* input data for output generation 
                       are created                      */ 
     printf("\nEnter file name for patterns to be processed: "); 
     scanf("%s", dfile); 
 
     strcat(dfile, ".dat") ;// adding .dat to read input 
 
 
     if ((fp1=fopen(dfile, "r")) == NULL ) 
     { 
 perror(" Cannot open dfile "); 
        exit(0); 
     } 
 
     printf("\nEnter number of patterns for processing:  "); 
     scanf("%d", &nsample); 
 
     for (i=0; i < nsample; i++) { 
        for (m=0; m < ninattr; m++) 
           fscanf(fp1, "%f", &input[i][m]); //get input value 
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        for (j=0; j < noutattr; j++) 
           fscanf(fp1, "%f", &target[i][j]); //get target output 
     } 
                    /* output generation calculation starts */ 
 
     fp2 = fopen("t_output.dat", "w");// open file to write output 
     test_error=0.0; 
 
     for (i=0; i < nsample; i++) 
     { 
        forward(i); 
        for (m=0; m < noutattr; m++){ 
           printf("\n sample %d output %d = %f", i, m, *(outptr[nhlayer + 1] + m)); 
           printf("\t Target output %d = %f", m,target[i][m]); 
           fprintf(fp2, "\n sample %d output %d = %f", i, m, *(outptr[nhlayer + 1] + m)); 
           fprintf(fp2, "\t Target output %d = %f", m,target[i][m]); 
           test_error += pow (target[i][m]- (*(outptr[nhlayer + 1] + m)), 2)/2; 
        } 
        printf("\n"); 
     } 
 
     recog_rate = 100 - test_error; 
     printf ("\n Error = %f ", test_error); 
     printf("\t Recognition rate = %f",recog_rate ) ; 
     fprintf(fp2,"\n Error = %f ", test_error); 
     fprintf(fp2, "\n Recognition rate = %f",recog_rate ) ; 
 
 
     printf("\nOutputs have been generated "); 
     //dwrite(temp);   //trying to write output to file 
     fclose(fp2); 
     if ((i=fclose(fp1)) != 0) 
        printf("\nFile %s cannot be closed; error %d", dfile, i); 
} 
 
/************************  MAIN  *********************************/ 
void main() 
{ 
     char select[20], cont[10]; 
 
     strcpy(task_name, "*********"); 
     do { 
        printf("\n**Select L(earning) or O(output generation)**\n"); 
        do { 
           scanf ("%s", select); 
           switch (select[0]) { 
              case 'o': 
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              case 'O': output_generation(); 
   break; 
              case 'l': 
              case 'L': learning(); 
                        break; 
              default : printf("\n Please answer"); 
                        printf(" learning or output generation "); 
                        break; 
           } 
        } while ((select[0] != 'o') && (select[0] != 'O') 
              && (select[0] != 'l') && (select[0] != 'L')); 
        printf("\nDo you want to continue?  "); 
        scanf( "%s", cont); 
     } while ((cont[0] == 'y') || (cont[0] == 'Y')); 
 
     printf("\n\nIt is all finished. "); 
     printf("\nGood bye...\n\n\n  "); 
} 
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B1 The mean absolute percentage error for factor loadings for first-order model with 
MCAR data 
 
n =100, 5% missing data 
Manifest 
Variable MS EM RI TI MI 
CUEX1 2.251 1.905 2.251 6.408 0.554 
CUEX2 1.803 1.266 2.084 0.908 0.933 
CUEX3 7.569 2.395 9.427 4.176 8.107 
CUSA1 1.582 3.139 2.354 2.146 1.300 
CUSA2 1.105 0.291 1.024 0.070 0.465 
CUSA3 0.160 0.183 0.320 0.046 0.126 
CUSL1 0.011 0.044 0.816 0.210 0.485 
CUSL3 1.596 0.960 1.488 0.895 0.302 
IMAG1 1.915 2.167 0.441 1.499 0.101 
IMAG2 2.126 4.358 0.597 5.289 6.923 
IMAG3 22.542 6.864 17.109 14.011 20.966 
IMAG4 0.470 0.254 0.825 3.173 0.520 
IMAG5 0.347 0.077 1.248 1.209 0.051 
PERQ1 1.519 1.210 2.198 2.371 1.371 
PERQ2 3.597 2.145 3.226 3.564 2.888 
PERQ3 0.806 0.011 0.087 0.088 0.012 
PERQ4 0.299 0.112 0.398 0.485 0.970 
PERQ5 0.939 0.251 1.058 0.318 1.482 
PERQ6 0.153 0.083 0.130 0.248 0.000 
PERQ7 0.286 0.361 0.187 0.747 0.274 
PERV1 0.108 0.140 0.011 1.377 1.538 
PERV2 0.294 0.305 0.221 0.936 0.641 
 
n =100, 10% missing data 
Manifest 
Variable MS EM RI TI MI 
CUEX1 5.715 11.604 8.486 13.942 9.491 
CUEX2 4.616 0.818 5.472 2.263 3.759 
CUEX3 7.278 0.368 5.236 2.626 2.042 
CUSA1 7.430 6.241 6.008 2.918 3.286 
CUSA2 0.919 0.326 0.570 0.174 0.407 
CUSA3 0.939 0.046 1.145 0.973 1.465 
CUSL1 1.257 0.551 0.882 1.588 0.915 
CUSL3 2.092 1.596 1.682 1.866 1.995 
IMAG1 0.416 0.869 1.033 0.176 0.214 
IMAG2 5.254 5.500 1.757 0.896 1.564 
IMAG3 37.926 21.761 32.812 29.041 35.519 
IMAG4 3.719 0.165 2.868 3.998 0.063 
IMAG5 0.232 0.502 2.032 1.466 1.479 
PERQ1 1.951 2.050 2.124 4.754 2.593 
PERQ2 5.894 1.520 3.158 4.036 7.853 
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PERQ3 2.058 0.149 0.831 1.785 0.608 
PERQ4 0.485 0.908 0.945 0.784 0.684 
PERQ5 0.701 2.130 2.276 2.382 1.535 
PERQ6 0.849 0.919 0.660 1.238 1.332 
PERQ7 0.610 0.224 0.386 0.187 0.025 
PERV1 0.247 0.032 0.032 0.129 1.237 
PERV2 0.000 0.210 0.284 0.147 0.547 
 
n =100, 15% missing data 
Manifest 
Variable MS EM RI TI MI 
CUEX1 27.693 2.269 4.971 34.482 29.581 
CUEX2 2.583 8.311 0.933 5.217 7.186 
CUEX3 15.738 2.994 11.945 11.930 9.412 
CUSA1 11.807 4.451 3.838 2.097 2.624 
CUSA2 12.948 0.710 0.710 0.244 1.559 
CUSA3 0.469 4.922 9.683 4.166 3.891 
CUSL1 3.054 4.653 12.096 4.102 0.154 
CUSL3 0.776 3.052 3.915 0.399 1.165 
IMAG1 8.554 11.565 5.014 17.246 12.572 
IMAG2 13.917 3.901 1.212 18.907 18.608 
IMAG3 26.735 7.220 22.363 5.957 0.842 
IMAG4 5.635 5.001 3.922 2.411 2.805 
IMAG5 0.707 1.942 1.273 2.264 3.589 
PERQ1 1.235 0.136 1.408 1.371 0.704 
PERQ2 2.871 9.509 7.178 10.522 10.758 
PERQ3 4.613 1.252 3.869 2.815 2.505 
PERQ4 1.194 0.386 0.199 1.132 1.343 
PERQ5 0.860 0.886 0.344 1.006 0.860 
PERQ6 1.179 0.507 0.141 1.544 1.591 
PERQ7 1.158 1.383 2.105 0.025 0.137 
PERV1 10.239 4.732 14.293 1.473 1.850 
PERV2 2.051 1.777 5.142 0.084 0.410 
 
n =250, 5% missing data 
Manifest 
Variable MS EM RI TI MI 
CUEX1 1.626 1.665 1.366 1.249 0.403 
CUEX2 0.737 0.071 1.147 0.722 0.170 
CUEX3 5.504 1.650 0.724 1.936 1.397 
CUSA1 1.351 0.480 1.641 0.265 1.364 
CUSA2 1.192 0.401 1.830 0.130 1.003 
CUSA3 0.864 0.082 0.747 0.070 0.560 
CUSL1 2.489 4.185 1.167 3.740 3.139 
CUSL3 1.199 0.033 1.188 0.033 0.087 
IMAG1 0.147 0.885 1.408 0.952 0.885 
IMAG2 4.769 0.584 4.669 2.335 2.101 
IMAG3 1.425 2.867 0.956 3.753 2.675 
IMAG4 0.495 1.147 0.013 1.342 1.225 
239 
 
IMAG5 0.684 1.074 1.329 0.765 0.765 
PERQ1 0.872 0.884 1.880 1.059 1.706 
PERQ2 0.737 1.254 0.345 1.050 0.611 
PERQ3 1.378 0.319 0.740 0.344 0.191 
PERQ4 0.091 0.000 0.104 0.013 0.182 
PERQ5 0.093 0.159 0.053 0.159 0.066 
PERQ6 0.026 0.219 0.039 0.361 0.129 
PERQ7 0.359 0.192 0.321 0.038 0.410 
PERV1 0.510 0.865 1.341 0.687 0.543 
PERV2 0.489 0.947 0.255 0.894 0.383 
 
n =250, 10% missing data 
Manifest 
Variable MS EM RI TI MI 
CUEX1 4.970 1.782 9.016 0.455 2.095 
CUEX2 6.147 9.589 5.000 16.232 10.963 
CUEX3 2.003 4.444 4.747 6.093 4.982 
CUSA1 5.088 0.997 5.694 0.783 0.164 
CUSA2 6.847 1.110 2.975 0.815 0.260 
CUSA3 3.326 0.957 0.245 0.408 1.319 
CUSL1 5.051 1.046 1.311 0.204 1.010 
CUSL3 1.831 0.676 3.924 0.872 0.839 
IMAG1 3.566 4.102 3.620 1.059 0.201 
IMAG2 1.184 3.118 6.203 5.803 5.703 
IMAG3 2.085 10.181 7.766 8.478 6.341 
IMAG4 7.518 0.130 1.993 1.759 0.912 
IMAG5 2.375 3.731 3.435 3.449 4.831 
PERQ1 2.902 1.880 2.665 0.286 0.535 
PERQ2 6.034 0.564 1.222 1.693 1.990 
PERQ3 6.749 1.722 2.118 2.453 0.306 
PERQ4 0.338 0.481 0.611 0.078 0.416 
PERQ5 0.689 0.729 0.530 1.285 0.782 
PERQ6 0.439 0.633 0.207 1.007 0.904 
PERQ7 0.359 0.192 0.641 0.859 0.128 
PERV1 2.018 3.437 2.439 2.162 2.417 
PERV2 1.436 1.681 0.298 1.224 1.149 
 
n =250, 15% missing data 
Manifest 
Variable MS EM RI TI MI 
CUEX1 1.327 0.377 2.277 3.916 2.888 
CUEX2 1.076 6.374 10.198 10.581 5.482 
CUEX3 3.787 1.767 0.774 6.817 2.390 
CUSA1 0.808 0.467 2.336 0.871 0.859 
CUSA2 9.291 0.614 0.756 0.272 0.637 
CUSA3 5.812 0.513 0.735 0.070 1.155 
CUSL1 11.076 6.434 0.686 0.553 6.879 
CUSL3 1.046 0.883 0.959 0.654 0.436 
IMAG1 1.408 1.233 2.815 2.011 0.282 
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IMAG2 0.033 5.203 1.084 4.019 1.151 
IMAG3 4.778 5.473 9.190 8.982 1.147 
IMAG4 2.202 6.332 7.765 7.974 6.111 
IMAG5 5.703 3.811 3.315 4.576 3.556 
PERQ1 8.941 0.672 0.037 0.423 1.768 
PERQ2 1.834 5.830 6.519 7.193 4.498 
PERQ3 7.451 2.322 3.202 2.526 0.957 
PERQ4 0.403 1.117 0.208 0.221 0.013 
PERQ5 1.298 1.590 1.497 1.418 1.895 
PERQ6 0.116 0.103 0.077 0.090 0.142 
PERQ7 0.346 0.359 0.423 1.026 0.962 
PERV1 5.931 0.820 0.100 0.310 0.854 
PERV2 2.394 0.394 0.394 0.351 0.787 
 
 
B2  The mean absolute percentage error for regression coefficients for first-order 
model with MCAR data  
 
n =100, 5% missing data 
Path MS EM RI TI MI 
CUEX --> PERQ 2.274 3.267 6.578 5.254 0.397 
CUSA --> CUCO 0.555 1.805 6.959 3.179 0.741 
CUSA --> CUSL 1.223 5.639 10.373 7.562 2.669 
IMAG --> CUEX 2.612 4.551 8.367 6.551 5.306 
IMAG --> CUSA 17.020 21.104 58.321 45.915 46.672 
IMAG --> CUSL 62.376 84.530 112.871 130.198 66.460 
PERQ --> CUSA 11.700 12.052 19.041 2.699 11.934 
PERQ --> PERV 2.190 2.856 5.884 6.549 3.264 
PERV --> CUSA 27.377 38.479 55.595 46.572 49.757 
 
n =100, 10% missing data 
Path MS EM RI TI MI 
CUEX --> PERQ 2.494 4.945 13.091 20.397 1.082 
CUSA --> CUCO 9.412 1.312 5.246 4.367 2.500 
CUSA --> CUSL 1.255 0.969 2.637 0.921 0.349 
IMAG --> CUEX 6.612 4.939 8.824 6.673 6.143 
IMAG --> CUSA 22.390 6.354 41.377 39.334 10.666 
IMAG --> CUSL 21.411 2.104 24.876 24.381 6.436 
PERQ --> CUSA 15.488 2.833 8.917 19.594 3.989 
PERQ --> PERV 10.221 9.019 11.746 12.476 10.479 
PERV --> CUSA 33.348 28.173 32.287 46.749 27.864 
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n =100, 15% missing data 
Path MS EM RI TI MI 
CUEX --> PERQ 6.689 1.413 1.148 0.397 1.325 
CUSA --> CUCO 11.217 1.744 11.079 11.114 9.057 
CUSA --> CUSL 23.368 0.969 18.650 14.662 10.087 
IMAG --> CUEX 12.265 5.061 9.245 8.551 11.469 
IMAG --> CUSA 100.227 19.970 41.831 32.526 20.197 
IMAG --> CUSL 236.881 3.713 62.129 90.223 86.139 
PERQ --> CUSA 22.058 1.961 9.889 2.682 0.989 
PERQ --> PERV 12.347 2.620 9.534 7.387 9.190 
PERV --> CUSA 37.284 1.636 17.205 16.011 11.322 
 
n =250, 5% missing data 
Path MS EM RI TI MI 
CUEX --> PERQ 5.131 0.954 2.863 1.008 1.062 
CUSA --> CUCO 3.389 3.408 3.162 5.377 2.859 
CUSA --> CUSL 5.116 4.861 6.331 4.959 4.038 
IMAG --> CUEX 8.511 1.817 5.095 1.560 1.461 
IMAG --> CUSA 15.175 7.535 17.425 7.378 6.175 
IMAG --> CUSL 9.126 20.845 6.100 16.330 8.694 
PERQ --> CUSA 2.723 9.511 1.082 8.765 2.742 
PERQ --> PERV 4.009 1.245 3.344 1.655 2.695 
PERV --> CUSA 27.803 22.222 32.217 21.715 19.635 
 
n =250, 10% missing data 
Path MS EM RI TI MI 
CUEX --> PERQ 15.394 4.051 10.839 9.723 5.744 
CUSA --> CUCO 13.044 4.752 2.385 5.168 2.594 
CUSA --> CUSL 12.936 0.392 19.189 1.019 0.078 
IMAG --> CUEX 13.428 2.231 8.610 5.727 1.899 
IMAG --> CUSA 9.105 5.965 15.280 28.362 3.872 
IMAG --> CUSL 17.963 13.641 19.500 4.659 1.585 
PERQ --> CUSA 3.432 3.450 4.513 9.623 4.793 
PERQ --> PERV 6.380 0.768 3.992 2.388 1.996 
PERV --> CUSA 5.784 13.952 0.254 9.031 3.907 
 
n =250, 15% missing data 
Path MS EM RI TI MI 
CUEX --> PERQ 7.058 2.575 2.701 1.116 2.431 
CUSA --> CUCO 14.767 5.168 8.690 7.876 3.635 
CUSA --> CUSL 12.799 0.529 0.314 2.587 2.215 
IMAG --> CUEX 20.280 13.250 18.385 18.701 3.574 
IMAG --> CUSA 25.536 5.076 4.867 7.169 2.145 
IMAG --> CUSL 7.109 5.427 13.208 14.121 0.336 
PERQ --> CUSA 17.326 4.569 2.331 1.455 1.884 
PERQ --> PERV 2.798 3.002 4.998 3.531 0.119 
PERV --> CUSA 14.764 18.316 5.835 12.430 7.763 
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B3  The mean absolute percentage error for R
2
 for endogenous latent variables in 
first-order model with MCAR data 
 
n=100, 5% missing data 
Latent 
variable MS EM RI TI MI 
CUCO 11.548 1.500 14.405 6.238 7.786 
CUEX 16.035 5.289 8.913 17.743 19.992 
CUSA 7.762 2.730 8.146 7.620 5.189 
CUSL 4.798 1.326 6.250 3.683 5.808 
PERQ 18.567 6.433 13.596 10.234 8.967 
PERV 7.100 5.671 11.434 12.679 10.558 
 
n=100, 10% missing data 
Latent 
variable MS EM RI TI MI 
CUCO 19.714 0.357 10.762 8.929 1.929 
CUEX 2.124 0.042 17.618 16.368 21.616 
CUSA 0.981 0.725 1.678 2.090 0.753 
CUSL 6.124 2.125 5.072 4.293 2.315 
PERQ 5.068 10.136 44.981 27.875 25.828 
PERV 21.485 18.857 24.850 26.510 23.237 
 
n=100, 15% missing data 
Latent 
variable MS EM RI TI MI 
CUCO 23.714 23.405 27.333 32.738 18.952 
CUEX 12.786 9.621 10.204 12.911 11.912 
CUSA 2.232 0.711 3.867 2.047 0.256 
CUSL 4.398 2.399 19.844 11.322 2.146 
PERQ 12.963 2.875 2.290 2.680 0.780 
PERV 28.190 23.978 25.851 27.246 23.734 
 
n=250, 5% missing data 
Latent 
variable MS EM RI TI MI 
CUCO 6.882 10.896 6.237 11.039 5.771 
CUEX 16.303 3.588 9.906 3.081 2.886 
CUSA 1.002 1.282 6.426 3.066 0.339 
CUSL 2.374 4.038 6.568 5.480 0.998 
PERQ 10.016 2.139 5.640 2.010 1.912 
PERV 7.858 3.260 6.548 5.355 2.474 
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n=250 at 10% missing 
Latent 
variable MS EM RI TI MI 
CUCO 24.373 5.699 4.731 10.072 0.108 
CUEX 25.039 4.407 16.459 11.115 0.195 
CUSA 3.994 3.817 2.653 2.579 0.324 
CUSL 9.563 8.165 16.086 0.599 0.044 
PERQ 28.428 11.183 20.519 18.509 7.974 
PERV 12.340 3.929 7.800 4.715 1.513 
 
n=250, 15% missing data 
Latent 
variable MS EM RI TI MI 
CUCO 27.384 10.609 18.136 16.344 7.384 
CUEX 28.276 8.970 40.172 40.913 7.293 
CUSA 7.237 4.480 5.512 5.630 0.796 
CUSL 21.899 14.089 8.276 5.258 0.799 
PERQ 13.647 5.219 5.478 4.830 2.237 
PERV 10.768 6.694 10.244 7.800 3.143 
 
 
B4  The standard error for each MCAR variable in the first-order model  
 
n=100, 5% missing data 
Variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.361 0.469 0.624 0.283 0.678 0.332 0.300 0.424 0.656 
MI 0.447 0.490 0.768 0.332 0.548 0.458 0.316 0.490 0.980 
MS 0.332 0.412 0.387 0.300 0.510 0.245 0.300 0.283 0.794 
RI 0.387 0.640 0.656 0.412 0.640 0.245 0.300 0.480 0.742 
TI 0.405 0.292 0.485 0.330 0.506 0.426 0.251 0.453 0.549 
 
Variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.332 0.332 0.265 0.632 0.374 0.400 0.800 0.755 0.224 
MI 0.520 0.557 0.300 0.574 0.245 0.539 0.794 0.806 0.346 
MS 0.374 0.200 0.245 0.663 0.510 0.316 0.819 0.794 0.200 
RI 0.447 0.346 0.400 0.640 0.346 0.529 0.735 0.742 0.300 
TI 0.439 0.514 0.336 0.457 0.361 0.464 0.894 0.833 0.657 
 
n=100, 10% missing data 
variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.548 0.592 0.906 0.387 0.860 0.361 0.781 0.510 0.954 
MI 0.529 0.640 1.049 0.447 0.775 0.520 0.678 0.400 0.854 
MS 0.447 0.539 0.938 0.361 0.707 0.387 0.728 0.583 0.900 
RI 0.616 0.490 0.970 0.400 0.728 0.436 0.775 0.520 1.237 
TI 0.574 0.608 1.005 0.447 0.663 0.374 0.860 0.480 1.319 
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variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.775 0.707 0.400 0.700 0.346 0.762 1.122 1.015 0.387 
MI 0.943 0.700 0.420 0.735 0.566 1.296 1.034 0.794 0.600 
MS 0.860 0.831 0.548 0.721 0.469 0.906 1.015 0.616 0.529 
RI 0.755 0.616 0.543 0.728 0.480 0.548 1.058 0.787 0.400 
TI 0.693 0.656 0.461 0.686 0.374 0.854 0.906 0.860 0.447 
 
n=100, 15% missing data 
Variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.781 0.775 1.163 0.387 0.539 0.793 0.632 0.707 1.018 
MI 0.748 0.781 1.393 0.361 0.849 0.539 0.922 0.794 1.446 
MS 1.020 0.837 1.536 0.400 0.510 0.748 2.573 0.906 1.726 
RI 0.618 0.602 1.187 0.387 0.520 0.921 0.607 0.672 1.178 
TI 0.866 0.812 1.330 0.400 0.794 0.714 1.015 0.860 1.616 
 
Variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.798 0.612 0.460 1.003 0.797 0.955 1.061 0.469 0.693 
MI 0.624 0.735 0.496 1.095 0.500 1.025 0.671 0.949 0.632 
MS 1.233 0.806 0.735 1.949 0.529 0.990 0.663 0.548 0.831 
RI 1.017 0.906 0.580 0.985 0.613 1.260 0.944 0.473 0.666 
TI 0.707 0.707 0.580 1.109 0.539 1.212 0.671 0.800 0.616 
 
n=250, 5% missing data 
variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.981 0.969 0.981 0.975 0.962 0.995 0.982 0.976 0.984 
MI 0.978 0.991 0.975 0.978 0.949 0.994 0.981 0.968 0.978 
MS 0.982 0.978 0.990 0.971 0.955 0.992 0.984 0.991 0.985 
RI 0.985 0.946 0.979 0.971 0.940 0.992 0.986 0.983 0.986 
TI 0.966 0.978 0.972 0.970 0.947 0.973 0.983 0.959 0.968 
 
variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.253 0.502 0.253 0.322 0.486 1.022 0.533 0.669 0.316 
MI 0.227 0.459 0.167 0.348 0.521 1.027 0.667 0.743 0.400 
MS 0.452 0.518 0.346 0.415 0.620 1.073 0.825 0.593 0.341 
RI 0.506 0.462 0.253 0.409 0.480 0.991 0.742 0.623 0.380 
TI 0.316 0.473 0.190 0.297 0.456 1.012 0.590 0.583 0.335 
 
 
n=250, 10% missing data 
variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.537 0.587 0.548 0.363 0.506 0.460 0.473 0.551 0.718 
MI 0.792 0.681 0.613 0.486 0.632 0.544 0.583 0.684 0.769 
MS 0.603 0.484 0.497 0.488 0.600 0.685 0.563 0.637 0.779 
RI 0.587 0.653 0.565 0.460 0.435 0.519 0.587 0.530 0.721 
TI 0.710 0.704 0.721 0.518 0.654 0.583 0.593 0.817 0.807 
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variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.919 0.237 0.329 0.438 0.410 0.657 0.626 0.469 0.562 
MI 0.934 0.410 0.310 0.469 0.490 0.841 0.721 0.525 0.593 
MS 0.842 0.540 0.395 0.698 0.577 0.823 0.920 0.721 0.739 
RI 0.840 0.466 0.395 0.602 0.429 0.681 1.358 0.521 0.707 
TI 0.982 0.456 0.329 0.616 0.473 0.738 0.797 0.651 0.607 
 
n=250, 15% missing data 
variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.856 0.846 1.373 0.465 0.642 0.600 0.841 1.058 0.955 
MI 0.790 0.980 1.197 0.587 0.716 0.666 0.967 0.921 0.961 
MS 0.631 0.786 0.995 0.639 0.771 0.634 0.737 0.897 0.674 
RI 0.566 0.740 1.047 0.465 0.580 0.514 0.782 0.957 0.710 
TI 0.600 0.860 1.090 0.460 0.632 0.603 0.844 0.938 0.815 
 
variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.675 0.551 0.430 0.626 0.759 1.694 1.176 1.020 0.782 
MI 0.729 0.681 0.418 0.704 0.986 1.841 1.225 1.002 0.822 
MS 0.801 0.719 0.459 0.750 0.991 1.443 1.213 0.914 0.741 
RI 0.583 0.566 0.449 0.559 0.718 1.274 0.940 1.033 0.701 
TI 0.590 0.537 0.429 0.525 0.832 1.430 1.035 0.992 0.690 
 
 
B5  The correlation coefficients for each MCAR variable in the first-order model  
 
n=100, 5% missing data  
variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.981 0.969 0.981 0.975 0.962 0.995 0.982 0.976 0.984 
MI 0.978 0.991 0.975 0.978 0.949 0.994 0.981 0.968 0.978 
MS 0.982 0.978 0.990 0.971 0.955 0.992 0.984 0.991 0.985 
RI 0.985 0.946 0.979 0.971 0.940 0.992 0.986 0.983 0.986 
TI 0.966 0.978 0.972 0.970 0.947 0.973 0.983 0.959 0.968 
 
variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.990 0.983 0.975 0.981 0.985 0.991 0.960 0.974 0.993 
MI 0.983 0.956 0.982 0.977 0.991 0.976 0.951 0.978 0.991 
MS 0.987 0.994 0.993 0.990 0.979 0.994 0.978 0.975 0.995 
RI 0.982 0.982 0.973 0.994 0.994 0.988 0.967 0.973 0.989 
TI 0.979 0.960 0.978 0.973 0.978 0.982 0.931 0.923 0.924 
 
n=100, 10% missing data 
variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.954 0.968 0.952 0.966 0.904 0.981 0.944 0.972 0.974 
MI 0.967 0.930 0.954 0.976 0.942 0.972 0.965 0.977 0.952 
MS 0.963 0.966 0.951 0.972 0.953 0.982 0.930 0.962 0.961 
RI 0.963 0.968 0.981 0.963 0.963 0.978 0.960 0.973 0.954 
TI 0.964 0.965 0.947 0.963 0.973 0.980 0.961 0.966 0.937 
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variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.963 0.967 0.965 0.939 0.984 0.970 0.957 0.973 0.975 
MI 0.926 0.941 0.966 0.959 0.951 0.967 0.953 0.945 0.975 
MS 0.970 0.938 0.925 0.959 0.974 0.969 0.956 0.978 0.966 
RI 0.981 0.973 0.947 0.958 0.974 0.983 0.969 0.983 0.986 
TI 0.970 0.960 0.960 0.970 0.980 0.975 0.950 0.980 0.982 
 
n=100, 15% missing data 
variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.948 0.950 0.879 0.954 0.964 0.949 0.925 0.927 0.904 
MI 0.976 0.920 0.899 0.972 0.945 0.967 0.974 0.966 0.892 
MS 0.875 0.885 0.893 0.952 0.978 0.942 0.692 0.942 0.845 
RI 0.921 0.923 0.821 0.954 0.952 0.864 0.910 0.901 0.837 
TI 0.951 0.915 0.877 0.952 0.940 0.951 0.945 0.929 0.864 
 
variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.935 0.945 0.960 0.894 0.959 0.938 0.977 0.980 0.941 
MI 0.976 0.937 0.963 0.906 0.968 0.953 0.973 0.982 0.981 
MS 0.911 0.920 0.924 0.907 0.976 0.925 0.972 0.992 0.949 
RI 0.883 0.870 0.926 0.859 0.933 0.856 0.922 0.975 0.923 
TI 0.966 0.936 0.959 0.902 0.973 0.935 0.975 0.994 0.977 
 
n=250, 5% missing data 
variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.989 0.996 0.994 0.989 0.990 0.989 0.998 0.993 0.989 
MI 0.990 0.993 0.994 0.978 0.989 0.988 0.998 0.990 0.995 
MS 0.985 0.991 0.992 0.982 0.976 0.983 0.978 0.989 0.987 
RI 0.984 0.982 0.993 0.978 0.989 0.981 0.994 0.983 0.985 
TI 0.989 0.990 0.991 0.990 0.993 0.988 0.998 0.994 0.991 
 
variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.995 0.991 0.979 0.987 0.986 0.974 0.986 0.973 0.993 
MI 0.995 0.987 0.991 0.984 0.972 0.958 0.984 0.981 0.981 
MS 0.984 0.987 0.976 0.984 0.975 0.954 0.963 0.971 0.991 
RI 0.976 0.968 0.979 0.973 0.962 0.928 0.943 0.964 0.979 
TI 0.994 0.987 0.988 0.989 0.985 0.970 0.982 0.979 0.991 
 
n=250, 10% missing data 
variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.961 0.985 0.979 0.976 0.975 0.978 0.979 0.975 0.962 
MI 0.957 0.982 0.982 0.959 0.972 0.973 0.976 0.971 0.972 
MS 0.936 0.961 0.973 0.947 0.953 0.928 0.944 0.937 0.932 
RI 0.954 0.981 0.975 0.951 0.978 0.967 0.957 0.965 0.959 
TI 0.945 0.975 0.969 0.964 0.965 0.965 0.974 0.958 0.963 
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variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.956 0.992 0.965 0.970 0.977 0.988 0.967 0.981 0.963 
MI 0.966 0.979 0.969 0.975 0.973 0.980 0.965 0.978 0.967 
MS 0.924 0.959 0.948 0.920 0.946 0.952 0.912 0.949 0.918 
RI 0.966 0.974 0.948 0.951 0.976 0.983 0.948 0.982 0.953 
TI 0.966 0.974 0.966 0.960 0.974 0.986 0.966 0.975 0.961 
 
n=250, 15% missing data 
variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.945 0.954 0.897 0.959 0.973 0.968 0.905 0.916 0.967 
MI 0.930 0.942 0.902 0.931 0.948 0.962 0.929 0.927 0.965 
MS 0.930 0.889 0.887 0.898 0.916 0.938 0.905 0.866 0.948 
RI 0.964 0.942 0.926 0.954 0.970 0.979 0.925 0.930 0.965 
TI 0.965 0.934 0.923 0.955 0.958 0.973 0.928 0.932 0.964 
 
variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.969 0.963 0.964 0.956 0.938 0.936 0.922 0.951 0.969 
MI 0.959 0.935 0.967 0.942 0.915 0.925 0.914 0.943 0.944 
MS 0.932 0.921 0.940 0.914 0.826 0.846 0.839 0.920 0.915 
RI 0.973 0.971 0.927 0.954 0.943 0.933 0.938 0.955 0.963 
TI 0.976 0.975 0.962 0.961 0.933 0.940 0.932 0.957 0.961 
 
 
B6  The intraclass correlation coefficients for each MCAR variable in the first-order 
model  
 
n=100, 5% missing data  
variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.611 0.819 0.701 0.731 0.863 0.871 0.651 0.958 0.890 
MI 0.782 0.772 0.979 0.968 0.831 0.827 0.794 0.890 0.898 
MS 0.400 0.422 0.478 0.489 0.484 0.476 0.560 0.644 0.641 
RI 0.486 0.524 0.563 0.491 0.526 0.503 0.507 0.663 0.680 
TI 0.400 0.511 0.531 0.545 0.548 0.571 0.522 0.798 0.689 
 
variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.791 0.706 0.612 0.850 0.843 0.870 0.815 0.818 0.748 
MI 0.774 0.786 0.629 0.957 0.832 0.893 0.836 0.850 0.731 
MS 0.421 0.649 0.591 0.583 0.479 0.603 0.679 0.532 0.405 
RI 0.614 0.696 0.529 0.581 0.598 0.658 0.664 0.651 0.543 
TI 0.638 0.662 0.579 0.592 0.588 0.604 0.624 0.657 0.580 
 
n=100, 10% missing data 
variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.767 0.906 0.836 0.819 0.802 0.774 0.896 0.759 0.857 
MI 0.808 0.826 0.938 0.857 0.834 0.762 0.934 0.973 0.964 
MS 0.518 0.444 0.509 0.519 0.559 0.549 0.545 0.501 0.569 
RI 0.710 0.547 0.597 0.533 0.565 0.584 0.611 0.830 0.515 
TI 0.696 0.501 0.878 0.516 0.496 0.482 0.561 0.711 0.537 
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variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.735 0.739 0.820 0.845 0.854 0.820 0.799 0.817 0.789 
MI 0.898 0.849 0.902 0.912 0.853 0.847 0.837 0.955 0.797 
MS 0.534 0.480 0.491 0.479 0.523 0.545 0.515 0.516 0.498 
RI 0.511 0.596 0.602 0.638 0.577 0.553 0.546 0.691 0.514 
TI 0.567 0.543 0.633 0.630 0.617 0.572 0.502 0.613 0.536 
 
n=100, 15% missing data 
variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.775 0.726 0.879 0.635 0.747 0.892 0.982 0.806 0.806 
MI 0.924 0.780 0.967 0.756 0.892 0.953 0.962 0.904 0.918 
MS 0.481 0.527 0.526 0.505 0.504 0.494 0.533 0.547 0.515 
RI 0.521 0.597 0.539 0.547 0.564 0.671 0.599 0.562 0.644 
TI 0.622 0.508 0.515 0.592 0.601 0.614 0.558 0.649 0.611 
 
variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.932 0.963 0.834 0.927 0.906 0.991 0.886 0.916 0.892 
MI 0.953 0.924 0.902 0.900 0.952 0.997 0.929 0.900 0.965 
MS 0.592 0.588 0.599 0.595 0.535 0.610 0.596 0.090 0.515 
RI 0.725 0.592 0.512 0.541 0.730 0.692 0.503 0.566 0.690 
TI 0.617 0.597 0.625 0.421 0.648 0.727 0.417 0.707 0.828 
 
n=250, 5% missing data 
variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.769 0.872 0.805 0.839 0.850 0.917 0.927 0.829 0.897 
MI 0.827 0.931 0.834 0.955 0.901 0.949 0.976 0.928 0.904 
MS 0.596 0.531 0.529 0.589 0.528 0.545 0.545 0.463 0.537 
RI 0.573 0.663 0.611 0.629 0.641 0.650 0.744 0.725 0.616 
TI 0.655 0.633 0.626 0.618 0.510 0.602 0.829 0.646 0.704 
 
variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.794 0.920 0.910 0.965 0.919 0.974 0.822 0.895 0.886 
MI 0.798 0.894 0.892 0.909 0.841 0.799 0.838 0.883 0.876 
MS 0.639 0.591 0.637 0.801 0.623 0.640 0.572 0.640 0.694 
RI 0.687 0.647 0.632 0.763 0.686 0.692 0.596 0.598 0.747 
TI 0.682 0.720 0.673 0.714 0.728 0.747 0.615 0.627 0.703 
 
n=250, 10% missing data 
variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.809 0.912 0.845 0.879 0.890 0.957 0.967 0.869 0.937 
MI 0.867 0.971 0.874 0.995 0.941 0.989 0.996 0.968 0.944 
MS 0.596 0.531 0.529 0.589 0.528 0.445 0.445 0.463 0.537 
RI 0.513 0.603 0.551 0.569 0.581 0.590 0.684 0.665 0.556 
TI 0.595 0.573 0.566 0.558 0.450 0.542 0.769 0.586 0.644 
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variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.834 0.960 0.950 0.925 0.959 0.914 0.862 0.935 0.926 
MI 0.838 0.934 0.932 0.949 0.881 0.839 0.878 0.923 0.916 
MS 0.519 0.571 0.517 0.481 0.403 0.520 0.552 0.520 0.574 
RI 0.627 0.637 0.672 0.503 0.526 0.532 0.636 0.538 0.687 
TI 0.622 0.660 0.613 0.654 0.568 0.687 0.655 0.567 0.643 
 
n=250, 15% missing data 
variable IMAG1 IMAG2 IMAG3 PERQ1 PERQ2 PERQ3 CUEX1 CUEX2 CUEX3 
EM 0.817 0.956 0.886 0.869 0.852 0.824 0.946 0.809 0.907 
MI 0.858 0.876 0.988 0.907 0.884 0.812 0.984 0.923 0.914 
MS 0.508 0.534 0.499 0.509 0.549 0.539 0.535 0.591 0.559 
RI 0.660 0.497 0.547 0.683 0.515 0.534 0.561 0.580 0.565 
TI 0.646 0.451 0.628 0.666 0.546 0.532 0.511 0.661 0.587 
 
variable PERV1 PERV2 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 CUSCO IMAG4 
EM 0.885 0.889 0.870 0.895 0.904 0.870 0.849 0.867 0.839 
MI 0.948 0.899 0.952 0.962 0.903 0.897 0.887 0.905 0.847 
MS 0.524 0.570 0.581 0.569 0.513 0.535 0.505 0.506 0.588 
RI 0.661 0.646 0.652 0.588 0.527 0.503 0.696 0.641 0.664 
TI 0.617 0.693 0.683 0.580 0.567 0.622 0.652 0.663 0.686 
 
 
B7 The mean absolute percentage error for factor loadings for first-order model with 
MNAR data 
 
Missing criteria = mnar12 
MNAR 
variable MS MSNN EM EMNN RI RINN TI TINN MI MINN  NN 
CUEX3 3.65 0.52 2.39 1.68 3.15 2.42 2.78 1.28 1.11 1.06 2.83 
IMAG2 2.95 2.15 2.05 1.10 1.82 1.52 2.45 1.85 1.68 1.07 1.90 
IMAG3 11.94 9.55 12.51 9.61 12.09 11.21 11.80 10.91 10.84 4.07 12.29 
 
Missing criteria = mnar910 
MNAR 
variable MS MSNN EM EMNN RI RINN TI TINN MI MINN  NN 
CUEX3 26.14 6.11 6.11 6.23 16.82 7.63 17.62 6.36 6.12 3.86 14.64 
IMAG2 3.50 1.78 3.35 3.75 2.27 0.83 20.06 6.87 1.13 0.10 2.70 
IMAG3 19.79 1.20 3.23 3.32 4.14 4.10 7.56 3.11 1.69 0.33 5.13 
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B8 The mean absolute percentage error for regression coefficients for first-order model with MNAR data 
 
Missing criteria = mnar12 
Path MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
CUEX --> PERQ 2.809 1.746 0.522 0.648 1.062 1.044 0.846 1.728 0.846 0.486 2.737 
IMAG --> CUSA 4.553 1.099 2.878 2.512 0.209 1.204 2.355 1.884 0.366 1.779 3.558 
IMAG --> CUEX 1.145 0.079 0.118 0.257 0.750 0.138 0.336 1.086 0.178 0.336 2.073 
IMAG --> CUSL 3.950 1.786 3.386 2.594 3.755 3.698 3.554 1.729 3.362 0.192 3.865 
 
 
Missing criteria = mnar910 
Path MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
CUEX --> PERQ 0.037 0.014 0.021 0.014 0.030 0.037 0.039 0.004 0.021 0.007 0.015 
IMAG --> CUSA 0.040 0.018 0.008 0.021 0.025 0.001 0.025 0.014 0.003 0.014 0.009 
IMAG --> CUEX 0.039 0.022 0.004 0.006 0.020 0.025 0.042 0.016 0.022 0.001 0.005 
IMAG --> CUSL 0.026 0.025 0.041 0.024 0.030 0.017 0.047 0.015 0.012 0.002 0.068 
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B9 The mean absolute percentage error for R
2
 for endogenous latent variables in 
first-order model with MNAR data 
 
Missing criteria = mnar12 
Latent 
variable MS MSNN EM EMNN RI RINN TI TINN MI MINN  NN 
CUSA 0.21 0.07 0.11 0.10 0.15 0.13 0.12 0.08 0.07 0.06 0.19 
CUEX 4.10 0.24 0.66 0.51 0.90 0.39 2.15 0.25 0.66 0.15 2.26 
CUSL 0.38 0.13 0.36 0.31 0.40 0.33 0.37 0.20 0.33 0.09 0.37 
PERQ 5.41 3.47 1.82 1.30 2.85 1.72 3.44 2.11 1.07 1.10 5.54 
 
Missing criteria = mnar910 
Latent 
variable MS MSNN EM EMNN RI RINN TI TINN MI MINN  NN 
CUSA 0.09 0.00 0.03 0.10 0.07 0.00 0.07 0.00 0.03 0.00 0.04 
CUEX 8.23 4.37 3.12 0.78 4.95 1.01 7.53 4.21 1.21 0.23 3.94 
CUSL 0.58 0.04 0.55 0.42 0.53 0.27 0.33 0.11 0.24 0.02 0.29 
PERQ 7.55 4.18 4.18 0.81 7.23 3.08 7.26 2.72 2.76 1.33 6.00 
 
 
B10 The intraclass correlation coefficients for each MNAR variable in the first-
order model 
 
Missing criteria = mnar12 
variable IMAG2 IMAG3 CUEX3 
EM 0.787 0.826 0.756 
EMNN 0.919 0.902 0.874 
MI 0.798 0.846 0.858 
MINN 0.957 0.934 0.962 
MS 0.488 0.514 0.579 
MSNN 0.669 0.709 0.699 
RI 0.580 0.517 0.597 
RINN 0.683 0.615 0.634 
TI 0.666 0.671 0.648 
TINN 0.766 0.746 0.732 
NN 0.597 0.656 0.686 
 
Missing criteria = mnar910 
variable IMAG2 IMAG3 CUEX3 
EM 0.857 0.896 0.826 
EMNN 0.969 0.952 0.924 
MI 0.898 0.816 0.928 
MINN 0.997 0.984 0.982 
MS 0.558 0.584 0.549 
MSNN 0.819 0.859 0.849 
RI 0.590 0.587 0.597 
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RINN 0.633 0.665 0.684 
TI 0.533 0.565 0.584 
TINN 0.616 0.696 0.782 
NN 0.567 0.606 0.636 
 
 
B11  The mean absolute percentage error for factor loadings for second-order 
model with MCAR data 
 
n=100, 5% missing data 
Manifest variable MS EM RI TI MI 
CUEX1 on CUEX 0.133 0.386 2.121 0.422 1.012 
CUEX1 on IMAG 0.101 0.564 3.760 0.709 2.010 
CUEX3 on CUEX 0.380 0.092 0.196 0.979 0.138 
CUEX3 on IMAG 1.334 1.154 1.975 1.296 0.051 
CUSA1 on CUSA 0.085 0.292 1.608 0.146 0.219 
CUSA1 on IMAG 1.309 0.397 0.970 0.485 0.338 
CUSA2 on CUSA 0.139 0.278 0.370 0.335 1.145 
CUSA2 on IMAG 1.234 0.827 0.280 0.365 1.556 
CUSA3 on CUSA 2.392 0.763 0.092 0.173 0.266 
CUSA3 on IMAG 5.984 0.289 1.493 0.590 0.662 
CUSL1 on CUSL 2.212 1.376 3.115 0.594 0.451 
CUSL1 on IMAG 2.829 2.580 3.328 1.184 0.573 
CUSL3 on CUSL 1.582 0.864 1.973 0.724 0.551 
CUSL3 on IMAG 6.607 1.454 5.130 2.627 1.702 
 
n=100, 10% missing data 
Manifest variable MS EM RI TI MI 
CUEX1 on CUEX 1.603 0.868 1.024 0.446 1.350 
CUEX1 on IMAG 2.140 1.649 4.902 2.444 0.058 
CUEX3 on CUEX 0.380 0.668 0.276 1.612 0.081 
CUEX3 on IMAG 2.822 1.526 1.963 3.348 2.912 
CUSA1 on CUSA 0.585 1.023 1.011 0.414 0.024 
CUSA1 on IMAG 0.853 2.191 4.264 0.426 2.838 
CUSA2 on CUSA 0.278 1.596 0.278 1.099 1.804 
CUSA2 on IMAG 4.417 0.533 0.505 1.108 2.496 
CUSA3 on CUSA 3.455 0.220 2.438 1.341 0.127 
CUSA3 on IMAG 9.836 1.902 6.441 4.190 2.974 
CUSL1 on CUSL 2.884 0.451 5.206 0.914 1.211 
CUSL1 on IMAG 9.683 1.520 11.129 3.951 2.567 
CUSL3 on CUSL 2.199 0.970 2.109 0.994 0.645 
CUSL3 on IMAG 8.410 1.048 4.532 3.236 1.342 
 
n=100, 15% missing data 
Manifest variable MS EM RI TI MI 
CUEX1 on CUEX 1.326 1.398 0.675 1.543 1.229 
CUEX1 on IMAG 0.390 0.376 2.256 2.401 0.043 
CUEX3 on CUEX 1.324 0.334 0.817 1.750 0.115 
CUEX3 on IMAG 7.247 2.617 3.207 6.311 2.540 
CUSA1 on CUSA 2.558 2.144 3.630 0.877 2.911 
CUSA1 on IMAG 0.103 4.367 5.279 2.147 4.323 
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CUSA2 on CUSA 2.671 1.769 6.430 3.759 1.376 
CUSA2 on IMAG 4.024 3.561 4.781 2.706 4.164 
CUSA3 on CUSA 1.514 0.566 0.647 3.317 0.139 
CUSA3 on IMAG 8.897 4.864 6.875 7.139 5.189 
CUSL1 on CUSL 1.640 0.495 2.466 1.948 0.275 
CUSL1 on IMAG 10.232 1.371 7.590 7.914 1.595 
CUSL3 on CUSL 2.669 1.016 1.599 1.518 0.686 
CUSL3 on IMAG 7.148 0.349 6.020 2.683 0.203 
 
n=250, 5% missing data 
Manifest variable MS EM RI TI MI 
CUEX1 on CUEX 0.514 0.689 0.952 1.015 1.028 
CUEX1 on IMAG 0.446 1.412 2.140 1.828 2.556 
CUEX3 on CUEX 1.426 0.563 0.731 0.683 1.042 
CUEX3 on IMAG 3.560 1.101 1.250 1.563 1.658 
CUSA1 on CUSA 1.768 1.154 2.233 0.891 1.317 
CUSA1 on IMAG 1.434 1.763 2.509 3.799 1.032 
CUSA2 on CUSA 1.931 0.294 0.789 0.483 1.024 
CUSA2 on IMAG 2.834 0.014 0.660 0.867 1.128 
CUSA3 on CUSA 1.128 0.411 0.764 0.035 0.694 
CUSA3 on IMAG 1.651 0.098 0.942 0.183 0.942 
CUSL1 on CUSL 1.371 0.239 0.727 1.968 0.143 
CUSL1 on IMAG 1.200 1.846 1.523 1.708 0.585 
CUSL3 on CUSL 0.898 0.318 0.332 0.888 0.177 
CUSL3 on IMAG 1.214 0.277 0.428 1.445 0.150 
 
n=250, 10% missing data 
Manifest variable MS EM RI TI MI 
CUEX1 on CUEX 0.827 0.038 1.253 2.243 1.028 
CUEX1 on IMAG 2.155 1.249 3.820 5.262 2.883 
CUEX3 on CUEX 2.672 0.096 1.054 0.791 1.210 
CUEX3 on IMAG 8.996 1.386 0.870 0.815 1.685 
CUSA1 on CUSA 5.280 5.293 0.251 1.304 1.054 
CUSA1 on IMAG 4.530 6.638 0.029 2.681 2.867 
CUSA2 on CUSA 1.919 1.849 0.436 1.389 0.659 
CUSA2 on IMAG 4.072 3.536 1.142 1.788 1.114 
CUSA3 on CUSA 1.599 0.000 0.435 0.764 0.329 
CUSA3 on IMAG 1.798 1.187 1.823 2.226 2.948 
CUSL1 on CUSL 1.276 0.167 0.394 0.322 0.083 
CUSL1 on IMAG 1.770 1.600 0.046 1.616 0.785 
CUSL3 on CUSL 1.123 0.488 0.518 0.954 0.255 
CUSL3 on IMAG 2.231 0.347 0.763 0.613 0.185 
 
n=250, 15% missing data 
Manifest variable MS EM RI TI MI 
CUEX1 on CUEX 0.602 1.654 3.183 3.421 1.015 
CUEX1 on IMAG 8.323 3.136 8.100 8.338 1.635 
CUEX3 on CUEX 0.635 0.276 1.126 1.306 0.359 
CUEX3 on IMAG 8.656 0.571 0.761 0.095 1.019 
CUSA1 on CUSA 4.917 2.195 1.141 6.346 1.192 
CUSA1 on IMAG 4.172 3.986 1.692 7.599 1.104 
CUSA2 on CUSA 1.024 0.389 1.648 0.118 0.035 
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CUSA2 on IMAG 1.321 0.028 1.444 0.495 1.169 
CUSA3 on CUSA 1.081 0.588 1.634 0.741 1.023 
CUSA3 on IMAG 2.557 1.541 3.303 1.321 2.520 
CUSL1 on CUSL 2.385 1.049 0.048 1.884 1.181 
CUSL1 on IMAG 8.678 2.554 0.415 4.631 1.846 
CUSL3 on CUSL 2.340 0.577 0.619 1.296 0.488 
CUSL3 on IMAG 5.260 1.006 0.983 0.855 0.451 
 
 
B12 The standard error for each MCAR variable in the second-order model  
 
n=100, 5% missing data 
Variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 1.884 2.539 0.224 0.295 0.351 0.336 0.499 
MI 1.868 2.534 0.265 0.500 0.300 0.374 0.387 
MS 1.894 2.569 0.224 0.352 0.682 0.407 0.775 
RI 1.863 2.548 0.374 0.369 0.200 0.406 0.975 
TI 1.881 2.555 0.365 0.424 0.500 0.557 0.966 
 
n=100, 10% missing data 
Variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 1.863 2.555 0.224 0.539 0.387 0.530 0.510 
MS 1.869 2.537 0.265 0.510 0.708 0.875 1.015 
MI 1.863 2.555 0.224 0.539 0.387 0.510 0.510 
RI 1.897 2.550 0.265 0.787 0.500 0.859 0.860 
TI 1.865 2.572 0.265 0.345 0.475 0.562 0.618 
 
n=100, 15% missing data 
Variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 1.852 2.555 0.346 0.520 0.640 0.639 0.775 
MI 1.860 2.555 0.316 0.520 0.678 0.548 0.714 
RI 1.889 2.634 0.424 0.671 0.800 1.170 1.068 
TI 1.814 2.566 0.374 0.565 0.970 0.967 0.878 
MS 1.815 2.508 0.374 0.664 1.026 1.196 1.266 
 
n=250, 5% missing data 
Variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 1.987 2.455 0.261 0.290 0.260 0.403 0.399 
MI 1.998 2.455 0.303 0.310 0.253 0.409 0.369 
MS 2.091 2.449 0.261 0.438 0.250 0.955 0.409 
RI 2.095 2.455 0.276 0.237 0.210 0.852 0.268 
TI 2.002 2.145 0.438 0.514 0.429 0.856 0.490 
 
n=250, 10% missing data 
Variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 1.985 2.455 0.395 0.629 0.410 0.611 0.190 
MI 1.977 2.429 0.434 0.529 0.380 0.502 0.380 
MS 2.963 2.528 0.434 0.726 0.481 1.655 0.409 
RI 2.013 2.456 0.447 0.672 0.569 1.060 0.341 
TI 2.016 2.455 0.434 0.443 0.434 1.062 0.346 
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n=250, 15% missing data 
Variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 1.043 2.355 0.429 0.762 0.583 0.860 0.395 
MI 1.010 2.255 0.465 0.754 0.447 0.772 0.469 
MS 1.931 2.352 0.490 0.863 0.550 0.953 0.688 
RI 1.996 2.455 0.420 0.669 0.447 0.865 0.415 
TI 1.944 2.434 0.490 0.776 0.490 0.906 0.586 
 
 
B13 The correlation coefficients for each MCAR variable in the second-order 
model  
 
n=100, 5% missing data 
Variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 0.627 0.620 0.989 0.997 0.994 0.997 0.983 
MI 0.642 0.634 0.989 0.993 0.985 0.998 0.990 
MS 0.612 0.610 0.982 0.984 0.917 0.981 0.947 
RI 0.646 0.624 0.978 0.988 0.993 0.983 0.947 
TI 0.624 0.639 0.982 0.989 0.980 0.995 0.978 
 
n=100, 10% missing data 
Variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 0.634 0.620 0.982 0.974 0.974 0.981 0.983 
MS 0.605 0.587 0.975 0.968 0.910 0.932 0.907 
MI 0.630 0.620 0.975 0.994 0.958 0.995 0.982 
RI 0.651 0.652 0.975 0.926 0.958 0.956 0.966 
TI 0.626 0.646 0.975 0.990 0.961 0.978 0.968 
 
n=100, 15% missing data 
Variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 0.624 0.620 0.961 0.974 0.933 0.981 0.956 
MI 0.637 0.620 0.980 0.969 0.922 0.985 0.965 
RI 0.640 0.656 0.940 0.971 0.810 0.922 0.930 
TI 0.608 0.647 0.948 0.961 0.885 0.926 0.940 
MS 0.560 0.587 0.948 0.939 0.802 0.897 0.850 
 
n=250, 5% missing data 
Variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 0.616 0.662 0.981 0.985 0.992 0.989 0.993 
MI 0.617 0.662 0.986 0.991 0.993 0.991 0.995 
MS 0.600 0.657 0.978 0.972 0.990 0.969 0.984 
RI 0.608 0.662 0.978 0.987 0.990 0.984 0.994 
TI 0.621 0.666 0.961 0.982 0.975 0.959 0.979 
 
n=250, 10% missing data 
variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 0.618 0.662 0.954 0.945 0.976 0.982 0.997 
MI 0.607 0.662 0.949 0.969 0.982 0.985 0.993 
MS 0.573 0.632 0.937 0.913 0.962 0.959 0.984 
RI 0.602 0.662 0.960 0.948 0.973 0.962 0.991 
TI 0.591 0.664 0.937 0.961 0.980 0.979 0.991 
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n=250, 15% missing data 
variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 0.621 0.662 0.960 0.938 0.971 0.965 0.988 
MI 0.620 0.662 0.956 0.934 0.977 0.969 0.987 
MS 0.563 0.587 0.919 0.875 0.949 0.934 0.951 
RI 0.612 0.662 0.952 0.931 0.981 0.948 0.988 
TI 0.683 0.660 0.919 0.937 0.970 0.951 0.984 
 
 
B14 The intraclass correlation coefficients for each MCAR variable in the second-
order model  
 
n=100, 5% missing data 
Variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 0.509 0.629 0.521 0.670 0.633 0.683 0.700 
MI 0.652 0.705 0.610 0.799 0.739 0.722 0.783 
MS 0.109 0.132 0.090 0.122 0.291 0.202 0.250 
RI 0.130 0.281 0.370 0.136 0.389 0.270 0.341 
TI 0.346 0.240 0.205 0.194 0.303 2.651 0.355 
 
n=100, 10% missing data 
Variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 0.621 0.617 0.642 0.625 0.709 0.628 0.683 
MS 0.710 0.639 0.714 0.644 0.730 0.650 0.710 
MI 0.127 0.175 0.075 0.157 0.084 0.154 0.176 
RI 0.241 0.258 0.194 0.267 0.149 0.255 0.380 
TI 0.210 0.218 0.271 0.232 0.262 0.199 0.353 
 
n=100, 15% missing data 
Variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 0.735 0.646 0.652 0.612 0.563 0.650 0.637 
MI 0.857 0.778 0.759 0.744 0.604 0.758 0.631 
RI 0.172 0.183 0.168 0.168 0.058 0.174 0.064 
TI 0.386 0.178 0.211 0.208 0.136 0.270 0.368 
MS 0.216 0.251 0.298 0.270 0.141 0.253 0.320 
 
n=250, 5% missing data 
Variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 0.675 0.586 0.592 0.552 0.503 0.590 0.577 
MI 0.797 0.718 0.699 0.684 0.544 0.698 0.571 
MS 0.112 0.123 0.108 0.108 -0.002 0.114 0.004 
RI 0.326 0.118 0.151 0.148 0.076 0.210 0.308 
TI 0.156 0.191 0.238 0.210 0.081 0.193 0.260 
 
n=250, 10% missing data 
variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 0.439 0.559 0.451 0.600 0.563 0.613 0.630 
MI 0.582 0.635 0.540 0.729 0.669 0.652 0.713 
MS 0.039 0.062 0.020 0.052 0.221 0.132 0.180 
RI 0.060 0.211 0.300 0.066 0.319 0.200 0.271 
TI 0.276 0.170 0.135 0.124 0.233 2.581 0.285 
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n=250, 15% missing data 
variable CUEX1 CUEX3 CUSA1 CUSA2 CUSA3 CUSL1 CUSL3 
EM 0.537 0.676 0.606 0.589 0.572 0.544 0.666 
MI 0.578 0.596 0.708 0.627 0.604 0.532 0.704 
MS 0.138 0.064 0.129 0.139 0.179 0.169 0.165 
RI 0.330 0.167 0.217 0.153 0.185 0.204 0.231 
TI 0.316 0.121 0.498 0.136 0.116 0.102 0.181 
 
 
B15 The intraclass correlation coefficients for each MNAR variable in the second-
order model 
 
Missing criteria = mnar12 
variable MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
CUEX1 0.745 0.954 0.897 0.959 0.773 0.900 0.791 0.916 0.947 0.969 0.813 
CUSA1 0.765 0.974 0.917 0.979 0.793 0.920 0.811 0.936 0.967 0.989 0.833 
 
Missing criteria = mnar910 
variable MS MSNN EM EMNN RI RINN TI TINN MI MINN NN 
CUEX1 0.801 0.966 0.953 0.965 0.829 0.956 0.847 0.962 0.978 0.987 0.869 
CUSA1 0.718 0.927 0.870 0.932 0.746 0.873 0.764 0.889 0.920 0.942 0.786 
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Full Information Maximum Likelihood 
 
Full Information Maximum Likelihood (FIML), also known as the Raw 
Maximum Likelihood method, uses all available data in a data set to construct 
the best possible first- and second-order moment estimates under the MCAR 
and MAR assumption. In simple terms, if the missing at random (MAR) 
assumption can be met, maximum likelihood-based methods can generate a 
vector of means and a covariance matrix among the variables in a data set 
that is superior to the vector of means and the covariance matrix produced by 
commonly used missing data handling methods such as listwise deletion, 
pairwise deletion, and MS (Little & Rubin, 2002). It uses all available data to 
calculate a vector of means and a covariance matrix, in a way that is superior 
to other methods. Under an unrestricted mean and covariance structure, 
FIML and EM return identical parameter estimate values. Unlike EM, 
however, FIML can be employed in the context of fitting user specified linear 
models, such as structural equation models and regression models. FIML 
also produces standard errors and parameter estimates under the 
assumption that the fitted model is not false, so parameter estimates and 
standard errors are model-dependent. That is, their values will depend upon 
the model chosen and fitted by the investigator. 
 
An important advantage of EM over FIML is that EM allows the inclusion of 
different variables in imputation than those in the model, and this may be 
helpful in dealing with mechanism variables that are of no relevance to the 
model being estimated. In many cases, the resulting parameter estimates by 
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FIML are virtually identical to the estimates that are calculated by EM 
(Enders, 2010). It should be noted, however, that FIML, which is a direct 
model estimation method, does not impute the missing data and therefore 
does not provide an imputed data set for researchers. If a researcher wishes 
to use statistical methods of data imputation that are not within Amos’s 
purview (FIML is provided in the AMOS package), then an actual imputation 
method such as EM would allow the replacement of the missing data. 
Researchers could then use the imputed data sets and run their preferred 
procedures using the statistical package of their choice (e.g. SAS, SPSS, 
MATLAB). In these circumstances, FIML is not considered in this study – it 
assumes the incomplete data cells are MCAR or MAR (Little & Rubin, 2002) 
whereas this study is interested in MNAR incomplete data. 
 
 
 
